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1. Abstract. Using the properties of the generalized Hubert matrix and familiar results from the theory of hypergeometric series, we evaluate the determinants of certain matrices whose general terms are known explicitly. In certain cases it is even possible to find the analytic expression for the general terms of the inverses.
2. Introduction. In this paper the matrices used are always assumed to be n-square and i and j to be positive integers such that 1 ^ i, j g n.
The following elementary properties of determinants will be used : (I) If if multiplies all the elements in a row (column) of a determinant it multiplies the value of the determinant;
(II) the determinant of a triangular matrix is equal to the product of the n terms along the main diagonal; (III) if A and B are two matrices then det(AB) = det(A) det(5).
We shall also need Gauss's theorem [1, Theorem 18, p. 49] following for equation 8] :
/I -a, a Using (II), let us consider the following triangular matrices and their determinants : 
We know det(.A) from (6) while from (10) and (I) we have
But det(H) is known from (5) and hence, using (III), we obtain
) Starting with the matrix
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we form the product n BF = (j"), ft,-= jjbefa k=l with 5 defined by (7). Again using (1), we obtain
Now we know det (B), and from (13) and (I) we obtain det(SF) =,_^L-B{r(p)r(p+l).-.r(p + n-l)}det(Z?).
But det(E) is known from (11), and so (8) and (9), we form the matrix product CE = (Ty),
-L i tie r(P+i
which we obtain by using (2).
But from (8) and (11) we know det(C) and det(2?) so that, using (I), we easily obtain dptm = (-Y_{2!4!---(2n-2)l} 1 j -\^/TJ r(n + p + l)r(n + p + 2) ■ ■ ■ r(2n + p)
where i G = (ga) , ay = Jp + i + j + 1\ r /p -t + j + 2\
A great number of examples can be obtained in this way since, in principle, any summation formula can be used and the triangular matrices can be chosen at will.
Moreover, once a particular determinant is evaluated it serves as a stepping-stone to obtain other results. That is, the inverses of S and T are obtained as a product of known matrices. Let us now consider the particular case obtained by taking for our matrix D the generalized Hilbert matrix (see equation (4)), whose n-order inverse is well known [4] and is given by ¿T1 = (dy), (18) , (~l)i+5 r(n + p + z)r(n + p+i)
It is easy to verify, via Gauss's theorem, that the matrices r(p + ») is also equal to the product D~ S so that (18) and (19) yield But for 1 ^ j ^ n the 2^1 ( 1 ) on the right of (25) always terminates naturally after at most n terms and hence the series is complete. Summing by Gauss's theorem There are many motivations for the development of least squares polynomial approximations to sets of data. If the data is empirical, the motivation may be the smoothing out of empirical errors to obtain a representation superior in accuracy to the original data. Or if the data is in principle exact, the motivation may be to obtain a compact approximate representation for the data. In the case of data having widely variable character, it is often expedient to segment it and produce distinct polynomial representations in different ranges of the independent variable.
In many cases, it is necessary to introduce constraints on the least square approximation problem. These may occur, for example, in connection with data for which certain properties are known exactly from the underlying physical or mathematical model. They may occur also where data is to be fitted in several separate ranges and it is desired to preserve certain continuity properties from one segment of the representation to the next.
When the least square polynomials are being provided via the normal equations [1] , it is often reasonably straightforward to solve the constraint equations analytically for one or more of the undetermined coefficients and insert these into the set of linear algebraic normal equations. Use of the normal equations is, however, extremely wasteful of both storage and computing time. In addition, the normal equations are notoriously poorly conditioned so that one is rarely successful in producing least square polynomials beyond the fifth or sixth degree with single precision calculations.
The least squares algorithm via orthogonal polynomials [2] is vastly superior in almost every respect. This is especially true when the Lanczos three-term recursion [3] is incorporated in the process. In this case, if the resulting polynomial is to be used solely for function evaluation purposes, it is not even necessary to produce the explicit resulting polynomial with the inherent resulting rounding problems.
It is the purpose of this note to describe a simple transformation that will permit the solution of the least squares approximation problem subject to a class of constraint conditions. This transformation results from the generalization of an approach suggested by Hamming [4] . The transformed problem is of standard least squares type without constraints and may be solved through standard algorithms for this purpose.
