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ABSTRACT
While software is becoming more complex everyday, the require-
ments on its behavior are not getting any easier to satisfy. An
application should offer a certain quality of service, adapt to the
current environmental conditions and withstand runtime variations
that were simply unpredictable during the design phase. To tackle
this complexity, control theory has been proposed as a technique
for managing software’s dynamic behavior, obviating the need for
human intervention. Control-theoretical solutions, however, are ei-
ther tailored for the specific application or do not handle the com-
plexity of multiple interacting components and multiple goals. In
this paper, we develop an automated control synthesis methodol-
ogy that takes, as input, the configurable software components (or
knobs) and the goals to be achieved. Our approach automatically
constructs a control system that manages the specified knobs and
guarantees the goals are met. These claims are backed up by exper-
imental studies on three different software applications, where we
show how the proposed automated approach handles the complex-
ity of multiple knobs and objectives.
Categories and Subject Descriptors
D.2.4 [Software Engineering]: Design—Methodologies; I.6.5
[Computing Methodologies]: Model Development—Modeling
methodologies
General Terms
Design, Experimentation, Theory, Performance, Reliability
Keywords
Adaptive software, control theory, dynamic systems, non-
functional requirements, run-time verification.
1. INTRODUCTION
Self-adaptation is a first-class property of modern software
systems. Adaptive software incorporates monitoring, decision-
making, and actuation to maintain reliable behavior despite sud-
den, unpredictable changes like application workload fluctuations
and hardware failures. Adaptive software detects such changes in
the operating environment, determines how to respond, and imple-
ments the response with an actuation phase. Many methodologies
have arisen for designing and implementing such adaptive or auto-
nomic software systems [1–3].
Dynamic, feedback driven adaptation has been studied in control
theory for decades, where rigorous engineering techniques adapt
physical systems while providing formal guarantees of their be-
havior; e.g., cruise control in an automobile [4]. Recent research
has applied control theory to adaptive software systems, ensuring
software behaves predictably in dynamic environments (for exam-
ples see the survey [5]). Control theoretic solutions are particu-
larly attractive for software systems with strict requirements in un-
predictable environments because control techniques permit formal
analysis of a system’s dynamic behavior.
The drawback of using control theory in software is that software
engineers must master both their application domains and control
systems. Indeed, using control theory requires (1) understanding
all the actuators, or software components that can be changed dur-
ing runtime, (2) developing a suitable mathematical model relating
these components to observable feedback, and (3) implementing a
control strategy based on the model and the desired behavior [6].
While the first point is typically easy for the software developer,
the other two items require deep background in control science
and might be not applicable for all the software adaptation prob-
lems [6].
Recent work proposed addressing points (2) and (3) by fully au-
tomating the construction of a mathematical model and the syn-
thesis of a suitable controller for software systems, putting con-
trol techniques in the hands of non-experts [7]. That approach ad-
dresses systems having a single quantitative goal and a single actua-
tor. It produces a controller using two phases: learning and synthe-
sis. The former conducts a systematic exploration of the actuator
and builds a mathematical model relating this actuator to measur-
able changes in the software. The synthesis phase uses the model to
construct a controller that is formally guaranteed to meet the goal,
if feasible. Additional enhancements make this approach robust in
the face of unpredictable external changes; e.g., , those in third-
party components or services. Despite the variety of problems that
can be tackled with this approach [7], its guarantees are limited to
only a single quantitative goal. Software systems requiring guaran-
tees in multiple dimensions (e.g., energy and performance) cannot
make use of this approach.
Automatic synthesis of controllers for multiple goals is usually
challenging and requires human intervention. A general approach
handling multiple goals and multiple actuators has been proposed
[8]. To deal with conflicting goals, this approach uses a cascade
control schema where higher priority goals are pursued before
lower priority ones. This approach assumes perfect knowledge of
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the system at design time and requires continuous knobs to be dis-
cretized, possibly leading to an overwhelming number of control
actions. To find the best configuration within a large search space,
an optimization problem is formulated, but the approach relies on
heuristic solutions to avoid scalability problems [8]. Recent work,
however, has shown that the effectiveness of such heuristics is sys-
tem dependent; i.e., they are not general and not portable across
systems [9].
We address this need to generalize support for multiple goals
by extending our previous automated framework to synthesize con-
trollers to manage requirements for multiple non-functional quanti-
tative properties simultaneously by synthesizing cascade controller
systems given a prioritization of the control goals. We address
shortcomings in prior work by handling both discrete and continu-
ous actuators and by finding exact solutions to optimization prob-
lems that translate control signals into knob settings.
The methodology we propose assumes the software system is a
equipped with multiple actuators and is required to satisfy multi-
ple quantitative goals. Each actuator is associated with a control
knob (or control variable) that may affect multiple quantitative di-
mensions at the same time. After an initial (possibly rough) dis-
cretization of continuous knobs, the controller dynamically refines
the discretization between relevant values to increase control ac-
curacy at runtime. No constraints are imposed on the actual (un-
known) relationship between knob and goal, which can be linear or
nonlinear.
Multiple actuators affecting multiple dimensions create an expo-
nential explosion of possible software configurations, which might
limit the scalability of prior work. The key insight of our approach
is to overcome this explosion by exploiting the ranking of the non-
functional properties (or goals) under control to design an efficient
control allocation [4] where multiple controllers operate in cascade
on subsequently smaller decision spaces. To this end, we partition
the knobs depending on the goals they affect and decide on each
partition separately, whenever possible. This can reduce the num-
ber of knobs configurations involved in each separate decision.
Furthermore, we replace the heuristic solution of the internal op-
timization problems with an exact solution based on the analysis
of the dual problem. This analysis allows to efficiently reduce the
number of configurations that has to be considered for finding an
optimal solution by several orders of magnitude. For example, in a
radar processing case study (see Sec. 5.2) this analysis reduces the
possible number of actuator combinations to consider from over 2
million to just under 2 thousand – three orders of magnitude reduc-
tion.
In the proposed approach, the controllers are dynamically syn-
thesized based on the control actions selected for higher-ranked
goals. The only requirement is that at least one problem dimen-
sion must be free; i.e., it will be minimized (or maximized) without
any guarantees on its value.
Our methodology supports two ranking schemes. The first is
user-defined — users explicitly define the priority of different
goals. This schema resembles the elicitation of primary (manda-
tory) requirements and secondary (desirable) requirements. If some
goals cannot be achieved, the controllers first meet the highest
ranked one, and then the subsequents, coming as close as possible
on infeasible goals. The second scheme is an automatic ranking
where the control system orders the goals to maximize the number
which can be achieved. As in prior work [7], continuous learning
mechanisms are applied to keep the system model updated at run-
time and maintain guarantees despite possible changes.
The methodology in this paper greatly extends the generality of
prior approaches to automated control design, moving existing ef-
fort much closer to the requirements necessary for deployment in a
real system with multiple constraints, all of which must be met de-
spite unpredictable and uncertain execution environments. At the
same time, the proposed approach requires no prior knowledge of
the software under control nor special mathematical skills, mak-
ing control theoretic solutions available to non-experts who must
guarantee multiple aspects of a programs behavior.
We implement the proposed methodology and obtain results in
three case studies. In the first, we manage performance, security
and energy for encrypted communications on a mobile device. In
the second, we manage hardware resources and software configu-
ration to achieve accurate and timely target localization in a cyber-
physical radar system. In the third we design a dynamic binding
mechanism for a service-oriented system to guarantee reliability,
response time, and cost effectiveness. These examples demonstrate
the broad applicability of our proposed automated methodology.
The rest of the paper is organized as follows. Section 2 dis-
cusses prior work. Section 3 presents some control background.
The proposed methodology is discussed in Section 4 and evaluated
in Section 5. Section 6 concludes the paper.
2. RELATEDWORK
Many modern software systems are self-adaptive [10, 11]; i.e.,
they select at runtime the best configuration to achieve specific non-
functional requirements like reliability or response time. There are
many examples, from compiler-based support for alternative im-
plementations [12–14] to the exploitation of dynamic knobs for
power and energy management [15–17]. Hardware architectures
can be dynamically adjusted to target execution speed and much
more [18–20]. In High Performance Computing it is common to
adapt a running application; e.g., tuning FFTs for graphics process-
ing units [21]. Considerable effort has been devoted to MapReduce,
which exposes many configurable parameters [22–24].
Self-adaptive techniques are also prominent in industry. For ex-
ample, companies like IBM [25] developed the IBM Touchpoint
Simulator and the K42 Operating System [26]. Oracle produced
the Automatic Workload Repository [27] and Intel the RAS Tech-
nologies for Enterprise [28].
Formal methods are often used to build self-adaptive systems be-
cause of their ability of providing mathematical guarantees on both
the effectiveness and the dependability of the adaptation mecha-
nism [29]. Among those methods, control theory [6, 30–32] has
been recognized by the software engineering community as a solu-
tion to meet quality of service requirements despite unpredictable
changes in the execution environment. Several recent surveys cap-
ture the current state-of-the-art applying control-theory to software
applications [5, 33], as well as highlighting the main criticisms of
early approaches [3]. Examples control delays for web servers [34],
manage data centers [35], allocate resources [36–38], tune operat-
ing systems [39–41], minimize energy [42], and coordinate across
the system stack [43]. These strategies adapt tunable knobs that can
be identified either oﬄine or at runtime [44].
The use of control theory in software engineering, however, is
still in a preliminary stage. It is difficult to develop accurate con-
trol models for software because strong mathematical skills are
needed to deal with the complex non-linear dynamics of real sys-
tems [45, 46]. These difficulties result in control strategies that
solve a particular problem and operate in particular conditions, but
do not generalize. This paper’s goal is to increase the generality
of control solutions by introducing a methodology that automati-
cally constructs control systems for software adaptation. The pro-
posed methodology requires little prior knowledge, instead adopt-
ing a “push-button” approach that maintains the formal guarantees
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offered by traditional control approaches, but requires little mathe-
matical background.
The first general and automated solution was recently pro-
posed [7]. The solution was based on very simple qualitative
equation-based models. While complex and precise quality models
have been used in the past to enable design-time optimizations [47],
such complexity is a drawback for runtime adaptation, due to its
overhead [48]. Despite its generality with respect to problems and
environments, the solution proposed in [7] suffers from restrictions
and limitations. This methodology is, in fact, only applicable to
single-input single-output systems, where the application developer
must identify one single actuator to be changed and the methodol-
ogy guarantees only a single non-functional requirement; e.g., re-
sponse time. In this paper, we further generalize this previous work
to obtain an automated solution capable of dealing with multiple
objectives and actuators simultaneously.
3. BACKGROUND
This section connects software engineering and control theoretic
terminology to provide the necessary background for following the
methodology presented in Sec. 4.
Applying control theory requires (1) the ability to measure the
quantitative property under control and (2) some desired values for
these properties. These quantitative properties are referred to as the
goals of the system and are related to non-functional requirements
like energy consumption, response time, and reliability. For exam-
ple, the measured response time of a web server can be of 500ms,
while its desired value is below 1s. In this paper, we assume it is
possible to measure every objective that the control system should
fix and that the system developer assigned some desired values for
the quantities under control. The desired value, in control terms,
is called the setpoint. A software systems will have multiple non-
functional requirements, which we refer to as the dimensions of
software behavior, or simply dimensions for brevity. The current
measurement of the system status in a particular dimension is a
feedback signal.
Control also requires adjustable system components, called con-
trol knobs or actuators. These actuators should affect the measured
quantitative properties and allow the system to reach the desired
setpoints. The software can have multiple knobs and multiple set-
points. However, the methodology proposed here requires the num-
ber of knobs to be greater than or equal to the number of dimensions
under control.
The controller chooses the knobs’ settings to drive the feedback
signal to the goals, a process called setpoint tracking. If the con-
troller has to counteract external factors that could interfere with
behavior, it is doing disturbance rejection. If it has to act also in
presence of unreliable measurement, e.g., noisy feedback, this calls
for robustness to inaccuracies.
These requirements for the control system can themselves be
mapped into specific quantifiable properties. Specifically, stability
refers to convergence to an equilibrium — with a well designed
controller, the setpoint. Also, one can decide how the system
reaches the equilibrium point. Overshooting means that the mea-
sured feedback may be higher than the goal for some time. Avoid-
ing overhsoots avoids penalties; e.g., violating user requirements
or service level agreements. The time required to reach the equi-
librium point is the settling time. The system can also be robust,
in control theoretical terms, and converge to the setpoint despite
quantifiable errors in the control model.
It is obviously desirable to design a stable system that avoids
overshooting, has low settling time, and high robustness. The main
advantage of a control-theoretical approach is that these properties
are formally guaranteed on the system’s model. Thus, it is possible
to determine when the system behaves as expected and, when it
does not, how it will converge and what the values of the measured
quantities will be.
4. METHODOLOGY
This section presents our methodology for controlling multiple
dimensions of software behavior using multiple actuators. We as-
sume no prior knowledge about the effect of these actuators on the
system. We do assume that each knob has a nominal value, which
is the knob’s value when it is not used to control any dimension.
When all the knobs are set to their nominal value, the i-th dimen-
sion di takes value bi.
The term configuration denotes a specific set of values for the
available knobs. For example, given the set of knobsK = {k1,k2,k3}
a possible configuration is {k1 = 3,k3 = 0}, where k2 is not assigned
and can be set to any of its feasible values.
4.1 Control Strategy
We propose a generalized feedback control strategy to guarantee
the behavior of the software system in multiple dimensions. The
new approach builds on prior work that controlled performance,
power, and application accuracy [8] by (1) extending the control
strategy to any set of non-functional quantitative goals, (2) au-
tomating the controller’s design, (3) solving internal optimization
problems exactly, and (4) incorporating continuous control knobs.
Such multi-dimensional control is a difficult problem because
decisions made to adjust behavior in one dimension will likely af-
fect others. To overcome these complications we impose an order-
ing on dimensions of control. Given an ordering, our approach ap-
plies control based on rank, where higher-ranking dimensions are
controlled before lower-ranking ones. For example, if performance
is ranked highest, and energy is lower-ranked, the controller will
first tune knobs to satisfy the performance goal, then determine a
set of knobs that affect energy but not performance, and finally tune
those knobs to meet the energy goal.
We support two different ordering schemes. The first allows
user-specified priorities. A user may be concerned more about soft-
ware’s performance than its accuracy. Performance will be higher
ranked and the control strategy will adjust for performance first, us-
ing any knob. Knobs which do not affect performance are used to
control accuracy. The second ordering scheme supports feasibility.
In this scheme, the controller automatically ranks dimensions based
on available actuators to achieve as many goals as possible. For ex-
ample, if three of the ten available actuators are necessary to con-
strain the performance behavior and five of them would be needed
to address accuracy goals, the controller chooses performance as a
primary dimension, to leave as many actuators as possible free to
control accuracy.
The ordering scheme, whether priority or feasibility based, is the
key insight to our approach. At runtime, the control strategy se-
lects the actuators in the order of dimension ranking. After apply-
ing the control values for one dimension, we estimate the effects on
the subsequent dimensions, remove the already constrained knobs
from the pool of available ones and execute the controller to opti-
mize for the new dimension. Adapting the control strategy during
runtime, based on decisions made for higher-ranking dimensions,
allows us to account for the dependence between dimensions. The
estimation strategy bases the decision on actual data about how the
system is reacting to changes in the previously controlled dimen-
sions, adjusting prior knowledge about the mentioned dependence.
Figure 1 shows an example of the proposed feedback control
strategy managing two dimensions: accuracy and performance. In
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this example, the highest ranking dimension is accuracy; perfor-
mance is lower ranking. At runtime, our approach first collects the
current goals ga(t) and gp(t) and feedback measurements fa(t) and
fp(t), in the accuracy (a) and performance (p) dimensions at time t.
◦ AccuracyController
Accuracy
Translator
ga(t) ea(t) ua(t)
◦ PerformanceController
Performance
Translator
gp(t) ep(t) up(t)
Software
System
ka(t)
kp(t)
fa(t)
−
fp(t)
−
Figure 1: Block diagram for controlling accuracy and perfor-
mance.
The controller then computes the errors in both dimensions, the
differences between the goals and current values ea(t) and ep(t).
The control system produces ua(t), a signal indicating how to
change accuracy to compensate for the measured error. The con-
trol signal ua(t) is passed to a translator, which determines the set of
possible knobs values that achieves the desired accuracy and among
those, the ones that allow for optimal performance. The predicted
performance of this configuration is used to modify a second con-
trol system that produces up(t), a signal that drives the performance
error ep(t) to zero. This signal is then translated to a disjoint set of
knobs that achieves up(t) with minimal interference on any other
dimension. At the next time step, feedback and goals are measured
and new control signals are calculated.
4.2 Controller Synthesis
This section presents a formal description of the proposed con-
troller. For clarity, we first present an approach for goals in two
dimensions, and then extend it to handle more. This approach is
based on classical control synthesis techniques [4] but extends them
to handle a general set of problems with a general set of knobs. In
classical control synthesis, the knobs and the goals are known in
advance and the synthesis is carried out to find a suitable controller
for the specific case and the specific system model to be used. Our
approach, instead, focuses on achieving generality and tackles the
problem of having a set of knobs and goals to match.
The approach has five phases. The first selects the lead dimen-
sion. For user-specified priorities, this phase is skipped and user
priorities become input for the second phase. Subsequent phases
are the control of the lead dimension, its translation into knob
settings, the control of the subordinate dimension, and its trans-
lation. If more dimensions are added, the last two steps are re-
peated for each additional dimension. We first focus on discrete (or
discretized) knobs and discuss the dynamic refinement continuous
knob discretization later in this section.
4.2.1 Selecting the Lead Dimension
If the controller does not receive user-specified priorities, the
first step is to select the lead dimension. Given a set of N di-
mensions D = {d1,d2, . . .dN }, the lead dimension is the one that
can be controlled using the fewest actuators. A set of m knobs
K = {k1,k2 . . . ,km} does not affect dimension di if
∀~c ∈ C, di(~c) ' bi, (1)
where C = {K1 ×K2 × · · · ×Km}; Ka with a ∈ {1 . . .m} the domain
of the a-th knob, or the set of values that the a-th knob can as-
sume; di(~c) is the value of dimension di due to the effect of the
configuration ~c; bi is a baseline measurement of dimension di. In
other words, for any possible combination of actuator values (the
Cartesian product of the set of admissible values for each knob),
the behavior is unchanged.
With two dimensions, we would like to find dlead , the primary
dimension, and dsub, the secondary one. We start by finding the
set K1 of knobs affecting the first dimension, d1 and the set K2
affecting the second one, d2. From these two sets we select the lead
dimension as the one which is influenced by a smaller number of
knobs.
K1 = {k | d1(~c) , b1} (2)
K2 = {k | d2(~c) , b2} (3)
dlead = argmindi | Ki | (4)
dsub = argmaxdi | Ki | (5)
Eqns. 2 and 3 determine the set of knobs affecting the goal dimen-
sions, while Eqn. 4 chooses the lead dimension as the set with mini-
mal cardinality. The remaining one is the secondary dimension. To
control the lead dimension, fewer actuators are used. This means
that more knobs are available for subsequent dimensions.
4.2.2 Controlling the Lead Dimension
Let glead(t) and flead(t) denote the goal and feedback in the lead
dimension at time t. Control for the lead dimension eliminates
the error elead(t) = glead(t)− flead(t), by computing a control signal
ulead(t) based on its prediction of the next feedback measurement
flead(t + 1):
flead(t + 1) = blead ·ulead(t) + distlead(t), (6)
where blead is the baseline behavior in the lead dimension, i.e.,
its behavior with all the knobs configurations set to their nominal
value. distlead(t) represents a transient disturbance. For example,
if the lead dimension is performance, blead is the performance with
the software in its default configuration. flead(t) represents the mea-
sured performance at time t. ulead(t) represents the speedup (over
baseline) the translator should achieve at time t, and distlead(t) rep-
resents a momentary disruption in performance (e.g., due to a page
fault).
Given elead(t), our methodology finds ulead(t) using a deadbeat
controller, based on the model defined by Eqn. 6. The approach
followed is the same as proposed in [7], using zero as value for the
pole, i.e., imposing that the controller is as fast as possible in mak-
ing the measured value converge to its specified goal. The control
signal ulead(t) then becomes
ulead(t) = ulead(t−1) + elead(t)blead . (7)
The disturbance distlead(t) disappears from Eqn. 7. This is not
surprising, since distlead(t) models any fast, transient change that is
not under control and affects flead . The fast transient disturbances
cannot be controlled in any way, unless a precise model of their ac-
tion exists. When the disturbance does not immediately disappear,
its action is slowly included into the model via a change in the
baseline blead that is kept updated at runtime. Thus, a temporary
page fault receives no correction, but a sudden lack of memory that
persists for some time is compensated for, due the feedback signal
itself. For now, we assume to know how bi varies, for each dimen-
sion, during the execution of the application. This assumption will
be relaxed in Sec. 4.3.
16
4.2.3 Translating the Lead Dimension
Once the control signal ulead(t) is computed, it must also be ac-
tuated. To this end, we must select specific settings for the knobs
in the set Klead (Eqns. 2–5), to obtain the desired control signal.
To convert the continuous control signal into a configuration for
the available knobs, our approach schedules configurations for a
window of τ time units, with τ sufficient for the next feedback sig-
nal to reflect the effects of the schedule. The schedule is a list `lead
of couples ( ~cw, τw), where cw represents a specific configuration
and τw denotes a time to spend in that configuration. The con-
figurations in the list are sequentially applied until the end of the
window τ. Configurations are chosen so that the average behavior
over the time window is equal to the control signal and the effect
of the schedule on the subordinate dimension is minimized. The
resulting optimization problem is:
optimize
`lead
∑
( ~cw,τw)∈`lead
dsub( ~cw) ·τw (8)
subject to ∑
( ~cw,τw)∈`lead
τw
τ
· dlead( ~cw)
blead
= ulead(t) (9)∑
( ~cw,τw)∈`lead
τw = τ (10)
∀( ~cw, τw) ∈ `lead , @ki ∈ ~cw, ki <Klead (11)
Here, the word optimize stands for either minimize or maximize,
depending on the specific dimension. For example, optimizing
power consumption minimizes it, while optimizing reliability max-
imizes it. This formulation assures the subordinate dimension is
optimized (Eqn. 8), the control signal for the lead dimension is re-
alized (Eqn. 9), and the total time does not exceed the time before
the next feedback measurement (Eqn. 10). It also guarantees that
every configuration included in the schedule uses only knobs be-
longing to Klead (Eqn. 11).
While mathematical optimization problems are, in general, ex-
pensive to solve, the particular structure of this problem lends it-
self to a cost-effective solution. This problem has two non-trivial
constraints (Eqns. 9 and 10), and the other constraints confine so-
lutions to have non-negative components. The geometric structure
of this problem implies that the optimal solution will have at most
two configurations in `lead , i.e., only two of the coefficients τw in
Eqn. 8 will be nonzero [49]. A simple solution that returns the true
optimal, then, would divide the set of Clead of all possible config-
urations of the knobs in Klead (the Cartesian product of all sets of
potential values for the selected knobs) into two subsets:
Co = {c ∈ Clead | dlead(~c) ≥ ulead(t)} (12)
Cu = {c ∈ Clead | dlead(~c) ≤ ulead(t)} (13)
Eqn. 12 finds the set of all the configurations that exceed ulead ,
while Eqn. 13 selects the configurations that approach the desired
control signal from below. Given these two sets, we can search over
all pairs where one entry in the pair is drawn from Co and one entry
is drawn from Cu.
This algorithm is guaranteed to return an optimal solution to the
problem, but it executes in O(| C2 |) time. This exhaustive search
can be straightforwardly parallelized (e.g., in with a map-reduce
strategy). For very large configuration spaces, it is possible to fur-
ther reduce the complexity by creating a table of buckets for each
dimension (essentially a hash table), where each bucket represents
a range of behavior in that dimension. We employ this approach for
large C, confining the search to the small number of configurations
that map to the same bucket, requiring O(1) operations when the
table is large enough to avoid bucket collisions. Finally, an analy-
sis of the dual problem of the (mixed integer) linear optimization
in Eqns. 8–11 can lead to a dramatic reduction of the search space
by pruning out the configurations dominated by others toward the
identification of the optimal point [50]. A deeper discussion of the
possible optimization strategies is beyond the scope of this paper.
Notably, state of the art optimization tools have a variety of them
built in and can be used off-the-shelf, provided the user knows how
to structure the problem.
The lead dimension is now controlled with a set of knobs that is
as small as possible, leaving the other knobs free for other dimen-
sions.
4.2.4 Controlling the Subordinate Dimension
Having selected ~co and ~cu, the proposed approach calculates
bˆsub(t), an estimate of how the choice for the lead dimension will
affect the subordinate one:
bˆsub(t) = bsub ·
dsub( ~co) ·τ~co + dsub( ~cu) ·τ~cu
τ
(14)
We use Eqn. 14 and the integral-control-law to calculate a control
signal that eliminates the error esub(t) = gsub(t)− fsub(t) in the sub-
ordinate dimension.
usub(t + 1) = usub(t) +
esub(t)
bˆsub(t)
(15)
The value of usub(t) is then passed to the translator to obtain the
remaining knob configuration.
4.2.5 Translating the Subordinate Dimension
For stability, usub(t) must be translated into knob settings without
affecting the behavior of dlead . From Eqns. 2–5, we know the two
sets of knobs Klead and Ksub affecting the lead and subordinate
dimensions. The controller then computes the set Kvalid affecting
only the subordinate one. If Kvalid is the empty set, the problem is
not feasible and the system reports that it is not possible to achieve
the subordinate dimension’s goal without compromising that of the
lead dimension.
Kvalid = (K \Klead)∩Ksub (16)
Let d f ree be the dimension for which there is no goal. Then the sig-
nal usub(t) is translated to knob configurations that optimize d f ree
by computing a schedule `sub of couples (~cs, τs), solving the fol-
lowing optimization problem
optimize
`sub
∑
(~cs,τs)∈`sub
d f ree(~cs) ·τs (17)
subject to ∑
(~cs,τs)∈`sub
τs
τsub
· dsub(~cs)
bsub
= usub(t) (18)∑
(~cs,τs)∈`sub
τs = τsub (19)
∀(~cs, τs) ∈ `sub, @ki ∈ ~cs, ki <Kvalid (20)
where τsub represents the sampling time of the subordinate loop,
which can be different than the lead one. Eqn. 17 optimizes the free
dimension, Eqn. 18 ensures the control signal is realized, Eqn. 19
ensures the time window is respected, and Eqn. 20 ensures that
configurations come from Eqn. 16. This optimization problem is
solved using the same optimal algorithm as presented previously
for the lead dimension.
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Extension to More Dimensions: The process above can be extended
to an arbitrary set of dimensions. Instead of a lead and subordinate
dimension, the methodology ranks dimensions. The highest rank
dimension is equivalent to the lead dimension in the above. For
each subsequent dimension, the process described in the last two
steps is applied, substituting the set of all the used knobs Klead in
Eqn. 16. This set is computed as the union of Klead with all the
already prescribed Ksub.
In the hash table implementation of the above, control for each
dimension takes O(1) time. Therefore, applying this process to
multiple dimensions takes O(N) time, where N is the number of
dimensions under control.
Discretization refinement The controller schema introduced in this
section identifies a sequence of discrete configurations ~ci approx-
imating the enforcement of a continuous reference ui provided by
a deadbeat abstract controller. Whenever a continuous knob kc as-
sumes different values between two consecutive configurations in
the sequence, the transition between them is linearly smoothed over
one or more steps for the continuous knob kc, while the discrete
knobs follow the original plan.
In practice, assuming at time i the plan requires a transition be-
tween the two configurations ~c...i and ~ci+1..., a one step smooth-
ing of kc would replace this step change with a subsequence
~c...i−1, ~ci, ~ci+1..., where the value of kc at time i is kic = (ki−1c +ki+1c )/2.
This refinement explore a new configuration for knob kc, smooth-
ing the discretization level.
This linear smoothing can be also extended over more steps.
However, since no assumptions have been made on the actual func-
tion that is being discretized, it is possible that the new values for
kc make the control plan deviate from its expected behavior, e.g.,
in presence of a nonlinear behavior around those values. For this
reason, the length of the smoothed transition should be kept short
when nonlinear behaviors are expected. Nonetheless, the possible
deviations are only transitory for the current τ actuation steps, while
providing additional information for the next control decision.
To avoid an unnecessary growth of the discretized configuration
space for control knobs, it is a good practice to introduce a max-
imum resolution threshold, such that smoothing is only enforced
when the difference between two subsequent values of a continuous
knob kc is larger than such threshold. This threshold also bounds
the error incurred through discretization of continuous knobs.
4.3 Learning and Runtime Adaptation
We have assumed the values di(~c) for each dimension i and each
valid configuration ~c are known. However, in many cases these
values might be unknown or subject to runtime changes. In control
theory, updating the model parameters is called system identifica-
tion. We review some existing techniques [4], and propose guide-
lines to find the best identification method for a specific problem.
A naive solution applies only a statistical estimator to learn, and
update, each value di(~c) depending on ~c. Several such approaches
have been proposed both in control theory and in software engineer-
ing [51–53]. Despite its simplicity, this approach is realistic only
for small numbers of configurations because of the prohibitively
large number of samples needed to guarantee convergence [54].
Surrogate models approximate software behavior as a function
of knob configurations. Examples are radial basis function, spline
models, or Gaussian processes, such as the popular Kriging mod-
els [55–57]. These models may require fewer samples for a suitable
approximation the software behavior, but their increased computa-
tional complexity may reduce the reaction time of the controllers.
Whenever possible, a computationally efficient parametric
model is preferred. Such models define families of possible behav-
iors; the objective of learning then reduces to finding the best pa-
rameter assignment to describe the behavior of the system with re-
spect to each non-functional requirement dimension. Several para-
metric models are already used in software engineering, especially
to reason about reliability and performance, [48, 51, 58].
Furthermore, parametric models are usually easy to keep up-
dated with online tracking mechanisms such as Bayesian estima-
tion [52], Kalman filtering [51], or other techniques for statistical
learning [59]. This has a twofold benefit: (1) the model tracks
changes in the system and (2) the quality of the estimates is contin-
uously improved while the system is running, overcoming possible
inaccuracies in the information collected during an initial learning
phase. In the third case study on quality-driven dynamic binding,
we fit and continuously update a parametric model based on incre-
mental estimation and quasi-Montecarlo sampling.
4.4 Discussion and Formal Assessment
Our methodology uses a control theoretic runtime decision en-
gine to adapt a running application in response to unpredictable
events. This control theoretic approach allows formal analytical
assessment. Such analysis is based on the assumption that soft-
ware behavior is bounded; i.e., an uncontrolled application cannot
continually increase or decrease its performance, power consump-
tion, or output accuracy. Bounded also implies that every situation
can be recovered. This is not always the case with control strat-
egy, where a signal could indefinitively grow, therefore leading to
instability that cannot be addressed. Having bounded inputs and
outputs simplifies the analysis and the formal assessment of the
system. We analyze here the properties mentioned in Sec. 3: sta-
bility, overshooting, and settling time.
Stability: To study the convergence of the system, the time-
based quantities can be converted to their frequency domain coun-
terparts using the Z-transform [4], a frequency domain representa-
tion of a discrete time control signal. In particular, to assess the sys-
tem stability, we consider the closed loop system Z-transform, and
determine if the poles of said Z-transform lie in the unit circle [4].
The controlled system is composed of multiple cascade loops (one
for each dimension under control). The first closed loop system,
controlling the lead dimension, is stable by design. In fact, given
the controller synthesis method (we generate a deadbeat controller
– in control terms this means generating the controller that is less
robust to noise but brings the desired signals as close as possible to
their setpoints, as fast as possible [4]) its Z-transform is 1/z, there-
fore there is only one pole, at zero. The analysis of the subsequent
subordinate loop is more complicated, since some of the signals
depend on previous loops, and are thus time-varying. In principle,
these loops should be analyzed as a switching system, where some
signals are rapidly changed from one value to another. However, it
is possible to make the simplifying assumption that the loops cor-
responding to the dimensions controlled beforehand (i.e., the lead
and the subsidiaries with higher priority) have already stabilized
to their goals. In this case, the analysis becomes straightforward,
since again the deadbeat nature of the control strategy guarantees a
closed loop Z-transform of 1/z. [4] contains an exhaustive descrip-
tion of deadbeat controllers’ stability properties.
To guarantee that the loops for higher-ranked dimensions are al-
ready stabilized, the time constant τsub that appears in Eqn. 18
should be long enough. More precisely, τsub ≥ 2τ where τ is the
one used in Eqn. 9. For each additional subordinate dimension, the
sampling time of the controller should be increased to twice the
value of the previous loop. This guarantees that the values set by
the previous loop have already settled to their regime values. The
control signal of such systems is seen as a disturbance from the
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subsequent ones in the chain. To guarantee the stability in face of
disturbance one could do a robustness analysis and verify what is
the maximum amount of change that the subordinate dimensions
could tolerate. The Z transform function of the closed loop, aug-
mented with the disturbance, has the same poles as the original one,
so the stability property is preserved whenever the goals are feasi-
ble. The augmented settling time is therefore a sufficient condition.
In principle, it could be relaxed with a switching system analysis.
Such analysis, however, is system-dependent and unsuitable for an
automated control strategy. It is common in practice to select the
sampling period of each loop multiples of one another, so that the
sufficient condition for system stability is fulfilled.
Overshoot: The deadbeat controller converges to the set point
without overshoot if the system operates under perfect informa-
tion. However, short overshoots are expected because of transient
disturbances that cannot be canceled without additional knowledge
on the system’s behavior; e.g., the effects of an outlier reported by
the monitors will be reduced by the integral action of the control,
though it may be too large to be fully compensated [4]. However,
the fast controller reaction (the Z-transform has only one pole, at
zero) guarantees overshoots are quickly acted upon and canceled
by the control strategy [4]. Indeed, the experimental results in the
following section show that the system can be found in overshoot
conditions, but they are promptly lowered by the controller action.
Settling Time: The settling time of the closed loop system is
by definition the settling time of the slowest loop in the system.
Assuming the sampling strategy indicated above is employed to
guarantee the system’s stability (τsub = 2τ), the settling time of the
overall system is given by 2n−1 · τ, where n is the number of di-
mensions under control. Clearly, one can select τ to be as small as
possible, for faster convergence. However, the choice of τ is lim-
ited by the fact that the control action taken at time t should have
a measurable effect at time t + τ. This last assumption is unavoid-
ably application dependent. For example, changing the distribution
policy for a load balancer can be enforced in fraction of seconds,
while starting a virtual machine in the cloud may take a potentially
unpredictable time. τ has to be greater than the maximum actuation
time in the application, and may limit the applicability of the pro-
posed control approach when faster reactions are desired. Including
an online estimation procedure, also, may extend the time that the
system needs to settle, since the estimator settling time should also
be taken into account before correct information about the system
become available. For every loop, one should consider the time that
the corresponding estimation strategy takes to converge as part of
the total convergence time.
Optimality of the translation: The optimality of the translation
from the continuous reference value to a sequence of τ discrete
configurations is subject to several assumptions. If the knobs are
all discrete, the only way to guarantee the optimality of the trans-
lation is to know the effects of every possible configuration. The
exhaustive exploration of such (finite) configuration space is often
infeasible and replaced by a systematic or randomized exploration
of a smaller subspace (as described in Section 4.3). This introduces
an approximation of the optimal solution that should be taken into
account when implementing a specific application. This observa-
tion extends naturally to discretized continuous functions, where
the quality of the finite discretization may not capture all possible
nonlinearities in the approximated continuous function. These lack
of information may lead to sub-optimal plans, though the stability
of the system is not compromised since only known configurations
will be enforced, whose effect are known.
The problem of discrete knowledge can be overcame when an
analytical model of the system is available. In such case the op-
timization problems can be straightforwardly restated taking into
account the actual function relating knobs to goals, however this
esulates from the scope of this paper.
The use of online learning techniques introduce additional uncer-
tainty. Indeed, until the estimators converged, the decisions might
be transitory biased. As side effect, a configuration might be not
enforced on the base of wrong knowledge, preventing the gather-
ing of additional information and in turn the slower convergence
of the estimators. The initial learning phase can be leveraged to
reduce this risk, while at runtime it is possible force the periodic
exploration of configurations that have not been visited for a while.
If a parametric model of the system is available, the goal of learning
and online updating moves to the estimation of unknown model pa-
rameters (see Sections 4.3). In such case the risk of outdated or not
converged estimates is compensated by the additional knowledge
of the model structure.
Knobs: Finally, besides the possible feasibility limitations due to
a bad prioritization schema discussed in Section 4.1, another lim-
itation of the proposed strategy is that the number of controlled
dimensions can never exceed the number of knobs available in the
system. Notice that the controlled dimensions do not include the
free one (or possibly more than one, if several dimensions can eval-
uated through a utility function) that is used for the optimization in
Eqn. 17.
5. EXPERIMENTAL EVALUATION
We present three case studies that evaluate our methodology
and its ability to automatically manage multiple quantitative non-
functional properties for a software system. In our first study, we
create an adaptive encryption system for mobile communication.
In the second, we present a cyberphysical managing a radar infras-
tructure required to provide timely and accurate target localization.
The final study deals with an adaptive web infrastructure, which
balances load between different heterogeneous servers offering the
same service. For each study, we describe the knobs used to control
the system, the dimensions managed, and the results of deploying
the adaptive software system to respond to dynamic events. The
secure mobile system responds to changes in user goals controlling
the encryption algorithm settings, the radar case manages both the
hardware and the application to achieve the target localization qual-
ity, and the load balancer operates at application level responding to
changes in server reliability, performance, and cost. The first case
study has only discrete knobs, while the others both continuous and
discrete ones.
5.1 Secure Mobile Communication
Mobile systems are a natural match for our methodology. They
are limited by battery life, making energy is a primary concern.
Further, their applications are primarily interactive, so predictable
performance is essential. In this scenario, we add an additional
non-functional property: security, as users might want a certain
level of privacy for their communication. To accommodate such
users, we apply our methodology to create an adaptive system man-
aging performance, energy, and security on a mobile device using
the Advanced Encryption Standard (AES) [60] for privacy. AES
encodes 128 bit data blocks using keys of size 128, 192, or 256
bits. We create an adaptive encryption system which dynamically
selects the block size and processor frequency to manage perfor-
mance, energy, and security.
Controllable Dimensions:
• Performance: 128 bit blocks encoded per second. We mea-
sure this directly from the application.
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Figure 2: Secure Mobile Communication results: normalized performance and energy consumption, and average security over time.
• Energy: joules per block. Energy is measured using the
hardware performance counter on our test platform.
• Security: average key size over 1024 blocks. This value is
read directly from the application.
Knobs: We manage two different knobs for this adaptive soft-
ware application. The first is based on the hardware and controls
the energy and performance tradeoff. The second is based on the
AES application and controls the performance and security trade-
off. The mobile system is a Sony VAIO SVT11226CXB Tablet
with a dual core Intel Haswell processor. The processor supports
eleven clock speed settings, ranging from 600MHz to 1.501GHz.
Each system configuration shows different tradeoffs between per-
formance and power consumption. Here, therefore, the clock speed
affects performance and energy simultaneously.
Our application is based on OpenAES [61]. It supports 3 key
sizes each with a different tradeoff between security and perfor-
mance. The 256 bit key size is the most secure and slowest. The
192 bit key size increases performance by ∼ 18%, and the 128 bit
key size is ∼ 40% faster.
Adapting to Changing Users Needs: We demonstrate how the
security application constructed with our methodology responds to
changing user goals. Fig. 2 shows the performance, energy, and
security for our adaptive application over time (where time is mea-
sured in the application progress, i.e., encoded blocks). The perfor-
mance and energy are normalized to the default setting, i.e., when
the actuators have their default values.
We show the system reacting to a change in user goals. This
change represents a shift from operating on wall power (where en-
ergy is not an issue) to battery power (where energy consumption
becomes paramount). Initially, the goal is to obtain real-time per-
formance (represented by 1 in the first plot of Fig. 2) and maximum
security, which means using a key size of 256 bits). At time 30, we
switch from wall power to battery and set new goals: the applica-
tion should still maintain real-time performance but reduce energy
consumption to 80% of the default value, increasing battery life by
25%. The areas corresponding to the two different goals are marked
in the plot by a white background a striped pattern background. No-
tice that we are using two knobs to control two dimensions, while
optimizing in the third one.
The initial goals are highest security and real-time performance,
and they switch to the same performance with less energy con-
sumption. As shown in the figure, the performance goal is main-
tained throughout the application’s execution — with some minor
disturbances due to random system activity. When, at block 30,
the goals change, the control system makes energy consumption
immediately drop to the desired value. After a minor degradation,
performance quickly returns to real-time, by reducing security.
5.2 Radar Signal Processing
Radar signal processing is another example application which
must balance the competing demands of multiple quantitative non-
functional properties, this time in a cyberphysical system. Signal
processing applications are composed of individual kernels, each
of which might support a tradeoff between the computational com-
plexity of the kernel and the accuracy of the result. The accuracy of
the radar (i.e., its ability to detect targets in noise) will be a function
of the composition of the accuracy of these individual kernels. As
with our previous examples, energy consumption is a major con-
cern in many platforms. For example, in an autonomous vehicle,
the vehicle’s range will be determined by its energy consumption.
A fielded radar system will have goals in all of these dimensions:
performance ensures that targets are detected in time, accuracy en-
sures targets are detected in noise, and energy determines mission
lifetime. This case study demonstrates the methodology proposed
in this paper, but here accuracy/performance tradeoffs are deter-
mined by a combination of continuous and discrete knobs.
Controllable Dimensions:
• Performance: radar pulses processed per second. This value
is measured directly from the application.
• Power: Watts per pulse. This is measured using a hardware
power meter available on our test platform.
• Accuracy: Signal to noise ratio for detected targets. The
application reports these values.
Knobs: We use our methodology to control several different
knobs at both the system and application level. Our hardware plat-
form is a 32-core Intel Xeon E5-2690 processor running Linux
3.2.0. The processor supports hyper-threading and has 16 different
speeds including TurboBoost. We read total system power from
a WattsUp power meter. Like our prior example, there are three
system-level knobs that alter the performance and energy tradeoffs.
The first uses the cpufrequtils package to control clockspeed
(the highest setting actually turns control over to the hardware by
enabling TurboBoost). Higher clockspeeds increase performance
at the cost of increased power consumption. The second adaptation
uses thread affinity to reduce the number of cores actively perform-
ing computation. The processor supports power-gating, so reducing
core usage will reduce both power consumption and performance.
The final adaptation is to idle the processor to take advantage of
the low-power idle state. This adaptation supports racing to idle,
where the system attempts to complete work as quickly as possible
and maximize idle time. Idling will not increase power consump-
tion, but can decrease it for a decrease in performance. The total
number of system configurations is 512 (counting the use of idle
states, the number of configurations is effectively infinite).
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Figure 3: Radar results: performance, energy consumption and accuracy over time.
We use an existing radar benchmark, which represents a generic
processing chain for a phased array sensor [62]. The radar supports
application-level tradeoffs that can reduce signal to noise ratio (ac-
curacy) in exchange for increased performance. There are a number
of parameters affecting the radar’s accuracy/performance tradeoffs.
Two of these are discrete parameters: the strength of an initial low-
pass filter, which has 16 settings, and the number of beams (number
of directions to search simultaneously), which can be set from 8 to
96, in multiples of 8. The third parameter is effectively continuous.
It is the number of range bins (the resolution in distance from the
radar). This value can be anywhere from 1 to 9000. While it is
possible to model this as a discrete variable with 9000 settings, it is
impractical, so we treat it as a continuous variable.
The total number of possible configurations considering both ap-
plication and system is greater than 1 billion. It is simply impos-
sible to build empirical models of every possible combination of
knob settings. Thus, this case study further tests our methodol-
ogy’s ability to approximate the effect control of one property will
have on another (learning is indeed limited to a grid sampling of 2
million configurations; at runtime, thanks to the analysis of the dual
optimization problem described in [50], the search space is reduced
to just 2 thousand, reducing the runtime computational overhead).
Adapting to Changing Mission Requirements: To demonstrate
the benefit of our proposed approach, we consider an autonomous
vehicle in the field performing radar processing. During its mis-
sion, the vehicle gets a change in requirements. Initially, the system
was deployed with a latency and accuracy goal: it was to meet a tar-
get latency (1/20th of a second per radar pulse) and maximize the
signal to noise ratio. Halfway through this mission, the vehicle re-
ceives a new set of goals: it must still maintain the same latency, but
now has to increase its mission lifetime (reducing power to 145 W).
To demonstrate the power of this paper’s proposed approach we
compare to two other approaches. The first adapts only the appli-
cation. The second adapts only the system. We measure the per-
formance (as latency), power, and accuracy for each of these three
approaches. The results are shown in Fig. 3. The left chart shows
latency, the middle shows power, and the right shows accuracy. The
x-axis of each chart shows time measured in radar pulses.
The results demonstrate the power of our technique. The system-
level approach reduces power, but exceeds the target latency by al-
most 30%. The application-level approach meets the target latency
and power, but sacrifices accuracy (reducing signal to noise ratio to
just 50% of the default. The approach in this paper provides the best
outcome: it meets the latency and power goals, but when the mis-
sion changes it reduces signal to noise ratio to 75% of the default,
a considerable savings over the the application-level approach.
5.3 Multi-objective Service Dynamic Binding
Our final example is the problem of multi-objective dynamic
binding in the context of Service Oriented Architecture (SOA). Dy-
namic binding flexibly assigns abstract service interfaces to con-
crete implementations, possibly provided by third parties and is one
of the principal means to adapt the behavior of SOAs [63]. In this
example, an abstract service interface can delegate an incoming re-
quest to one out of three third-party services. Although functionally
equivalent, each of the three services provides a distinct reliability
and performance depending on the paid service level agreement.
The measurable performance depends on the service level and ex-
ternal factors including the underlying communication and execu-
tion infrastructure and the workloads of the three services.
The controller selects which service should process any incom-
ing request and, for each service, the service level for each time
step. The controller is synthesized to achieve the desired reliability
and performance, while minimizing the cost due the selection of
higher service levels. We considered the problem of dynamic bind-
ing in previous work, controlling only a single objective with a sin-
gle knob [7, 64]. Here we provide a solution to the multi-objective
problem.
Controllable Dimensions:
• Reliability: the probability of processing an request without
exceptions. We estimate this from the counts of forwarded
requests and thrown exceptions each time step.
• Performance: average response time. The binder measures
its perceived end-to-end service time for each forwarded re-
quest and averages over a time step.
• Cost: depending on the service level requested for the three
services. Each service reports this through an API.
Knobs: The controller can decide a service level from 1 to 5
for each of the three services and the distribution of the incom-
ing requests by setting two probabilities p1 and p2. In particular,
the probability of selecting the first service is p1, while the second
service has probability (1− p1) · p2, and, consequently, the third
service is selected with probability (1− p1) · (1− p2). The domain
of both p1 and p2 is continuous and incrementally discretized up
to a maximum resolution of 0.01 (leading to at most 1,275,125
configurations to be potentially explored).
Each service si, has a measurable reliability ri, performance co-
efficient ti, and cost coefficient ci. Also, the controller can decide
a service level li. For every request, a fair coin is flipped in our
implementation, to decide whether it will raise an exception or not
according to pi; the response time for each request is sampled from
an exponential distribution with mean ti/(l2i ), i.e., the time required
to process the request is an inverse quadratic function of the service
level; the cost of processing an incoming request is ci · li.
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Figure 4: Service Dynamic Binding results: reliability, performance and cost over time.
The nominal values ri, ti, and ci are not known by the controller,
which can only measure the time it takes to process a request it
forwards to si, how many of such requests are successful or failed,
and how much it cost to process each request. In order to quantify
the values d j(~c) needed to decide the control actions, the controller
undergoes an initial learning phase where the configuration space
is explored to fit a parametric model of the system behavior. The
two problems to undertake are thus two: 1) what could be a suit-
able parametric model to fit and 2) how to sample the configuration
space since its exhaustive exploration may be unpractical.
For the first problem, by reasoning on the structure of the system
we can identify a simple polynomial parametric family of models to
describe the possible behaviors of the system: p1 ·q1 +(1− p1) ·(p2 ·
q2 + (1− p2) ·q3). The values of p1 and p2 are set by the controller
and therefore known, while qi is a placeholder for the estimators of
the values d j ( j in {reliability, performance, cost}) when the service
operates at level li. Fitting this parametric model requires only 15
values to be estimated for each service (three dimensions times five
service levels), for a total of 45 estimates.
The exploration of the configuration space is performed in two
phases. In the first phase the baseline configuration is thoroughly
assessed. In the second phase a systematic exploration of the con-
figuration space is performed through a quasi-Montecarlo sampling
based on the Halton sequence, a low-discrepancy sequence with
demonstrated effectiveness for multidimensional spaces [54] (the
exploration of the extreme values for each knob’s domain are man-
ually added to the sample set to span the learning over the full con-
trol domain). The use of the Halton sequence may increase the
convergence of the estimators for the qualities qi up to be linear in
the number of samples. In practice, with only 1000 samples rea-
sonably good initial estimates for d j(~c) have been achieved.
To overcome possible inaccuracy of the initial estimation and
to deal with changes of the services behavior during runtime, the
initial estimates are kept updated during the control phase; i.e., at
each time step a new sample is pushed to the estimators and used
to continuously refine the estimate. The estimator we use here has
been proposed in [65] and allows for the incremental estimation of
both the mean and the variance of each parameter qi. Each estima-
tor requires only three floating point values to be stored and a few
arithmetic operations to update the estimate after each new sample.
Furthermore, given the variance of the parameters is estimated too,
a simple change point detection mechanism can be implemented
based on the frequency of outliers in the new samples (e.g., those
lying further than n times the standard deviation away from the
mean). When such frequency gets too high, it is possible that the
system undergone an abrupt change which invalidates the current
model and requires a new learning phase [7, 59].
The results of this experiment are reported in Fig. 4. The setting
for these experiment is: r1 = .9, t1 = 2, c1 = 15, r2 = .65, t2 = 10,
c2 = 10, r3 = .45, t3 = 20, and c3 = 5. On the three plots the set-
point for the reliability (leading dimension) and the performance
(subsidiary) are represented by a dashed black line, while the ob-
tained quality is in a red continuous line. The initial learning phase
is marked with a striped pattern. The control starts from time 100
and achieves both the goals, though it takes some effort to keep
performance to the setpoint given the required reliability. At time
300 the goal for reliability is reduced; both the goals are still fea-
sible but the performance can be achieved more smoothly. At time
420 the setpoint for reliability is changed to an infeasible goal; the
controller therefore approaches the goal, being as close as possi-
ble; performance is instead achievable. At time 520 the required
performance is stressed more; the goal is still achievable, though
at an higher cost (i.e., higher service levels are required). Finally,
at time 650 the goal for reliability is raised to a higher value; both
reliability and performance are achievable, though the cost is much
higher than before.
6. CONCLUSION AND FUTUREWORK
In this paper we proposed an automated control strategy to
achieve multiple objectives using the many knobs available in pro-
duction software systems. To take advantage of the formal guaran-
tees that the proposed methodology offers, users need only identify
a set of knobs and the maximum timescale of all the knobs that
belong to the set (e.g., the time it takes to change the processor
frequency). With this information, our methodology automatically
devises a control strategy, composed of multiple connected loops,
which guarantees, whenever feasible, all the chosen dimensions,
and optimizes the last free one. We have shown three case stud-
ies, introducing the features of our system in order of increasing
complexity. The fist case study assumes perfect knowledge of the
actions that can be taken on the system and all the involved di-
mensions, while more uncertainty is introduced in the following
two. In the last case study, we have shown how the system deals
with infeasible goals. This work advances the state-of-the-art on
automated control strategies for software systems, moving existing
efforts much closer to what is necessary in a real system.
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