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THE WILD MONODROMY OF THE PAINLEVE´ V EQUATION
AND ITS ACTION ON THE WILD CHARACTER VARIETY:
AN APPROACH OF CONFLUENCE
MARTIN KLIMESˇ
Abstract. The article presents a confluence approach to the study of the fifth
Painleve´ equation and of the nonlinear Stokes phenomenon at its irregular singular-
ity at infinity. First the relation between the nonlinear monodromy of Painleve´ VI
and the nonlinear Stokes phenomenon in Painleve´ V is explained in detail. Then the
(wild) character variety of the isomonodromic problem for Painleve´ V is constructed
through confluence from the character variety of the corresponding isomonodromic
problem for Painleve´ VI and a birational transformation between them is provided.
The known description of the action of the nonlinear monodromy of Painleve´ VI
on its character variety is then used to describe the action of the nonlinear wild
monodromy of Painleve´ V on its character variety, that is the action of the group
generated by the nonlinear monodromy, the nonlinear Stokes operators and the
nonlinear exponential torus.
Key words: Painleve´ equations, character variety, wild character variety, Stokes
phenomenon, wild monodromy, confluence
1. Introduction
The six families of Painleve´ equations PI , . . . , PV I can be written in the form of
non-autonomous Hamiltonian systems
dq
dt
=
∂H•(q, p, t)
∂p
,
dp
dt
= −∂H•(q, p, t)
∂q
, • = I, . . . , V I,
the solutions of which define a foliation in the (q, p, t)-space (or better, in the Okamoto’s
semi-compactification of it) which is transversely Hamiltonian with respect to the pro-
jection (q, p, t) 7→ t. By virtue of the Painleve´ property, there are well-defined nonlinear
monodromy operators acting on the foliation by analytic continuation of solutions along
loops in the t-variable. In the case of the sixth Painleve´ equation PV I the monodromy
group carries a great deal of information about the foliation. The other Painleve´ equa-
tions PI , . . . , PV are obtained from PV I by a degeneration process through confluences
of singularities and eigenvalues. When different singularities merge, one loses some of
the monodromy. It is known that the lost information should reappear in some way as
a nonlinear Stokes phenomenon at the confluent irregular singularity. Here the good
2010 Mathematics Subject Classification. 34M40, 34M55.
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2analogue of the monodromy group is the “wild monodromy pseudogroup”, which is gen-
erated by both the nonlinear monodromy operators and a tuple of nonlinear Stokes
operators together with exponential tori associated to the irregular singularity.
In the paper [Kli18], the author has shown that in the case of confluence of two reg-
ular singularities to an irregular one, such as is the case of the degeneration PV I → PV ,
this nonlinear Stokes phenomenon and the wild monodromy pseudogroup can be recon-
structed from a parametric family of limit wild monodromy operators to which the usual
monodromy operators accumulate along certain discrete sequences of the parameter of
confluence. In this article we will use this confluence approach to describe the nonlin-
ear Stokes phenomenon in the fifth Painleve´ equation PV through the Riemann–Hilbert
correspondence.
The Riemann–Hilbert correspondence in Painleve´ equations is a well established and
fruitful method based on the fact that these equations govern the isomonodromic (and
iso-Stokes) deformations of certain linear differential systems (or connections) with
meromorphic coefficients on CP1. There are two kinds of such systems that we will
consider here, both leading ultimately to the same description:
i) 2× 2 traceless linear differential systems with 4 Fuchsian singular points at
0, 1, t,∞ ∈ CP1 governing the equation PV I with independent variable t, and
their confluent degeneration governing PV ,
ii) 3×3 systems in Birkhoff normal form with an irregular singularity of Poincare´
rank 1 at the origin (of eigenvalues 0, 1, t) and a Fuchsian singularity at the infin-
ity governing the equation PV I with independent variable t, and their confluent
degeneration governing PV .
The usual Riemann–Hilbert correspondence between linear systems and their general-
ized linear monodromy representations (monodromy and/or Stokes data), can be in-
terpreted as a map between the space of local solutions of the given Painleve´ equation
with fixed values of parameters, and the space of generalized monodromy representa-
tions with fixed local multipliers. This latter space is called the character variety. In
this setting, the Riemann–Hilbert correspondence conjugates the transcendental flow
of the Painleve´ equations to a locally constant flow on the corresponding character va-
riety (cf. [IIS06]), and the nonlinear monodromy of the sixth Painleve´ equation PV I
then corresponds to an action of the a pure-braid group B3 on the character variety
[Dub96, DM00, Iwa03, Iwa02].
This article provide a description of the confluence from PV I to PV on both sides
of the Riemann–Hilbert correspondence: on the foliation of the Hamiltonian Painleve´
system on one side, and on the linear isomonodromic problem and on the associated
character variety on the other side. It is shown that the (wild) character variety of
PV is connected with the confluent family of character varieties of PV I by a birational
change of variables, which allows to transfer the explicitly known pure-braid actions
from the character variety of PV I to that of PV , and to push them to the limit using the
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aforementioned result on their accumulation along discrete sequences of the parameter of
confluence. The main result is Theorem 5.12 which gives explicit formulas for the action
of the monodromy, of the nonlinear Stokes operators and of the exponential torus of
PV on the corresponding (wild) character variety. This is one of the very first results in
the general program of study of “wild monodromy” actions on the character varieties of
isomonodromic deformations of linear differential systems that was sketched in [PR15].
It is expected that the nonlinear wild monodromy pseudogroup described in this
paper should have a natural interpretation in terms of a differential Galois theory, and
that our results could be applied to construct and classify certain special type solutions
of PV in an analogy with the construction and classification of algebraic solutions of
PV I [DM00, Boa05, Boa10, LT14].
Our confluence approach can be well extended to the other Painleve´ equations (with
increasing complexity of the description the further the equation is from PV I in the
degeneration process), however it should be noted that a general theory of confluence in
linear systems has presently been developed only for non-resonant irregular singularities
[HLR13], therefore allowing to deal with only about half of the isomonodromic systems
associated to Painleve´ equations. A future work should fill out this gap.
1.1. Contents of the article. The content of this article is the following: In Section 2
we introduce the nonlinear monodromy group of the sixth Painleve´ equation PV I , and
the nonlinear wild monodromy pseudogroup of the fifth Painleve´ equation PV corre-
sponding to the nonlinear Stokes phenomenon at its singular point t =∞. In Section 3
we explain the results of [Kli18] on the confluence and the relation between these non-
linear monodromy (pseudo)groups. In Section 4 we recall the usual approach to PV I as
an equation governing the isomonodromic deformations of 2×2 linear systems with four
Fuchsian singularities, some known results about the corresponding character variety,
and the description of the braid group action of the nonlinear monodromy. In Section
5 we will study the confluence PV I → PV through the viewpoint of isomonodromic
deformation using and the description of confluence of singularities in linear systems
by Lambert and Rousseau [LR12]. We will show that the (wild) character variety of
the equation Painleve´ V is obtained from the character varieties of PV I by birational
changes of coordinates depending on the parameter of confluence, and provide an explicit
description of the action of the wild monodromy of PV on the character variety.
In the Appendix, we show how one can obtain the same description of the character
varieties but this time using isomonodromic deformations 3×3 linear systems in Birkhoff
normal form with an irregular singularity of Poincare´ rank 1 at the origin and a Fuchsian
singularity at infinity. These systems can be obtained from the 2×2 linear systems by
a middle convolution and a Laplace transform, or by a Harnad duality [Har94, Maz02,
Boa05, HF07]. In this description, the degeneration from PV I to PV happens through
a confluence of eigenvalues.
42. Nonlinear monodromy and Stokes phenomenon in PV I and PV
2.1. The Painleve´ equations. The Painleve´ equations originated from the effort of
classifying all second order ordinary differential equations of type q′′ = R(q′, q, t), with
R rational, possessing the so called Painleve´ property which controls the ramification
points of solutions:
Painleve´ property: Each germ of a solution can be meromorphically continued along
any path avoiding the singular points of the equation. In other words, solutions cannot
have any other movable singularities other than poles.
Painleve´ and Gambier [Gam10] produced a list of 50 canonical forms of equations
to which any such equation can be reduced. Aside of equations solvable in terms of
classical special functions, the list contained six new families of equations, PI , . . . , PV I ,
whose general solutions provided a new kind of special functions. In many aspects they
may be regarded as nonlinear analogues of the hypergeometric equations [IKSY91]. In
a modern approach to the Painleve´ equations, the traditional families PII , PIII , PV
are further divided to subfamilies by specification of some redundant parameters and
classified according to the isomonodromic problem they control [PS09, OO06, CMR17].
The equation PV I is a mother equation for the other Painleve´ equations, which can be
obtained through degeneration and confluence following the diagram [OO06]
PD6III → PD7III → PD8III
↗ ↗↘ ↘
PV I → PV → P degV P JMII → PI
↘ ↘↗ ↗
PIV → PFNII
according to which also the associated isomonodromy problems degenerate. A good
understanding of the degeneration procedures should allow to transfer information along
the diagram. This article studies some aspects of the confluence PV I → PV through the
Riemann-Hilbert correspondence.
Each of the Painleve´ equations is equivalent to a time dependent Hamiltonian system
dq
dt
=
∂H•(q, p, t)
∂p
,
dp
dt
= −∂H•(q, p, t)
∂q
, • = I, . . . , V I,(1)
from which it is obtained by reduction to the q-variable [Oka80].
The general form of the sixth Painleve´ equation is [JM81]
PV I(ϑ) : q
′′ =
1
2
(1
q
+
1
q − 1 +
1
q − t
)
(q′)2 −
(1
t
+
1
t− 1 +
1
q − t
)
q′
+
q(q − 1)(q − t)
2 t2(t− 1)2
[
(ϑ∞ − 1)2 − ϑ20
t
q2
+ ϑ21
(t− 1)
(q − 1)2 + (1− ϑ
2
t )
t(t− 1)
(q − t)2
]
,
where ()′ = ddt , and where ϑ = (ϑ0, ϑt, ϑ1, ϑ∞) ∈ C4 are complex constants related to the
eigenvalues of the associated isomonodromic problem (32). The Hamiltonian function
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of its associated Hamiltonian system (1) is given by
HV I =
1
t(t− 1)
[
q(q−1)(q−t)p2 −
(
ϑ0(q−1)(q−t) + ϑ1q(q−t) + (ϑt−1)q(q−1)
)
p
+ (ϑ0+ϑ1+ϑt−1)
2−(ϑ∞−1)2
4 (q − t)
]
.
(2)
The Hamiltonian system of PV I has three simple (regular) singular points on the Rie-
mann sphere CP1 at t = 0, 1,∞.
The fifth Painleve´ equation PV (more precisely the fifth Painleve´ equation with a
parameter η1 = −1)
PV (ϑ˜) : q
′′ =
( 1
2q
+
1
q−1
)
(q′)2 − 1
t˜
q′ +
(q−1)2
2t˜2
(
(ϑ∞− 1)2q − ϑ
2
0
q
)
+ ϑ˜1
q
t˜
− q(q+1)
2(q−1) ,
where ()′ = d
dt˜
and ϑ˜ = (ϑ0, ϑ˜1, ϑ0∞), is obtained from PV I as a limit  → 0 after the
change of the independent variable
(3) t = 1 + t˜, ϑt =
1

, ϑ1 = −1

+ ϑ˜1,
which sends the three singularities to t˜ = − 1 , 0,∞. At the limit, the two simple singular
points − 1 and ∞ merge into a double (irregular) singularity at the infinity.
The change of variables (3), changes the function  ·HV I to
HV I, =
1
t˜(1+t˜)
[
q(q−1)(q−1−t˜)p2 −
(
ϑ0(q−1)(q−1−t˜) + (ϑ˜1−1)q(q−1−t˜) + (1−)t˜q
)
p
+ (ϑ0+ϑ˜1−1)
2−(ϑ∞−1)2
4 (q−1−t˜)
]
,
and the Hamiltonian system to
dq
dt˜
=
∂HV I,(q, p, t˜)
∂p
,
dp
dt˜
= −∂HV I,(q, p, t˜)
∂q
,(4)
whose limit → 0 is a Hamiltonian system of PV , HV = lim→0HV I,.
2.2. Nonlinear monodromy of PV I . Consider the foliation in the (q, p, t)-space given
by the solutions of the Hamiltonian system of PV I with a parameter ϑ = (ϑ0, ϑt, ϑ1, ϑ∞).
While general solutions may have many poles, Okamoto [Oka79] has constructed a semi-
compactificationMV I(ϑ) of the space in which the foliation is nicely defined and analytic
away from the singularities at t = 0, 1,∞. We won’t need the details of this construction
here. Let
MV I,t(ϑ) := the Okamoto space of initial conditions,
denote a fiber ofMV I(ϑ) with respect to the projection (q, p, t) 7→ t, which is transverse
to the foliation if t 6= 0, 1,∞. It is a complex surface (which can be described as an 8-
point blow-up of the Hirzebruch surface Σ2 minus an anti-canonical divisor, see [Oka79]
and [IIS06, section 3.6]), independent of t, and endowed with a symplectic structure
given by the standard symplectic form
(5) ω = dq ∧ dp,
6Figure 1. The Painleve´ flow and its monodromy.
in the local coordinate (q, p).
The Painleve´ property of PV I means that there is a well-defined nonlinear monodromy
action on the foliation given by the analytic continuation of the solutions of (1) along
loops in the t-space CP1 r {0, 1,∞} with a base-point t0 ∈ CP1 r {0, 1,∞}, see Figure
1. Its restriction to the fiber t = t0 is a representation of the fundamental group of the
base space into the group of symplectomorphisms of MV I,t0(ϑ),
pi1(CP1 r {0, 1,∞}, t0)→ Autω(MV I,t0(ϑ)),
γ 7→Mγ(·, t0).
In case of PV I this nonlinear monodromy carries (together with the analytic invariants
of the singular fibers t = 0, 1,∞ which are determined by the parameter ϑ) a complete
information about the equation. For example, algebraic solutions of PV I correspond to
finite orbits of the monodromy action (see e.g. [DM00, Boa10, LT14])). The monodromy
also plays an important role in the differential Galois theory: the Galois groupoid of
Malgrange of the foliation is “generated” by the monodromy. Cantat and Loray [CL09]
have showed the irreducibility of PV I in the sense of Malgrange (i.e. maximality of the
Malgrange–Galois groupoid), which then implies transcendentness of general solutions
[Cas09], by studying the action of the monodromy. The essential fact used in these
studies is that the nonlinear monodromy of PV I has a well known explicit representation
of as a braid group action on a certain SL2(C)-character variety (more about this in
Section 4).
For the other Painleve´ equations, PI , . . . , PV , there is again a well-defined nonlinear
monodromy operator (which is however trivial for PI , PII and PIV ), except this time
it doesn’t carry enough information (except for P degV which does not have an irregular
singularity). In case of PV , the reason for this is that in the confluence PV I → PV , the
merging of the two singularities − 1 ,∞ in the confluent family (4) of PV I into a single
singularity ∞ of PV means that an important part of the monodromy group is lost
and therefore also the information carried by it. We shall see that this lost information
reappears in the nonlinear Stokes phenomenon at the irregular singularity.
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Figure 2. The sectoral domains X
GG
(0) and X GG(0) in the x-coordinate
and the connecting transformations between the canonical solutions(
q
GG
, p
GG)
(x, 0; c) and
(
q GG, p GG)(x, 0; c) on the left X∩1 (0) and right X∩2 (0)
intersection sectors.
2.3. Nonlinear Stokes phenomenon of PV . In the local coordinate x = t˜
−1 near
t˜ =∞, the Hamiltonian system of PV has the form
(6)
x
2 d
dx q = xϑ0 +
(
1− x(2ϑ0+ϑ˜1−1)
)
q + x
(
(ϑ0+ϑ˜1−1)q2 − 2pq + 4pq2 − 2pq3
)
x
2 d
dxp = x
(ϑ0+ϑ˜1−1)2−(ϑ∞−1)2
4 −
(
1− x(2ϑ0+ϑ˜1−1)
)
p+ x
(
−2(ϑ0+ϑ˜1−1)pq + p2 − 4p2q + 3p2q2
)
,
with an irregular singularity at x = 0.
Theorem 2.1 (Takano [Tak83, Tak90], Shimomura [Shi83, Shi15], Yoshida [Yos85]).
The above system (6) can be brought to a formal normal form
(7) x2 ddxu =
(
1− (2ϑ0 + ϑ˜1 − 1)x+ 4u1u2x
) ( 1 0
0 −1
)
u, u =
(
u1
u2
)
,
by means of a formal transversely symplectic (w.r.t. the canonical forms (5) and du1 ∧
du2) change of coordinates(
q
p
)
= Ψˆ(u, x, 0) =
∑
k≥0
ψ(k0)(u)xk,
where ψ(k0)(u) are analytic on some polydisc U = {|u1|, |u2| < δu}, δu > 0. The
formal series is divergent but Borel summable, with a pair of Borel sums Ψ
GG
(u, x, 0)
and Ψ GG(u, x, 0) defined respectively above the sectors
x ∈ XG
G
(0) = {| arg x−pi2 | < pi−η, |x| < δx}, resp. X GG(0) = {| arg x+pi2 | < pi−η, |x| < δx},
for some 0 < η < pi2 arbitrarily small and some δx > 0 (depending on η), and u ∈ U.
The sectoral transformations
(
q
p
)
= Ψ•(u, x, 0), • = GG, GG, bring the system (6) to its
formal normal form (7).
The system (7), which is Hamiltonian for the time-x-dependent Hamiltonian function(
1−(2ϑ0+ϑ˜1−1)x
)
u1u2+2
(
u1u2
)2
x2 with respect to the standard symplectic form du1 ∧ du2,
8has a canonical 2-parameter family of solutions
(8)
u1(x, 0; c) = c1 e
− 1xx−(2ϑ0+ϑ˜1−1)+4c1c2 ,
u2(x, 0; c) = c2 e
1
xx(2ϑ0+ϑ˜1−1)−4c1c2 ,
c =
t
(c1, c2) ∈ C2,
and an analytic first integral
(9) h = u1u2 = c1c2.
We call the parameter c =
t
(c1, c2) an initial condition.
Let u
GG
(x, 0; c), resp. u GG(x, 0; c), be fixed branches of (8) restricted to XGG(0), resp.
X GG(0), then we define
(10)
(
q•
p•
)
(x, 0; c) = Ψ•(·, x, 0) ◦ u•(x, 0; c), • = GG, GG,
as the corresponding canonical general parametric solutions to the Hamiltonian Painleve´
system (6).
Definition 2.2. A (fibered) symmetry of the system (7) is a symplectic transformation
u 7→ φ(u, x) that preserves the system.
Proposition 2.3 (Symmetries of the formal normal form [Kli18]). Any symmetry of
(7) that is bounded and analytic above one of the sectors x ∈ X•(0), • = GG, GG, u ∈ U, is
in fact independent of x. It is given by the time-1 flow
(11) Tα : u 7→
(
eα(u1u2) 0
0 e−α(u1u2)
)
u,
of a Hamiltonian vector field
(12) ξ = α(u1u2)
(
u1
∂
∂u1
− u2 ∂∂u2
)
, with α(h) an analytic germ.
The Lie group of these symmetries is commutative and connected.
Following the terminology of the differential Galois theory of linear systems, Lie
group of symmetries (11) is called the nonlinear exponential torus. Its Lie algebra of
infinitesimal symmetries (12) is called the nonlinear infinitesimal torus.
Corollary 2.4. The normalizing sectoral transformations Ψˆ and Ψ• of Theorem 2.1
are unique up to a right composition with the same symmetry Tα(u).
Let
X∩1 (0) = {| arg x| < pi2 − η, |x| < δx}, and X∩2 (0) = {| arg x+ pi| < pi2 − η, |x| < δx},
be the left and right intersection sectors of the overlapping sectors X
GG
(0), X GG(0). The
two transition maps
(13)
S1(q, p, x) = Ψ GG(·, x, 0) ◦ (ΨG
G
)◦(−1)(q, p, x, 0), x ∈ X∩1 (0) ⊂ X
GG
(0),
S2(q, p, x, 0) = Ψ
GG
(·, x, 0) ◦ (Ψ GG)◦(−1)(q, p, x, 0), x ∈ X∩2 (0) ⊂ X GG(0),
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are the nonlinear Stokes operators of the Painleve´ system acting on the foliation (6) while
preserving the fibers x = const. They are exponentially close to identity on the sectors
of their definition X∩1 (0), resp. X
∩
2 (0). Let us remark, that unlike the monodromy,
these Stokes operators are defined only locally on the foliation. Their action on the
canonical solutions (10) is represented by a pair of transformations S˜1(c), S˜2(c) of the
initial condition c defined by
(14)
S1(·, x, 0) ◦
(
q
GG
p
GG
)
(x, 0; c) =
(
q
GG
p
GG
)
(x, 0; ·) ◦ S˜1(c),
S2(·, x, 0) ◦
(
q GG
p GG
)
(x, 0; c) =
(
q GG
p GG
)
(x, 0; ·) ◦ S˜2(c),
which are symplectic w.r.t. the canonical form dc1 ∧ dc2 and independent of x. This
pair
(
S˜1(c), S˜2(c)
)
representing the Stokes operators
(
S1(q, p, x, 0),S2(q, p, x, 0)
)
is well
defined up to a simultaneous conjugation by some symmetry Tα. It provides a local an-
alytic invariant of the system (6) with respect to fiber-preserving transversely symplectic
transformations (e.g. [Kli18, Theorem 36]).
The nonlinear exponential torus (11) of Proposition 2.3 acts on the Painleve´ system
(6) by the sectoral isotropies
T•α(q, p, x) := Ψ
•(·, x, 0) ◦Tα(u), • = GG, GG,
given by the time-1 flow of the vector field given by the sectoral pullback (Ψ•)∗ξ. Its
right action on the canonical solutions
(
q•
p•
)
is
Tα : c 7→
(
eα(c1c2) 0
0 e−α(c1c2)
)
c, α ∈ O(C, 0).
In particular, the nonlinear formal monodromy (monodromy of the formal solution
Ψˆ(·, x, 0) ◦ u(x, 0; c)) acting on the initial condition c as
N := T2pii(−2ϑ0−ϑ˜1+1+4c1c2) : c 7→
(
e2pii(−2ϑ0−ϑ˜1+4c1c2)
e−2pii(−2ϑ0−ϑ˜1+4c1c2)
)
c,
is an element of the exponential torus.
The nonlinear total monodromy M(q, p, x, 0) given by the analytic continuation along
a simple positive loop around the origin in the x-coordinate, and its representation by
its action M˜•(c) on the initial condition of the solution
(
q•
p•
)
, • = GG, GG,
M(·, x, 0) ◦
(
q•
p•
)
(x, 0; c) =
(
q•
p•
)
(e2piix, 0; c) =
(
q•
p•
)
(x, 0; ·) ◦ M˜•(c),
is then expressed (see [Kli18]) as the composition
M˜
GG
= S˜2 ◦ S˜1 ◦N, M˜ GG= S˜1 ◦N ◦ S˜2.
Remark 2.5. The operators S˜1, resp. S˜2, are the nonlinear Stokes operators corre-
sponding to the singular directions −pi, resp. 0, whereas N◦(−1) ◦ S˜2 ◦N is the nonlinear
Stokes operator corresponding to the singular direction pi.
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Definition 2.6. The pseudogroup action on the foliation of PV that is generated by
both the Stokes operators, the total monodromy operator, and the exponential torus
〈S1,S2,M, {TG
G
α,T
GG
α | α ∈ O(C, 0)}〉
is called the nonlinear wild monodromy pseudo-group. Its representation on the c-space
of initial conditions is generated by
〈S˜1, S˜2, {Tα | α ∈ O(C, 0)}〉.
The central problem of our work is to relate this wild monodromy of PV to the mon-
odromy of PV I and to describe its dynamics.
It is not very surprising that the only monodromy operators of the confluent family
of PV I that converge when  → 0 are those corresponding to the loops in pi1(CP1 r
{− 1 , 0,∞}, t0) that persist to the limit as loops in pi1(CP1 r {0,∞}, t0), while those
corresponding to the vanishing loops diverge. In fact, for each  6= 0 the monodromy
group is discretely generated, while for  = 0 the wild monodromy group is generated
by a continuous family. However, our paper [Kli18] shows that generators of the wild
monodromy pseudogroup can be obtained through the accumulation of monodromy
when → 0 along the sequences {n}n∈±N,
1
n
= 10 + n.
This will be explained in the next section.
3. Unfolding of the nonlinear Stokes phenomenon
In this section we will summarize the results of [Kli18] when applied to the confluence
PV I → PV .
3.1. Sectoral normalization and the unfolded nonlinear Stokes operators. In
the coordinate
x =
1
t˜
+ ,
the confluent Painleve´ system (4) is written as
(15) x(x− ) dq
dx
=
∂H(q, p, x, )
∂p
, x(x− )dp
dx
= −∂H(q, p, x, )
∂q
,
with
H(q, p, x, ) =− (1 + t˜)HV I,(q, p, t˜)
=− (ϑ0+ϑ˜1−1)2−(ϑ∞−1)24 ((x− )q − x) + xϑ0p
+
(
1− − (x− )ϑ0 − x(ϑ0+ϑ˜1−1)
)
qp+ (2x− )(qp)2
+ (x− )(ϑ0+ϑ˜1−1)q2p− xqp2 − (x− )q3p2.
An essential tool in understanding the relation between the monodromy of this system
for  6= 0 and the wild monodromy of the limit system with  = 0 is the following
theorem which is an unfolded generalization of Theorem 2.1.
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Theorem 3.1 ([Kli18, Theorems 17 & 43]).
(i) The confluent Painleve´ system (15) can be brought to a formal normal form
(16) x(x− )dudx =
(
1− − (x− )ϑ0 − x(ϑ0+ϑ˜1−1) + 2(2x− )u1u2
) ( 1 0
0 −1
)
u.
by means of a formal transversely symplectic change of coordinates
(17)
(
q
p
)
= Ψˆ(u, x, ) =
∑
k,l≥0
ψ(kl)(u)xkl,
where ψ(kl)(u) are analytic on some fixed polydisc U = {|u1|, |u2| < δu}, δu > 0, and
their norm grow at most factorially in k + l
max
u∈U
‖φ(kl)(u)‖ ≤ Lk+l(k + l)! for some L > 0.
The series Ψˆ(u, 0, ) =
∑
l≥0 ψ
(0l)(u) l is convergent for (u, ) ∈ U×{|| < δ} for some
δ > 0.
(ii) Let η > 0 be some arbitrarily small constant, and let δx >> δ > 0 denote the radii
of small discs at the origin in the x-and -space (depending on η). Let
(18) E± := {|| < δ, | arg(±)| < pi − 2η}
be two sectors in the -space. For  ∈ E±, define a “spiraling domain” X±() (see
Figure 3) as a simply connected ramified domain spanned by the complete real trajectories
of the vector fields
(19) eiω±x(x− ) ∂∂x
that never leave the disc of radius δx, where ω± is let vary in the interval
(20)
max{0, arg(±)} −
pi
2 + η < ω± < min{0, arg(±)}+ pi2 − η, for  6= 0,
|ω±| < pi2 − η, for  = 0.
On this domain, there exists a bounded transversely symplectic change of coordinates(
q
p
)
= Ψ±(u, x, ), u ∈ U, x ∈ X±(),  ∈ E±,
analytic on the interior of the domain, which brings the confluent Painleve´ system (15)
to its formal normal form (16).
When  tends radially to 0 with arg  = β, then Ψ±(u, x, ) converges to Ψ±(u, x, 0)
uniformly on compact sets of the sub-domains lim →0
arg =β
X±() ⊆ X±(0). The limit
domain X+(0) = X−(0) consists of a pair of sectors X
GG
(0), X GG(0) with a common point at
0, and the transformation Ψ+(u, x, 0) = Ψ−(u, x, 0) consists in fact of a pair of sectoral
transformations Ψ
GG
(u, x, 0), Ψ GG(u, x, 0) of Theorem 2.1; it is a functional cochain in
the terminology of [MR82].
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(iii) If Ψ˜(u, x, ) denotes the analytic extension of the function given by the convergent
series
Ψ˜(u, x, ) =
∑
k,l≥0
ψ(kl)(u)
(k + l)!
xkl, ψ(kl) as in (17),
then for each point (x, ) for which there is an angle θ ∈ ]− pi2 , pi2 [ such that the set
Sθ · (x, ) ⊆ ∪∈E±X± × {}, with Sθ ⊂ C denoting the circle through the points 0 and 1
with center on eiθR+, we can express Ψ±(u, x, ) through the following Laplace transform
of Ψ˜:
(21) Ψ±(u, x, ) =
∫ +∞eiθ
0
Ψ˜(u, sx, s) e−s ds.
In particular, Ψ±(u, x, 0) is the pair of Borel sums Ψ
GG
(u, x, 0), Ψ GG(u, x, 0), of the for-
mal series Ψˆ(u, x, 0) of Theorem 2.1. As a consequence, Ψ± and Ψˆ satisfy the same
( ∂∂u ,
∂
∂x ,
∂
∂ )-differential relations with meromorphic coefficients.
The Hamiltonian (15) satisfies H ◦ Ψˆ(u, x, ) = G(u, x, ) +O(x(x−)), where
G(u, x, ) = (ϑ0+ϑ˜1−1)
2−(ϑ∞−1)2
4 x+
(
1− − (x− )ϑ0 − x(ϑ0+ϑ˜1−1)
)
u1u2 + (2x− )(u1u2)2,
and G(u,x,)x(x−) is a time-x-dependent Hamiltonian for the normal form (16). The general
solutions of (16) are of the form
(22)
u1(x, ; c) = c1E(c1c2, x, ),
u2(x, ; c) = c2E(c1c2, x, )
−1,
c =
t
(c1, c2) ∈ C2,
where
(23) E(h, x, ) =
x
− 1+1−ϑ0+2h(x− ) 1−ϑ0−ϑ˜1+2h, for  6= 0,
e−
1
xx−2ϑ0−ϑ˜1+1+4h, for  = 0.
Remark 3.2. 1) Strictly speaking, the domains X±() are defined on the universal
covering of {|x| < δx}r {0, }.
2) The definition of the domains X±() in Theorem 3.1 is such that when x approaches
a singular point xi±(), where
(24) x1+() = x2−() = 0, x1−() = x2+() = ,
from within the domain, then the corresponding component ui of a general solution
tends to 0,
ui(x, )→∞, uj(x, )→ 0, (j = 3−i), when x→ xi±() along a real trajectory of (19).
Alternatively, the form of the domains X±() could be also understood from the point
of view of exact WKB analysis of the system (15) after a change of variable x = z.
Corollary 3.3. The system (15) has a unique bounded analytic solution on the domain
X±(),  ∈ E±, given by Ψ±(0, x, ); we call it the “ sectoral center manifold” of the
foliation.
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For  = 0 there is a pair of these “center manifold” solutions defined respectively
above the pair of sectors X•(0), • = GG, GG, which can be characterized as the pole-free
solution on the respective sector.
Proposition 3.4 ([Kli18, Proposition 31]). For  ∈ E±, any symmetry of (16) that is
bounded and analytic on (u, x) ∈ U×X±() is of the form Ta (11) with a(h) analytic.
Corollary 3.5 ([Kli18, Corollary 32]). The normalizing sectoral transformations Ψˆ and
Ψ± of Theorem 3.1 are unique up to a right composition with the same symmetry
Tα(u, ) where α(h, ) is an analytic germ in (h, ) at the origin which is uniquely de-
termined by the convergent series Ψˆ(u, 0, ).
In order for a branch of the solution u(x, ; c) (22) to have a limit when  → 0, one
needs to cut the domains X±(),  6= 0, to two parts
an upper part X
GG
±(), and a lower part X
GG
±(),
corresponding to the two parts X
GG
(0) and X GG(0) of X+(0) = X−(0), by a cut in between
the singular points 0 and  along a suitable trajectory of (19). The two parts of X±()
then intersect in two spiraling outer sectors
X∩i±() = {x ∈ X±() : xi± + e2pii(x− xi±) ∈ X±()}, i = 1, 2,
attached to the singularities xi± (24), and in one central part attached to both singu-
larities {x1±, x2±} = {0, }.
We now define E
GG
(h, x, ) and E GG(h, x, ) as two branches of E(h, x, ) (23) on the
two parts of the domain, that agree on the right intersection sector X∩2±, and have a
limit when → 0. They determine a pair of general solutions (22) of the model system
u•(x, ; c), • = GG, GG,
and a pair of canonical general solutions of the original system
(25)
(
q•±
p•±
)
(x, ; c) := Ψ±(u•(x, ; c), x, ), • = GG, GG.
The connecting transformations between the corresponding general solutions
(
q•±
p•±
)
on the 3 intersections of X
GG
±() and X
GG
±(), which are represented by an action on the
initial condition c, are as in Figure 3. There, the operators S1±(c, ), S2±(c, ) are the
representations of unfolded Stokes operators S1(·, x, ), S2(·, x, ), defined in the same
way as in (13), (14) on the intersection sectors X∩i±(), i = 1, 2, and converge to the
Stokes operators (14) when → 0 radially in the sector E±
Si±(c, )→ Si±(c, 0) = S˜i(c) as → 0.
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Figure 3. Connecting transformation between the general solutions(
q•±, p
•
±
)
(x, ; c) = Ψ±(u•(x, ; c), x, ), on the two parts X
GG
±(),X
GG
±()
of the domain X±().
On the other hand the formal monodromies (corresponding to the monodromies of the
solutions (22) of the formal normal form (16))
(26)
N0 = T2pii(− 1−ϑ0+2c1c2) : c 7→
(
e2pii(−
1

−ϑ0+2c1c2)
e2pii(
1

+ϑ0−2c1c2)
)
c,
N = T2pii( 1−ϑ0−ϑ˜1+1+2c1c2) : c 7→
(
e2pii(
1

−ϑ0−ϑ˜1+2c1c2)
e2pii(−
1

+ϑ0+ϑ˜1−2c1c2)
)
c,
diverge when → 0, except for the total formal monodromy operator
N = N0 ◦N = T2pii(−2ϑ0−ϑ˜1+4c1c2).
For  6= 0, one can now represent the action of the nonlinear monodromy operators
M0(q, p, x, ) and M(q, p, x, ) around the singular points 0 and  in positive direction
by their action on the initial condition c of the general solutions (25),
Mxi±(·, x, ) ◦
(
q•±
p•±
)
(x, ; c) =
(
q•±
p•±
)
(x, ; ·) ◦M•i±(c, ),
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and express it as
(27)
M
GG
1± = N
◦(−1)
x2± ◦ S1± ◦N, M G
G
1± = S1± ◦Nx1± ,
M
GG
2± = S2± ◦Nx2± , M G
G
2± = Nx2± ◦ S2±,
cf. Figure 3.
3.2. Accumulation of monodromy. Let {n}n∈±N be sequence in E± r {0} defined
by
(28) 1n =
1
0
+ n, 0 ∈ E± r {0}
along which the divergent exponential factor e
2pii
 in the formal monodromy (26) stays
constant. Let
M˜xi±(q, p, x;κ) := lim
n→±∞Mxi±(q, p, x, n), κ := e
2pii
0 ,
and let M˜•i±(c;κ) be the corresponding limit action on the initial conditions of the
general solution
(
q•±
p•±
)
(x, 0; c). Then
(29)
M˜
GG
0+(κ) = N˜(κ)
◦(−1) ◦ S˜1 ◦N, M˜ GG0+(κ) = S˜1 ◦ N˜0(κ),
M˜
GG
+(κ) = S˜2 ◦ N˜(κ), M˜ GG+(κ) = N˜(κ) ◦ S˜2,
M˜
GG
−(κ) = N˜0(κ)
◦(−1) ◦ S˜1 ◦N, M˜ GG−(κ) = S˜1 ◦ N˜(κ),
M˜
GG
0−(κ) = S˜2 ◦ N˜0(κ), M˜ G
G
0−(κ) = N˜0(κ) ◦ S˜2,
where
N˜0(κ) : c 7→
(
1
κ e
2pii(−ϑ0+2c1c2)
κe2pii(ϑ0−2c1c2)
)
c, N˜(κ) : c 7→
(
κe2pii(−ϑ0−ϑ˜1+2c1c2)
1
κ e
2pii(ϑ0+ϑ˜1−2c1c2)
)
c,
and N = N˜0(κ) ◦ N˜(κ), are elements of the nonlinear exponential torus.
The infinitesimal “generator” (c1
∂
∂c1
− c2 ∂∂c2 ) of the exponential torus can be now
expressed as e.g.
(30) c˙ = −(κ ddκN˜0( · ;κ)) ◦ N˜0(c;κ)◦(−1) = −(κ ddκM˜GG0+( · ;κ)) ◦ M˜GG0+(c;κ)◦(−1).
Substituting e2pii(−ϑ0+2c1c2) for κ in N˜0, resp. e2pii(ϑ0+ϑ˜1−2c1c2) in N˜, in the formu-
las (29) kills the corresponding element N˜i(κ), which allows us to express the Stokes
operators as e.g.
(31)
S˜1 = M˜
GG
0+
(
e2pii(−ϑ0+2h)
)
,
S˜2 = M˜
GG
+
(
e2pii(ϑ0+ϑ˜1−2h)
)
= M˜
GG
+
(
e2pii(ϑ0+ϑ˜1−2h)
)
,
N◦(−1) ◦ S˜1 ◦N = M˜
GG
0+
(
e2pii(−ϑ0+2h)
)
,
where h = c1c2.
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4. The character variety of PV I and the nonlinear monodromy action on
it
In this section we recall the usual approach to PV I through isomonodromic defor-
mations of 2×2 traceless linear systems with four Fuchsian singularities on CP1, the
Riemann-Hilbert correspondence between Fuchsian systems and their monodromy rep-
resentations, the character variety of PV I and the modular group action on it. Our
main reference for this part are the articles of Iwasaki [Iwa03] and of Inaba, Iwasaki and
Saito [IIS06].
Notation 4.1. A triple of indices (i, j, k) will always denote a permutation of (0, t, 1),
and a quadruple (i, j, k, l) will denote a permutation of (0, t, 1,∞).
4.1. Isomonodromic deformations of 2×2 systems and the Riemann–Hilbert
correspondence. The sixth Painleve´ equation PV I(ϑ) with a parameter ϑ = (ϑ0, ϑt, ϑ1, ϑ∞) ∈
C4 governs isomonodromic deformations of traceless 2×2 linear differential systems with
four Fuchsian singularities on CP1
(32)
dφ
dz
=
[A0(t)
z
+
At(t)
z − t +
A1(t)
z − 1
]
φ
with the residue matrices Al ∈ sl2(C) having ±ϑl2 as eigenvalues. In general (if each Al
is semi-simple and the system is irreducible), one can write
Ai =
(
vi +
ϑi
2 −uivi
vi+ϑi
ui
−vi − ϑi2
)
, i = 0, t, 1, −A0 −At −A1 = A∞ =
(
ϑ∞
2 0
0 −ϑ∞2
)
.
The isomonodromicity of such system is expressed by the Schlesinger equations
(33)
dA0
dt
=
[At, A0]
t
,
dAt
dt
=
[A0, At]
t
+
[A1, At]
t− 1 ,
dA1
dt
=
[At, A1]
t− 1 ,
corresponding to the integrability conditions on the logarithmic connection in variables
(z, t)
∇(z, t) = d−
[
A0(t) d log(z) +At(t) d log(z−t) +A1(t) d log(z−1)
]
on the trivial rank 2 vector bundle. Denoting [A(z, t)]ij the (i, j)-component of the
matrix of the system (32), then the 1-form [A(z, t)]12 dz is non-null if the system is
irreducible, and so it must have a unique zero at some point
z = q(t) =
−t[A0]12
t[At]12 + [A1]12
.
This point is an apparent singularity of the second order linear ODE solved by the first
component of any solution φ of (32). Denoting
p(t) = [A(q, t)]11 +
ϑ0
2q
+
ϑt
2(q − t) +
ϑ1
2(q − 1) ,
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then the Schlesinger equations (33) are equivalent to the Hamiltonian system of PV I (1)
[Oka80, JM81, Jim82], whose the Hamiltonian function (2) is given by
HV I(q(t), p(t), t) = tr
[(A0(t)
t +
A1(t)
t−1
)
At(t)
]
− ϑ0ϑt2t − ϑtϑ12(t−1) .
The tau function τV I of PV I is defined by
d
dt log τV I(t) = tr
[(A0(t)
t +
A1(t)
t−1
)
At(t)
]
.
Choosing a germ of a fundamental matrix solution Φ(z, t) of the system (32) near some
nonsingular point z0, one has a linear monodromy representation (anti-homomorphism)
ρ : pi1(CP1 r {0, t, 1,∞}, z0)→ SL2(C),
such that the analytic continuation Φ(z, t) along a path γ defines another fundamental
matrix solution Φ(z, t)ρ(γ). The conjugation class of such monodromy representation
in SL2(C) is independent of the choice of Φ. The isomonodromicity of the system (32)
means that the conjugation class of the monodromy is locally constant with respect to
t, or equivalently that there exists a fundamental matrix solution Φ(z, t) whose actual
monodromy is locally independent of t [Bol97].
The Riemann–Hilbert correspondence is given by the monodromy map between the
space of linear systems (32) with prescribed poles and local eigenvalue data ±ϑl2 , modulo
conjugation in SL2(C) on one side, and the space of monodromy representations with
prescribed local exponents el, e
−1
l
(34) el := e
piϑl , l ∈ {0, t, 1,∞},
modulo conjugation in SL2(C) on the other side (see [IIS06] for much more precise
setting of the correspondence). Therefore it can be also translated as a correspondence
between solutions of PV I and equivalence classes of monodromy representations.,
4.2. The character variety of PV I . Given a representation
(35) ρ : pi1(CP1 r {0, t, 1,∞}, z0)→ SL2(C), ρ(γiγj) = ρ(γj)ρ(γi),
(where γiγj denotes the concatenation of paths, i.e. the path following first γi and
then γj), let γ0, γt, γ1, γ∞ be simple loops in the z-space around 0, t, 1,∞ respectively
such that γ0γtγ1γ∞ = id (see Figure 4), and Ml = ρ(γl) the corresponding monodromy
matrices
M∞M1MtM0 = I.
The conjugacy class of an irreducible monodromy representation is completely deter-
mined by its trace coordinates by a theorem of Fricke, Klein and Vogt (cf. [Mag80]).
These coordinates are given by the four parameters
(36) al = tr(Ml) = el +
1
el
= 2 cos(piϑl), l = 0, t, 1,∞,
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Figure 4. The loops γ0, γt, γ1, γ∞ ∈ pi1(CP1 r {0, t, 1,∞}, z0).
and the three variables
(37) X0 = tr(M1Mt), Xt = tr(M0M1), X1 = tr(MtM0),
satisfying the Fricke relation
F (X, a) = 0,
where
(38) F (X, a) := X0XtX1 +X
2
0 +X
2
t +X
2
1 − θ0X0 − θtXt − θ1X1 + θ∞,
with
θi = aia∞ + ajak, for i = 0, t, 1, and θ∞ = a0ata1a∞ + a20 + a
2
t + a
2
1 + a
2
∞ − 4.
Definition 4.2. We call the character variety of PV I the complex surface
(39) SV I(a) = {X ∈ C3 : F (X, a) = 0}.
In this setting, the Riemann–Hilbert correspondence can be seen as a map between
the Hamiltonian flow of the Painleve´ system on one side and a locally constant flow on
the character variety on the other side. Under this correspondence the Okamoto space
of initial conditions MV I,t(ϑ) is a minimal resolution of singularities of SV I(a) [IIS06].
The character variety SV I(a) is equipped with a natural algebraic symplectic form
(40) ωSV I =
dXt ∧ dX0
2piiFX1
=
dX1 ∧ dXt
2piiFX0
=
dX0 ∧ dX1
2piiFXt
,
where
FXi =
dF
dXi
= XjXk + 2Xi − θi.
The Poisson bracket associated to −2pii ωSV I is the Goldman bracket
{Xi, Xj} = FXk , (i, j, k) a cyclic permutation of (0, t, 1).
Proposition 4.3. The standard symplectic form ω (5) on the (q, p)-space corresponds
through the Riemann-Hilbert correspondence to the symplectic form (40).
Proposition 4.4 (Jimbo’s asymptotic formula [Jim82, Boa05]). Given a monodromy
representation ρ as above and its associated coordinate X (37) on the character variety,
then the solution of PV I(ϑ) corresponding to a point X ∈ SV I(a) has the following
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asymptotics when t→ 0:
tσ1−1q = α(X,ϑ) +O(t1−σ1)
t1−σ1p =
ϑ0 + ϑt − σ1
2α(X,ϑ)
+O(t1−σ1),
where σ1 is such that 2 cospiσ1 = X1 and 0 ≤ <σ1 < 1,
α =
(ϑ0 + ϑt + σ1)(−ϑ0 + ϑt + σ1)(ϑ∞ + ϑ1 + σ1) · d(σ1, ϑ)
4σ21 (ϑ∞ + ϑ1 − σ1) · c(σ1, ϑ) [a(σ1, X0, ϑ) + b(σ1, X1, ϑ)]
,
with
a = 14e
piiσ1 [2i sinpiσ1 ·X0 − θt], b = 14 [2i sinpiσ1 ·Xt + θ0],
c =
Γ(1− σ1)2Γ
(
1 + ϑ0+ϑt+σ12
)
Γ
(
1 + −ϑ0+ϑt+σ12
)
Γ
(
1 + ϑ∞+ϑ1+σ12
)
Γ
(
1 + −ϑ∞+ϑ1+σ12
)
Γ(1 + σ1)2Γ
(
1 + ϑ0+ϑt−σ12
)
Γ
(
1 + −ϑ0+ϑt−σ12
)
Γ
(
1 + ϑ∞+ϑ1−σ12
)
Γ
(
1 + −ϑ∞+ϑ1−σ12
) ,
d = 4 sin pi(ϑ0+ϑt−σ1)2 sin
pi(ϑ0−ϑt+σ1)
2 sin
pi(ϑ∞+ϑ1−σ1)
2 sin
pi(ϑ∞−ϑ1+σ1)
2 ,
see [Boa05, p.191].
Proof of Proposition 4.3. We will use the Jimbo’s asymptotic formula. Since the point
X ∈ SV I(a) corresponding to a given solution (q(t), p(t)) of PV I is independent of t, we
have
ω = dq ∧ dp = dσ1 ∧ dα
2α
= −dX1 ∧ (e
piiσ1dX0 + dXt)
2pii(epiiσ1FXt − FX0)
=
dX1 ∧ dXt
2piiFX0
,
using that 4(a+ b) = epiiσ1FXt − FX0 , and the identity dX1∧dX0FXt =
dXt∧dX1
FX0
. 
4.3. Lines and singularities of SV I(a).
Proposition 4.5 (Lines of SV I(a)). The Fricke polynomial F (X, a) (38) can be decom-
posed as
F (X, a) = (Xk − eiej −
ej
ei
)(FXk −Xk + eiej +
ej
ei
)
− 1eiej (eiXi + ejXj − a∞ − eiejak)(eiXj + ejXi − ak − eieja∞),
= (Xk − eiej − 1eiej )(FXk −Xk + eiej + 1eiej )
− 1eiej (eiejXi +Xj − eja∞ − eiak)(eiejXj +Xi − ejak − eia∞),
= (Xk − eke∞ − e∞ek )(FXk −Xk + eke∞ + e∞ek )
− 1eke∞ (e∞Xi + ekXj − ai − eke∞aj)(ekXi + e∞Xj − aj − eke∞ai),
= (Xk − eke∞ − 1eke∞ )(FXk −Xk + eke∞ + 1eke∞ )
− 1eke∞ (Xj + eke∞Xi − ekai − e∞aj)(Xi + eke∞Xj − ekaj − e∞ai).
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In particular, the following 24 lines are contained in SV I(a):
{Xk = eiej +
ej
ei
, eiXi + ejXj = a∞ + eiejak},
{Xk = eiej +
ej
ei
, eiXj + ejXi = ak + eieja∞},
{Xk = eiej + 1eiej , Xi + eiejXj = ejak + eia∞},
{Xk = eiej + 1eiej , Xj + eiejXi = eja∞ + eiak},
{Xk = eke∞ + e∞ek , e∞Xi + ekXj = ai + eke∞aj},
{Xk = eke∞ + e∞ek , ekXi + e∞Xj = aj + eke∞ai},
{Xk = eke∞ + 1eke∞ , Xi + eke∞Xj = ekaj + e∞ai},
{Xk = eke∞ + 1eke∞ , Xj + eke∞Xi = ekai + e∞aj}.
The projective completion of SV I(a) in CP3 contains 3 additional lines at infinity,
giving the total of 27 lines provided by the classical Cayley–Salmon theorem. They are
all distinct if and only if SV I(a) is non-singular.
Singular points of SV I(a). The surface SV I(a) is simply connected (cf. [CL09]), and
it may or may not have singular points depending on a, but it never has more than
4 singular points [Obl04, Corollary 4.6]. The singularities that appear correspond to
unstable monodromy representations, which are of two kinds:
• Either Ml = ±I for some l ∈ {0, t, 1,∞}, hence el = ±1.
If l = i ∈ {0, t, 1}, then ai = ±2, Xi = ±a∞, Xj = ±ak, Xk = ±aj .
If l =∞, then a∞ = ±2, Xi = ±ai, i = 0, t, 1.
• Or the representation is reducible, in which case Ml =
(
e
δl
l ∗
0 e
−δl
l
)
, l = 0, t, 1,∞,
for some quadruple of signs (δ0, δt, δ1) ∈ {±1}3, δ∞ = 1, and
eδ00 e
δt
t e
δ1
1 e∞ = 1, Xi = e
δj
j e
δk
k + e
−δj
j e
−δk
k .
The surface is therefore singular if and only if∏
l∈{0,t,1,∞}
(a2l − 4) · w(a) = 0,
where
w(a) := (a0+ at+ a1+ a∞)(a0+ a∞− at− a1)(at+ a∞− a1− a0)(a1+ a∞− a0− at)−
− (a0a∞− ata1)(ata∞− a1a0)(a1a∞− a0at)
=
(e0ete1e∞ − 1)(e0et − e1e∞)(ete1 − e0e∞)(e1e0 − ete∞)
(e0ete1e∞)4
∏
l∈{0,t,1,∞}
(el − eiejek),
see [Iwa02]. All the singularities of the projective completion of SV I(a) are contained
in its finite part, where they are situated on the intersection of 6 or more lines.
The singular locus of SV I(a) corresponds through the Riemann–Hilbert correspon-
dence to so called Riccati solutions of PV I [IIS06].
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4.4. The braid group action on SV I(a). The nonlinear monodromy action on the
space of SL2(C)-monodromy representations, is given by the action of moving t along
loops in CP1 r {0, 1,∞} while keeping the representation constant. When t returns
to the initial position t0, the loops generating pi1(CP1 r {0, t, 1,∞}, z0) will not be the
same as before. It induces an automorphism of the fundamental group through which
it acts on the space of monodromy representations. The movement of t can be also seen
as an action of the pure-braid group P3 on three strands (0, t, 1), generated by the pure
braids β20t, β
2
t1 ∈ P3 (Figure 5).
β20t :
0 t 1
0 t 1
β2t1 :
0 t 1
0 t 1
Figure 5. Elementary pure braids.
One can also consider the action of the whole braid group B3 on three strands (0, t, 1),
generated by the braids β0t, βt1 (Figure 6), where the action of βij on the three points
(0, t, 1) (which are for the moment considered as movable), is a composition of two
commuting actions
1) turning the two points i, j, around each other by a half turn,
2) swapping their names i↔ j.
βij :
i j k
i j k
Figure 6. Elementary braid βij , (i, j) = (0, t), (t, 1).
The braids act on the fundamental group pi1(CP1 r {0, t, 1,∞}, z0) by transforming
the loops, β : γ 7→ γβ ,
i j
z0
βij
i j
z0 βij : γi 7→ γiγjγ−1i ,
γj 7→ γi,
γk 7→ γk,
(in the above picture we draw just the connecting paths from z0 to the singularities i, j
that are encircled by the loops γi, γj).
This induces an action β∗ : ρ 7→ ρβ on the monodromy representation (35) defined by
ρβ(γβ) = ρ(γ),
(41)
(βij)∗ : Mi 7→ ρβij (γi) = Mj ,
Mj 7→ ρβij (γj) = MjMiM−1j ,
Mk 7→ ρβij (γk) = Mk,
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and therefore also an action on the character variety
gβ : ai = tr ρ(γi) 7→ tr ρβ(γi), Xi = tr ρ(γj)ρ(γk) 7→ tr ρβ(γj)ρβ(γk).
satisfying
gββ′ = gβ′ ◦ gβ .
This action was considered by Dubrovin [Dub96, Dub99] and described in detail by
Dubrovin and Mazzocco [DM00, Maz01] and Iwasaki [Iwa03]. Its dynamics was further
studied by Cantat & Loray [CL09] in connection to the problem of transcendentness of
PV I .
Proposition 4.6 (Dubrovin & Mazzocco, Iwasaki).
1) The induced action of the braid group B3 on the space of monodromy representations
is generated by the half-monodromy actions g0t := gβ0t and gt1 := gβt1 , given by
(42)
gij : SV I(a)→ SV I
(
gij(a)
)
,
ai 7→ aj , Xi 7→ Xj − FXj , FXi 7→ −FXj ,
aj 7→ ai, Xj 7→ Xi, FXj 7→ FXi − FXjXk,
ak 7→ ak, Xk 7→ Xk, FXk 7→ FXk − FXjXi,
a∞ 7→ a∞.
They preserve the Fricke relation: F ◦ gij = F , and therefore they preserve also the
2-form ωSV I . They satisfy
gij = g
◦−1
ji , gij ◦ gjk ◦ gij = gjk ◦ gij ◦ gjk, gki = gji ◦ gjk ◦ gij , (gij ◦ gjk)◦3 = id,
for any permutation (i, j, k) of (0, t, 1). The group
Γ = 〈g0t, gt1〉,
generated by them is isomorphic to the modular group PSL2(Z), with the standard
generators
S = g◦20t ◦ gt1, T = gt0, satisfying S◦2 = id = (T ◦ S)◦3.
2) The action of the monodromy group of PV I on the character variety SV I(a) is induced
by the action of the pure braids β20t, β
2
t1 ∈ P3 on the monodromy representations. It is
isomorphic to the principal congruence subgroup of the modular group
Γ(2) = 〈g◦20t , g◦2t1 〉 ⊆ AutωSV I (SV I(a)),
where
g
◦2
ij : SV I(a)→ SV I(a),
Xi 7→ Xi − FXi +XkFXj , FXi 7→ −FXi +XkFXj ,
Xj 7→ Xj − FXj , FXj 7→ −FXj −XkFXi +X
2
kFXj ,
Xk 7→ Xk, FXk 7→ FXk −XiFXj −XjFXi + FXjFXi +XkXjFXj −XkF
2
Xj
.
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t=0g◦20t t=1
g◦2t10 t 1
z0
0 1 t
z0
t 0 1
z0
t 0 1
z0
0 1 t
z0
Figure 7. The paths around which are taken the loops γ0, γt, γ1 defin-
ing the monodromy representation ρ and therefore the coordinate X on
SV I(a) in dependence on t ∈ CP1 r {0, 1,∞}, and the corresponding
transition maps g◦20t , g
◦2
t1 : SV I(a)→ SV I(a).
while preserving the parameters ai.
The fixed points of this Γ(2)-action are exactly the singularities of SV I , and its re-
striction on the smooth locus of SV I(a) represents faithfully the nonlinear monodromy
action on the non-Riccati locus of space of initial conditions MV I,t0(ϑ) (i.e. on the
initial conditions corresponding to non-Riccati solutions of PV I).
As t varies in CP1 r {0, 1,∞} the character varieties define a fibration above CP1 r
{0, 1,∞} with fibers isomorphic SV I(a), for which the coordinates X = (X0, Xt, X1)
(37) are local trivializations. The transformation maps g◦20t , g
◦2
t1 are then the gluing
maps when t makes a round around 0 or 1, see Figure 7.
5. The confluence PV I → PV and the character varieties
We will study the degeneration of the SL2(C)-isomonodromic problem of PV I to that
of PV using the description of confluence in linear systems of Lambert & Rousseau
[LR12, HLR13] in order to understand the degeneration of the character variety of PV I
to the (wild) one of PV . The goal is to be able to consider the sequential limits in the
parameter  (28) of the braid group action on the character varieties of PV I , in order
to apply the results of Section 3.2 on their accumulation to the generators of the wild
monodromy pseudogroup of PV in Section 5.6.
The wild character variety of PV in the form of a generalized Fricke formula was con-
structed by van der Put & Saito [PS09], as well as by Chekhov, Mazzocco & Rubtsov
[CMR17] who also describe the confluence but from a very different point of view. The
idea of sequential limits (discretization) in the parameter  from PV I to PV was pre-
viously exploited by Kitaev [Kit06] in relation to the asymptotics of the corresponding
Riemann–Hilbert problem and the tau function. We do not use these results.
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5.1. Confluence of isomonodromic systems. The substitution
(43) t = 1 + t˜, ϑt =
1
 , ϑ1 = − 1 + ϑ˜1,
in the system (32) with
(44) v1 = − v˜1t˜ , vt = v˜1t˜ − v0 + κ2, where κ2 = −ϑ0+ϑ˜1+ϑ∞2 ,
gives a parametric family (depending on the parameter ) of isomonodromic deforma-
tions:
(45)
dφ
dz
=
[A0(t˜)
z
+
A˜
(0)
1 (t˜) + (z −1−t˜)A˜(1)1 (t˜)
(z −1)(z −1−t˜)
]
φ,
where
A˜
(0)
1 = −t˜A1 =
v˜1 + t2 − t˜ ϑ˜12 −u1v˜1
v˜1+t−t˜ϑ˜1
u1
−v˜1 − t2 + t˜
ϑ˜1
2
,
A˜
(1)
1 = At +A1 =
−v0 − ϑ0+ϑ∞2 u0v0
− v0+ϑ0u0 v0 +
ϑ0+ϑ∞
2
,
which have well defined limits when  → 0. The matrix A˜(0)1 has eigenvalues ± t˜−t˜ϑ˜12
with limit ± t˜2 when → 0.
5.2. Confluence on character varieties. The confluence of singularities in linear
systems has been studied by many authors, including Garnier [Gar19], Ramis [Ram89],
Scha¨fke [Sch98], Glutsyuk [Glu04], Zhang [Zha96], etc.. Here we will use a description
following from a theorem of sectoral normalization for unfolding of a non-resonant irreg-
ular singularity of Poincare´ rank 1 due to Lambert and Rousseau [LR12, HLR13] and
Parise [Par01]. In the case of 2× 2 traceless linear systems this theorem is also exposed
in [Kli18], and we follow the notation there. It implies, that for  in each of the sectors
E+,E− (18), the system (45) has certain privileged fundamental matrix solutions with
respect to which the monodromies Mt,M1 are upper/lower triangular and decompose as
a product of a diagonal “formal monodromy” and a unipotent “unfolded Stokes matrix”
(analogical to the decomposition (27)). In order to simplify the description we will con-
sider only the confluence  → 0+,  ∈ E+. Then we have a monodromy representation
ρ+ : pi1
(
Cr {0, 1 + t˜, 1}, z0
)→ SL2(C) of the form:
(46)
M0+ =
(
α β
γ δ
)
,
Mt+ = NtS2+ =
(
et ets2+
0 1et
)
,
M1+ = S1+N1 =
(
e1 0
e1s1+
1
e1
)
,
M∞+ = (S1+N1NtS2+M0+)−1 =
(
ete1(βs1++δs1+s2+)+
δ+
ete1
, −ete1(β+δs2+)
−ete1(αs1++γs1+s2+)− γete1 , ete1(α+γs2+)
)
,
see Figure 8, where
S1+() =
(
1 0
s1+() 1
)
, S2+() =
(
1 s2+()
0 1
)
,
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Figure 8. Monodromy of the system (45) when → 0+.
are the “unfolded Stokes matrices” of the family (45), which tend to the Stokes matrices
of the limit system limE+3→0 Si+() = Si(0), i = 1, 2, and where
Ni() =
(
ei 0
0 1ei
)
, i = t, 1, N = NtN1 =
(
ete1 0
0 1ete1
)
,
with
et = (Mt+)11 = e
pii
 , e1 = (M1+)11 = e
piiϑ˜1−pii ,
are the “formal monodromy matrices” around the points t = 1 + t and 1 for  6= 0.
This monodromy representation is determined uniquely up to conjugation by diagonal
matrices.
The monodromy matrices are subject to the conditions
1 = det M0+ = αδ − γβ,
a0 = trM0+ = α+ δ,
a∞ = trM∞+ = δete1 + ete1(α+ βs1+ + γs2+ + δs1+s2+),
e˜1 := e
piiϑ˜1 = (M1+Mt+)11 = ete1.
The trace coordinates Xi (37) are then given by
(47)
X0 = tr(M1+Mt+) = ete1 +
1
ete1
+ ete1s1+s2+,
Xt = tr(M1+M0+) = e1(α+ βs1+) +
δ
e1
,
X1 = tr(M0+Mt+) = et(α+ γs2+) +
δ
et
,
Only the parameters
a0 = 2 cos(piϑ0), e˜1 = ete1 = e
piiϑ˜1 , a∞ = 2 cos(piϑ∞),
have well defined limits when → 0, while et = epii and e1 = epiiϑ˜1−pii diverge. Therefore
the coordinate X0 passes well to the limit, but not Xt, X1 which need be replaced by
new coordinates. The new coordinates should be functions of M0+, S1+, S2+, N,M∞+
invariant by diagonal conjugation. Following [PS09], we choose them as the low diagonal
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elements of M∞+ and M0+:
(48)
X˜0+ = X0,
X˜t+ = (M0+)22 = δ,
X˜1+ = (M∞+)22 = ete1(α+ γs2+).
A substitution in the identity
(ete1)
2s1+s2+(αδ − βγ − 1) = 0,
gives the Fricke relation in the new coordinates
F˜ (X˜+, a˜) = 0,
where
(49) F˜ (X˜, a˜) := X˜0X˜tX˜1 + X˜
2
t + X˜
2
1 − θ˜0X˜0 − θ˜tX˜t − θ˜1X˜1 + θ˜∞ = 0
where θ˜l are functions of the parameter
a˜ = (a0, e˜1, a∞),
independent of ,
(50) θ˜0 = e˜1, θ˜t = a0 + e˜1a∞, θ˜1 = a∞ + e˜1a0, θ˜∞ = 1 + e˜1a0a∞ + e˜21.
For  = 0, the relation (49) for the character variety of PV was derived in [PS09, section
3.2].
Definition 5.1. The wild character variety of PV is the complex surface
(51) SV (a˜) = {X˜ ∈ C3 : F˜ (X˜, a˜) = 0},
endowed with the algebraic symplectic form
(52) ω˜SV =
dX˜t ∧ dX˜0
2piiF˜X˜1
=
dX˜1 ∧ dX˜t
2piiF˜X˜0
=
dX˜0 ∧ dX˜1
2piiF˜X˜t
.
Denote
F˜X˜0 :=
∂F˜
∂X˜0
= X˜1X˜t − θ˜0,
F˜X˜t :=
∂F˜
∂X˜t
= X˜0X˜1 + 2X˜t − θ˜t,
F˜X˜1 :=
∂F˜
∂X˜1
= X˜0X˜t + 2X˜1 − θ˜1.
The trace coordinates X (47) on the character variety SV I(a) for  6= 0 and the new
coordinates X˜ (48) on the wild character variety SV (a˜) are related by the following
rational transformations:
Theorem 5.2 ( 6= 0). The affine varieties SV I(a) and SV (a˜) are birationally equivalent
through the change of variables
X = Φ+(X˜+),
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where
Φ+(·, a0, et, e1, a∞) : SV (a˜)→ SV I(a)
X˜+ 7→ X
is given by
(53)
Φ+ : X0 = X˜0, FX0 ◦ Φ+ = X˜tet
( F˜X˜t
e1
− F˜X˜1et
)− F˜X˜0ete1 (X˜0 − ete1 − e1et )
Xt =
X˜t
e1
+
X˜1−F˜X˜1
et
, FXt ◦ Φ+ =
F˜X˜t
e1
− F˜X˜1et ,
X1 =
X˜1
e1
+ X˜tet , FX1 ◦ Φ+ =
F˜X˜t
et
+
F˜X˜1
e1
− X˜0F˜X˜1et .
The inverse map Φ
◦(−1)
+ : SV I(a) 99K SV (a˜), X 7→ X˜+, is given by
(54)
Φ
◦(−1)
+ : X˜0 = X0,
X˜t = −etXt + e1X1 − θ˜1
X0 − ete1 − e1et
= −ete1
X0 − ete1 − e1et − FX0
e1Xt + etX1 − θ˜t
,
X˜1 = −e1Xt + etX1 − θ˜t − e1FXt
X0 − ete1 − e1et
= e1X1 − e1et X˜t,
(cf. Proposition 4.5), and is singular on the line:
(55) L0 := {X0 = ete1 + e1et , e1Xt + etX1 = θ˜t}.
The two Fricke relations are related by
F ◦ Φ+ = −1ete1 (X0 − ete1 − e1et ) · F˜ .
The restriction
Φ+ : SV (a˜)→ SV I(a)r L0
is an isomorphism. The pull-back of the symplectic form ωSV I (40) by Φ+ is the sym-
plectic form (52).
Proof. From (47) and (48) by a direct calculation. 
Remark 5.3 ( 6= 0). In the trace coordinates (36) on the space of monodromy repre-
sentations, the eigenvalues ei and
1
ei
of Mi are interchangeable. On the other hand in
the above description of the monodromy data this is no longer true for i = t, 1. While
most monodromy representations can be conjugated so that Mt is lower triangular and
M1 is upper triangular, one cannot always assure that et, e1 are on the (1, 1)-position.
Those monodromy representations for which this is not possible correspond exactly to
the points of the line at infinity L0 (55).
Remark 5.4. A very simple way to obtain the coordinates X˜± on the wild character
variety SV (a˜) is by taking the following limit:
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• When → 0 in a sector η < arg  < pi − η, η > 0, then et →∞, e1 → 0, and
at
a1
→ e˜1, Xt
a1
→ X˜t+, X1
a1
→ X˜1+,
and 1
a21
F (X, a)→ F˜ (X˜+, a˜).
• When → 0 in a sector −pi+ η < arg  < −η, η > 0, then et → 0, e1 →∞, and
a1
at
→ e˜1, X1
at
→ X˜t+, Xt − FXt
at
→ X˜1+,
(Xt
at
→ X˜1+ − F˜X˜1+
)
,
and 1
a2t
F (X, a)→ F˜ (X˜+, a˜).
These two limits are related by the action of the half-monodromy operator g1t (42)
on the left side. While this limit description, which has been observed before (see for
example [CMR17]), can be used to easily obtain some of the limit formulas, it doesn’t
allow to treat the confluence when → 0 along the sequences {n}n∈±N with 1n = 10 +n,
which is essential for us in order to obtain the generators of the wild monodromy.
5.3. The total monodromy action on SV (a˜).
Proposition 5.5. i) The pullback of the half-monodromy operator gt1 : SV I(a) →
SV I(gt1(a)) (corresponding to the braid action βt1) by the transformation Φ+ (54) is
given by
g˜t1 = Φ
◦(−1)
+ ◦ gt1 ◦ Φ+ : S˜V (a˜)→ S˜V (a0, 1e˜1 , a∞)
g˜t1 : a0 7→ a0, X˜0 7→ X˜0, F˜X˜0 7→ F˜X˜0 − F˜X˜1X˜t,
e˜1 7→ 1e˜1 , X˜t 7→ 1e˜1
(
X˜1 − F˜X˜1
)
, F˜X˜t 7→ − 1e˜1 F˜X˜1 ,
a∞ 7→ a∞, X˜1 7→ 1e˜1 X˜t, F˜X1 7→ 1e˜1
(
F˜X˜t − F˜X˜1X˜0
)
,
and its inverse
g˜1t : a0 7→ a0, X˜0 7→ X˜0, F˜X˜0 7→ F˜X˜0 − F˜X˜tX˜1,
e˜1 7→ 1e˜1 , X˜t 7→ 1e˜1 X˜1, F˜Xt 7→ 1e˜1
(
F˜X˜1 − F˜X˜tX˜0
)
,
a∞ 7→ a∞, X˜1 7→ 1e˜1
(
X˜t − F˜X˜t
)
, F˜X˜1 7→ − 1e˜1 F˜X˜t ,
ii) The pullback of the monodromy operator g◦2t1 ∈ AutωSV I (SV I(a)) by the transfor-
mation Φ+ (54) is given by g˜
◦2
t1 the square iterate of the above operator g˜t1,
g˜◦2t1 = Φ
◦(−1)
+ ◦ g◦2t1 ◦ Φ+ ∈ AutωS˜V (S˜V (a˜))
g˜
◦2
t1 : X˜0 7→ X˜0, F˜X˜0 7→ F˜X˜0 − X˜tFX˜1 − X˜1F˜X˜t + F˜X˜t F˜X˜1 + X˜0X˜1F˜X˜1 − X˜0F˜
2
X˜1
,
X˜t 7→ X˜t − F˜X˜t + X˜0F˜X˜1 , F˜X˜t 7→ −F˜X˜t + X˜0F˜X˜1 ,
X˜1 7→ X˜1 − F˜X˜1 , F˜X˜1 7→ −F˜X˜1 − X˜0F˜X˜t + X˜
2
0 F˜X˜1
,
g˜
◦2
1t : X˜0 7→ X˜0, F˜X˜0 7→ F˜X˜0 − X˜tFX˜1 − X˜1F˜X˜t + F˜X˜t F˜X˜1 + X˜0X˜tF˜X˜t − X˜0F˜
2
X˜t
,
X˜t 7→ X˜t − F˜X˜t , F˜X˜t 7→ −F˜X˜t − X˜0F˜X˜1 + X˜
2
0 F˜X˜t
,
X˜1 7→ X˜1 − F˜X˜1 + X˜0F˜X˜t , F˜X˜1 7→ −F˜X˜1 + X˜0F˜X˜t .
It preserves the Fricke relation: F˜ ◦ g˜2t1 = F˜ .
Wild monodromy of Painleve´ V 29
The “half-monodromy” action g˜t1 was previously described in [PR15], and the mon-
odromy action g◦2t1 was considered in [PS09, PR15].
Proof. To obtain the action g˜t1, we need to look on how the braid βt1 acts on the
monodromy representation ρ+ (46). After a conjugation the action (41) is written as
(βt1)∗ : M0+ 7→ ρβt1(γ0) = PM−11+M0+M1+P,
Mt+ 7→ ρβt1(γt) = PM1+P,
M1+ 7→ ρβt1(γ1) = PM0+P,
M∞+ 7→ ρβt1(γ0) = PM−11+M∞+M1+P,
where P =
(
0 1
1 0
)
, so that ρβt1(γt) is upper-triangular, and ρ
βt1(γ1) is lower-triangular.
Therefore gt1 maps (et, e1) 7→ ( 1e1 , 1et ), and we have
e˜1 7→ 1e˜1 ,
X˜0 7→ X˜0,
X˜t 7→
(
M−11+M0+M1+
)
11
= α+ βs1+ =
X˜1−F˜X˜1
e˜1
,
X˜1 7→
(
M−11+M∞+M1+
)
11
= δete1 =
X˜t
e˜1
.

Remark 5.6. Another interesting “half-monodromy” action whose second iterate is the
operator g˜◦2t1 is that of
˜t1 : a0 7→ a∞, X˜0 7→ X˜0, F˜X˜0 7→ F˜X˜0 − F˜X˜1X˜t,
a∞ 7→ a0, X˜t 7→ X˜1 − F˜X˜1 , F˜X˜t 7→ −F˜X˜1 ,
e˜1 7→ e˜1, X˜1 7→ X˜t, F˜X1 7→ F˜X˜t − F˜X˜1X˜0.
5.4. The center manifold solution.
Proposition 5.7. In the coordinate X˜ = X˜+ (48) on SV (a˜) given by the monodromy
representation ρ+ as in Figure 9, the “sectoral center manifold” solution (Corollary 3.3
above) corresponds to the point
X˜ = (a∞e0 +
1
e˜1
− 1
e20e˜1
, 1e0 , e0e˜1) for x ∈ X
GG
+(),  ∈ E+.
This follows as a consequence from the following reformulation of the Jimbo’s asymp-
totic formula.
Proposition 5.8 (Jimbo’s formula for the confluent system). Let X˜ be the coordinate
on SV (a˜) given by the monodromy representation ρ+ as in Figure 9, and let t(q(x), p(x))
be the solution of (15) corresponding to a point X˜.
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(1) When x→ 0, x ∈ XG
G
+(),  ∈ E+:
q ∼ α(ϑ,X)
(
x
x− 
)1−σ1
+ O
((
x
x−
)2−2σ1)
,
p ∼ ϑ0 + ϑt − σ1
2α(ϑ,X)
(
x
x− 
)σ1−1
+ O(1),
where σ1, α(X,ϑ) is as in Proposition 4.4, and (X,ϑ) is related to (X˜, ϑ˜, ) by
(53) and (43).
(2) When x→ , x ∈ XG
G
+(),  ∈ E+:
q ∼ 1
α(ϑ′, X ′)
(
x− 
x
)σ′1−1
+ O(1),
p ∼ α(ϑ′, X ′)ϑ0 + ϑ1 + σ
′
1 − 2
2
(
x− 
x
)1−σ′1
+ O
((
x−
x
)2−2σ′1),
where
ϑ′ = (ϑ∞, ϑt, ϑ1, ϑ0), X ′ = (X0, X1, Xt − FXt),
and (X,ϑ) are related to (X˜, ϑ˜, ) by (53) and (43).
Proof of Proposition 5.7. By Proposition 5.8, in order for a solution to be bounded at
both x = 0 and x =  we need to have σ1 = ϑ0 + ϑt and σ
′
1 = 2− ϑ0 − ϑ1, that is
X1 = e0et +
1
e0et
, Xt − FXt = e0e1 + 1e0e1 .
The second relation means that Xt = X0X1− ete1− e1et −eta∞, and also by Proposition 4.5
that,
either e0e1X0 +X1 − e1a∞ − e0at = 0, or X0 + e0e1X1 − e0a∞ − e1at = 0,
from which
either X0 =
1
ete1
+ a∞e0 − 1e20ete1 , or X0 = ete1 + e0a∞ − e
2
0ete1.
Using the formulas (53), we obtain in the first case that
X˜0 =
1
ete1
+ a∞e0 − 1e20ete1 , X˜t =
1
e0
, X˜1 = e0e1et,
while the second case does not have a finite limit when  → 0 and therefore cannot
correspond to the “sectoral center manifold”. 
Proof of Proposition 5.8. The asymptotics at x = 0 is simply the Jimbo’s formula of
Proposition 4.4. The asymptotics at x =  is obtained from the Jimbo’s formula using
the Okamoto’s transformation
t′ = t−1, q′ = q−1, p′ = q · (ϑ0+ϑt+ϑ1+ϑ∞2 − 1− qp), ϑ′ = (ϑ∞, ϑt, ϑ1, ϑ0),
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x=0
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Figure 9. The paths around which are taken the loops γ0, γt, γ1
defining the confluent monodromy representation ρ+ and therefore
the coordinate X˜ on SV (a˜) for  ∈ E+ r {0} in dependence on
x = tt−1 ∈ C r {0, } (cf. Figure 7), and the corresponding transi-
tion maps g˜◦20t , g˜
◦2
t1 (e
2pii
 ) : SV (a˜)→ SV (a˜).
which preserves the Hamiltonian system of PV I , i.e.
x′ = −x, ′ = , q′ = q−1, p′ = q·(ϑ0+ϑ˜1+ϑ∞2 −1−qp), (ϑ′0, ϑ˜′1, ϑ′∞) = (ϑ∞, ϑ˜1, ϑ0),
which preserves the system (15). This corresponds to the transformation
z′ = z−1, t′ = t−1, (A′0, A
′
t′ , A
′
1, A
′
∞) = (A∞, At, A1, A0),
of the isomonodromic problem (32). It transforms the monodromy representation ρ+
(Figure 9) to
ρ′ : (γ′0, γ
′
t, γ
′
1, γ
′
∞) 7→ (M∞,Mt,M1,M0),
where for x ∈ X+()G
G
,  ∈ E+, one has up to a conjugation (see Figure 10)
γ′0 = γ0, γ
′
t = γ
−1
∞ γ1γ∞, γ
′
1 = γ
−1
∞ γtγ∞, γ
′
∞ = γ∞,
which means that up to a conjugation
M ′0 = ρ
′(γ0) = M∞,
M ′t = ρ
′(γt) = M−10 MtM0,
M ′1 = ρ
′(γ1) = M−10 M1M0,
M ′∞ = ρ
′(γ∞) = M0,
and hence
X ′ = (X0, X1 − FX1 , Xt).

5.5. Lines and singularities of SV (a˜).
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Figure 10. The paths around which are taken the loops γ′0, γ
′
t, γ
′
1
defining the confluent monodromy representation ρ′ and therefore the
coordinate X˜ ′ on SV (a˜) for  ∈ E+r{0} in dependence on x ∈ Cr{0, }.
Proposition 5.9 (Lines of SV (a˜)). The polynomial F˜ (49) can be decomposed as
F˜ (X˜, a˜) = (X˜0 − e˜1 − 1e˜1 )F˜X˜0 + e˜1(X˜1 + X˜te˜1 − a∞)(X˜t + X˜1e˜1 − a0),
= (X˜0 − e0e∞ − 1e0e∞ )F˜X˜0 + (e0X˜1 + X˜te∞ − e˜1 − e0e∞ )( X˜1e0 + e∞X˜t − e˜1 − e∞e0 ),
= (X˜0 − e0e∞ − e∞e0 )F˜X˜0 + (e0X˜1 + e∞X˜t − e˜1 − e0e∞)( X˜1e0 + X˜te∞ − e˜1 − 1e0e∞ ),
= (X˜1 − e∞)(F˜X˜1 − X˜1 + e∞) + (X˜t − e˜1e∞ )(e∞X˜0 + X˜t − e˜1e∞ − a0),
= (X˜t − e0)(F˜X˜t − X˜t + e0) + (X˜1 − e˜1e0 )(e0X˜0 + X˜1 − e˜1e0 − a∞),
= (X˜1 − 1e∞ )(F˜X˜1 − X˜1 + 1e∞ ) + (X˜t − e˜1e∞)( X˜0e∞ + X˜t − e˜1e∞ − a0),
= (X˜t − 1e0 )(F˜X˜t − X˜t + 1e0 ) + (X˜1 − e˜1e0)( X˜0e0 + X˜1 − e˜1e0 − a∞),
= (X˜1 − e˜1e0)(F˜X˜1 − X˜1 + e˜1e0) + (X˜t − 1e0 )(e˜1e0X˜0 + X˜t − e0 − e˜1a∞),
= (X˜t − e˜1e∞)(F˜X˜t − X˜t + e˜1e∞) + (X˜1 − 1e∞ )(e˜1e∞X˜0 + X˜1 − e∞ − e˜1a0),
= (X˜1 − e˜1e0 )(F˜X˜1 − X˜1 + e˜1e0 ) + (X˜t − e0)( e˜1e0 X˜0 + X˜t − 1e0 − e˜1a∞),
= (X˜t − e˜1e∞ )(F˜X˜t − X˜t + e˜1e∞ ) + (X˜1 − e∞)( e˜1e∞ X˜0 + X˜1 − 1e∞ − e˜1a0),
defining thus 22 lines on SV (a˜).
The projective completion of SV (a˜) in CP3 contains 3 additional lines at infinity.
Proposition 5.10 (Singular points of SV (a˜)). The affine cubic variety SV (a˜) has sin-
gular points if and only if
(a20 − 4)(a2∞ − 4)w˜(a˜) = 0,
where
w˜(a˜) = (a20 + a˜
2
1 + a
2
∞ − a0a˜1a∞ − 4), with a˜1 = e˜1 + 1e˜1 ,
=
(e0e˜1e∞ − 1)(e0e˜1 − e∞)(e˜1e∞ − e0)(e˜1 − e0e∞)
(e0e˜1e∞)2
,
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(cf. [PS09, section 3.2.2]). The corresponding possible singularities are the following:
• if a∞ = ±2: X˜0 = ±a0, X˜t = ±e˜1, X˜1 = ±1,
• if a0 = ±2: X˜0 = ±a∞, X˜t = ±1, X˜1 = ±e˜1,
• if e˜1 = eδ00 eδ∞∞ , (δ0, δ∞) ∈ {±1}2: X˜0 = e˜1 + 1e˜1 , X˜t = e
δ0
0 , X˜1 = e
δ∞∞ .
Setting X˜ = ( x0v∞ ,
wt
v∞
, u1v∞ ), the projective completion of SV (a˜) in CP
3 has also a singu-
larity at the point (x0 : wt : u1 : v∞) = (1 : 0 : 0 : 0) for any value of the parameters.
Proof. By Theorem 5.2, the surface SV (a˜) is isomorphic to SV I(a) r L0(a), one can
therefore use the description of the singular points of SV I(a) given in Section 4.3. 
5.6. The wild monodromy action on SV (a˜). The only monodromy actions on SV (a˜)
that converge during the confluence are those generated by g˜◦2t1 (in Proposition 5.5). As
was explained in Section 3.2, we may instead consider limits along sequences
(n)n∈±N, 1n =
1
0
+ n
for which the divergent parameter e2t = e
2pii
 stays constant. This amounts to replacing
e2t by a new independent parameter κ ∈ C∗,
(56) ete1 = e˜1,
et
e1
=
κ
e˜1
.
The idea of taking the limit of the Riemann–Hilbert correspondence for the isomon-
odromic problem (45) along such discrete sequences (n) was already considered by
Kitaev [Kit06], however the limit of the monodromy action on the character variety
have not been studied before.
Proposition 5.11. For  6= 0, let Φ+ be the transformation (53), and let
g˜◦2ij ( · ;κ) := Φ−1+ ◦ g◦2ij ◦ Φ+ : SV (a˜)→ SV (a˜), {i, j} = {0, t},
be the the pullback of the monodromy action g◦2ij , composed with the substitution (56).
Then
g˜◦20t ( · ;κ) : X˜0 7→ X˜0 + 1e˜1 (X˜0F˜X˜0 − X˜1FX˜1) + κe˜21 X˜1F˜X˜t − F˜X˜0
(
1
κ +
κ
e˜21
)
,
X˜t 7→ e˜1
X˜1
,
X˜1 7→ X˜1 + e˜1
κX˜1
F˜X˜0 ,
g˜◦2t0 ( · ;κ) : X˜0 7→ X˜0 + 1e˜1 (X˜0F˜X˜0 − X˜tFX˜t) + 1κX˜tF˜X˜1 − F˜X˜0
(
1
κ +
κ
e˜21
)
,
X˜t 7→ X˜t + κ
e˜1X˜t
F˜X˜0 ,
X˜1 7→ e˜1
X˜t
.
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They preserve the symplectic form ω˜SV , and change the Fricke relation by a factor:
F˜ ◦ g˜◦2t0 (X˜;κ) =
(X˜0 − e˜1κ − κe˜1 )
(X˜0 − e˜1κ − κe˜1 − FX0 ◦ Φ+)
F˜ .
Proof. The action of (β20t)∗ (41) on the monodromy representation ρ+ is conjugated to
(β20t)∗ : M0+ 7→M0+,
Mt+ 7→Mt+,
M1+ 7→ (Mt+M0+)−1M1+Mt+M0+,
which means in particular that it is fixing (et, e1). The formulas are then obtained by
plugging (53), (54) to g◦20t . 
The nonlinear wild monodromy operator M˜
GG
0+(c;κ) corresponds in our representation
(Figure 9) to the action of g˜◦20t (X˜;κ), while the nonlinear wild monodromy operator
M˜
GG
+(c;κ) corresponds to the action of g˜
◦2
1t ◦ g˜◦2t0 (X˜;κ). By (30) the vector field c1 ∂∂c1 −
c2
∂
∂c2
corresponds to the vector field
(57) ˙˜X = −(κ ∂∂κ g˜◦20t ( · , κ)) ◦ g˜◦2t0 (X˜, κ) = 1X˜t (F˜X˜0 ∂∂X˜1 − F˜X˜1 ∂∂X˜0 ),
(using the formulas of Proposition 5.11), which is a Hamiltonian vector field w.r.t ω˜S˜V
for the Hamiltonian function
(58) H˜(X˜) = 12pii log X˜t +
ϑ0
2 .
Indeed, calculating in the local coordinate (X˜0, X˜1) on SV (a˜) one has ω˜S˜V = dX˜1∧dX˜02piiF˜X˜t
and dH˜ = 1
2piiF˜X˜t
(
− F˜X˜0
X˜t
dX˜0 − F˜X˜1X˜t dX˜1
)
. This Hamiltonian H˜ is uniquely determined
by the condition that it vanishes on the “center manifold” (Proposition 5.7) and therefore
it corresponds to the first integral h(c) = c1c2. Using the expressions (31) we can now
express the Stokes operators.
Theorem 5.12 (Wild monodromy action on SV (a˜)).
i) The action of the exponential torus of PV on SV (a˜) is given by the time-α(H˜)-flow
t(X˜; eα(H˜)), where α ∈ O(C, 0) is any analytic germ and H˜ (58) corresponds to h (9),
(59)
t( · ; eα) : X˜0 7→ X˜0 − (1− e−α) F˜X˜1X˜t + (2− e
α − e−α) F˜X˜0
X˜2t
,
X˜t 7→ X˜t,
X˜1 7→ X˜1 − (1− eα) F˜X˜0X˜t .
ii) The action of the formal monodromy N on SV (a˜) is given by
n(X˜) := t(X˜;
X˜4t
e˜21
),
where t( · ; · ) is as above (59).
iii) The action of the Stokes operator N◦(−1) ◦ S˜1 ◦N on SV (a˜) is given by
n◦−1 ◦ s˜1 ◦ n(X˜) = g˜◦20t (X˜; X˜2t ),
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and the action of the Stokes operator S˜2 on SV (a˜) is given by
s˜2(X˜) = g˜
◦2
1t ◦ g˜◦2t0 (X˜; e˜
2
1
X˜2t
),
where g˜◦20t , g˜
◦2
t0 are as in Proposition 5.11, and g˜
◦2
1t as below (60).
iv) The action of the total monodromy operator M˜
GG
= S˜2 ◦ S˜1 ◦N on SV (a˜) is given by
(60)
s˜2 ◦ s˜1 ◦ n = g˜◦21t : X˜0 7→ X˜0,
X˜t 7→ X˜t − F˜X˜t ,
X˜1 7→ X˜1 − F˜X˜1 + X˜0F˜X˜t .
v) The action of the wild monodromy pseudogroup of PV on SV (a˜) is generated by〈
g˜◦21t , g˜
◦2
0t ( · ; e−α(H˜)) |α(·) analytic germ
〉
,
or equivalently by 〈
s˜1, s˜2, t( · ; eα(H˜)) |α(·) analytic germ
〉
.
It fixes the singularities of SV (a˜), and its restriction to the smooth locus of SV (a˜) rep-
resents faithfully the nonlinear action of the wild monodromy pseudogroup on the “non-
Riccati solutions” of PV (ϑ˜).
Remark 5.13. The sectoral “center manifold” solution of the Hamiltonian system of
PV at the point t˜ = ∞ is analytic (that is both q(t˜) and p(t˜) are analytic) if and
only if it is fixed by the Stokes operators. This could happen only if e0 = ±1 and the
corresponding point on the wild character variety is a singular point X˜ = ±(a∞, 1, e˜1) ∈
SV (a˜) corresponding to a wild monodromy representation (46) with M0 = ±I. However,
this is precisely the case where the operators s˜1, s˜2 do not provide enough information
on the dynamics, and a more detailed analysis is needed.
6. Appendix: Painleve´ equations as isomonodromic deformations of 3×3
systems
This section exposes first how to derive the Fricke formula for the character variety
of PV I as the space of Stokes data corresponding to isomonodromic deformations of
3×3-systems in Okubo and Birkhoff canonical forms, and describes the braid group
action on the Stokes data. Most of this can be also found in a bit different form in the
article of Boalch [Boa05] (sections 2 and 3). Using this description we then study the
confluence of eigenvalues in these systems and show how the Stokes data of the limit
system  = 0 are connected with those for  6= 0 (Figure 14), providing thus another
derivation of the wild character variety of PV (49) and of the formulas of the birational
change of variables Φ+ (54).
6.1. Systems in Okubo and Birkhoff forms. Aside of the 2×2 systems (32), the
sixth Painleve´ equation PV I governs also the isomonodromic deformations 3×3 linear
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systems in an Okubo form
(61)
(
zI −
(
0
t
1
))dψ
dz
=
[
B(t) + λI
]
ψ,
where the matrix B(t) can be written as
B(t) =
 ϑ0 w0utvt − vt w0u1v1 − v1wtu0v0 − v0 ϑt wtu1v1 − v1
w1u0v0 − v0 w1utvt − vt ϑ1
 , wi = vi + ϑi
uivi
,
where ϑi are the parameters of PV I , and the matrix B(t) has eigenvalues
0, −κ1 = 12 (ϑ0 + ϑt + ϑ1 − ϑ∞), −κ2 = 12 (ϑ0 + ϑt + ϑ1 + ϑ∞).
The isomonodromic deformation of such systems in relation to PV I was first con-
sidered in the papers of Harnad [Har94], Dubrovin [Dub96, Dub99] and Mazzocco
[Maz02]. The system (61) can be obtained from the 2× 2 system (32) by the ad-
dition of 12 (
ϑ0
z +
ϑt
z−t +
ϑ1
z−1 )I to A(z, t) (this corresponds to a gauge transformation
φ 7→ z−ϑ02 (z−t)−ϑt2 (z−1)−ϑ12 φ), followed by the Katz’s operation of middle convolution
mcλ with a generic parameter λ different from 0, κ1, κ2 [HF07] (see also [Maz02, Boa05]).
Equivalently, one may also consider the generalized isomonodromic problem for sys-
tems in a Birkhoff canonical form
(62) ξ2
dy
dξ
=
[ (
0
t
1
)
+ ξB(t)
]
y,
with a non-resonant irregular singularity at the origin, which are dual to the Okubo
systems (61) through the Laplace transform
(63) y(ξ) = ξ−1−λ
∫ ∞
0
ψ(z) e−
z
ξ dz, | arg(ξ)− arg(z)| < pi2 .
All three kinds of systems (32), (61), (62), and their isomonodromy problems are
essentially equivalent (at least on the Zariski open set of irreducible systems (32)).
Under an additional assumption that no ϑi is an integer, the condition on (generalized)
isomonodromicity of the each of the above linear systems is equivalent to the Painleve´
equation PV I(ϑ) [HF07].
Notation 6.1. The entries of 3×3 matrices will be indexed by (0, t, 1) rather than
(1, 2, 3), in a correspondence to the eigenvalues of the matrix
(
0
t
1
)
. As before, the
triple of indices (i, j, k) will always denote a permutation of (0, t, 1), and (i, j, k, l) will
denote a permutation of (0, t, 1,∞).
6.2. Stokes matrices of the Birkhoff system. The Birkhoff system (62) posses a
canonical formal solution
Yˆ (ξ, t) = Tˆ (ξ, t)
(
ξϑ0
e
− t
ξ ξϑt
e
− 1
ξ ξϑ1
)
,
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with Tˆ (ξ, t) an invertible formal series in ξ (with coefficients locally analytic in t ∈
CP1 r {0, 1,∞}), which is unique up to right multiplication by an invertible diagonal
matrix, and unique if one demands that Tˆ (0, t) = I [Sch01]. It is well known that this
series is Borel summable in each non-singular direction α (we remind that a direction
α ∈ R is singular for the system (62) if (i− j) ∈ eiαR+ for some i, j ∈ {0, t, 1}, i 6= j).
This means that for each non-singular direction α, there is an associated canonical
fundamental matrix solution
(64) Yα(ξ, t) = Tα(ξ, t)
(
ξϑ0
e
− t
ξ ξϑt
e
− 1
ξ ξϑ1
)
, | arg(ξ)− α| < pi,
where Tα is the Borel sum in ξ of Tˆ in the direction α given by the Laplace integral
Tα(ξ, t) =
1
ξ
∫ +∞eiα
0
U(z, t) e−
z
ξ dz,
where U(z, t) =
∑+∞
k=0
Tk(t)
k! z
k is the formal Borel transform of ξ Tˆ (ξ, t) =
∑+∞
k=0 Tk(t)ξ
k+1.
This solution does not depend on α as long as α does not cross any singular direction
[Bal00, IY08, MR91].
Let us restrict to α ∈]−pi, pi[, and suppose for a moment that 0, t, 1 are not collinear, i.e.
there is six distinct singular rays (i−j)R+. When α crosses such a singular direction (in
clockwise sense) the corresponding sectoral basis Yα changes in a way that corresponds
to a multiplication by a constant (with respect to ξ) invertible matrix, called Stokes
matrix, of the form
(65) Sij = I + sijEij ,
where Eij denotes the matrix with 1 at the position (i, j) and zero elsewhere. For the
singular ray −R+, one needs to take in account also the jump in the argument of ξ
between −pi and pi, therefore the change of basis is provided by a matrix N¯S01, where
N¯ is the formal monodromy of Yˆ :
(66) N¯ =
(
e20
e2t
e21
)
, where ej := e
piiϑj .
See Figure 11 (a).
By definition, the (generalized) isomonodromicity of a family (62) demands that the
Stokes matrices are independent of t.
Since in general the formal transformation Tˆ , and therefore also the collection of
the sectoral bases Yα, are unique only up to right multiplication by invertible diagonal
matrices, the collection of the Stokes matrices Sij is defined only up a simultaneous con-
jugation by diagonal matrices. The obvious invariants with respect to such conjugation
are
(67) s0tst0, st1s1t, s10s01, s0tst1s10, s1tst0s01,
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Birkhoff system Okubo system
Figure 11. Singular directions and Stokes matrices.
subject to the relation
(68) s0tst0 · st1s1t · s10s01 − s0tst1s10 · s1tst0s01 = 0.
6.3. Monodromy of the Okubo system. Now consider the Okubo system (61),
where we chose for simplicity
λ = 0.
Corresponding to the canonical sectoral solutions bases Yα =
(
Yα,ij
)
i,j
of (62), there
are canonical sectoral solutions bases Ψα =
(
Ψα,ij
)
i,j
of (61), given by the convolution
integral
Ψα,ij(z, t) =
1
Γ(ϑj + λ)
∫ z
j
Uij(ζ − j, t)(z − ζ)ϑj+λ−1dζ,
where U(z, t) =
∑+∞
k=0
Tk(t)
k! z
k is the formal Borel transform of ξTˆ (ξ, t) =
∑+∞
k=0 Tk(t)ξ
k
[Sch85, Kli15], and related to Yα by the Laplace transform (63)
Yα,ij(ξ, t) =
1
ξ
∫ +∞eiα
j
Ψα,ij(z, t) e
− zξ dz, i, j ∈ {0, t, 1}.
The sectors on which they are defined (see Figure 11 (b)) are the different components
of the complement in C of⋃
i,j∈{0,t,1}
(
i+ (i−j)R+) ∪ [0, 1] ∪ [0, t].
When crossing one of the rays i + (i − j)R+ in clockwise sense the basis Ψα changes
by the same Stokes matrix Sij as before, except for the ray −R+, where it changes by
N¯S01 (cf. [Kli15]). When crossing the segments [0, t] the basis changes by N¯t, and on
[0, 1] by N¯1, where
N¯i = I + (e
2
i − 1)Eii, ei = epiiϑi ,
is the monodromy matrix of
(
zϑ0
(z−t)ϑt
(z−1)ϑ1
)
around the point i ∈ {0, t, 1}, and
N¯ = N¯1N¯tN¯0 (66). See Figure 11 (b).
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Fixing a base-point z0 and three simple loops γ0, γt, γ1 in positive direction around
the points 0, t, 1 respectively, such that their composition γ0γtγ1 = γ
−1
∞ gives a simple
loop around the infinity in negative direction as in Figure 11 (b), let M¯l, l = 0, t, 1,∞,
be the respective monodromy matrices:
(69) M¯0 = N¯0S01S0t, M¯t = N¯
−1
1 St0St1N¯tN¯1, M¯1 = S1tS10N¯1,
determined up to a simultaneous conjugation in GL3(C). We have
tr(M¯i) = e
2
i + 2, i ∈ {0, t, 1}.
Denoting
Xi =
tr(M¯jM¯k)−1
ejek
,
we have
(70) X0 =
e2t+e
2
1+e
2
1st1s1t
ete1
, Xt =
e20+e
2
1+e
2
0s10s01
e0e1
, X1 =
e20+e
2
t+e
2
0s0tst0
e0et
.
The monodromy around all the three points equals
M¯−1∞ = M¯1M¯tM¯0 = S1tS10St0St1N¯S01S0t
=

e20 e
2
0s0t e
2
0s01
e20st0 e
2
t + e
2
0st0s0t e
2
1st1 + e
2
0st0s01
e20s10 + e
2
0s1tst0 e
2
ts1t + e
2
0s10s0t + e
2
0s1tst0s0t e
2
1 + e
2
1s1tst1 + e
2
0s10s01 + e
2
0s1tst0s01

We know that its eigenvalues are 1, e−2piiκ1 = e0ete1e∞ and e
−2piiκ2 = e0ete1e∞. Express-
ing the coefficients of the linear term E and the quadratic term E′ of the characteristic
polynomial of M¯−1∞ leads to
(71) ete1X0 +e0e1Xt+e0etX1 +e
2
0s1tst0s01−e20−e2t −e21 = 1+ e0ete1e∞ +e0ete1e∞ := E,
e20ete1X0 + e
2
t e0e1Xt + e
2
1e0etX1 − e20e21s0tst1s10 − e20e2t − e2t e21 − e21e20 =
= e0ete1e∞ + e0ete1e∞ + e
2
0e
2
t e
2
1 := E
′.
(72)
Inserting the expression for s1tst0s01 (71) and for s0tst1s10 (72) into the relation (68)
gives the Fricke relation (38)
X0XtX1 +X
2
0 +X
2
t +X
2
1 − θ0X0 − θtXt − θ1X1 + θ∞,
with
θi =
e2j+e
2
k+E
ejek
+ E
′
e2i ejek
= aia∞ + ajak,
θ∞ = 1 + Ee0 +
E
et
+ Ee1 +
E′
e0et
+ E
′
ete1
+ E
′
e1e0
= a0ata1a∞ + a20 + a
2
t + a
2
1 + a
2
∞ − 4.
The line
{Xk = eiej +
ej
ei
, eiXi + ejXj = a∞ + eiejak}
of Proposition 4.5 corresponds to sij = 0 in (72), while
{Xk = eiej +
ej
ei
, eiXj + ejXi = ak + eieja∞}
corresponds to sji = 0 in (71), where (i, j, k) is a cyclic permutation of (0, t, 1).
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Action of β0t. Action of βt1.
Figure 12. Braid actions on the Stokes matrices.
We will now derive the induced action of the braids β0t and βt1 (Figure 12) on the
Stokes matrices Sij , providing an alternative proof of Proposition 4.6. The induced
action of β0t, resp. βt1, on the Stokes matrices is obtained by:
1) Tracing the connection matrices of the Okubo system (61) as the two corre-
sponding points turn around each other according to the braid β0t, resp. βt1,
and see how they change when the three points 0, t, 1 align. See Figure 12. We
use the fact that SijSkl = SklSij if j 6= k and l 6= i.
2) Swapping the names of the points 0 ↔ t, resp. t ↔ 1. This permutes also
the corresponding positions of all the matrices by P0t =
(
0 1 0
1 0 0
0 0 1
)
, resp. Pt1 =(
1 0 0
0 0 1
0 1 0
)
.
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It follows from Figure 12 that the action on the Stokes matrices is given (up to a
simultaneous conjugation by diagonal matrices) by
(β0t)∗ : N¯ 7→ P0tN¯P0t,
S0t 7→ P0tSt0P0t,
S1t 7→ P0tS−1t0 S1tS10St0S−11t P0t,
S10 7→ P0tS1tP0t,
St0 7→ P0tS0tP0t,
St1 7→ P0tS−10t St1S01S0tS−1t1 P0t,
S01 7→ P0tN¯−1St1N¯P0t,
(βt1)∗ : N¯ 7→ Pt1N¯Pt1,
S0t 7→ Pt1S01Pt1,
S1t 7→ Pt1St1Pt1,
S10 7→ Pt1S−1t1 S10St0St1S−110 Pt1,
St0 7→ Pt1S10Pt1,
St1 7→ Pt1N¯S1tN¯−1Pt1,
S01 7→ Pt1S−11t S01S0tS1tS−101 Pt1.
From this the corresponding action of g0t, resp. gt1, on the invariant elements (67) can be
easily expressed, and subsequently re-expressed in terms of the coordinates X0, Xt, X1
(70). Or equivalently, one can express the induced action on the monodromy matrices
(69):
(β0t)∗ : M¯0 7→ (P0tSt0)M¯t(P0tSt0)−1,
M¯t 7→ (P0tSt0)M¯tM¯0M¯−1t (P0tSt0)−1,
M¯1 7→ (P0tSt0)M¯1(P0tSt0)−1,
(βt1)∗ : M¯0 7→ (Pt1St1)M¯0(Pt1St1)−1,
M¯t 7→ (Pt1St1)M¯1(Pt1St1)−1,
M¯1 7→ (Pt1St1)M¯1M¯tM¯−11 (Pt1St1)−1.
6.4. Confluence of the Birkhoff systems and their character varieties. The
substitution (43) in the Birkhoff system (62) and a conjugation by Q =
(
t˜
1 −1
t˜
)
, cor-
responding to the change of variable y˜ = Qy, gives a parametric family of isomonodromic
systems
(73) ξ2
dy˜
dξ
=
[ (
0
1+t˜ 1
1
)
+ ξB˜(t˜, )
]
y˜,
with
B˜ = QBQ−1 =

ϑ0 t˜(w0utvt − vt) −w0u0v0 − v1 − vt
1
t˜
(wt − w1)u0v0 ϑt + vt − w1utvt − 1t˜ (wt − w1)u0v0
w1u0v0 − v0 t˜(w1utvt − vt) ϑ1 − vt + w1utvt

=

ϑ0 u1v˜1
(v0+ϑ0)
u0v0
− v˜1 − t˜(κ2 + ϑ0) −κ2 − ϑ0
−b˜t1 ϑ˜1 + κ2 + b˜10 b˜t1
b˜10 t˜− t˜[ϑ˜1 + κ2 − v0 + v˜1+tu1v˜1 ] −κ2 − b˜10
,
where κ2 = −ϑ0+ϑ˜1+ϑ∞2 and v˜1 are as in (44), and
b˜10=
u0v0
u1v˜1
(v˜1+t˜−t˜ϑ˜1)−v0, b˜t1=−u0v0u1v˜1
u0v0(v˜1+t˜−t˜ϑ˜1)−u1v˜1(v0−ϑ˜1−κ2)
u1v˜1−t˜u0v0 .
When  6= 0 the irregular singular point at the origin is non-resonant and the local
description of the Stokes phenomenon is the same as in the precedent section with
the six Stokes matrices Sij . But for  = 0 the singularity becomes resonant and the
description changes.
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For |t| small, there is a formal transformation
(74) y˜ = Tˆ (z, )
(
y˜′
y˜′′
)
, y˜′ ∈ C, y˜′′ ∈ C2,
written as a formal power series in z with coefficients analytic in , that splits the system
in two diagonal blocks, one corresponding to the eigenvalue 0, other corresponding to
the other eigenvalues {1 + t˜, 1} (cf. [Bal00]):
ξ2
dy˜′
dξ
= ξϑ0 y˜
′,(75)
ξ2
dy˜′′
dξ
=
[(
1+t˜ 1
0 1
)
+ ξB˜′′() +O(ξ2)
]
y˜′′,(76)
where B˜′′ =
(
b˜tt b˜t1
b˜1t b˜11
)
is the submatrix of B˜. This formal transformation Tˆ is Borel
summable in all directions except of ±R+ and ±(1+t˜)R+. Therefore it possesses Borel
sums on the four sectors, overlapping on the singular directions, out of which only those
on the two large sectors persist to the limit → 0.
Confluence of eigenvalues in the subsystem (76). The phenomenon of confluence of eigen-
values in 2×2 parametric systems at an irregular singular point of Poincare´ rank 1 was
studied previously by the author [Kli14]. This paragraph applies some of the results to
the system (76).
The matrix of the right side of the system has its eigenvalues equal to
λ(0) + ξλ(1) ±
√
α(0) + ξα(1) (mod ξ2),
where
λ(0) = 1 + t˜2 , λ
(1) = b˜tt+b˜112 =
ϑ˜1
2 ,
α(0) =
(
t˜
2
)2
, α(1) = b˜1t +
t˜(b˜tt−b˜11)
2 = t˜
ϑt−ϑ1
2 = t˜− t˜ ϑ˜12 ,
constitute the formal invariants of the system. In [Kli14], it has been shown that (76)
possess a fundamental matrix solutions of the form
Y˜ ′′• = R
′′
•(ξ, t, ) · e−
λ(0)
ξ ξλ
(1)
(α(0) + ξα(1))− 14(
α(0) + ξα(1)
) 1
4

(
1 1
1 −1
)(
eΘ
e−Θ
)
,
where
Θ(ξ, , t˜) =
∫ ξ
∞
√
α(0)+ζα(1)
ζ2 dζ =
−
√
α(0)+ξα(1)
ξ − α
(1)
2
√
α(0)
log
√
α(0)+ξα(1)+
√
α(0)√
α(0)+ξα(1)−
√
α(0)
,  6= 0,
− 2α(0)ξ ,  = 0,
and R′′• , • = I±,O, are invertible analytic transformations defined on certain domains
in the ξ-space. These domains are delimited by the so called Stokes curves (in the
sense of exact WKB analysis [KT05]): the separatrix curves of the foliation by real-time
trajectories of the vector field
eiω ξ
2
2
√
α(0)+ξα(1)
∂
∂ξ , with some ω ∈]− pi2 + η, pi2 − η[, η > 0,
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Figure 13. The inner and outer domains, and the connection matrices
of the system (76).
emanating either from ∞ or from the “turning point” at ξ = −α(0)
α(1)
, if  6= 0. There are
two kinds of such sectoral domains (see Figure 13), whose shape in the coordinate ξ
α(1)
depends only on a parameter µ = α
(0)
(α(1))2
=
(

2−ϑ˜1
)2
:
- A pair of inner domains I± for  6= 0: these are sectors at 0 of radius proportionate
to µ ∼ 24 , separated one from another by the singular directions ±tR+. They
disappear at the limit. The connection matrices between Y˜ ′′I+ and Y˜
′′
I− are given by
S′′1t =
(
1 0
s1t 1
)
, S′′t1 =
(
1 st1
0 1
)
, a submatrices of the Stokes matrices S1t, St1 (65).
- An outer domain O covering a complement of I+ ∪ I− in a disc of a fixed radius
with a cut in the direction α(0)
α(1)
R+ ∼ 2tR+. We are mainly interested in the limit
when → 0 along the sequences 1 ∈ 10 ± 2N, hence the cut will be always in the
direction tR+. The connection matrix on this cut is S˜′′t =
(
X0 −i
−i 0
)
. See Figure 13.
Returning now to the full system (73), one must intersect the domains I±,O with
the sectors of the Borel summability of the transformation Tˆ (74). The full picture is
therefore that of Figure 14. There are six inner Stokes matrices Sij (65) between the
canonical solutions on the inner domains, and five outer Stokes matrices between the
canonical solutions on the outer domains. Only three of the outer domains persist to
the limit → 0 together with the associated Stokes matrices of the form:
(77)
S˜0 =
(
1 s˜0t s˜01
1
1
)
, S˜t =
(
1
X0 −i
−i 0
)
, S˜1 =
(
1
s˜t0 1
s˜10 1
)
, N˜ =
(
e20
ete1
ete1
)
.
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Figure 14. The Stokes matrices of the confluent system, N (66), Sij
(65), S˜i (77), C± (78).
The connection matrices between the canonical bases on the inner and outer domains
are provided by:
(78) C+ =
(
1
1 1s1t
0 −i ete1s1t
)
, C− =
 1 0 ete1s1t
i −i e
2
t
e21s1t
 .
Lemma 6.2. The coefficients of the outer Stokes matrices are equal to
(79)
s˜0t = s0t + s01s1t, s˜01 = −i e1et s0t,
s˜t0 = st0 +
s10
s1t
, s˜10 = −i ete1
s10
s1t
.
Proof. We have S˜0 = C−N˜−1N¯S01S0tN¯−1N˜(C−)−1, S˜1 = C+S10St0(C+)−1, see Figure 14. 
Remark 6.3. The inner Stokes matrices Sij are considered only up to conjugation
by diagonal matrices
(
d0
dt
d1
)
. This corresponds through (79) to conjugation of the
outer Stokes matrices S˜i by
(
d0
dt
dt
)
.
The new variables X˜ (48) are defined by
(80) X˜0 = X0, X˜t = e0s˜10s˜01 + e0, X˜1 =
i
e0
(
M˜−1∞
)
t1
= ie0s˜t0s˜01 +
ete1
e0
.
They are invariant with respect to the conjugation of Remark 6.3.
The monodromy matrix of an outer solution around the origin is given by
M˜−1∞ = S˜1S˜tN˜ S˜0 =

e20 e
2
0s˜0t e
2
0s˜01
e20s˜t0 ete1X0 + e
2
0s˜t0s˜0t −iete1 + e20s˜t0s˜01
e20s˜10 −iete1 + e20s˜10s˜0t e20s˜10s˜01
,
and we know that its eigenvalues are again 1, e−2piiκ1 = e0ete1e∞ and e
−2piiκ2 = e0ete1e∞.
Expressing the coefficients of the linear and the quadratic term of the characteristic
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polynomial of M˜−1∞ gives therefore
ete1X˜0 + e0X˜t + e
2
0s˜0ts˜t0 = 1 +
e0ete1
e∞
+ e0ete1e∞ := E,
e0ete1X˜0X˜t + e0ete1X˜1 + ie
2
0ete1s˜0ts˜10 =
e0ete1
e∞
+ e0ete1e∞ + e20e
2
t e
2
1 := E
′.
Inserting these two identities into the obvious relation
0 = e20 · s˜0ts˜10 · s˜t0s˜01 − e20 · s˜0ts˜t0 · s˜10s˜01
= −is˜0ts˜10(e0X˜1 + ete1)− s˜0ts˜t0(e0X˜t − e20) = 0
(80), gives the Fricke relation (49)
0 = X˜0X˜tX˜1 + X˜
2
t + X˜
2
1 − θ˜0X˜0 − θ˜tX˜t − θ˜1X˜1 + θ˜∞,
with
θ˜0 = ete1, θ˜t =
ete1
e0
+ E
′
e0ete1
= a∞ + ete1a0,
θ˜∞ = E + E
′
e20
= 1 + ete1a0a∞ + e2t e
2
1, θ˜1 = e0 +
E
e0
= a0 + ete1a∞.
The formulas of Theorem 5.2 can be obtained from (79) and (70), (80). The singular
line L0 (55) corresponds to s1t = 0.
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