The Hawkes process is a simple point process with wide applications in finance, social networks, criminology, seismology, and many other fields. The Hawkes process is defined for continuous time setting. However, data is often recorded in a discrete-time scheme. In this paper, we study a discrete-time marked Hawkes process, which is appealing for applications. In particular, we study large deviations for the model.
Introduction
Hawkes process is a self-exciting simple point process introduced by Hawkes [Haw71] . Compared with a standard Poisson process, the intensity of Hawkes process depends on its entire history, which can model the self-exciting, clustering effect. In applications, Hawkes process is used as a representative model for temporal stochastic phenomena that evolve in continuous time. Hawkes process is mathematically tractable and widely used in practice, especially the linear Hawkes process. In finance, most applications of Hawkes processes are about high-frequency trading [BH09, CDM12] . Furthermore, Hawkes processes have been used to model credit default and the arrival of company defaults in a bound portfolio [EKS13, GGD11] . Recently, Hawkes models have been applied in social networks. For example, Fox et al. modelled the rate of sending email for each officer at the West Point Military Academy [FSS + 16]. The more applications of Hawkes process can be found in seismology, neuroscience, cosmology, ecology, and epidemiology. For a list of references for these applications, see [BT07, Zhu13, Lin09] . In addition, it is worth to mention that in general, Hawkes process is not a Markov process unless the exciting function is in exponential form (see for instance Zhu [Zhu15] ).
Next, let us introduce the Hawkes process. Let N be a simple point process on R and let
be an increasing family of σ-algebras. Any non-negative
denotes the number of points in the interval (0, t]. In general,
where λ(·) : R + → R + is locally integrable and left continuous, h(·, ·) :
Here X is measurable space with common law q(dℓ). h(·) and λ(·) are referred as exciting function and rate function, respectively. Local integrability assumption of λ(·) ensures that the process is non-explosive and left continuity assumption ensures that λ t is F t -predictable. The integral in equation (1) stands for (−∞,t)×X h(t − s, ℓ)N (ds, dℓ) = τ i <t h(t − τ i , ℓ i ), where (τ i ) i≥1 are the occurrences of the points before time t, and the (ℓ i ) i≥1 are i.i.d. random marks, ℓ i being independent of previous arrival times τ j , j ≤ i.
When λ(·) is linear, it is called a linear Hawkes process. There were extensive studies on the stability, law of large numbers, central limit theorems, large deviations, Bartlett spectrum, etc. In particular, Bacry et al. [BDHM13] proved the functional law of large numbers and the functional central limit theorems. Bordenave and Torrisi [BT07] derived large deviations. For a survey on Hawkes processes and related self-exciting processes, Poisson cluster processes, affine point processes, etc., see Daley and Vere-Jones [DVJ03] .
When λ(·) is nonlinear, it is known as a nonlinear Hawkes process. Because of the lack of immigration-birth representation and computational tractability, nonlinear Hawkes processes are much less studied. However, there were some efforts in this direction. A nonlinear Hawkes process was first introduced by Brémaud and Massoulie [BM96] . The central limit theorems, the large deviation principles for nonlinear Hawkes processes can be found in [Zhu15, Zhu3a, Zhu3b, Zhu14] .
Hawkes process can also be extended to the multivariate setting. For a survey of multivariate processes and a short history of Hawkes process, we refer to Liniger [Lin09] .
Recently, data-driven models are attracting more attention because of the development of storage technology. Contrasting with the continuous setting, in reality, events are often recorded in a discrete-time way. It is more important the data is collected on a fixed phase or the data only shows the aggregate results. For example, when we study the behavior of deposit or withdraw money from a financial account with balance statements for each month, the data set does not track a person's behavior continuously, and it only shows the statistics of their accounts by day or week even by month, which does not fit a continuous time model. In other words, continuous-time Hawkes processes can model the unevenly spaced events in time, while modeling the evenly spaced events in time requires a discrete-time type Hawkes model. As a result, the study on discrete-time Hawkes processes is appealing for applications. Surprisingly, very few works study the discrete-time analogs of Hawkes process.
Seol [Seo15] proposed a 0-1 discrete Hawkes model and studied its limit theorems. Let (X n ) ∞ n=1 be a sequence taking values on {0, 1} defined as follows. Let N = N {0} and assume that for i ∈ N, α i > 0 is a given sequence of positive numbers and ∞ i=0 α i < 1. (i) X 1 = 1 with probability α 0 and X 1 = 0 otherwise. (ii) Conditional on X 1 , X 2 , ..., X n−1 , we have X n = 1 with probability α 0 + n−1 i=1 α n−i X i , and X n = 0 otherwise. Define S n := n i=1 X i . Seol [Seo15] showed a law of large numbers theorem, i.e.
in probability as n → ∞. In addition, with assumption √ n ∞ i=n α i → 0 as n → ∞ and 1 √ n n i=1 iα i → 0 as n → ∞, the central limit theorem follows:
in distribution as n → ∞.
In this paper, we consider a discrete-time analogue of Hawkes process that is first proposed in [Wan20] . Define X 0 = N 0 = 0. Let α(t) : N → R + be a positive function on N. We define α 1 := ∞ t=1 α(t) as the ℓ 1 norm of α. Conditional on X t−1 , X t−2 , . . . , X 1 , we define Z t as a Poisson random variable with mean
where ℓ t,j are positive random variables that are i.i.d. in both t and j. Finally, we define N t := t s=1 Z s and L t := t s=1 X s . Throughout the paper, we assume that α 1 E[ℓ 1,1 ] < 1. It is shown in [Wan20] that the law of large numbers hold:
in probability as t → ∞, and the central limit theorem also holds, see [Wan20] :
in distribution as t → ∞. under the additional assumption that In this paper, we are interested in studying the large deviations for the above discrete-time marked Hawkes process. Before we proceed, we will briefly review the large deviation principles and the existing large deviations results for continuous Hawkes models.
Large deviation principles
Following Dembo and Zeitouni [DZ98] , we introduce the definition of large deviations. A family of probability measures {P n } n∈N on a topological space (X, T ) satisfies the large deviation principle with rate function I(·) : X → [0, ∞] and speed a n if I is a lower semi-continuous function, a n : [0, ∞) → [0, ∞) is a measurable function which increases to infinity, and the following inequalities hold for every measurable set A:
Where A o is the interior of A and A is the closure of A. We say that the rate function I is good if for any m ≥ 0, the level set {x ∈ X : I(x) ≤ m, m ≥ 0} is compact. In addition to Dembo and Zeitouni [DZ98] , we also refer to Varadhan [Var84] for a survey on large deviations.
Large deviations for Hawkes Processes
We first review some large deviations results for continuous-time Hawkes processes in the literature. We recall that the intensity of a unmarked linear Hawkes process is given by
where ν > 0. The integral in equation (7) 
are the occurrences of the points before time t.
Bordenave and Torrisi [BT07] showed that, if 0 < µ = ∞ 0 h(t)dt < 1 and ∞ 0 th(t)dt < ∞, then P( Nt t ∈ ·) satisfies the large deviation principle on R with the good rate function:
where θ = θ x is the unique solution in (−∞, µ − 1 − log µ] of E[e θS ] = x ν+xµ , x > 0. The large deviation principle of a marked linear Hawkes process can be found in Karabash and Zhu [KZ15] . Following the notation of the general form of Hawkes processes, the intensity of a marked univariate linear Hawkes process is given by
The integral in equation (9) (11)
where θ ⋆ and x ⋆ satisfy the following equations (12)
. For nonlinear Hawkes processes, Zhu [Zhu15] proved the large deviations for Markovian Hawkes processes. Zhu generalized the proof to the case when h(·) is a sum of exponentials starting with the case of exponential h(·). Zhu [Zhu14] established the level-3 large deviation principle first and then used the contraction principle to obtain the large deviation principle for P (N t /t ∈ ·).
The other related literature. Gao and Zhu [GZ18] studied large deviations of the Hawkes process with large initial intensity and also discussed the applications of the model to insurance and queue systems. Except for the literature on large deviations of Hawkes processes, there are also some studies on moderate deviations, which fill the gap between central limit theorems and large deviation principles. Zhu [Zhu3b] proved the moderate deviation principle for a univariate linear Hawkes process, which fills in a gap between central limit theorem and large deviations. The moderate deviation principle for expansion of Hawkes processes like marked linear Hawkes processes and multivariate unmarked linear Hawkes processes were studied in [Seo17] and [Yao18] .
Organization of this paper. The rest of the paper is organized as follows. In section 2, we state our main results. The proof of the main results can be found in section 3.
Main results
We are interested in studying the large deviations in this paper. The formal definition of the large deviation principle has been introduced in section1.1.
Theorem 2.1. P(N t /t ∈ ·) satisfies a large deviation principle with the rate function 
Proof of main results
In this section, we prove the main results. Before we proceed, let's recall a version of Gärtner-Ellis theorem which will be used in our proof. Proof of Theorem 2.1. For any θ ∈ R, we can compute that
where we used the fact that Z t is Poisson with parameter λ t conditional on F t−1 , the natural filtration up to time t − 1. By the definition of λ t , we have
Let f 0 (θ) = θ and f 1 (θ) = θ + log E[e (e θ −1)α(1)ℓ 1,1 ]. Then,
By the definition of λ t−1 , we get
= e (e θ −1)ν+(e f 1 (θ) −1)ν E e θN t−2 +(e f 1 (θ) −1)α(1)X t−2 +(e θ −1)α(2)X t−2 · e (e f 1 (θ) −1) t−2 s=2 α(s)X t−1−s +(e θ −1) t−1 s=3 α(s)X t−s = e (e θ −1)ν+(e f 1 (θ) −1)ν E e θN t−2 +log E[e ((e f 1 (θ) −1)α(1)+(e θ −1)α(2))ℓ 1,1 ]N t−2
By induction on t, we get
where f 0 (θ) = θ, f 1 (θ) = θ + log E[e (e θ −1)α(1)ℓ 1,1 ], and
(18) f 2 (θ) = θ + log E e ((e f 1 (θ) −1)α(1)+(e θ −1)α(2))ℓ 1,1 , and more generally, for every s ≥ 1,
This implies that
Let x = e f∞(θ) . Thus, equation (21) can be rewritten as
It means we need to show the solution of equation (22) exists. First, it is not hard to see when θ ≤ 0, f t (θ) is negative and decreasing in t. Thus, the limit of e ft(θ) converges to a finite limit x ⋆ as t → ∞, which satisfies equation (22).
Next, when θ > 0, f t (θ) is increasing in t. We need to determine for what values of θ the solution of (22) exists. Let
It is easy to see that G(x) is increasing in θ and G ′′ (x) > 0. If θ = 0, then G(x) = E e (x−1) α 1 ℓ 1,1 −x satisfies G(1) = 0 and G(∞) = ∞. Moreover, G ′ (1) = E [ α 1 ℓ 1,1 ] − 1. By the assumption E [ α 1 ℓ 1,1 ] < 1, we have G ′ (1) < 0. It implies min x>1 G(x) < 0. Hence, there exists some θ c > 0 such that min x>1 G(x) = 0. In other words, with θ c , we can find x c such that G(x c ) = G ′ (x c ) = 0.
(24) and because e f 0 (θ) = e θ and f t (θ) is increasing. For θ ≤ θ c , x ⋆ is the smaller solution of (22). Similarly, when θ < 0, G(e θ ) < 0. Because f t (θ) is decreasing as t → ∞, x ⋆ is also the smaller solution.
If θ > θ c , then lim t→∞ 1 t log E e θNt = ∞. Finally, we need to check the essential smoothness condition of ν e f∞(θ) − 1 .
(26) f ′ ∞ (θ) = E e (e f∞(θ) −1) α 1 ℓ 1,1 E e (e f∞ (θ) −1) α 1 ℓ 1,1 − e f∞(θ) E α 1 ℓ 1,1 e (e f∞ (θ) −1) α 1 ℓ 1,1
By equation (24), it is not hard to find |f ′ ∞ (θ)| → ∞ as θ → θ c , the conclusion then follows Gärtner-Ellis theorem.
Proof of Theorem 2.2. For any θ ∈ R, we can compute that E[e θLt ] = E e θL t−1 +θXt = E E e θL t−1 +θXt |F t−1 = E e θL t−1 E e θXt |F t−1 = E e θL t−1 +(E[e θℓ 1,1 ]−1)λt , where we used the fact that X t is compound Poisson with intensity λ t conditional on F t−1 , the natural filtration up to time t − 1. By the definition of λ t , we have E e θLt = E e θL t−1 +(E[e θℓ 1,1 ]−1)ν+(E[e θℓ 1,1 ]−1) t−1 s=1 α(s)X t−s = e (E[e θℓ 1,1 ]−1)ν E e θL t−1 +(E[e θℓ 1,1 ]−1)α(1)X t−1 +(E[e θℓ 1,1 ]−1) t−1 s=2 α(s)X t−s = e (E[e θℓ 1,1 ]−1)ν E e θL t−2 +(θ+(E[e θℓ 1,1 ]−1)α(1))X t−1 +(E[e θℓ 1,1 ]−1) t−1 s=2 α(s)X t−s = e (E[e θℓ 1,1 ]−1)ν E e θL t−2 +(E[e (θ+(E[e θℓ 1,1 ]−1)α(1))ℓ 1,1 ]−1)λ t−1 +(E[e θℓ 1,1 ]−1) t−1 s=2 α(s)X t−s .
By the definition of λ t−1 , we get E e θLt = e (E[e θℓ 1,1 ]−1)ν e (E[e (θ+(E[e θℓ 1,1 ]−1)α(1))ℓ 1,1 ]−1)ν · E e θL t−2 +(E[e (θ+(E[e θℓ 1,1 ]−1)α(1))ℓ 1,1 ]−1) t−2 s=1 α(s)X t−1−s +(E[e θℓ 1,1 ]−1) t−1 s=2 α(s)X t−s .
By induction on t, we get (27) E e θNt = e ν((g 0 (θ)−1)+(g 1 (θ)−1)+···+(g t−1 (θ)−1)) ,
where g 0 (θ) = E[e θℓ 1,1 ], g 1 (θ) = E[e (θ+(g 0 (θ)−1)α(1))ℓ 1,1 ], and more generally, for every s ≥ 1, (28) g s (θ) = E e (θ+(g s−1 (θ)−1)α(1)+(g s−2 (θ)−1)α(2)+···+(g 0 (θ)−1)α(s))ℓ 1,1 .
This implies that (29) lim t→∞
