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Kurzzusammenfassung
Die vorliegende Arbeit behandelt die numerische Vorhersage mit dem Stro¨mungslo¨ser TRACE von
selbst-erregten Instabilita¨ten im Kontext von nicht-synchronen Vibrationen in Turbomaschinen.
Motiviert durch die Effizienzsteigerung gegenu¨ber Zeitbereichsverfahren, soll die Eignung von
Harmonic Balance fu¨r diese Pha¨nomene gepru¨ft werden.
Die Tauglichkeit ist fragwu¨rdig, da sich bisherige Anwendungen auf Fa¨lle beschra¨nken, bei denen
die Fundamentalfrequenz als essentielle Voraussetzung des Verfahrens vorliegt, wohingegen hier
diese Frequenz eine Unbekannte ist.
Dafu¨r werden 2D-Testfa¨lle eines laminar umstro¨mten Zylinders sowie der U¨berstro¨mung ei-
ner Kavita¨t betrachtet. Fu¨r den Zylinder stellt sich eine Suchstrategie fu¨r die unbekannte
Fundamentalfrequenz nach Spiker, [36], als zielfu¨hrend heraus. Aufbauend darauf gelingt es mit
Harmonic Balance verifizierte und validierte Ergebnisse bereitzustellen. Daru¨ber hinaus kann
durch breitgefa¨cherte Unsicherheiten in der Fundamentalfrequenz das Verhalten der Frequenz-
bereichsmethode dazu analysiert und Grenzen der Suchstrategie aufgezeigt werden. Ebenfalls
liegen Untersuchungen zum Verhalten der Lo¨sung bei einer variierenden Anzahl von betrachteten
Frequenzen vor.
Fu¨r die weitaus komplexere Kavita¨t gelingt es mit der Frequenzsuche die physikalische Frequenz
zu ermitteln und mit Harmonic Balance erfolgreich das Stro¨mungspha¨nomen darzustellen. Jedoch
offenbart die Validierung Ungenauigkeiten fu¨r die Simulation im Zeit- und Frequenzbereich,
sodass weiterfu¨hrende Untersuchungen notwendig sind. Motivation dazu ko¨nnte eine u¨berlegene
Lo¨sungsqualita¨t von Harmonic Balance sein.
Abstract
The present work deals with self-excited flow instabilities in time and frequency domain by using
the flow solver TRACE. In this context, the motivation arises from the increased efficiency of
Harmonic Balance compared to time domain methods and the interest of applying the method to
non-synchronous vibrations in turbomachinery.
Current utilisations of the frequency domain method are mainly restricted to periodic phenomena,
where the fundamental frequency is known. In this context, the main issue for the application of
Harmonic Balance to self-excited instabilities is the unknown fundamental frequency. To tackle
the problem, a frequency search technique published by Spiker, [36], is used.
At first, Harmonic Balance in combination with this technique is able to compute verified
and validated results for the laminar vortex shedding of a cylinder. By considering various
uncertainties in the fundamental frequency the behaviour of the frequency domain method
therefore is analysed and additionally, the limits of the search technique can be pointed. Lastly,
an insight into the influence of a varying number of harmonics is given.
For self-sustaining oscillations in a cavity, Spiker’s method succeeds again in predicting the correct
fundamental frequency and therefore, Harmonic Balance simulates the flow phenomena properly.
However, the validation of the simulation data from the cavity reveals uncertainties for the time
and frequency domain method. For this reason, further investigations are necessary, which could
be motivated by the successful usage of Harmonic Balance and superior results.
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1. Einleitung
Die numerische Stro¨mungsmechanik (CFD1) ist ein ma¨chtiges Werkzeug fu¨r Forschung und
Industrie zur Vorhersage des Verhaltens eines Fluids. Einerseits kann dazu beigetragen werden
unerkla¨rte Stro¨mungspha¨nomene zu verstehen und andererseits ero¨ffnen sich Mo¨glichkeiten zur
Reduzierung der Entwicklungskosten.
Mit voranschreitender Globalisierung sieht sich die Industrie mit einem steigenden Konkurrenz-
druck konfrontiert und hat daher ein großes Interesse Kosten einzusparen. Dafu¨r offerieren die
numerischen Vorhersagen von CFD die Mo¨glichkeit fru¨hzeitig in einem Auslegungsprozess notwen-
dige A¨nderungen zu identifizieren. Fehler, die erst spa¨t in diesem Prozess entdeckt werden, sind
aufgrund des exponentiellen Anstiegs der Entwicklungskosten mit der Zeit sehr kostenintensiv.
Des Weiteren besteht die Mo¨glichkeit in Optimierungsprozessen eine Vielzahl von Parametern zu
testen ohne die enormen Kosten einer Messkampagne und von Einzelteilfertigungen tragen zu
mu¨ssen.
Innerhalb der numerischen Stro¨mungsmechanik ha¨ngen die finanziellen Ausgaben direkt mit dem
Rechenaufwand zusammen, der wiederum von der Dimensionierung des Falls, der Komplexita¨t
der Stro¨mungspha¨nomene und den Genauigkeitsanforderungen abha¨ngig ist. Das Niveau an
Komplexita¨t und Genauigkeit legt fest, ob Vereinfachungen an der physikalischen Beschreibung
eines Fluids durch die Navier-Stokes Gleichungen getroffen werden ko¨nnen. Diese vereinfachenden
Annahmen bieten ein erhebliches Potential zur Reduzierung des Aufwands bzw. Kosten. Aus
diesem Grund wird von der Industrie die Neu- bzw. Weiterentwicklung von Berechnungsmethoden
basierend auf diesen Annahmen gefo¨rdert, um fallspezifisch effiziente Simulationen durchfu¨hren
zu ko¨nnen. Dazu stellt die statistische Turbulenzmodellierung mit den RANS2-Gleichungen das
bekannteste Beispiel dar.
In dieser Arbeit soll das Frequenzbereichsverfahren Harmonic Balance untersucht werden, welches
vereinfachend voraussetzt, dass das Stro¨mungsfeld periodisch schwingt. Dieser Eingriff in die
Physik bedeutet, dass keine transienten Vorga¨nge dargestellt werden ko¨nnen, jedoch kann nach
Hall, [15], der Rechenaufwand fu¨r geeignete Anwendungsfa¨lle gegenu¨ber Zeitbereichsverfahren um
eine bis zwei Gro¨ßenordnungen reduziert werden.
Harmonic Balance hatte seine Anfa¨nge in der Signaltechnik und Strukturdynamik. Im Ver-
gleich dazu ist der Einsatz in der numerischen Stro¨mungsmechanik nach Hall, [14], mit ca. 20
Jahren relativ jung. Aufgrund dieser kurzen Zeit und vor allem wegen der Eignung des Verfahrens
fu¨r Turbomaschinen, kommt es hauptsa¨chlich in diesem Anwendungsgebiet zum Einsatz. So ist
die Frequenzbereichsmethode fester Bestandteil des Stro¨mungslo¨sers TRACE3 des Deutschen
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1. Einleitung
Zentrums fu¨r Luft- und Raumfahrt und wird von seinen Industriepartnern fu¨r die Entwicklung
von Turbomaschinen angewendet. Dabei beschra¨nkt sich die Anwendung des Verfahrens auf
Schwingungspha¨nomene, deren Frequenz als Vielfaches der Drehzahl bzw. synchron zur Drehzahl
dargestellt werden ko¨nnen.
Im Rahmen eines Forschungsprojekts mit der MTU4 bezu¨glich nicht synchroner Vibratio-
nen (NSV) in Triebwerken ist es von Interesse, ob die Anwendung von Harmonic Balance denkbar
ist. Zum einen erfu¨llen NSV die Voraussetzung an die Periodizita¨t und zum anderen sind diese
Vibrationen gekennzeichnet durch selbst-induzierte Instabilita¨ten, deren Fundamentalfrequenz
unbekannt ist, was allerdings als essentieller Baustein fu¨r das Verfahren vorgegeben werden muss.
Diese U¨berlegungen sind unter anderem durch experimentelle Untersuchungen des Labyrinthdich-
tungssystems in einem Triebwerk motiviert. Dabei wurden schadhafte Schwingungen registriert,
welche die Eigenfrequenz der Struktur der Dichtung anregen und so zum Bauteilversagen fu¨hren.
Als Quelle konnte die fluid-dynamische Anregung durch eine Kavita¨t im Dichtungssystem,
welche asynchron zur Drehzahl ist, identifiziert werden. Um das Pha¨nomen zu verstehen,
effektive Gegenmaßnahmen einleiten zu ko¨nnen und vor dem Hintergrund, dass experimentelle
Methoden an ihre Grenzen stoßen, soll CFD angewendet werden. Hierfu¨r sind die Abmaße
des Rechengebiets in Kombination mit Zeitbereichsverfahren zu kostenintensiv, weshalb die
Anwendung einer effizienteren Methode, Harmonic Balance, wu¨nschenswert ist. Jedoch ist es
fragwu¨rdig, ob das Verfahren erfolgreich eingesetzt werden kann, da zwar NSV periodisch sind, je-
doch eine essentielle Voraussetzung des Verfahrens, die Fundamentalfrequenz, eine Unbekannte ist.
Daraus la¨sst sich die u¨bergeordnete Zielsetzung dieser Arbeit ableiten: Kann Harmonic Balance
fu¨r selbst-induzierte periodische Schwingungspha¨nomene, bei denen die Fundamentalfrequenz
nicht bekannt ist, angewendet werden?
Dazu soll zuna¨chst anhand des akademischen Testfalls eines Zylinders die prinzipielle An-
wendbarkeit des Verfahrens mit TRACE gezeigt werden. Außerdem soll die Frequenzsuchstrategie
nach Spiker, [36], demonstriert werden, wobei vor allem die Grenzen des Verfahrens von Interesse
sind, um Vorhersagen fu¨r andere Anwendungsfa¨lle ableiten zu ko¨nnen.
In der Literatur beschra¨nken sich die Untersuchungen des Verhaltens von Harmonic Balance bei
unbekannten Fundamentalfrequenzen hauptsa¨chlich auf den Zylinder. Vor dem Hintergrund des
enormen Potentials der Methode und dem Interesse die Anwendbarkeit auf Fa¨lle unbekannter
Fundamentalfrequenz auszuweiten, sollen neue und komplexere Testfa¨lle dazu untersucht werden.
Motiviert durch das praxisrelevante Problem der MTU handelt es sich dabei um Kavita¨ten.
Als Bewertungskriterium soll der Zylinder und die Kavita¨ten hinsichtlich Effizienz und
Lo¨sungsqualita¨t gegenu¨ber Zeitbereichsverfahren betrachtet werden. Deshalb sind zusa¨tzlich
Simulationen der Testfa¨lle mit konventionellen Methoden im Zeitbereich notwendig.
4Motoren- und Turbinen-Union
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2. Grundlagen
2.1. Navier-Stokes Gleichungen
In der Stro¨mungsmechanik beschreibt man die Bewegung eines kompressiblen und reibungsbehaf-
teten Fluides im Kontinuum mithilfe der Navier-Stokes Gleichungen. Das Gleichungssystem setzt
sich aus den Erhaltungsgleichungen fu¨r Masse, Impuls und Energie (2.1) zusammen. Hierbei be-
zeichnet man die Dichte (ρ), die kartesischen Geschwindigkeitskomponenten (u = (u, v, w)T ) den
Druck (p) als die primitiven Gro¨ßen. Des Weiteren kennzeichnet SM einen mo¨glichen Quellterm,
der aus Volumenkra¨ften resultiert und SE eine Energiequelle.
Ziel dieses Abschnittes ist es den Schubspannungstensor (τ), die spezifische Totalenergie (et) und
der Vektor des spezifischen Wa¨rmeflusses (h˙) in Abha¨ngigkeit von ρ, u, v, w und p darzustellen.
Dadurch wird das System geschlossen, weshalb diese Abha¨ngigkeiten als Schließungsbedingungen
deklariert werden.
∂ρ
∂t
+∇ · (ρ u) = 0
∂ρ u
∂t
+∇ · (ρ u⊗ u)−∇ · τ +∇ p = SM
∂ρ et
∂t
+∇ · (ρ et u) +∇ · h˙−∇ · (u τ) +∇ · (u p) = SE
(2.1)
2.1.1. Schließungsbedingungen
Unter der Voraussetzung eines newtonschen Fluides erha¨lt man eine Kopplung zwischen den Span-
nungskomponenten von τ und der linearen Deformationsrate eines Fluidteilchens. Nimmt man
zusa¨tzlich Isotropie an, erha¨lt man das newtonsche Viskosita¨tsgesetz mit der dynamischen Visko-
sita¨t (µ) fu¨r die Scherspannungselemente zu:
τxy = τyx = µ
(∂u
∂y
+
∂v
∂x
)
, τxz = τzx = µ
(∂u
∂z
+
∂w
∂x
)
, τyz = τzy = µ
(∂v
∂z
+
∂w
∂y
)
. (2.2)
Unter Hinzunahme der Stokesschen Hypothese erha¨lt man zusa¨tzlich Formulierungen fu¨r die Nor-
malspannungselemente.
τxx = 2µ
∂u
∂x
− 2
3
µ(∇ · u) , τyy = 2µ∂v
∂y
− 2
3
µ(∇ · u) , τzz = 2µ∂w
∂z
− 2
3
µ(∇ · u) (2.3)
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2. Grundlagen
Mit der fourierschen Wa¨rmeleitungsgleichung erha¨lt man einen Zusammenhang, der den richtungs-
abha¨ngigen Wa¨rmefluss mithilfe der Wa¨rmeleitfa¨higkeit (λ) und dem Temperaturgradienten dar-
stellt. Aufgrund der bereits erwa¨hnten Isotropie, kann die Wa¨rmeleitfa¨higkeit als Skalar benutzt
werden.
h˙ =
h˙xh˙y
h˙z
 = −λ∇T (2.4)
Fu¨r ein Fluid, welches sich im thermodynamischen Gleichgewicht befindet, erha¨lt man eine Kopp-
lung der Temperatur mit den anderen thermodynamischen Zustandsgro¨ßen: T = T (ρ, p). Setzt
man zusa¨tzlich voraus, dass man sich auf die Behandlung idealer Gase beschra¨nkt, erha¨lt man
unter Gebrauch der Gaskonstanten (R) das ideale Gasgesetz.
T =
p
ρR
(2.5)
Die spezifische Totalenergie la¨sst sich in seine spezifischen Komponenten aus innerer Energie (i)
und kinetischer Energie zerlegen.
et = i+
u2 + v2 + w2
2
(2.6)
Mit der Einschra¨nkung auf perfekte Gase ko¨nnen die isobare und isochore Wa¨rmekapazita¨t (cp
und cv) als konstant betrachtet werden. Dadurch kann man die spezifische innere Energie als
eine Funktion der Temperatur ausdru¨cken. Hierbei ist es u¨blich, die Wa¨rmekapazita¨t durch den
Isentropenexponenten (κ) und die Gaskonstanten darzustellen.
i = cvT =
RT
(κ− 1) (2.7)
Die Annahme eines perfekten Gases befa¨higt außerdem zur Einfu¨hrung der Prandtl-Zahl, um die
Wa¨rmeleitfa¨higkeit aus der fourierschen Wa¨rmeleitungsgleichung (2.4) zu eliminieren.
λ =
µcp
Pr
=
κRµ
(κ− 1)Pr (2.8)
Um schließlich das System aus Erhaltungsgleichungen schließen zu ko¨nnen, wird ein Zusammen-
hang fu¨r die kinematische Viskosita¨t beno¨tigt. Fu¨r ein perfektes Gas ergibt sich eine Proportio-
nalita¨t zwischen Viskosita¨t und Temperatur (T ). Das Modell von Sutherland, [37], bietet eine
Mo¨glichkeit diese Proportinalita¨t darzustellen. Unter Hinzunahme einer Referenzviskosita¨t (µ0),
einer dazugeho¨rigen Referenztemperatur (T0) sowie einer Konstante (C) erha¨lt man:
µ = µ0
T0 + C
T + C
( T
T0
) 3
2
. (2.9)
Abschließend ist anzumerken, dass im Anhang A eine detailliertere Beschreibung von Massen-,
Impuls- und Energieerhaltung (2.1) zu finden ist .
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2.2. Turbulenz
2.2.1. Grundlagen der Turbulenz
Osborne Reynolds gilt mit seiner Vero¨ffentlichung von 1883, [29], als der Entdecker der Turbulenz.
In seinen experimentellen Untersuchungen einer Kanalstro¨mung fa¨rbte er am Eintritt einen Teil
der Stro¨mung ein. Fu¨r relativ niedrige Durchstro¨mungsgeschwindigkeiten konnte er zuerst eine
geradlinige fadenfo¨rmige Ausbreitung des eingefa¨rbten Fluids beobachten. Durch eine Erho¨hung
der Geschwindigkeit verlor der Faden seine Geradlinigkeit und ein chaotisches Verhalten konnte
festgestellt werden, welches von einer hohen Durchmischung der Farbe mit dem umgebenden Fluid
gekennzeichnet war. Den Stro¨mungszustand bei erho¨hter Geschwindigkeit nennt man Turbulenz.
Er ist nach Versteeg, [41], durch folgende Merkmale gekennzeichnet:
• chaotisch
• zeitabha¨ngig
• dreidimensional und rotational
• mehrskalig
• diffusiv und dissipativ
Die Reynoldszahl (Re) ist ein Indikator fu¨r den laminaren und turbulenten Stro¨mungszustand. Die
Kennzahl stellt das Verha¨ltnis von Tra¨gheits- zu Za¨higkeitskra¨ften dar. Zur Berechnung wird die
Stro¨mungsgeschwindigkeit (u), die dynamische Viskosita¨t (µ) und eine charateristische La¨nge (l)
beno¨tigt.
Re =
ρ u l
µ
(2.10)
Fu¨r große Reynoldszahlen dominieren in einer Stro¨mung Tra¨gheitskra¨fte gegenu¨ber viskosen
Kra¨ften. Folglich werden in eine Stro¨mung eingebrachte Sto¨rungen nicht geda¨mpft sondern an-
gefacht. Ein geordneter bzw. laminarer Zustand kann nicht aufrechterhalten werden, d.h. die
Stro¨mung schla¨gt um auf turbulent. Infolgedessen lassen sich durch ortsfeste Punktmessungen
statistische Schwankungen der Stro¨mungsgro¨ßen um einen zeitlichen Mittelwert feststellen (vgl.
Abb. 2.3). Zusa¨tzlich kann es zu einer U¨berlagerung des mittleren Geschwindigkeitsfeldes mit
koha¨renten Wirbelstrukturen kommen.
Kennzeichnend fu¨r Turbulenz ist nach Versteeg, [41], die spektrale Energie (Eλ), welche als die
kinetische Energie von Fluktuationen pro Masseneinheit und Wellenzahl definiert ist. In Abbildung
2.1 ist die Abmessung eines Wirbels in Form der Wellenla¨nge (λ) dieses Wirbels dargestellt. Das
vorliegende Energiespektrum unterteilt sich in den Bereich der Energiezufuhr (I), den Inertialbe-
reich (II) und den Dissipationsbereich (III).
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Abb. 2.1.: Logarithmische Darstellung der spektralen Energie unterschiedlicher Wirbelgro¨ßen (reproduziert nach
Versteeg, [41]).
Versteeg, [41], beschreibt, dass die gro¨ßten turbulenten Wirbel Energie aus der gemittelten Haupt-
stro¨mung beziehen. Dieser Vorgang wird als Wirbeldehnung bezeichnet und beruht darauf, dass
aufgrund der Viskosita¨t ein Wirbel an einer Stelle gezwungen wird, sich schneller zu bewegen als
an einer anderen Position. Bildet man die Reynoldszahl mit charaktischer Geschwindigkeit und
charakteristischer La¨nge dieser Wirbel, ergibt sich, dass diese Wirbel von Tra¨gheitskra¨ften domi-
niert werden.
Hingegen interagieren kleinere Wirbel schwa¨cher mit der Hauptstro¨mung als mit den großen Wir-
beln. Folglich entnehmen kleinere Wirbel die Energie fu¨r die Dehnung aus den gro¨ßeren Wirbeln.
Die kleinsten Wirbel werden von viskosen Effekten dominiert, was aus ihrer Reynoldszahl ersicht-
lich wird. Dadurch wird ihre spektrale Energie in innere Energie umgewandelt, bzw. dissipiert.
Den Gesamtprozess von Energieentnahme aus der Hauptstro¨mung, Weitergabe an kleiner Wir-
belstrukturen bis hin zur Dissipation bezeichnet mal als Energiekaskade und ist in Abbildung 2.1
durch einen Pfeil gekennzeichnet
2.2.2. Turbulenzbehandlung
Skalenauflo¨sende Methoden
DNS1-Verfahren bilden die Physik ohne Einschra¨nkungen ab. Dafu¨r werden die Erhaltungsglei-
chungen von Masse, Impuls und Energie (2.1) unvera¨ndert unter Einbeziehung der Schließungsbe-
dingungen genutzt. Dadurch wird versucht die gesamte Energiekaskade ausgehend von großen zu
kleinen Wirbelstrukturen bis hin zur Dissipation zu simulieren (siehe Abb. 2.2).
Fu¨r typische technische Anwendungen gibt Versteeg, [41], fu¨r die kleinsten Wirbel La¨ngenskalen
von 0,1 bis 0,01mm und Zeitskalen von ca. 10kHz an. Dadurch werden fu¨r eine erfolgreiche Simu-
lation extreme Anforderungen an die Rechennetzauflo¨sung und den Zeitschritt gestellt, was mit
1engl. Direct Numerical Simulation
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einem hohen Rechenaufwand verbunden ist.
Um die Anforderungen an die Auflo¨sung zu reduzieren, kann ein Teil des Energiespektrums model-
liert werden, d.h. Filter verwerfen Wirbel, die definierte Grenzwerte in ra¨umlichen und zeitlichen
Skalen unterschreiten und fu¨hren die Energie u¨ber Modelle an die Simulation zuru¨ck. Diese Art
von Simulationen nennt man LES2 (siehe Abb. 2.2). Aufgrund einer teilweisen Modellierung des
turbulenten Spektrum bei LES, sind diese Simulationen mit einem geringeren Rechenaufwand
verbunden als DNS.
Statistische Turbulenzmodellierung - RANS
Die RANS3-Gleichungen berechnen keine Fluktuationsgro¨ßen und modellieren somit das gesamte
turbulente Energiespektrum (vgl. Abb. 2.2). Die den RANS-Gleichungen zugrunde liegenden Mo-
delle beru¨cksichtigen lediglich die Auswirkungen der Turbulenz auf die zeitgemittelte Stro¨mung.
Fu¨r diese Methode zur Turbulenzbehandlung gelten die geringsten Anforderungen an zeitliche und
ra¨umliche Auflo¨sung, weshalb ebenfalls der Rechenaufwand am geringsten ist.
Abb. 2.2.: U¨bersicht der unterschiedlichen Klassen der Turbulenzbehandlung mit Modellierungsanteil (schwarze
Schraffur) und Simulationsanteil (graue Schraffur).
Im Folgenden wird na¨her auf die RANS-Gleichungen eingegangen, da diese Art der Turbulenzmo-
dellierung im spa¨teren Verlauf der Arbeit genutzt wird.
Ausgangspunkt der RANS-Gleichungen ist die Reynoldszerlegung (2.11), d.h. jede Stro¨mungsgro¨ße
(Φ(x, t)) wird als Superposition eines mittleren Zustands (Φ(x)) und einer Fluktuations- bzw.
Schwankungsgro¨ße (Φ′(x, t)) dargestellt.
Φ(x, t) = Φ(x) + Φ′(x, t) (2.11)
2engl. Large Eddy Simulation
3engl. Reynolds-Averaged Navier-Stokes
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Um die Reynoldszerlegung zu verdeutlichen ist beispielhaft in Abbildung 2.3 ein Geschwindigkeits-
messung aus einer stationa¨ren und turbulenten Stro¨mung dargestellt. Dabei weisen die Oszillatio-
nen der Fluktuationsgro¨ße um die gemittelte Gro¨ße einen statistischen Charakter auf. Durch eine
Mittelung der Stro¨mungsgro¨ße u¨ber ein ausreichend großes Zeitintervall (∆t) verliert diese Gro¨ße
ihre Zeitabha¨ngigkeit.
Φ(x) =
1
∆t
∫ ∆t
0
Φ(x, t) dt (2.12)
Wie bereits zuvor erwa¨hnt, handelt es sich bei den Fluktuationsgro¨ße um eine statistische Gro¨ße,
d.h. durch die Mittelung u¨ber ein ausreichend großes Zeitintervall muss die Fluktuation zu null
werden.
Φ′(x, t) =
1
∆t
∫ ∆t
0
Φ′(x, t) dt != 0 (2.13)
Abb. 2.3.: Messschrieb einer ortsfesten Geschwindigkeitsmessung in einer stationa¨ren und turbulenten Stro¨mung
Fu¨r inkompressible Stro¨mungen ko¨nnte man an dieser Stelle die Reynoldszerlegung auf die
Stro¨mungsgro¨ßen der Erhaltungsgleichungen anwenden und anschließend den zeitlichen Mittelwert
bilden um die RANS Gleichungen zu erhalten. Jedoch ist es fu¨r die Betrachtung von Kompressi-
bilita¨t nach Anderson, [7], u¨blich, eine dichtegewichtete zeitliche Mittelung, auch Favre-Mittelung
genannt, einzufu¨hren. Die Definition der Favre-gemittelte Stro¨mungsgro¨ße (Φ˜(x)) erha¨lt als:
Φ˜(x) =
ρΦ
ρ
=
1
∆t ρ
∫ ∆t
0
ρ(x, t) Φ(x, t) dt. (2.14)
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Analog zur Reynoldszerlegung la¨sst sich mithilfe der dichtegewichteten Mittelungsgro¨ße die Favre-
Zerlegung definieren, wobei Φ′′(x, t) die Fluktuation darstellt.
Φ(x, t) = Φ˜(x) + Φ′′(x, t). (2.15)
Nach Anderson, [7], wendet man zuerst die Reynoldszerlegung auf alle Stro¨mungsgro¨ßen von
Massen-, Impuls- und Energieerhaltung (2.1) an. Anschließend bildet man den zeitlichen Mittel-
wert des Systems und wiederholt das Vorgehen fu¨r die Favre-Zerlegung mit der Einschra¨nkung
auf die Produkte von Dichte und einer Stro¨mungsgro¨ße. Das Ergebnis nennt man die Favre-
gemittelten Navier-Stokes Gleichungen und ist fu¨r na¨here Details zur Zusammensetzung in der
Literatur von Anderson, [7], zu finden. Im weiteren Verlauf dieser Arbeit wird vereinfachend mit
der Bezeichnung RANS-Gleichungen auf dieses System Bezug genommen.
Infolge der Zerlegung und Mittlung entstehen im Vergleich zum System aus Abschnitt 2.1
neue Terme, sodass man ein unterbestimmtes System erha¨lt. Korrelation fu¨r diese Terme zu
finden, wird nach Pope, [28], als das turbulente Schließungsproblem bezeichnet.
Zu diesen Termen za¨hlen die Reynoldsspannungen, die das Produkt der Geschwindigkeitsfluktua-
tionen sind und sich in einem Tensor (τ t) zusammenfassen lassen.
τ t = u′′ ⊗ u′′ (2.16)
Fu¨r nachfolgende Betrachtungen wird daru¨ber hinaus die Definition der turbulenten kinetischen
Energie (k) beno¨tigt.
k =
u′′u′′ + v′′v′′ + w′′w′′
2
(2.17)
Im Rahmen dieser Arbeit soll kurz auf die Lo¨sung des turbulenten Schließungsproblems
durch das k-ω-Modell nach Wilcox, [44], und durch das SST4-Modell nach Menter, [24], einge-
gangen werden. Beide Modelle bedienen sich der Boussinesq-Annahme, welche die Komponenten
des Reynoldsspannungstensors proportional zur linearen, mittleren Deformationsrate eines
Fluidteilchens setzt. Der zentrale Unterschied zwischen den genannten Zwei-Gleichungsmodellen
zu einem Reynoldspannungsmodell ist die Annahme isotrope Turbulenz, d.h. die Wirbelviskosita¨t
(µt) ist identisch fu¨r jede Komponente des Reynoldsspannungstensors. Exemplarisch sei hier
eine Komponente des Tensor dargestellt. Den vollsta¨ndigen Tensor erha¨lt man analog zum
newtonschen Viskosita¨tsgesetz aus Abschnitt 2.1.1.
τ txy = µ
t(
∂u˜
∂y
+
∂v˜
∂x
) (2.18)
4engl. Shear Stress Transport
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Die Wirbelviskosita¨t ist im Gegensatz zur dynamischen Viskostita¨t (µ) keine Stoffgro¨ße sondern
eine Eigenschaft der Stro¨mung. Durch das Einsetzen der konventionellen Schließungsbedingungen,
der Reynoldsspannungen, der Einfu¨hrung einer konstanten turbulenten Prandltzahl (Prt) und der
algebraischen Umformung der RANS-Gleichungen kann nach Versteeg, [41], gezeigt werden, dass
lediglich Zusammenha¨nge fu¨r µt und k beno¨tigt wird, um das System zu schließen.
Im Falle des k-ω-Modells la¨sst sich die Wirbelviskosita¨t in Abha¨ngigkeit der turbulenten kinetischen
Energie (k) und ihrer spezifischen Dissipationsrate (ω) definieren.
µt =
ρk
ω
(2.19)
Vorteil dieser Darstellung ist es, dass es sich bei k und ω um Transportgro¨ßen handelt. Folglich
kann das System aus Masse-, Impuls- und Energieerhaltung um zwei Gleichungen erweitert werden.
Fu¨r die genaue Definition der zusa¨tzlichen Erhaltungsgleichungen fu¨r k und ω sei auf die Literatur
von Wilcox, [44], verwiesen.
Durch eine Substitution von  = Cµωk erha¨lt man aus der ω-Transportgleichung einen Zusammen-
hang fu¨r die Dissipationsrate () der turbulenten kinetischen Energie. Hierbei bezeichnet Cµ eine
Konstante. In Verbindung mit der k-Gleichung ergibt sich somit das k--Modell.
Menter stellte fest, dass das k-ω-Modell in Grenzschichten vorteilhaft ist, wohingegen k--Modell
fu¨r nicht-wandgebundene Stro¨mungen die Turbulenz besser modelliert (siehe Abb. 2.4).
Abb. 2.4.: Bevorzugte Einsatzgebiete des k-- und k-ω-Modells
Im SST-Modell sind die Gleichungen fu¨r k, ω und  integriert. Mithilfe von Vermischungsfunk-
tionen (engl. blending functions) versucht das SST-Modell die Vorteile beider Modell zu nutzen,
indem es die - bzw. ω-Gleichung da¨mpft. Dadurch ist das SST-Modell besonders in Stro¨mungen,
die Ablo¨sung beinhalten, zu bevorzugen, da sowohl eine Grenzschicht als auch der abgelo¨ste
Stro¨mungszustand zu modellieren ist. Fu¨r na¨here Details zum Modell sei auf die Literatur von
Menter, [24], verwiesen.
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2.3. Zeitdiskretisierung der Navier-Stokes Gleichungen
Die popula¨rste Methode zur Diskretisierung der im Kontinuum formulierten Navier-Stokes Glei-
chungen ist die Finite-Volumen-Methode (FVM). Im Folgenden wird auf diese Methode na¨her
eingegangen. Als alternativer Ansatz dazu ist die DG5 Methode zu erwa¨hnen, welche aufgrund
ihres geringeren Entwicklungsstandes kaum Anwendung in der Industrie findet. Allerdings wird
ihr Potenzial hoch eingescha¨tzt, da numerische Verfahren von beliebig hoher Ordnung eingesetzt
werden ko¨nnen.
Im Hinblick auf die Behandlung des Systems aus Massen-, Impuls- und Energieerhaltung (2.1) mit
numerischen Verfahren, ist eine kompaktere Schreibweise zielfu¨hrender. Aus diesem Grund defi-
niert man einen Zustandsvektor (q), dessen Komponenten die Erhaltungsgro¨ßen bzw. konservativen
Variablen sind.
q =

ρ
ρu
ρv
ρw
ρet
 (2.20)
In Abha¨ngigkeit dieses Vektors ergibt sich dann eine konvektive Flussmatrix (F (q)c), eine viskose
Flussmatrix (F (q)v) und ein Vektor mit den Quelltermen (S(q)).
∂q
∂t
+∇ · (F (q)c − F (q)v) = S(q) (2.21)
Um die hier getroffenen Konventionen nachvollziehen zu ko¨nnen, ist im Anhang B die Zusammen-
setzung der Terme des Systems (2.21) gegeben. Es sei darauf verwiesen, dass die zuvor erwa¨hnten
Schließungsbedingungen aus Abschnitt 2.1.1 angewendet werden mu¨ssen, um ein lo¨sbares System
zu erhalten.
2.3.1. Ra¨umliche Diskretisierung
Als erster Schritt auf dem Weg zu einer im Raum diskreten Darstellung des Systems aus Er-
haltungsgleichungen (2.21) ist die Unterteilung des Rechengebiets in eine endliche Anzahl von
Kontrollvolumina bzw. Zellen. Exemplarisch wird im Folgenden die Integration des Systems u¨ber
das Kontrollvolumen (KVi) gezeigt.
∫
KVi
∂
∂t
q dV +
∫
KVi
∇ · (F (q)c − F (q)v) dV =
∫
KVi
S(q) dV (2.22)
5engl. Discontinous Galerkin
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Unter der Voraussetzung, dass der Fluss stetig differenzierbar ist, kann hier der Gaußsche Integral-
satz angewendet werden. Demnach ist die A¨nderung des Flusses innerhalb des KVi identisch zum
normalen Fluss u¨ber den Zellrand (∂KVi). Infolge der algebraischen Umformungen erha¨lt man
den Fluss als vektorwertigen Term (F (q)), dessen Zusammensetzung im Anhang B aufgefu¨hrt ist.
Mithilfe des Skalarprodukts von Flussvektor und Normalenvektor (n) wird die Orientierung des
Flusses senkrecht zum Zellrand gewa¨hrleistet.
∫
KVi
∂
∂t
q dV +
∫
∂KVi
F (q) · n dA =
∫
KVi
S(q) dV (2.23)
Die Linienmethode erlaubt es zuerst die ra¨umliche Diskretisierung unabha¨ngig von der Dimension
Zeit durchzufu¨hren. Dafu¨r vertauscht man die Reihenfolge der Integration und der zeitlichen Ab-
leitung im ersten Term des Systems. Mit der Definition des Zustandes am Zellmittelpunkt (q
i
) als
integralen Mittelwert, ko¨nnen die Volumenintegrale gelo¨st werden.
∂
∂t
Viqi +
∫
∂KVi
F (q) · n dA = ViS(qi) (2.24)
Das Integral des Flusses u¨ber den gesamten Zellrand (∂KVi) kann in eine Summe von Flussinte-
gralen u¨ber die Einzelfla¨chen (Ar) aufgeteilt werden. Entsprechend der geometrischen Form des
Kontrollvolumens muss die Summation u¨ber eine Anzahl (R) von Fla¨chenelementen durchgefu¨hrt
werden. Wie bereits zuvor wird der Normalenvektor eines Fla¨chenelements (ni,r) genutzt, um die
Orientierung des Fluss senkrecht zu den Zellra¨ndern (Ar) sicherzustellen.
∂
∂t
q
i
+
1
Vi
R∑
r=1
∫
Ar
F (q) · ni,r dAr = S(qi) (2.25)
Die kontinuierlichen Flussintegrale u¨ber die Zellra¨nder approximiert man mittels Gaußquadratur,
woraus sich je nach Ordnung die Forderung nach einer unterschiedlichen Anzahl von Stu¨tzstellen
auf den einzelnen Oberfla¨chenelementen ergeben. Demzufolge muss der Flussvektor auf den
Zellra¨ndern ausgewertet werden.
Im Rahmen der FVM liegen die Zusta¨nde in einer Zelle jedoch lediglich an ihrem Mittelpunkt vor.
Das Problem der Rekonstruktion der Zusta¨nde wird fu¨r die konvektiven und viskosen Flu¨sse unter-
schiedlich gelo¨st. Fu¨r die Zusta¨nde auf dem Zellrand im konvektiven Fluss kann beispielsweise mit
einem MUSCL6-Verfahren nach van Leer, [40], rekonstruiert werden, wobei die Entstehung neuer
Extrempunkte begrenzt werden muss. Zusa¨tzlich beno¨tigt man einen Riemannlo¨ser, da die Werte
auf einem von zwei Zellen geteilten Zellrand unterschiedlich sein ko¨nnen, was einer Unstetigkeit
entspricht.
Die Ableitungen der Zusta¨nde auf den Ra¨ndern fu¨r die Auswertung des viskosen Flusses ko¨nnen
mithilfe eines zentralen Differenzschemas behandelt werden. Nachdem die Flu¨sse vollsta¨ndig diskre-
tisiert wurden, kann der Flussterm und der Quellterm im Residuum (R) fu¨r das Kontrollvolumen
(KVi) zusammengefasst werden.
6engl. Monotonic Upwind Scheme for Conservation Laws
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d
dt
q
i
+R(q
i
, ...) = 0 (2.26)
An dieser Stelle wurde die Darstellung des Systems (2.26) mit dem Index
”
i“ gewa¨hlt, um die
ra¨umliche Diskretisierung zu verdeutlichen. Vor allem sollte die Abha¨ngigkeit des Residuums von
einem oder mehreren Zellmittelwerten je nach Verfahrenswahl verdeutlicht werden. Aus Gru¨nden
der U¨bersichtlichkeit soll im Nachfolgenden auf die Indexdarstellung verzichtet werden.
d
dt
q +R(q) = 0 (2.27)
2.3.2. Nichtlineares Zeitbereichsverfahren
Nachdem im vorigen Abschnitt im Zuge der Linienmethode ein semi-diskretes bzw. gewo¨hnliches
Differenzialgleichungssystem (2.27) gefunden wurde, wird in diesem Abschnitt die Behandlung der
zeitlichen Ableitung beschrieben. Dafu¨r wird zuerst die Integration vom aktuellen Zeitschritt (tn)
auf den neuen Zeitschritt (tn+1) durchgefu¨hrt.
∫ tn+1
tn
d
dt
qdt+
∫ tn+1
tn
R(q)dt = 0 (2.28)
Die Lo¨sung des ersten Integrals erha¨lt man direkt, wobei der Superskript (n) die Zugeho¨rigkeit
eines Zustandes zum Zeitschritt (tn) kennzeichnet.
qn+1 − qn +
∫ tn+1
tn
R(q)dt = 0 (2.29)
Die Integration des Residuenterms verlangt nach einem numerischen Verfahren. Hierbei unterteilt
man zwischen expliziten und impliziten Verfahren. Erstere kennzeichnen sich durch kleine Zeit-
schritte aufgrund der CFL7-Bedingung. Wohingegen implizite Verfahren nahezu beliebig große
Zeitschritte benutzen ko¨nnen, was allerdings numerische Dissipation zur Folge hat. Aufgrund ge-
ringerer Rechenkosten erfreuen sich die impliziten Verfahren großer Beliebtheit in der Industrie.
Exemplarisch wird im Folgenden auf das implizite Euler-Verfahren eingegangen. Hierbei kennzeich-
net ∆t = tn+1 − tn die Zeitschrittweite.
qn+1 − qn + ∆t R(qn+1)︸ ︷︷ ︸
=I(qn+1,qn)
= 0 (2.30)
Schlussendlich erha¨lt man ein voll-diskretes nichtlineares Gleichungssystem, welches nach dem Zu-
stand (qn+1) zum neuen Zeitpunkt gelo¨st werden muss.
7Courant-Friedrichs-Lewy
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Die iterative Lo¨sung mithilfe des Pseudo-Zeitverfahrens ist neben dem Newtonverfahren eine
Lo¨sungsvariante. Hierbei betrachtet man das von der physikalischen Zeit abha¨ngige Problem (2.30)
als stationa¨r in der Pseudozeit (τ).
dq
dτ
= I(qn+1, qn) = 0 (2.31)
Das ku¨nstlich erstelle Differenzialgleichungssystem kann mit den u¨blichen Zeitintegrationsschema-
ta, z.B. implizites Euler-Verfahren, gelo¨st werden. Es ist anzumerken, dass das Pseudozeitverfahren
ebenfalls zur Lo¨sung stationa¨rer Problemstellungen zum Einsatz kommt. Hierfu¨r wird lediglich in
der Gleichung (2.31) das instationa¨re Residuum (I) durch das
”
stationa¨re“ Residuum (R) ersetzt.
Um das System (2.31) schließlich lo¨sen zu ko¨nnen, wird das Residuum um den Zustand mit Hilfe
einer Taylorentwicklung linearisiert und schließend iterativ gelo¨st.
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2.4. Diskrete Fourier-Transformation
Die kontinuierliche Fourier-Transformation (2.32) ist eine analytische Methode zur Darstellung
eines Zeitsignals (g(t)) als eine frequenzabha¨ngige Funktion (G(f)). In der Praxis liegt ein Zeit-
signal meistens als ein endlicher und diskreter Datensatz vor, was zur Entwicklung der diskreten
Fourier-Transformation (DFT) motivierte.
G(f) =
∫ ∞
−∞
g(t)e−j2piftdt (2.32)
Ein solcher Datensatz soll aus einer ungeraden Anzahl (N) von Abtastpunkten bestehen, welche
in a¨quidistanten Absta¨nden (∆t) vorliegen. Das Abtasttheorem von Nyquist postuliert, dass die
ho¨chste darstellbare Frequenz in einem diskreten Zeitsignal: fNyquist = 1/(2∆t) ist. Zieht man
zusa¨tzlich in Betracht, dass die Niedrigste vom Zeitschrieb erfasste Frequenz eine Periodenla¨nge
hat, welche der Gesamtla¨nge des Zeitsignals entspricht, wa¨hlt man diese Frequenz als Fundamen-
talfrequenz und definiert Harmonische bis zur Nyquistfrequenz.
fk =
k
N∆t
, k ∈ Z : k =
{−N
2
, ..., 0, ...,
N
2
}
(2.33)
In der Literatur von Neubauer, [25], findet man die Rechenvorschrift fu¨r die DFT (2.34). Hierbei
bezeichnet gn einen Abtastpunkt zu einem beliebigen Zeitpunkt tn = n∆t und gˆk den Fourier-
Koeffizient der entsprechenden Frequenz (2.33).
gˆk =
N−1∑
n=0
gne−j2pikn/N (2.34)
Fu¨r die Berechnung aller Fourier-Koeffizienten erha¨lt man ein lineares Gleichungssystem mit einer
quadratischen Koeffizientenmatrix (A), das mit konventionellen Lo¨sungsalgorithmen gelo¨st werden
kann.
gˆ
k
= A gn (2.35)
Ein beliebiger Fourier-Koeffizient (gˆk) setzt sich dabei aus einem reellen und imagina¨ren Anteil
zusammen. Fu¨r den weiteren Verlauf dieser Arbeit ist es hilfreich eine Definition des Betrags und
des Phasenwinkels (Φ) des Koeffizienten vorliegen zu haben.
|gˆk| =
√
(<{gˆk})2 + (={gˆk})2, Φ = tan−1
(<{gˆk}
={gˆk}
)
(2.36)
Analog zur DFT findet man in der Literatur die Ru¨cktransformation, iDFT8, welche fu¨r alle
Zeitpunkte tn mit n = 0, ..., N − 1 durchgefu¨hrt werden muss.
gn =
1
N
N−1∑
k=0
gˆke
j2pikn/N (2.37)
8inverse diskrete Fourier-Transformation
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2.4.1. Fehlerquellen einer DFT
Aliasing
Treten in einem Signal Frequenzen auf, welche von der Abtastfrequenz nicht erfasst werden
ko¨nnen, d.h. zu wenige Abtastpunkte vorliegen, dann werden diese Frequenzen als niedrigere Fre-
quenzen registriert. Dadurch werden ku¨nstlich die Fourier-Koeffizienten von niedrigen Frequen-
zen vera¨ndert, wa¨hrend die unterabgetasteten Frequenzen nicht im Spektrum auftreten. Mit dem
Nyquist-Shannon Kriterium:
fNyquist > 2f (2.38)
wird die Abtastfrequenz (fNyquist) festgelegt, die notwendig ist, um Aliasing fu¨r eine Signalfrequenz
(f) zu vermeiden.
Spektraler Leckeffekt
Im Folgenden wird exemplarisch ein diskretes Zeitsignal eines Auftriebsbeiwerts (cL), welches keine
periodische La¨nge aufweist, betrachtet (siehe Abb. 2.5). Nach Harris, [16], neigen diese Signal bei
der Anwendung einer DFT zu spektralen Leckeffekten. Hingegen tritt bei Signalen mit periodischer
La¨nge dieser Effekt nicht auf.
Folglich liegt es nahe den Effekt zu vermeiden, indem man das Signal auf die entsprechende La¨nge
ku¨rzt. In der Realita¨t ist es meistens nicht mo¨glich, das Signal, aufgrund seines diskreten Charak-
ters, auf ein exaktes Vielfaches der Periodenla¨nge zu reduzieren. Des Weiteren ist diese Methode
aufwendig. Deshalb wird in der Praxis oft auf sogenannte Fensterfunktionen zuru¨ckgegriffen. Da-
bei handelt es sich um Intensita¨tsverteilungen, die dem eigentlichen Signal u¨berlagert wird und
dadurch ku¨nstlich eine Periodizita¨t des Signals erzwingen. Fu¨r das folgende Beispiel wird das
”
Han-
ning“-Fenster betrachtet. Um na¨here Informationen zu diesen Funktionen zu erhalten, sei auf die
genannte Literatur verwiesen.
2.6 2.8 3.0 3.2 3.4
t [s] ×10−5
−0.4
−0.3
−0.2
−0.1
0.0
0.1
0.2
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0.4
c
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[−
]
f0 f1 f2 f3 f4 f5 f6 f7 f8
Frequenz [Hz]
10−8
10−7
10−6
10−5
10−4
10−3
10−2
10−1
100
|cˆ L
|[−
]
Hanning
unbehandelt
Schnitt
Abb. 2.5.: Nicht periodisches Zeitsignal (links) und Spektrum des selbigen Signal mit unterschiedlicher Auspra¨gung
des spektralen Leckeffekts (rechts).
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Anhand der Spektren in Abbildung 2.5 lassen sich die Auswirkungen des Leckeffekts erkennen.
Auf der Ordinate ist hier der Betrag des Fourier-Koeffizienten des Auftriebsbeiwertes (|cˆL|)
aufgetragen.
Vergleicht man das Spektrum des unbehandelten Signals mit dem des geku¨rzten Signals, stellt
man fest, dass anstelle vieler diskreter Signalspitzen lediglich eine Spitze bei f1 und eine bei
f3 zu erkennen ist. Außerdem geht aus Tabelle 2.1 hervor, dass der Wert der Spitze bei der 1.
Harmonischen geringer als beim geku¨rzten Signal (Schnitt). Der Grund fu¨r die Abweichung ist
der spektrale Leckeffekt. Die Energie der diskreten Spitzen hat sich auf benachbarte Frequenzen
verteilt und somit das Spektrum
”
verschmiert“. Der Effekt entsteht dadurch, dass die DFT
Tab. 2.1.: Fourier-Koeffizienten des Auftriebsbeiwerts der dominanten 1. Harmonischen fu¨r unterschiedliche Vor-
konditionierungen der DFT.
unbehandelt Schnitt Fensterfunktion
|cˆL| in [−] 0,2377 0,3349 0,2952
aus der Periodenla¨nge eine Fundamentalfrequenz ableitet, welche nicht mit der eigentlichen
Fundamentalfrequenz des Signal u¨bereinstimmt. Dadurch entsprechen die diskreten Frequenzen
(2.33) der DFT nicht exakt den Harmonischen des Signals. Das fu¨hrt dazu, dass das Spektrum
keine diskreten Koeffizienten an den Harmonischen des Signals aufweist. Infolgedessen verteilt
sich die Werte dieser Koeffizienten auf benachbarte Frequenzen, was einer
”
Verschmierung“
gleichkommt.
Beim Vergleich der Spektren aus dem geku¨rzten Signal und dem
”
gefensterten“ Signal (siehe
Abb. 2.5) legt der visuelle Eindruck nahe, dass fu¨r das geku¨rzte Signal immer noch der spektrale
Leckeffekt auftritt, da speziell die Bereiche zwischen den diskreten dominanten Frequenzen ein
ho¨heres Niveau haben. Betrachtet man allerdings den Bereich in der na¨heren Umgebung des
ersten Maximalwerts, dann stellt man fest, dass die erstes Spitze im Falle des gefensterten Signals
sta¨rker
”
verschmiert“ ist und deshalb der Wert der Spitze in diesem Fall geringer ist (siehe Tab.
2.1).
Zusammenfassend la¨sst sich festhalten, dass beide Methoden den spektralen Leckeffekt nicht
vollsta¨ndig unterdru¨cken ko¨nnen. Bei der Ku¨rzung des Signals sind vorallem die Bereiche zwischen
den Signalspitzen vom spektralen Leckeffekt beeinflusst, wa¨hrend fu¨r die Fensterfunktion die
diskreten Signalspitzen
”
verschmiert“ werden. Im weiteren Verlauf dieser Arbeit werden speziell
die Signalspitzen betrachtet, deshalb werden die Signal vor der Behandlung mit einer DFT auf
periodische La¨nge geku¨rzt.
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2.5. Nichtlineares Frequenzbereichsverfahren - Harmonic Balance
Dieser Abschnitt befasst sich mit der nichtlinearen Frequenzbereichsmethode, Harmonic Balance.
Zuna¨chst sollen einige Eigenschaften des Verfahrens erla¨utert werden. Anschließend wird anhand
des Beispiels einer Turbomaschine die Voraussetzung fu¨r das Verfahren besprochen, bevor es fu¨r
die Navier-Stokes Gleichungen angewendet wird.
Harmonic Balance hatte seine Anfa¨nge in der Strukturmechanik und der Signaltechnik.
Die relevante Korrelation zwischen beiden Fachgebieten ist das Auftreten von periodischen
Schwingungspha¨nomenen, was gleichzeitig die Voraussetzung fu¨r das Verfahren ist. Insbe-
sondere die Stro¨mung in Turbomaschinen weist ebenfalls einen periodischen Charakter auf,
was die Mo¨glichkeit ero¨ffnet, als Alternative zu Zeitbereichsverfahren, Harmonic Balance in
Stro¨mungslo¨ser zu integrieren. Motiviert ist dieses Vorgehen nach Hall, [15], aufgrund einer
Reduzierung der Simulationsdauer um mindestens ein bis zwei Gro¨ßenordnungen im Vergleich zu
herko¨mmlichen Zeitbereichsverfahren.
Als Einschra¨nkung des Verfahrens sei betont, dass lediglich eingeschwungene Stro¨mungspha¨nomene
dargestellt werden ko¨nnen, d.h. transiente Vorga¨nge, wie z.B. der Startvorgang einer Turbo-
maschine, der von einer sich a¨nderten Drehzahl gepra¨gt ist, kann nicht simuliert werden. Da
insbesonders die drehzahlkonstanten Betriebspunkte einer Turbomaschine optimiert werden, kann
hier Harmonic Balance eingesetzt werden, um effizienter als Zeitbereichsverfahren aussagekra¨ftige
Ergebnisse zu liefern.
Turbulenz ist aufgrund seiner chaotischen Natur nicht-periodisch. Mit skalenauflo¨senden Verfah-
ren wie DNS und LES werden die turbulenten Schwankungsgro¨ßen berechnet. D.h. speziell in
Grenzschichten ist das Frequenzsprektrum dieser Fluktuationen breit gefa¨chert, was Harmonic
Balance nur durch eine Betrachtung vieler Fundamentalfrequenzen und ihrer Harmonischen
wiedergeben ko¨nnte. Nach Ashcroft, [3], verliert das Verfahren allerdings mit steigender Anzahl
an betrachteten Frequenzen seinen Vorteil der Rechenzeitreduzierung, sodass der Einsatz von
Zeitbereichsverfahren fu¨r DNS und LES sinnvoller ist.
Hingegen mu¨ssen aufgrund der Skalentrennung bei der statistischen Turbulenzmodellierung keine
kleinskaligen Fluktuationen simuliert werden. Die makroskopischen A¨nderungen einer zeitgemit-
telten Stro¨mung kann mit wenigen Frequenzen dargestellt werden, worin der Vorteil von Harmonic
Balance gegenu¨ber Zeitbereichsverfahren liegt. Demnach ist das Frequenzbereichsverfahren fu¨r
die Anwendung bei den RANS-Gleichungen geeignet.
Abschließend sei darauf aufmerksam gemacht, dass das in dieser Arbeit behandelte Harmonic
Balance Verfahren die Nichtlinearita¨t der Navier-Stokes Gleichungen bewahrt. Im Vergleich zur
linearisierten Variante nach Hall, [15], mu¨ssen deshalb nicht Instationarita¨ten als sehr klein
angenommen werden und es ko¨nnen nichtlineare Kopplungen dargestellt werden.
2.5.1. Voraussetzung - Periodizita¨t des Stro¨mungsfeldes
Turbomaschinen weisen ein periodisches Stro¨mungsfeld auf, da einerseits zeitliche als auch
ra¨umliche Periodizita¨t auftritt. Ausgehend von der Rotation einer Passage (Pn) mit der Winkelge-
schwindigkeit (Ω) innerhalb einer Rotorstufe (vgl. Abb. 2.6) la¨sst sich die zeitabha¨ngige Wiederho-
lung der Stro¨mungszusta¨nde (q) zeigen. Wird eine zeitkonstante Sto¨rung an der aktuellen Position
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von Pn eingebracht, dann wiederholt sich der Vorgang nach einer Umdrehungsdauer T = 2pi/Ω.
q(x, t) = q(x, t+ T ) (2.39)
Abb. 2.6.: Schematische Darstellung eines Ausschnitts einer Rotorstufe von einem Triebwerk.
Analog dazu la¨sst sich die ra¨umliche Periodizita¨t zeigen. Die Sto¨rung in Passage (Pn) tritt ebenfalls
nach einer Zeitspanne (∆T ) in der nachfolgenden Passage (Pn+1) auf. Folglich kann man u¨ber den
Abstand zweier aufeinanderfolgender Passagen (G) die ra¨umliche Periodizita¨t ausgedru¨ckt werden.
q(x+G, t) = q(x, t+ ∆T ) (2.40)
Hierbei ergibt sich der Zeitversatz zwischen zwei aufeinanderfolgenden Passagen (∆T ) aus der
Umdrehungsdauer und der Anzahl an Schaufeln (N) in einer Stufe: ∆T = T/N .
Darstellung des Stro¨mungszustandes als komplexe Fourier-Reihe
Es wurde mit der zeitlichen und ra¨umlichen Periodizita¨t (2.39) und (2.40) gezeigt, dass das
Stro¨mungsfeld von der Rotationsfrequenz (f) der Turbomaschine bzw. ihren Vielfachen abha¨ngt.
Somit kann man den Stro¨mungszustand mit der Fundamentalfrequenz (ω = 2pi/f) und dem Viel-
fachen der Grundfrequenz, k ∈ Z, als komplexe Fourier-Reihe darstellen.
q(x, t) =
∞∑
k=−∞
qˆ
k
(x) ejωkt (2.41)
Es ist anzumerken, dass in diesem Abschnitt die Periodizita¨t anhand des Beispiels einer Turboma-
schine erla¨utert wurde. Jedoch ist die Anwendung des Verfahrens keinesfalls auf Turbomaschinen
beschra¨nkt. Es muss lediglich die Voraussetzung der Periodizita¨t im Stro¨mungsfeld gewa¨hrleistet
sein.
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2.5.2. Harmonic Balance - Navier-Stokes Gleichungen
Harmonic Balance ist in der numerischen Stro¨mungsmechanik eine effiziente Alternative zu kon-
ventionellen Zeitintegrationsschemata. Dabei wird die numerische Integration in der Zeit durch
eine Fourier-Transformation umgangen, sodass man im Frequenzbereich ein stationa¨res Problem
zu lo¨sen hat. Aus diesem Grund ist Ausgangspunkt der folgenden Betrachtung die semi-diskrete
Form der Navier-Stokes Gleichungen (2.27), welche aus Gru¨nden einer verbesserten Lesbarkeit hier
nochmal aufgefu¨hrt wird.
d
dt
q +R(q) = 0 (2.42)
Der Ansatz von Harmonic Balance ist die Darstellung der Erhaltungsgleichungen als Fourier-Reihe,
d.h. es wird eine Formulierung fu¨r den Vektor der Erhaltungsgro¨ßen sowie der Residuenterme
beno¨tigt.
In der Praxis ist es ausreichend die Reihe (2.43) mit einer endlichen Anzahl (K) von Harmonischen
der Fundamentalfrequenz zu approximieren. Hierbei sei mit qˆ
k
der Vektor der Fourier-Koeffizienten
der k-ten Harmonischen gekennzeichnet, wa¨hrend die Fundamentalfrequenz (f) u¨ber ω = 2pi/f in
die Reihe eingeht.
Zieht man zusa¨tzlich in Betracht, dass es sich bei dem zu berechnenden Stro¨mungszustand um eine
reellwertige Gro¨ße handelt, muss das Ergebnis der komplexen Fourier-Reihe wiederum reell sein.
q(x, t) ≈ <
{ K∑
k=−K
qˆ
k
ejωkt
}
(2.43)
Außerdem genu¨gt es fu¨r reelle Fourier-Reihe die positiven Frequenzen auszuwerten, da der Fourier-
Koeffizient einer negativen Frequenz gleich dem komplex konjugierten Koeffizient (qˆ∗k) der entspre-
chenden positiven Frequenz ist: qˆ−k = qˆ∗k.
q(x, t) ≈ <
{ K∑
k=0
qˆ
k
ejωkt
}
(2.44)
Analog dazu erha¨lt man mit dem Vektor der Fourier-Koeffizienten des Residuum (R̂k) der k-ten
Harmonischen die Reihe, um das Residuum darzustellen.
R(q(x, t)) ≈ <
{ K∑
k=0
R̂k(q) e
jωkt
}
(2.45)
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Setzt man die Reihendarstellung des Zustands (2.44) und des Residuums (2.45) in das semi-diskrete
System (2.42) ein und lo¨st analytisch die Zeitableitung, erha¨lt man die voll-diskrete Harmonic
Balance Formulierung der Navier-Stokes Gleichungen.
K∑
k=0
(jkωqˆ
k
+ R̂k(q)) e
jωkt = 0 (2.46)
Unter Verwendung der Orthogonalita¨tsbeziehung der Exponentialfunktion wird ersichtlich, dass
zusa¨tzlich zu der gesamten Summe, jeder Summand des Systems (2.46) dem Nullvektor entsprechen
muss. Dementsprechend erha¨lt man fu¨r k-te Frequenz ein Gleichungssystem fu¨r k = {0, ...,K}.
jkωqˆ
k
+ R̂k(q) = 0 (2.47)
Ausgehend von einer Initialisierung aller Fourier-Koeffizienten der Erhaltungsgro¨ßen (qˆ
k
), gestaltet
sich eine direkte Berechnung der Koeffizienten des Residuums als problematisch. McMullen, [23],
vero¨ffentlichte dazu eine Methode (siehe Abb. 2.7), welche vorsieht mithilfe einer iDFT die Erhal-
tungsgro¨ßen im Zeitbereich zu rekonstruieren (q(t)), anschließend auf konventionelle Art und Weise
(vgl. 2.3.1) das Residuum (R(q(t))) auszuwerten und schließlich mit einer DFT die Koeffizienten
der Residuuen (Rˆk) zu berechnen.
Abb. 2.7.: Schematische Darstellung des Vorgehens zur Berechnung des Fourierkoeffizienten des Residuums ausge-
hend von den Koeffizienten der Erhaltungsgro¨ßen nach McMullen, [23].
Das Vorgehen zur Berechnung der Residuenkoeffizienten nach McMullen la¨sst sich mithilfe von
DFT (F) und iDFT (F−1) zusammenfassen.
jkωqˆ
k
+ F
{
R
(F−1{qˆ
k
})}︸ ︷︷ ︸
Iˆk
= 0 (2.48)
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Analog zur volldiskreten Darstellung der Erhaltungsgleichungen durch ein Zeitbereichsverfahren
(2.30), liegt ein nichtlineares Gleichungssystem fu¨r jedes k vor. Folglich kann ebenfalls das Pseu-
dozeitverfahren angewendet werden, um iterativ die Residuuen (Iˆk) dem Nullvektor anzuna¨hern
und dadurch die Lo¨sung fu¨r die Fourier-Koeffizienten zu erhalten.
dqˆ
k
dτ
= Iˆk (2.49)
Somit ist der Ablauf fu¨r das nichtlineare Frequenzbereichsverfahren, Harmonic Balance, vollsta¨ndig
beschrieben.
Fehlerquellen bei Harmonic Balance
Gleichfalls wie bei einer DFT (vgl. Abs. 2.4) ko¨nnen bei Harmonic Balance spektrale Leckeffekte
und Aliasing auftreten. Um die erste Problematik aufzugreifen, ist nach Frey, [11], darauf zu
achten die La¨nge des Zeitsignals so zu wa¨hlen, dass mindestens die Schwebefrequenz, welche aus
U¨berlagerung der Einzelfrequenzen entsteht, aufgelo¨st wird.
Aliasing kann bei Harmonic Balance auftreten, selbst wenn die ho¨chste betrachtete Frequenz nach
Nyquist ausreichend abgetastet wird. Grund dafu¨r ist die Nichtlinearita¨t des Residuums. Dadurch
entstehen Frequenzen, welche außerhalb der Auswahl aus Fundamentalfrequenz und einer endlichen
Anzahl (K) von Harmonischen liegt.
Im Anhang C ist dieser Effekt anhand der Burgers Gleichungen veranschaulicht. Nach Orzag, [27],
kann Aliasing bei quadratischen Termen mit N ≥ 3K + 1 Abtastpunkte unterbunden werden.
Da im Residuum der Navier-Stokes Gleichungen auch andere Nichtlinearita¨ten wie z.B. kubische
Terme auftreten, werden N ≥ 4K + 1 Abtastpunkte verwendet, wodurch die ho¨chste betrachtete
Frequenz fu¨nf mal abgetastet wird.
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2.6. Prozesskette
Die Simulationen in dieser Arbeit wurden alle mit dem Stro¨mungslo¨ser TRACE Version 9.2.351,
welcher vom DLR am Institut fu¨r Antriebstechnik in erster Linie fu¨r Stro¨mungen in Turbo-
maschinen entwickelt wird, durchgefu¨hrt. TRACE ist fu¨r dreidimensionale, strukturierte und
unstrukturierte Netze ausgelegt, die parallel als Multi-Blo¨cke bearbeitet werden ko¨nnen. Es
besteht die Mo¨glichkeit stationa¨re und instationa¨re Problemstellungen zu simulieren, wobei
hierfu¨r zusa¨tzlich zu konventionellen Zeitbereichsverfahren Harmonic Balance implementiert ist.
Außerdem handelt es sich nach Becker, [4], um einen kompressiblen Stro¨mungslo¨ser, der in der
statistischen Turbulenzmodellierung auf den Favre- und Reynolds-gemittelten Navier-Stokes
Gleichungen basiert.
Die allgemeine Prozesskette bei den Simulationen in dieser Arbeit ist in Tabelle 2.2 zusam-
mengefasst. Dabei unterteilt sich der Gesamtprozess in I: Netzgenerierung, II: Konfiguration, III:
Berechnung, IV: Nachbearbeitung und V: Visualisierung.
Bei den verwendeten Programmen: PyMesh, PREP, TRACE und POST handelt es sich um
Entwicklungen des Instituts fu¨r Antriebstechnik basierend auf der Programmiersprache C,
wobei PyMesh die Sprache Python benutzt. Die graphische Oberfla¨che zur Konfiguration
der CFD-Simulation, GMC9, wird von der MTU bereitgestellt. Bei Tecplot handelt es sich
um eine kommerzielle Darstellungssoftware, wa¨hrend die Funktionsbibliothek von Python zur
Visualisierung, Matplotlib, o¨ffentlich zuga¨nglich ist.
Tab. 2.2.: Darstellung der Prozesskette bei den Simulationen in dieser Arbeit, ausgehend von der Erstellung eines
Rechennetzes bis hin zur Darstellung der Berechnungsdaten
I: Netzgenerie- II: CFD-Setup III: Berechnung IV: Nachbearbei- V: Visualisie-
rung tung rung
-PyMesh -GMC -TRACE -POST -Tecplot 360
-PREP -Pythonskripte -Matplotlib
I: Netzgenerierung
Die ra¨umlichen Rechengitter fu¨r diese Arbeit wurden unter Benutzung des strukturierten Netzge-
nerators PyMesh erstellt. Der allgemeine Ablauf sieht es vor, in einem ersten Schritt die Geometrie
des Rechengebiets bezu¨glich eines kartesischen Koordinatensystem zu erstellen. Anschließend wird
das Rechengebiet in Kontrollvolumina unterteilt, wobei sich im Kontext dieser Arbeit auf Hexaeder
beschra¨nkt wird.
9engl. General Mesh Connector
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Bei der Unterteilung des Rechengebiets ist auf die Netzqualita¨t zu achten. Nach Kistner, [20], sind
dafu¨r drei Faktoren maßgebend.
• Verscherung (engl. Skewness)
• Expansionsrate (engl. Stretching)
• Dehnung (engl. Aspect ratio)
Die Verscherung ist ein Maß fu¨r die Abweichung zur Rechtwinkligkeit an den Eckpunkten bzw.
Knoten der Kontrollvolumina. Im optimalen Fall ist der Winkel zwischen allen Linien, die in
einem Knoten zusammenlaufen 90◦, was fu¨r Hexaeder direkt erfu¨llt ist.
Die Expansionsrate beschreibt das Wachstum zwischen benachbarten Zellen. D.h. bei einer
vereinfachenden eindimensionalen Betrachtung soll ∆xi die Zellgro¨ße beschreiben, folglich erha¨lt
man die Expansionsrate als ∆xi+1/∆xi. Die Theorie der finiten Differenzen, welche Grundlage
der Diskretisierung ist, geht von a¨quidistanten Schrittweiten zwischen den Zellen aus, d.h.
∆xi+1/∆xi = 1. Durch die Anwendung einer Taylorreihe, kann der Diskretisierungsfehler
abgescha¨tzt werden. Da Abweichungen von einer a¨quidistanten Schrittweite einen zusa¨tzlichen
Fehler verursachen, sind Expansionsraten nahe Eins zu wa¨hlen.
Bei der Dehnung handelt es sich um das Verha¨ltnis der gro¨ßten zur kleinsten Seitenfla¨che eines
Kontrollvolumens und ist abha¨ngig von der Zellform und der Stro¨mungssituation zu wa¨hlen. Fu¨r
detailliertere Informationen sei auf die genannte Literatur verwiesen.
Ein weiteres wichtiges Merkmal, welches bei der Unterteilung des Rechengebiets beachtetet
werden muss, ist der dimensionslose Wandabstand (y+). An reibungsbehafteten Wa¨nden bil-
det sich eine Grenzschicht aus. Entsprechend der FVM ist fu¨r die Zelle an der Wand jedoch
nur der Zustand am Zellmittelpunkt bekannt. Fu¨r die Berechnung der Wandschubspannung
(τw), die auf das Fluid wirkt und in die Impulserhaltung eingeht, wird allerdings der normale
Geschwindigkeitsgradient (∂u/∂yw) auf der Wand beno¨tigt.
τw = µ
∂u
∂yw
|yw=0 (2.50)
Folglich braucht man ein Modell, welches den Geschwindigkeitsverlauf u¨ber den Wandabstand (yw)
bis zum Zellmittelpunkt vorhersagt (vgl. Abb. 2.8).
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Abb. 2.8.: Linearen und logarithmischen Modellierung des Geschwindigkeitsprofils bei einer ersten Wandzelle
(links) und Graph der beiden Modelle (rechts) mit dimensionslosen Gro¨ßen fu¨r Geschwindigkeit und
Wandabstand (reproduziert nach Versteeg, [41]).
In turbulenten Grenzschichten unterscheidet man in der Regel zwischen zwei Modellen, die von dem
dimensionslosen Wandabstand (y+) und der dimensionslosen Geschwindigkeit (u+) abha¨ngen. Fu¨r
deren Bestimmung beno¨tigt man neben Dichte und dynamischer Viskosita¨t die Schubspannungsge-
schwindigkeit (uτ ), die zeitgemittelte Geschwindigkeit (u) parallel zur Wand und den Wandabstand
(yw).
y+ =
ywuτρ
µ
, u+ =
u
uτ
, uτ =
√
τw
ρ
(2.51)
Nach Spalding, [35], befindet sich eine Zelle an der Wand in der viskosen Unterschicht, wenn y+ < 5
gilt. In diesem Bereich erha¨lt man fu¨r das Modell einen linearen Zusammenhang. Hingegen gilt fu¨r
30 < y+ < 200 das logarithmische Wandgesetz (vgl. Abb. 2.8).
u+ = y+ : y+ < 5
u+ = 2,5 ln(y+) + 5,5 : 30 < y+ < 200
(2.52)
Aus Abbildung 2.8 ist zu erkennen, dass in einem Zwischenbereich, der sogenannten Pufferschicht,
beide Modelle ungenaue Vorhersagen fu¨r die Realita¨t liefern, weshalb dieser Bereich gemieden
werden sollte.
II: CFD-Setup
Als Vorbereitung fu¨r die Berechnung mit TRACE muss ein Stro¨mungsfeld auf dem Rechengitter
initialisiert werden. Zusa¨tzlich werden an den a¨ußeren Grenzen des Rechengebiets Randbedin-
gungen beno¨tigt. Im Rahmen dieser Arbeit werden folgende Randbedingungen relevant: Fernfeld,
periodische Ra¨nder, viskose Wa¨nde, reibungsfreie Wa¨nde, Einstro¨m- und Ausstro¨mra¨nder. Fu¨r
Erkla¨rungen dazu sei auf die Literatur von Blazek, [5], verwiesen.
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Des Weiteren werden Einstellungen bezu¨glich Gasmodell, Viskosita¨tsmodell und
Wa¨rmeleitfa¨higkeit getroffen. Das zentrale Element einer numerischen Stro¨mungssimulation ist
die Verfahrensauswahl fu¨r den Stro¨mungslo¨ser. In Tabelle 2.3 sind die gela¨ufigsten Mo¨glichkeiten
mit TRACE fu¨r das implizite Lo¨sungsverfahren, die ra¨umliche und zeitliche Diskretisierung
aufgefu¨hrt. Die Auswahl der raumbezogenen Methoden beschra¨nkt sich hierbei auf strukturierte
Netze.
Tab. 2.3.: U¨bersicht der numerischen Verfahren in TRACE
Anwendungsgebiet Lo¨sungsverfahren
Ra¨umliche
Diskretisie-
rung
Ableitung im
viskosen Fluss
Euler-Verfahren 1. Ordnung
Zentrale Differenzen 2. Ordnung
Rekonstruktion der
Zusta¨nde mit Roe-TVD10
Upwind 1. Ordnung
MUSCL-Fromm11 2. und 3. Ordnung
Zeitliche Diskretisierung
Implizit Euler 1. und 2. Ordnung
Crank Nicolson 1. und 2. Ordnung
Exp./Imp. Runge-Kutta 1. bis 4. Ordnung
Frequenzdiskretisierung Harmonic Balance
Implizites nichtlineares Gleichungssystem Dual-Time-Stepping
+ Predictor Corrector
+ Gauss Seidel
An dieser Stelle sind die minimalen Voraussetzungen zum Start einer Simulation erfu¨llt. Zur
Verdeutlichung der beschriebenen Konfigurationen sei auf den Anhang D und H verwiesen.
Exemplarisch kann hier anhand zweier Testfa¨lle die Auswahl nachvollzogen werden.
Hinzuzufu¨gen ist noch, dass Abbruchkriterien fu¨r die iterativen Lo¨sungsverfahren definiert
werden mu¨ssen. In der Regel unterscheidet man zwischen einem statischen Abbruchkriterium
durch die Angabe von Iterationsschritten und einem variablen Kriterium durch die Angabe eines
Abbruchresiduums.
Da wa¨hrend einer Berechnung zu jedem Iterationsschritt fu¨r jede Gleichung und jede Zelle ein
Residuum vorliegt, haben sich Normen durchgesetzt, welche aus der Vielzahl von Residuen einen
repra¨sentativen Wert pro Schritt generieren. Man unterscheidet zwischen der L1-Norm, der L2-
Norm und der Lmax-Norm. Nach Ferziger, [9], ist die L1-Norm als die Summe der Absolutwerte, die
L2-Norm als den RMS
12 und die Lmax-Norm als das Maximum der vorliegenden Residuen definiert.
10Nach Becker, [4]: Riemannlo¨ser von Roe unter Verwendung von TVD (engl. Total Variation Diminishing)
11MUSCL-Schema nach Fromm, [12]
12engl. Root Mean Square
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2.6. Prozesskette
Durch Parallelisierung einer Simulation kann die gesamte Berechnungszeit erheblich redu-
ziert werden, d.h. das Rechengebiet wird in Blo¨cke unterteilt, die auf mehreren Rechenkernen
parallel abgearbeitet werden. Wenn diese Unterteilung nicht bereits wa¨hrend der Netzerstellung
durch PyMesh vorgesehen wird, kann nachtra¨glich mit dem
”
preprocessing“ Programm PREP
vor dem Start einer Simulation unterteilt werden.
III: Berechnung
Abha¨ngig von der Gro¨ße des zu berechnenden Falls werden Simulationen auf lokalen Rechnern oder
in Rechenzentren durchgefu¨hrt. Dabei ist die Gro¨ße in erster Linie durch die Anzahl von Zellen
festgelegt, die fu¨r die ra¨umliche Diskretisierung genutzt wurden. Aber auch Faktoren wie die Anzahl
der Zeitschritte bzw. die Zeitschrittgro¨ße, die Wahl der Ordnung der numerischen Verfahren und
die Anzahl an iterativen Schritten bzw. das gewa¨hlte Residuum haben einen Einfluss.
Wa¨hrend der Berechnung kann durch die kontinuierliche Ausgabe von Daten der Simulationsverlauf
u¨berwacht werden. An dieser Stelle ist es u¨blich die Residuen zu u¨berwachen, da anhand des
Residuenverlaufs, auch Konvergenzverlauf genannt, abgescha¨tzt werden kann, ob eine Simulation
konvergiert. Konvergenz meint in diesem Kontext, dass der Residuenverlauf sich asymptotisch
einem Grenzwert anna¨hert und somit die Fehler iterativ kleiner werden. Durch die U¨berwachung
der Simulation hat man die Mo¨glichkeit fu¨r z.B. divergierende Lo¨sungen die Berechnung fru¨hzeitig
zu unterbrechen.
IV: Nachbearbeitung
Stro¨mungslo¨ser berechnen eine numerische Lo¨sung der Erhaltungsgleichungen, d.h. es werden
Stro¨mungsfelder produziert, die aus Zustandsvektoren fu¨r die einzelnen Zellen bestehen. Jedoch
werden in den meisten Anwendungsfa¨llen sogenannte abgeleitete Gro¨ßen beno¨tigt. Vertreter dieser
Gro¨ßen sind z.B.: Auftriebsbeiwert, Wandschubspannung, Massenstrom, Totaldruck oder Wir-
belsta¨rke. Fu¨r die Berechnung dieser Gro¨ßen ist in der Prozesskette mit TRACE das
”
postproces-
sing“ Programm POST das u¨bliche Tool.
Da die Implementierung von Harmonic Balance im Vergleich zu den Zeitbereichsverfahren relativ
jung ist, deckt POST jedoch nicht alle in dieser Arbeit beno¨tigten Funktionalita¨ten ab. Aus diesem
Grund wurden eigene Pythonskripte erstellt, um z.B. den Auftriebsbeiwert oder den Phasenwinkel
aus Frequenzbereichsdaten zu extrahieren.
V: Visualisierung
Die Visualisierung ist ein zentrales Element der Auswertung und Pra¨sentation der berechneten
Daten. Im Rahmen dieser Arbeit beschra¨nkt sich die Darstellung der Simulationsergebnisse auf
Tabellen, Balken-, Linien- und zweidimensionalen Konturdiagrammen. Wobei entsprechend der
Aufza¨hlreihenfolge der qualitative Charakter der Darstellung steigt und gleichzeitig die gezeigte
Datenmenge.
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Kreisfo¨rmige Zylinder werden in einer Vielzahl von technischen Anwendungen mit einem Fluid
umstro¨mt. Da die Geometrie zwar einfach ist, jedoch aber die Stro¨mungspha¨nomene komplex
sein ko¨nnen und zu strukturellen Scha¨den fu¨hren ko¨nnen, wurden die Zylinderumstro¨mung in der
Vergangenheit eingehend untersucht. Exemplarisch sei das
”
Galopping“ von Hochspannungskabel
im Wind nach Hucho, [18], oder die Umstro¨mung von Fabrikkaminen nach Sockel, [34], zu nen-
nen. Daraus ergibt sich ein akademischer Charakter des Testfalls, da die stro¨mungsmechanischen
Vorga¨nge bereits weitestgehend verstanden sind. Allerdings eignet sich der Testfall aus diesem
Grund besonders gut zur Anwendung neuer numerischer Verfahren, da Vorga¨nge wie Ablo¨sung,
Turbulenz und Instationarita¨ten mit einer massiven Datenmenge validiert werden ko¨nnen.
3.1. Physikalische Grundlagen und empirische Modelle
Die Geometrie eines kreisfo¨rmigen Zylinders la¨sst sich vollsta¨ndig mit dem Durchmesser (D) und
der La¨nge (L) beschreiben (vgl. Abb. 3.1).
Abb. 3.1.: 3D-Skizze eines kreisfo¨rmigen Zylinders.
Unter Betrachtung der Anstro¨mgeschwindigkeit (u∞), der Dichte (ρ∞), der dynamischen Viskosita¨t
(µ) und der Wahl des Durchmesser als charakteristische La¨nge, ergibt sich die Reynolds-Zahl fu¨r
den Zylinder.
Re =
ρ∞ u∞ D
µ
(3.1)
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Nach Zdravkovich, [47], lassen sich in Abha¨ngigkeit von der Reynolds-Zahl unterschiedliche
Stro¨mungspha¨nomene am Zylinder beobachten. Der erste Bereich liegt bei 0 < Re < 5 und ist
charakterisiert durch eine vollsta¨ndig am Zylinder anliegende Stro¨mung. Es treten keine zeitlichen
A¨nderungen auf, d.h. das Stro¨mungsbild ist stationa¨r.
Eine Erho¨hung der Reynolds-Zahl bis ca. 50 fu¨hrt dazu, dass sich die Stro¨mung an der
stro¨mungsabgewandten Seite ablo¨st. Es bildet sich eine symmetrische Ablo¨seblase aus, die aus
zwei gegenla¨ufig rotierenden Wirbel besteht. Das Stro¨mungsbild ist gro¨ßtenteils stationa¨r, wobei
bei Anna¨herung an Re = 50 die Ablo¨seblase beginnt, instabil zu werden.
Der na¨chste Bereich befindet sich bei 50 < Re < 200. Aufgrund der gestiegenen Instabilita¨ten
beginnt die Ablo¨seblase periodisch zu schwingen und die Instabilita¨ten wachsen an. Infolgedessen
lo¨sen sich gegenla¨ufige rotierende Wirbel aus dem Ablo¨segebiet ab, die im Anschluss daran vom
Zylinder weg transportiert werden. Die Frequenz, mit der das Ablo¨segebiet schwingt bzw. die Wir-
bel ausgesendet werden, wird als Wirbelablo¨sefrequenz (f) bezeichnet. In diesem Zusammenhang
ist es u¨blich eine dimensionslose Kennzahl, die Strouhal-Zahl (Sr), zu definieren.
Sr =
f D
u∞
(3.2)
Die periodisch ablo¨senden Wirbel sind nach ihrem Entdecker als die Ka´rma´nsche Wirbelstraße
benannt. Es sei darauf hingewiesen, dass in diesem Bereich die Stro¨mung laminar ist und es sich
daher um eine laminare Ka´rma´nsche Wirbelstraße handelt.
Eine weitere Erho¨hung der Reynolds-Zahl fu¨hrt zu einem laminar-turbulenten Umschlag, der im
Nachlauf des Zylinders beginnt (200 < Re < 260). Fu¨r eine weitere Steigerung der Reynolds-Zahl
na¨hert sich die Position des Umschlags dem Zylinder an, bis der Umschlag bereits in der
Grenzschicht des Zylinders stattfindet.
In der Vergangenheit hatte sich eine Vielzahl von Wissenschaftler damit auseinanderge-
setzt, eine Kopplung zwischen den Anstro¨mbedingungen und der Ablo¨sefrequenz zu finden. Einer
der ersten war Roshko, [31]. Sein Modell war allerdings auf seine experimentellen Daten angepasst
und versagte beim Vergleich mit Messergebnissen aus anderen Aufbauten.
Infolgedessen erkannte Williamson, [45], den Zusammenhang zwischen der La¨nge (L) des Zy-
linders und der Frequenz. In seinen Experimenten beobachtete er eine Schiefwinkeligkeit zur
La¨ngenrichtung des Zylinders in den abgelo¨sten Wirbeln. Seine Visualisierungen mit fluores-
zierenden Partikeln offenbaren unterschiedliche Pfeilungen der zusammenha¨ngenden Wirbel
fu¨r variierende Zylinderla¨ngen. Damit hatte er eine Gesetzma¨ßigkeit fu¨r den Einfluss der
La¨ngenrichtung auf die Ablo¨sefrequenz gefunden.
Durch die Messung der Schra¨ge der Ablo¨semuster gelang es ihm mit einer Transformation den
Effekt der Pfeilung zu eliminieren, was einem parallel zum Zylinder laufenden Ablo¨semuster
entspricht. Indem er die Enden des Zylinders modifizierte, sodass sich im Experiment ein paralleles
Ablo¨semuster einstellte und diese Messdaten mit den transformierten Daten verglich, erhielt er
die Besta¨tigung fu¨r die Funktionsweise seiner Transformation.
29
3. Laminare Umstro¨mung eines Zylinders
Dadurch hat er den Einfluss der La¨ngenrichtung zu eliminiert, was einer zweidimensionalen
Betrachtung des Zylinders entspricht. Infolgedessen erstellte er ein empirisches Modell fu¨r das
parallele Ablo¨severhalten im 2D-Fall, welches in Kombination mit seiner Transformation gute
U¨bereinstimmung mit dreidimensionalen Experimenten zeigte.
Aufbauend auf der Arbeit von Williamson vero¨ffentliche Fey, [10], eine Erweiterung des
empirischen Modells, welches nicht nur auf den Re-Bereich der laminaren Ka´rma´nschen Wirbel-
straße begrenzt ist. Dieses Modell findet im Rahmen dieser Arbeit Anwendung. Die aufgefu¨hrte
Gleichung 3.3 besitzt Gu¨ltigkeit fu¨r den Bereich: 47 < Re < 180.
Sr = 0,2684− 1,0356√
Re
(3.3)
An dieser Stelle sei eine wichtige Eigenschaft der laminaren Ka´rma´nsche Wirbelstraße herausge-
stellt. Nach Williamson, [46], weist diese Wirbelstraße ein periodisches Verhalten auf. Verdeutlicht
wird diese Eigenschaft durch ein entsprechendes Spektrum (siehe Abb. 3.2).
Es ist zu erkennen, dass das Signal nahezu diskrete Maxima aufweist. Dabei liegt die erste Spitze
bei der Ablo¨sefrequenz von ca. 0,15Hz, wa¨hrend sich die ho¨herfrequenten Maxima bei Vielfachen
dazu befinden. Somit kann das Signal als eine Reihe von harmonischen Schwingungen beschrieben
werden und ist damit periodisch.
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Abb. 3.2.: Typisches Spektrum einer laminaren Ka´rma´nschen Wirbelstraße eines Zylinders (reproduziert nach Kar-
nidakis, [19]).
Die Periodizita¨t motiviert zur Anwendung von Harmonic Balance, da die Voraussetzung eines peri-
odischen Schwingungsverhalten erfu¨llt ist (vgl. Abs. 2.5.1). Zusa¨tzlich la¨sst sich die Fundamental-
bzw. Ablo¨sefrequenz anhand von einem empirischen Modell abscha¨tzen, sodass das Verfahren mit
dieser Frequenz aufgesetzt werden kann.
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3.2. Generierung einer Datenbasis mit Zeitbereichssimulationen fu¨r
Harmonic Balance
Der Zweck dieses Abschnitts ist es Referenzdaten fu¨r die folgenden Untersuchungen mit Harmo-
nic Balance zu generieren. Aus diesem Grund ist es wichtig, die Glaubhaftigkeit der Ergebnisse
darzulegen. Um dieser Notwendigkeit nachzukommen, soll einerseits in der Verifikation gezeigt wer-
den, dass die zugrundeliegenden Gleichungen korrekt gelo¨st werden und anderseits soll durch den
Vergleich mit experimentellen Daten gezeigt werden, dass die Physik der stro¨mungsmechanischen
Pha¨nomene richtig abgebildet wird.
3.2.1. Numerisches Setup
Geometrie und Stro¨mungsbedingungen
Fu¨r die Wahl des Zylinderdurchmessers mu¨ssen die Reynolds- und Mach-Zahl mit einbezogen wer-
den. Durch die Forderung nach einer laminaren Ka´rma´nschen Wirbelstraße (vgl. Abs. 3.1) ist der
Bereich fu¨r die Reynold-Zahl vorgeben: 50 < Re < 200. Bei der Mach-Zahl ist zu beachten, dass
es sich bei TRACE um einen kompressiblen Lo¨ser handelt. Nach Viozat, [42], nimmt fu¨r diese Art
von Lo¨ser mit fallender Mach-Zahl die iterative Konvergenzgeschwindigkeit und die Genauigkeit
ab.
Um dieses Problem zu vermeiden, liegt die kleinste betrachtete Mach-Zahl bei 0,161. Unter
Einbeziehung der ISA1-Standardbedingungen fu¨r Luft erha¨lt man daraus den Durchmesser zu
D = 2 · 10−5m.
Zur Bestimmung der Mach-Zahlen ist es sinnvoll eine Definition in Abha¨ngigkeit von der Re an-
zugeben. Hierbei wird die Anstro¨mgeschwindigkeit (u∞), der Isentropenexponent (κ), die Dichte
(ρ∞), Druck (p∞) und kinematische Viskosita¨t (µ) beno¨tigt. Letztere erha¨lt man aus dem Modell
von Sutherland (2.9) zu µ = 1,79 · 10−5Pa s .
Ma =
u∞√
κp∞ρ∞
=
Re µ
D
√
κ p∞ ρ∞
(3.4)
Zum Zwecke der Nachvollziehbarkeit entha¨lt die folgende Tabelle 3.1 die betrachteten Reynolds-
Zahlen, Mach-Zahlen und Anstro¨mgeschwindigkeiten.
Tab. 3.1.: Auflistung der betrachteten Reynolds-, Mach-Zahlen und der Anstro¨mgeschwindigkeit fu¨r die Simulatio-
nen des Zylinders.
Re in [−] 75 100 125 150 175
Ma in [−] 0,161 0,215 0,269 0,323 0,377
u∞ in [m/s] 54,9 73,2 91,5 109,8 128,1
1Internationale Standardatmospha¨re
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Im vorigen Abschnitt 3.1 wurde erla¨utert, dass der Einfluss der La¨ngenausdehnung eines Zylinders
vernachla¨ssigt werden kann, da schra¨ge Wirbelabstro¨mmuster auf parallele Muster zuru¨ckgefu¨hrt
werden ko¨nnen. Diese Feststellung motiviert den Zylinder zweidimensional zu betrachten, um Re-
chenzeit sparen.
Rechennetz und Randbedingungen
Realisiert wird die zweidimensionale Betrachtung durch eine einzelne Zellschicht in La¨ngenrichtung.
Hingegen der Mo¨glichkeit reibungsfreie Wa¨nde fu¨r die Begrenzung des Gebiets einzusetzen, werden
periodische Ra¨nder benutzt.
Das Rechengebiet ist im Vergleich zum Zylinder um den Faktor 200 gro¨ßer. Eine Darstellung dazu
ist mit Abbildung 3.3 geben, wobei der Zylinder sich im Ursprung des Koordinatensystems befin-
det. Grund dafu¨r ist, dass Wellen, welche vom Zylinder infolge der Wirbelablo¨sung ausgesendet
werden, durch numerische Dissipation auf dem Weg zum Rand des Rechengebiets geda¨mpft bzw.
eliminiert werden sollen. Zusa¨tzlich dazu besteht die Mo¨glichkeit durch ein erho¨htes Zellwachstum
in radialer Richtung die numerische Dissipation zu steigern. Allerdings kommt diese Variante hier
nicht zum Einsatz.
Der Hintergrund fu¨r die eingesetzte numerische Da¨mpfung ist zum einen die Anwendung von
Fernfeldrandbindungen am a¨ußeren Rand des Rechengebietes und zum anderen soll eine Reflektion
von Wellen am Rand des Rechengebietes vermieden werden. Letzteres ko¨nnte das Ablo¨severhalten
bzw. die Ablo¨sefrequenz am Zylinder beeinflussen, was kritisch hinsichtlich der Untersuchung von
Harmonic Balance ist, da es von der Ablo¨sefrequenz abha¨ngt.
Abb. 3.3.: Rechennetz des Zylinders fu¨r die Simulationen im Zeit- und Frequenzbereich.
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In Umfangsrichtung ist das Zellwachstum so gewa¨hlt, dass eine erho¨hte Zelldichte im Nachlauf des
Zylinders entsteht. Die hohe Auflo¨sung ist hier erwu¨nscht, um die abgelo¨sten Wirbel mo¨glichst
ohne Da¨mpfung darstellen zu ko¨nnen.
An der Zylinderwand ist die erste Zellgro¨ße so gewa¨hlt, dass y+ < 1 gewa¨hrleistet wird und
dadurch das wandaufgelo¨ste Modell (2.52) an der viskosen Wand eingesetzt wird.
Zusammenfassend besteht das vollsta¨ndige Rechengebiet aus 200 Zellen in Umfangsrichtung
und 256 in Radialrichtung, was insgesamt 51200 Zellen entspricht.
Konfigurationen des Stro¨mungslo¨sers
In diesem Abschnitt wird auf die wesentlichsten Einstellungen von TRACE, die einer Erkla¨rung
bedu¨rfen, eingegangen. Eine vollsta¨ndige und detaillierte Auflistung ist im Anhang D zu finden.
Die instationa¨ren Simulationen mit Zeitbereichsverfahren sind mit stationa¨ren Vorrechnun-
gen initialisiert, die ein Konvergenzlevel von L1 ≈ 4 · 10−5 aufweisen.
Da die Simulationen im Zeitbereich als Referenz fu¨r folgende Berechnungen mit Harmonic Balance
dienen sollen, findet ein Zeitbereichsverfahren mit hoher Genauigkeitsordnung Anwendung:
Implizites Runge-Kutta-Verfahren, 3. Ordnung. Die Vorgabe des Zeitschrittes dafu¨r ist in TRACE
aufgrund der hauptsa¨chlichen Anwendung bei Turbomaschinen speziell. U¨ber die Angabe einer
Frequenz und einer Anzahl an Zeitschritten pro Periode dieser Frequenz werden die Zeitschritte
definiert.
Es ist daher sinnvoll das empirische Modell von Fey (3.3) zu nutzen, um die Ablo¨sefrequenz des
Zylinders in Abha¨ngigkeit von Re abzuscha¨tzen und als Eingabe zu nutzen. In allen betrachteten
Fa¨llen wird eine konstante Anzahl von Zeitschritten benutzt: 128, womit die 6. Harmonische nach
Nyquist mit vier Abtastpunkten ausreichend dargestellt werden kann.
Bei instationa¨ren Simulationen bietet sich fu¨r den iterativen Lo¨ser ein variables Abbruch-
kriterium an, damit pro physikalischem Zeitschritt effizient die notwendige Anzahl an Iterationen
benutzt wird. Aus diesem Grund ist die maximale Anzahl an Lo¨serschritten ausreichend groß
gewa¨hlt und ein Abbruchkriterium von L1 = 10
−6 vorgegeben. In diesem Kontext kann noch die
CFL2-Zahl, welche die Schrittweite einer Iteration festlegt, mit CFL = 50 angegeben werden.
Abschließend sei darauf hingewiesen, dass im betrachteten Re-Bereich keine Turbulenz zu erwarten
ist, deshalb werden keine Modelle zur Turbulenzmodellierung benutzt.
2Courant-Friedrichs-Lewy
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3.2.2. Verifikation
Es wurde bereits erwa¨hnt, dass es notwendig ist die Glaubwu¨rdigkeit der Simulationsergebnisse mit
dem Zeitbereichsverfahren darzulegen. Im Zuge dessen werden zuerst repra¨sentative Zielparameter
definiert, die anschließend in Verifikation und Validierung benutzt werden.
Zielparameter
Um die Gu¨te einer Simulation zu bewerten, ist es hilfreich physikalische Gro¨ßen zu betrachten. In
dieser Arbeit konzentrieren sich die Auswertungen auf den Auftriebsbeiwert (cL). Zusammengesetzt
ist dieser Wert aus der senkrecht zur Anstro¨mung stehenden Auftriebskraft (FL), der projizierten
Fla¨che (Ap) und dem Staudruck (ρ∞u2∞/2).
cL =
FL
ρ∞
2 u
2∞ Ap
(3.5)
Im weiteren Verlauf ist das Zeitsignal des Auftriebsbeiwerts fu¨r eine Simulation mit Re = 100
dargestellt (siehe Abb. 3.4). Das Signal zeigt nach einer transienten Startphase fu¨r t & 2,5·10−5 s ein
eingeschwungenes Verhalten, wie es fu¨r eine Ka´rma´nsche Wirbelstraße zu erwarten ist. Ausgehend
von einer Periodizita¨t des Signals liegt es nahe, das Signal mit einer Frequenz und der Amplitude
zu definieren. Da die Amplitude des Signals allerdings kleinen Schwankungen unterzogen ist, wird
auf den RMS3 des Signals zuru¨ckgegriffen.
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Abb. 3.4.: Zeitschrieb des Auftriebsbeiwerts am Zylinder bei Re = 100 (links) und das entsprechende Frequenz-
spektrum des eingeschwungenen Signals (rechts).
Zur Ermittlung der Frequenzen des Signals wird fu¨r den eingschwungenen Teil eine DFT durch-
gefu¨hrt. Hierbei wird eine Signalla¨nge von ca. der 50-fachen Periodenla¨nge der Ablo¨sefrequenz
betrachtet, um eine ausreichende Auflo¨sung im Frequenzbereich zu gewa¨hrleisten. Außerdem
ist der spektrale Leckeffekt durch die Ku¨rzung des Signals auf ein Vielfaches der Periodenla¨nge
3engl. Root Mean Square
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minimiert. Mit dem Betrag des Fourier-Koeffizienten des Auftriebsbeiwerts (|cˆL|) ergibt sich dann
das Spektrum (siehe Abb. 3.4).
Aus der spektralen Darstellung des Signals erkennt man den periodischen Charakter. Die Beitra¨ge
von |cˆL| liegen zu diskreten Frequenzen vor, welche ganzzahlige Vielfache voneinander sind.
Dabei la¨sst sich die k-te Harmonische (fk) in Abha¨ngigkeit von der Fundamentalfrequenz (f1)
definieren: fk = k f1 mit k ∈ Z. Es sei darauf hingewiesen, dass die dominante 1. Harmonische
bzw. Fundamentalfrequenz der Ablo¨sefrequenz des Zylinders entspricht.
Somit hat man mit der Ablo¨sefrequenz (f1) und dem RMS des Auftriebsbeiwerts (cL,RMS)
zwei Parameter, um das periodische Ablo¨severhalten am Zylinder zu charakterisieren.
Diskretisierungsfehler
Bei den Simulationen im Zeitbereich unterscheidet man zwischen einem Fehler aufgrund der
ra¨umlichen und zeitlichen Diskretisierung. Um diese Fehler zu analysieren, wird im Folgenden
exemplarisch das Setup bei Re = 100 betrachtet.
Fu¨r die Darstellung des ra¨umlichen Diskretisierungsfehlers wird ausgehend von dem zuvor
beschrieben Rechennetz mit 51200 Zellen, sukzessive die Anzahl der Zellen um 25% der ur-
spru¨nglichen Anzahl verringert bzw. erho¨ht und anschließend der Auftriebsbeiwert ausgewertet.
Trotz einer Reduzierung der Zellanzahl, wird y+ < 1 in allen Rechennetzen gewa¨hrleistet. Dadurch
sollen Ungenauigkeiten aus dem Wandmodell vermieden werden, um mo¨glichst unverfa¨lscht den
ra¨umlichen Diskretisierungsfehler auszuwerten.
Zum Aufzeigen des zeitlichen Diskretisierungsfehlers wird die Anzahl der Zeitschritte pro Periode
um den Faktor 2 vera¨ndert. Aufgrund der gleichbleibenden Frequenz bzw. Periode entspricht dieses
Vorgehen der Halbierung bzw. Verdopplung des Zeitschrittes zwischen zwei Diskretisierungsleveln.
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Abb. 3.5.: Auftriebsbeiwert als repra¨sentativer Parameter fu¨r die Lo¨sungsqualita¨t bei unterschiedlichen ra¨umlichen
und zeitlichen Diskretisierungsleveln.
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Die Ergebnisse des beschriebenen Vorgehens sind in Abbildung 3.5 aufgetragen. In Raum und
Zeit erha¨lt man fu¨r kleinere Schrittweiten, d.h. mehr Zellen bzw. mehr Zeitschritte pro Periode,
eine asymptotische Anna¨herung des Auftriebsbeiwertes an einen Grenzwert, d.h. der Diskretisie-
rungsfehler nimmt ab.
Da man einen Kompromiss zwischen Genauigkeit und Rechenaufwand finden muss, wird
festgelegt, dass fu¨r den Fall mit 51200 Zellen (100%) und 128 Zeitschritten (100%) pro Periode
die Genauigkeit der Lo¨sung ausreichend ist. Folglich werden diese Diskretisierungslevel bei den
nachfolgenden Untersuchungen verwendet.
Iterative Konvergenz
Die Lo¨sungsqualita¨t sowie der Rechenaufwand sind direkt an das Residuum gekoppelt. Deshalb
werden in diesem Abschnitt unterschiedliche Residuen bezu¨glich ihres Einflusses auf den Auf-
triebsbeiwert betrachtet.
Aus Abbildung 3.6 ist zu erkennen, dass sich mit fallendem Residuum der Auftrieb ei-
nem Grenzwert anna¨hert. Allerdings handelt es sich nicht wie zuvor um eine asymptotische
Anna¨herung. Geht man davon aus, dass der Wert fu¨r ein L1-Residuum von 10
−7 nahezu der
optimale Wert ist, ergibt sich aus dem Verlauf, dass die Abweichungen zu diesem Wert mit
fallendem Residuum ebenfalls sinken.
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Abb. 3.6.: Einfluss des iterativen Abbruchkriteriums (L1-Residuum) auf die Genauigkeit (links) und die Rechenzeit
(rechts).
Der Genauigkeit gegenu¨ber steht der Aufwand. Dafu¨r entha¨lt die Abbildung den relativen
Aufwand bezu¨glich der beno¨tigten Rechenzeit fu¨r ein L1-Residuum von 10
−4. Dabei sei darauf
aufmerksam gemacht, dass es mit dem Setup nicht mo¨glich ist, das Level von 10−7 zu erreichen, da
das Lo¨sungsverfahren die maximale Anzahl an Iterationen vorher erreicht. Aus diesem Grund ist
der Anstieg der Rechenzeit von 10−6 auf 10−7 geringer als es der Trend des Graphen vermuten la¨sst.
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Mit fallendem Level werden die Berechnungen zeitintensiver. Erneut geht man einen Kom-
promiss zwischen Genauigkeit und Aufwand ein, indem man die Ergebnisse fu¨r ein L1-Residuum
von 10−6 als ausreichend genau definiert.
Rundungsfehler
Der Effekt einer limitierten Darstellungsgenauigkeit von Zahlen wird als Rundungsfehler bezeich-
net. TRACE bietet die Mo¨glichkeit Stro¨mungsgro¨ßen als eine Gleitkommazahl mit 32 Bit (engl.
single) oder mit 64 Bit (engl. double) zu behandeln. Exemplarische Rechnungen bei Re = 100
zeigen keinen Einfluss auf die gewa¨hlte Darstellungsgenauigkeit des Auftriebsbeiwertes mit drei
Nachkommastellen. Folglich ist es legitim, den Speicheraufwand zu reduzieren und mit dem Da-
tentyp
”
single“ zu rechnen.
3.2.3. Validierung
Nachdem die Simulationsergebnisse verifiziert sind, soll nun hier durch den Vergleich mit anderen
wissenschaftlichen Arbeiten gepru¨ft werden, ob die stro¨mungsmechanischen Vorga¨nge korrekt
wiedergegeben werden.
Fu¨r den Vergleich der Ablo¨sefrequenz des Zylinders werden die experimentellen Daten von
Williamson, [45], und die Simulationsergebnisse von Kociok, [21], benutzt. In Abbildung 3.7
sind die dimensionslosen Ablo¨sefrequenzen (Sr) fu¨r die einzelnen Simulationen im Bereich von
70 < Re < 180 aufgetragen. Zur Entdimensionalisierung dieser Daten sei auf Tabelle 3.1 verwiesen.
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Abb. 3.7.: Vergleich der berechneten dimensionslosen Ablo¨sefrequenz (Sr) mit den Ergebnissen von Williamson und
Kociok (links) und Gegenu¨berstellung des simulierten Auftriebsbeiwerts mit den Daten von Norberg und
Kociok (rechts).
Qualitativ liegen die im Rahmen dieser Arbeit berechneten Frequenzen (bezeichnet mit: TRACE)
u¨ber alle betrachteten Re nahe an den experimentellen Daten. Dem gegenu¨ber stehen deutliche
Abweichungen beim Vergleich mit den Strouhal-Zahlen von Kociok.
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Um die Unterschiede zu quantifizieren, sind die relativen Abweichungen zum Experiment als
Minimal- und Maximalwert (∆min und ∆max) in der Tabelle 3.2 angegeben. Daru¨ber hinaus ist
die Reynolds-Zahl des entsprechenden Vergleichs aufgefu¨hrt.
Bezu¨glich des Auftriebsbeiwerts werden die Daten aus der Vero¨ffentlichung von Norberg,
[26], verwendet (siehe Abb. 3.7). Visuell sind speziell die Ergebnisse bei niedrigen Reynolds-Zahlen
fast deckungsgleich mit dem Auftrieb von Norberg, wohingegen fu¨r steigende Re die Abweichungen
anwachsen. Es ist anzumerken, dass fu¨r beide Datensa¨tze ein linearer Zusammenhang zu erkennen
ist.
Die Ergebnisse von Kociok weisen ebenfalls eine gute U¨bereinstimmung mit Norberg auf. Aller-
dings ist ein linearer Zusammenhang nicht zu erkennen. Zieht man die relativen Abweichungen
zu den Auftriebsbeiwerten von Norberg aus Tabelle 3.2 hinzu, erha¨lt man sowohl die gro¨ßten als
auch die kleinsten Unterschiede bei Kociok.
Tab. 3.2.: Auflistung der minimalen und maximalen Relativabweichungen. Bei der Frequenz in Bezug auf die Daten
von Williamson und fu¨r den Auftriebsbeiwert bezogen auf die Daten von Norberg.
Frequenz Auftriebsbeiwert
TRACE Kociok TRACE Kociok
∆min in [%] 1,1 15,6 0,9 0,5
bei Re in [−] 100 110 75 90
∆max in [%] 4,2 19,9 6,2 11,7
bei Re in [−] 75 70 175 110
Diskussion der Validierung
Um eine Erkla¨rung fu¨r die großen Frequenzabweichungen von Kociok aufzuzeigen, ist es vorteil-
haft, dass seine wissenschaftliche Arbeit ebenfalls wie diese Arbeit am Institut fu¨r Antriebstechnik
des DLRs unter Zuhilfenahme von TRACE erstellt wurde. Somit ko¨nnen die numerischen Setups
direkt verglichen werden.
Es ist auffa¨llig, dass die Simulationen von Kociok bei Mach-Zahlen in einer Gro¨ßenordnung
von 10−2 durchgefu¨hrt wurden, wa¨hrend in dieser Arbeit der Wert um eine Gro¨ßenordnung
daru¨ber liegt. Wie bereits in Abschnitt 3.2.1 erwa¨hnt, haben kompressible Stro¨mungslo¨ser mit
sinkender Mach-Zahl zum einen Konvergenzprobleme und zum anderen sinkt die Qualita¨t der
Stro¨mungslo¨sung. Anhand des Vergleichs der Stro¨mungsbilder aus dieser Arbeit bei Re = 100 und
einer wiederholten Simulation des entsprechenden Setups von Kociok wird der schadhafte Einfluss
der niedrigen Mach-Zahl ersichtlich (siehe Abb. 3.8).
In der Abbildung ist die Wirbelsta¨rke zur Identifizierung von Wirbeln dargestellt. Diese Gro¨ße ist
als die Rotation des Geschwindigkeitsfelds definiert. Da in der 2D-Betrachtung des Zylinders dieses
Feld sich auf eine x- und eine z-Komponente reduziert, ergibt sich die Wirbelsta¨rke als Skalar (ω).
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ω = rot(u) =
∂u
∂z
− ∂w
∂x
(3.6)
Zusa¨tzlich zur Wirbelsta¨rke sind in der Abbildung Stromlinien aufgefu¨hrt, da aufgrund des un-
terschiedlichen Wertebereichs von ω ein direkter Vergleich zu fehlerhaften Interpretationen fu¨hren
kann.
Abb. 3.8.: Darstellung der Ka´rma´nschen Wirbelstraße bei Re = 100 mithilfe der Wirbelsta¨rke und Stromlinien fu¨r
die Simulationen aus dieser Arbeit (oben) und die Ergebnisse von Kociok (unten)
Das Stro¨mungsbild zeigt, dass bei Kocioks Simulation die Kru¨mmung der Stromlinien im Nachlauf
na¨her am Zylinder nachlassen. Unter Einbeziehung der Wirbelsta¨rke ergibt sich, dass bei Kociok
die Wirbel bereits nahe am Zylinder geda¨mpft werden, sodass sich die Wirbelstraße nicht
vollsta¨ndig entwickeln kann, was zu einer reduzierten Ablo¨sefrequenz fu¨hrt.
Durch eine Modifikation des in dieser Arbeit verwendeten numerischen Setups hin zur gleichen
Mach-Zahl, die von Kociok verwendet wurde, kann ein a¨hnlich schadhafter Effekt nachgewiesen
werden. Bei Re = 100 und Ma = 0,02 stellt sich eine Strouhal-Zahl von 0,98 ein. Somit ist der
Trend zu unterscha¨tzen Ablo¨sefrequenz im Kontext von niedrigen Stro¨mungsgeschwindigkeiten
nachgewiesen.
Ein weiterer Aspekt in der Diskussion der Ergebnisse sind die Abweichungen in den
Ablo¨sefrequenzen der Simulationen dieser Arbeit und den Experimenten von Williamson.
Eine Fehlerquelle dafu¨r ist, dass keine Macha¨hnlichkeit vorliegt.
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Im Experiment ergeben sich fu¨r ISA-Standardbedingungen Mach-Zahlen in der Gro¨ßenordnung
von 10−3, wohingegen die Simulationen im Bereich von 10−1 sind.
Den Einfluss der Mach-Zahl auf die Ablo¨sefrequenz des laminar umstro¨mten Zylinders zeigt Canuto
in seiner Vero¨ffentlichung, [6]. Die relevanten Ergebnisse sind in Abbildung 3.9 zusammengefasst.
Es ist fu¨r die betrachteten Reynoldszahlen (50, 75 und 100) der Trend zu erkennen, dass die
Strouhal-Zahl mit steigender Mach-Zahl fa¨llt, was eine Erkla¨rung fu¨r die niedrigeren in dieser
Arbeit berechneten Frequenzen im Vergleich zu den Daten von Williamson ist. Allerdings lassen
sich die Abweichungen damit nicht vollsta¨ndig darlegen, da die Frequenzen (TRACE) immer noch
unterhalb den korrigierten Werten von Canuto liegen.
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Abb. 3.9.: Einfluss der Mach-Zahl auf die Strouhal-Zahl bei der laminaren Umstro¨mung eines Zylinders (reprodu-
ziert nach Canuto, [6]).
Eine weitere mo¨gliche Fehlerquelle ko¨nnte in der Extraktion der Frequenz aus dem Spektrum,
welches mittels DFT erstellt wird, liegen. Der spektrale Leckeffekt und die diskrete Frequenz-
darstellung, ko¨nnen hier zu Ungenauigkeiten fu¨hren. Allerdings kann damit nicht der Trend
erkla¨rt werden, dass die hier berechneten Frequenzen kontinuierlich unterhalb den experimentellen
Vergleichswerten liegen. Deshalb wird vermute, dass der letzte Beitrag zu den Abweichungen aus
numerischen Ungenauigkeiten kommt.
Abschließend wird kurz auf die Diskrepanz bezu¨glich der Auftriebsbeiwerte eingegangen. Es
ist erstaunlich, dass trotz der erho¨hten Abweichungen bei der Ablo¨sefrequenz die Daten von
Kociok nahe an den Daten von Norberg liegen. Hingegen la¨sst sich der Trend, dass die Differenz
zwischen dem Auftriebsbeiwert aus dieser Arbeit und den Daten von Norberg mit steigender
Reynolds-Zahl wa¨chst, mit Turbulenz erkla¨ren. Fu¨r Re = 200 findet der laminar-turbulente
Umschlag im Nachlauf des Zylinders statt. Es liegt somit nahe, dass bereits bei niedrigeren
Reynolds-Zahlen dreidimensionale turbulente Effekte eintreten, die mit einer 2D Simulation
ohne Turbulenzmodellierung nicht abgebildet werden ko¨nnen und deshalb einen zu großen
Auftriebsbeiwert liefern.
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3.3. Untersuchung von Harmonic Balance
Das Ziel in diesem Abschnitt ist es, die zuvor formulierte Leitfrage dieser Arbeit (vgl. Abs. 1)
fu¨r den Zylinder zu beantworten. Die Methodik dafu¨r sieht es vor, die verifizierten und validierten
Ergebnisse aus Zeitbereichsverfahren mit unterschiedlichen Konfigurationen von Harmonic Balance
zu vergleichen. Dabei stellen die Daten aus Simulationen im Zeitbereich den Richtwert dar, da es
nach Ashcroft, [3], in Anwendungsfa¨llen der Anspruch von Harmonic Balance ist, die Genauigkeit
von zeitlich hoch aufgelo¨sten Zeitbereichsverfahren zu erreichen.
Bei den Untersuchungen von Harmonic Balance werden die Vergleiche fu¨r eine Zylinderumstro¨mung
bei Re = 100 angestellt, da hierfu¨r bezu¨glich der Ablo¨sefrequenz die beste U¨bereinstimmung mit
den experimentellen Daten vorliegt.
3.3.1. Numerisches Setup mit Harmonic Balance
In Bezug auf die allgemeine Prozesskette mit TRACE (siehe Abs. 2.6) mu¨ssen vor dem Start einer
Simulation die Netzgenerierung sowie die Konfigurationen behandelt werden. Die Vernetzung
sowie die ra¨umlichen Verfahren ko¨nnen aus der vorigen Simulation (vgl. Abs. 3.2.1) u¨bernommen
werden. Allerdings werden bezu¨glich Harmonic Balance einige A¨nderungen beno¨tigt.
Der Theorie der Frequenzbereichsmethode zufolge (vgl. Abs. 2.5.2) wird fu¨r die Diskretisierung
des Frequenzbereichs die Fundamentalfrequenz (f1) des zu erwartenden periodischen Pha¨nomens
sowie eine Auswahl von Harmonischen beno¨tigt. Die Auswahl kann mit dem Parameter k ∈ Z
getroffen werden, wobei fk = k f1 eine beliebige Harmonische kennzeichnet. Die Gesamtheit
aller betrachteter Frequenzen wird als harmonisches Set bezeichnet. Es sei vermerkt, dass die
0. Harmonische (k = 0) enthalten sein sollte, da ansonsten die zeitgemittelte Stro¨mungslo¨sung
exkludiert wird.
Es ist notwendig eine Anzhal von Abtastpunkte fu¨r das Zeitsignal vorzugeben, da zur Be-
rechnung des Residuums die Methode nach McMullen (vgl. Abb. 2.5.2) zum Einsatz kommt und
daher die Lo¨sung mithilfe einer iDFT im Zeitbereich rekonstruiert werden muss. Dafu¨r wird in
allen Simulationen die Periodendauer zur ho¨chste auftretende Frequenz fu¨nfmal abgetastet.
Des Weiteren beno¨tigt das Verfahren eine Initialisierung. Wenn im weiteren Verlauf der
Arbeit keine na¨heren Angaben gemacht werden, wird ein Stro¨mungsfeld mit konstanten Werten
genutzt. Mit dem Ziel eines homogenen Stro¨mungsfelds entsprechen diese Werte den Fernfeld-
randbedingungen bei einer ISA-Standardatmospha¨re. Aus den Anfangswerten des Stro¨mungsfelds
berechnet TRACE die Fourier-Koeffizienten der Zusta¨nde der 0. Harmonischen (qˆ
k=0
), wa¨hrend
die verbleibenden Harmonischen mit Nullen initialisiert werden. Den initialen Vektor aller
Zusta¨nde von allen Harmonischen erha¨lt man dann zu:
qˆ =

qˆ
k=0
0
...
0
 . (3.7)
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Da analog zum Zeitbereichsverfahren ein implizites Gleichungssystem gelo¨st wird, werden Pa-
rameter fu¨r das Lo¨sungsverfahren beno¨tigt. Im Gegensatz zum Zeitbereichsverfahren wird hier
der iterative Lo¨ser bis zum Erreichen einer maximalen Schrittanzahl von 15000 betrieben. Dabei
ko¨nnen konvergente Residuenverla¨ufe fu¨r CFL = 10 erreicht werden. Im Anhang D findet sich
eine detaillierte Auflistung des numerischen Setups.
3.3.2. Einfluss einer Unsicherheit bei der Fundamentalfrequenz
Der Erfolg von Harmonic Balance ha¨ngt stark von der Frequenzdiskretisierung ab. Maßgebend ist
diese Diskretisierung von der Wahl der Fundamentalfrequenz abha¨ngig. Es gilt deshalb in diesem
Abschnitt zu kla¨ren in wieweit die initiale Fundamentalfrequenz von Harmonic Balance mit der
physikalischen Frequenz u¨bereinstimmen muss, um ein konvergierendes Verfahren zu erhalten
und welche Auswirkungen bezu¨glich der Lo¨sungsqualita¨t zu erwarten sind. Außerdem wird eine
Methode zur Erho¨hung der Lo¨sungsqualita¨t bei Unsicherheiten in der Fundamentalfrequenz
vorgestellt.
In dieser Arbeit liegen zwar die Ablo¨sefrequenzen aus Zeitbereichsverfahren vor, allerdings
ist die Berechnung der physikalischen Fundamentalfrequenz u¨ber eine Zeitbereichssimulation
unsinnig, da dadurch die Motivation fu¨r das Verfahren, Rechenzeit einzusparen, verloren geht.
Aus diesem Grund wird zuerst ein empirisches Modell zur Abscha¨tzung der Frequenz benutzt.
Anschließend wird von dem Fall ausgegangen, dass kein empirisches Modell vorliegt, d.h. es
werden ku¨nstliche breitgefa¨cherte Abweichungen betrachtet.
3.3.2.1. Modellvorhersage
Eine Abscha¨tzung fu¨r die dimensionslose Ablo¨sefrequenz bei Re = 100 fu¨r das Harmonic Balance
Verfahren erha¨lt man aus dem Modell von Fey (3.3). Durch die Entdimensionalisierung der
Strouhal-Zahl mit D = 2 · 10−5m und u∞ = 73,22m/s ergibt sich dann die Fundamentalfrequenz
zu: f1 = 603479Hz. In den Simulationen dieses Abschnitts werden vier Harmonische beru¨cksichtigt,
d.h. das Set entspricht {f0, f1, f2, f3}.
Im Rahmen der Untersuchung wird zuerst ein repra¨sentativer Konvergenzverlauf der Fre-
quenzbereichsmethode erla¨utert, anschließend wird ein qualitativer Vergleich des berechneten
Stro¨mungsfelds mit A¨quivalent aus dem Zeitbereich angestellt und abschließend quantitativ der
Auftriebsbeiwert mit dem Ergebnis aus dem Zeitbereichsverfahren gegenu¨bergestellt.
Konvergenzverhalten
Im Graphen der Abbildung 3.10 ist das L1-Residuum der betrachteten Harmonischen zu einzelnen
Iterationsschritten des impliziten Lo¨sers aufgetragen. Vorab la¨sst sich festhalten, dass alle Harmo-
nischen einen Zustand erreichen, in dem keine A¨nderungen im Residuum auftreten, was hier als
Konvergenz bezeichnet wird.
Bevor der Verlauf na¨her beschrieben wird, ist es hilfreich u¨ber die Lo¨serschritte Intervalle zu defi-
nieren. Der Initialbereich (I) erstreckt sich von 0 − 500, die Anregungsphase (II) von 500 − 4500
und die Konvergenzphase (III) von 4500− 15000.
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Im Initialbereich fa¨llt auf, dass sich das Residuum der zeitgemittelten Lo¨sung zu Beginn des iterati-
ven Lo¨sungsverfahrens ca. vier Gro¨ßenordnungen oberhalb der Residuen der ho¨heren Harmonischen
(fk>0) befindet. Bis zum Ende des Bereichs ist ein steiles Abfallen von f0 zu verzeichnen, wa¨hrend
die Residuen der ho¨heren Harmonischen ein geda¨mpftes oszillierendes Verhalten aufzeigen.
Der darauffolgende Bereich (II) zeigt fu¨r die 0. Harmonische nach einem kurzen Anstieg zu Beginn
einen monoton-fallenden Verlauf auf. Im Vergleich zu den Bereichen I und III ist hier die Steigung
von f0 am geringsten. Wa¨hrend die 0. Harmonische fa¨llt, wird zuerst f1 angeregt, sodass das Resi-
duum bis zu einem Maximum am Ende des Bereichs ansteigt, wa¨hrend versetzt dazu das Gleiche
erst fu¨r f2 und dann fu¨r f3 zu beobachten ist.
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Abb. 3.10.: L1-Residuenverlauf bei einer Simulation der Zylinderumstro¨mung mit Harmonic Balance bei der em-
pirisch ermittelten Fundamentalfrequenz.
In der Konvergenzphase ist ein monotones Fallen der Residuen aller Harmonischer zu betrachteten,
wobei f0 im Vergleich zum vorigen Bereich eine erho¨hte Steigung aufweist und verglichen mit den
anderen Harmonischen das niedrigste Residuum bei ca. 10000 erreicht. Ausgehend vom Maximum,
fallen die Residuen von f1, f2 und f3 bis zum Erreichen des konvergierten Zustandes bei ca.
10000. Die finalen Residuenlevel sind absteigenden nach der Reihenfolge ihrer Anregung geordnet,
wobei das Level bei f0 am niedrigsten ist. Es ist auffa¨llig, dass das Residuum der dominanten
Harmonischen (f1) (vgl. Spektrum in Abb. 3.12) den gro¨ßten Wert fu¨r das L1-Residuum aufweist.
Aus den beschriebenen Verla¨ufen geht eine Kopplung zwischen dem Residuum der 0. Har-
monischen und der ho¨heren Harmonischen hervor. Ausgehend von der Theorie (vgl. Abs. 2.5.2)
werden fu¨r jede Harmonische voneinander getrennte Systeme berechnet, allerdings sind die
Koeffizienten der unterschiedlichen Harmonischen u¨ber die nichtlinearen Terme des Residuums
gekoppelt, was im Anhang C anhand der Burgers-Gleichungen verdeutlicht wird. Dadurch wird
versta¨ndlich, dass die zu Null initialisierten Beitra¨ge der ho¨heren Harmonischen mit fortschrei-
tenden Iterationen durch die Beitra¨ge von f0 angeregt werden, sodass die Lo¨sung instationa¨r
wird.
43
3. Laminare Umstro¨mung eines Zylinders
Qualitativer Vergleich
Fu¨r eine konvergierte Lo¨sung wird in Abbildung 3.11 das Stro¨mungsfeld im Nachlauf des Zylinders
durch die Wirbelsta¨rke dargestellt. Außerdem ist zusa¨tzlich zu den Daten von Harmonic Balance
das A¨quivalent aus den Simulationen im Zeitbereich gegeben. Der visuelle Vergleich ergibt eine gute
U¨bereinstimmung der beiden Stro¨mungsfelder. Zum einen a¨hnelt sich die ra¨umliche Struktur der
Wirbel und zum anderen la¨sst die Farbgebung der Wirbelsta¨rke auf vergleichbare Werte schließen.
Abb. 3.11.: Visualisierung der Wirbelstraße im Nachlauf des Zylinders aus Harmonic Balance mit einer empirischen
Fundamentalfrequenz (oben) und aus dem Zeitbereichsverfahren (unten).
Es sei darauf verwiesen, dass die Abbildungen nicht exakt denselben Zeitpunkt darstellen, weshalb
aufgrund dieser Diskrepanz Abweichungen im Stro¨mungsfeld vorhanden sein ko¨nnen. Da allerdings
diese Daten lediglich fu¨r einen qualitativen Vergleich herangezogen werden, sind diese Abweichun-
gen akzeptabel.
Kra¨fteberechnung im Frequenzbereich
Im weiteren Verlauf der Untersuchungen werden quantitative Vergleiche mit dem Auftriebsbeiwert
aus den Zeitbereichsberechnungen durchgefu¨hrt. Außerdem werden die Spektren dieses Werts ge-
genu¨bergestellt. Dafu¨r werden im Rahmen dieser Arbeit eigenes erstellte Skripte genutzt, da in
POST die Funktionalita¨t diese Werte aus den Fourier-Koeffizienten einer Harmonic Balance Si-
mulation zu berechnen nicht vorhanden ist. Aus Gru¨nden der Nachvollziehbarkeit soll deshalb auf
die Berechnung des Auftriebsbeiwerts im Zeit- und Frequenzbereich eingegangen werden.
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Das Vorgehen in diesem Zusammenhang ist analog zur Berechnung der Fourier-Koeffizienten des
Residuums nach McMullen (vgl. Abb. 2.7).
Am Ende einer Simulation mit Harmonic Balance liegen die Zusta¨nde im Frequenzbereich
vor (qˆk). Mittels einer iDFT (F−1) werden die Zusta¨nde im Zeitbereich rekonstruiert, dann das
Zeitsignal des Auftriebsbeiwertes berechnet und schließlich mit einer DFT (F) das Spektrum des
Auftriebsbeiwerts ausgewertet.
(cˆL)k = F{cL(F−1{qˆk})} (3.8)
Fu¨r einen detaillierten Einblick in das Vorgehen wird davon ausgegangen, dass die Stro¨mungslo¨sung
bereits mittels einer iDFT rekonstruiert im Zeitbereich vorliegt (qn = F−1{qˆk}). Hierbei kenn-
zeichnet der Superskript
”
n“ die Zugeho¨rigkeit zu einem diskreten Zeitpunkt.
Zu Beginn ist festzustellen, dass die Zeitabha¨ngigkeit des Auftriebsbeiwerts durch die Auftriebs-
kraft gegeben ist, da der Staudruck (ρ∞2 u
2∞) und die projizierte Fla¨che (Ap) Konstanten sind. Aus
diesem Grund ist es hier ausreichend auf die Kra¨fteberechnung einzugehen.
Grundsa¨tzlich setzen sich die auf einen Ko¨rper wirkenden Kra¨fte in einer reibungsbehafte-
ten Stro¨mung aus Druck- und Reibungskraft zusammen. Folglich wird der Druck (pni ) und die
Wandschubspannung ((τw)
n
i ) eines jeden Fla¨chenelements (Ai) des Zylinders zu den rekonstruier-
ten Zeitpunkten beno¨tigt.
Bei Druck und bei Wandschubspannung handelt es sich um Skalare, wohingegen Kra¨fte eine
Orientierung haben. Deshalb wird die Druckkraft mit dem Normalenvektor senkrecht zu jeder
Fla¨che gerichtet. Wa¨hrend die aus der Reibung resultierende Kraft ihre Ausrichtung durch den
tangential zu jeder Fla¨che stehenden und normierten Geschwindigkeitsvektor erha¨lt. Um den
gesamten auf den Ko¨rper wirkenden Auftrieb zu einem diskreten Zeitpunkt zu erhalten, mu¨ssen
die Teilkra¨fte u¨ber alle Fla¨chen (I) des Ko¨rpers summiert werden. Es sei darauf verwiesen,
dass im betrachteten Fall der Auftrieb in z-Richtung orientiert ist, deswegen ist es ausreichend
jeweils die z-Komponente des Normalenvektors (nz) und des tangentialen Einheitsvektors der
Geschwindigkeit (tz) zu beru¨cksichtigen.
FnL =
I∑
i=1
(p nz A)
n
i + (τw tz A)
n
i (3.9)
Durch die Normierung der Auftriebskraft FnL mit Staudruck und projizierten Fla¨chen ergibt sich
schließlich der zeitliche Verlauf des Auftriebsbeiwerts (cL). Wie zuvor in Gleichung (3.8) aufgefu¨hrt,
erha¨lt man schließlich mit einer DFT die Fourier-Koeffizienten des Auftriebsbeiwerts ((cˆL)k).
45
3. Laminare Umstro¨mung eines Zylinders
Quantitativer Vergleich
Mit der zuvor beschriebenen Methodik erha¨lt man aus der Simulation mit HB4 das Zeitsignal des
Auftriebsbeiwerts am Zylinder (siehe Abb. 3.12). Fu¨r einen Abgleich sind zusa¨tzlich die Daten aus
der Berechnung im Zeitbereich aufgefu¨hrt und das gewa¨hlte Zeitintervall ist repra¨sentativ fu¨r den
eingeschwungenen Zustand der laminaren Ka´rma´nschen Wirbelstraße des Zylinders.
Aus dem Verlauf wird ersichtlich, dass die Amplitude der Simulation im Zeitbereich gro¨ßer ist als
das A¨quivalent aus Harmonic Balance. Die absoluten Werte dazu liegen in Tabelle 3.3 in Form des
RMS-Wertes vor. Zwischen den beiden Verfahren betra¨gt die prozentuale Abweichung 1,7%.
Zieht man in Betracht, dass der Auftriebsbeiwert zum Zeitpunkt t = 0 beim selben Wert startet,
ergibt sich fu¨r das Ende des Zeitsignals eine Verschiebung. Daraus folgt, dass die Periodenla¨nge bei
Harmonic Balance kleiner ist und somit der Auftriebsbeiwert mit einer ho¨heren Frequenz schwingt.
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Abb. 3.12.: Zeitsignal (links) und Spektrum (rechts) des Auftriebsbeiwerts am Zylinder fu¨r eine Simulation im
Zeit- und Frequenzbereich.
Fu¨r einen Frequenzvergleich bietet sich eine spektrale Analyse des Zeitsignals an (siehe Abb.
3.12). Dafu¨r ist der Betrag des Fourier-Koeffizienten des Auftriebsbeiwerts u¨ber den Frequenzen
aufgetragen.
Im dargestellten Bereich weisen beide Verfahren vier diskrete Maxima auf. Anhand der
Verschiebung der Signalspitzen zwischen den beiden Verfahren ist die bereits festgestellte Fre-
quenzabweichung besta¨tigt.
Aus der quantitativen Darstellung des Spektrums in der Tabelle 3.3 geht hervor, dass die
Frequenz der dominanten ersten Harmonischen bei HB mit der Frequenz, mit der das Verfahren
aufgesetzt wird, u¨bereinstimmt. Aus dem Vergleich mit dem entsprechenden Wert aus der
Zeitbereichssimulation ergibt sich, dass Harmonic Balance mit einer um 1,9% gro¨ßeren Fundamen-
talfrequenz aufgesetzt ist. Der Graph des Spektrums zeigt daru¨ber hinaus, dass die Abweichungen
bei den ho¨heren Harmonischen mit steigender Frequenz anwachsen.
Dazu weisen die Fourier-Koeffizienten der diskreten Signalspitze aus Harmonic Balance mit
4Harmonic Balance
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Ausnahme der dominanten 1. Harmonischen große absolute Abweichungen (|∆%|) relativ zum
Zeitbereichsverfahren auf. Da allerdings der rekonstruierte Auftriebsbeiwert mit 1,7% eine
vergleichsweise geringe Abweichung hat, ist der Einfluss dieser Abweichungen auf das Zeitsignal
gering. Der vernachla¨ssigbare Einfluss begru¨ndet sich durch die Werte dieser Koeffizienten,
die im Vergleich zum dominanten |cˆL|k=1 um mindestens drei Gro¨ßenordnungen kleiner sind.
Der Verlauf des Spektrums aus Harmonic Balance (siehe Abb. 3.12) ist kontinuierlich, was
Tab. 3.3.: RMS und Fourier-Koeffizienten des Auftriebsbeiwerts sowie die dimensionslose Ablo¨sefrequenz aus dem
Zeit- und Frequenzbereichsverfahren.
Zeitbereich Harmonic Balance5 |∆%| in [%]
cL,RMS in [−] 0,237 0,233 1,7
Sr in [−] 0,1618 0,1648 1,9
|cˆL|k=0 in [−] 4,4 · 10−4 3,5 · 10−4 20,5
|cˆL|k=1 in [−] 3,4 · 10−1 3,3 · 10−1 2,9
|cˆL|k=2 in [−] 8,9 · 10−5 8 · 10−5 10,1
|cˆL|k=3 in [−] 6,4 · 10−4 6,7 · 10−4 4,7
allerdings zuna¨chst nicht zur Eingabe eines diskreten harmonischen Sets: {f0, f1, f2, f3} passt.
Allerdings wird im Rahmen der zuvor gezeigten Kra¨fteberechnung das rekonstruierte Zeitsignal
des Auftriebs mittels einer DFT in den Frequenzbereich transformiert. Dabei kann, wie bereits in
den Grundlagen 2.4.1 dargelegt, der spektrale Leckeffekt nicht vollsta¨ndig verhindert werden. Aus
diesem Grund erhalten benachbarte Frequenzen von Signalspitzen einen Beitrag. Diese Beitra¨ge
sind aber verglichen mit den Maxima gering, sodass die Qualita¨t des Signals kaum beeinflusst
wird.
Daru¨ber hinaus kann es aufgrund von nichtlinearer Operationen zur Entstehung von Frequenzen
kommen, die außerhalb des gewa¨hlten harmonischen Sets liegen. Dazu sei wieder auf die Ver-
anschaulichung anhand der Burgersgleichungen im Anhang C verwiesen. Ein Beispiel fu¨r eine
nicht-lineare Operation bei der Kra¨fteberechnung, ist die Bestimmung des tangentialen Einheits-
vektors der Geschwindigkeit. Dafu¨r wird z.B. zur Bestimmung der Geschwindigkeitskomponente
in x-Richtung die Erhaltungsgro¨ße des x-Impulses (ρu) durch die Dichte geteilt.
5Das Verfahren ist mit der empirischen Fundamentalfrequenz aufgesetzt, die in Form der Strouhal-Zahl in der
Tabelle dargestellt ist.
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3.3.2.2. Frequenzsuchstrategie
Fu¨r die in den vorigen Abschnitten gezeigten Simulationsergebnisse ist Harmonic Balance
mit einer Fundamentalfrequenz aufgesetzt, die aus einem empirischen Modell bestimmt wird.
Allerdings zeigt Tabelle 3.3, dass zwischen Modellfrequenz und der Frequenz aus den Ergebnissen
des Zeitbereichsverfahrens eine Differenz von 1,9% liegt. Daher soll hier eine von Spiker, [36],
vorgestellte Strategie zur Auffindung einer passenden Frequenz fu¨r Harmonic Balance demonstriert
werden.
Zuvor soll anhand einer mathematischen U¨berlegung die Grundlage des Verfahrens bespro-
chen werden. Ausgehend davon, dass ω∗ die korrekte Frequenz einer Problemstellung ist und qˆ∗
die richtige Lo¨sung dazu ist, erha¨lt man fu¨r eine Harmonische die idealisierte Formulierung fu¨r
Harmonic Balance aus Gleichung (2.47):
jω∗qˆ∗ + R̂(qˆ∗) = 0. (3.10)
Geht man zusa¨tzlich davon aus, dass eine inkorrekte Frequenz (ω) vorliegt, die genau genug ist,
damit ihre Lo¨sung bzw. Amplitude qˆ eine geringe Abweichung zu qˆ∗ aufweist, d.h. unter Ver-
nachla¨ssigung eines Amplitudenfehlers, erha¨lt man eine weitere Formulierung fu¨r eine fehlerhafte
Frequenz (3.11). Durch Einsetzen von Gleichung (3.10) erkennt man, dass das Verfahren aufgrund
der Frequenzabweichung einen Fehler produziert, daher kann lediglich na¨herungsweise null erreicht
werden.
jωqˆ∗ + R̂(qˆ∗) = j(ω − ω∗)qˆ∗ ≈ 0 (3.11)
Wendet man entsprechend des u¨blichen Vorgehens zur Lo¨sung von Harmonic Balance den Ansatz
fu¨r das Pseudozeitverfahren an, folgt die gewo¨hnliche Differenzialgleichung:
∂qˆ∗
∂τ
+ j(ω − ω∗)qˆ∗ ≈ 0. (3.12)
Schließlich offenbart die analytische Lo¨sung (3.13) dieser Differenzialgleichung, dass die initia-
le Lo¨sung (qˆ∗|τ=0), d.h. die korrekte Lo¨sung, in der Pseudozeit einer dauerhaften Phasenwin-
kela¨nderung unterliegt. Dabei bleibt die Amplitude bzw. der Betrag gleich und fu¨r a¨quidistante
Schrittweiten in der Pseudozeit ergibt sich eine konstante A¨nderungsrate.
qˆ∗(τ) = qˆ∗|τ=0 e−j(ω−ω∗)τ (3.13)
Entsprechend der Annahme, dass die Lo¨sung der fehlerhaften Frequenz nahe an der korrekten Fre-
quenz liegt, sind die getroffenen Aussagen nur fu¨r kleine Residuen bzw. fu¨r konvergierte Verfahren
gu¨ltig.
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Anhand der Simulationsergebnisse dieser Arbeit kann die Gu¨ltigkeit der theoretischen U¨berlegung
dargelegt werden.
Vorab sei wiederholt, dass es sich bei der empirische ermittelten Frequenz um eine fehlerhafte
Fundamentalfrequenz handelt. Fu¨r eine Harmonic Balance Simulation mit dieser Frequenz liegt
ausgehend von Abbildung 3.10 ab Iterationsschritt 10000 ein Zustand konstanter Residuen bzw.
kleiner Residuen vor. Wie es zuvor postuliert wurde, stellt sich fu¨r diesen Zustand eine konstante
A¨nderungsrate des Phasenwinkels u¨ber die Iterationen ein (siehe Abb. 3.13). Bei dem betrachteten
Winkel handelt es sich um den Phasenwinkel des Fourier-Koeffizienten der Dichte der 1. Harmoni-
schen. Dazu sei angemerkt, dass gleichzeitig keine A¨nderung im Betrag dieses Koeffizienten vorliegt.
Das zentrale Element der Suchstrategie ist die Feststellung, dass der Phasenwinkel fu¨r die
optimale Frequenz von Harmonic Balance sich nicht mehr a¨ndert, wie es aus Gleichung (3.13)
hervorgeht. Deshalb kann, durch die Hinzunahme von mindestens einer weiteren Harmonic
Balance Simulation, der Punkt inter- bzw. extrapoliert werden, an dem die Phase sich nicht mehr
a¨ndert.
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Abb. 3.13.: Darstellung des Phasenwinkels des Fourier-Koeffizienten der Dichte der 1. Harmonischen fu¨r Harmonic
Balance bei einer empirisch berechneten Fundamentalfrequenz (links) und Frequenzsuchverfahren nach
Spiker (rechts).
Bei der Berechnung der optimalen Frequenz ist es hilfreich, dass sich qualitativ ein linearer Verlauf
der Phasenwinkela¨nderung pro Iteration (d Φ/d Iteration) u¨ber den Fundamentalfrequenzen
einstellt. Dadurch ist es ausreichend, zusa¨tzlich zur empirischen Fundamentalfrequenz eine weitere
zu betrachten. Schließlich erha¨lt man die interpolierte Frequenz nach Spiker zu 594702Hz.
Eine Besta¨tigung dafu¨r, dass das Verfahren erfolgreich die optimale Frequenz bereitstellt,
erha¨lt man aus dem L1-Residuum. Tra¨gt man den Wert der Harmonischen mit dem gro¨ßten L1-
Residuen (f1) fu¨r Harmonic Balance Simulationen mit unterschiedlichen Fundamentalfrequenzen
u¨ber die jeweilige Frequenz auf, ergibt sich das minimale Residuum fu¨r die nach Spiker berechnete
Frequenz (f) (siehe Abb. 3.14).
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Außerdem ist ebenfalls das gewu¨nschte Verhalten des Phasenwinkel dargestellt: Im Bereich der
konstanten Residuen, d.h. ab ungefa¨hr Iteration 10000, ist die A¨nderung des Phasenwinkels qua-
litativ null.
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Abb. 3.14.: Wert des L1-Residuums der 1. Harmonischen am Ende von Harmonic Balalnce mit verschiedenen Fun-
damentalfrequenzen (links) und Phasenwinkel des Fourier-Koeffizienten der Dichte der 1. Harmonischen
bei einer Simulation der optimalen Frequenz (rechts).
Motiviert durch die geringen Residuen infolge der Strategie, wird die Frequenzsuche fu¨r alle
Reynolds-Zahlen der Berechnungen im Zeitbereich (vgl. Tab. 3.1) angewendet. Der Zielparameter
offenbart eine visuelle perfekte U¨bereinstimmung mit dem Zeitbereichsverfahren (siehe Abb. 3.15),
wodurch die erfolgreiche Anwendung der Strategie dargelegt ist.
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Abb. 3.15.: Auftriebsbeiwerte des Zylinders aus experimentellen Daten von Norberg, dem Zeit- und Frequenzbe-
reichsverfahren mit denen nach Spiker optimierten Fundamentalfrequenzen.
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Eine detailliertere Betrachtung der Simulation bei Re = 100 (siehe Tab. 3.4) offenbart im Vergleich
zu der Berechnung mit HB und der empirisch ermittelten Fundamentalfrequenz (vgl. Tab. 3.3)
eine bessere U¨bereinkunft mit dem Auftriebsbeiwert aus dem Zeitbereichsverfahren. Die relative
Abweichung kann hierbei auf 0,8% reduziert werden. Analog dazu ist infolge der Suchstrategie die
dimensionslose Ablo¨sefrequenz bzw. Fundamentalfrequenz ebenfalls in besserer U¨bereinstimmung,
sodass hier die Differenz auf 0,4% sinkt. Unter Einbeziehung der experimentellen Daten
Tab. 3.4.: Auftriebsbeiwert aus Harmonic Balance fu¨r die nach Spiker ermittelte Fundamentalfrequenz und die
entsprechenden Referenzdaten aus dem Zeitbereichsverfahren.
Experiment6 Zeitbereich Harmonic Balance
cL,RMS in [−] 0,23 0,237 0,235
Sr in [−] 0,1647 0,1618 0,1624
haben die Ergebnisse aus Harmonic Balance mit der optimierten Fundamentalfrequenz geringere
Abweichungen als die A¨quivalente aus dem Zeitbereichsverfahren. Jedoch werden die geringsten
Differenzen mit der Frequenzbereichsmethode und der empirisch ermittelten Fundamentalfrequenz
erzielt (vgl. Tab. 3.3 und Tab. 3.4). Da allerdings das minimale Residuum bei der nach Spiker
ermittelten Frequenz darauf schließen la¨sst, dass es sich bei dieser Frequenz um den optimalen
Wert fu¨r das gewa¨hlte numerische Setup handelt, wird im Folgenden diese Simulation als Referenz
fu¨r Vergleiche herangezogen.
Abschließend sei darauf verwiesen, dass das qualitativ lineare Verhalten des Phasenwinkels
des Fourier-Koeffizienten der Dichte u¨ber den Iterationen bei allen Harmonischen auftritt. Jedoch
unterscheidet sich die Steigung des Phasenwinkel zwischen Harmonischen, sodass fu¨r die erste Har-
monische der Wert am geringsten ist und fu¨r ho¨here Harmonische ansteigt. Zur Veranschaulichung
befindet sich im Anhang E die Darstellung des Phasenwinkels der verschiedenen Harmonischen
von der Simulation mit der empirischen Fundamentalfrequenz.
Das Ansteigen der Phasenwinkela¨nderung la¨sst sich dadurch erkla¨ren, dass fu¨r eine Unsicherheit
in der Fundamentalfrequenz bei ho¨heren Harmonischen diese Unsicherheit zur entsprechenden
optimalen ho¨heren Harmonischen ansteigt. Folglich ist es entscheidend innerhalb eines Fre-
quenzsuchvorgangs lediglich Phasenwinkel von Fourier-Koeffizienten einer Harmonischen zu
betrachten.
6Auftriebsbeiwert von Norberg und Strouhal-Zahl von Williamson.
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3.3.2.3. Ku¨nstliche Unsicherheiten
Als Voruntersuchung fu¨r Anwendungsfa¨lle in denen kein empirisches Modell vorliegt oder das
Modell schlechte Vorhersagen fu¨r die physikalischen Frequenzen liefert, wird hier das Verhalten
von Harmonic Balance fu¨r breitgefa¨cherte Abweichungen (∆) von der optimalen Frequenz (f)
nach Spiker untersucht. Dafu¨r bleibt das bisherige Setup aus Abschnitt 3.3.1 bis auf die Wahl der
Harmonischen unvera¨ndert. Die betrachteten Modifikationen sind in Tabelle 3.5 aufgefu¨hrt.
Tab. 3.5.: Zusammensetzung des harmonischen Sets fu¨r die Untersuchung der Auswirkungen einer erho¨hten Unsi-
cherheit in der Fundamentalfrequenz bei Harmonic Balance
f1 in [Hz] f ·∆
∆ {0,25, . . . , 1,75}
Set in [Hz] {f0, f1, f2, f3}
Konvergenzverhalten und Auftriebsbeiwert
Zu Beginn sei herausgestellt, dass Harmonic Balance fu¨r alle betrachteten Abweichungen einen
Zustand gefunden hat, fu¨r den sich das L1-Residuum nicht mehr a¨ndert. D.h. es stellt sich ein ver-
gleichbarer Konvergenzverlauf wie zuvor beschrieben ein (vgl. Abb. 3.10). Allerdings unterscheidet
sich das Niveau des maximalen L1-Residuums, was in Abbildung 3.16 dargestellt ist. Gezeigt wird
das gro¨ßte Residuum der unterschiedlichen Harmonischen einer Simulation mit einer Unsicherheit
in der Fundamentalfrequenz. Zusa¨tzlich ist zur Bewertung der Lo¨sungsqualita¨t ein Graph mit dem
berechneten Auftriebsbeiwert des Zylinders aufgefu¨hrt.
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Abb. 3.16.: Wert des konstanten L1-Residuenlevel zu Simulationsende (links) und RMS des Auftriebsbeiwerts am
Zylinder (rechts) jeweils u¨ber unterschiedlichen Fundamentalfrequenzen von Harmonic Balance.
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Fu¨r alle Simulationen im dargestellten Abweichungsbereich kann qualitativ die Wirbelstraße
hinter dem Zylinder berechnet werden. Die Ausnahme tritt fu¨r ∆ ≥ 1,25 auf. Es liegen zwar fu¨r
das Residuum im Vergleich zu den anderen Frequenzunsicherheiten geringe Werte vor, jedoch
stellt sich ein stationa¨res Stro¨mungsbild ein. Die zuvor beschriebene Anregung der Residuen der
ho¨heren Harmonischen (siehe Abs. 3.3.2.1) bleibt aus, sodass keine Instationarita¨ten ausbilden
werden und dadurch sich der Auftriebsbeiwert nahe Null (≈ 10−5) befindet. In dem Graphen
sind die entsprechenden Werte nicht aufgefu¨hrt, um eine detailliertere Darstellung der anderen
Ergebnisse zu erreichen.
Fu¨r Unsicherheiten im Bereich von ∆ = {0,75, . . . , 1,25} erha¨lt man fu¨r das L1-Residuum einen
symmetrischen und trichterfo¨rmigen Verlauf, der seinen Tiefpunkt in der Mitte des Intervalls bei
der optimalen Frequenz hat. Exemplarische Residuenverla¨ufe befinden sich im Anhang F. Analog
zum Residuum na¨hert sich die physikalische Gro¨ße des Auftriebs mit fallender Unsicherheit dem
Wert bei der Frequenz ohne Unsicherheit an.
Eine Unterscha¨tzung der Frequenz fu¨hrt zu erho¨hten Auftriebsbeiwerten, wa¨hrend bei zu großen
Frequenzen der Auftrieb als zu gering berechnet wird. Hierbei liegt die Abweichung im Auftrieb,
fu¨r eine gegenu¨ber der optimalen 25% ho¨heren Frequenz, mit 22,1% fast viermal so hoch, wie
fu¨r die Unterscha¨tzung um 25% mit 5,7%. Dieser Trend ist widerspru¨chlich zur symmetrischen
Verteilung des Residuums, da hier fu¨r das gleiche Niveau bei einer Unter- bzw. U¨berscha¨tzung
stark unterschiedliche Abweichungen in der physikalischen Gro¨ße auftreten.
Die zuvor gezeigte Frequenzsuchstrategie von Spiker, die fu¨r Abweichungen im Bereich von
{0,9. . . . , 1,1} erfolgreich eingesetzt wird, kann hier auf den Bereich von ∆ = {0,75, . . . , 1,25}
erweitert werden (siehe Abb. 3.17). Anhand der Abbildung ist zu erkennen, dass das zuvor
festgestellte lineare Verhalten der Phasena¨nderung pro Iteration seine Gu¨ltigkeit fu¨r ±25%
Abweichung zur optimalen Frequenz beha¨lt. Somit kann die Extra- bzw. Interpolation der
optimierten Frequenz ohne Phasenwinkela¨nderung durchgefu¨hrt werden.
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Abb. 3.17.: A¨nderung des Phasenwinkels pro Iteration bei unterschiedlichen Fundamentalfrequenzen.
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Im Bereich von ∆ = {0,4, . . . , 0,6} aus Abbildung 3.16 ist wie zuvor ein symmetrischer und trich-
terfo¨rmiger Verlauf des L1-Residuums zu erkennen. Es sei darauf hingewiesen, dass es sich hier
nicht um Residuen der 1. Harmonischen handelt, da der Wert der 2. bzw. 3. Harmonischen (f2 und
f3) u¨berwiegt. In diesem Kontext sei erwa¨hnt, dass die spektrale Analyse des Zeitsignals des Auf-
triebsbeiwerts aufzeigt, dass entsprechend dem maximalen Residuum die dominanten Signalspitzen
ebenfalls bei der 2. bzw. 3. Harmonischen liegen. Die A¨nderung der dominanten Harmonischen bzw.
der Wechsel im maximalen Residuum, la¨sst sich damit erkla¨ren, dass infolge der erho¨hten Unsi-
cherheit die 2. bzw. 3. Harmonische der jeweiligen Simulation, na¨her an der physikalische Frequenz
liegt (vgl. Abb. 3.12).
Die Anordnung der Residuen motiviert dazu erneut das Frequenzsuchverfahren anzuwenden. Bei
der Vorstellung des Verfahrens wurde erwa¨hnt, dass das Verfahren fu¨r die gleiche Harmonische
angewendet werden sollte. Da, wie erwa¨hnt, die dominante Harmonische nicht mehr bei der 1.
Harmonischen liegt, wird das Verfahren auf den Fourier-Koeffizienten der Dichte von f2 angewen-
det. Dabei wird die Simulation bei ∆ = 0,75 nicht betrachtet, weil hier die dominante Frequenz
bei der 3. Harmonische liegt. Das Ergebnis ist in Abbildung 3.18 aufgefu¨hrt.
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Abb. 3.18.: Darstellung der A¨nderung des Phasenwinkels des Fourier-Koeffizienten der Dichte pro Iteration bei
unterschiedlichen Fundamentalfrequenzen von Harmonic Balance. Dabei handelt es sich um die Koef-
fizienten der 2. Harmonischen.
Aus dem Graphen la¨sst sich visuell eine Sto¨rung im linearen Verlauf erkennen, weshalb eine
Ungenauigkeit fu¨r die Ermittlung der optimale Frequenz entsteht. Außerdem ist zu erkennen, dass
es sich bei 0,5f nicht um die optimale Frequenz handelt, da hier eine A¨nderung im Phasenwinkel
auftritt.
Aus dem Auftriebsbeiwert von Abbildung 3.16, wird deutlich, dass bei 60% der optimalen
aufgesetzten Frequenz eine Anomalie auftritt, da hier die maximale Abweichung im Auftriebsbei-
wert vorliegt. Es ist zu vermuten, dass der im Folgenden beschriebene Vorgang bei dieser Anomalie
fu¨r die zuvor beschriebene Sto¨rung des linearen Verhaltens (vgl. Abb. 3.18) verantwortlich ist.
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Diskussion der Ergebnisse und Empfehlung fu¨r die Anwendung
Fehlerhafte Anregung bei 60% der optimalen Frequenz: Im Gegensatz zum zuvor beschrie-
ben Verlauf der L1-Residuen (vgl Abb. 3.10) kommt es bei der Unsicherheit von ∆ = 0,6 zu
einer Anomalie (vgl Abb. 3.19). Bis ungefa¨hr Iterationsschritt 7000 ist das Verhalten vergleich-
bar. Allerdings stoppt danach die Konvergenz der zeitgemittelten Lo¨sung, wa¨hrend die ho¨heren
Harmonischen ein nahezu konstantes Niveau u¨ber die Iterationen halten.
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Abb. 3.19.: Simulation bei 60% der optimalen Fundamentalfrequenz: L1-Residuenverla¨ufe der Harmonischen (links)
und Phasenwinkel des Fourier-Koeffizienten der Dichte der 2. Harmonischen (rechts).
Im Anschluss daran ist ein Anwachsen im Residuum der 0. Harmonischen bis ungefa¨hr zur Iterati-
on 27000 zu verzeichnen. Danach beginnt das selbe Residuum erneut zu fallen. Gleichzeitig kommt
es zu einer Anregung in den ho¨heren Harmonischen (fk>0), die allerdings nach wenigen Hundert
Iterationen in ein konvergentes Verhalten umschla¨gt. Wa¨hrend die 1. und 3. Harmonische bis zum
Erreichen des auskonvergierten Zustand fallen und dadurch ca. zwei Gro¨ßenordnungen abbauen
ko¨nnen, kommt die Konvergenz der 2. Harmonischen zum Erliegen. Bis zum Simulationsende
bei Iteration 45000 bleibt dieses Residuum nahezu bei dem Wert, welches es bereits nach 7000
Iterationen erreicht hat. In dem beschrieben Prozess wechselt die Rolle des maximalen Residuums
von der 1. auf die 2. Harmonische.
Des Weiteren zeigt der Graph (siehe Abb. 3.19) des Phasenwinkels des Fourier-Koeffizienten der
Dichte von der 2. Harmonischen zu Beginn des dargestellten Bereichs eine nahezu konstante posi-
tive A¨nderungsrate. Gleichzeitig mit der erneuten Anregung des Residuums der 2. Harmonischen
vera¨ndert sich der Verlauf des Phasenwinkels bis sich nach dem Erreichen des finalen Levels der
1. und 3. Harmonischen erneut eine konstante Steigung einstellt. Dabei ist die A¨nderungsrate hier
negativ und ihr Absolutwert ist geringer als das A¨quivalent aus der Startphase.
Dazu sei angemerkt, dass die Frequenzsuchstrategie lediglich fu¨r die am Ende erreichte Phasen-
winkela¨nderung Erfolg hat. Daraus ist abzuleiten, dass die Methode erst angewendet werden
sollte, wenn alle Residuen ein na¨herungsweise konstantes Niveau erreicht haben.
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An dieser Stelle wird der Verlauf der Fourier-Koeffizienten der Harmonischen u¨ber die Ite-
rationen betrachtet (siehe Abb. 3.20), da bereits im Abschnitt 3.3.2 eine Korrelation zwischen
dem gro¨ßten Residuum und dem dominanten Fourier-Koeffizient festgestellt wurde. Aufgefu¨hrt
ist der zuvor beschriebene Bereich, in dem der Wechsel im ho¨chsten Residuum stattfindet.
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Abb. 3.20.: Spektrale Darstellung des Auftriebsbeiwerts zu unterschiedlichen Simulationszeitpunkten.
Die Abbildung besta¨tigt die zuvor aufgestellte Beobachtung, dass die Harmonische mit dem domi-
nanten Residuum ebenfalls den dominanten Fourier-Koeffizienten besitzt. Außerdem ergibt sich in
diesem Spezialfall, dass Harmonic Balance zu Beginn des iterativen Lo¨sungsprozesses die Energie
im Spektrum auf die
”
falsche“ Frequenz verteilt. Im gezeigten Bereich von ca. 25000 bis 30000
korrigiert sich das Verfahren mit einer Umverteilung der Energie auf die 2. Harmonische. Diese
Wahl entspricht auch den bisher gewonnenen Erkenntnisse, dass das Verfahren den Hauptanteil der
Energie im Spektrum auf die Harmonische verteilt, welche am na¨hesten an der optimalen Frequenz
liegt (vgl. fu¨r ∆ = 0,6 : f − f1 > f2 − f).
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Anwendung der Frequenzsuchstrategie: An dieser Stelle sollen wichtige Eigenschaften fu¨r die
Frequenzsuchstrategie fu¨r Harmonic Balance, welche fu¨r den Testfall eines Zylinders beobachtet
werden ko¨nnen (siehe Abs. 3.3.2.1 und 3.3.2.3), festgehalten werden. Außerdem werden die
Abweichungsbereiche fu¨r die Anwendung der Methode zusammengefasst.
Eigenschaften:
• innerhalb eines Suchvorgangs sollte nicht bei der Analyse des Phasenwinkels zwischen den
Harmonische gewechselt werden
• die Harmonische mit dem dominanten Fourier-Koeffizienten des Auftriebsbeiwerts hat eben-
falls das maximale L1-Residuum
• fu¨r auf- bzw. absteigende Trends in den Residuen besteht die Gefahr eines Fehlschlags der
Strategie
Abweichungsbereiche:
• optimale Anwendbarkeit der Methode fu¨r Abweichungen der Fundamentalfrequenz zur phy-
sikalischen Frequenz im Bereich von ±25%
• Fehlschlag der Strategie fu¨r eine U¨berscha¨tzung der Fundamentalfrequenz gegenu¨ber der phy.
Frequenz von u¨ber 25%
• gering fehlerbehafteter Einsatz der Methode fu¨r eine Unterscha¨tzung der Fundamentalfre-
quenz im Vergleich zur phy. Frequenz im Bereich7 von 40% bis 60%
Abschließend sei spekulativ auf eine erweiterte Anwendung des Verfahrens hingewiesen: Dadurch,
dass fu¨r eine Abweichung von ∆ = {0,4, . . . , 0,6} die Methode fu¨r die 2. Harmonische einsetzbar
ist und die selbige Frequenz im Bereich von ±25% Differenz zur physikalischen Frequenz liegt,
sei vermutet, dass die Anwendbarkeit des Verfahrens von Spiker immer gegeben ist, wenn eine
beliebige Harmonische bis auf ±25% Abweichung der phy. Frequenz entspricht.
Wenn diese Spekulation nachgewiesen werden kann, mu¨ssten Frequenzsuchen nicht darauf achten,
dass die 1. Harmonische in der Na¨he der phy. Frequenz liegt, was ein enormer Vorteil wa¨re.
7Es wird vermutet, dass die zuvor beschriebene Anomalie fu¨r das fehlerhafte Verhalten verantwortlich ist.
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3.3.3. Einfluss der Anzahl der betrachteten Harmonischen
Neben der Wahl der Fundamentalfrequenz stellt die Anzahl (K) der betrachteten Harmonischen
einen weiteren Parameter dar, um Einfluss auf die Diskretisierung im Frequenzbereich zu nehmen.
Vergleichbar mit der Untersuchung des zeitlichen Diskretisierungsfehlers bei der Verifikation der
Simulation im Zeitbereich (vgl. Abs. 3.2.2), wird ebenfalls in diesem Abschnitt Harmonic Balance
verifiziert. Da allerdings ein generelles Interesse an dem Einfluss einer Hinzu- bzw. Wegnahme
von Harmonischen auf die Lo¨sungsqualita¨t besteht, werden zusa¨tzlich Betrachtungen angestellt,
um mo¨gliche Erkla¨rungen fu¨r das Verhalten der Frequenzbereichsmethode bereitzustellen.
Vorab soll definiert werden, dass fu¨r die Za¨hlung der Harmonischen die zeitgemittelte Lo¨sung
beachtet wird, sodass die Anzahl an Harmonischen in den Rechnungen von Abschnitt 3.3.2
bei K = 4 liegt. Des Weiteren werden die Untersuchungen fu¨r die nach Spiker optimierten
Fundamentalfrequenz durchgefu¨hrt.
Quantitativer Vergleich
Die Lo¨sungsqualita¨t wird anhand des Auftriebsbeiwerts bewertet. Dafu¨r ist in Abbildung 3.21
der RMS dieser Gro¨ße u¨ber die jeweilige Gro¨ße des harmonischen Sets aufgetragen. Um u¨ber die
Qualita¨t der Lo¨sung eine Aussage zu treffen, ist als Vergleichswert ebenfalls der entsprechende
Wert aus dem Zeitbereichsverfahren eingezeichnet.
Bei der Betrachtung der zeitgemittelten Lo¨sung sowie der 1. Harmonischen (K = 2) ergeben sich die
gro¨ßten Abweichungen zu den Ergebnissen aus dem Zeitbereichsverfahren: 5,1%. Die Hinzunahme
einer weiteren Harmonischen verbesserte die U¨bereinstimmung auf 4,2%, wobei die Erweiterung
auf K = 4 die gro¨ßte Verbesserung erzeugt, sodass die Abweichung, wie zuvor beschrieben, bei
0,8% liegt. Eine Erkla¨rung fu¨r die Steigerung der Lo¨sungsqualita¨t von K = 3 auf K = 4 erha¨lt
man bei der Betrachtung des Spektrums aus der Zeitbereichsrechnung (vgl. Abb. 3.4). Verglichen
mit den diskreten Signalspitzen der Harmonischen mit Ausnahme der dominanten, ist der Fourier-
Koeffizient bei der 3. Harmonischen am gro¨ßten.
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Abb. 3.21.: Auftriebsbeiwert aus Harmonic Balance Simulationen mit variierender Anzahl von Harmonischen.
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Je mehr Frequenzen in der Simulation betrachtet werden, desto kleiner wird die Differenz zwischen
den Auftriebsbeiwerten aus Harmonic Balance und dem Zeitbereichsverfahren, sodass bei K = 15
die kleinste Abweichung von 0,1% vorliegt.
Folglich ist die Simulation hinsichtlich Diskretisierungsfehlern verifiziert, da Harmonic Balance das
selbe Rechennetz und ra¨umliche Diskretisierungsschemata benutzt wie das Zeitbereichsverfahren,
welches bereits bezu¨glich ra¨umlicher Fehler verifiziert ist (siehe. Abs. 3.2.2).
Qualitativer Vergleich
Die Erweiterung des harmonischen Sets von K = 2 auf K = 4 hat den gro¨ßten Einfluss auf die
Lo¨sungsqualita¨t. Aus diesem Grund werden anhand von Abbildung 3.22 diese beiden Fa¨lle detail-
lierter betrachtet. Das Stro¨mungsfeld zeigt die Differenz des Felds aus dem Zeitbereichsverfahren
zu den jeweiligen Feldern aus Harmonic Balance. Bei der visualisierten Gro¨ße handelt es sich um
den Betrag des Fourier-Koeffizienten des Drucks der 1. Harmonischen.
Das linke Stro¨mungsbild mit vier Harmonischen liefert den Grund dafu¨r, dass der Auftriebsbeiwert
aus Harmonic Balance nahezu in perfekter U¨bereinstimmung mit dem A¨quivalent aus dem Zeitbe-
reichsverfahren ist: Im Bereich um den Zylinder sind qualitativ keine Abweichungen zu erkennen.
Die Differenzen entstehen hier erst stromab des Zylinders im Nachlauf. Dabei kennzeichnen positive
Werte eine Unterscha¨tzung der Ergebnisse aus dem Zeitbereichsverfahren.
Abb. 3.22.: Darstellung der Differenz aus Zeitbereichsverfahren und Harmonic Balance durch den Betrag des
Fourier-Koeffizienten des Drucks der 1. Harmonischen: Links mit K = 4 und rechts mit K = 2 Har-
monischen.
Dem gegenu¨ber steht die Rechnung mit zwei Harmonischen. Hier liegen bereits direkt am Zylinder
Differenzen vor. Da sich der Auftrieb aus den Stro¨mungsdaten in diesem Bereich berechnet, lassen
sich dadurch die erho¨hten Abweichungen im Auftriebsbeiwert erkla¨ren.
Des Weiteren kann festgehalten werden, dass im Nachlauf des Zylinders die ra¨umliche Ausdehnung
der Differenzen bei K = 2 im Vergleich zu K = 4 zunimmt. Ausgehend davon, dass die Berechnung
mit dem Zeitbereichsverfahren mehr als vier Harmonische auflo¨st (vgl. Abb. 3.4), wird ersichtlich,
dass vor allem im Nachlauf des Zylinders ho¨here Harmonische auftreten.
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Es kann resu¨miert werden, dass der Ablo¨sevorgang am Zylinder von der Fundamentalfrequenz,
welche der physikalischen Ablo¨sefrequenz entspricht, dominiert wird. Hingegen haben im Nachlauf
besonders ho¨here Harmonische einen Einfluss.
3.3.4. Einfluss der Hinzunahme von Nebenharmonischen
Als letzter Parameter zur Beeinflussung der Frequenzdiskretisierung sind hier sogenannte Neben-
harmonische zu nennen. In Abschnitt 3.2.3 ist erwa¨hnt, dass der spektrale Leckeffekt fu¨r die Erstel-
lung des Spektrums aus dem Zeitbereichsverfahren (vgl. Abb. 3.23) nicht vollsta¨ndig unterdru¨ckt
werden kann. Folglich ist anzunehmen, dass die Abweichungen zu einem voll-diskreten Spektrum
dadurch hervorgerufen werden. Da allerdings Anteile in der Gro¨ßenordnung von 10−3 im
”
ver-
schmierten“ Bereich des Spektrums zu finden sind, ist die Idee mithilfe zusa¨tzlicher Frequenzen in
der na¨heren Umgebung der Signalspitze diese Anteile zu beru¨cksichtigen (vgl. Abb. 3.23).
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Abb. 3.23.: Spektrum aus dem Zeitbereichsverfahren: links mit einer Abtastung der Harmonischen der Fundamen-
talfrequenz und rechts mit einer Hinzunahme von Nebenharmonischen um f1.
Durch die Wahl einer fiktiven Fundamentalfrequenz (f∗1 ) wird hier eine Abtastung der Nebenhar-
monischen realisiert. Dafu¨r bleibt die bisherige Definition der ho¨heren Harmonischen: f∗k = k f
∗
1
erhalten. Bei f1 handelt es sich weiterhin um die nach Spiker bestimmte Fundamentalfrequenz. In
Tabelle 3.6 sind exemplarisch drei betrachtete Setups aufgefu¨hrt.
Tab. 3.6.: Setups fu¨r die Nebenharmonischen
Fiktive Fundamentalfrequenz Harmonisches Set
f∗1 =
f1
10 {f∗0 , f∗9 , f∗10, f∗11, f∗20, f∗30}
f∗1 =
f1
20 {f∗0 , f∗19, f∗20, f∗21, f∗40, f∗60}
f∗1 =
f1
100 {f∗0 , f∗99, f∗100, f∗101, f∗200, f∗300}
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Fu¨r das in dieser Arbeit betrachtete Setup fu¨hrt die Hinzunahme von Nebenharmonischen zu einem
Programmabbruch, da fu¨r die primitiven Stro¨mungsgro¨ßen unphysikalische Lo¨sungen berechnet
werden. Es bleibt offen weshalb dieser Abbruch zustande kommt. Einerseits liegt die Vermutung
nahe, dass die Nebenharmonischen nicht in der physikalischen Lo¨sung des Problems enthalten
sind und andererseits ist im Abschnitt 3.3.2 gezeigt, dass man fu¨r ein zur physikalischen Lo¨sung
verschobenes harmonisches Set, trotzdem eine Lo¨sung berechnet kann.
3.3.5. Effizienz
Die Entwicklung und der Einsatz von Harmonic Balance ist durch die Reduzierung des Rechen-
aufwands gegenu¨ber Simulationen mit Zeitbereichsverfahren motiviert. Daher widmet sich dieser
Abschnitt der Quantifizierung der Rechenzeit bei den Simulationen des Zylinders mit Re = 100.
Außerdem werden zwei Strategien zur Konvergenzbeschleunigung und damit zur Erho¨hung der
Effizienz von Harmonic Balance vorgestellt.
Vorab soll die Methode festgelegt werden, die zur Bestimmung der Berechnungszeit einge-
setzt wird. Bezu¨glich der nachfolgenden Strategien wird fu¨r alle Harmonischen qualitativ ein
Zustand gesucht, in dem sich fu¨r alle Harmonischen das L1-Residuum nicht mehr a¨ndert. Da
es hierbei lediglich um das prinzipielle Aufzeigen der erfolgreichen Anwendung dieser Strategien
geht, ist die qualitative Bestimmung ausreichend.
Fu¨r die nachfolgende Untersuchung der Effizienz gegenu¨ber dem Zeitbereichsverfahren wird eine
physikalische Gro¨ße, die Dichte, im Nachlauf des Zylinders untersucht. Fu¨r Harmonic Balance
wird festgelegt, dass fu¨r eine A¨nderung des Betrags des Fourier-Koeffizienten der Dichte von
unter 0,001% pro 200 Iterationen, das Simulationsende vorliegt. Dieses Kriterium muss fu¨r alle
Harmonischen erfu¨llt sein. Analog dazu wird fu¨r das Zeitbereichsverfahren definiert, dass im
Falle einer A¨nderung der maximalen Amplitude des Zeitsignals der Dichte im Nachlauf von
unter 0,001%, die Genauigkeit ausreichend ist. Fu¨r beide Simulationsmethoden wird die daraus
bestimmte Dauer, qualitativ mit den L1-Residuenverla¨ufen entsprechend dem zuvor beschrieben
Vorgehen verglichen.
Strategien zur Konvergenzbeschleunigung bei Harmonic Balance
Aus der Beschreibung des repra¨sentativen Konvergenzverlaufs (siehe Abs. 3.3.2.1) geht hevor, dass
durch die Abnahme des Residuums der 0. Harmonischen, die Residuen der ho¨heren Harmonischen
angeregt werden. Diese Anregung ist notwendig, damit die Lo¨sung, ausgehend von ihrem durch
die Initialisierung vorgegeben stationa¨ren Zustand (3.7), zeitabha¨ngige Pha¨nomene entwickelt.
Initialisierung der 0. Harmonischen: Aus Stabilita¨tsgru¨nden bezu¨glich der numerischen Verfah-
ren kann fu¨r die Startwerte der zeitgemittelten Lo¨sung ein bereits konvergiertes Stro¨mungsfeld
gewa¨hlt werden.
Im Detail wird dieses Vorgehen durch eine stationa¨re Vorrechnung realisiert. Im Vergleich zu einem
nicht-konvergierten Stro¨mungsfeld, in das konstante Stro¨mungsgro¨ßen eingesetzt werden, stellt sich
eine verzo¨gerte Anregung ein (vgl. Abb. 3.24). Die Graphen weisen exemplarisch die Verla¨ufe der
0. und 1. Harmonischen auf, da die ho¨heren Harmonischen ein vergleichbares Verhalten aufweisen.
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Aus dieser Verzo¨gerung folgt, dass der konstante Zustand des Residuums ca. 1000 Iterationsschrit-
te spa¨ter erreicht wird. Da keine negativen Effekte bezu¨glich der Lo¨sungsqualita¨t auftreten, wird
diese Methode bei allen im Rahmen dieser Arbeit durchgefu¨hrten Simulationen des Zylinders an-
gewendet.
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Abb. 3.24.: Gesamter Konvergenzverlauf der 0. und 1. Harmonischen bei einer Initialisierung der zeitgemittelten
Lo¨sung mit einer konvergierten und einer nicht konvergierten Lo¨sung (links) und Detaildarstellung
(rechts).
Initialisierung der ho¨heren Harmonischen: Mit dem Ziel die Anregung der ho¨heren Harmo-
nischen (fk>0) direkt zu Beginn der Rechnung zu erreichen, soll ihre Initialisierung modifiziert
werden.
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Abb. 3.25.: Gesamter Konvergenzverlauf der 0. und 1. Harmonischen bei einer Initialisierung der ho¨heren Harmo-
nischen mit null und 10−5 (links) und Detaildarstellung (rechts).
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Als Standard sieht die Implementierung von Harmonic Balance in TRACE an dieser Stelle Nullen
vor, allerdings ist in Abbildung 3.25 zu erkennen, dass mit einer Initialisierung der Zusta¨nde mit
10−5 fu¨r alle ho¨heren Harmonischen eine weitere Beschleunigung von ca. 1000 Iterationen erreicht
werden kann. Es sei herausgestellt, dass bei dieser Methode ein nicht-konvergiertes Stro¨mungsfeld
fu¨r die 0. Harmonische zum Einsatz kommt, um sicher zu stellen, dass sich beide Strategien nicht
gegenseitig ausschließen.
Bezu¨glich der Startwerte von 10−5 fu¨r die Zusta¨nde ho¨herer Harmonischen sei vermerkt,
dass die anfa¨nglich eingebrachten Instabilita¨ten gegen Ende der Simulation Schwingungen im
L1-Residuum verursachen. In diesem Fall bleibt zwar eine Auswirkung auf die Lo¨sungsqualita¨t
aus, allerdings wird dadurch die Gefahr dieser Methode deutlich, dass die numerische Stabilita¨t
negativ beeinflusst werden kann.
Des Weiteren la¨sst sich der Erfolg der Methode nicht fu¨r beliebige Werte wiederholen. Zum
Beispiel ist fu¨r Initialwerte von 10−4 und 10−6 jeweils keine Konvergenzbeschleunigung zu
verzeichnen. Folglich ist die Wahl der initialen Fourier-Koeffizienten der ho¨heren Harmonischen
fallspezifisch und findet in dieser Arbeit keine weitere Anwendung.
Mit einem geeigneten Verfahren zur Wahl passender Werte ist diese Methode vielverspre-
chend. Zum Beispiel ko¨nnte anstelle des Fourier-Koeffizienten, direkt Werte fu¨r die Residuen
vorgeschrieben werden, um mehr Kontrolle bezu¨glich der Anregung zu erhalten.
Effizienzsteigerung gegenu¨ber dem Zeitbereich
Bei Harmonic Balance nimmt man mit der Wahl des harmonischen Sets gleichzeitig Einfluss auf
den Rechenaufwand. Dabei ist die Kopplung der betrachten Anzahl von Harmonischen mit dem
Rechenaufwand daran zu erkennen, dass pro Harmonische ein Gleichungssystem (2.47) gelo¨st wer-
den muss. Betrachtet man mehr Frequenzen erho¨ht sich dadurch ebenfalls der Rechenaufwand.
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Abb. 3.26.: Relativer Rechenaufwand von Harmonic Balance mit variierender Anzahl von Harmonischen bezogen
auf das Zeitbereichsverfahren.
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Veranschaulicht wird dieser Zusammenhang anhand von Abbildung 3.26. Im Graphen wird der
relative Aufwand im Vergleich zum Zeitbereichsverfahren dargestellt. Es ergibt sich, dass fu¨r mehr
als fu¨nf Harmonische das Frequenzbereichsverfahren bei u¨ber 100% Aufwand liegt.
In Abschnitt 3.3.3 ist dargelegt, dass fu¨r ein Set aus vier Harmonischen eine signifikante Stei-
gerung der Lo¨sungsqualita¨t des Auftriebsbeiwerts vorliegt und der Einfluss der Hinzunahme
einer weiteren Harmonischen vernachla¨ssigbar ist. Demnach stellt die Simulation mit K = 4 den
logischen Kompromiss zwischen Rechenaufwand und Genauigkeit dar, wobei der relative Aufwand
gegenu¨ber dem Zeitbereichsverfahren bei 57,2% liegt.
Unter Einbeziehung der Frequenzsuchstrategie steigt der Rechenaufwand fu¨r K = 4 u¨ber
den der Zeitbereichsrechnung, da mindestens drei Simulationen durchgefu¨hrt werden mu¨ssen. Um
trotzdem effizienter als mit Zeitbereichsverfahren zu sein, ist es mo¨glich Harmonic Balance hin-
sichtlich der CFL-Zahl zu optimieren, sodass eine schnellere Konvergenz erreicht wird. Zusa¨tzlich
dazu ko¨nnen Ru¨ckschritte bezu¨glich der Genauigkeit des Verfahrens gemacht werden, indem man
lediglich K = 2 Harmonische berechnet. Hierfu¨r betra¨gt der Aufwand bei einer Einzelrechnung
19,6% und mit einer Frequenzsuche 58,9%, wa¨hrend beim Auftriebsbeiwert eine Abweichung von
5,1% auftritt.
Abschließend bleibt zu vermerken, dass die erreichte Effizienzsteigerung unterhalb der An-
gabe aus dem Grundlagenteil (siehe Abs. 2.5.2) von mindestens einer bis zwei Gro¨ßenordnungen
liegt. Solche Steigerungen sind in Anwendungsfa¨llen wie einer Turbomaschine zu erwarten, da hier
die ra¨umliche Periodizita¨t ausgenutzt werden kann. D.h. im Detail, dass bei einer Betrachtung
mehrerer Stufen mit unterschiedlicher Schaufelanzahl es nicht notwendig ist, wie mit Zeitbe-
reichsverfahren, mehrere Passagen zu rechnen. Stattdessen genu¨gt die Berechnung einer Passage,
wodurch das Rechengebiet kleiner wird und der Aufwand sinkt.
Speziell fu¨r diese Fa¨lle in denen Harmonic Balance sein volles Potential ausscho¨pfen kann, beha¨lt
die Frequenzsuchstrategie hinsichtlich Effizienz ihre Legitimation.
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4. Selbst-erregte Schwingungen bei Kavita¨ten
Nachdem diese Arbeit bereits die erfolgreiche Anwendung von Harmonic Balance in Kombination
mit der Frequenzsuchstrategie fu¨r den akademischen Testfall eines laminar umstro¨mten Zylinders
dargelegt hat, sollen in diesem Kapitel zwei Kavita¨ten untersucht werden. Dabei ist die Taug-
lichkeit fu¨r Harmonic Balance fragwu¨rdig, da es sich bei Kavita¨ten um neuartige und weitaus
komplexere Testfa¨lle im Vergleich zum Zylinder fu¨r das Frequenzbereichsverfahren handelt. Die
erho¨hte Komplexita¨t begru¨ndet sich dadurch, dass die auftretenden Stro¨mungspha¨nomene von
Turbulenz getrieben sind, was den erfolgreichen Einsatz von RANS-Gleichungen, welcher bedingt
durch Harmonic Balance ist, unsicher macht.
Die ersten wissenschaftlichen Arbeiten zu Kavita¨ten stammen aus der Luftfahrt. Insbeson-
dere trieben milita¨rische Projekte, welche Bombenscha¨chte an Flugzeugen untersuchten, die
Forschung voran. Motiviert waren diese Bemu¨hungen dadurch, dass eine solche Kavita¨t einerseits
ein Pitch-Moment erzeugt und somit ein Eingriff in das Flugverhalten bedeutet und andererseits
Schwingungspha¨nomene verursacht, welche nach Tracy, [38], zu strukturellen Vibrationen fu¨hren
ko¨nnen. Ein weiteres Themengebiet, in dem Kavita¨ten eine Rolle spielen ist die Akustik. Beispiel-
weise ko¨nnen nach de Jong, [8], an Tu¨rspalten von Automobilen unerwu¨nschte akustische Wellen
entstehen, die zu La¨rm im Inneren und außerhalb der Fahrzeugkabine fu¨hren ko¨nnen.
4.1. Physikalische Grundlagen und empirische Modelle
Bevor eine Einteilung der stro¨mungsmechanischen Vorga¨nge bei Kavita¨ten gemacht wird, soll hier
vorab auf geometrische Gro¨ßen und fluiddynamische Begriﬄichkeiten eingegangen werden. Die
Ausfu¨hrungen in dieser Arbeit beschra¨nken sich auf rechteckige Kavita¨ten, welche durch eine La¨nge
(L), eine Tiefe (T ) und eine Breite (W ) vollsta¨ndig beschrieben werden ko¨nnen. Aufgrund einer
besseren U¨bersichtlichkeit ist die Breite in Abbildung 4.1 nicht dargestellt.
Die Anstro¨mung der Kavita¨t findet u¨ber eine reibungsbehaftete Wand statt. Aus diesem Grund
bildet sich eine Grenzschicht mit der Dicke (δ) aus. In einem ausreichend großen vertikalen Abstand
zur Kavita¨t, liegt oberhalb dieser Grenzschicht die Anstro¨mgeschwindigkeit (u∞) vor. An der
Vorderkante des Hohlraums lo¨st die Grenzschicht ab und u¨berbru¨ckt ihn teilweise oder vollsta¨ndig.
Wa¨hrend des U¨berbru¨ckens bezeichnet man die abgelo¨ste Grenzschicht als Scherschicht.
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Abb. 4.1.: 3D-Skizze einer rechteckigen Kavita¨t mit geometrischen und stro¨mungsmechanischen Gro¨ßen.
Einteilung von Kavita¨ten
Die sich einstellenden Stro¨mungspha¨nomene in rechteckigen Kavita¨ten sind vom Verhalten der
Scherschicht beim U¨berstro¨men der Kavita¨t abha¨ngig. Mithilfe des Druckverlaufs am Boden
der Kavita¨t, unterteilt Tracy, [38], in zwei Hauptgruppen: offene und geschlossene Kavita¨ten.
Zusa¨tzlich definiert er im U¨bergangsbereich zwei weitere Gruppen, welche hier aber nicht
aufgefu¨hrt werden.
Bei offenen Kavita¨ten lo¨st die Grenzschicht an der Vorderkante der Kavita¨t ab, u¨berbru¨ckt
sie und trifft auf ihre Ru¨ckwand oder u¨berbru¨ckt den Hohlraum vollsta¨ndig. Dabei bildet sich
innerhalb des Hohlraums ein dominantes Zirkulationsgebiet aus. Der charakteristische Verlauf des
Druckbeiwertes am Boden der Kavita¨t ist gro¨ßtenteils konstant, wobei bei Anna¨herung an die
Ru¨ckwand ein Durckanstieg zu verzeichnen ist (vgl. Abb. 4.2). Des Weiteren sind ausschließlich
positive cp-Werte kennzeichnend.
Dem gegenu¨ber steht ein Scherschichtverhalten, bei dem die Scherschicht die Kavita¨t nicht
u¨berbru¨ckt sondern auf ihrem Boden auftrifft. Dieser Typ von Kavita¨t wird als geschlossen
bezeichnet. Infolge eines steigenden Drucks in Richtung der Ru¨ckwand, lo¨st die Stro¨mung vom
Boden wieder ab und verla¨sst den Hohlraum oberhalb der Hinterkante. Im Bereich des ersten
Ablo¨sens und Anlegens bildet sich ein Wirbel aus, wa¨hrend stromab ein weiteres Zirkulationsgebiet
unterhalb der Scherschicht vorliegt. Der cp-Verlauf am Boden weist im Bereich der Vorderkante
negative Werte auf, die bis zum Auftreffen der Grenzschicht auf dem Boden ansteigen, sodass
hier der Druck oberhalb des Umgebungsdrucks liegt. Im Bereich, in dem die Stro¨mung am Boden
anliegt, sind kaum Drucka¨nderungen feststellbar. Bei Anna¨herung an die Ru¨ckwand steigt der
cp-Verlauf bis zu seinem Maximum an der Position der Ru¨ckwand an.
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Abb. 4.2.: Schematische Darstellung der Stromlinien bei Kavita¨ten und Druckverteilung am Boden der Kavita¨t fu¨r
den Typ: offen (a bzw. c) und geschlossen (b bzw. d).
Zusa¨tzlich zu der Einteilung in Abha¨ngigkeit des Druckverlaufs pra¨sentiert Tracy eine geometri-
sche Einteilung, die auf dem Verha¨ltnis von La¨nge zu Tiefe basiert: L/T . Da allerdings die Art
der U¨berstro¨mung ebenfalls stark von den Anstro¨mbedingungen abha¨ngt, ko¨nnen keine diskreten
Grenzen definiert werden und die Angaben besitzen ihre Gu¨ltigkeit lediglich im subsonischen Be-
reich. Fu¨r L/T unterhalb von 6 bis 8 liegt der offene Fall vor, wa¨hrend sich fu¨r Werte oberhalb
von 8 bis 11 die geschlossene Kavita¨t einstellt.
Selbst-erregte Schwingungen
Im Rahmen dieser Arbeit sind offene Kavita¨ten von Interesse, da hier sich selbst-erhaltende Druck-
schwankungen auftreten ko¨nnen. Die stro¨mungsmechanischen Pha¨nomene sind in Abbildung 4.3
schematisch dargestellt.
Abb. 4.3.: Skizzenhafte Darstellung des Ru¨ckkopplungsmechanismus bei einer Kavita¨t.
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Der Mechanismus der die Schwankungen innerhalb und außerhalb der Kavita¨t erregt und auf-
rechterha¨lt, wird als Ru¨ckkopplungsprozess bezeichnet und wird im Folgenden nach Rockwell,
[30], beschrieben.
• Durch das Auftreffen der Scherschicht an der Ru¨ckwand der Kavita¨t werden Drucksto¨rungen
generiert, die sich dann stromaufwa¨rts ausbreiten.
• Nahe dem Ablo¨sepunkt der Grenzschicht hat die Scherschicht ihre maximale Sensitivita¨t ge-
genu¨ber Sto¨rungen. Aus diesem Grund werden hauptsa¨chlich hier aufgrund der eintreffenden
Druckwellen Sto¨rungen in die Scherschicht induziert.
• Infolgedessen formiert sich eine geordnete Wirbelstruktur in der Scherschicht, die nach Gloer-
felt, [13], einer Kelvin Helmholtz Instabilita¨t a¨hnelt .
• Wa¨hrend des Transports dieser Strukturen mit der Scherschicht, wird die Instabilita¨t
versta¨rkt.
• Der an der Ru¨ckwand auftreffende Wirbel generiert eine neue Druckschwankung, wodurch
sich ein fortlaufender Zyklus einstellt.
Eine sta¨ndige Wiederholung des beschriebenen Prozesses fu¨hrt dazu, dass die Wiederholungsrate
der eintreffenden Wirbel an der Ru¨ckwand identisch mit der Frequenz der ausgesendeten Druck-
schwankungen ist (engl. lock-in). Es kommt zu einer Synchronisation der beiden Frequenzen,
sodass das Pha¨nomen bei mehreren Anregungsfrequenzen auftreten kann.
Rockwell identifzierte mehrere treibende Faktoren, welche den Mechanismus beeinflussen:
das Verha¨ltnis von La¨nge zu Tiefe (L/T ), die Geschwindigkeit der freien Anstro¨mung (u∞), die
Grenzschichtdicke (δ) und der turbulenter Zustand bzw. die Reynolds-Zahl.
Außerdem ist der Prozess unabha¨ngig von initialen Sto¨rungen der ankommenden Grenzschicht,
d.h. sowohl turbulente als auch laminare Stro¨mungen ko¨nnen nach Gloerfelt, [13], selbst-erregte
Schwingungen produzieren. Daru¨ber hinaus ist die initiale Anregung fu¨r schwach turbulen-
te oder laminare Grenzschichten wahrscheinlicher als fu¨r voll-turbulente Grenzschichten, da
Grenzschichten mit geringerer Reynolds-Zahl sensitiver gegenu¨ber Sto¨rungen sind.
Empirisches Modell nach Rossiter
Die erste modellhafte Beschreibung der sich einstellenden Frequenz der selbst-erregten Schwingung
stammt von Rossiter, [32], und ist aus sub- und transsonischen Untersuchungen abgeleitet. Aus
diesem Grund ist das Modell ebenfalls auf diesen Ma-Bereich eingeschra¨nkt. Am Rande sei
die Erweiterung des Modells nach Heller, [17], erwa¨hnt, welche fu¨r supersonische Stro¨mungen
angewendet werden kann.
Eine grundlegende Annahme des Modells nach Rossiter ist, dass sich die Druckschwankun-
gen innerhalb der Kavita¨t mit Schallgeschwindigkeit (c) ausbreiten. Des Weiteren wird die
konvektive Geschwindigkeit mit der die Wirbel in der Scherschicht transportiert werden, als
ein Vielfaches (ξ) der Anstro¨mgeschwindigkeit (u∞) betrachtet. Zusa¨tzlich bezeichnet man die
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Wellenla¨nge der Druckwellen mit λa und den Abstand zwischen den Wirbel in der Scherschicht
mit λv. Daru¨ber hinaus setzt man voraus, dass der Einschwingvorgang bereits vergangen ist, d.h.
man befindet sich im
”
lock-in“, folglich entsprechen sich die Frequenzen der eintreffenden Wirbel
und der von der Ru¨ckwand ausgesendeten Wellen.
f =
c
λa
=
ξu∞
λv
(4.1)
Die Phasenbeziehung von Wirbeln und Druckwellen ist unbekannt, weshalb man eine weitere Kon-
stante (η) einfu¨hrt. Man legt fest, dass zu einem Zeitpunkt (t = 0) an dem eine Druckwelle an
der Hinterkante abgestrahlt wird, der verursachende Wirbel bereits um die La¨nge (ηλv) von der
Hinterkante stromabwa¨rts transportiert wurde (vgl. Abb. 4.4).
Abb. 4.4.: Rossiters Modell der Kavita¨tenu¨berstro¨mung bei t = 0 (links) und bei t = ∆t (rechts).
Schreitet man in der Zeit um ∆t bis zum Eintreffen einer Druckwelle an der Vorderkante
voran, ergibt sich, dass der genannte Wirbel um die Strecke ξu∞∆t von seiner vorigen Position
stromabwa¨rts verschoben ist. Ebenso hat sich die Formation aus Druckwellen um die La¨nge c∆t
verschoben (vgl. Abb. 4.4).
Setzt man voraus, dass eine Anzahl von mv Wirbeln und ma Druckwellen involviert sind,
la¨sst sich eine Gleichung fu¨r die Wirbel (4.2) und eine weitere fu¨r die Druckwellen (4.3) zum
Zeitpunkt t = ∆t aufstellen.
mvλv = L+ ηλv + ξu∞∆t (4.2)
L = maλa + c∆t (4.3)
Eliminiert man ∆t durch Gleichsetzen der Beziehungen fu¨r die Wirbel (4.2) und Druckwellen (4.3)
und fu¨hrt den Zusammenhang (4.1) fu¨r das
”
lock-in“ ein, erha¨lt man:
(mv − η +ma) λv
ξu∞
=
L
c
+
L
ξu∞
. (4.4)
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Fu¨r das weitere Vorgehen trifft man eine Vereinfachung, mit der Annahme, dass die statische Tem-
peratur der freien Anstro¨mung na¨herungsweise identisch zur statischen Temperatur in der Kavita¨t
ist. Zieht man zusa¨tzlich in Betracht, dass der Wirbel in der Kavita¨t aufgrund der niedrigen
Stro¨mungsgeschwindigkeiten schwach ist, ist diese Annahme legitim. Folglich sind die Schallge-
schwindigkeiten von Anstro¨mung und Kavita¨t bzw. Druckwelle (c) na¨herungsweise gleich.
Ma ≈ u∞
c
(4.5)
Da es sich bei ma und mv um beliebig gewa¨hlte ganze Zahlen handelt, lassen sich beide Parameter
zu einem zusammenfassen:m = ma+mv. Setzt man schließlich die Machzahl (4.5) und die Frequenz
(4.1) in den Zusammenhang (4.4) ein, erha¨lt man das Modell von Rossiter.
f =
u∞
L
m− η
Ma+ 1ξ
(4.6)
Aus seinen Messungen ermittelte Rossiter die Konstanten des Modells fu¨r L/T < 4 zu: ξ = 0,57
und η = 0,25.
Resonatoren
Die zuvor beschriebenen, selbst-erregten Schwingungen ko¨nnen als Anregung fu¨r Resonanz fun-
gieren. In den meisten Fa¨llen ist Resonanz unerwu¨nscht, da es zu einer erho¨hten akustischen
Abstrahlung und zu versta¨rkten strukturellen Vibrationen kommen kann. Deshalb wurden in der
Vergangenheit Bemu¨hungen unternommen, dieses Pha¨nomen na¨her zu untersuchen. Es konnten
zwei Resonatoren identifziert werden: der Helmholtz Resonator und stehende Wellen, wobei auf
letztere hier eingegangen wird.
Stehende Wellen: Ahuja, [1], identifiziert in seiner wissenschaftlichen Arbeit stehende Wellen
innerhalb der Kavita¨t als Ursache der Resonanz.
Grundsa¨tzlich entstehen diese Art von Wellen dadurch, dass z.B. eine akustische Welle an
einer schallharten Wand reflektiert wird. Die zuru¨ckgeworfene Welle u¨berlagert sich mit der
urspru¨nglichen Welle, was in Abha¨ngigkeit vom Wandabstand und der Frequenz zur Versta¨rkung
bzw. Auslo¨schung der Schallamplitude fu¨hren kann. Eine stehende Welle liegt dann vor, wenn
infolge der U¨berlagerung an einer ortsfesten Position die Auslenkung zu jedem Zeitpunkt null ist.
Fu¨r Wellen, die sich mit Schallgeschwindigkeit (c) ausbreiten, kann nach Ahuja die beno¨tigte Fre-
quenz, um stehende Wellen hervorzurufen, entsprechend Gleichung (4.7), bestimmt werden. Dabei
kennzeichnet nx, ny und nz die ganzzahligen Moden der jeweiligen Richtungen im kartesischen
Raum.
f =
c
2
√(nx
L
)2
+
(ny
B
)2
+
( nz
2T
)2
(4.7)
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Es sei darauf verwiesen, dass fu¨r die z-Richtung die doppelte Tiefe der Kavita¨t in der Formel
auftritt, da die Scherschicht bei der Kavita¨t ein schallweiches Ende darstellt und sich hier im
Gegensatz zu einem schallharten Ende kein Knoten sondern ein Maximum ausbildet. Folglich liegt
fu¨r den ersten Tiefenmode (nz = 1) eine stehende Welle mit einer viertel Wellenla¨nge vor. Daher
bezeichnet man eine Kavita¨t, die diesen Mode anregt, als λ/4-Resonator.
Motivation fu¨r Harmonic Balance
Die physikalischen Grundlagen zu den Kavita¨ten beschreiben, dass sich in Kavita¨ten selbst er-
haltende Schwingungen einstellen ko¨nnen. Bei gleichbleibenden Randbedinungen kann sich ein
periodisches Schwingungsverhalten ausbilden, was an einem exemplarischen Spektrum in Abbil-
dung 4.5 zu erkennen ist.
Die erste Signalspitze liegt bei der Fundamentalfrequenz von ungefa¨hr 2000Hz, wa¨hrend die fol-
genden Spitzen ganzzahlige Vielfache davon sind. Damit ist die Voraussetzung der Periodizita¨t fu¨r
Harmonic Balance erfu¨llt. Daru¨ber hinaus bietet das Modell von Rossiter (4.6) die Mo¨glichkeit die
sich einstellende Fundamentalfrequenz der Kavita¨t abzuscha¨tzen.
0 5000 10000 15000 20000
Frequenz [Hz]
50
55
60
65
70
75
80
85
90
95
S
ch
a
ll
d
ru
ck
p
e
g
e
l
[d
B
]
Abb. 4.5.: Exemplarisches Spektrum einer rechteckigen Kavita¨t mit L/T = 2,5 und Ma = 0,4 (reproduziert nach
Ahuja, [1]).
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4.2. Simulation einer tiefen Kavita¨t
Als Erstes soll in diesem Kapitel eine offene Kavita¨t betrachtet werden, die bei den zu untersu-
chenden Anstro¨mbedingungen ein Resonanzverhalten aufzeigt. Infolge der Anregung durch den
Ru¨ckkopplungsprozess mit den Wirbeln in der Scherschicht bilden sich in Richtung der Tiefe ste-
hende Wellen aus, die aus einer Viertel Wellenla¨nge bestehen. Die Kavita¨t, die das Verhalten eines
λ/4-Resonators aufzeigt, ist der wissenschaftlichen Arbeit von Kuhn, [22], nachempfunden. Dort
wird der Anwendungsfall einer Fuge in der Karosserie eines Automobils mithilfe von LES numerisch
berechnet.
4.2.1. Numerisches Setup
Geometrie und Stro¨mungsbedingungen
Die rechteckige Kavita¨t la¨sst sich entsprechend Abbildung 4.1 mit der La¨nge L = 25mm, der Tiefe
T = 50mm und der Breite B = 30mm geometrisch vollsta¨ndig beschreiben. Aus dem Verha¨ltnis
L/T = 0,5 folgt nach Gloerfelt, [13], dass es sich um eine tiefe Kavita¨t handelt.
Infolge der Anstro¨mung u¨ber eine ebene reibungsbehaftete Platte mit Ma∞ = 0,14 bildet
sich eine Grenzschicht aus. Dafu¨r gibt Kuhn an der Position x = −35mm, d.h. stromaufwa¨rts der
Kavita¨t die Grenzschichtdicke (δ), die Verdra¨ngungsdicke (δ∗), die Impulsverlustdicke (θ) und den
Formfaktor (H) an (siehe Tab. 4.1).
Nach Schlichting, [33], liegt bei einer ebenen Platte mit einem Formfaktor von 1,3 eine turbulente
Grenzschicht vor, wohingegen sich aus der Blasius-Gleichung fu¨r laminare Grenzschichten ein
Wert von 2,59 ergibt. Demzufolge wird die Kavita¨t mit einem turbulenten Geschwindigkeitsprofil
angestro¨mt. Das dabei betrachtete Fluid ist Luft bei ISA-Standardbedingungen, sodass die
Anstro¨mgeschwindigkeit mit u∞ = 48,4m/s angegeben werden kann.
Rechennetz und Randbedingungen
Die Abmessungen des Rechengebiets betragen das 16-fache der La¨nge der Kavita¨t in x-Richtung
stromaufwa¨rts und -abwa¨rts. Außerdem ist das 10-fache der La¨nge als Ho¨he oberhalb der Kavita¨t
gewa¨hlt.
Die vollsta¨ndige Vernetzung des Stro¨mungsgebiets, welche aus 40000 Hexaedern aufgebaut
ist, findet sich im Anhang G. Zusa¨tzlich ist im Folgenden eine Detailansicht des Netzes innerhalb
der Kavita¨t dargestellt (siehe Abb. 4.6). Es wird ein zweidimensionales Stro¨mungsfeld angenom-
men, sodass in y-Richtung lediglich eine Zellschicht vorliegt. Außerdem handelt es sich bei den
Begrenzungen normal zu dieser Richtung um periodische Randbedingungen.
Die Wa¨nde, u¨ber die der Hohlraum angestro¨mt wird, sind als reibungsbehaftete Randbedingungen
aufgesetzt. Ebenso handelt es sich bei den Wa¨nden der Kavita¨t um viskose Randbedingungen.
Dabei gewa¨hrleistet die Vernetzung des Gebiets fu¨r alle viskosen Ra¨nder y+ < 1. Der Abschluss
des Rechengebiets in z-Richtung bzw. oberhalb der Kavita¨t ist mittels Fernfeldrandbedingungen
realisiert.
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Um Rechenzeit zu sparen, wird an der Eintrittsebene ein Stro¨mungsprofil vorgeschrieben, wel-
ches aus einer Simulation u¨ber eine reibungsbehaftete ebene Platte mit einer Laufla¨nge von 0,76m
stammt. An der Austrittsebene wird der statische Druck der ISA-Standardatmospha¨re vorgeschrie-
ben.
Bezu¨glich der Turbulenzbehandlung kommen die URANS1-Gleichungen mit dem SST2-Modell von
Menter zum Einsatz. Fu¨r na¨here Informationen zu dieser Wahl sei der Leser auf Abschnitt 4.3.1
verwiesen. Außerdem finden sich weitere Informationen zu den Randbedingungen, der Initialisie-
rung und den Konfigurationen des Stro¨mungslo¨sers im Anhang G.
Abb. 4.6.: Zweidimensionale Darstellung der Vernetzung des Rechengebiets im Bereich der Kavita¨t mit L/T = 0,5.
4.2.2. Simulationsergebnisse
In der nachfolgenden Abbildung 4.7 ist das Grenzschichtprofil an der Position x = −35mm vor der
Kavita¨t dargestellt. Zusa¨tzlich zu den Geschwindigkeitswerten ist das Kriterium zur Bestimmung
der Grenzschichtdicke u/u∞ = 0,99 eingetragen. Außerdem wird durch eine horizontale Linie
die Dicke der Grenzschicht von Kuhn gekennzeichnet. Fu¨r einen quantitativen Vergleich ist die
Grenzschichtdicke aus dieser Arbeit in Tabelle 4.1 aufgefu¨hrt.
1Unsteady Reynolds-Averaged Navier-Stokes
2Shear Stress Transport
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Abb. 4.7.: Grenzschichtprofil der Geschwindigkeit an der Position x = −35mm vor der Kavita¨t mit L/T = 0,5.
Zusa¨tzlich dazu fu¨hrt die Tabelle die Verdra¨ngungsdicke, die Impulsverlustdicke und den Form-
faktor auf. Zur Berechnung der Parameter wird auf die Gleichungen (4.8) von Ahuja verwiesen.
Dafu¨r sei ∆zi der Abstand zwischen zwei diskreten Geschwindigkeiten (ui−1 und ui). Die Sum-
mation wird bis zum Erreichen der Grenzschichtdicke durchgefu¨hrt, wobei I u¨ber den folgenden
Zusammenhang definiert ist: δ ≥∑Ii=1 ∆zi.
δ∗ =
I∑
i=1
∆zi (1− ui
u∞
), θ =
I∑
i=1
∆zi
ui
u∞
(1− ui
u∞
), H =
δ∗
θ
(4.8)
Aus der Tabelle geht hervor, dass die im Rahmen dieser Arbeit verwendete Grenzschicht dicker ist
und gleichzeitig geringere Werte fu¨r die Verdra¨ngungs- und Impulsverlustdicke hat als die Referenz.
Zusa¨tzlich unterscha¨tzt die Simulation mit TRACE den Formfaktor.
Tab. 4.1.: Parameter der Grenzschicht aus der Simulation mit TRACE und von Kuhn, [22].
δ in [mm] δ∗ in [mm] θ in [mm] H in [−]
Kuhn 19 3,21 2,33 1,38
TRACE 21,9 2,8 2,1 1,3
Von einer Druckmessstelle an der Ru¨ckwand des Hohlraums auf der Ho¨he von z = 12,7mm ist im
weiteren Verlauf das Drucksignal dargestellt (siehe Abb. 4.8). Zu Simulationsbeginn bilden sich
Druckschwankungen aus, welche allerdings mit fortschreitender Zeit geda¨mpft werden, bis sich ein
stationa¨res Verhalten einstellt.
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Abb. 4.8.: Zeitlicher Druckverlauf an der Ru¨ckwand der Kavita¨t an der Stelle z = 12,7mm.
Es sei erwa¨hnt, dass anstelle von zu erwartenden Schwingungen in Tiefenrichtung, die Oszillationen
entlang der La¨nge auftreten. Aufgrund der ausbleibenden Anregung in Tiefenrichtung bilden sich
keine stehenden Wellen aus, sodass keine Resonanz auftritt. Außerdem stellt sich fu¨r t > 0,015s
im gesamten Stro¨mungsfeld ein stationa¨res Verhalten ein.
Diskussion der Ergebnisse
Zu Beginn muss festgestellt werden, dass es sich bei der Simulation der tiefen Kavita¨t um einen
Fehlschlag handelt. Es ist zwar mit dem beschriebenen Setup mo¨glich Schwingungen darzustellen,
allerdings bilden diese sich nicht entlang der Tiefe aus und sie erhalten sich auch nicht selbst bzw.
werden u¨ber die Zeit vollsta¨ndig geda¨mpft.
Mit einer skalenauflo¨senden numerischen Berechnung kann Kuhn das physikalische
Stro¨mungspha¨nomen abbilden. Jedoch beschra¨nkt sich in dieser Arbeit die Turbulenzbe-
handlung aufgrund der Kombination mit Harmonic Balance auf die statistische Behandlung
mittels URANS-Gleichungen (vgl. Abs. 2.5.2). Dabei wird der Effekt von kleinskaligen Fluktua-
tionen auf die makroskopische Hauptstro¨mung mittels einer ku¨nstlichen Viskosita¨t modelliert,
d.h. diese Fluktuationen werden nicht aufgelo¨st. Aus dem Grund der getrennten Behandlung der
Skalen wird vermutet, dass bei der betrachteten Kavita¨t eine breitbandige Anregung durch die
kleinskaligen Fluktuationen vorliegt und sich deshalb keine dauerhafte Ru¨ckkopplung einstellt.
In diesem Zusammenhang ist der Einfluss der Grenzschichtdicke anzufu¨hren. Ahuja, [1], stellt aus
Fernfeldmessungen an einer Kavita¨t fest, dass mit steigender Grenzschichtdicke die Amplituden
der akustischen Wellen, welche von der Kavita¨t abgestrahlt werden, abnehmen. Bereits fu¨r einen
Wert von δ/L = 0,066 sind fu¨r seinen experimentellen Aufbau keine akustischen Wellen im
Fernfeld messbar. Dadurch wird die da¨mpfende Einfluss der Scherschicht oberhalb der Kavita¨t
verdeutlicht.
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Im vorliegenden Fall mit δ/L = 0,76 mu¨sste demnach die da¨mpfende Wirkung der Scherschicht
besonders stark sein. In Kombination mit einer weiteren Da¨mpfung durch eine mo¨gliche fehler-
hafte Modellierung der ku¨nstlichen Viskosita¨t, wird daher vermutet, dass die initial in die tra¨ge
Scherschicht eingebrachten Sto¨rungen nicht ausreichend sind, um makroskopische A¨nderungen
hervorzurufen. Eine solche A¨nderung ko¨nnte sich als ein Schwingen der Scherschicht a¨ußern, die
mittels URANS-Gleichungen abgebildet werden ko¨nnten. Als Folge der Hemmung von initialen
Sto¨rungen kann sich der Ru¨ckkopplungsprozess nicht ausbilden, der gleichzeitig Voraussetzung
fu¨r die Resonanz ist.
Dazu sei angefu¨gt, dass die Simulationen von Kuhn zwar akustische Abstrahlungen und ma-
kroskopische Schwankungen der Scherschicht aufweisen, jedoch ko¨nnten diese erst durch den
Resonanzeffekt mit dem Tiefenmode entstehen und nicht aus den initialen Sto¨rungen.
Des Weiteren soll der Einfluss von dreidimensionalen Effekten genannt werden. Ahuja po-
stuliert, dass fu¨r L/B < 1 diese Effekte vernachla¨ssigbar sind und daher im Testfall koha¨rente
Strukturen entlang der Kavita¨tenbreite vorliegen sollten. Trotzdem wa¨ren aufgrund der Na¨he
zum Grenzwert mit L/B = 0,83 Auswirkungen denkbar, sodass eine 2D-Betrachtung mit einer
unendlichen Fortsetzung durch periodische Ra¨nder eine Fehlerquelle darstellen ko¨nnte.
Die letzte Problematik entsteht durch die niedrigen Mach-Zahlen in der Gro¨ßenordnung
von 10−3 innerhalb der Kavita¨t. Wie bereits mehrfach erwa¨hnt, liegt in diesen Fa¨llen fu¨r einen
kompressiblen Stro¨mungslo¨ser wie TRACE ein schlecht konditioniertes Gleichungssystem vor, was
bei seiner Lo¨sung zu Genauigkeitsverlusten fu¨hrt.
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4.3. Simulation einer flachen Kavita¨t
Dieser Abschnitt behandelt eine weitere offene Kavita¨t, die subsonisch angestro¨mt wird. Da die
Untauglichkeit der zuvor behandelten tiefen Kavita¨t (vgl. Abs. 4.2) in Kombination mit statisti-
scher Turbulenzbehandlung hauptsa¨chlich auf den Einfluss der Grenzschichtdicke zuru¨ckgefu¨hrt
wird, liegt die relative Dicke bei dieser Kavita¨t im Vergleich zur tiefen Kavita¨t um den Faktor 10
darunter (δ/L = 0,073). Im Detail wird ein experimenteller Testfall von Ahuja, [1], betrachtet, fu¨r
den ebenfalls Simulationsdaten von Ashcroft, [2], vorliegen.
Analog zum Vorgehen beim Zylinder (siehe Abs. 3) wird zuerst der Testfall mit Zeitbe-
reichsverfahren berechnet und anschließend, aufbauend auf diesem numerischen Setup, Harmonic
Balance angewendet. Wie bereits eingangs erwa¨hnt (vgl. Abs. 4.1) eignet sich der Testfall fu¨r
das Frequenzbereichsverfahren, da die selbst-erhaltenden Schwingungen einer offenen Kavita¨t
periodisch sind.
4.3.1. Numerisches Setup
Geometrie und Stro¨mungsbedingungen
Entsprechend der geometrischen Gro¨ßen aus Abbildung 4.1 betra¨gt die La¨nge der Kavita¨t
L = 31,8mm, die Tiefe T = 12,7mm und die Breite B = 101,6mm. Daraus erha¨lt man das
Verha¨ltnis L/T = 2,5, was nach Gloerfelt, [13], als flache Kavita¨t (L/T > 1) eingeordnet wird.
Außerdem stellt Ahuja fest, dass in Richtung der Breite koha¨rente Instabilita¨ten vorliegen, wenn
L/B < 1 ist. Folglich liegen in dieser Richtung keine A¨nderungen vor, was dazu motiviert die
Kavita¨t ausschließlich zweidimensional zu behandeln.
Die Anstro¨mung findet u¨ber eine ebene Platte statt, wobei die Mach-Zahl bei 0,26 liegt.
Dabei entwickelt sich eine Grenzschicht, fu¨r die Ahuja bei 3,175mm vor der Kavita¨t die
Grenzschichtdichte (δ), die Verdra¨ngungsdicke (δ∗) sowie die Impulsverlustdicke (θ) angibt
(siehe Tab. 4.2). Aus der Betrachtung des vorigen Abschnitt 4.2.1 kann aus dem Formfaktor
auf ein turbulentes Grenzschichtprofil geschlossen werden. Außerdem wird als Fluid Luft bei
ISA-Standardbedingungen fu¨r die Simulation angenommen, sodass die Anstro¨mgeschwindigkeit
mit u∞ = 88,5m/s angegeben werden kann.
Rechennetz und Randbedingungen
Die Ra¨nder des Rechengebiets sind so platziert, dass es mo¨glich ist, zwei vollsta¨ndige Wellenla¨ngen
einer akustischen Abstrahlung von der Kavita¨t darzustellen. Mit der niedrigsten dominanten Fre-
quenz (f) aus den experimentellen Daten erha¨lt man dann mit
λ =
c
f
(4.9)
den Abstand zur Kavita¨t als ungefa¨hr das 13-fach der Kavita¨tenla¨nge (L). Dabei bezeichnet c die
Schallgeschwindigkeit.
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Wie bereits erwa¨hnt, ko¨nnen dreidimensionale Effekte vernachla¨ssigt werden, weshalb das Re-
chengebiet mit einer Zellschicht in Richtung der Breite (B) realisiert wird. Außerdem werden die
Seitenwa¨nde, welche senkrecht zu dieser Richtung liegen, durch reibungsfreie Wandrandbedingun-
gen modelliert.
Die Kavita¨tenwa¨nde sowie die Wand, u¨ber welche die Stro¨mung das Rechengebiet wieder verla¨sst,
werden als viskose Wa¨nde dargestellt. Des Weiteren ist eine La¨nge von 74,7mm vor der Kavita¨t
ebenfalls eine reibungsbehaftete Wand, wa¨hrend der verbleibende Teil der Wand, u¨ber welche die
Kavita¨t angestro¨mt wird, mit einer reibungsfreien Wand modelliert wird. Dabei ist die viskose
Anlaufla¨nge so definiert, dass sich eine Grenzschichtdicke entsprechend Tabelle 4.2 einstellt.
Der Wandabstand der ersten Zelle oberhalb aller viskosen Wa¨nde gewa¨hrleistet y+ < 1. Außerdem
ist die Vernetzung so gewa¨hlt, dass die Grenzschicht vor der Kavita¨t mit 30 Zellen dargestellt
werden kann. Eine Darstellung des Rechennetzes im Bereich der Kavita¨t ist in Abbildung 4.9
gegeben.
Abb. 4.9.: Zweidimensionale Darstellung der Vernetzung des Rechengebiets im Bereich der Kavita¨t mit L/T = 2,5.
Beim Abschluss des Rechengebiets oberhalb der Kavita¨t kommt eine reibungsfreie Wand zum
Einsatz. Zwischen dieser Begrenzung und der Anstro¨mwand sind 68 Zellen platziert, um mit stei-
gendem Abstand zur Kavita¨t eine gro¨bere Auflo¨sung zu erhalten. Analog dazu wird die Zellgro¨ße
in x-Richtung bei Anna¨herung an den Ein- bzw. Ausstro¨mrand erho¨ht. Somit liegt ein Vernetzung
bestehend aus ca. 52000 Hexaedern vor.
Konfigurationen des Stro¨mungslo¨sers
Es wurde zuvor erwa¨hnt, dass die Kavita¨t turbulent angestro¨mt wird. Dafu¨r ist es notwendig
eine Turbulenzbehandlung einzufu¨hren. Im Hinblick auf die Anwendung von Harmonic Balance
sind skalenauflo¨sende Verfahren (LES bzw. DNS) nicht geeignet, da man nach Ashcroft, [3],
den Vorteil eines reduzierten Rechenaufwands gegenu¨ber Zeitbereichsverfahren verliert. Der
Grund dafu¨r ist, dass bei diesen Verfahren breitbandige Spektren vorliegen, welche mit einer
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Vielzahl von Frequenzen in Harmonic Balance beachtet werden mu¨ssen. Folglich wird auf die
RANS-Gleichungen zuru¨ckgegriffen und das k-ω-Modell angewendet.
Eine vollsta¨ndige Visualisierung des Rechengebiets, Details zu den Ein- und Aus-
stro¨mrandbedingungen sowie die Konfigurationen bezu¨glich des Zeitbereichs- bzw. Frequenz-
bereichsverfahren sind im Anhang H aufgefu¨hrt. Bei den Modifikationen zu Harmonic Balance
handelt es sich bezu¨glich der Fundamentalfrequenz und dem harmonischen Set um ein exemplari-
sches Setup.
Zusa¨tzlich sei angemerkt, dass die CFL-Zahl klein und die Anzahl von Iterationen pro Zeitschritt
groß gewa¨hlt ist, um Ungenauigkeiten aufgrund des schlecht konditionierten Systems im Kontext
von geringen Stro¨mungsgeschwindigkeiten innerhalb der Kavita¨t zu vermeiden.
4.3.2. Simulationsergebnisse - Zeitbereichsverfahren
Grenzschichtprofil
Die Untersuchungen der Grenzschicht von Ahuja sind an der Position x = −3,175mm durchgefu¨hrt.
An dieser Stelle liegen aufgrund der akustischen Abstrahlung der Kavita¨t zeitabha¨ngige Schwan-
kungen vor, was in Abbildung 4.10 visualisiert ist. Bei den farbigen Verla¨ufen handelt es sich um
das Geschwindigkeitsprofil zu verschiedenen Zeitpunkten in einer Periode. Zusa¨tzlich kennzeichnet
die schwarze Linie den zeitlichen Mittelwert dieser Schwankungen.
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Abb. 4.10.: Visualisierung der Fluktuationen (bunt) und des zeitlichen Mittelwerts (schwarz) des Grenzschichtpro-
fils der Geschwindigkeit an der Position x = −3,175mm vor der Kavita¨t.
Zur Bestimmung der Grenzschichtparameter aus Tabelle 4.2 wird im Folgenden das gemittelte
Profil betrachtet, welches in Abbildung 4.11 dargestellt ist. Dabei ist das Geschwindigkeitsprofil
auf die Anstro¨mgeschwindigkeit (u∞) bezogen. Zusa¨tzlich ist das Kriterium zur Identifikation der
Grenzschichtdicke: u/u∞ = 0,99 und die von Ahuja ermittelte Dicke der Grenzschicht eingezeich-
net.
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Aus der Detailansicht des Graphen geht hervor, dass qualitativ die Grenzschichtdicke des Experi-
ments erreicht wird. Dazu sei erwa¨hnt, dass aufgrund der ra¨umlichen Diskretisierung die Abtast-
punkte nahe der gewu¨nschten Dicke der Grenzschicht bei z = 2,13mm und bei z = 2,45mm liegen.
Mithilfe einer linearen Interpolation kann in Tabelle 4.2 der Abstand von der Wand (z = 0), fu¨r
den u/u∞ = 0,99 erreicht wird, angegeben werden.
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Abb. 4.11.: Zeitgemitteltes Grenzschichtprofil, experimentell ermittelte Grenzschichtdicke von Ahuja (horizontale
Linie) und das Kriterium: u/u∞ = 0,99 zur Erkennung dieser Dicke (vertikale Linie).
Die verbleibenden Grenzschichtparameter werden entsprechend der zuvor angegebenen Gleichun-
gen (4.8) berechnet und sind in Tabelle 4.2 aufgelistet. Bezu¨glich der Dicke der Grenzschicht
konnte eine U¨bereinstimmung bis auf 2,2% erreicht werden, jedoch sind die Abweichungen fu¨r die
Verdra¨ngungs- und Impulsverlustdicke gro¨ßer, sodass der Formfaktor eine Diskrepanz von 21,5%
aufweist.
Tab. 4.2.: Parameter der Grenzschicht aus der Simulation mit TRACE und des Experiments von Ahuja, [1].
δ in [mm] δ∗ in [mm] θ in [mm] H in [−]
Experiment 2,309 0,215 0,187 1,1519
TRACE 2,36 0,281 0,201 1,4
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Stro¨mungsfeld
Wie zuvor in Abschnitt 4.1 beschrieben, stellt sich ein selbst-erhaltender Schwingungsprozess ein
(vgl. Abb. 4.12). Anhand der Visualisierung der Wirbelsta¨rke zu einem Zeitpunkt (t1) ist die
Entstehung einer Wirbelstruktur in der ersten Ha¨lfte der Scherschicht zu erkennen. Des Weiteren
werden die Wirbel stromabwa¨rts transportiert, wobei die ra¨umliche Ausdehnung zunimmt. An der
Ru¨ckwand der Kavita¨t ist ein weiterer Wirbel kurz vor dem Aufschlagen zu erkennen.
Abb. 4.12.: Visualisierung der Wirbel in der Scherschicht der Kavita¨t mit L/T = 2,5 zum Zeitpunkt t1.
Aus den auftreffenden Wirbeln werden Druckschwankungen erzeugt, die sich einerseits innerhalb
der Kavita¨t entgegen der Stro¨mungsrichtung bewegen und andererseits durch die Scherschicht
wirken, sodass kreisfo¨rmige Druckwellen von der Kavita¨t abgestrahlt werden (vgl. Abb. 4.13).
Abb. 4.13.: Visualisierung der Wirbel in der Scherschicht und des Druckfelds bei einer Kavita¨t zum Zeitpunkt t1.
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Zusa¨tzlich ist dem Druckfeld die Wirbelsta¨rke u¨berlagert. Folglich ist ein Druckminimum kurz vor
dem Auftreffen eines Wirbels an der Ru¨ckwand zu verzeichnen.
Zu einem spa¨teren Zeitpunkts (t2) ist dargestellt (siehe Abb. 4.14), wie infolge eines aufgetrof-
fenen Wirbels ein Druckmaximum entsteht. Somit ist die Simulation in der Lage qualitativ die
Stro¨mungspha¨nomene an der Kavita¨t darzustellen.
Abb. 4.14.: Visualisierung der Wirbel in der Scherschicht und des Druckfelds bei einer Kavita¨t zum Zeitpunkt t2.
Validierung
In Abbildung 4.15 ist der zeitliche Druckverlauf bei x/L = 0,5 am Boden der Kavita¨t dargestellt.
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Abb. 4.15.: Zeitlicher Druckverlauf (links) von x/L = 0,5 am Boden der Kavita¨t und das Spektrum (rechts).
82
4.3. Simulation einer flachen Kavita¨t
Aus der spektralen Analyse des Druckverlaufs kann die Strouhal-Zahl der einzelnen Moden
berechnet werden. In den Arbeiten von Ahuja und Ashcroft finden sich dazu Referenzdaten,
wobei diese bei Ahuja aus Fernfeldmessungen und Ashcroft aus Nahfeldmessungen stammen.
Außerdem kann aus der Formel von Rossiter (4.6) mit der Mach-Zahl von 0,26 ein theoretischer
Wert angegeben werden.
Zusa¨tzlich dazu enthalten die Simulationsdaten von Ashcroft das A¨quivalent des zuvor dar-
gestellten Druckverlaufs am Kavita¨tenboden, sodass ein Maximalwert fu¨r die dimensionslose
Druckamplitude (
[p−p
κp
]
) extrahiert werden kann. Dabei kennzeichnet p den zeitgemittelten
Wert des Drucksignals. Die genannten Gro¨ßen und die entsprechenden Werte aus dieser Arbeit
(TRACE) sind in der Tabelle 4.3 zusammengefasst. Die Berechnung der Werte erfolgt fu¨r den
eingeschwungenen Zustand des Drucksignal, d.h. t > 0,015s. Zur Entdimensionalisierung der
Daten aus dieser Arbeit sei auf die Geometrie und Stro¨mungsbedingungen (siehe Abs. 4.3.1)
verwiesen und zusa¨tzlich sei der zeitgemittelte Druck mit p = 101358,5Pa gegeben.
Tab. 4.3.: Strouhal-Zahlen der ersten vier Moden des Druckverlaufs am Kavita¨tenboden und die dimensionslose
Amplitude des Signals.
Sr1 Sr2 Sr3 Sr4
[p−p
κp
]
Theorie 0,37 0,87 1,37 1,86 −
Ahuja 0,52 1,01 1,52 2,07 −
Ashcroft − 1,03 − 2,05 0,0019
TRACE − 0,94 − 1,87 0,0038
Es ergibt sich, dass die Moden von Ahuja und Ashcroft nahezu identisch sind. Wobei im Spek-
trum von Ashcroft die 1. und 3. Mode nicht auftritt. Im Vergleich dazu liegen Abweichungen bei
den Vorhersagen aus der Theorie vor. Aus diesem Grund schla¨gt Ahuja in seiner Literatur eine
Korrektur fu¨r eine Modellkonstante vor: ξ = 0,65. Analog zu Ashcrofts Simulation tritt bei den
Simulationen mit TRACE die 1. und 3. Mode ebenfalls nicht auf. Außerdem unterscha¨tzen die im
Rahmen dieser Arbeit berechneten Frequenzen die Vergleichswerte von Ahuja und Ashcroft, wobei
im Vergleich zu den genannten wissenschaftlichen Arbeit eine bessere U¨bereinstimmung mit der
Theorie erzielt werden kann. Zusa¨tzlich offenbart der Amplitudenvergleich des Drucksignals eine
Diskrepanz von 100% zu Ashcrofts Simulationsergebnis.
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4.3.3. Simulationsergebnisse - Harmonic Balance
Analog zum Vorgehen bei der Untersuchung der Zylinderumstro¨mung wird an dieser Stelle zuerst
die Frequenzdiskretisierung entsprechend des empirischen Modells durchgefu¨hrt. Dabei entspricht
das harmonische Set aus dem Modell nicht der u¨blichen Konvention, dass das Set aus ganzzahligen
Vielfachen der ersten Mode besteht (vgl. Tab. 4.3).
Aus den Spektren von Ashcroft, Ahuja und der Abbildung 4.15 geht hervor, dass die Schwin-
gungspha¨nomene an der Kavita¨t von der zweiten Mode dominiert werden. Deshalb wird das
harmonische Set an dieser Mode ausgerichtet. Trotz der entstehenden Abweichungen infolge der
ganzzahligen Vielfachen zu den theoretischen Rossiter-Moden der 1., 3. und 4. Harmonischen,
werden diese Frequenzen beachtet, da zu hoffen ist, trotzdem die physikalischen Effekte dieser
Moden teilweise wiederzugeben.
Die empirische Fundamentalfrequenz erha¨lt man als die Ha¨lfte der 2. Harmonischen, welche
mit der Kavita¨tenla¨nge L = 0,0318m und der Anstro¨mgeschwindigkeit u∞ = 88,5m/s aus der
Strouhal-Zahl von Tabelle 4.3 berechnet werden kann. Folglich kann das harmonische Set mit
f1 = 1215Hz und {f0, f1, f2, f3, f4} angegeben werden.
Der sich einstellende Konvergenzverlauf der einzelnen Harmonischen (vgl. Abb. 4.16) weist ein
a¨hnliches Verhalten wie die Verla¨ufe bei den Simulationen des Zylinders auf (vgl. Abb. 3.10).
Das Residuum der zeitgemittelten Lo¨sung baut sich zu Simulationsbeginn ab, wodurch die
ho¨heren Harmonischen angeregt werden. Jedoch folgt nach der Anregungsphase keine kontinuier-
liche Konvergenz der einzelnen Residuen. Im Anschluss daran weisen die 2. und 4. Harmonische
qualitativ Schwingungen um einen nahezu konstanten Mittelwert auf, wa¨hrend der Verlauf der
1. und 3. Harmonischen einen fallenden bzw. steigenden Trend erkennen la¨sst. Die Schwingungen
weisen auf Instabilita¨ten in den numerischen Verfahren hin, wa¨hrend aus dem Trend gefolgert
werden kann, dass die numerische Lo¨sung noch keinen
”
stabilen Zustand“ gefunden hat.
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Abb. 4.16.: Empirisches Setup: Residuenverlauf der Harmonischen (links) und Phasenwinkel des Fourier-
Koeffizienten der Dichte von der 2. Harmonischen (rechts).
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Trotz der Instabilita¨ten in den numerischen Verfahren weist der Phasenwinkel des Fourier-
Koeffizienten der Dichte fu¨r die 2. Harmonische (vgl. Abb. 4.16) eine na¨herungsweise konstante
A¨nderung u¨ber die Iterationen auf. Diese Beobachtungen verleiten zur Annahme, dass es sich bei
der 2. Harmonischen nicht um die optimale Frequenz handelt. Folglich kann die Frequenzsuche
nach Spiker (siehe Abs. 3.3.2.2) angewendet werden. Dafu¨r wird eine weitere Simulation mit einer
Verschiebung der zweiten Mode beno¨tigt.
Im Rahmen dieser Arbeit fa¨llt die Wahl hierfu¨r auf die entsprechende Frequenz aus der
Zeitbereichssimulation. Folglich ergibt sich das Set mit der Fundamentalfrequenz 1300Hz zu
{f0, f1, f2, f3, f4}.
Der sich einstellende Konvergenzverlauf (siehe Abb. 4.17) zeigt visuell ein a¨hnliches Verhalten
wie der Verlauf bei der empirisch ermittelten 2. Harmonischen (vgl. Abb. 4.16). Allerdings bleibt
qualitativ ein fallender bzw. steigender Trend einer Harmonischen aus. Unter Einbeziehung des
Phasenwinkels des Fourier-Koeffizienten der Dichte von der 2. Harmonischen (siehe Abb. 4.17), ist
im Vergleich zur Simulation mit der empirischen 2. Harmonischen eine geringere A¨nderungsrate
festzustellen. Da beide A¨nderungen das gleiche Vorzeichen besitzen, kann bereits hieraus geschlos-
sen werden, dass die Frequenz aus dem Zeitbereichsverfahren na¨her an der optimalen Frequenz
liegt als das A¨quivalent aus dem empirischen Modell.
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Abb. 4.17.: Setup entsprechend des Zeitbereichsverfahrens: Residuenverlauf der Harmonischen (links) und Phasen-
winkel des Fourier-Koeffizienten der Dichte von der 2. Harmonischen (rechts).
Na¨herungsweise lassen sich die A¨nderungen des Phasenwinkels u¨ber die Iterationen fu¨r das empiri-
sche Modell und das Zeitbereichsverfahren bestimmen. Mit den jeweiligen Frequenzen der zweiten
Harmonischen kann man dann linear eine Frequenz extrapolieren, an der keine A¨nderung im Pha-
senwinkel u¨ber die Iterationen mehr auftritt (siehe Tab. 4.4).
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Tab. 4.4.: Frequenzen der 2. Mode aus der Theorie und dem Zeitbereichsverfahren sowie die A¨nderungsrate des
Phasenwinkels der entsprechenden Harmonic Balance Simulation. Zusa¨tzlich das Ergebnis der linearen
Extrapolation nach Spiker.
f2 in [Hz]
d Φ
d Iteration in [
◦]
Theorie 2430 0,054
Zeitbereichsverfahren 2600 0,03
Extrapolation 2807 0
Im Folgenden ist der Konvergenzverlauf einer Frequenzbereichssimulation mit einem harmonischen
Set, welches an der nach Spiker bestimmten 2. Harmonischen ausgerichtet ist, darstellt (siehe Abb.
4.18). Im Vergleich zu den vorigen Simulationen treten minimale Oszillationen in den Residuen
auf. Außerdem wird qualitativ ab ungefa¨hr 50000 Iterationen ein Zustand erreicht, in dem die
Residuen na¨herungsweise konstant sind. Folglich hat man einen robusteren Simulationsverlauf als
zuvor, was auf die optimierte 2. Harmonische zuru¨ckzufu¨hren ist.
Zusa¨tzlich weist der Phasenwinkel des Fourier-Koeffizienten der Dichte von der 2. Harmonischen ei-
ne gegen Null strebende A¨nderungsrate auf. Demzufolge hat das Frequenzsuchverfahren erfolgreich
die optimale Frequenz ermittelt.
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Abb. 4.18.: Optimiertes Setup: Residuenverlauf der Harmonischen (links) und Phasenwinkel des Fourier-
Koeffizienten der Dichte von der 2. Harmonischen (rechts).
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Validierung
Abschließend bleibt der Vergleich mit den Referenzdaten von Ahuja und Ashcroft. Dafu¨r wird
der zeitliche Druckverlauf bei x/L = 0,5 am Boden der Kavita¨t beno¨tigt. Da die Bestimmung
dieses Verlaufs im Anschluss an Harmonic Balance in POST nicht vorhanden ist, soll hier kurz
auf die Berechnung eingegangen werden. Ausgangspunkt hierfu¨r sind die Fourier-Koeffizienten der
konservativen Zusta¨nde an der entsprechenden Position. Dabei kennzeichnet der Subskript
”
k“ die
Zugeho¨rigkeit eines Koeffizienten zur k-ten Harmonischen.
qˆ
k
=

qˆ1
qˆ2
qˆ3
qˆ4
qˆ5

k
=

ρˆ
ρˆu
ρˆv
ρˆw
ρˆet

k
(4.10)
Mithilfe einer endlichen komplexen Fourier-Reihe (2.44) werden die Zusta¨nde im Zeitbereich zu dis-
kreten Zeitpunkten rekonstruiert. Anschließend wird in Abha¨ngigkeit der konservativen Zusta¨nde
im Zeitbereich (q) und dem Isentropenexponent (κ) der Druck bestimmt.
p = (κ− 1)
[
q5 − q1
(
( q2q1 )
2 + ( q3q1 )
2 + ( q4q1 )
2
2
)]
(4.11)
Der Druckverlauf und das dazugeho¨rige Spektrum sind in Abbildung 4.19 dargestellt. Aus dem
Zeitsignal erha¨lt man die maximale dimensionslose Druckamplitude (
[p−p
κp
]
), welche zusa¨tzlich zu
den Strouhal-Zahlen der Harmonischen in Tabelle 4.5 aufgefu¨hrt ist.
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Abb. 4.19.: Optimiertes Setup: Zeitlicher Druckverlauf (links) von der Position x/L = 0,5 am Boden der Kavita¨t
sowie das Spektrum (rechts) dazu.
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4. Selbst-erregte Schwingungen bei Kavita¨ten
Zuerst liefert der Frequenzvergleich, dass die optimierte Frequenz des 2. Mode von TRACE mit
Harmonic Balance in besserer U¨bereinstimmung mit dem entsprechenden Wert von Ahuja und
Ashcroft ist als der aus dem Zeitbereichsverfahren berechnete Wert. Fu¨r die ho¨heren Moden bleibt
dieser Trend erhalten, da die Referenz-Moden aus Experiment und Simulation nahezu ganzzahlige
Vielfache der 1. Mode sind. Des Weiteren liegt die Druckamplitude aus dem Frequenzbereichsver-
fahren na¨her an dem Wert von Ashcroft, sodass die Diskrepanz aus dem Zeitbereichsverfahren von
100% auf 26,3% reduziert wird.
Die spektrale Analyse des Drucksignals offenbart eine andere Gewichtung der einzelnen Moden im
Vergleich zum Zeitbereichsverfahren (vgl. Abb. 4.15 und Abb. 4.19). Die Dominanz der 2. Mode
bleibt erhalten, jedoch sind Anteile in der 1. und 3. Mode bei Harmonic Balance zu erkennen, die
in den Vergleichsspektren nicht auftreten. Außerdem besitzt die ho¨chste Mode einen reduzierten
Fourier-Koeffizienten.
Tab. 4.5.: Strouhal-Zahlen der ersten vier Moden des Druckverlaufs am Kavita¨tenboden sowie die dimensionslo-
se Amplitude des Signals fu¨r die Daten von Ahuja, [1], Ashcroft, [2], der Simulationen im Zeit- und
Frequenzbereich.
Sr1 Sr2 Sr3 Sr4
[p−p
κp
]
Ahuja 0,52 1,01 1,52 2,07 −
Ashcroft − 1,03 − 2,05 0,0019
TRACE - Zeit − 0,94 − 1,87 0,0038
TRACE - HB3 0,5 1,01 1,51 2,02 0,0024
4.3.4. Diskussion der Simulationsergebnisse
Im Gegensatz zum Testfall der tiefen Kavita¨t (siehe Abs. 4.2) ko¨nnen, basierend auf statistischer
Turbulenzmodellierung, die physikalischen Vorga¨nge im Stro¨mungsfeld erfolgreich mit dem Zeit-
und Frequenzbereichsverfahren simuliert werden. Jedoch wird aus dem quantitativen Vergleich fu¨r
das Zeitbereichsverfahren mit den Referenzdaten von Ahuja und Ashcroft eine Unterscha¨tzung der
Frequenzen sowie eine kritische U¨berscha¨tzung der Druckamplitude von 100% deutlich. Da, wie
bereits in Abschnitt 3.3 erwa¨hnt, der Maßstab von Harmonic Balance das Zeitbereichsverfahren
ist, ist es umso bemerkenswerter, dass mithilfe der Frequenzsuchstrategie eine nahezu perfekte
U¨bereinstimmung in den Frequenzen und eine Verbesserung der u¨berscha¨tzen Druckamplitude auf
26,3% erzielt werden kann. Dazu sollen im Folgenden mo¨gliche Erkla¨rungen fu¨r die Abweichungen
und die U¨berlegenheit des Frequenzbereichsverfahrens gegeben werden.
3Die Entdimensionalisierung kann mithilfe der Geometrie und Stro¨mungsbedingungen (siehe Abs. 4.3.1) durch-
gefu¨hrt werden. Dazu sei zusa¨tzlich die gemittelte Druckamplitude mit p = 101339Pa gegeben.
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Analog zur tiefen Kavita¨t treten im betrachteten Testfall Mach-Zahlen in Gro¨ßenordnung von
10−3 innerhalb des Hohlraums auf. Um bei der tiefen Kavita¨t Einflu¨sse auf den kompressi-
blen Stro¨mungslo¨ser zu minimieren, sind die Vorgaben fu¨r die CFL-Zahl und die Anzahl von
Lo¨seriterationen restriktiver gewa¨hlt, jedoch kann ein Einfluss auf die Gu¨te der Simulation nicht
ausgeschlossen werden. Ein Hinweis auf den schadhaften Einfluss der niedrigen Mach-Zahlen
ist dadurch gegeben, dass analog zur Problematik von Kociok beim Zylinder (vgl. Abs. 3.2.3)
die Frequenzen in der Zeitbereichsrechnung unterscha¨tzt werden. Um dem Problem weiter auf
den Grund gehen zu ko¨nnen, sei auf die Mo¨glichkeit der Konditionierung des zu lo¨senden
Gleichungssystems nach Turkel, [39], verwiesen.
Als weiterer Einflussfaktor auf die Druckamplituden ko¨nnen die Abweichungen in den Grenz-
schichtparametern des Anstro¨mprofils identifiziert werden (vgl. Tab. 4.2). Insbesondere zeigt der
erho¨hte Formfaktor nach Schlichting, [33], dass die Kavita¨t in dieser Arbeit mit weniger Turbulenz
angestro¨mt wird. Da Ashcroft sich ebenfalls auf Ahujas experimentelle Daten bezieht, kann im
Umkehrschluss davon ausgegangen werden, dass in seiner Simulation mehr Turbulenz vorliegt.
Folglich kann man aufgrund des dissipativen Charakters von Turbulenz erho¨hte Amplituden fu¨r
das hier vorgestellte numerische Setup erkla¨ren.
In diesem Zusammenhang sei allerdings darauf hingewiesen, dass die Referenzdaten ebenfalls
fehlerbehaftet sein ko¨nnen, da Ashcroft die Druckamplituden nicht validiert und ebenfalls einen
kompressiblen Stro¨mungslo¨ser (CFL3D4 der NASA5) ohne Konditionierung des Gleichungssystems
nutzt.
Eingangs in diesem Abschnitt wird bereits herausgestellt, dass die Lo¨sungsqualita¨t der Si-
mulation mit Harmonic Balance ho¨her ist. Die Verbesserung kann dadurch erkla¨rt werden, dass
durch die Suchstrategie von Spiker die korrekte physikalische Frequenz ermittelt wird. Im An-
schluss daran wertet Harmonic Balance basierend auf der richtigen Frequenz die Druckamplituden
dazu aus. Da mit dem Zeitbereichsverfahren bereits eine Unsicherheit in den Frequenzen vorliegt,
ist folglich der Amplitudenfehler ebenfalls gro¨ßer.
Abschließend bleibt zu resu¨mieren, dass die Simulationen der flachen Kavita¨t erfolgreich
die Anwendung von Harmonic Balance und der Frequenzsuchstrategie darlegen. Da in erster Linie
Ziel der Untersuchung die Pru¨fung einer prinzipiellen Anwendung des Frequenzbereichsverfahren
ist, sei lediglich am Rande erwa¨hnt, dass der Rechenaufwand um 265,5% oberhalb des Zeitbe-
reichsverfahren liegt.
Speziell die Ungenauigkeiten der Zeitbereichssimulation verlangen nach weiterfu¨hrenden Be-
handlungen des Testfalls um abschließende Aussagen bezu¨glich der Gu¨te von Zeit- und
Frequenzbereichsverfahren treffen zu ko¨nnen. Dafu¨r sind weitere Daten fu¨r die Validierung not-
wendig, eine U¨berarbeitung des numerischen Setups und die Anwendung eines vorkonditionierten
Gleichungssystems ist ratsam.
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5. Zusammenfassung
In der vorliegenden Arbeit wurde die Anwendbarkeit von Harmonic Balance fu¨r periodisch schwin-
gende Stro¨mungspha¨nomene untersucht, bei denen die Fundamentalfrequenz der Schwingung
unbekannt ist. Im Zuge dessen wurde erweiternd zum akademischen Fall eines Zylinders, welcher
bereits in der Literatur erfolgreich mit dem Frequenzbereichsverfahren untersucht wurde, die
Eignung von Kavita¨ten als neue Testfa¨lle fu¨r das Verfahren bei unbekannten Frequenzen gepru¨ft.
Dazu wurde zu Beginn fu¨r den laminar umstro¨mten Zylinder das empirische Modell nach
Fey, [10], genutzt, um eine Vorhersage fu¨r die Fundamentalfrequenz zu erhalten. Dabei konnte die
sich ausbildende Wirbelstraße qualitativ dargestellt werden. Des Weiteren wurden Abweichungen
im Auftriebsbeiwert des Zylinders von 1,7% festgestellt bei einer Genauigkeit der Frequenzvorher-
sage von 1,9% im Vergleich mit einem Zeitbereichsverfahren. Der Rechenaufwand gegenu¨ber der
Zeitbereichsmethode liegt dabei bei 57,2%.
Aufgrund der Tatsache, dass fu¨r viele Anwendungen eine ho¨here Genauigkeit beno¨tigt wird
und vor allem, weil das genannte Vorgehen von der Gu¨te des empirischen Modells abha¨ngt und
damit fallspezifisch ist, wird die Frequenzsuchstrategie nach Spiker, [36], angewendet. Damit
ist es mo¨glich fu¨r den laminar umstro¨mten Zylinder die Ablo¨sefrequenz der Simulation im
Zeitbereich bis auf 0,4% vorherzusagen und gleichzeitig die Abweichung im Auftriebsbeiwert auf
0,8% zu reduzieren. Fu¨r diese Strategie sind jedoch mindestens drei Simulationen mit Harmonic
Balance notwendig, wodurch der Vorteil der Effizienzsteigerung verloren geht. Dazu sei allerdings
vermerkt, dass die Strategie trotzdem ihre Legitimation beha¨lt, da fu¨r Anwendungsfa¨lle, wie z.B.
Turbomaschinen durch die Ausnutzung der ra¨umlichen Periodizita¨t ho¨here Effizienzsteigerungen
zu erwarten sind.
Um die Grenzen fu¨r die Anwendbarkeit der Frequenzsuchstrategie aufzuzeigen, wurden im
Folgenden ku¨nstliche Unsicherheiten in der Fundamentalfrequenz von Harmonic Balance bei
einer Beachtung von drei ho¨heren Harmonischen eingebracht. Daraus kann eine optimale Verwen-
dung fu¨r einen Abweichungsbereich von ±25% zur physikalischen Frequenz angegeben werden.
Zusa¨tzlich funktioniert die Strategie fu¨r Unterscha¨tzungen von 40% bis 60%, wobei es zu einer
schwach fehlerbehafteten Vorhersage der Frequenz kommt. Im Gegensatz dazu schla¨gt die Suche
fu¨r eine U¨berscha¨tzung von u¨ber 25% fehl. Aus den Ergebnissen wird vermutet, dass das Verfahren
erfolgreich ist, solange eine Frequenz der betrachteten Harmonischen im Bereich von ±25% zur
physikalischen Frequenz liegt. Dazu ko¨nnten nachfolgenden Arbeiten weitere Unsicherheiten
betrachten, um die Hypothese zu pru¨fen.
Bei der Simulation der selbst-erregten Schwingungen der gewa¨hlten Kavita¨ten handelt es sich um
weitaus komplexere Testfa¨lle, da Turbulenz der treibende Faktor hinter dem Ru¨ckkopplungsprozess
bzw. der Anregung ist. Daraus erwa¨chst die Schwierigkeit die Physik korrekt abzubilden, da die
Anwendung von Harmonic Balance ausschließlich in Kombination mit statistischer Turbulenzmo-
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dellierung sinnvoll ist.
Aus dieser Problematik heraus begru¨ndet sich der Fehlschlag der Simulation einer tiefen Kavita¨t
(L/T = 0,5), da zu vermuten ist, dass eine breitbandige und kleinskalige Anregung vorliegt,
die nicht dargestellt werden kann. Daru¨ber hinaus liegt in dem Testfall nach Ahuja, [1], eine
besonders stark da¨mpfende Wirkung infolge der Grenzschichtdicke vor, was in Kombination mit
einer fehlerhaft modellierten ku¨nstlichen Viskosita¨t die Entwicklung makroskopischer A¨nderungen
in der Scherschicht hemmt. Somit ko¨nnen initiale Sto¨rungen nicht aufrechterhalten werden, sodass
sich ein stationa¨res Stro¨mungsfeld einstellt.
Mit den Erkenntnissen aus dem Fehlschlag fa¨llt die Wahl eines weiteren Testfalls auf eine
flache Kavita¨t (L/T = 2,5) mit einer im Vergleich zur tiefen Kavita¨t um den Faktor 10 geringeren
Grenzschichtdicke der Anstro¨mung.
Dabei ist die Simulation im Zeit- und Frequenzbereichsverfahren erfolgreich, d.h. qualitativ
kann der Ru¨ckkopplungsprozess korrekt dargestellt werden. Jedoch offenbart die Validierung
eines Drucksignals am Kavita¨tenboden fu¨r das Zeitbereichsverfahren eine Unterscha¨tzung der
Frequenzen und daru¨ber hinaus eine Abweichung in der Amplitude von 100%.
Fu¨r Harmonic Balance wurde analog zum Vorgehen beim Zylinder eine empirische Vorhersage
mit dem Modell nach Rossiter, [32], fu¨r die Fundamentalfrequenz generiert. Im Anschluss
daran wird unter Hinzunahme einer weiteren Simulation mit einer dazu verschobenen Frequenz
die Frequenzsuchstrategie erfolgreich angewendet, d.h. die ermittelte Fundamentalfrequenz ist
nahezu in perfekter U¨bereinstimmung mit der physikalischen Frequenz. Zusa¨tzlich gelingt es
mit Harmonic Balance durch die Aufpra¨gung der korrekten Fundamentalfrequenz eine weitaus
bessere Vorhersage der Druckamplitude von 26,3% im Vergleich zu den Referenzdaten als beim
Zeitbereichsverfahren zu erreichen.
Fu¨r die Ungenauigkeiten bei Zeit- und Frequenzbereichsverfahren werden hauptsa¨chlich die
schlecht konditionierten Gleichungssysteme des kompressiblen Stro¨mungslo¨sers im Kontext
von niedrigen Stro¨mungsgeschwindigkeiten verantwortlich gemacht. Zusa¨tzlich dazu weist die
simulierte Grenzschicht der Anstro¨mung zu wenig Turbulenz auf, was eine Erkla¨rung fu¨r die
u¨berscha¨tzten Druckamplituden ist. Um abschließende Aussagen bezu¨glich der Lo¨sungsqualita¨t
treffen zu ko¨nnen, werden jedoch zusa¨tzliche Referenzdaten zu den Druckamplituden beno¨tigt, da
die numerischen Vergleichsdaten nicht validiert sind.
Abschließend kann festgehalten werden, dass das u¨bergeordnete Ziel, die prinzipielle Eig-
nung von Harmonic Balance fu¨r Schwingungspha¨nomene mit unbekannter Fundamentalfrequenz,
nachgewiesen wurde. Dafu¨r stellt sich die Frequenzsuchstrategie nach Spiker fu¨r den Zylinder
als auch fu¨r die Kavita¨t als zielfu¨hrend heraus, um die physikalische Frequenz zu ermitteln.
Zusa¨tzlich zur Umstro¨mung des Zylinders kann trotz Diskrepanzen Harmonic Balance erfolg-
reich zur Darstellung der selbst-erregten Schwingungen der flachen Kavita¨t genutzt werden.
In diesem Kontext kann es die Aufgabe weiterfu¨hrender Arbeiten sein, die Probleme in der
Lo¨sungsqualita¨t zu untersuchen. Dafu¨r kann der Trend einer ho¨heren Gu¨te der Ergebnisse des
Frequenzbereichsverfahrens im Vergleich zur Simulation im Zeitbereich als Motivation dienen.
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A. Anhang
A. Navier-Stokes Gleichungen - Skalare Formulierung
In diesem Abschnitt wird die Bewegung eines kompressiblen und reibungsbehafteten Fluids, aus-
gehend von der skalaren Form von Massen-, Impuls- und Energieerhaltung, beschrieben.
Betrachtungsweise
Vorab soll zuna¨chst auf zwei unterschiedliche Beobachtungsperspektiven fu¨r ein Fluidpartikel ein-
gegangen werden. Bei der ersten nach Lagrange ist der Beobachter an die Masse eines Partikels
gebunden, folglich a¨ndert sich die Position des Beobachters in einer bewegten Stro¨mung mit der
Zeit, was fu¨r die Berechnung beachtet werden muss. Zusa¨tzlich kann sich die geometrische Form
des Partikels a¨ndern.
Im Vergleich dazu ist ein Beobachter nach Euler ortsfest. Dadurch ist es mo¨glich, Rechengebie-
te aus im Raum fixierten Kontrollvolumen bzw. Zellen zu erstellen. Infolge der unbeweglichen
Kontrollvolumen tritt Masse u¨ber ihre Ra¨nder, was man als konvektiven Fluss bezeichnet. In den
Erhaltungsgleichungen muss deshalb ein konvektiver Transport von Masse, Impuls und Energie
beru¨cksichtigt werden.
In der numerischen Stro¨mungsmechanik hat sich die Betrachtungsweise nach Euler durchgesetzt.
Deshalb werden im weiteren Verlauf dieses Abschnittes die Erhaltungsgleichungen anhand eines
ortsfesten Kontrollvolumens (siehe Abb. A.1) besprochen. Die Ausfu¨hrungen orientieren sich dabei
an der Arbeit von Versteeg, [41].
Massenerhaltung
Die Massenerhaltung muss fu¨r jedes Kontrollvolumen erfu¨llt sein. Infolge der gewa¨hlten Betrach-
tungsweise wird ein Massenaustausch u¨ber die Ra¨nder dieses Volumens zugelassen. Deshalb muss
die Zunahme der Masse dem nach innen gerichteten Massenstrom entsprechen.
In Abbildung A.1 sind die entsprechenden Flu¨sse eingetragen. Wendet man die Massenerhaltung
auf das abgebildete Kontrollvolumen mit den Seitenla¨ngen: dx, dy und dz an, erha¨lt man:
∂ρ
∂t
dxdydz =
[
ρu− (ρu+ ∂ρu
∂x
dx)
]
dydz +
[
ρv − (ρv + ∂ρv
∂y
dy)
]
dxdz +
[
ρw − (ρw + ∂ρw
∂z
dz)
]
dxdy.
(A.1)
Vereinfacht man die Gleichung und ku¨rzt das konstante Zellvolumen, ergibt sich die Massenerhal-
tung in der eulerschen Betrachtungsweise.
∂ρ
∂t
+
∂ρu
∂x
+
∂ρv
∂y
+
∂ρw
∂z
= 0 (A.2)
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Abb. A.1.: Ein- und austretende Massenstro¨me an einem Kontrollvolumen.
Als Folge der eulerschen Betrachtungsweise bzw. des konstanten Volumens betrachtet man anstelle
der Massenerhaltung eine volumenspezifische Massen- bzw. Dichterhaltung, d.h. die konservative
Variable ist: ρ. Analog dazu wird im Folgenden ebenfalls eine volumenspezifische Impuls- und
Energieerhaltung besprochen.
Wie anhand der Massenerhaltung gezeigt, setzt sich fu¨r die gewa¨hlte Betrachtungsweise die
A¨nderung der Erhaltungsgro¨ße aus einem zeitlichen und einem konvektiven Anteil zusammen.
Mithilfe des totalen Differenzials la¨sst sich diese A¨nderung zusammenfassen zu:
Dρ
Dt
= 0. (A.3)
Eine alternative Darstellung der Massenerhaltung erha¨lt man durch die Einfu¨hrung des Geschwin-
digkeitsvektors (u).
∂ρ
∂t
+∇ · (ρu) = 0 (A.4)
Impulserhaltung
Aus dem zweiten Newtonschen Gesetz ergibt sich, dass die A¨nderung des Impulses eines Fluid-
partikels identisch zu der Summe aller Kra¨fte ist, welche auf selbiges wirken. Dabei lassen sich die
Kra¨fte in zwei Klassen einteilen: Oberfla¨chen- und Volumenkra¨fte.
• Oberfla¨chenkra¨fte (FS)
– Reibungskraft
– Druckkraft
96
A. Navier-Stokes Gleichungen - Skalare Formulierung
• Volumenkra¨fte (FV )
– Gravitationskraft
– Corioliskraft
– Zentrifugalkraft
Somit erha¨lt man mit dem volumenspezifischen Impuls die Erhaltungsgleichung als:
Dρu
Dt
!
=
∑ FS
V
+
∑ F V
V
. (A.5)
Der Impuls ist eine richtungsabha¨ngige Gro¨ße und besitzt daher Anteile in jede Raumrichtung.
Folglich kann der Impuls getrennt fu¨r jede Raumrichtung betrachtet werden.
Aus der Abbildung A.2 lassen sich die an den einzelnen Oberfla¨chen des Kontrollvolumens angrei-
fenden Kra¨fte in x-Richtung ablesen. Die Summe der Oberfla¨chenkra¨fte in x-Richtung ergibt sich
zu:
∑
FS,x =
[
p− (p+ ∂p
∂x
dx)− τxx + τxx + ∂τxx
∂x
dx
]
dydz
+
[
−τyx + τyx + ∂τyx
∂y
dy
]
dxdz
+
[
−τzx + τzx + ∂τzx
∂z
dz
]
dxdy.
(A.6)
Abb. A.2.: Kontrollvolumen mit angreifenden Oberfla¨chenkra¨ften in x-Richtung.
Nach Elimination der Schubspannungen und Dru¨cke ohne Differential und dem Dividieren durch
das Volumen V = dxdydz, erha¨lt man einen Ausdruck fu¨r die Oberfla¨chenkra¨fte in x-Richtung.
Fu¨hrt man zusa¨tzlich SM,x fu¨r die Summe der Volumenkra¨fte in x-Richtung ein, erha¨lt man die
Summe der a¨ußeren Kra¨fte der Impulserhaltung fu¨r die x-Komponente zu:
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∑ FS,x
V
+
∑ FV,x
V
=
∂(−p+ τxx)
∂x
+
∂τyx
∂y
+
∂τzx
∂z
+ SM,x. (A.7)
Das beschriebene Vorgehen wiederholt man fu¨r die y- und z-Richtung und erha¨lt die folgenden
Gleichungen fu¨r die a¨ußeren Kra¨fte.∑ FS,y
V
+
∑ FV,y
V
=
∂τxy
∂x
+
∂(−p+ τyy)
∂y
+
∂τzy
∂z
+ SM,y∑ FS,z
V
+
∑ FV,z
V
=
∂τxz
∂x
+
∂τyz
∂y
+
∂(−p+ τzz)
∂z
+ SM,z
(A.8)
Im letzten Schritt setzt man die Zusammenha¨nge fu¨r die Summe der einzelnen Komponenten der
a¨ußeren Kra¨fte (A.7 und A.8) in die Impulserhaltung (A.5) ein. Lo¨st man zusa¨tzlich das totale
Differenzial auf, erha¨lt man die Impulserhaltung in Tensordarstellung.
∂ρu
∂t
+∇ ·
ρuu ρuv ρuwρuv ρvv ρvw
ρuw ρvw ρww

︸ ︷︷ ︸
Impulsaenderung
= ∇ ·
τxx τyx τzxτxy τyy τzy
τxz τyz τzz
−∇p
︸ ︷︷ ︸
Oberflaechenkraefte
+ SM︸︷︷︸
V olumenkraefte
(A.9)
Energieerhaltung
Nach Weigand, [43], ist fu¨r den ersten Hauptsatz der Thermodynamik fu¨r ein offenes System die
A¨nderung der Gesamtenergie (Et) innerhalb des Kontrollvolumens gleichzusetzen mit den Netto-
Energieflu¨ssen u¨ber die Grenzen des Kontrollvolumens. Die Flu¨sse teilen sich in pro Zeiteinheit
geleistete Arbeit (W˙ ) und Wa¨rmefluss (H˙) auf. Fu¨r die eulersche Betrachtungsweise erha¨lt man
folglich die Energieerhaltung zu:
Dρ et
Dt
!
=
H˙
V
+
W˙
V
. (A.10)
Anhand der in Abbildung A.3 eingezeichneten volumenspezifischen Wa¨rmeflu¨sse fu¨r die einzelnen
Raumrichtungen (h˙x, h˙y, h˙z) la¨sst sich der gesamte Wa¨rmefluss (H˙) als Summe der Einzelflu¨sse
darstellen.
H˙ =
[
h˙x −
(
h˙x +
∂h˙x
∂x
dx
)]
dydz +
[
h˙y −
(
h˙y +
∂h˙y
∂y
dy
)]
dxdz +
[
h˙z −
(
h˙z +
∂h˙z
∂z
dz
)]
dxdy
(A.11)
Durch Elimination der Einzelflu¨sse ohne Differenzial und Ku¨rzen des Volumens erha¨lt man:
H˙
V
= −∂h˙x
∂x
− ∂h˙y
∂y
− ∂h˙z
∂z
. (A.12)
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Abb. A.3.: Wa¨rmeflu¨sse fu¨r die Oberfla¨chenelemente des Kontrollvolumens.
Die geleistete Arbeitsrate am Kontrollvolumen teilt sich entsprechend ihrer Ursache in eine Summe
aus Oberfla¨chenkra¨ften und Volumenkra¨ften auf. Dabei erha¨lt man die pro Zeiteinheit geleistete
Arbeit als das Produkt der gleichgerichteten Komponenten aus Kraft und Geschwindigkeit.
W˙ = W˙S + W˙V = uFS,x + vFS,y + wFS,z + uFV,x + vFV,y + wFV,z︸ ︷︷ ︸
=SE
(A.13)
Analog zur Impulserhaltung wird die Energie aus den Volumenkra¨ften als Quellterm (SE) defi-
niert. Des Weiteren la¨sst sich anhand der am Kontrollvolumen eingezeichneten volumenspezifischen
Oberfla¨chenkra¨fte (vgl. Abb. A.2) der Anteil der aus der x-Richtung resultierenden Arbeitsrate
bestimmen.
uFS,x =
[
∂(u(−p+ τxx))
∂x
+
∂(uτyx)
∂y
+
∂(uτzx)
∂z
]
dxdydz (A.14)
Auf gleiche Art und Weise erha¨lt man ebenfalls den Anteil an der gesamten Arbeitsrate aus den
Kra¨ften in y- und z-Richtung.
vFS,y =
[
∂(vτxy)
∂x
+
∂(v(−p+ τyy))
∂y
+
∂(vτzy)
∂z
]
dxdydz
wFS,z =
[
∂(wτxz)
∂x
+
∂(wτyz)
∂y
+
∂(w(−p+ τzz))
∂z
]
dxdydz
(A.15)
Anschließend setzt man die Zusammenha¨nge (A.14 und A.15) in die Definition der gesamten Ar-
beitsrate (A.13) ein. Danach nimmt man den neu erhaltenen Zusammenhang, sowie die Gleichung
fu¨r den Wa¨rmefluss (A.12) und setzt beides in den ersten Hauptsatz der Thermodynamik (A.10)
ein. Außerdem lo¨st man ebenfalls das totale Differenzial der spezifischen Totalenergie auf.
99
A. Anhang
∂ρet
∂t
+
∂ρuet
∂x
+
∂ρvet
∂y
+
∂ρwet
∂z
= −∂h˙x
∂x
− ∂h˙y
∂y
− ∂h˙z
∂z
+
∂(u(−p+ τxx))
∂x
+
∂(uτyx)
∂y
+
∂(uτzx)
∂z
+
∂(vτxy)
∂x
+
∂(v(−p+ τyy))
∂y
+
∂(vτzy)
∂z
+
∂(wτxz)
∂x
+
∂(wτyz)
∂y
+
∂(w(−p+ τzz))
∂z
+ SE
(A.16)
Fasst man die Gleichung (A.16) mit Vektoren zusammen, erha¨lt man schließlich eine kompakte
Formulierung fu¨r die Energieerhaltung.
∂ρet
∂t
+∇ · (ρetu)︸ ︷︷ ︸
Energieaenderung
= −∇ · h˙︸ ︷︷ ︸
=Q˙/V
+∇ ·
(
u
τxx τyx τzxτxy τyy τzy
τxz τyz τzz
)−∇ · (up)
︸ ︷︷ ︸
=W˙S/V
+ SE︸︷︷︸
=W˙V /V
(A.17)
B. Zustandsvektor, Flussvektor, Flussmatrix und Quellterm der
Navier-Stokes Gleichungen
Flussvektor
F (q) = F (q)cx + F (q)
c
y + F (q)
c
z︸ ︷︷ ︸
konvektiverAnteil
−F (q)vx − F (q)vy − F (q)vz︸ ︷︷ ︸
viskoserAnteil
(A.18)
Konvektive Flussvektoren
F (q)cx =

ρu
ρu2 + p
ρuv
ρuw
ρu(et + p)
 , F (q)cy =

ρv
ρuv
ρv2 + p
ρvw
ρv(et + p)
 , F (q)cz =

ρw
ρuw
ρvw
ρw2 + p
ρw(et + p)
 (A.19)
Viskose Flussvektoren
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F (q)vx =

0
τxx
τyx
τzx
uτxx + vτxy + wτxz − h˙x

F (q)vy =

0
τyx
τyy
τyz
uτyx + vτyy + wτyz − h˙y

F (q)vz =

0
τzx
τzy
τzz
uτzx + vτzy + wτzz − h˙z

(A.20)
Konvektive und viskose Flussmatrix
F (q)v =
[
F (q)vx, F (q)
v
y, F (q)
v
z
]
F (q)c =
[
F (q)cx, F (q)
c
y, F (q)
c
z
] (A.21)
Quellterm
Exemplarisch wird an dieser Stelle eine beliebige spezifische Volumenkraft in Form einer Beschleu-
nigung: a = [ax, ay, az]
T in den Quellterm eingesetzt.
S =

0
ρax
ρay
ρaz
ρ(a · u)
 (A.22)
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C. Nichtlinearita¨t des Residuums bei Harmonic Balance - Burgers
Gleichung
Um ein mo¨gliches Vorgehen bei Harmonic Balance zu demonstrieren und den Effekt der Nichtlinea-
rita¨t aufzuzeigen, soll das Verfahren hier anhand der Burgersgleichung (A.23) durchgefu¨hrt werden.
Die Gleichung besitzt denselben mathematischen Charakter wie die reibungsfreien Navier-Stokes
Gleichungen bzw. Eulergleichungen.
∂q
∂t
+
1
2
∂(qq)
∂x
= 0 (A.23)
Zu Beginn stellt man die Gro¨ße (q) mit einer komplexen Fourierreihe dar. Hierbei sei qˆ(x)k der
Fourier-Koeffizient der k-ten Harmonischen zur Fundamentalfrequenz (ω).
q(x, t) =
∞∑
k=−∞
qˆ(x)k e
jkωt (A.24)
Nach Einsetzen in die Burgersgleichung (A.23) und Auflo¨sen der Zeitableitung ergibt sich:
∞∑
k=−∞
jkωt qˆ(x)k e
jkωt +
1
2
∂
∂x
[( ∞∑
k=−∞
qˆ(x)k e
jkωt
)( ∞∑
k=−∞
qˆ(x)k e
jkωt
)]
︸ ︷︷ ︸
R(qˆ(x,t))
= 0. (A.25)
Exemplarisch sollen im Weiteren anstelle von ∞ eine endliche Anzahl von K = 2 Harmonischen
betrachtet werden. Multipliziert man das Residuum (R(qˆ(x, t))) aus und sortiert die Terme ent-
sprechend ihrer Harmonischen, dann la¨sst sich die Burgersgleichung mithilfe von den Faktoren:
C(qˆ)k als Reihe formulieren.
4∑
k=−4
C(qˆ)k e
−jkωt = 0 (A.26)
Es sei darauf hingewiesen, dass infolge der quadratischen Kopplung Terme mit Harmonischen
entstehen, welche außerhalb der zuvor definierten Auswahl von K = 2 liegen.
Bei den Exponentialfunktionen der Harmonischen handelt es sich um Orthogonalbasen, deshalb
muss nicht nur die gesamte Reihe (A.26) zu Null werden, sondern zusa¨tzlich jeder Faktor: C(qˆ)k.
Des Weiteren ist es ausreichend, die Reihe lediglich fu¨r positive Frequenzen auszuwerten, wenn
man sich auf q ∈ R festlegt. Der Grund dafu¨r ist, dass, wenn q reell ist, dann muss ebenfalls
die gesamte Reihe reellwertig sein und folglich entspricht der Fourier-Koeffizient einer negativen
Frequenz, dem komplex konjugierten Fourier-Koeffizient der entsprechenden positiven Frequenz
(qˆ∗k).
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qˆ−k = qˆ∗k (A.27)
Aus dieser Betrachtung ergibt sich schließlich ein nichtlineares System von Gleichungen (A.28),
bestehend aus den Faktoren (C(qˆ)k), welches nach den Fourier-Koeffizienten (uˆk) der Harmonischen
gelo¨st werden kann.
C0 :
1
2
∂
∂x
(uˆ0uˆ0 + uˆ2uˆ2 + uˆ1uˆ1) = 0
C1 : iωuˆ1 +
1
2
∂
∂x
(2uˆ2uˆ1 + 2uˆ0uˆ1) = 0
C2 : i2ωuˆ2 +
1
2
∂
∂x
(2uˆ0uˆ2 + 2uˆ1uˆ1) = 0
C3 :
1
2
∂
∂x
(uˆ1uˆ2) = 0
C4 :
1
2
∂
∂x
(uˆ2uˆ2) = 0
(A.28)
Es bleibt zu vermerken, dass das gezeigte Vorgehen nicht dem Harmonic Balance Verfahren, wel-
ches im Bezug auf die Navier-Stokes Gleichungen (siehe Abs. 2.5.2) besprochen wird, entspricht.
Insbesondere die Behandlung des Residuums unterscheidet sich. Da allerdings U¨berschneidungen
vorliegen, hat der detaillierte Einblick in Harmonic Balance seine Berechtigung. Außerdem ist
anhand des gezeigten Gleichungssystems (A.28) die Kopplung der Gleichungen untereinander dar-
gelegt und die Entstehung von Harmonischen, die außerhalb des urspru¨nglichen Sets liegen.
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D. Numerisches Setup des Zylinders, Re = 100
Initialisierung der stationa¨ren Vorrechnung
Tab. A.1.: Zusta¨nde im Stro¨mungsfeld zu Beginn einer Simulation des Zylinders bei Re = 100
ρ in [kg/m3] u in [m/s] v in [m/s] w in [m/s] p in [Pa]
1,225 73,22 0 0 101325
Fernfeldrandbedingungen
Tab. A.2.: Fernfeldrandbedingung der Simulationen des Zylinders
pt,∞ in [Pa] Tt,∞ in [K] Ma∞ in [−] Tu in [−] LT in [m] α = β in [◦]
104647 290,818 0,215 0 0 0
Gasmodell
• Ideales Gas: κ = 1,4 und R = 287,06
• Sutherland-Modell: C = 110K, T0 = 273K, µ0 = 1,7198 · 10−5Pa s
• Wa¨rmeleitfa¨higkeit: Pr = 0,72
Turbulenzbehandlung
• keine
Ra¨umliche Diskretisierung
• Entropiefix: 0,075
• MUSCL-Fromm: 2. Ordnung
• Limiter: Van Albada Square
Zeitbereichssimulation
• Verfahren: Implicit Runge-Kutta, 3. Ordnung
• Lo¨sungsverfahren: PredictorCorrector, CFL = 50, Subiterationen pro Zeitschritt1 : 200
• f = 603504Hz, Zeitschritte pro Periode: 128, max. Zeitschritte: 20480, Start2: 5000
1u¨ber Kriterium fu¨r L1-Residuum geregelt: 10
−6
2aufgrund stationa¨rer Vorechnung
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Frequenzbereichssimulation
• Fundamentalfrequenz: 594702Hz und harmonisches Set: {f0, f1, f2, f3}
• Abtastpunkte fu¨r ho¨chste Harmonische: 5
• CFL = 10 und Lo¨serschritte = 15000
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E. Phasenwinkel bei der empirischen Fundamentalfrequenz
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Abb. A.4.: Verlauf des Phasenwinkels des Fourier-Koeffizienten der Dichte fu¨r die 1. Harmonische (oben), die 2.
Harmonische (mitte) und die 3. Harmonische (unten).
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F. Konvergenzverla¨ufe bei erho¨hter Unsicherheit
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Abb. A.5.: Konvergenzverlauf der Harmonischen bei Harmonic Balance fu¨r eine optimale Fundamentalfrequenz und
verschiedene Unsicherheiten in dieser Frequenz. Fu¨r eine Abweichung von 25% sei auf einen erweiterten
Bereich der Abszisse aufmerksam gemacht.
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G. Numerisches Setup der tiefen Kavita¨t bei Ma = 0,14
Rechennetz
Abb. A.6.: Vernetzung der Kavita¨t mit L/T = 0,5.
Initialisierung - Ebene Platte und Kavita¨t
Tab. A.3.: Zusta¨nde im Stro¨mungsfeld zu Beginn einer Simulation der Kavita¨t mit L/T = 0,5 und bei Ma = 0,14
ρ in [kg/m3] u in [m/s] v in [m/s] w in [m/s] p in [Pa]
1,225 48,4 0 0 101325
Einstro¨mrand - Ebene Platte
Tab. A.4.: Parameter der Einstro¨mrandbedingung
pt in [Pa] Tt in [K] α in [
◦] β in [◦] Tu in [−] LT in [m]
102771,7 289,3 0 0 0,0004 4 · 10−6
Ausstro¨mrand - Ebene Platte
• p = 101325Pa
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Einstro¨mrand - Tiefe Kavita¨t
• Stro¨mungsprofil aus Simulation der ebenen Platte u¨ber eine viskose Laufla¨nge von 0,76m
Ausstro¨mrand - Tiefe Kavita¨t
• p = 101325Pa
Fernfeldrandbedingungen
Tab. A.5.: Fernfeldrandbedingung der Simulationen des Zylinders
pt,∞ in [Pa] Tt,∞ in [K] Ma∞ in [−] Tu in [−] LT in [m] α = β in [◦]
102760 289,31 0,142 0 0 0
Gasmodell
• Ideales Gas: κ = 1,4 und R = 287,06
• Sutherland-Modell: C = 110K, T0 = 273K, µ0 = 1,7198 · 10−5Pa s
• Wa¨rmeleitfa¨higkeit: Pr = 0,72
Turbulenzbehandlung
• URANS: Menter-SST-Modell, Prt = 0,9
Ra¨umliche Diskretisierung
• Entropiefix: 0,075
• MUSCL-Fromm: 2. Ordnung
• Limiter: Van Albada Square
Zeitbereichssimulation
• Verfahren: BDF-2
• Lo¨sungsverfahren: PredictorCorrector, CFL = 100, Subiterationen pro Zeitschritt: 30
• f = 1227Hz, Zeitschritte pro Periode: 128, max. Zeitschritte: 4000
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H. Numerisches Setup der flachen Kavita¨t bei Ma = 0,26
Rechennetz
Abb. A.7.: Rechennetz der flachen Kavita¨t
Initialisierung
Tab. A.6.: Zusta¨nde im Stro¨mungsfeld zu Beginn einer Simulation der Kavita¨t bei Ma = 0,26
ρ in [kg/m3] u in [m/s] v in [m/s] w in [m/s] p in [Pa]
1,225 89,23 0 0 101325
Einstro¨mrand
Tab. A.7.: Parameter der Einstro¨mrandbedingung
pt in [Pa] Tt in [K] α in [
◦] β in [◦] Tu in [−] LT in [m]
106201,3 292,1 0 0 0,0001 4 · 10−6
Ausstro¨mrand
• p = 101300Pa
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Gasmodell
• Ideales Gas: κ = 1,4 und R = 287,06
• Sutherland-Modell: C = 110K, T0 = 273K, µ0 = 1,7198 · 10−5Pa s
• Wa¨rmeleitfa¨higkeit: Pr = 0,72
Turbulenzbehandlung
• URANS: k-ω-Modell, Prt = 0,9
Ra¨umliche Diskretisierung
• Entropiefix: 0,075
• MUSCL: 3. Ordnung
• Limiter: keiner
Zeitbereichssimulation
• Verfahren: Implicit Runge Kutta, 3. Ordnung
• Lo¨sungsverfahren: PredictorCorrector, CFL = 5, Subiterationen pro Zeitschritt3: 50
• f = 1280Hz, Zeitschritte pro Periode: 1024, max. Zeitschritte: 20000
Frequenzbereichssimulation
• Fundamentalfrequenz: 1403Hz und harmonisches Set: {f0, f1, f2, f3, f4}
• Abtastpunkte fu¨r ho¨chste Harmonische: 5
• CFL = 5 und Lo¨serschritte = 50000
3u¨ber Kriterium fu¨r L1-Residuum geregelt: 10
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