We present a model of a random field on a topological space M that unifies well-known models such as the Poisson hyperplane tessellation model, the random token model, and the dead leaves model. In addition to generalizing these submodels from R d to other spaces such as the d-dimensional unit sphere S d , our construction also extends the classical models themselves, e.g. by replacing the Poisson distribution by an arbitrary discrete distribution. Moreover, the method of construction directly produces an exact and fast simulation procedure. By investigating the covariance structure of the general model we recover various explicit correlation functions on R d and S d and obtain several new ones.
Introduction
A mosaic is a partitioning of some set M into disjoint subsets C i , called cells. A corresponding random field (Z(x), x ∈ M ) can be obtained by assigning to each cell C i a random variable V i and setting Z(x) = V i for all x ∈ C i . The random variables V i are not necessarily independent nor identically distributed. We call Z a mosaic random field. Usually the mosaic itself is also chosen to be random and independent of the random variables V i .
An important example is the mosaic build from a Poisson hyperplane tessellation in R d [19, 16, 17] and the corresponding random field [2, 13] . Let S + × R, for each point (x, r) of a realization of Π a hyperplane with normal vector sgn(r)x pointing from the origin to the hyperplane and distance |r| from the origin is drawn. The cells are the polytops delimited by this network of random hyperplanes and the random field is defined by assigning to each cell a different random variable from an independent and identically distributed (i.i.d.) sequence (U i , i ∈ N). Due to the Poisson distributed number of hyperplanes this random field possesses an exponential covariance function.
Another well-known model is the random token model in R d [2, 13] . Here bounded subsets or tokens are placed at the points of a Poisson point process and to each token B i a random variable is associated from an i.i.d. sequence (U i , i ∈ N). At each location x the random field is then defined to be the sum of all random variables U i that are associated to tokens containing x. This model was first introduced as the random coin model by Sironvalle [23] , where the tokens are balls with random diameter, and it was used among others to model a random field with spherical covariance function [23, 2, 13] . It can be viewed as a mosaic random field as well: If n ∈ N tokens are drawn, for any I ⊆ {1, . . . , n} the cell C I on which the random field is constant consists of all the points contained in i∈I B i j∈I c B c j , where I c denotes the complement of I in {1, . . . , n} and B c denotes the complement of B in M . Putting it this way, to each cell C I the random variable V I = i∈I U i is assigned so that the random variables associated to different cells might be dependent in contrast to the hyperplane random field.
Mosaic random fields can be used to model phenomena that show a piecewise constant behavior over subdomains of R d . On the other hand, a suitable normalized sum of independent copies of a mosaic random field converges by the central limit theorem to a Gaussian random field with the same covariance function as the number of copies increases to infinity. In case of finite third-order absolute moments of the marginals, the Berry-Esséen Theorem (e.g., [5] ) provides an upper bound for the absolute difference between the marginal distribution of the normalized sum and a standard Gaussian distribution.
A convenient feature of mosaic random fields is their concrete structure which directly suggests a simulation procedure. In order to generate samples, it suffices to sample a finite number of independent random numbers from univariate distributions to build the underlying mosaic, and a finite number of random numbers for the values associated to the cells. Once this is done, the exact value of the simulation at each location x can be computed by determining the cell that contains x.
So far, many models and simulation methods have been developed in R d (see [22] for an overview), while for any other space M , e.g. the sphere, only few models are available [1, 10, 11, 12] . The two-dimensional sphere is of particular interest for applications. In geosciences, spatial data collected by satellites often cover a large portion of the globe (e.g., [18] ) and the analysis of such data sets requires random fields and covariance models indexed by S 2 . Furthermore, random fields on the sphere serve as radial functions for star-shaped random sets [9] . An advantage of mosaic models is that the construction of a mosaic random field does not require much specific structure of the underlying space and they are therefore also applicable to the sphere.
The mosaics in the present paper are build by intersections of a random number of random sets in a topological space M (cf. section 2). The procedure that assigns random variables to the cells of the mosaic determines the type of submodel. This sequential construction allows for a step-by-step investigation of the covariance structure of the resulting mosaic random field. The benefit of this is the ability to chose any combination of the three characteristics (i) random set, (ii) random number of sets, and (iii) assignment procedure, and observe the resulting correlation function and the dependence of the correlation function on the characteristics. This way, we obtain and recover a large number of very different correlation functions on bounded subsets of R d and on S d for the general mosaic random field. As an example, we find the generalized Cauchy correlation function for the mosaic random field in
that is constructed by letting the number of random sets follow a compound negative binomial distribution, taking half-spaces or hemispheres as random sets, and assigning i.i.d. random variables to the cells of the resulting mosaic.
The Model
We consider a random field Z = (Z(x), x ∈ M ) on a second countable locally compact Hausdorff space M equipped with its Borel σ-algebra. Let N be an N 0 -valued random variable, not almost surely equal to zero, and (U i,j , i, j ∈ N) a doubly indexed i.i.d. sequence of real-valued random variables with finite variances. Let (B n , n ∈ N) be an i.i.d. sequence of random closed sets in M [17] . We assume that the family formed by N , (U i,j , i, j ∈ N), and (B n , n ∈ N) is independent. The random variables U and B refer to a generic member of the sequences (U i,j , i, j ∈ N) and (B n , n ∈ N), respectively. Let P n denote the power set of {1, . . . , n}. For every n ∈ N we define the family (C I , I ∈ P n ) of disjoint random subsets of M by
For n = 0 we define (C I , I ∈ P 0 ) = (C ∅ ) by C ∅ = M . We call C I a random cell of M .
Let P * (N) denote the set consisting of all finite subsets of N and let a function g : P * (N) → N be given. Suppose (I I , I ∈ P n ), n ∈ N 0 , are families of elements of P * (N). We generalize the Poisson hyperplane tessellation model, the random token model, and the dead leaves model as follows:
We call the random field Z simple mosaic random field and we write Z M instead of Z, when g is an injection of P * (N) and I I = {1} for all I ∈ P * (N). In this case there exists an i.i.d. sequence (U I , I ∈ P * (N)) such that we have
where the equality is in the sense of distribution. If M = R d , the sets B n are half-spaces determined by random hyperplanes in R d , and N is taken to be Poisson distributed, then Z M is the Poisson hyperplane tessellation model in R d . The choices I I = I, I ∈ P * (N), and g ≡ 1 in (1) lead to the field
where in this case (U i , i ∈ N) is an i.i.d. sequence. Here each random closed set B n is associated with a random variable and to each point x ∈ M we assign the sum of all random variables associated to random closed sets containing x. The random field Z RT is called random token field if M = R d and we keep the name for general M as above.
In a third example, we take g from the simple mosaic random field and (I I , I ∈ P n ), n ∈ N 0 , from the random token field and get
We call Z M RT mixture random field.
In the dead leaves model (e.g., [2, 13] ), the random sets (B n , n ∈ N) are placed sequentially in M , partially overlapping previously placed random sets. The corresponding random field Z DL is defined at each x ∈ M as Z DL (x) = U for the random variable U associated to the latest random set covering x. In our setup, this random field corresponds to the choices I I = {1} and g(I) = 1 I =∅ max I for all I ∈ P * (N), such that
Realizations of different mosaic random fields on [−1, 1] 2 , on the sphere, and on the torus are illustrated in figure 1 . Figure 2 displays the weighted sum of n = 10, 100, and 200 realizations of a mosaic random field on the sphere.
In order to get reasonable analytic formulae for the covariance function of Z, we assume that there exist functions f n :
holds, where denotes the symmetric difference of two sets. In the following we present a class of functions f n for which we can construct families (I I , I ∈ P n ), n ∈ N 0 , such that (6) holds. The functions corresponding to Z M , Z RT , Z M RT , and Z DL above are given by f n (i, j) = 1, and f n (i, j) = i, respectively, and they are included in the following class. Lemma 1. Suppose that (a n , n ∈ N 0 ), (b n , n ∈ N 0 ), and (c n , n ∈ N 0 ) are sequences such that for every n ∈ N 0 , a n ∈ Z, b n , c n ∈ N 0 holds. Assume furthermore that for all n ∈ N 0 , a n ≥ −b n , c n ≥ nb n holds true, and set f n (i, j) = a n i − b n j + c n , i, j ∈ N 0 . Then there are families (I I , I ∈ P n ), n ∈ N 0 , such that (6) holds.
Proof. Fix n ∈ N 0 . Let A and B i , C i , i = 1, . . . , n, be disjoint subsets of N such that |A| = c n − nb n , and |B i | = b n , |C i | = a n + b n holds for i = 1, . . . , n. Set 2 , random token with random balls on the sphere, dead leaves with random balls on the torus.
then we get for all I, J ∈ P n |I I ∩ I J | = |A| + i∈{1,...,n}\I j∈{1,...,n}\J
and the lemma is proved.
For x, y ∈ M and n ∈ N 0 , set p x = P (x ∈ B), p xy = P (x, y ∈ B), and let V xy,n = (V 1 xy,n , V 2 xy,n , V 3 xy,n , V 4 xy,n ) be a multinomial distributed random vector with parameters n, p xy , p x − p xy , p y − p xy , and 1 − p x − p y + p xy . In the case n = 0, the vector V xy,n equals the zero vector almost surely. Theorem 1. Suppose that there are functions (f n , n ∈ N 0 ) such that (6) holds for the families
and with
holds true.
Proof. By definition of the cells, independence and identity of the distributions of the B i , i ∈ N, we have for every n ∈ N 0 , I ∈ P n , and every
Using this we get
By assumption |I I | = f n (|I|, 0), and as there are n k subsets of {1, . . . , n} with k elements, we find
proving formula (7) . Regarding the mixed moment, we obtain
for all I, J ∈ P * (N). Since the second indices of the random variables in the last sum are equal, the last sum equals EU 2 |I I ∩ I J | in case g(I) = g(J) and (EU ) 2 |I I ∩ I J | otherwise. Hence
This yields
Furthermore, for n ∈ N 0 ,
With the assumptions on (I I , I ∈ P n ), n ∈ N 0 , and the multinomial distribution we get
Similarly, the sum I,J∈Pn P (x ∈ C I , y ∈ C J ) |I I ||I J | reduces to the expression (10) where
We write ρ i , i = M, RT, M RT , and DL, for the correlation function of Z i . Furthermore, we let ψ N be the probability generating function of the N 0 -valued random variable N . Corollary 1. Let U , N , and B be such that Var U > 0, EN > 0, and p x > 0 for all
with c = Var U and d = Var U EN , and
hold true.
Proof. For the simple mosaic random field (2) we have I I = {1} for all I ∈ P * (N), hence the functions f n in (6) can by taken to be identically 1. Consequently, we get EZ M (x) = EU for all x ∈ M from (7). Since g is injective for this field, we have for all x, y ∈ M for the variable G xy from (9) with the same reasoning as in the proof of Theorem 1
Thus formula (8) yields
From this we can compute the variance of Z M (x), the covariance of Z M (x) and Z M (y), and then (11) follows. In case of the random token field (3), we have I I = I for all I ∈ P * (N), and we can choose f n to be the projection on the first coordinate. Therefore
The function g is identically 1 in case of the random token field, hence G xy = 0 and
by (8) . The covariance of the components of a multinomial distributed random vector is well-known and a straight forward computation yields
which implies (12) . Now consider the mixture random field (4). Again, we have I I = I for all I ∈ P * (N) and we can choose the same f n as above. Consequently,
. But in contrast to the random token field, g is injective for the mixture random field. Reasoning as in the proof of Theorem 1 we obtain
and then with (8) and (15) 
This shows (13) . For the dead leaves model (5) we have f n ≡ 1 for all n ∈ N 0 and hence EZ DL (x) = EU . In order to compute G xy we let
Writing P n+1 = P n ∪ {I ∪ {n + 1} : I ∈ P n } and using g(I) = 1 I =∅ max I we get the recurrence relation
which leads to
and then with (9)
Collecting terms we get with (8)
and then (14) follows.
We end this section by considering the special case where N is a Poisson random variable. In this case we writeρ i , i = M, RT , and M RT for the correlation function of Z i . Plugging in the moments and the probability generating function of the Poisson distribution into formulae (11), (12) , and (13), yields the relation
3 Explicit Formulae for bounded subsets M of R d
The formulae in Corollary 1 depend on the law of the random closed set B through the probabilities p x = P (x ∈ B) and p xy = P (x, y ∈ B). Observe that for every x ∈ M we have p x = p xx so that it suffices to compute p xy for all x, y ∈ M . In what follows we give examples for B and compute these probabilities to obtain explicit correlation functions. In order to get reasonable formulae we require that the random sets are in some sense uniformly placed in R d . In the pertinent literature this is typically done by placing the random sets at the points of a Poisson point process. The drawback of this method is that the number of random sets N must follow a Poisson distribution. As the formulae in Theorem 1 and Corollary 1 indicate, different distributions for N may lead to different types of correlation functions, depending on the concrete choices determining a submodel. In the sequel we restrict ourselves to bounded subsets M of R d , and it is convenient -and without any serious loss of generality -to assume furthermore that M is closed or open. In this way it is possible to place the random sets uniformly on M and have an arbitrary distribution on N 0 for the number of random sets.
Let x, y , x, y ∈ R d , denote the euclidean inner product in R d and x = x, x , x ∈ R d , be the corresponding norm. Furthermore, B(R d ) denotes the Borel σ-algebra on R d and λ d the Lebesgue-measure. As a first example we take a half-space delimited by random hyperplanes for the random closed set B. For this, let
The sphere S 0 is just the set {−1, 1}. For d ≥ 2, it is convenient to use spherical coordinates for S d−1 , which are given by the
In order for φ d−1 to be one-to-one, the domain of φ d−1 has to be restricted but this can be neglected for our purposes. 
denote the uniform probability measure on S d−1 . A hyperplane P (x, r) in R d , given in normal form, is the set of all z ∈ R d with z, x = r, where x ∈ S d−1 , r ∈ R, and rx is the vector from the origin perpendicular to P (x, r). The hyperplane P (x, r) divides R d into two half-spaces, consider the half-space that is given by H(x, r) = {z ∈ R d : z, x ≥ r}. Let (X n , n ∈ N) be an independent sequence of uniformly distributed random variables on S d−1 (e.g., [20, 15] ) and let (R n , n ∈ N) be an independent sequence of uniformly distributed random variables on the interval [−C M , C M ] for a constant C M > 0 large enough such that M is contained in a closed ball with radius C M centered at the origin. Furthermore, let (X n , n ∈ N) and (R n , n ∈ N) be independent. Then (H n , n ∈ N) defined by H n = H(X n , R n ) ∩ M is a sequence of random closed sets in M .
For the second example we fix a > 0 and let (Y n , n ∈ N) be an independent sequence of random variables, uniformly distributed on the ball B C M +a/2 (0) of radius C M + a/2 centered at the origin. Furthermore, let (D n , n ∈ N) be an i.i.d. sequence of [0, a]-valued random variables, independent of (Y n , n ∈ N). Then,
Since Y is uniformly distributed and independent of the diameter D, we have
for all x, y ∈ M . If for example D is taken to be deterministic, this reduces to a normalized geometric covariogram of a ball (e.g., [13] ). The intersection of two balls in R d can be represented as the union of two equally sized hyperspherical caps. Hence, if D is equal to some 0 < t ≤ a it follows from (18) and [14] that
where we define d xy = x − y and 
If the diameter D is chosen to be a continuously distributed random variable, equation (19) has to be integrated with respect to the distribution of D. Sironvalle showed in [23] , that for d = 2 the choice
for the distribution function of the diameter D results in P (x, y ∈ B) being proportional to the spherical correlation function
An example for random sets which lead to a stationary but anisotropic correlation function is given by hyperrectangles of the form 
where
is defined as zero for d xy = 0, and the constant is
Proof. The point (x, r) ∈ S d−1 × R defines the same hyperplane as the point (−x, −r), but due to the opposite direction of the normal vector x, the relation H(x, r)\P (x, r) = H(−x, −r) c holds true for the half-spaces. By construction, X and R have the same distribution as −X and −R, respectively. Thus P x ∈ H(X, R) = P x ∈ H(−X, −R) = P x ∈ H(−X, −R) \ P (−X, −R) = P x / ∈ H(X, R) , which implies P (x ∈ H) = P (x / ∈ H) = 1/2 for all x ∈ M . Now let x = y and d ≥ 2, then P (x ∈ H, y / ∈ H) = P X, y < R ≤ X, x
. Let R be a rotation which maps (x − y)/d xy ∈ S d−1 to the point 0, . . . , 0, 1 , then X, (x − y)/d xy = RX, 0, . . . , 0, 1 . Since RX and X have the same distribution, we have using (16) and (17) E X,
where we used formulae 3.621.1, 3.621.5, 8.384.1, and 8.335.1 in [8] . For d = 1, one can do the same computation without spherical coordinates since the uniform distribution on S 0 is just the two-point distribution on {−1, 1} which assigns both values probability 1/2. For x = y, the probability P (x ∈ H, y / ∈ H) is zero. Hence, we have for all x, y ∈ M and d ≥ 1
and formula (22) is then obtained from P (x, y ∈ H) = P (x ∈ H) − P (x ∈ H, y / ∈ H). In the case of the random set B D/2 (Y ) ∩ M , it follows from (18) and (19) that
An application of Fubinis theorem yields for the integral
The last integral is 0 if d xy = 0, and we can write it as d
Collecting terms we obtain (23) .
Regarding (24) , the components of Z = Z 1 , . . . , Z d are independent and uniformly distributed on [−(R k + a k ), R k + a k ] and (24) follows from
Taking for example d = 2 we obtain from (23) 
Examples of correlation functions of mosaic random fields on bounded subsets M of R 2 which can be obtained from the combination of Proposition 1 and Corollary 1 are given in table 1. There we used repeatedly the fact, that the probability generating function of a compound random variable of the form N = L l=1 K l with N 0 -valued and independent random variables L, K 1 , K 2 , . . . and identically distributed K, K 1 , K 2 , . . . , is given by the composition of the probability generating functions of L and K. Furthermore we used the following result.
Lemma 2. For every α ∈ (0, 1] there exists an N-valued random variable K such that the probability generating function ψ K of K is given by
Proof. If α = 1, we can take a random variable K which is almost surely equal to 1. In case 0 < α < 1, we define the distribution of K by the probability mass function
Using the functional equation of the Gamma function we obtain p 1 = α and
By formula 7.3.1.27 in [21] we have for all t ∈ [−1, 1]
hence equations (27) define a probability measure on N and the probability generating function of this measure is given by (26).
Explicit Formulae for
In this section we let M = S d be the d-dimensional unit sphere, σ d the surface measure on S d defined in (17) , and φ d the spherical coordinate map defined in (16) . Furthermore, we denote the geodesic metric or great circle metric on
d and with radius r ∈ [0, π]. Let (X n , n ∈ N) be an independent sequence of random variables uniformly distributed on S d (e.g., [20, 15] ) and let (R n , n ∈ N) be an i.i.d. sequence of random variables with values in [0, π], independent of (X n , n ∈ N).
Correlation function on
4. ρ(x, y) = λ 
with the probability generating function defined in
. The parameters have the following
Wherever an entry is left blank the distribution of the corresponding random variable is arbitrary. The symbol Poi indicates, that the corresponding random variable is Poisson distributed, but the parameter of the Poisson distribution is arbitrary. A '*' at the reference indicates that the given correlation function is new, but can be obtained as convex combinations or products of known correlation functions.
Then B n = B Rn (X n ) defines an i.i.d. sequence of random closed sets in S d . As in the previous section, we have
i.e. P (x, y ∈ B) is proportional to the mean surface volume of the intersection of two spherical caps with random but equal radius. For a deterministic radius R = r ∈ [0, π] and d = 1, an elementary geometric consideration yields
Tovchigrechko and Vakser [24] used spherical trigonometry to obtain a formula for
for all x = y ∈ S 2 and r ∈ (0, π/2]. For higher dimension, Estrade and Istas [4] provide the recursive formula
for all d ≥ 2, x, y ∈ S d , and r ∈ [0, π/2], where r(a) = arccos cos r/ √ 1 − a 2 , and x , y are arbitrary points in
) (there appears to be a misprint in [4] regarding formula (29)). This recursion is particularly useful if the balls are hemispheres, i.e. r = π/2, yielding for all d ≥ 1
From these formulae it is possible to compute P (x, y ∈ B) for a discretely distributed radius R, although the formulae become quickly lengthy. In what follows we consider a family of continuous distributions for R which results in rather simple formulae for P (x, y ∈ B). A hyperplane in R d+1 that intersects S d divides S d into two spherical caps. If r ∈ [0, π] is the radius of one such spherical cap, the distance of the hyperplane to the origin is given by the absolute value of cos r. We assume henceforth, that cos R is continuously distributed with a distribution function of the form
for Q ∈ N 0 and p 0 , . . . , p Q ∈ R + with 
Proof. The distribution function F Q in (30) fulfills F Q (t) + F Q (−t) = 1 for all t ∈ R, which is equivalent to cos
With the symmetry of X and the definition of d S d this gives for all
and consequently P (x ∈ B) = 1/2. Thus
The surface measure (17) is rotational invariant and we can therefore replace x and y in (32) by any points
By independence of X and R we have
Passing to spherical coordinates (16), the difference
Furthermore, the condition x + −x − , z ≥ 0 becomes in spherical coordinates ϕ ∈ [0, π], and this in fact explains the choice of x ± in (33). Altogether we obtain
For the last integral we can use formulae 3.621.5 and 8.384.1 in [8] because the exponent of the cosine is even. The other integrals can be evaluated with formulae 3.621.1, 8.384.1, and 8.335.1 in [8] . We get
Writing the binomial coefficient in terms of the Gamma function and using 8.335.1 in [8] two times we find formula (31).
For example if d = 2, Q = 0, and p 0 = 1/2, i.e. the random variable cos R is uniformly distributed on [−1, 1], Proposition 2 yields
while the choice Q = 1, p 0 = 0, and p 1 = 1/2, results in
Plugging in these formulae in the formulae of Corollary 1, we get correlation functions of submodels of the mosaic random field (1) on S 2 . More examples for the two-dimensional sphere can be found in table 2.
Cylinder and Torus
To conclude we give a short excursion to two more exotic spaces, cylinder and torus.
be an open cylinder with radius 1 and height h > 0. Let d S 1 (x 1 , y 1 ) = arccos x 1 , y 1 , x 1 , y 1 ∈ S 1 , be the geodesic metric on S 1 . Then
defines a metric on O. Fix a ∈ (0, π], and let (D n , n ∈ N) be a sequence of [0, a]-valued random variables, let (U n , n ∈ N) be a sequence of uniformly distributed random variables on [0, 2π), and let (V n , n ∈ N) be a sequence of uniformly distributed random Correlation functions on
2. ρ(x, y) = 1 +
3. ρ(x, y) = λ
6. ρ(x, y) = 
[6]* 10. ρ(x, y) = 1 − . Here x and y are points in 
Just as in section 3, this formula can be integrated with respect to the distribution of D in order to obtain P (x, y ∈ B) for a random diameter of the ball B and the resulting expressions are up to the normalization constant equal to (21) and (23) , and all random variables are assumed to be independent. For example, if the diameter D is equal to some constant t ∈ [0, a] and x, y ∈ T 2 , then the probability P (x, y ∈ B) for x, y ∈ T 2 is given by (35) where d T 2 replaces d O and the normalization constant is 1 8π
2 .
