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Fukaya A∞-structures associated to
Lefschetz fibrations. VI
Paul Seidel
Abstract. To a symplectic Lefschetz pencil on a monotone symplectic manifold, we associate
an algebraic structure, which is a pencil of categories in the sense of noncommutative geometry.
One fibre of this “noncommutative pencil” is related to the Fukaya category of the open
(meaning, with the base locus removed, and hence exact symplectic) fibre of the original
Lefschetz pencil; the other fibres are newly constructed kinds of Fukaya categories.
1. Introduction
This paper constructs a Fukaya-categorical structure for a certain class of symplectic Lefschetz
pencils. The existence of this structure was postulated in [34, Conjecture 1.6 and Remark 1.7].
That proposal represented the confluence of several earlier developments, so it makes sense to
start our discussion with those.
(1a) Fukaya categories of Lefschetz fibrations. The Fukaya category of any symplectic
Lefschetz fibration (over a disc, or equivalently the complex plane) comes with an additional
datum, namely, a preferred natural transformation from the Serre functor to the identity functor.
This observation goes back to [30]. The canonical natural transformation plays an important role
in understanding the geometry of the Lefschetz fibration: one can easily construct examples with
isomorphic Fukaya categories but different natural transformations.
One can consider this natural transformation as the first term of a richer structure on the Fukaya
category of the Lefschetz fibration, which expresses its relation to the Fukaya category of the
fibre. Various names have been proposed for this [32, 19, 34]; here, we follow the last-mentioned
reference in calling it a “noncommutative divisor” (more specifically, because the Serre functor is
involved, one might call it a noncommutative anticanonical divisor). The terminology and part
of the motivation comes from mirror symmetry [3], where the natural transformation singles out
an anticanonical divisor on the mirror.
(1b) Fukaya categories of Lefschetz pencils. Let’s restrict attention to a special class of
exact symplectic Lefschetz fibrations, namely ones arising from an anticanonical Lefschetz pencil;
meaning, a pencil of hypersurfaces representing the first Chern class, on a monotone symplectic
manifold. The total space of the Lefschetz fibration is the complement of a smooth hypersurface
in the pencil (the “fibre at ∞”). One can then construct a second natural transformation from
the Serre functor to the identity functor [34], which encodes the geometry of holomorphic curves
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passing through the fibre at ∞. One can think of the relation between this and the previous
object as analogous to that between two distinguished elements in the symplectic cohomology of
the hypersurface complement, namely the unit and the Borman-Sheridan class (for the latter, see
e.g. [38]). From that point of view, it is not surprising that the combination of the two natural
transformations recovers the disc-counting superpotential [8, 3].
In analogy with the previous discussion, one wants the given pair of natural transformations to be
the initial piece of a richer structure, that of a “noncommutative pencil”. From a mirror symmetry
perspective, this reflects the idea that the mirror should carry not just a single anticanonical
divisor, but an entire pencil of such divisors, making the two sides more symmetric. The aim
of this paper is to give a geometric construction of the noncommutative pencil, through suitable
moduli spaces of pseudo-holomorphic curves. As such, the results obtained here are essentially
definitions.
Construction 1.1. Take a monotone symplectic manifold with an anticanonical symplectic Lef-
schetz pencil, and its associated Lefschetz fibration. Then, the Fukaya category of that fibration
carries the structure of a noncommutative pencil.
Remark 1.2. The algebraic obstruction theory for extending a single natural transformation
to a noncommutative divisor, or a pair of natural transformations to a noncommutative pencil,
was analyzed in [34]. Based on that, and the assumption (unproved so far) that certain twisted
open-closed string maps are isomorphisms, it seems that in order to carry out such an extension
in the setup of Construction 1.1, a single property of the second natural transformation needs
to be checked; and moreover, the outcome is unique (the natural transformations determine the
noncommutative pencil). In principle, that provides an alternative approach to Construction 1.1.
However, adopting that approach would handicap future developments, where one wants to connect
properties of the noncommutative pencil to symplectic geometry. It also does not seem to work
any longer for generalizations, such as the one we are about to discuss.
We have focused on anticanonical divisors so far, but other situations are also of interest (even
though getting intuition from mirror symmetry becomes harder). Here, we will carry out only one
generalization, namely, to pencils of hypersurfaces which represent a fraction of the first Chern
class of the ambient space. In that case, one still gets two natural transformations from the Serre
functor to the identity, but the second one generally has nonzero degree. Correspondingly:
Construction 1.3. On a monotone symplectic manifold, consider a symplectic Lefschetz pencil,
such that the first Chern class of the manifold is N times the class of the hypersurfaces in the
pencil, for some integer N ≥ 1. The Fukaya category of the associated Lefschetz fibration carries
a graded noncommutative pencil, with degrees (2N − 2, 0).
Take a smooth hypersurface in our Lefschetz pencil, and remove the base locus, which leaves an
exact symplectic manifold. The fibre at ∞ of the noncommutative pencil constructed above is a
full subcategory of the Fukaya category of that exact symplectic manifold; this is our version of
the relation mentioned in Section 1a. At the other end, the fibre at 0 seems to hold particular
interest in Construction 1.3: it is Z-graded, and from a first look, could plausibly be a Calabi-Yau
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category of dimension n+ 1− 2N (here, the hypersurfaces of the original symplectic pencil had
real dimension 2n− 2); this has not been proved, though.
Remark 1.4. In spite of the way in which the results above were formulated, we do not actually
need a whole Lefschetz pencil for the definitions, but only the part of its geometry which can be
seen in a neighbourhood of one fibre. However, if one wanted to study the resulting categories
further, having the entire Lefschetz pencil at one’s disposal would certainly be useful (see Section
7c, and in particular Remark 7.5).
Remark 1.5. We use monotonicity as a technical tool, which (unsuprisingly) allows us to deal
with bubbling off of holomorphic spheres in a fairly simplistic way. It is not inconceivable that
this condition could be dropped, and replaced with the assumption that the hypersurfaces should
be Poincare´ dual to the symplectic class (which is the most commonly used notion of Lefschetz
pencil on a general closed symplectic manifold). On the technical side, one would have to find
more sophisticated arguments, possibly borrowed from relative Gromov-Witten theory. For the
resulting algebraic structures, one can only expect to have a Z/2-grading in general.
Remark 1.6. A different (and, depending on the singularities one allows, potentially more chal-
lenging) generalization would be to start with a pencil which contains a “large complex structure”
singular hypersurface, and to consider the Lefschetz fibration on the complement of that hypersur-
face. This is particularly relevant for mirror symmetry. Conjecturally, given such a hypersurface
with r irreducible components (each having a suitable nonnegativity property with respect to holo-
morphic spheres), the Fukaya category should carry an r-dimensional noncommutative linear
system.
As a sneak preview, we can say that all our Floer-theoretic constructions are based on certain
moduli spaces of decorated Riemann surfaces, namely the popsicle spaces from [2] (even though
the class of surfaces is broadly the same, our specific use of it is complementary to that in [2];
see Remark 5.8 for a comparison). These additional structure on the surfaces will be used in
two ways: one is to equip them with one-forms that enter into inhomogeneous versions of the
pseudo-holomorphic map equation; the other is to impose intersection conditions with the fibre
at ∞.
(1c) Structure of the paper. The first three parts (Sections 2–4) are review and background
material concerning, respectively, homological algebra, pseudo-holomorphic curves, and popsicle
spaces. After that, we define the “fibre at ∞” of the noncommutative pencil (Section 5), and
relate it to the Fukaya category of the fibre (Section 6). Then we give the construction of the “fibre
at 0”, which is similar on a formal-algebraic level but has different geometric content (Section 7).
After that, we unify the two ideas to build the entire noncommutative pencil (Section 8). One
consequence of this gradual buildup is that techniques are explained in most detail when they
first occur, and then adapted to more complicated but analogous situations in a more summary
fashion. We conclude with an example (Section 9).
Acknowledgments. Two aspects of this paper, namely, the definition of the Fukaya category of
a Lefschetz fibration using localisation, and the construction of the functor that maps it to the
Fukaya category of the fibre, are scavenged from [1]. This work was partially supported by the
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2. Basic notions: algebra
This section recalls the algebraic language in which the results of the paper will be phrased.
Among other things, we fix the basic conventions concerning signs and units for A∞-structures.
We also discuss categorical localisation, which will be used as a technical workaround in our
constructions.
(2a) A∞-categories. Fix a coefficient ring R. A (strictly unital Z-graded) A∞-category A
over R consists of the following data. First, a set of objects; secondly, for any pair of objects
(X0, X1), a free graded R-module A(X0, X1) (we denote the degree of a homogeneous morphism
x ∈ A(X0, X1) by |x|, and the reduced degree by ‖x‖ = |x| − 1); and finally, composition maps
(2.1) µdA : A(Xd−1, X1)⊗ · · · ⊗A(X0, X1) −→ A(X0, Xd)[2− d]
for d ≥ 1, satisfying the A∞-associativity relations
(2.2)
∑
i,j
(−1)∗µd−j+1A (xd, . . . , xi+j , µjA(xi+j−1, . . . , xi), xi−1, . . . , x1) = 0;
∗=‖x1‖+···+‖xi−1‖.
The strict unitality property means that we have elements e = eX ∈ A0(X,X) such that
(2.3)

A0(X,X)/Re is a free R-module,
µ1A(e) = 0,
µ2A(x, e) = (−1)|x|µ2A(e, x) = x,
µdA(. . . , e, . . . ) = 0 for d > 2.
The associated cohomology level category A = H∗(A) has the graded spaces H∗(A(X0, X1)) as
morphisms, with composition induced by (x2, x1) 7→ (−1)|x1|µ2A(x2, x1).
A∞-categories are “homotopy invariant algebraic structures”. One concrete aspect of that are
transfer results [22], of which the following is a sample:
(2.4) Let B be an A∞-category. Take graded subspaces A(X0, X1) ⊂ B(X0, X1) for all
pairs of objects, such that both A(X0, X1) and B(X0, X1)/A(X0, X1) are free graded
R-modules. For X0 = X1 = X, we also require that A
0(X,X) should contain the
identity, and that A0(X,X)/Re is free. Suppose that A(X0, X1) is a subcomplex, and
the inclusion into B(X0, X1) is a homotopy equivalence. Then, there is an A∞-category
A with the same objects as B, and with morphism spaces A(X0, X1), together with an
A∞-quasi-equivalence A→ B whose linear term is the inclusion.
To translate this into a more standard setup (omitting the objects from the notation for brevity),
one takes a contracting homotopy for B/A, and lifts it to a self-map h of B which vanishes on
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A. Then, the chain map pi = id − µ1Bh− hµ1B is a projection from B to A. The A∞-operations
on A can be constructed through explicit formulae: µ1A(x) = µ
1
B(x) of course, and then further,
(2.5)

µ2A(x2, x1) = piµ
2
B(x2, x1),
µ3A(x3, x2, x1) = pi
(
µ3B(x3, x2, x1) + µ
2
B(x3, hµ
2
B(x2, x1)) + µ
2
B(hµ
2
B(x3, x2), x1)
)
,
. . .
(2b) A∞-bimodules. An A∞-bimodule Q over A consists of free graded R-modules Q(X0, X1),
and structure maps
(2.6) µs;1;rQ : A(Xr+s, Xr+s+1)⊗ · · · ⊗A(Xr+1, Xr+2)⊗ Q(Xr, Xr+1)
⊗A(Xr−1, Xr)⊗ · · · ⊗A(X0, X1) −→ Q(X0, Xr+s+1)[1− r − s]
for r, s ≥ 0, satisfying the bimodule equations
(2.7)∑
i,j
(−1)∗µs;1;r−j+1Q (xr+s, . . . , xr+1; y;xr, . . . , xi+j , µjA(xi+j − 1, . . . , xi), xi−1, . . . , x1)
+
∑
i,j
(−1)∗µs−j;1;iQ (xr+s, . . . , xr+j ;µj−1;1;r−i+1Q (xr+j−1, . . . , xr+1; y;xr, . . . , xi);xi−1, . . . , x1)
+
∑
i,j
(−1)†µs−j+1;1;rQ (xr+s, . . . , µjA(xr+i+j−1, . . . , xr+i), . . . , xr+1; y;xr, . . . , x1) = 0;
∗=‖x1‖+···+‖xi−1‖, †=‖x1‖+···+‖xr+i−1‖+|y|;
and the unitality conditions
(2.8)
{
µ0;1;1Q (y; e) = (−1)‖y‖µ1;1;0Q (e; y) = y,
µs;1;rQ (. . . , e, . . . ; y; . . . ) = 0, µ
s;1;r
Q (. . . ; y; . . . , e, . . . ) = 0 for r + s > 1.
There is a shift operation on bimodules: Q[1] has the same spaces as Q with gradings shifted
down, and the structure maps
(2.9)
µs;1;r
Q[1] (xr+s, . . . , xr+1; y;xr, . . . , x1) = (−1)∗µs;1;rQ (xr+s, . . . , xr+1; y;xr, . . . , x1);
∗=‖x1‖+···+‖xr‖+1.
For instance, the diagonal bimodule ∆A consists of the same spaces as A itself. Its bimodule
operations can be described by saying that the bimodule operations on the shifted version ∆A[1]
are the same as the A∞-operations of the category: µ
s;1;r
∆A[1]
= µs+1+rA . The linear dual of any
bimodule Q consists of the spaces Q∨(X0, X1) = Q(X1, X0)∨ = HomR(Q(X1, X0), R), with A∞-
operations that satisfy
(2.10)
〈µs;1;rQ∨ (xr+s, . . . , xr+1; ξ;xr, . . . , x1), y〉 = (−1)‖y‖〈φ, µr;1;sQ (xr, . . . , x1; y;xr+s, . . . , xr+1)〉,
with respect to the canonical pairing 〈·, ·〉. The dual diagonal bimodule ∆∨A will be particularly
important in our applications.
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A morphism φ : Q → R of bimodules (by which we mean a degree 0 cocycle in the dg category
of A∞-bimodules) consists of maps
(2.11) φs;1;r : A(Xr+s, Xr+s+1)⊗ · · · ⊗A(Xr+1, Xr+2)⊗ Q(Xr, Xr+1)
⊗A(Xr−1, Xr)⊗ · · · ⊗A(X0, X1) −→ R(X0, Xr+s+1)[−r − s],
such that
(2.12) φs;1;r(. . . , e, . . . ; y; . . . ) = 0, φs;1;r(. . . ; y; . . . , e, . . . ) = 0,
and
(2.13)∑
i,j
(−1)∗φs;1;r−j+1(xr+s, . . . , xr+1; y;xr, . . . , xi+j , µjA(xi+j−1, . . . , xi), xi−1, . . . , x1)
+
∑
i,j
(−1)∗φs−j;1;i−1(xr+s, . . . , xr+j+1;µj−1;1;r−i+1Q (xr+j−1, . . . , xr+1; y;xr, . . . , xi);xi−1, . . . , x1)
+
∑
i,j
(−1)†φs−j+1;1;r(xr+s, . . . , µjA(xr+i+j−1, . . . , xr+i), . . . , xr+1; y;xr, . . . , x1)
=
∑
i,j
µs−j;1;i−1R (xr+s, . . . , xr+j ;φ
j−1;1;r−i+1(xr+j−1, . . . , xr+1; y;xr, . . . , xi);xi−1, . . . , x1);
∗=‖x1‖+···+‖xi−1‖, †=‖x1‖+···+‖xr+i−1‖+|y|;
One can associate to any A-bimodule Q a category, as follows:
(2.14) The trivial extension category A ⊕ Q[1] has the same objects as A, and morphism
spaces
(A⊕ Q)(X0, X1) = A(X0, X1)⊕ Q(X0, X1)[1].
The composition maps consist of the A∞-structure of A together with the bimodule
structure of Q[1].
In particular, we have µdA⊕Q[1](xd, . . . , x1) = 0 whenever at least two of the xk lie in Q spaces.
(2c) Noncommutative linear systems. We will use an additional grading, called the weight
grading. Given a weight-graded R-module M , write M (p) for the weight p part. Fix a nonzero
finite-dimensional free R-module V , given weight −1. Consider the weight-graded symmetric
algebra R[V ]. We will work with weight-graded modules over R[V ]. To say that such a module is
free means that it is of the form R[V ]⊗M , where M is a weight-graded free R-module. Similarly,
we will consider A∞-categories over R[V ] which are weight-graded (in addition to the usual
grading). This means that the morphism spaces in each homological degree are free weight-
graded R[V ]-modules, and that the composition maps are R[V ]-multilinear and homogeneous
with respect to weights (one could also define them as A∞-categories over the tensor category of
free weight-graded R[V ]-modules.) Following [34, Section 2g], we define:
(2.15) A noncommutative linear system, of dimension rank(V ) − 1, is a weight-graded A∞-
category L over R[V ] with the following property: each space L(X0, X1) is generated
over R[V ] by elements of weights 0 and −1.
Note that this implies that the positive weight parts L(X0, X1)
(p), p > 0, are zero. Because we
have imposed restrictions on L(X0, X1) as a R[V ]-module, the notion of noncommutative linear
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system is not “homotopy invariant”. These restrictions would have to be relaxed if, for instance,
one wanted to work with dg rather than A∞-structures. For us, this issue becomes relevant only
at one point, where we will need to start with an object with weaker properties, and obtain a
noncommutative linear system by transfer:
(2.16) Suppose that M is a weight-graded A∞-category over R[V ], such that all morphism
spaces satisfy M(X0, X1)
(p) = 0 for p > 0. Let L(X0, X1) ⊂ M(X0, X1) be the R[V ]-
submodule generated by elements of weight −1, 0; by assumption, this is a subcomplex.
Suppose that its inclusion is a homotopy equivalence, in the world of complexes of
weight-graded R[V ]-modules. Then, there is a noncommutative linear system L with
the same objects, with morphism spaces L(X0, X1), and a quasi-equivalence of weight-
graded A∞-categories L → M, whose linear part is the inclusion. Moreover, the
A∞-compositions µdL(xd, . . . , x1) agree with those on M as long as the sum of weights
of x1, . . . , xd is 0 or −1.
This is a direct application of the version of (2.4) with added weight-gradings. The homotopy
h that enters into the construction vanishes on the L subspaces; hence, all expressions hµ∗M in
(2.5) vanish if the sum of weights of the inputs is ≥ −1. As a consequence,
(2.17) µdL(xd, . . . , x1) = µ
d
M(xd, . . . , x1) if the sum of the weights of the xk is ≥ −1.
Let’s look at noncommutative linear systems in more concrete terms.
(2.18) One can write
L(X0, X1) ∼= (A(X0, X1)⊕ Q(X0, X1)[1])⊗R[V ], where
A(X0, X1) = L(X0, X1)
(0),
Q(X0, X1)[1] = L(X0, X1)
(−1)/V L(X0, X1)(0).
The summands A(X0, X1) and Q(X0, X1) are free graded R-modules, which carry
weight 0 and −1, respectively. This splitting is not canonical: one can change it
by any automorphism of the right hand side which is the identity plus an arbitrary
R-module map α : Q(X0, X1)→ A(X0, X1)⊗ V of degree −1.
In terms of (2.18), the compositions become maps
(2.19)
d⊗
i=1
(
A(Xi−1, Xi)⊕ Q(Xi−1, Xi)[1]
) µdL−→ (A(X0, Xd)[2− d]⊕ Q(X0, Xd)[3− d])⊗R[V ].
Homogeneity with respect to weights means that the number of Q factors in the source of (2.19)
matches that on the output plus the degree of polynomials in R[V ]. The simplest piece of (2.19)
that can be treated in isolation is the weight 0 part:
(2.20) Let L be a noncommutative linear system. The subspaces A(X0, X1) from (2.18) form
an A∞-category, called the “ambient space” of the linear system. We also say that L
is noncommutative linear system “on A”, or that A “carries” the system.
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Next:
(2.21) The composition maps on the weight (−1) part canonically induce maps
A(Xr+s, Xr+s+1)⊗ · · · ⊗A(Xr+1, Xr+2)⊗ Q(Xr, Xr+1)⊗A(Xr−1, Xr)
⊗ · · · ⊗A(X0, X1) −→ Q(X0, Xd)[1− r − s],
which give Q the structure of an A-bimodule, called the “dual bundle” of the linear
system.
In [34], we asked for Q to be an invertible bimodule (with respect to tensor product). That
condition has been omitted here, since the basic definitions do not depend on it. However, if one
wanted to keep the meaning of the theory close to that of classical linear systems, the condition
definitely needs to be re-imposed; compare Remark 2.2 below.
(2.22) Consider again the weight (−1) part, but now extract the other component
σs;1;r : A(Xr+s, Xr+s+1)⊗ · · · ⊗A(Xr+1, Xr+2)⊗ Q(Xr, Xr+1)⊗A(Xr−1, Xr)
⊗ · · · ⊗A(X0, X1) −→ A(X0, Xd)⊗ V [−r − s].
This can be viewed as a linear family of A∞-bimodule maps σw : Q → ∆A,
parametrized by the dual space W = Hom(V,R). These maps depend on the choice of
splitting, but their cohomology classes in the dg category of bimodule maps is canon-
ical. Indeed, changing the splittings by α, as in (2.18), yields bimodule maps which
differ from the original one by the boundary of α. We call these bimodule maps the
“sections” of the noncommutative linear system.
(2.23) Specializing a noncommutative linear system to a nonzero w ∈ W (by tensoring with
the corresponding simple R[V ]-module, which destroys the weight grading) yields an
A∞-category Fw with
Fw(X0, X1) = A(X0, X1)⊕ Q(X0, X1)[1],
which contains A as an A∞-subcategory. We call these categories the “fibres” of the
linear system. If we use the inclusion A ⊂ Fw to consider the diagonal bimodule ∆Fw
as an A-bimodule, then as such, it sits in a short exact sequence
0→ ∆A −→ ∆Fw −→ Q[1]→ 0,
whose connecting homomorphism is the section associated to w.
Of course, one can also specialize to w = 0, but that is not interesting, since one always gets the
trivial extension A⊕Q[1]. Multiplying w by a nonzero constant does not change the isomorphism
type of Fw; the two structures are related by rescaling the Q part of the morphism space. With
that in mind, we will sometimes consider the Fw to be parametrized by the projective space
P(W ).
We use the terminology “noncommutative divisor” and “noncommutative pencil” for the cases
V = R and V = R2, with notation D and P. Let’s look briefly at the case of a noncommutative
divisor. There, the only nontrivial fibre
(2.24) F = F1,
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thought of as an A∞-category containing A, contains all the information on the noncommutative
divisor. Indeed, this was the definition of noncommutative divisor used in [34, Section 2f] (and
which, under a different name, already appears in [31]; for related notions, see [19, 6]).
Remark 2.1. Let’s suppose that R is a field of characteristic zero. One can then view the clas-
sification theory of noncommutative linear systems, with given A and Q, as a special instance of
the general Maurer-Cartan deformation formalism [34, Section 2f-2g] (more precisely, as certain
homomorphism of L∞-algebras). As one concrete consequence, given a quasi-isomorphism of
bimodules Q ' Q˜, there is an induced bijection between (isomorphism classes, in a suitable sense,
of) noncommutative linear systems with dual bundle Q or Q˜. (It is possible that the same holds
for arbitrary R, but that would require replacing general deformation theory arguments with ones
more specific to this case.)
Remark 2.2. As the terminology indicates, there is a parallel with algebraic geometry, which we
will make explicit now. Let A be a scheme over R, and Q a line bundle (invertible OA-module
sheaf) on A. Taking V and W as before, suppose that we have a linear family of sections of Q−1
parametrized by W , by which mean an injective map
(2.25) σ : W −→ Γ(A,Q−1).
In classical algebro-geometric language, this yields a linear system of hypersurfaces Fw = σ
−1
w (0),
parametrized by w ∈ P(W ). The sheaf OFw , pushed forward to A, admits the Koszul resolution
(2.26)
{
Q
σw−→ OA
} ∼= OFw ,
whose left hand side is a sheaf of differential graded algebras (the exterior algebra over Q, nega-
tively graded, and with differential given by σw). Let’s look at the family of such resolutions,
(2.27) L
def
=
{
Q⊗R[V ] σ−→ OA ⊗R[V ]
}
,
where we think of σ as an element of HomOA(Q,OA)⊗V . Moreover, the dga structure of (2.27)
is compatible with the weight grading, defined by giving Q and V weight −1, and OA weight 0
(this homogeneity property precisely expresses the linear dependence of σw on w). In those terms,
one recovers the original data as in (2.18):
(2.28)
OA = L
(0),
Q = L(−1)/V L(0).
The analogy is incomplete in several respects; for one thing, in our definition of noncommutative
linear system, there is no counterpart of the injectivity condition for (2.25) (and it would not
seem appropriate to impose one).
The following slight generalization (which has no classical parallel in the vein of Remark 2.2)
occurs naturally in the symplectic context. Namely, we consider a finite-dimensional free R-
module as before, but now assume that it comes with a (homological) grading, which is supposed
to be even. Given the weight grading as before, we therefore have a bigraded symmetric algebra
R[V ]. A free bigraded R[V ]-module is a bigraded module of the form R[V ] ⊗ M , where M
is a free bigraded R-module. We consider A∞-categories over R[V ] which are bigraded (by
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homological degree and by weight), and whose morphism spaces are free bigraded R[V ]-modules.
The corresponding version of (2.15) os:
(2.29) A graded noncommutative linear system is a bigraded A∞-category L over R[V ] such
that each space L(X0, X1) is generated over R[V ] by elements of weights 0 and −1.
There is also an analogue of (2.16), replacing complexes of modules by bigraded R[V ]-modules
together with a differential (which preserves weight and increases the homological degree by 1).
Much of our analysis from (2.18)–(2.22) carries over: the subspaces A = L(0) (omitting the objects
for brevity) form an A∞-category A, with its homological grading; the quotients Q = L(−1)/L(0)
form an A-bimodule; and we get a bimodule map σ : Q→ A⊗V . That bimodule map has homo-
logical degree zero, but since V itself is graded, it should be viewed as a collection of bimodule
maps Q → A of different (even) degrees. Suppose that w ∈ W is a homogeneous element. Its
evaluation R[V ]→ R becomes a graded homomorphism if one considers the homological grading
minus |w| times the weight grading. Correspondingly:
(2.30) Given a graded noncommutative linear system, the fibre at a homogeneous w ∈ W is
a Z-graded A∞-category, with
Fw(X0, X1) = A(X0, X1)⊕ Q(X0, X1)[1− |w|].
The general fibres (at non-homogeneous points w) are Z/2-graded A∞-categories.
Moreover, let’s write w =
∑
r wr as a sum of homogeneous terms, where wr has degree
2r, and set t · w = ∑r trwr for t ∈ R×. Then, if we take the fibre at Fw and multiply
all its A∞-operations by t, the outcome is isomorphic to Ft·w (to see that, one applies
the automorphism which acts by tk−1 in homological degree k).
(2d) Localisation. Take a (small) triangulated category A, whose morphism spaces we write as
A(X0, X1). Suppose that we are given a collection of morphisms S, meaning subsets S(X0, X1) ⊂
A(X0, X1) for all (X0, X1). (With our geometric applications in mind, we often use superscripts
+ to label the objects involved as sources in S, and − for the target objects; even though that
notation has no particular meaning at this point.) Let CS be the full triangulated subcategory
of A generated by the cones of morphisms in S. We write the quotient by that subcategory as
(2.31) S−1A def= A/CS .
It comes with an exact functor A → S−1A, the localisation functor, which turns elements of S
into isomorphisms. The universal property is:
(2.32) Suppose that A→ B is an exact functor between triangulated categories, which turns
elements of S into isomorphisms. Then that functors factors through the quotient
functor to S−1A, in a way which is unique up to isomorphism of functors.
(This is localisation in the world of triangulated categories, which does not necessarily agree
with the notion of the same name from general category theory [13].) We recall a basic fact [20,
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Lemma 4.8.1]:
(2.33) Suppose that an object X+0 has the following property: composition with any element
of S(X1, X
−
1 ), for arbitrary objects (X1, X
−
1 ), yields an isomorphism A(X
+
0 , X1) →
A(X+0 , X
−
1 ). Then, the localisation functor gives an isomorphism A(X
+
0 , X1) →
S−1A(X+0 , X1) for any X1.
One can call objects X+0 from (2.33) S-projective. An S-projective resolution of X0 would be an
S-projective object X+0 together with a morphism in S(X
+
0 , X0). Such resolutions can be used
to compute morphisms in the localized category. Here is one straightforward application:
(2.34) Let (X0, X1) be objects, such that for any X
+
0 and any element of S(X
+
0 , X0), composi-
tion with that element is an isomorphism A(X0, X1)→ A(X+0 , X1). Assume moreover
that X0 admits an S-projective resolution. Then, the localisation functor gives an
isomorphism A(X0, X1) ∼= S−1A(X0, X1).
In our applications, there are no S-projective resolutions, but we will be able to satisfy a weaker
condition:
(2.35) We say that an object X0 of A admits approximately S-projective resolutions if the
following is satisfied. Given finitely many si ∈ S(Xi, X−i ) (i = 1, . . . ,m), there exists
an object X+0 and a morphism in S(X
+
0 , X0), such that composition with each si is an
isomorphism A(X+0 , Xi)→ A(X+0 , X−i ).
This comes with a generalization of (2.34):
(2.36) Let (X0, X1) be objects of A, such that for any X
+
0 and any element of S(X
+
0 , X0),
composition with that element is an isomorphism A(X0, X1) → A(X+0 , X1). Assume
moreover that X0 admits approximately S-projective resolutions. Then, the localisa-
tion functor gives an isomorphism A(X0, X1)→ S−1A(X0, X1).
The reason for this is fairly straightforward. By definition, any morphism in S−1A comes from
a finite quotient, by which we mean the localisation with respect to a finite subset Sfin ⊂ S.
Similarly, equality of two such morphisms holds iff it holds in some finite quotient. More formally,
we have an isomorphism
(2.37) lim−→S
−1
finA
∼= S−1A.
Take a morphism q ∈ S−1A(X0, X1); find a preimage qfin ∈ S−1finA(X0, X1) for some Sfin =
{s1, . . . , sm}, and choose X+0 accordingly as in (2.35). Then, (2.33) says that A(X+0 , X1) →
S−1finA(X
+
0 , X1) is an isomorphism. Hence, if we compose qfin with the image of s ∈ S(X+0 , X0)
under the localisation functor to S−1finA, the outcome is the image of an element of A(X
+
0 , X1);
by assumption on X1, that element can itself be written as as, for some a ∈ A(X0, X1). After
passing to S−1A and inverting s, it follows that a itself maps to q under the localisation functor,
proving surjectivity of the map A(X0, X1) → S−1A(X0, X1). The argument for injectivity is
similar.
The localisation construction has a chain level version, as follows. For an A∞-category A, let
Atw be its formal enlargement by twisted complexes. Given a set of morphisms S in H0(A), and
a choice of cochain representatives for those morphisms, we consider the full A∞-subcategory
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CS ⊂ Atw formed by their mapping cones. Take the A∞-quotient Atw/CS , following [21] (which
generalized the dg case from [11]). We define
(2.38) S−1A ⊂ Atw/CS
to be the full subcategory whose objects lie in the image of the functor A ↪→ Atw → Atw/CS .
Concretely, morphism spaces in S−1A are of the form
(2.39)
S−1A(X0, X1) = A(X0, X1) ⊕
⊕
C
Atw (C,X1)[1]⊗Atw (X0, C)
⊕
⊕
C0,C1
Atw (C1, X1)[1]⊗Atw (C0, C1)[1]⊗Atw (X0, C0)
⊕ · · ·
where the sums are over cones C,C0, C1, . . . in CS . The composition maps are inherited from
those in Atw (applied to parts of the expressions in the tensor products), and the A∞-localisation
functor is just the inclusion of the first summand in (2.39). The cohomology level category
H0(Atw/CS) is the localisation of the triangulated category H
0(Atw ) by CS , in the previously
considered sense. Hence, if A was already triangulated (closed under forming cones), H0(S−1A)
is the localisation S−1H0(A). Indeed, in that case, we could have used mapping cones in A itself
rather than in Atw , making the definition (2.38) formally analogous to (2.31). The universal
property of localisation in the A∞-context is:
(2.40) Let B be an A∞-category, and fun(A,B) the A∞-category of A∞-functors. Composi-
tion with the localisation functor A→ S−1A induces a cohomologically full and faithful
A∞-functor fun(S−1A,B) → fun(A,B), whose essential image are the functors that
map elements of S to isomorphisms on the cohomology level.
Our discussion of projective resolutions has a chain level counterpart. We state the analogues of
(2.35) and (2.36), but omit the proofs, which are souped-up versions of the previous arguments:
(2.41) We say that an object X0 of A admits approximately S-projective resolutions if the
following is satisfied. Given finitely many si ∈ S(Xi, X−i ) (i = 1, . . . ,m), there exists
an object X+0 and a morphism in S(X
+
0 , X0), such that composition with a cocycle
representative of si yields a homotopy equivalence A(X
+
0 , Xi)→ A(X+0 , X−i ).
(2.42) Let (X0, X1) be objects of A, such that for any X
+
0 and any element of S(X
+
0 , X0),
composition with that element is a homotopy equivalence A(X0, X1) → A(X+0 , X1).
Assume moreover that X0 admits approximately S-projective resolutions, in the sense
of (2.41). Then, the localisation functor gives a homotopy equivalence A(X0, X1) →
S−1A(X0, X1).
3. Basic notions: geometry
This section is a brief review of the geometric objects that appear in Lagrangian Floer theory. It
also introduces notation used in the rest of the paper. We exclude more advanced subjects (such
as transversality or Gromov compactness), which will be discussed when the need arises.
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(3a) Riemann surfaces. Throughout, all Riemann surfaces will be assumed to be connected.
The class of surfaces relevant for our (open string) theory is this:
(3.1) Take a compact Riemann surface with boundary S•, and remove a finite set ΣS of
boundary points, arbitrarily divided into two parts Σ±S . The resulting surface S =
S• \ ΣS will be called a punctured-boundary Riemann surface.
A simple example is the infinite strip Z = R× [0, 1], with Σ±Z = {±∞}, whose compactification
Z• is isomorphic to a closed disc. We write (s, t) for the standard coordinates on Z.
(3.2) A set of ends for a boundary-punctured Riemann surface S consists of proper holomor-
phic embeddings of the half-infinite strips Z± = R± × [0, 1] = {±s ≥ 0} × [0, 1] ⊂ Z:
ζ : Z
± −→ S for ζ ∈ Σ±S , with −1ζ (∂S) = {t = 0, 1}.
Each embedding is asymptotic to the respective point of ΣS , and their images must be
pairwise disjoint.
From the viewpoint of S•, the ends are obtained by taking a local complex coordinate z (|z| ≤ 1,
∓im(z) ≥ 0) near a point of Σ±S , and then setting pi(s+ it) = ∓ log(z).
(3.3) Take a punctured-boundary Riemann surfaces S, and add intervals {ζ}× [0, 1], ζ ∈ ΣS ,
so as to obtain a smooth (actually real analytic) surface with corners |S, which one
can think of as the real oriented blowup of S• at the set of boundary points ΣS . More
concretely, a choice of ends yields coordinates on |S near the intervals at infinity,{
σ = e∓pis = |z| ≥ 0,
t = ∓arg(z)/pi ∈ [0, 1].
The smooth structure of |S, as well as the parametrization of the intervals at infinity, are canon-
ical. To check that, note that a holomorphic coordinate change z˜ = zeφ(z) (near the origin in the
closed half-plane, with φ a real analytic function) induces a smooth (and real analytic) coordinate
change
(3.4)
{
σ˜ = σ exp(re(φ(σepiit))),
t˜ = t+ im(φ(σepiit))/pi,
which reduces to the identity for σ = σ˜ = 0. The signs in (3.4) have been chosen for a point of
Σ−S , but the other case is of course parallel.
Next, let’s look at the standard process of gluing together surfaces.
(3.5) Suppose that we have surfaces Sv (v = 1, 2) with ends. Choose points at infinity
ζ1 ∈ Σ+S1 , ζ2 ∈ Σ−S2 , and denote the coordinates on those ends by (sv, t). Given a
gluing parameter γ ∈ (0, 1), or equivalently a gluing length l = − log(γ)/pi ∈ (0,∞),
one constructs a Riemann surface Sγ by removing part of the ends, and identifying the
rest:
Sγ =
(
S1 \ ζ1({s1 > l})
) ∪∼ (S2 \ ζ2({s2 < −l})),
where ζ1(s1, t) ∼ ζ2(s2, t), s2 = s1 − l.
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The glued surfaces fit into a family S→ (0, 1) parametrized by γ, and one can partly extend that
to S¯→ [0, 1) by adding the disjoint union of S1 and S2 as a fibre over γ = 0. Furthermore:
(3.6) There is a fibrewise compactification
S → [0, 1)
of S¯, where the fibre over γ 6= 0 is the compactification |Sγ , and the fibre over γ = 0
is the union of |S1 and |S2, with the intervals at infinity {ζk} × [0, 1] identified. The
total space S is a smooth three-manifold with corners, and as such, it is independent
of the choice of ends (but the fibrewise complex structure depends on that choice). In
the same notation as in (3.5), local coordinates near the corner locus where the gluing
takes place are 
σ1 = e
−pis1 ≥ 0,
σ2 = e
pis2 ≥ 0,
t ∈ [0, 1],
and in those coordinates, γ = σ1σ2.
Let f be a smooth function on S which vanishes on the fibre at 0. This can be written as
f(σ1, σ2, t) = σ1σ2g(σ1, σ2, t) for some smooth function g. If we restrict to a nonzero fibre, and
use the more symmetric variable s = s1 − l/2 = s2 + l/2, we get
(3.7) f(s, t) = e−pilg(e−pis−pil/2, epis−pil/2, t).
In particular, on any fixed bounded subset of the “necks” (s, t) ∈ [−l/2, l/2] × [0, 1], we have
f → 0 exponentially as l→∞.
(3b) One-forms. Let S be any Riemann surface with boundary.
(3.8) We consider real one-forms βS ∈ Ω1(S) such that βS |∂S = 0 ∈ Ω1(∂S), and dβS is
compactly supported.
In our applications, the following more specific class of one-forms appears.
(3.9) Let S be a punctured-boundary Riemann surface. A one-form βS as in (3.8) is called
asymptotically translation-invariant if it extends smoothly to |S, and its restriction to
the intervals at infinity {ζ} × [0, 1] is wζdt , for some constants wζ . In the coordinates
given by a choice of ends, this means that for ±s 0,
∗ζβS = wζdt + d(σgζ(σ, t)) = wζdt + d(e
∓pisgζ(e∓pis, t)),
for ζ ∈ Σ±S , where gζ(σ, t) is a smooth function that vanishes for t = 0, 1. Hence, in
the coordinates (s, t) on the end, we have exponential decay towards the limit wζdt ,
which explains the terminology.
There is also a more restrictive version of that property, which unlike that in (3.9) depends on
the ends:
(3.10) A one-form (3.8) is called compatible with a choice of ends if its restrictions to those
ends equals wζdt .
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(3c) Discs. The Riemann surfaces which will be most relevant for us are these:
(3.11) A boundary-punctured disc is a Riemann surface as in (3.1), where S• is isomorphic
to a closed disc, and Σ−S = {ζ0} consists of a single point. We number the remaining
points Σ+S = {ζ1, . . . , ζd} in accordance with the boundary orientation, and use the
same numbering for the ends. The components of ∂S are numbered as I0, . . . , Id,
starting with the component between ζ0 and ζ1, and continuing in the direction of the
boundary orientation.
In this context, we find it convenient to restrict the choices of ends somewhat:
(3.12) Let S be a boundary-punctured disc. A set of ends (0, . . . , d) is called rational if the
following holds: 0 extends to an isomorphism Z
• → S•, necessarily taking −∞ to ζ0;
and for k > 0, k again extends to an isomorphism Z
• → S•, which besides taking +∞
to ζk, also takes −∞ to ζ0.
In tune with the classical “little intervals” operad, one can think of the situation as follows:
(3.13) Let H = {im(z) ≥ 0} be the closed upper half-plane, and H• = H ∪ {i∞} its com-
pactification. Given a boundary-punctured disc with rational ends, one can identify
S• ∼= H• in a unique way, so that ζ0 corresponds to i∞, and the end 0 covers the
region {|z| ≥ 1}. Then, the other ζk (k > 0) become ordered points on the real line;
and the images of the k are semidiscs centered at the ζk, with some radii ρk.
The gluing process (3.5) for discs with rational ends can be reformulated accordingly:
(3.14) Let Sv (v = 1, 2) be discs with (dv + 1) boundary punctures, and rational ends.
Identify S•v ∼= H• as in (3.13), so that the points of Σ+Sv are ζv,k ∈ ∂H = R. Choose
some 1 ≤ i ≤ d1, and a gluing parameter γ. Let ρ1,i be the radius of the semicircle
around ζ1,i determined by its strip-like end. Then, the glued surface corresponds to
the following collection of d = (d1 + d2 − 1) points on the real line:
ζk =

ζ1,k k < i,
ζ1,i + ρ1,i γ ζ2,k−i+1 i ≤ k ≤ i+ d2 − 1,
ζ1,k−d2+1 k ≥ i+ d2.
(3d) Cauchy-Riemann equations. The basic form of our inhomogeneous Cauchy-Riemann
equation is this:
(3.15) Let S be a Riemann surface with boundary (whose complex structure we denote by j),
equipped with a one-form (3.8). Take a symplectic manifold M with a Hamiltonian
vector field X. For each connected component I ⊂ ∂S, let a Lagrangian submanifold
LI ⊂ M be given. Moreover, we want to have a family JS = (JS,z)z∈S of compatible
almost complex structures on M . Then, we consider maps
u : S −→M,
(Du−X ⊗ βS)0,1 = 12 (Du+ JS,z ◦Du ◦ j −X ⊗ βS − JS,zX ⊗ βS ◦ j) = 0,
u(z) ∈ LI for z ∈ I ⊂ ∂S.
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The classical Gromov trick allows one to get rid of the inhomogeneous term:
(3.16) Set u∗(z) = (z, u(z)). Then (3.15) is equivalent to
u∗ : S −→ S ×M a section,
(Du∗)0,1 = 12 (Du
∗ + J∗S ◦Du∗ ◦ j) = 0,
u∗(z) ∈ L∗I for z ∈ I ⊂ ∂S.
Here, J∗S is the unique almost complex structure on S ×M which makes projection to
S holomorphic, restricts to Jz on the fibres {z} ×M , and satisfies
J∗S(ξ) = jξ +X βS(jξ)− JS,zX βS(ξ) for ξ ∈ TS;
and L∗I = I × LI .
In the special case where βS is exact, one can achieve a similar effect in a different way, without
raising the dimension. Namely, let (φt) be the flow of X.
(3.17) Suppose that βS = dbS , and write u(z) = φ
bS(z)(u†(z)). Then (3.15) is equivalent to
u† : S −→M,
(Du†)0,1 = 12 (Du
† + J†S,z ◦Du† ◦ j) = 0,
u†(z) ∈ L†I for z ∈ I ⊂ ∂S,
where J†S,z = (φ
bS(z))∗JS,z and L
†
I = (φ
bS |I)−1(LI) (by assumption, bS is constant on
each boundary component).
(3e) Limits of solutions. The translation-invariant special case of (3.15), with S = Z and
βS = wdt , is Floer’s equation:
(3.18)

u : Z −→M,
u(s, 0) ∈ L0, u(s, 1) ∈ L1,
∂su+ Jt(∂tu− wX) = 0.
Translation-invariant solutions are chords of “length” w:
(3.19)

x : [0, 1] −→M,
x(0) ∈ L0, x(1) ∈ L1,
x′(t) = wX,
which correspond to points x(1) ∈ φw(L0) ∩ L1. It therefore makes sense to impose converge
conditions on general solutions of (3.18), of the form
(3.20) lims→−∞ u(s, ·) = x0, lims→+∞ u(s, ·) = x1,
for x0, x1 as in (3.19). If the chords are nondegenerate, which means that the intersection
φw(L0) ∩ L1 is transverse, convergence in (3.20) is exponentially fast (with rate e±λs, where
λ > 0 depends on the specific chord).
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We now generalize from the strip to other geometric situations:
(3.21) Let S be a boundary-punctured Riemann suface. A family of almost complex structures
(JS,z)z∈S is called asymptotically translation-invariant if it extends smoothly to |S. We
write (Jζ,t)t∈[0,1] for its values on the intervals at infinity {ζ} × [0, 1].
If we choose ends, this means that there is exponential convergence
(3.22) JS,ζ(s,t) = Jζ,t + e
∓pisOζ,e∓s,t,
where the error term Oζ,σ,t is smooth up to and including σ = 0. This is more flexible than the
classical requirement, which would ask for strict compatibility with the ends,
(3.23) JS,ζ(s,t) = Jζ,t.
Take a family of almost complex structures as in (3.22), and a one-form with the corresponding
property (3.9). Then, the resulting equation (3.15) is asymptotic to an equation (3.18) on each
end. Hence, it makes sense to consider solutions whose limits
(3.24) lims→±∞ u(ζ(s, ·)) = xζ for ζ ∈ Σ±S
are chords xζ of length wζ , between the Lagrangian submanifolds (Lζ,0, Lζ,1) associated to points
ζ(s, 0), ζ(s, 1) ∈ ∂S. Even though we have used ends in (3.24), one could avoid that by reformu-
lating the condition as follows: u extends continuously to |S, with values xζ on the intervals at
infinity (note that even if the chords are nondegenerate, this extension is not usually differentiable
with respect to the manifold structure of |S).
Let’s consider in particular boundary-punctured discs, and introduce some convenient notation for
that case. Take such a disc S, equipped with Lagrangian submanifolds L0, . . . , Ld, corresponding
to the components of ∂S in the numbering from (3.11). Then, the boundary conditions in (3.15)
can be written as u(Ik) ⊂ Lk; and if w0, . . . , wd are the constants governing the behaviour of βS
at infinity, (3.24) becomes
(3.25)
{
lims→−∞ u(0(s, ·)) = x0 a chord of length w0 between (L0, Ld),
lims→+∞ u(k(s, ·)) = xk a chord of length wk between (Lk−1, Lk), for k > 0.
(3f) Energy. For a solution of (3.15), one defines the geometric energy as
(3.26) Egeom(u) =
∫
S
1
2‖Du−X ⊗ βS‖2 =
∫
S
u∗ωM − d(u∗H) ∧ βS ,
where the norm is with respect to the conformal structure on S and the metrics ωM (·, JS,z·) on
M ; and H is the Hamiltonian giving rise to X. The topological energy is
(3.27) Etop(u) =
∫
S
u∗ωM − d(u∗H βS) = Egeom(u)−
∫
S
u∗H dβS .
Strictly speaking, in this level of generality, the integrals may not converge. Hence, let’s re-
strict to the case of a punctured-boundary Riemann surface, where the one-form and almost
complex structures are asymptotically translation-invariant, and consider solutions with limits
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(3.24). Then, the energies are well-defined; and the topological energy remains constant un-
der deformations of u (indeed, is it a topological invariant of a suitable class of maps, without
imposing the Cauchy-Riemann equation).
(3.28) A one-form (3.8) is called sub-closed if dβS ≤ 0, with respect to the orientation of S.
This condition allows one to estimate the last term in (3.27), as follows:
(3.29) Consider a solution of (3.15), (3.24). Suppose that βS is sub-closed, and H(x) ≥ C
everywhere. Then
Egeom(u) ≤ Etop(u) + C
∫
S
dβS .
Finally, suppose that we are in the following more special geometric situation:
(3.30) The symplectic form is exact, ωM = dθM ; and all Lagrangian submanifolds under
consideration are exact with respect to that primitive, θM |L = dKL.
Then, the action of a chord (3.19) is defined as
(3.31) A(x) =
∫
[0,1]
x∗(−θM + wHdt) +KL1(x(1))−KL0(x(0)).
By applying Stokes, one gets
(3.32) Etop(u) =
∑
ζ∈Σ±S
∓A(xζ).
(3g) Moving boundary conditions. This is a mild generalization of our previous setup:
(3.33) We have a family (Lz)z∈∂S of Lagrangian submanifolds, which is a Hamiltonian isotopy
and constant outside a compact subset of ∂S. To express this more formally, write
G =
⋃
z{z} × Lz ⊂ ∂S ×M . Then there is a χG ∈ Ω1(G) vanishing on each fibre Lz,
and which is also zero outside the preimage of a compact subset of ∂S, such that
dχG = ωM |G.
Concretely, given ξ ∈ T (∂S)z, we can evaluate χG at any lift of ξ; the outcome,
denoted simply by χG(ξ), is a function on Lz describing the infinitesimal Lagrangian
deformation ∂ξLz.
In (3.15), we then change the boundary condition to
(3.34) u(z) ∈ Lz for z ∈ ∂S.
This affects the equation only on a compact subset of S. Hence, it makes sense to impose the
same limiting behaviour (3.24) as before. To our previous definition of the topological energy of
solutions, we add an extra term
(3.35) Etop(u) =
∫
S
u∗ωM − d(u∗HβS) −
∫
∂S
u∗χG = Egeom(u)−
∫
S
u∗H dβS −
∫
∂S
u∗χG.
Suppose that we are in the exact symplectic context (3.30). Then θM |G − χG ∈ Ω1(G) is a
one-form which is globally closed, and exact on each fibre. Hence, possibly after adjusting our
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choice of χG, we can write
(3.36) θM |G− χG = dKG
where KG ∈ C∞(G,R) is constant in z ∈ ∂S outside a compact subset. Bearing in mind that
βS |∂S = 0, this means that
(3.37) Etop(u) =
∫
S
d(u∗θM − u∗HβS)−
∫
∂S
(u∗θM − u∗HβS) +
∫
∂S
d(u∗KG),
which one can integrate out, leading to the the same formula (3.32) as before, provided that the
values of KG close to each ζ are used to define the action A(xζ).
(3h) The complex plane as target space. Let’s look at a simple special case of (3.15),
where: the symplectic manifold is the complex plane; the Hamiltonian vector field is infinitesimal
rotation; and the Lagrangians are radial lines (in fact half-lines):
(3.38)

v : S −→ C,
∂¯v − 2piivβ0,1S = 0,
v(I) ⊂ e2piiαIR+.
This is a linear ∂¯-equation with totally real boundary conditions, and the standard elliptic theory
applies to it. In particular, there are local nonvanishing solutions around any point; and if v is
such a solution, any other local solution can be written as fv, where f is a holomorphic function
with real nonnegative boundary values. In particular:
(3.39) Let v be a solution of (3.38) which is not identically zero. Then v−1(0) is discrete.
Take an interior point of v−1(0), and choose a local complex coordinate ξ centered
at that point. Then, the vanishing multiplicity of v is finite, meaning that there is a
positive integer µ such that
v(ξ) = ξµ(c+O(|ξ|)), for c ∈ C∗.
For a boundary point, we similarly have, in a local coordinate with im(ξ) ≥ 0,
v(ξ) = ξ2µ(c+O(|ξ|)), for c ∈ e2piiαIR>0.
We write µ = µz(v), and extend that to all points of S by setting µz(v) = 0 if v(z) 6= 0.
The fact that the boundary conditions are half-lines rather than whole lines is relevant here, since
it causes the Taylor exponent in the boundary case to be even (otherwise, boundary multiplicities
would be half-integers). More geometrically, the boundary multiplicities can be thought of as
follows. Choose a path γ : [0, 1] → S \ {z} which: remains in a small punctured neighbourhood
of z; starts at a boundary point to the right of z; and ends at a boundary point to the left of z.
Then v(γ)/|v(γ)| is a loop in C∗, whose winding number is µz(v).
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For punctured-boundary Riemann surfaces with one-forms (3.9), one can also look at the be-
haviour near the points at infinity, assuming nondegeneracy of the limits. The model is
(3.40)

v : Z± −→ C,
∂sv + i∂tv − 2piiv(βZ±(∂s) + iβZ±(∂t)) = 0,
v(s, 0) ∈ e2piiα0R+, v(s, 1) ∈ e2piiα1R+,
lims→±∞ v(s, ·) = 0.
Here, the one-form βZ± is closed, vanishes when restricted to {t = 0, 1}, and is asymptotic to
wdt , in the sense of (3.9). Moreover, α0, α1 ∈ R satisfy α1−α0−w /∈ Z. Suppose for concreteness
that we are on Z−. Then, as a toy model application of (3.17), one can write
(3.41) v(s, t) = exp(2pii(wt+ episg(epis, t)))v†(s, t),
where g(σ, t) ∈ R is as in (3.9); and the transformed map v† is holomorphic, with the same
boundary and convergence conditions as (3.40). The Fourier expansion of v† yields the following
asymptotic behaviour as s→ −∞:
(3.42) v(s, t) ∼ ce2pi(α1−α0+ν)se2pii(α1−α0+ν+w)t,
for some integer ν > α0−α1, and c ∈ e2piiαL0R>0. In the counterpart for Z+, we have ν < α0−α1
instead.
Besides those elementary tools from complex analysis, one can also use more symplectic ar-
guments. For those, we adopt the standard symplectic form ωC, so that the Hamiltonian is
H(w) = pi|w|2; and its primitive θC = i4 (w dw¯ − w¯dw). Since our Hamiltonian is everywhere
nonnegative, we have a particularly simple version of (3.29), namely
(3.43) Egeom(v) ≤ Etop(v) when βS is sub-closed.
We also want to mention a related result, which is a version of the integrated maximum principle
[2, Lemma 7.2]:
(3.44) Suppose that βS is sub-closed. Let v be a solution of (3.38). Assume that, for some
r > 0, v intersects the circle {|w| = r} transversally, and that the intersection is
nonempty. Then, T = v−1({|w| ≥ r}) ⊂ S cannot be compact.
To prove it, suppose on the contrary that T is compact. We consider modified notions of energy,
where the integration is over T ⊂ S. The same argument as in (3.29) shows that
(3.45) 0 ≤ Egeom(v|T ) ≤ Etop(v|T ).
Write ∂inT = v
−1({|w| = r}) ⊂ ∂T , orienting it with the boundary orientation. Then
(3.46) Etop(v|T ) =
∫
∂inT
v∗θC − pir2βS .
At any positively oriented tangent vector ξ to ∂inT , we know that jξ points towards the interior
of T , hence dv(jξ) has positive radial component, or equivalently θC(i dv(jξ)) > 0. Hence
(3.47) θC(dv(ξ)) = θC(−i dv(jξ) + 2pivβS(jξ)− 2piivβS(ξ)) < pir2βS(ξ).
It follows from (3.46) and (3.47) that Etop(v|T ) < 0, which contradicts (3.45).
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To conclude this discussion, let’s look briefly at the moving boundary condition version of the
same situation, which means that we change the relevant part of (3.38) to
(3.48) v(z) ∈ e2piiα∂SR+, for some α∂S ∈ C∞(∂S,R/Z).
The observations leading to (3.39) carry over immediately to this context. In the terminology of
(3.33), one can take
(3.49) χG = H dα∂S .
In particular, if one adds the condition that
(3.50) dα∂S ≤ 0,
then (3.43) still holds. The same additional assumption also makes (3.44) go through.
4. Popsicle structures
This section recalls the construction of popsicle moduli spaces, largely following [2]. In brief,
popsicles are discs with both boundary and interior marked points, where the interior marked
points are constrained to lie on certain curves connecting the boundary marked points. We depart
from our source in two respects. In [2, Section 2d], the naturally occurring curves (hyperbolic
geodesics on the disc) were deformed in a non-canonical way, so as to make the gluing process for
popsicles easier to describe. The modified curves partially overlap, which would be unfortunate
for our purpose. Therefore, we prefer to stick with the unmodified version, while still using the
same terminology. The other difference is that, when it comes to popsicles equipped with integer
weights associated to the boundary marked points, what’s relevant here are nonpositive weights,
and most importantly weights {−1, 0}, as opposed to the nonnegative weights in [2].
(4a) Popsicles. To begin with, we introduce the curves mentioned above.
(4.1) Let S = S• \{ζ0, . . . , ζd} be a boundary-punctured disc. For 1 ≤ k ≤ d, let Q•k ⊂ S• be
the fixed point set of the unique antiholomorphic involution which fixes ζ0 and ζk, and
Qk = Q
•
k ∩ S. In the picture from (3.13), this is the vertical line Qk = {re(z) = ζk}.
Equivalently, if we consider the interior of S as the hyperbolic disc, Qk is the geodesic
connecting the points at infinity ζ0 and ζk. We call the Qk popsicle sticks.
The fundamental definition is as follows [2, Section 2c]:
(4.2) Take integers d ≥ 1 and m ≥ 0, together with a nondecreasing map p : {1, . . . ,m} →
{1, . . . , d} (we will often write |p| = m for the size of its domain). A popsicle of type
(d+1, p) is a pair (S, σ) consisting of a disc S with (d+1) boundary punctures, together
with, for each 1 ≤ f ≤ |p|, a choice of point σf ∈ Qp(f). We call those points (some of
which may coincide, if they lie on the same popsicle stick) sprinkles.
Suppose that in addition, S carries rational ends, hence comes with a preferred identification
S• ∼= H• as in (3.13). In that case, the sprinkles can be described by numbers sf > 0, namely
(4.3) σf = ζp(f) + i sf ∈ H.
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We will also need a degenerate version, called broken popsicles. Take (d+1, p) as in (4.2). Consider
a ribbon tree T with (d+ 1) semi-infinite edges, and with vertices of valence |v| ≥ 2. One of the
semi-infinite edges is singled out as the root, and the others are called the leaves. Starting with
the root and proceeding anticlockwise, we number all semi-infinite edges by {0, . . . , d}. Similarly,
for each vertex v, there is a single adjacent edge which either is the root or connects the vertex
to the root; starting there, we number all adjacent edges by {0, . . . , |v| − 1}. The additional
combinatorial data that enter into a broken popsicle are:
(4.4) Equip each vertex of the ribbon tree T with a nonnegative integer mv, such that∑
vmv = m, as well as a nondecreasing map pv : {1, . . . ,mv} → {1, . . . , |v| − 1}.
Additionally, there is an increasing map rv : {1, . . . ,mv} → {1, . . . ,m} for each v, and
those maps combine to form a bijection r :
⊔
v{1, . . . ,mv} → {1, . . . ,m} (equivalently,
one could say that {1, . . . ,m} is divided into subsets of ordermv, each of which we then
identify with {1, . . . ,mv} in the unique order-preserving way). These maps should be
such that the pv(f)-th edge adjacent to the vertex v either is the p(rv(f))-th leaf of
the tree, or lies on the path connecting v to that leaf.
Then,
(4.5) A broken popsicle of type (T,p, r), consists of: for each vertex v, a popsicle (Sv,σv)
of type (|v|,pv).
For the unique single-vertex tree, this reduces to an ordinary popsicle of type (d+ 1, p). We spell
out the next simplest case:
(4.6) Let T be the tree with two vertices labeled by v ∈ {1, 2}, where the convention is that
the first vertex is closest to the root. Let’s denote their valences by dv + 1, and say
that the unique finite edge is the i-th edge adjacent to the first vertex, for 1 ≤ i ≤ d1.
The maps (p1, r1) and (p2, r2) associated to the vertices must satisfy
p(f)

= p1(f1) if f = r1(f1) and p1(f) < i,
∈ {i, . . . , i+ d2 − 1} if f = r1(f1) and p1(f) = i,
= p1(f1) + d2 − 1 if f = r1(f1) and p1(f) > i,
= p2(f2) + i− 1 if f = r2(f2).
Suppose that we have a broken popsicle, each component of which comes equipped with rational
ends (3.12). Suppose additionally that we are given a subset E of the finite edges of T , and for
each e ∈ E, a gluing parameter γe ∈ (0, 1). The gluing process yields a broken popsicle associated
to the tree where all edges of E have been contracted. Restricting to the simplest nontrivial case
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Figure 4.1. The moduli space R¯d,p for d = 2 and p : {1, 2} → {1, 2} the identity
map. Note the Z/2-symmetry on the bottom boundary face (exchanging the two
points), which is an instance of the phenomenon described in (4.12).
for simplicity, this is done as follows:
(4.7) Take the situation from (4.6). Given a broken popsicle and parameter γ, one then
glues together its two components S1 and S2 as in (3.14). The resulting glued surface,
identified as before with part of the upper half plane, inherits this popsicle structure:
σf =

σ1,f1 if f = r1(f1) and p1(f1) 6= i,
σ1,f1 + ρ1,i γ ζ2,p(r1(f1))−i+1 if f = r1(f1) and p1(f1) = i,
ζ1,i + ρ1,iγσ2,f2 if f = r2(f2).
The first and last case are straightforward: those sprinkles on S1 or S2 carry over
to S through the gluing process for surfaces. In the middle case, we have moved the
sprinkle σ1,f1 horizontally so that it will lie on the appropriate popsicle stick for S,
determined by r1(f1): indeed, by (4.6) and (3.14),
re(σ1,f1 + ρ1,i γ ζ2,p(r1(f1))−i+1) = ζ1,i + ρ1,i γ ζ2,p(r1(f1))−i+1 = ζp(r1(f1)).
(4b) Moduli spaces. For fixed (d+ 1, p) satisfying the stability condition d+ |p| ≥ 2, there is a
moduli space of popsicles, which is a smooth manifold Rd+1,p of dimension d+ |p| − 2. It carries
an action of the group Aut(p) of those permutations of {1, . . . ,m} which preserve p. Over the
moduli space, there is a universal family of popsicles,
(4.8) Sd+1,p −→ Rd+1,p,
and the sprinkles give |p| smooth sections of (4.8). The topology of these moduli spaces is easy
to understand. For d ≥ 2, we have a forgetful map to the moduli space of boundary-punctured
discs,
(4.9) Rd+1,p −→ Rd+1,
which is a fibre bundle with fibre R|p|. In the remaining case, R2,p can be directly identified with
R|p|/R = R|p|−1. The outcome is that Rd+1,p is always diffeomorphic to Rd−2+|p|.
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Figure 4.2. A “shared boundary point” of two moduli spaces R¯d+1,p, see (4.13).
On the left, p : {1} → {1, 2} has image 1, and on the right it has image 2. The
broken popsicle appearing as the limit has the same structure in both cases.
To compactify our moduli space, we allow broken popsicles, subject the stability condition |v|+
|pv| ≥ 1 at each vertex. The resulting space is a compact manifold with corners R¯d+1,p. The
strata of R¯d+1,p are indexed by combinatorial data (4.4), and each such stratum is a product
(4.10) RT,p,r ∼=
∏
v
R|v|,pv ,
with the single-vertex tree T yielding the interior Rd+1,p. The gluing process (4.7) provides C∞
charts: the coordinates transverse to each stratum are the gluing parameters γe ≥ 0, where setting
γe = 0 means not gluing along that edge. As before, there is a universal family S¯
d+1,p → R¯d+1,p,
whose fibres are
⊔
v Sv, and which comes with |p| canonical sections. There is also a well-behaved
fibrewise compactification
(4.11) S
d+1,p −→ R¯d+1,p.
Here, S
d+1,p
is a smooth manifold with corners; the fibres over points of Rd+1,p are compactifi-
cations |S of popsicles, as in (3.3); and the fibres over a boundary point of type (T,p, r) consist
of the union of |Sv, with the intervals at infinity identified pairwise if they correspond to the
same edge. The compactified gluing process (3.6) provides a model for what (4.11) looks like in
transverse direction to a boundary face. We point out two features of R¯d+1,p:
(4.12) Each stratum (4.10) carries an action of Aut(p) =
∏
v Aut(pv), and this group can be
larger for more degenerate strata. Figure 4.1 shows an example where the interior has
trivial automorphism group, but a boundary stratum has a Z/2-symmetry.
(4.13) The same product (4.10) can appear as boundary stratum for different spaces. Figure
4.2 shows one such example.
(4c) Complexification. Following [2, Section 6], we sketch how basic properties of compactified
popsicle moduli spaces follow from those of their complex counterparts. Write C• = C ∪ {∞} ∼=
CP 1. We consider genus zero curves C ∼= C• with (d + 1) distinct marked points (ζ0, . . . , ζd).
Generally speaking, a set of ends for C would be a collection of holomorphic embeddings of the
closed disc into C, centered on the marked points.
(4.14) A set of ends (0, . . . , d) is called rational if they extend to isomorphisms C• → C,
with the following additional property: if we identify C = C• so that 0(z) = z−1, then
k(z) = ζk + ρkz for all k > 0, with ζk ∈ C, ρk ∈ C∗.
This is analogous to (3.12). The gluing process for curves with rational ends then has the same
form as in (3.14), with gluing parameter γ ∈ C∗.
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For (d+ 1, p) as before, consider X = (C•)|p|, and the submanifolds F0, . . . , Fd ⊂ X given by
(4.15)
{
F0 = {(∞, . . . ,∞)},
Fk = {xf = 0 for all f such that p(f) = k}, k > 0.
(4.16) A complex popsicle is a C as before, together with a map φ : C → X of degree
(1, . . . , 1), satisfying the incidence condition φ(ζk) ∈ Fk. If we identify C ∼= C• so that
ζ0 =∞, the components of the map have the form
φf (z) = cf (z − ζp(f)) for cf ∈ C∗.
The parameter cf , and hence the map φf , is uniquely determined by the point σf =
φ−1f (i) ∈ C \ {ζp(f)} (here, i =
√−1 is the complex number, not an integer indexing
something).
Assuming d + |p| ≥ 2, we have a smooth algebro-geometric moduli space Md+1,p of complex
popsicles, and its stable map compactification M¯d+1,p, which is again smooth [2, Lemma 6.1].
Points of the compactified space are represented by stable broken complex popsicles. Their
combinatorial structure is indexed by data as in (4.4), except for the modifications required by
the fact that the trees T no longer have a ribbon structure. To construct charts near a point of
the compactification, one equips the components with rational ends (4.14), and then glues them
together. Let’s consider the simplest case:
(4.17) Take a tree as in (4.6), and a corresponding complex popsicle, with rational ends on
each component. Spelled out in term of an identification of the components with C•
as in (4.14), this data consists of, for v = 1, 2: points ζv,1, . . . , ζv,dv ∈ C, with ends
parametrized by ρv,1, . . . ,ρv,dv ∈ C∗; and the maps φv,1, . . . ,φv,mv . After gluing the
components for some small value of the parameter γ, we get maps
φf (z) =

φ1,f1(z) if f = r1(f1) and p1(f1) 6= i,
φ1,f1(z − ρ1,i γ ζ2,p(r1(f1))−i+1) if f = r1(f1) and p1(f1) = i,
φ2,f2(ρ
−1
1,iγ
−1(z − ζ1,i)) if f = r2(f2).
If one thinks in terms of points σf as in (4.16), this formula turns into that from (4.7).
The important thing for us is that (4.17) defines a family of complex popsicles with rational
dependence on γ, hence a holomorphic map from a punctured disc D∗ to Md+1,p. It is easy to
see that this extends continuously, and hence holomorphically, to a map D → M¯d+1,p, taking
0 to our original broken popsicle. An analysis of the tangent space to M¯d+1,p shows that this
map is a local transverse slice to the boundary divisor. The same applies to more complicated
gluing processes, which yield local holomorphic coordinate charts on M¯d+1,p. To be precise, when
gluing is applied to a family of broken popsicles, holomorphicity of the resulting coordinate chart
assumes that the ends vary holomorphically in our family. If one allows ends that vary C∞ in
the original family, one still gets C∞ charts, for the reason mentioned in [2, Addendum 6.3].
The spaceMd+1,p admits an antiholomorphic involution, where one reverses the complex structure
on C, and takes the complex conjugate of the maps φf . If one thinks of C = C• as in (4.16), this
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boundary
interior interval at infinity
corner
Figure 4.3. A compactified surface |S and its representation as space of stable
curves with real structure. The round dots are the points ζk, and the square
dots the points z±.
is equivalent to
(4.18)
{
(ζ1, . . . , ζd) 7−→ (ζ¯1, . . . , ζ¯d),
φf (z) 7−→ φf (z¯) = c¯f (z − ζ¯p(f)).
The fixed locus has the ζk on the real line, and the cf nonzero real numbers. Assume that
ζ1 < · · · < ζd and cf > 0. Then σf = φ−1f (i) = ζp(f) + i/cf lies on the popsicle stick Qp(f).
In that way, Rd+1,p is embedded into (Md+1,p)R as an open subset. The same idea identifies
R¯d+1,p with a subset of (M¯d+1,p)R, and an analysis of the gluing parameters shows this to be a
(codimension zero) submanifold with corners, cut out locally by real analytic inequalities. From
that picture, we derive the topology and differentiable structure on R¯d+1,p used throughout the
paper.
Now consider a space N¯d+1,p which consists of stable maps with the same conditions as before, but
where the domain carries two additional marked points z+, z−. This is a subvariety of the space
of stable maps of genus zero with (d+3) marked points, and is again smooth. Take the real locus
(N¯d+1,p)R, where the involution reverses the complex structure as before, and simultaneously
exchanges the extra points z±. Inside this locus is an open subset where the curve C can be
thought of as a complexified popsicle as before, and z+ lies in its interior of the popsicle. The
closure of that locus can be identified with S
d+1,p
, and (4.11) is the restriction of the map that
forgets z± (Figure 4.3 shows how to think of a single |S in that way). This allows us to derive
all the necessary properties of that space (an idea which goes back to [2, Remark 6.6]).
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(4d) Orientations. Consider the moduli space Hd+1,p of popsicles with a fixed identification
S• = H•, which takes ζ0 to i∞. By construction,
(4.19) Rd+1,p = Hd+1,p/G,
where G is the group of automorphisms of H• preserving i∞. Identify Hd+1,p with an open subset
of Rd+|p| by using the coordinates ζ1, . . . , ζd,−s1, . . . ,−s|p|, in the notation from (4.3). This
determines an orientation of that space. We orient the Lie algebra g by taking a basis consisting
first of the infinitesimal translation to the right, and then of infinitesimal radial expansion. There
is a unique orientation of Rd+1,p which is compatible with the choices of orientations and (4.19)
(here, the ordering convention is that we choose a splitting THd+1,p ∼= g ⊕ TRd+1,p of tangent
spaces).
Take the special case of boundary-punctured discs without sprinkles. One can identify Rd+1 with
the slice of the G-action on Hd+1 = {ζ1 < · · · < ζd} ⊂ Rd obtained by keeping ζ1 and ζ2 fixed.
On the infinitesimal level, for a point on that slice, we have a splitting of the short exact sequence
(4.20) 0 // g // (THd+1)S // (TRd+1)S
ww
// 0.
If we take the previous basis of g, followed by the basis of the tangent space to the slice obtained
by moving ζ3, . . . , ζd to the right, then the outcome yields the same orientation of (TH
d+1)S as
our previous choice. This shows that the orientation of Rd+1 defined here is the same as that in
[29, Section 12g]; similarly, the orientation of general spaces Rd+1,p agrees with that in [2, Section
9d]. The effect of these orientation conventions on boundary faces in R¯d+1,p is expressed by [2,
Equation (9.15)], which we reproduce here in view of its importance later on:
Lemma 4.1. Take a codimension one boundary face of the compactified moduli space of popsicles,
determined by data as in (4.6), and which is therefore of the form
(4.21) Rd1+1,p1 × Rd2+1,p2 ⊂ ∂R¯d+1,p.
With our conventions, the product orientation of that space differs from the induced boundary
orientation by a sign (−1)‡, where
(4.22)
‡ =d1d2 + id2 + i− 1
+ |p1|d2
+ #{1 ≤ f1 ≤ |p1|, 1 ≤ f2 ≤ |p2| : r1(f1) > r2(f2)}.
The first line in (4.22) comes from the moduli spaces of boundary-punctured discs, [29, Equation
(12.22)]. The second line is a Koszul sign: to compare the product orientation with the boundary
orientation, the tangent directions which vary the sprinkles belonging to the first vertex have
to be moved past those that vary the (d2 + 1)-punctured disc. The last line is obtained from
reordering the sprinkles. Strictly speaking, this recourse to [29] only applies to the situation
where d1,d2 ≥ 2, but it is not hard to extend the argument to cover the remaining cases as well.
(4e) Weighted popsicles. This is a variant of the corresponding notion in [2, Section 2g].
Take (d + 1, p) as before, and in addition, nonpositive integers w = (w0, . . . , wd), satisfying the
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following conditions:
w0 − w1 − · · · − wd = |p|,(4.23)
#p−1(i) ≤ −wi for all i = 1, . . . , d.(4.24)
We think of the wj as weights associated to the points ζj . We can add weights to the previous
notation, without changing the moduli spaces (so we have Sd+1,p,w → Rd+1,p,w and its extension
S¯d+1,p,w → R¯d+1,p,w, as well as fibrewise compactification S d+1,p,w). What’s worth while men-
tioning is how one should think of a broken popsicle carrying weights. Namely, take (d+ 1, p, w)
and a broken popsicle of type (T,p, r). Its components inherit weights wv = (wv,0, . . . ,wv,|v|−1)
in the unique way which satisfies the following conditions: the weights at the semi-infinite edges
of the tree are the original (w0, . . . , wd); the weights on the two ends of each finite edge agree;
and the analogue of (4.23) at each vertex holds. Slightly less obviously, the analogue of (4.24)
will be satisfied at each vertex. To check that, it suffices to consider broken popsicles with two
components, since the general case follows by induction. In the notation from (4.6), where the
vertices are v ∈ {1, 2}, the only potentially nontrivial issue is the size of p−11 (i). But clearly,
(4.25)
#p−11 (i) = #p
−1({i, . . . , i+ d2 − 1})− |p2|
≤ −wi − wi+1 − · · · − wi+d2−1 −w2,0 +w2,1 + · · ·+w2,d2
= −w2,0 = −w1,i.
Our main concern will be with the case where
(4.26) w0, . . . , wd ∈ {−1, 0}.
Because of (4.23) and (4.24), this constraint works out as follows. If wj = 0 for some i > 0,
then p−1(j) = ∅. If wj = −1 for some j > 0, then #p−1(j) ≤ 1; moreover, equality holds either
all the time (in which case w0 = 0) or with one exception (in which case w0 = −1). Finally,
because p is injective, it is automatically increasing. The condition (4.26) is not always inherited
by the components of a broken popsicle. In codimension one, the cases where this fails reflect the
phenomena encountered in Figures 4.1 and 4.2. Namely, one has the following straightforward
result:
Lemma 4.2. Take a space R¯d+1,p,w where the weights lie in {−1, 0}. Consider a boundary
stratum of codimension 1, such that the induced weights for the components of broken popsicles
in that stratum do not lie in {−1, 0}. In the notation from (4.6) and (4.25), this happens when
(4.27) w1,i = w2,0 < −1.
Then, one of the two following applies:
(4.28) #p−11 (i) ≥ 2, or equivalently, Aut(p1) is nontrivial.
(4.29) w1,0 = w0 = −1, w1,i = w2,0 = −2, and p−11 (i) = {f} consists of one element. In
that case, p(r1(f)) is one of exactly two values k1 < k2 in {i, . . . , i + d2 − 1} for which
wkj = w2,kj−i+1 = −1 and p−12 (kj − i+ 1) = ∅.
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Our next task is to consider weighted popsicles equipped with a suitable class of one-forms.
(4.30) Let S be a weighted popsicle, with rational ends (0, . . . , d). A sub-closed one-form
compatible with the ends is a βS ∈ Ω1(S) as in (3.8), (3.28), whose behaviour over the
ends is dictated by the weights as in (3.10).
Suppose that, for each stable weighted popsicle, we choose rational ends (0, . . . , d), as well as
a one-form (4.30). These choices should be invariant under Aut(p), and vary smoothly in the
moduli space of popsicles. Let’s call this a universal choice of ends and compatible one-forms.
One can always find such choices, since for both ends and one-forms, the space of possibilities is
contractible.
(4.31) A universal choice of ends and compatible sub-closed one-forms is called consistent if
the following holds. Consider a stable broken popsicle with weights. Each component
Sv is itself a stable weighted popsicle, and we equip it with the ends and one-forms
which are part of our universal choice. If we glue along a subset of the finite edges,
as in (4.7) or its generalizations, the outcome inherits ends and a one-form, and for
sufficiently small values of the gluing parameters, these should agree with those given
by the universal choice.
This condition can be achieved by an inductive construction. Besides the previously mentioned
contractibility property, the main ingredient is the “associativity” of the gluing process (4.7) (see
e.g. [25] for the terminology), which ensures that the constraints coming from different boundary
strata of R¯d+1,p,w do not contradict each other.
There is an alternative and less restrictive approach, where one works with the following class:
(4.32) Let S be a weighted popsicle. An asymptotically translation-invariant sub-closed one-
form is a βS ∈ Ω1(S) as in (3.8), (3.28), whose asymptotic behaviour is dictated by
the weights as in (3.10).
Note that, unlike the previously considered setup (4.30), no ends need to be specified. One can
choose such a one-form for each stable weighted popsicle, as before satisfying Aut(p)-symmetry
and smoothness with respect to moduli. The last-mentioned condition can be encoded by asking
for a smooth fibrewise one-form on the space |Sd+1,p,w, which is the fibrewise compactification
of Sd+1,p,w in the sense of (3.3). Let’s call this a universal choice of asymptotically translation-
invariant sub-closed one-forms. The same is true for the analogue of (4.31), which is:
(4.33) A universal choice of aymptotically translation-invariant sub-closed one-forms is called
asymptotically consistent if the following holds. For every (d+ 1, p, w), our choice can
be extended to a smooth one-form on S
d+1,p,w
, which is closed in a neighbourhood
of each interval at infinity. Moreover, if we take that one-form and restrict it to any
component Sv of a broken popsicle, the outcome agrees with that prescribed by the
universal choice for weighted popsicles of type (|v|,pv,wv).
To understand the meaning of this, it is helpful to think of the model gluing setup from (3.14).
Let the surfaces Sv carry one-forms βSv , with the same w at the points at infinity being glued
together. Explicitly, in coordinates on the ends, this means that for |s|  0,
(4.34)
{
βS1 = w dt + d(e
−pis1g1(e
−pis1 , t)),
βS2 = w dt + d(e
pis2g2(e
pis2 , t)).
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Asymptotic consistency means that the one-form βSl on the glued surfaces have the following
shape on the neck region [−l/2, l/2] × [0, 1], with first coordinate s = s1 − l/2 = s2 + l/2 as in
(3.7):
(4.35) βSl = βS1 + βS2 − w dt + e−pild(g(e−pis−pil/2, epis−pil/2, t)),
where g(σ1, σ2, t) vanishes for t = 0, 1. As before, one can satisfy (4.33) by an inductive con-
struction; this is a little more complicated because, on the gluing regions, partitions-of-unity
arguments have to be applied to primitives of the one-forms involved, which means the functions
gv, g in (4.34), (4.35).
The weaker condition (4.33) is sufficient for our applications (and it also serves as a model for how
we will address other consistency issues later on); however, readers who prefer a simple explicit
description for how sub-closed one-forms behave under degenerations of popsicles may want to
stick with the more classical approach (4.31).
5. Fibrations with singularities
This section defines a noncommutative divisor associated to any exact symplectic fibration with
singularities (we will assume that the first Chern class of the total space vanishes, but except for
the obvious grading issue, this is unnecessary). This serves as a preparation for developments
later in the paper, which will be formally analogous but geometrically a bit trickier. The pseudo-
holomorphic map equation involved are of the same kind as in [2], even though the algebraic
structure we build on those foundations is different.
(5a) Executive summary. Let’s start by explaining what the definition would look like if one
were allowed to wish away important technical points. The issues that are being swept under the
carpet include: transversality issues, down to the basic fact that only having morphisms between
transverse Lagrangian submanifolds does not constitute an A∞-category structure; energy and
C0-bounds for pseudoholomorphic maps; bubbling off of holomorphic discs or spheres; and issues
of signs and grading in Lagrangian Floer cohomology. On the resulting formal level, the specific
symplectic geometry situation becomes irrelevant; and the statements, if read literally, range
from questionable to hairing-raisingly wrong. Nevertheless, such an outline is hopefully useful
in conveying the overall shape of the construction (besides, some notation introduced here will
carry over to the later parts).
Take a symplectic manifold M , together with a Hamiltonian vector field X and its flow (φt).
Moreover, fix a compatible almost complex structure (which will be that used in all Cauchy-
Riemann equations that appear). Take (L0, L1) and a nonpositive integer w, such that all chords
(3.19) are nondegenerate. Then, the Floer cochain space is the free abelian group generated by
them:
(5.1) CF ∗(L0, L1;w) =
⊕
x
Zx
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The Floer differential d counts solutions of Floer’s equation (3.18), (3.20), which are isolated up
to translation, with suitable signs:
(5.2) dx1 =
∑
x0
∑
u±x0.
Let HF ∗(L0, L1;w) be its cohomology. In the special case w = 0, we usually omit w from the
notation. The main role in our story will be played by the Floer complexes for w ∈ {−1, 0}
together with the continuation map between them, which is a chain map
(5.3) γ : CF ∗(L0, L1;−1) −→ CF ∗(L0, L1).
To define that, take the surface S = Z, equipped with a one-form (4.32) which corresponds to
setting w0 = 0 at the end s → −∞, respectively w1 = −1 as s → +∞. This gives rise to a
special case of (3.15) (the continuation map equation). One obtains γ by counting solutions of
that equation, in the same way as in (5.2). Denote by HF ∗(L0, L1; cont) the cohomology of the
mapping cone of (5.3). By construction, this fits into a long exact sequence
(5.4) · · · → HF ∗(L0, L1;−1) H(γ)−−−→ HF ∗(L0, L1) −→ HF ∗(L0, L1; cont)→ · · ·
This is of interest only for non-closed symplectic manifolds and Lagrangian submanifolds: if L0
or L1 is closed, the continuation map is a quasi-isomorphism, hence HF
∗(L0, L1; cont) = 0.
Our aim is to define an A∞-category F whose objects are Lagrangian submanifolds, and whose
cohomology level morphisms are HF ∗(L0, L1; cont). Assume that, for stable weighted popsicles,
an asymptotically consistent choice of one-forms (4.33) has been made. Suppose that we have
such a popsicle (S, σ), of type (d+ 1, p, w), and Lagrangian submanifolds (L0, . . . , Ld), such that
the intersections φw0(L0) ∩ Ld, φwk(Lk−1) ∩ Lk are transverse. We then consider solutions u of
the associated equation (3.15), with limits (3.25). Denote the space of triples (S, σ, u) by
(5.5) Rd+1,p,w(x0, . . . , xd) −→ Rd+1,p,w.
To make the notation more homogeneous, we include spaces of non-stationary solutions of Floer’s
equation mod translation as R2,p,w(x0, x1), with |p| = 0. Putting Floer trajectories on an entirely
equal footing with (5.5) would require a proper notion of “the (−1)-dimensional space R2 =
point/R”. We skip that and, given that Floer trajectories are the most familiar part of our entire
story, will mostly leave their treatment to the reader (more details are given in [2]). The spaces
(5.5) have Gromov compactifications
(5.6) R¯d+1,p,w(x0, . . . , xd) −→ R¯d+1,p,w.
In the limit, weighted popsicles break into pieces. Those pieces are either themselves stable,
or else are strips which carry Floer trajectories; the last-mentioned components are forgotten
under the map in (5.6). As usual, the codimension of each stratum in the compactification is the
number of components, minus one.
Counting points in zero-dimensional spaces (5.5) yields maps
(5.7)
µd,p,w : CF ∗(Ld−1, Ld;wd)⊗ · · · ⊗ CF ∗(L0, L1;w1) −→ CF ∗+2−d−|p|(L0, Ld;w0),
µd,p,w(xd, . . . , x1) =
∑
x0
∑
(S,σ,u)±x0.
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Not all maps (5.7) are nontrivial:
(5.8) Suppose that p is not injective. Then µd,p,w = 0. Indeed, pick an element of
Aut(p) which switches exactly two sprinkles. This acts on Rd+1,p,w as an orientation-
reversing involution, with a codimension 1 fixed point set. The action lifts to
Rd+1,p,w(x0, . . . , xd), with the same properties. Generically, no isolated points in our
moduli space lie over the fixed point set, and all the other isolated points appear in
pairs exchanged by the involution, whose contributions cancel.
We set
(5.9) F(L0, L1) = CF
∗(L0, L1)⊕ CF ∗+1(L0, L1;−1),
and define the A∞-operation µdF to be the sum over all µ
p,d,w such that the weights lie in {−1.0}.
The A∞-associativity equations (2.2) for F are, as always, derived from a study of boundary
points of one-dimensional spaces R¯d+1,p,w(x0, . . . , xd). Besides splitting off of Floer trajectories
on the ends, this means looking at the codimension one strata of R¯d+1,p,w, which correspond to
broken stable popsicles with two components. In principle, these components can carry weights
< −1, which puts us potentially in danger of seeing boundary contributions which are not part
of the A∞-structure. However, based on Lemma 4.2, one can see that those contributions turn
out to be zero:
(5.10) In the case of (4.28), the analysis from (5.8) applies to the first component. The
cancellation observed there carries over to the pair consisting of both components, and
from there to the counting of such boundary points in R¯d+1,p,w(x0, . . . , xd).
(5.11) In the situation of (4.29), we get one boundary point each of two moduli spaces
R¯d+1,p,w(x0, . . . , xd), which differ only in the map p. More precisely, what switches
is the unique k ∈ {i, . . . , i + d2 − 1} such that k − i + 1 does not lie in the image of
p2, but k lies in the image of p; in the notation from (4.29), k = p(r1(f)), and the two
possibilities are k = k1 or k2. The definition of µ
d
F adds up the two resulting µ
d,p,w,
and the boundary contributions again cancel.
To round off the discussion, let’s point out that µ1F consists of the Floer differentials on each
summand, plus an off-diagonal entry, which comes from (d = 1, |p| = 1, w0 = 0, w1 = −1).
Inspection of the definition shows that this entry is the continuation map (5.3).
(5b) Target space geometry. We now embark on the task of making the construction rig-
orous, in a specific geometric context. Let’s recall a version of the well-known definition of an
exact symplectic fibration with singularities. Take an exact symplectic manifold with boundary
(M2n, ωM = dθM ), together with a proper map
(5.12) Π : M −→ C.
Equip the base with its standard symplectic form ωC.
(5.13) We say that Π is symplectically trivial at x ∈ M if the following holds. x is a regular
point; TM vx = ker(DΠx) ⊂ TM x is a symplectic subspace; and the restriction of ωM
to its symplectic orthogonal complement TM hx = (TM
v
x)
⊥ is equal to the pullback of
ωC. If x ∈ ∂M , we additionally require that TM hx ⊂ T (∂M)x.
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With that at hand, we can formulate the following:
(5.14) An exact symplectic fibration with singularities is a map (5.12), such that: Π is sym-
plectically trivial at every point which satisfies |Π(x)| ≥ 1, and also in a neighbourhood
of ∂M .
This implies that the restriction of Π to {|w| ≥ 1} ⊂ C is a locally trivial exact symplectic
fibration: in particular, all those fibres Mw are isomorphic exact symplectic manifolds. A similar
remark applies to the geometry near ∂M : if we take F = M1 as a reference fibre, parallel
transport yields a symplectic isomorphism
(5.15) (neighbourhood of ∂M)
∼= //
 _

C× (neighbourhood of ∂F ) _

M
Π
// C C× F.
projection
oo
We also impose the following convexity condition:
(5.16) A neighbourhood of the boundary in F = M1 should carry a preferred compatible
almost complex structure IF , such that ∂F is weakly IF -convex (has nonnegative Levi
form).
On a neighbourhood of the boundary in M , this determines a unique almost complex structure
IM which, under (5.15), corresponds to the product of the complex structure on C and IF .
Finally, we require:
(5.17) c1(M) = 0, and we choose a trivialization of its canonical bundle.
All the other geometric objects are chosen to be compatible with the specific nature of our
symplectic manifolds:
(5.18) We fix some H ∈ C∞(M,R) with the following properties. Outside the preimage of the
open unit disc, it equals pi|Π|2. Moreover, in a neighbourhood of ∂M , it is the pullback
of a function on C. The associated vector field X then satisfies DΠ(Xx) = 2piiw∂w at
all points with |Π(x)| ≥ 1. Similarly, near ∂M , X is a vector field on the C factor,
extended trivially in F -direction, with respect to (5.15). Finally, we make a technical
assumption, namely, that the zero-set X−1(0) has no interior points (its complement
is open and dense).
Clearly, X has a well-defined flow (φt).
(5.19) We use compatible almost complex structures J onM such thatDΠx is Jx-holomorphic
whenever |Π(x)| ≥ 1. Moreover, along ∂M , J must agree with IM , and the first
derivatives must also be the same.
This class of almost complex structures is preserved by (φt).
(5.20) We consider connected exact Lagrangian submanifolds L ⊂ M , disjoint from ∂M .
Each such submanifold must come with an “angle” αL ∈ (− 12 , 12 ), such that Π(L) ⊂ C
is contained in the union of the open unit disc and the ray e2piiαLR+. It should also
come with a grading with respect to (5.17), and hence an orientation, as well as a Spin
structure.
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Less formally, Lagrangian submanifolds are allowed to go infinity (with ends modelled on a
radial half-ray times some closed Lagrangian submanifold in a fibre) in any direction except the
forbidden one R− ⊂ C. Hence, this class of submanifolds is preserved by (φt) only as long as one
doesn’t hit the forbidden direction.
This completes the definition of our geometric setup. For the rest of the section, we work with a
fixed M satisfying (5.14), (5.16), (5.17); a fixed Hamiltonian (5.18) on it; and any almost complex
structures or Lagrangian submanifolds will belong to the classes (5.19), (5.20).
(5c) Controlling solutions. The simplest use of the various geometric assumptions is to prevent
solutions of Cauchy-Riemann equations from escaping to infinity, or from reaching the boundary.
Lemma 5.1. If a solution of an equation (3.15) touches ∂M , it must be entirely contained in it.
Proof. Note that ∂S is irrelevant for this argument: because of the boundary conditions, only
interior points of S can map to ∂M . Suppose, for the moment, that the almost complex structures
used in (3.15) equal IM . Then, near ∂M , we can use (5.15) to split the equation into base and
fibre components, the latter of which is just the equation for an IF -holomorphic map S → F ,
with no inhomogeneous term; the desired result would follow from the weak convexity property
of IF . Let’s reformulate this observation slightly differently. Suppose that, following (3.16), we
rewrite our equation as one for pseudo-holomorphic sections u∗ : S → S ×M , for an almost
complex structure I∗M on S ×M . Then, near S × ∂M , we can split I∗M as the product of an
almost complex structure on S×C (entirely determined by βS) and the almost complex structure
IF on F . In particular, it then follows from (5.16) that S × ∂M is weakly I∗M -convex.
If we use a general family of almost complex structures and carry out the same construction,
we end up with an almost complex structure J∗ on S ×M such that along S × ∂M , J∗ agrees
with I∗M , and the first derivatives are also the same. In particular, the previous weak convexity
property still holds (because the Levi forms are the same). By [10, Corollary 4.7], it follows that
(u∗)−1(S × ∂M) = u−1(∂M) is open and closed. 
Lemma 5.2. Let u be a solution of an equation (3.15) on a noncompact surface S, such that
|Π(u)| ≤ 1 outside a compact subset. Then |Π(u)| ≤ 1 everywhere.
Proof. Suppose that this is false. By assumption, T = {|Π(u(z))| ≥ r} is compact for all r > 1,
and {|Π(u(z))| = r} is nonempty if r is sufficiently close to 1. Since the map v = Π(u) satisfies
(3.38) on the region {|v(z)| > 1}, we get a contradiction to (3.44). 
Lemma 5.3. Let u be a solution of an equation (3.15), such that U = {|Π(u(z))| < 1} ⊂ S
is nonempty. Then, either there is a point in U where Du − X ⊗ βS 6= 0; or else, U = S and
Du = X ⊗ βS everywhere.
Proof. Let’s exclude the first possibility, hence assume that Du = X ⊗ βS on U , and therefore
on U¯ as well. For any path c : [0, 1]→ U¯ , we therefore have
(5.21) u(c(1)) = φb(u(c(0))), where b =
∫
c
βS .
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Suppose that U 6= S. We can then find a path which starts in U but is not contained in it. By
making the domain smaller, we can find a path such that c(r) lies in U for r < 1, while c(1) /∈ U ;
that path is obviously contained in U¯ . Since the point x = u(c(1)) satisfies |Π(x)| ≥ 1, the same
holds for its entire X-flow line, hence for all u(c(r)) by (5.21), which is a contradiction. 
Finally, note that by assumption, H is bounded below, say H ≥ C. Hence, we have an a priori
energy bound for solutions, because of (3.29) and (3.32):
Lemma 5.4. Consider an equation (3.15), where S is a punctured-boundary Riemann surface,
and βS is a sub-closed one-form as in (3.9). For all solutions of that equation with limits (3.24),
(5.22) Egeom(u) ≤
∑
ζ∈Σ±S
∓A(xζ)− C
∫
S
dβS .
(5d) Transversality. The class of Cauchy-Riemann equations (3.15) relevant for us is subject to
several constraints. We stick to a fixed Hamiltonian (5.18), hence can’t vary the inhomogeneous
term. Moreover, the almost complex structures (5.19) are constrained on part of the target
manifold. In spite of this, regularity of the moduli spaces still holds generically within that class,
in a suitable sense. The basic argument is classical, following [12]; hence, the discussion here will
be kept brief.
Lemma 5.5. Take (L0, L1) and w, such that
(5.23) αL0 6= αL1 , and the intersection φw(L0) ∩ L1 is transverse;
Then, a generic choice of almost complex structures (Jt), taken as usual from the class (5.19),
makes all solutions of Floer’s equation (3.18), (3.20) regular.
Sketch of proof. Because of (5.23), the limits of u must be contained in Π−1({|w| < 1}) ⊂
M . Hence, for any Floer trajectory u, the values u(s, t) for |s|  0 lie in a region where the
almost complex structures are not constrained by the conditions in (5.19). Suppose that u is not
translation-invariant. Then, among those (s, t), one can find “regular” ones in the sense of [12,
Theorem 4.3]. This suffices to make the rest of the argument from [12] go through. 
In the same spirit:
Lemma 5.6. Let S be a boundary-punctured disc, with an asymptotically translation-invariant
sub-closed one-form βS, whose behaviour at infinity is described by (w0, . . . , wd). Equip this with
Lagrangian boundary conditions (L0, . . . , Ld) satisfying the following general position require-
ments:
(5.24) αL0 6= αLd , and φw0(L0) ∩ Ld is transverse. Similarly, for k > 0, αLk−1 6= αLk , and
φwk(Lk−1) ∩ Lk is transverse.
(5.25) If dβ = 0, φw1+···+wd(L0) ∩ φw2+···+wd(L1) ∩ · · · ∩ Ld is empty; respectively, if dβ 6= 0,
the intersection φw0(L0)∩φw1+···+wd(L0)∩φw2+···+wd(L1)∩ · · · ∩Ld is disjoint from the
zero-set of X.
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Fix families Jk = (Jk,t)t∈[0,1] of almost complex structures, for k = 0, . . . , d. Then, for a generic
family (JS,z) of almost complex structures which is asymptotically translation-invariant and con-
verges to the Jk, the space of solutions of (3.15), with limits (3.25), is regular.
Proof. The assumption on the angles αLk ensures that all limiting chords are contained in
{|Π(x)| < 1}. Hence, the subset U from Lemma 5.3 is certainly nonempty. If there is a point in
that subset where Du − X ⊗ βS is nonzero, we can achieve transversality by varying JS,z near
u(z).
Let’s suppose then that Du = X ⊗ βS everywhere. In particular, u|∂S is locally constant. By
looking at its values on boundary components, one sees that the value of u on the d-th boundary
component lies in the intersection from (5.25) (this is actually the same intersection in both
cases, the only difference being that the term φw0(L0) is redundant for dβ = 0, since then
w0 = w1 + · · · + wd). If dβ = 0, this is enough to reach a contradiction. In the remaining
case, observe that (5.21) holds for all paths in S, which means that u(S) is contained in a single
orbit of X. By (5.25), that orbit is necessarily nonconstant. One can find contractible loops c
along which
∫
c
βS is an arbitrarily small nonzero number, and that leads to a contradiction with
(5.21). 
(5e) Consistent choices. So far, we have considered a single equation (3.15) in isolation. To
build a suitable hierarchy of moduli spaces of solutions, one needs to make sure that the data
which define those spaces are suitably correlated. Our first step is to make a suitable selection
of Lagrangian submanifolds, within the class (5.20):
(5.26) A sufficiently large collection of Lagrangian submanifolds is a countable set L of sub-
manifolds, such that the following holds. Given any L from (5.20) and a number a < 12 ,
there is an L+ ∈ L which has αL+ ≥ a and which is isotopic to L; as usual, we mean
that the isotopy should remain in (5.20).
It is unproblematic to show that such collections exist, the basic fact being that two Lagrangian
submanifolds which are sufficiently C1-close can be deformed into each other (compare [14, Re-
mark 3.29 and Definition 3.34]). Moreover, by generic perturbations, one can achieve the follow-
ing:
(5.27) A countable set L of Lagrangian submanifolds is said to be in general position if
it has the following properties. For any L0, L1 ∈ L with αL0 > αL1 and any w,
the intersection φw(L0) ∩ L1 is transverse, and also disjoint from the zero-set of X;
moreover, for any L0, L1, L2 ∈ L with αL0 > αL1 > αL2 and any w1, w2,
φw1+w2(L0) ∩ φw2(L1) ∩ L2 = ∅.
We assume from now on that an L as in (5.26), (5.27) has been fixed.
(5.28) Take Lagrangian submanifolds (L0, L1) in L, such that αL0 > αL1 . For any such
pair and any w, we choose a family of almost complex structures (Jt) = (JL0,L1,w,t)
parametrized by t ∈ [0, 1].
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Assume that one-forms as in (4.33) have been chosen on all stable weighted popsicles. When it
comes to almost complex structures, we proceed in a parallel way.
(5.29) Let (S, σ) be a stable weighted popsicle of type (d+1, p, w). Suppose also that we have
Lagrangian submanifolds (L0, . . . , Ld) in L, such that αL0 > · · · > αLd . For each such
datum, we choose a family of almost complex structures (JS,z) = (JS,σ,w,L0,...,Ld,z)
parametrized by z ∈ S, in the class (5.19), and which is asymptotically translation-
invariant (3.21), with limits on the intervals at infinity equal to JL0,Ld,w0 (k = 0) and
JLk−1,Lk,wk (k > 0).
We require that these families of almost complex structures should be invariant under the action
of Aut(p), and vary smoothly in the moduli space of popsicles. The latter condition can be
expressed by saying that they form a smooth family on the fibrewise compactification |Sd+1,p,w.
Let’s call this a universal choice of almost complex structures.
(5.30) A universal choice of almost complex structures is asymptotically consistent if the
following holds. For every (d+ 1, p, w), the relevant family can be extended smoothly
to S
d+1,p,w
. Moreover, if we restrict that extension to any component Sv of a broken
popsicle, the outcome agrees with that prescribed by the universal choice for weighted
popsicles of type (|v|,pv,wv).
In the same spirit as (4.34), (4.35), consider a gluing process involving a broken popsicle two
pieces. The almost complex structures that enter into the gluing can be written as
(5.31)
{
JS1,s1,t = Jt + e
−pis1O1,exp(−pis1),t,
JS2,s2,t = Jt + e
pis2O2,exp(pis2),t;
and the glued surface carries a family almost complex structure which, on the neck, has the form
(5.32) JSl,s,t = JS1,s+l/2,t + JS2,s−l/2,t − Jt +Oexp(−pis−pil/2),exp(pis−pil/2),t,
where the correction term is a smooth family Oσ1,σ2,t. In particular, if we consider a piece of the
neck of a fixed size, then on that piece, JSl → Jt exponentially as l→∞. Families satisfying the
asymptotically consistency condition can be constructed inductively.
Remark 5.7. In principle, one could instead work with consistent choices (4.31); and similarly,
demand that the almost complex structures should be strictly translation-invariant on the ends
(3.23), as well as on the necks of glued surfaces (in the notation from (5.32), this means equality
JSl,s,t = Jt for l 0). However, this leads to complications with transversality, and we therefore
prefer the asymptotic version of consistency.
Having fixed almost complex structures as in (5.28)–(5.30), we consider the following moduli
spaces (updating the definitions from Section 5a). For (L0, L1) and w as in (5.28), we use the
almost complex structures chosen there to define the space R2,p,w(x0, x1), |p| = 0, of Floer
trajectories. For other (d+1, p, w) and (L0, . . . , Ld) as in (5.29), R
d+1,p,w(x0, . . . , xd) is the space
of triples (S, σ, u) where (S, σ) is a stable weighted popsicle of type (d + 1, p, w), and u is a
solution of the associated equation (3.15), with limits (3.25). The arguments from Lemmas 5.1
and 5.2 apply to all equations appearing in the definition of our moduli spaces. Hence, solutions
are always contained in Π−1({|w| ≤ 1}) \ ∂M ⊂ M . A priori energy bounds are provided by
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(3.27), (3.32); and bubbling is of course impossible in an exact situation. With that in mind, the
construction of the compactification R¯d+1,p,w(x0, . . . , xd) follows the standard strategy.
The transversality result says that for generic universal choices of almost complex structures which
are asymptotically consistent, as in (5.28)–(5.30), all the moduli spaces Rd+1,p,w(x0, . . . , xd) are
regular. Moreover, if we fix a conjugacy class C of subgroups in Aut(p), then the subspace
Rd+1,p,w(x0, . . . , xd)C where the underlying popsicle has isotropy exactly C is also regular. As
a concrete consequence, the combination of this and compactness shows that generically, zero-
dimensional spaces Rd+1,p,w(x0, . . . , xd) are finite sets, equipped with a free action of Aut(p). In
brief, the transversality argument works as follows (see [2, Sections 8c and 8d] for more details).
For Floer trajectories, we use Lemma 5.5 directly. For all other moduli spaces, the assumptions
from Lemma 5.6 are satisfied. Namely, if d > 1, we use emptiness of triple intersections in (5.27);
and in the remaining case d = 1, we necessarily have |p| > 0, so dβS 6= 0, and we appeal to
the part of (5.27) which says that intersections are disjoint from the zero-set of X. Lemma 5.6
only states generic regularity of the moduli space for a fixed domain; but the standard proof
of that fact, via surjectivity of the “universal linearized operator” which includes deformations
of the almost complex structure, implies the corresponding result for families. The requirement
of Aut(p)-equivariance, which is part of our notion of universal choice, still allows one to vary
the almost complex structure on any single popsicle freely; the choices for different popsicles are
correlated, but that does not interfere with the transversality argument (see [2, Remark 8.10]).
(5f) Grading and signs. Recall some elementary terminology: given a real vector space K, we
write or(K) for the free abelian group generated by the two orientations of K, with the relation
that those generators add to zero. Hence, a choice of isomorphism or(K) ∼= Z is the same as
an orientation of K. We actually want to consider or(K) as a graded abelian group, placed in
degree dim(K). For a Fredholm operator D, we write or(D) for the orientation space associated
to the virtual index space (kernel minus cokernel). Its degree is the Fredholm index ind(D).
One standard approach to orientations in Floer theory goes as follows [29, Section 12b]. To every
nondegenerate chord x ∈ ch(L0, L1;w) one associates a Fredholm operator Dx, and sets
(5.33) or(x) = or(Dx);
the degree of this graded group is the Maslov index ind(x) = ind(Dx). Note that Dx is not
unique; however, our assumption that the Lagrangian submanifolds are graded and Spin ensures
that the space of such operators is connected, and that the local system or(Dx) on it is trivial.
Hence, (5.33) is well-defined up to canonical isomorphism. Replacing our earlier definition (5.1)
(to which it still reduces if one is willing to pick orientations), we take the Floer cochain space
to be
(5.34) CF ∗(L0, L1;w) =
⊕
x
or(x).
In the situation of Lemma 5.2, write Du for the operator that linearizes the Cauchy-Riemann
equation at u. The gluing theory for Fredholm operators yields
(5.35) ind(Du) + ind(xd) + · · ·+ ind(x1) = ind(x0),
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as well as a canonical isomorphism
(5.36) or(Du)⊗ or(xd)⊗ · · · ⊗ or(x1) ∼= or(x0).
Turning more specifically to the case of interest here, consider a regular point (S, σ, u) in a moduli
space Rd+1,p,w(x0, . . . , xd). From (5.35), we get
(5.37)
dim(Rd+1,p,w(x0, . . . , xd)) = dim(R
d+1,p) + ind(Du)
= d− 2 + |p|+ ind(x0)− ind(xd)− · · · − ind(x1).
By a deformation argument for linearized operators, one obtains a canonical isomorphism
(5.38) or(TRd+1,p)⊗ or(Du) ∼= or(TRd+1,p,w(x0, . . . , xd)).
Here, the tangent space on the right hand side is at the point (S, σ, u), and that on the left at
the projection [S, σ]. Combining (5.36) and (5.38) yields a canonical isomorphism
(5.39) or(TRd+1,p,w(x0, . . . , xd))⊗ or(xd)⊗ · · · ⊗ or(x1) ∼= or(TRd+1,p)⊗ or(x0).
If (S, σ, u) is an isolated point in its moduli space, and we use the orientation of Rd+1,p chosen
in Section 4d, then (5.39) becomes
(5.40) sign(S, σ, u) : or(xd)⊗ · · · ⊗ or(x1)
∼=−→ or(x0).
At this point, we assume that all choices of almost complex structures have been made generically,
as discussed at the end of Section 5e. Take a zero-dimensional space Rd+1,p,w(x0, . . . , xd), which
by compactness is a finite set. We count points in it to define a map as in (5.7), but with the
following sign specification:
(5.41) µd,p,w
∣∣ or(xd)⊗ · · · ⊗ or(x1) = (−1)∗+♥+♦⊕x0∑(S,σ,u) sign(S, σ, u),
where
∗ = ∑dk=1(k + w1 + · · ·+ wk−1)ind(xk),(5.42)
♥ = ∑dk=1(d− k)wk,(5.43)
♦ = ∑k #p−1({k + 1, . . . , d})(wk + #p−1(k)).(5.44)
The story for spaces of Floer trajectories is analogous, but of course more familiar, which is why
we omit it here.
(5g) The ordered categories. Let’s formalize the progress made so far. We construct an
A∞-category Ford whose objects are the Lagrangian submanifolds L ∈ L, with morphisms
(5.45) Ford(L0, L1) =

CF ∗(L0, L1)⊕ CF ∗+1(L0, L1;−1) αL0 > αL1 ,
Z e L0 = L1,
0 otherwise.
The elements e are by definition identity morphisms. The nontrivial A∞-operations µdFord involve
objects (L0, . . . , Ld) with αL0 > · · · > αLd . We define them to be the sum of (5.41) over all
weights in {−1.0}. If we only take the first summand in the nontrivial morphism spaces (5.45),
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we get an A∞-subcategory Aord ⊂ Ford . In this case, the A∞-operations use only boundary-
punctured discs S with no sprinkles and weights 0, for which one can choose βS = 0 as part of
(4.33); hence, Aord is an ordered version of the classical Fukaya A∞-structure.
The artificial signs (5.42)–(5.44) have been introduced so that the A∞-associativity relation (2.2)
is satisfied. The sign computation is the same as in [2, Section 9], and will not be repeated here.
Still, there are two aspects that seem important enough to warrant a brief discussion, namely the
cancellation of boundary contributions postulated in (5.10), (5.11):
(5.46) The (free, because of the genericity assumption) action of Aut(p) on a zero-dimensional
space Rd+1,p,w(x0, . . . , xd) does not change the pseudo-holomorphic map, or the
signs (5.42)–(5.44). Hence, its only effect on sign contributions comes from the
action on Rd+1,p. Consider boundary points of a one-dimensional moduli space
R¯d+1,p,w(x0, . . . , xd), where the underlying popsicle splits as in (4.28). Those boundary
points come in pairs, exchanged by the action of Aut(p1) = Z/2 on the moduli space
Rd1+1,p1 for the first component, and that action is orientation-reversing. Hence, the
contribution from each pair indeed cancels.
(5.47) Now consider the situation from (5.11), which gives rise to two boundary points of
distinct moduli spaces. These again consist of the same maps, but their combinatorial
structure is different, and that affects the signs. Taking k1 < k2 as in (4.29), inspection
of Lemma 4.1 shows that the orientation discrepancies (4.22) for the two boundary
points differ by (−1)♠, where
♠ = #p−12 ({k1 + 1, . . . , k2 − 1}).
We also have to take into account the difference between the signs (5.42)–(5.44) for the
two moduli spaces. In fact only (5.44) changes, by (−1)♠+1. Hence, the two boundary
points indeed yield opposite signs when one adds up the µd,p,w to form µd
Ford
.
Remark 5.8. It may be useful to compare the algebraic structure constructed here with that in
[2]. Suppose that we took the construction from [2] and adapted it to the present framework. The
outcome would be an A∞-category Cord whose nontrivial morphism spaces, for αL0 > αL1 , are
(5.48) Cord(L0, L1) =
⊕
w≥0
CF ∗(L0, L1;w)⊕ CF ∗(L0, L1;w)q,
where the formal variable q has degree −1. A moduli space of weighted popsicles (now having
nonnegative weights) with injective p yields multilinear maps
(5.49) CF ∗(Ld−1, Ld;wd)qδd ⊗ · · · ⊗ CF ∗(L0, L1;w1)qδ1 −→ CF ∗(L0, Ld;w0)qδ0 [2− d],
for all #p−1(k) ≤ δk ≤ 1, k = 1, . . . , d, such that δ0 = δ1 + · · · + δd − |p| ≤ 1. To define
µd
Cord
, one takes those operations and adds another term in the differential, namely ∂q = id :
CF ∗(L0, L1;w)q → CF ∗(L0, L1;w). To put (5.45) on the same footing, one would think of it as
obtained by setting δk = −wk in (5.49), meaning that
(5.50) Ford(L0, L1) = CF
∗(L0, L1; 0)⊕ CF ∗(L0, L1;−1)q.
With that in mind, the signs in (5.41) agree with those in [2, Equations (3.43) and (3.44)], even
though they are written slightly differently.
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(5h) Continuation cocycles. Ultimately, one wants the isomorphism class of a Lagrangian
submanifold in the Fukaya category to be constant under isotopies within the class (5.20), some-
thing that’s obviously not true in Ford because of the ordering condition. Following [1] (see
also [14]) we will restore the “missing morphisms” by categorical localisation with respect to
continuation cocycles. The situation is as follows:
(5.51) Take (L+, L) with αL+ > αL, and which intersect transversally. Suppose that they are
isotopic within the class (5.20), and make a choice of isotopy, which is a family (Ls)s∈R
with Ls = L
+ for s  0, Ls = L for s  0, and such that αLs is a nonincreasing
function of s (one can always modify a given isotopy so that it satisfies the last-
mentioned condition, by using the flow of X). We then say that L+ is a positive
perturbation of L.
Consider the closed upper half-plane as a Riemann surface S = {im(z) ≥ 0} with one negative
point at infinity, Σ−S = {i∞}. We equip this with βS = 0 and the moving boundary condition
G =
⋃
s{s} × Ls. If we take the one-form χG from (3.33) and evaluate it along a lift of ∂s, the
outcome is
(5.52) χG(∂s) |Ls ∩ {|pi(x)| ≥ 1} = (∂sαLs)(H|Ls) +Ks,
where Ks describes the fibrewise part of the deformation ∂sLs. Since that part is the same in
the fibre over any point of e2piiαLzR≥1, it follows that χG(∂s) is bounded above. A bound on
the topological energy (3.35) therefore implies a bound on the geometric energy of solutions (of
the associated Cauchy-Riemann equation with moving boundary conditions); we have seen this
argument before, in a toy model situation (3.50). This yields the analogue of Lemma 5.4. There
is also a counterpart of Lemma 5.2, obtained by replacing (3.44) with its analogue for (3.48). For
transversality, we can use the same argument as in Lemma 5.6, bearing in mind that L+ ∩ L is
disjoint from the zero-locus of X, by (5.27).
After these preliminaries, we can count isolated solutions and obtain a cocycle
(5.53) cL+,L ∈ CF 0(L+, L),
called the continuation cocycle. We will need a few well-known properties of such cocycles.
(5.54) The cohomology class [cL+,L] ∈ HF 0(L+, L) remains unchanged if we deform the iso-
topy in (5.51) rel endpoints.
(5.55) Let L+ be a positive perturbation of L, and L a positive perturbation of L−. Assuming
suitable transverse intersection assumptions, we then find that L+ is a positive pertur-
bation of L− (in the sense that we can concatenate the isotopies); and the associated
continuation cocycles are related by
[cL+,L− ] = [µ
2(cL,L− , cL+,L)] ∈ HF ∗(L+, L−).
(5.56) Suppose that L1 is a positive perturbation of L
−
1 . If L0 is another Lagrangian sub-
manifold such that αL0 > αL1 , satisfying suitable transverse intersection assumptions,
the product
µ2(cL1,L−1
, ·) : CF ∗(L0, L1;w) '−→ CF ∗(L0, L−1 ;w)
is a homotopy equivalence.
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(5.57) Suppose that L+0 is a positive perturbation of L0. If L1 is another Lagrangian sub-
manifold such that αL1 < αL0 , satisfying suitable transverse intersection assumptions,
the product
µ2(·, cL+0 ,L0) : CF
∗(L0, L1;w)
'−→ CF ∗(L+0 , L1;w)
is a homotopy equivalence.
Here, all the µ2 are triangle products (with no sprinkles). We omit the proofs, which are by
standard gluing arguments (for (5.56) and (5.57), the gluing argument shows that the products
are homotopic to continuation maps; and one then applies a geometric argument to those maps).
(5i) Fukaya categories by localisation. Our first application is to the A∞-category Aord .
Let S = S(Aord) be the set of morphisms in H0(Aord) consisting of all the cohomology classes
[cL+,L], where L
+ is a positive perturbation of L, and both lie in L. We consider the localisation,
in the sense of (2.38),
(5.58) A
def
= S−1Aord .
This is the definition of the Fukaya category of the Lefschetz fibration from [1]. To explain its
basic properties, we use the algebraic tools from Section 2d. First, note that any object L0
in Aord admits approximately S-projective resolutions. Namely, given elements of S(Li, L
−
i )
(i = 1, . . . ,m), choose a positive perturbation L+0 of L0 such that αL+0
> αLi . Then, the desired
property (2.41) follows directly from (5.56). With that in mind, (5.57) and (2.42) imply the
following:
(5.59) If αL0 > αL1 , the localisation functor gives a homotopy equivalence A
ord(L0, L1) '
A(L0, L1); and hence, H
∗(A(L0, L1)) ∼= HF ∗(L0, L1). For general (L0, L1), we there-
fore have H∗(A(L0, L1)) ∼= HF ∗(L+0 , L1), where L+0 is a positive perturbation of L0
such that αL+0
> αL1 .
The same strategy applies to Ford . By definition of µ1
Ford
,
(5.60) (cL+,L, 0) ∈ Ford,0(L+, L)
is a cocycle. In the situation of (5.55), these cocycles satisfy
(5.61) [(cL+,L− , 0)] = [µ
2
Ford ((cL,L− , 0), (cL+,L, 0))] ∈ H0(Ford(L+, L−)),
again by definition of µ2
Ford
. By adding a filtration argument, one sees that in the situation of
(5.56) and (5.57), there are homotopy equivalences
µ2Ford ((cL1,L−1
, 0), ·) : Ford(L0, L1) '−→ Ford(L0, L−1 ),(5.62)
µ2Ford (·, (cL+0 ,L0 , 0)) : F
ord(L0, L1)
'−→ Ford(L+0 , L1).(5.63)
This time, take S = S(Ford) to be the set of morphisms in H0(Ford) consisting of the cohomology
classes of (5.60), and set
(5.64) F
def
= S−1Ford .
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Strictly in parallel with (5.59), the properties (5.62), (5.63) imply the following:
(5.65) If αL0 > αL1 , the localisation functor gives a homotopy equivalence F
ord(L0, L1) '
F(L0, L1); and hence, H
∗(F(L0, L1)) ∼= HF ∗(L0, L1; cont) in the notation of (5.4). For
general (L0, L1), we therefore have H
∗(F(L0, L1)) ∼= HF ∗(L+0 , L1; cont), where L+0 is
a positive perturbation of L0 such that αL+0
> αL1 .
By the universal property (2.40), the inclusion Aord ↪→ Ford induces an essentially unique A∞-
functor A→ F. On the cohomology level, this yields the map HF ∗(L+0 , L1)→ HF ∗(L+0 , L1; cont).
Remark 5.9. Let’s return to the discussion initiated in Remark 5.8, but this time taking a
wider view. One could introduce a category Pord whose morphism spaces, in the nontrivial case
αL0 > αL1 , are
(5.66)
Pord(L0, L1) =
( ∏
w<0
CF ∗(L0, L1;w)⊕ CF ∗(L0, L1;w)q
)
⊕
(⊕
w≥0
CF ∗(L0, L1;w)⊕ CF ∗(L0, L1;w)q
)
.
The A∞-structure would involve all weighted popsicles with injective maps p, together with an ad-
ditional ∂q term. The “negative w-completion” in (5.66) has been introduced so that the decreasing
filtration obtained by putting upper bounds on the sum of w and the power of q is well-behaved.
The subspaces where that filtration is ≤ 0 form an A∞-subcategory Nord ,
(5.67) N
ord(L0, L1) =
∏
w≤0
CF ∗(L0, L1;w)⊕
∏
w≤−1
CF ∗(L0, L1;w)q.
The projection Nord → Ford is an A∞-functor. Moreover, if we take (5.48), then the inclusion
Cord → Pord is an A∞-functor. Let’s localize all these A∞-categories with respect to continuation
cocycles. The A∞-functors induced by inclusions and projection form a diagram
(5.68) A

// C

F Noo // P.
As a formal algebro-geometric analogue (roughly corresponding to (5.68) under mirror symmetry),
one can think of the situation where we have a divisor F inside a projective variety A, both
assumed to be smooth for simplicity. Let C = A \ F be the complement of the divisor; N its
formal neighbourhood in A; and P the punctured formal neighbourhood (P is not particularly
well-behaved within classical algebraic geometry, but one can dodge that bullet by considering only
coherent sheaves on it that extend to N , which is what we will do here). Then, the associated
derived categories sit in a diagram
(5.69) DbCoh(A) //

DbCoh(C)

DbCoh(F ) DbCoh(N)oo // DbCoh(P ).
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It is an open question how far this analogy goes: meaning, to what extent (5.68) has the properties
of (5.69), and whether there is an actual correspondence in cases where mirror symmetry applies.
(5j) A noncommutative divisor. By slightly modifying our previous approach, we will con-
struct a noncommutative divisor D with ambient space A, and whose fibre is quasi-equivalent to
the previous F. The additional step is a transfer argument, which may appear to add unnecessary
complexity; but that piece of extra work will pay off later, when considering the analogous issue
for noncommutative pencils.
We work over the polynomial ring Z[v], and define a homogeneous version of Ford , which is an
A∞-category Dord having the same objects as before, and with (5.45) replaced by
(5.70) Dord(L0, L1) =

CF ∗(L0, L1)[v]⊕ CF ∗+1(L0, L1;−1)[v] αL0 > αL1 ,
Z[v] e L0 = L1,
0 otherwise.
Following the general design from Section 2c, we equip this with a weight grading, where
CF ∗(L0, L1)vr has weight −r, and CF ∗+1(L0, L1;−1)vr weight −r − 1. The A∞-operations
µd
Dord
are defined by adding up the Z[v]-linear extensions of v|p|µd,p,w. For instance, the piece
of µ1
Dord
which comes from (d = 1, |p| = 1, w0 = 0, w1 = −1) maps CF ∗(L0, L1;−1)vr (r ≥ 1)
to CF ∗(L0, L1)vr+1. One can consider the continuation cocycles (5.60) as cocycles in (5.70)
of weight 0. Therefore, their mapping cones are elements of the weight-graded version of the
category of twisted complexes over Dord . As a result, the localised category S−1Dord , formed
over Z[v], inherits the weight grading, as one can see from (2.39). Inspection of that formula
also shows that the positive weight part of the morphism spaces is zero. We can spell that out
concretely:
(5.71)
S−1Dord(L0, L1)
= Dord(L0, L1)⊕
⊕
C
(
Dord,tw (C,L1)[1]⊗Z[v] Dord,tw(L0, C)
)⊕ · · ·
= Dord(L0, L1)⊕
⊕
(L,L+)
(
Dord(L,L1)⊗Z[v] Dord(L0, L)
⊕Dord(L+, L1)⊗Z[v] Dord(L0, L)[−1]⊕Dord(L,L1)⊗Z[v] Dord(L0, L+)[1]
⊕Dord(L+, L1)⊗Z[v] Dord(L0, L+)
)⊕ · · ·
where the sum is over C which are mapping cones of a continuation cocycle L+ → L. Given any
two objects (L0, L1), consider the subcomplex
(5.72) D(L0, L1) ⊂ S−1Dord(L0, L1)
generated over Z[v] in weights {−1, 0}, as in (2.16). Concretely, if we take the expression in (5.71)
and write the nontrivial morphism spaces in it as a sum of two pieces as in (5.70), then D(L0, L1)
contains those tensor product in which at most one Floer cochain group with w = −1 appears as
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a factor. Choose a positive perturbation L+0 such that αL+0
> αL1 . Consider the diagram
(5.73) D(L0, L1)
' //
 _

D(L+0 , L1) _

Dord(L+0 , L1)
'oo
S−1Dord(L0, L1)
' // S−1Dord(L+0 , L1) D
ord(L+0 , L1).
'oo
On the bottom row, → is given by composition with the image of (cL+0 ,L0 , 0) in S
−1Dord . By
construction, it is a homotopy equivalence, homogeneous with respect to weights. The ← next
to it is part of the localisation functor, which has the same homotopy equivalence property by
the Z[v]-linear version of (5.65). To get the top row, we extract the subcomplexes generated in
weights {−1, 0}. Since that process, applied to modules which are trivial in positive weights,
is functorial, we again get homotopy equivalences. Diagram-chasing shows that the inclusions
(5.72) are homotopy equivalences, again in a weight-homogeneous sense.
(5.74) Let D be the noncommutative divisor obtained by applying (2.16) to (5.72).
Proposition 5.10. The ambient space of D is A, and its fibre is quasi-equivalent to the previously
constructed F.
Proof. The weight zero part of (5.71), which by definition is the ambient space of the divisor, is
given by
(5.75)
D(L0, L1)
(0) = S−1Dord(L0, L1)(0)
= Aord(L0, L1)⊕
⊕
C
(
Aord,tw (C,L1)[1]⊗Aord,tw(L0, C)
)⊕ · · ·
= Aord(L0, L1)⊕
⊕
(L,L+)
(
Aord(L,L1)⊗Aord(L0, L)
⊕Aord(L+, L1)⊗Aord(L0, L)[−1]⊕Aord(L,L1)⊗Aord(L0, L+)[1]
⊕Aord(L+, L1)⊗Aord(L0, L+)
)⊕ · · ·
= A(L0, L1).
Moreover, as noted in (2.16), the A∞-structure µ∗D agrees with µ
∗
S−1Dord on the weight zero part,
hence is equal to µ∗A.
Next, we can take the A∞-functor D→ S−1Dord provided by the transfer theorem, and specialize
it to v = 1. This yields an A∞-functor between the fibre of D and F = S−1Ford , which by
construction is a homotopy equivalence on each morphism space. 
6. The restriction functor
We will now show that the A∞-category F from Section 5 is quasi-equivalent to a full subcategory
of the classical Fukaya category of the fibre of the fibration. The fact that the Fukaya category
of the fibre appears in such a context (of a noncommutative divisor) is not fundamentally new
(it can be traced back to [32] and further, even if not in the same form), but it emerges here in
a particularly natural way.
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3/5
rotates with speed pi
radial increase of speed to 2pi
L1
L0
|w| = 1
φ−1(L0)
|w| = 4/5
|w| = 1/5
|w| = 2/5
Figure 6.1. On the left, the Hamiltonian vector field of the function from
(6.4). On the right, two examples of Lagrangian submanifolds from (6.3), with
αL0 > αL1 ; and the effect of applying the time (−1) map of the Hamiltonian.
(6a) Geometric setup. We revisit the situation from Section 5b, introducing some technical
restrictions, which do not detract from its generality in any important way.
(6.1) We take a symplectic fibration with singularities (5.12), but now assume that it is
symplectically locally trivial over a larger subset of the base, namely {|w| ≥ 1/5} ⊂ C.
Our reference fibre for the following considerations will be F = M3/5.
(6.2) When considering almost complex structures as in (5.19), we additionally require that
DΠ should be J-holomorphic on Π−1({1/5 ≤ |w| ≤ 2/5}).
(6.3) Fix, once and for all, a function a : [1/5,∞)→ [−1, 1] which satisfies
a|[1/5, 2/5] = −1,
a(3/5) = 0,
a|[4/5,∞) = 1,
a′(3/5) > 0,
a′ ≥ 0 everywhere.
Within the class of Lagrangian submanifolds L ⊂M from (5.20), we restrict the angles
to (the right half-circle) αL ∈ (− 14 , 14 ), and additionally require that
Π(L) ∩ {|w| ≥ 1/5} = {|w| ≥ 1/5, arg(w) = 2piαLa(|w|)}.
Hence, LF = L ∩ F is itself a (closed exact) Lagrangian submanifold of F .
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(6.4) We take a Hamiltonian H ∈ C∞(M,R), belonging to the class (5.18), and such that
H(x) = h(pi|Π(x)|2) on Π−1({|w| ≥ 1/5}),
where 
h′(p) = 1/2 for
√
p/pi ∈ [1/5, 4/5],
h′′ ≥ 0 everywhere,
h(p) = p for
√
p/pi ≥ 1
(see again Figure 6.1). We also retain the technical condition that the critical point set
of H should have no interior points (which is compatible with the other requirements).
Lemma 6.1. Let (L0, L1) be as in (6.3), with αL0 > αL1 . Then
(6.5) L0 ∩ L1 ⊂ Π−1({|w| < 1/5}) ∪ F.
We call intersection points that lie in Π−1({|w| < 1/5}) interior ones, and the others exterior
ones. An exterior point is a transverse intersection point in M iff it is transverse as intersection
point of L0,F and L1,F inside F .
Proof. By definition, (L0, L1) can intersect in Π
−1({|w| = r}), r ≥ 1/5, only if αL0a(r) ≡
αL1a(r) mod Z. Since αL0 − αL1 ∈ (0, 1/2) and a(r) ∈ [−1, 1], this can happen only when
a(r) = 0, which by definition means r = 3/5. This singles out the fibre at 3/5. Since αL0 6= αL1
and a′(3/5) 6= 0, the two manifolds are (locally near 3/5) fibered over transversally intersecting
paths. This proves the equivalence of transverse intersections in M and F . 
Lemma 6.2. Let (L0, L1) be as in Lemma 6.1. Then
(6.6) φ−1(L0) ∩ L1 ⊂ Π−1({|w| < 1/5}).
In the same terminology as in the previous Lemma, only interior intersection points (in other
words, interior chords) exist in this case.
Proof. In {1/5 ≤ |w| ≤ 4/5}, the argument of the path Π(φ−1(L0)), divided by 2pi, lies in
[−1, 1]αL0 + 1/2 ⊂ (1/4, 3/4), while that of Π(L1) lies in [−1, 1]αL1 ⊂ (−1/4, 1/4); obviously,
there can’t be any intersections between the two.
In {4/5 ≤ |w| ≤ 1}, the argument of Π(φ−1(L0)), again divided by 2pi, lies in αL0 + [−1,−1/2] =
[αL0 , αL0 + 1/2]; while that of Π(L1) remains constant at αL1 . By assumption, −1/4 < αL1 <
αL0 < 1/4, so these are once more disjoint. 
(6b) Energy and transversality arguments. Let’s return to the familiar Cauchy-Riemann
equation (3.15), where:
(6.7) S is a boundary-punctured disc with a sub-closed one-form βS as in (3.9), such that
the weights associated to the ends lie in {−1, 0}. The almost complex structures
are taken from (6.2); the boundary conditions from (6.3), assuming moreover that
αL0 > · · · > αLd , and that all chords which can appear as limits are nondegenerate;
and the Hamiltonian is as in (6.4).
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The aim is to constrain the behaviour of solutions u.
(6.8) Let ω˜C ∈ Ω2(C) be a rotationally invariant form which is everywhere nonnegative;
positive exactly in {1/5 < |w| < 2/5}; and has integral 1. Write it as ω˜C = dθ˜C, where
θ˜C is again rotationally invariant, and vanishes in {|w| ≤ 1/5}. Pull both back by
(5.12) to get ω˜M , θ˜M .
Lagrangian submanifolds from (6.3) are isotropic with respect to ω˜M , and exact with
respect to θ˜M . Given such an L, we choose the primitive K˜L for θ˜M |L which vanishes
on Π−1({|w| ≤ 1/5}); this can also be constructed by integrating θ˜C along Π(L)∩{|w| ≥
1/5}, and then pulling back the outcome to L.
The vector field X which generates (φt) has an associated function H˜ ∈ C∞(M,R),
such that dH˜ = ω˜M (·, X). Again, this is pulled back from C, and we’ll choose it so
that it vanishes on Π−1({|w| ≤ 1/5}). By looking at radial derivatives, one sees that
H˜ ≥ 0 everywhere, and H˜ = 12
∫
C ω˜C =
1
2 on Π
−1({|w| ≥ 2/5}).
The concepts from Section 3f can be modified as follows (this is similar to the idea underlying
the integrated maximum principle from Section 3h, and its application in Lemma 5.2).
(6.9) One defines the partial geometric energy to be
E˜geom(u) =
∫
S
u∗ω˜M − d(u∗H˜) ∧ βS
At all points where the integrand is nonzero, DΠ is J-holomorphic, and DΠ(X) =
piiw∂w. Hence, the partial geometric energy can also be written as the energy of
v = Π(u) weighted with respect to ω˜C:
E˜geom(u) =
∫
S
|Dv − piivβS |2 v∗(ω˜C/ωC).
This shows that E˜geom(u) ≥ 0. Equality can hold only if the part of v lying in
{1/5 < |w| < 2/5} satisfies Dv = piivβS . If we assume that that part is nonempty,
we get a contradiction with the limiting behaviour, by an argument parallel to the
proof of Lemma 5.3. The conclusion is that E˜geom(u) = 0 iff u never enters the region
Π−1({1/5 < |w| < 2/5}).
There is a similar partial version of the topological energy,
E˜top(u) =
∫
S
u∗ω˜M − d(u∗H˜ βS) = E˜geom(u)−
∫
S
(u∗H˜) dβS ≥ E˜geom(u).
Finally, chords have partial actions
A˜(x) =
∫
x∗(−θ˜M + wH˜dt) + K˜L1(x(1))− K˜L0(x(0)),
with respect to which the analogue of (3.32) holds.
Lemma 6.3. Take (L0, L1) with αL0 > αL1 , and w ∈ {−1, 0}. The interior intersection points,
or chords, have A˜(x) = 0. The exterior intersection points have A˜(x) = αL1 − αL0 < 0.
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Proof. The first part is clear: all ingredients that enter into the definition of A˜(x) vanish on
Π−1({|w| < 1/5}). For the second part, we consider a map
(6.10)

v : [0, 1]2 −→ {|w| ≥ 1/5} ⊂ C,
|v(0, t)| = 1/5,
v(1, t) = 3/5,
v(s, 0) ∈ Π(L0),
v(s, 1) ∈ Π(L1).
By Stokes,
(6.11)
∫
[0,1]2
v∗ω˜C = K˜L0(x)− K˜L1(x) = −A˜(x).
On the other hand, the rotational symmetry of ω˜C, together with the boundary conditions, implies
that
∫
[0,1]2
v∗ω˜C = αL0 − αL1 (see Figure 6.1). 
The following two results are direct consequences:
Lemma 6.4. Let u be a solution, such that all limits (x0, . . . , xd) are interior intersection points.
Then the map u remains in Π−1({|w| ≤ 1/5}).
Lemma 6.5. Suppose that w0 = 0. Let u be a solution, such that the limit x0 is an exterior
intersection point. Then all the other limits (x1, . . . , xd) must be exterior intersection points,
which means that necessarily w1 = · · · = wd = 0. Moreover, the map u remains in Π−1({|w| ≥
2/5}).
We can also consider a generalization to moving boundary conditions. Let’s focus on the special
case which is primarily of interest to us: the equation underlying the definition of (5.53), meaning
that S is the upper half-plane with βS = 0, and the boundary conditions are as in (5.51), but
within the class (6.3). We then have an analogue of (3.33) on the graph G of the isotopy, which
is a one-form χ˜G satisfying dχ˜G = ω˜M |G. One can write this explicitly, following the same idea
as in (3.49) and (5.52):
(6.12) χ˜G(∂s) |Ls = −2(H˜|L)∂sαs,
where the −2 factor reflects the fact that, over the annulus on which ω˜M is supported, X generates
a rotation with speed pi, whereas changing α has the effect of rotating that part of our Lagrangian
submanifolds with speed −2pi; in other words, this reflects the relation of h′|[1/5, 2/5] = 1/2 in
(6.4) with a|[1/5, 2/5] = −1 in (6.3). As in (3.35), we can adjust the topological energy to take
the moving boundary condition into account, in this case modifying the formula in (6.9) to
(6.13) E˜top(u) =
∫
S
u∗ω˜M − d(u∗H˜ βS)−
∫
∂S
u∗χ˜G.
In view of (6.12), one then has
(6.14) E˜geom(u) = E˜top(u) +
∫
∂S
u∗χ˜G ≤ E˜top(u)−
∫
R
∂sαs = A˜(x) + αL+ − αL,
where x is the limit of u. If x is an exterior point, Lemma 6.3 says that A˜(x) = αL−αL+ , hence
the right hand side of (6.14) is zero. As an immediate consequence, one gets:
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Lemma 6.6. Let u be a solution of the equation underlying the definition of (5.53), such that the
unique limit x is an exterior point of L+ ∩ L. Then, the map remains within Π−1({|w| ≥ 2/5}).
Let’s turn briefly to transversality arguments. Compared to the situation from Section 5, the
significant restriction is on the almost complex structures (6.2). However, we can compensate for
that by proving a version of Lemma 5.3 where the relevant subset is U = {z ∈ S : |Π(u(z))| ∈
[0, 1/5) ∪ (2/5, 1)}. With that in mind, the proofs of Lemmas 5.5 and 5.6 go through as before.
(6c) Filtering the morphism spaces. For (L0, L1) with αL0 > αL1 and w ∈ {−1, 0}, consider
the subgroup
(6.15) CF ∗int(L0, L1;w) ⊂ CF ∗(L0, L1;w)
spanned by interior intersection points (for the sake of brevity, we will not explicitly mention
the transverse intersection conditions which are required to make the Floer cochain groups well-
defined). As a consequence of Lemma 6.5, the subgroups (6.15) are subcomplexes, and are
preserved by the continuation map (5.3). Moreover:
(6.16) For αL0 > αL1 , the continuation map restricts to a homotopy equivalence
CF ∗int(L0, L1;−1) '−→ CF ∗int(L0, L1).
Here, Lemma 6.4 applies, showing that (6.16) counts only maps which remain inside the subset
Π−1({|w| ≤ 1/5}). With that in mind, the statement is standard, since during the isotopy φt(L0),
t ∈ [−1, 0], no intersection points with L1 enter or leave that subset. We will need some more
statements of a similar kind, which are filtered versions of (5.56) and (5.57):
(6.17) Suppose that L1 is a positive perturbation of L
−
1 , and L0 another Lagrangian subman-
ifold such that αL0 > αL1 . Then, the product with the continuation cocycle preserves
the subspaces generated by interior points, and induces a homotopy equivalence
µ2(cL1,L−1
, ·) : CF ∗(L0, L1)/CF ∗int(L0, L1) '−→ CF ∗(L0, L−1 )/CF ∗int(L0, L−1 ).
(6.18) Suppose that L+0 is a positive perturbation of L0, and L1 another Lagrangian subman-
ifold such that αL1 < αL0 . Then, the product with the continuation cocycle preserves
the subspaces generated by interior points, and induces a homotopy equivalence
µ2(·, cL+0 ,L0) : CF
∗(L0, L1)/CF ∗int(L0, L1)
'−→ CF ∗(L+0 , L1)/CF ∗int(L+0 , L1).
The fact that the products from (6.17), (6.18) preserve the interior subspaces is an application
of Lemma 6.5. To see that they induce homotopy equivalences on the quotients, one proceeds
roughly as follows. To fix the notation, let’s suppose that we are considering (6.18). As a
consequence of Lemma 6.6, the image of cL+0 ,L0
in CF ∗(L+0 , L0)/CF
∗
int(L
+
0 , L0) involves only
maps whose image remains in Π−1({|w| ≥ 2/5}). This, together with Lemma 6.5, tells us the
same thing for the map
(6.19) µ2(·, cL+0 ,L0) : CF
∗(L0, L1)/CF ∗int(L0, L1) −→ CF ∗(L+0 , L1)/CF ∗int(L+0 , L1).
By a gluing argument, that map is chain homotopic to a kind of continuation map (still defined
by considering moving boundary conditions). There is an analogue of Lemma 6.6 for that map,
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meaning that it can be described using only Π−1({|w| ≥ 2/5}). At this point, a geometric
argument similar to that mentioned above for (6.16) can be brought to bear, based on the
fact that during isotopy from L0 to L
+
0 , all the exterior intersection points with L1 remain in
F = M3/5.
Let’s put those kinds of considerations on a more systematic footing. Define categories Aord and
Ford as in Section 5g, but obviously taking into account our more specific geometric context.
From (6.15), we get subgroups Aordint (L0, L1) and F
ord
int (L0, L1) (defined to be zero if L0 = L1).
Let’s write
(6.20)
Qord(L0, L1) = A
ord(L0, L1)/A
ord
int (L0, L1)
= Ford(L0, L1)/F
ord
int (L0, L1),
Thanks to Lemma 6.2, it makes no difference whether one thinks of the quotient in terms of
Aord or Ford . As a direct consequence of Lemma 6.5, the spaces (6.20) inherit an A∞-structure,
which admits the following interpretation: generators (in the nontrivial case αL0 > αL1) are
exterior intersection points, and the nontrivial A∞-products count only solutions of the relevant
Cauchy-Riemann equation which are contained in Π−1({|w| ≥ 2/5}). As a consequence of (6.16),
projection is a homotopy equivalence
(6.21) Ford(L0, L1)
'−→ Qord(L0, L1).
Moreover, in the situations of (6.17) and (6.18), the continuation cocycle, projected to the ap-
propriate Qord space, induces homotopy equivalences
µ2(cL1,L−1
, ·) : Qord(L0, L1) '−→ Qord(L0, L−1 ),(6.22)
µ2(·, cL+0 ,L0) : Q
ord(L0, L1)
'−→ Qord(L+0 , L1).(6.23)
As before, let S be the set of cohomology classes of continuation elements. To be more precise,
there are three versions of this, S(Aord), S(Ford), and S(Qord), where the latter is obtained from
one of the previous two by projection to (6.20). Let A, F, and Q be the localisations with respect
to the appropriate S. The first two categories are familiar from Section 5i, and Q shares their
essential properties. By this, we mean that morphism spaces can be computed, up to chain
homotopy, by using the product with a continuation cocycle together with the quotient functor:
(6.24) Q(L0, L1)
'−→ Q(L+0 , L1) '←− Qord(L+0 , L1),
where L+0 is a positive perturbation with α
+
L0
> αL1 . From that and (6.21), we immediately
obtain the following:
Lemma 6.7. Projection Ford → Qord induces a quasi-equivalence F → Q.
(6d) Geometry of the A∞-category Q. At this point, we have shown that F is quasi-
equivalent to the category Q, which is defined as a version of the ordinary Fukaya category
(using boundary-punctured discs with no popsicles and βS = 0) on the part of M lying over the
annulus {2/5 ≤ |w| ≥ 1}. In fact, by looking at the position of the Lagrangian submanifolds and
intersection points, one sees that we could lift everything to the universal cover of that annulus.
Then, in a version of the language of [37], what we are looking at is (a subcategory of) the
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partially wrapped Fukaya category of [0, 1]×R×F with “stops” at {(0, 0)}×F and {(1, 0)}×F ,
which is the “stabilization of F” as in [37, Definition 2.11]. This is related to the standard Fukaya
category of F by a special case of the Kunneth theorem [15, Theorem 1.5]. The outcome of these
considerations is:
Lemma 6.8. Q is quasi-equivalent to the full subcategory of the Fukaya category of F whose
objects are LF , for L a Lagrangian submanifold in our collection L (with the induced grading and
Spin structure).
By combining this with Lemma 6.7, one arrives at the main result of this section:
Proposition 6.9. F is quasi-equivalent to a full subcategory of the Fukaya category of F , defined
as in Lemma 6.8.
As explained above, Lemma 6.8 is a version of a known result. Nevertheless, in the interest
of keeping the discussion self-contained, we outline a proof which uses only classical techniques
[29, 32]. For that, we further specialize (6.2) by imposing the following additional condition on
almost complex structures:
(6.25) Over a fixed small closed disc ∆ ⊂ C centered at 3/5, the projection Π is J-holomorphic.
In particular, F itself is an almost complex submanifold.
For maps as in (6.7), this implies the following additional property:
Lemma 6.10. Suppose that βS = 0, and let u be a solution all of whose limits are exterior
intersection points. Then, the map u must remain in F .
Proof. In this situation, we are looking at an ordinary pseudo-holomorphic map equation (no
inhomogeneous term). We can carry out a partial energy argument as before, but where now the
relevant two-form is pulled back from one supported on ∆. All our solutions have zero topological
and hence geometric energy, which means that u|Π−1(∆ \ ∂∆) is constant. Because of the limit
condition, this implies the desired result. 
Transversality for solutions contained in F requires separate considerations of fibre and base
components, where the latter involves the ordering condition on the αLk ; we refer to [29, Lemma
14.7] (where instead of an ordering condition, a more general assumption [29, Equation (14.10)]
on the inhomogeneous term is used) or [32, Lemma 7.1]. The comparison of gradings and signs
between M and F is given by [29, Lemma 14.9]. These results show that Qord can be identified
with an ordered version of the Fukaya category of F . Lemma 6.10 has an analogue for continuation
cocycles, and in the resulting localisation is obviously quasi-equivalent to a subcategory of the
Fukaya category of F defined in the more conventional way (say, following [29]).
7. Ample hypersurfaces
We now turn to a slightly different geometric situation, namely, closed monotone symplectic
manifolds equipped with an anticanonical (hence ample) hypersurface, and a section of the normal
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bundle to that hypersurface. The issues most relevant to us play out in the neighbourhood of the
hypersurface. The behaviour of pseudo-holomorphic curves in such a situation is a well-explored
topic, see e.g. [9, 7, 38]; our approach borrows from [33, Section 7] as well. The outcome of
our discussion will be another noncommutative divisor, which encodes pseudo-holomorphic maps
that intersect the hypersurface. Note that, in spite of the notational overlaps with Section 5, the
algebraic objects in this section are not the same (they play a parallel role, but their definition
is different).
(7a) Local geometric setup. Let D be a closed (2n − 2)-dimensional symplectic manifold,
with the following additional data:
(7.1) P → D is a complex line bundle, such that c1(P ) is an integral lift of [ωD]. It comes with
a section Z which transversally cuts out a symplectic hypersurface B = Z−1(0) ⊂ D;
and the symplectic orientation of B should agree with that inherited as a zero-locus.
We identify D with the zero-section in P . We write Dc ⊂ P for the image of cZ, c ∈ C,
so that D0 = D.
From elementary symplectic geometry, recall that a metric ‖ ·‖ and hermitian connection ∇ on P
determine a closed two-form ωP on its total space. Explicitly, if we work in a local trivialization
of P compatible with ‖ · ‖, and write ∇ = d+ iA for A ∈ Ω1(D), then
(7.2) ωP = ωC + ωD + d(
1
2 |y|2A),
where y ∈ C is the fibre coordinate. In a neighbourhood of the zero-section, ωP is symplectic. On
the complement of the zero-section, it is exact. More concretely, the curvature of the connection
is 2pii(dθD − ωD) for some θD ∈ Ω1(D), and the choice of θD determines a primitive θP\D for
ωP | (P \D). In a local trivialization as before, this means ωD = −dA/2pi + dθD, and
(7.3) θP\D = θC + θD + 12 |y|2A− 12pi (A+ darg(y)),
where θC =
i
4 (y dy¯−y¯ dy). We actually want to adopt a particular choice of metric and connection:
(7.4) Fix ‖ · ‖ and ∇ so that, outside an open neighbourhood UB ⊂ D of B, Z has norm 1
and is covariantly constant. Hence, if we use Z to partially trivialize P ,
P | (D \ UB) ∼= C× (D \ UB),
then ωP = ωC + ωD in that trivialization; and similarly, θP\D = θC + θD − 12pidarg(y),
as well as dθD = ωD (everything outside UB , of course).
Other classes of geometric objects are adjusted accordingly:
(7.5) We use a function H on P which has vanishing value and first derivative along the zero-
section. Moreover, its restriction to the partial trivialization should be H = −pi‖y‖2,
so that the associated Hamiltonian vector field is clockwise rotation there.
Really, the notion of Hamiltonian vector field makes sense only in a neighbourhood of the zero-
section, where ωP is symplectic. The same caveat will apply tacitly at many points throughout
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the following discussion.
(7.6) We consider submanifolds with boundary L ⊂ P of the following form. Pick a La-
grangian submanifold LD ⊂ D which is disjoint from U¯B , and some αL ∈ (− 12 , 12 ).
Over each point x ∈ LD, take the ray R+e−2piiαLZx, and let L be their union. Equiva-
lently, in the partial trivialization from (7.4), L is the product R+e−2piiαL×LD. Hence,
it is an ωP -Lagrangian submanifold, with boundary ∂L = LD.
(7.7) We consider almost complex structures J , defined on a neighbourhood of the zero-
section in P , and compatible with ωP , such that the following holds. Both D and B are
almost complex submanifolds with respect to J . Moreover, in the partial trivialization
from (7.4), projection to the C factor is J-holomorphic.
Lemma 7.1. For a generic J as in (7.7), every simple (not multiply-covered) J-holomorphic
sphere which is not contained in D is regular.
Proof. The J-holomorphic sphere can’t be contained in the closed subset where (7.4) applies,
since the symplectic form is exact there. On the other hand, it can intersect D only at finitely
many point. It follows that there is a point lying on it which is neither inside (7.4) nor in D.
Near that point, the almost complex structure can be varied freely, which is enough to make the
standard argument go through. 
The restriction that the curve not be contained in D could be dropped, because of the “positivity”
of the normal bundles of D ⊂ P and B ⊂ D; but we will not need that.
Remark 7.2. It is possible (after a preliminary deformation of Z near B) to find almost complex
structures which, in addition to the conditions in (7.7), make all the Dc into almost complex
submanifolds. Namely, set ωB = ωP |B; choose a connection AB on P |B; and consider the total
space of the rank two bundle Q = P |B ⊕ P |B, with its associated symplectic form
(7.8) ωQ = ωC2 + ωB + d(
1
2 |y1|2AB + 12 |y2|2AB).
One can identify a neighbourhood of the zero-section in Q with a neighbourbood of B inside the
total space of P . After deforming Z locally near B (within the class of sections that vanish
transversally along B), we may assume that with respect to this identification,
(7.9) Dc = {y2 = cy1} ⊂ Q.
Any compatible almost complex structure JB induces an almost complex structure JQ on Q, which
is the standard complex structure on each C2 fibre, and is then characterized by
(7.10) (JQ)x,y1,y2(ξ, −iy1AB(ξ), −iy2AB(ξ)) = (JQξ, −iy1AB(JBξ), −iy2AB(JBξ)).
With respect to any such almost complex structure, all the (7.9) are almost complex submanifolds.
(7b) Intersection numbers. Consider solutions of an equation (3.15), where the target space is
(a neighbourhood of the zero-section inside) M = P , and the remaining data are as in (7.5)-(7.7).
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In the region where the partial trivialization from (7.4) applies, we can project to the C-factor,
and get solutions of a slightly modified version of (3.38). Concretely, this is
(7.11)

v : S −→ C,
∂¯v + 2piivβ0,1S = 0,
v(I) ⊂ e−2piiαIR+;
which differs from (3.38) in the sign of the inhomogeneous term (and of αI). The sign change
means that instead of the maximum principle (3.44), we have a minimum principle (for |v|,
assuming that never vanishes); the other results from Section 3h are unaffected.
Lemma 7.3. For a solution u which is not contained in D, u−1(D) is discrete.
Proof. Since X vanishes along D, S × D ⊂ S × P is an almost complex submanifold with
respect to the almost complex structure J∗S from (3.16). Hence, at interior points of S, the result
follows from (3.16) and standard pseudo-holomorphic curve theory. If u meets D at some point
z ∈ I ⊂ ∂S, then u(z) ∈ LI ∩D ⊂ D \ U¯B . Projecting to C as in (7.11) reduces the problem to
(3.39). 
Take u as in Lemma 7.3. We associate to any point z ∈ S a nonnegative integer µz(u) ≥ 0, as
follows. If u(z) /∈ D, µz(u) = 0. For interior points of u−1(D), µz(u) is the local intersection
multiplicity of u and D, which is the same as that of u∗ and S ×D in the associated equation
(3.16), hence finite and positive by standard pseudo-holomorphic curve theory. For a boundary
point, we define it as the order of vanishing µz(v) of the associated map (7.11), in the sense
of (3.39). Assuming that u−1(D) is finite, we set µ(u) =
∑
z µz(u). Since the zero-section
is Poincare´ dual to the symplectic class, these intersection multiplicities can also be expressed
through integral formulae, of which we give two “local” versions for specific domains.
(7.12) Let T ⊂ C be the closed unit disc, and u : T → P be a solution of our Cauchy-
Riemann equation, but without Lagrangian boundary conditions; instead, we require
that u(∂T ) ∩D = ∅. Then
µ(u) =
∫
T
u∗ωP −
∫
∂T
u∗θP\D.
(7.13) Take the closed half-disc T+ = {z ∈ C : |z| ≤ 1, im(z) ≥ 0}, and write ∂inT+ =
{|z| = 1} ∩ T+, ∂outT+ = {im(z) = 0} ∩ T+. Suppose that L ⊂ P is as in (7.6), and
that its interior is exact, θP\D|(L \ ∂L) = dKL. Let u : T+ → P be a solution of our
Cauchy-Riemann equation, with the partial boundary condition u(∂outT
+) ⊂ L, and
such that u(∂inT
+) ∩D = ∅. Then
µ(u) =
∫
T+
u∗ωP −
∫
∂inT+
u∗θP\D −KL(u(1)) +KL(u(−1)).
Topologically, it is sometimes simpler to consider the intersection with Dc, c < 0, instead of
D = D0, since those hypersurfaces are disjoint from our Lagrangian submanifolds. Here is an
application of this idea, again formulated only for a particular kind of domain:
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Lemma 7.4. Take a half-strip Z±, with a one-form βZ± which is closed, vanishes on {t =
0, 1}, and is asymptotic to wdt in the sense of (3.9). As boundary conditions, use Lagrangian
submanifolds (L0, L1) as in (7.7), which intersect transversally and satisfy αL0 > αL1 . Finally,
choose a family (Js,t) of almost complex structures (7.7) which is asymptotically translation-
invariant. Let u be a solution of the associated equation (3.15) with boundary conditions u(s, 0) ∈
L0, u(s, 1) ∈ L1; such that u(0, t) /∈ D for all t; and with limit a point of L0∩L1 = LD,0∩LD,1 ⊂
D. Then u−1(D) is finite; and for all sufficiently small c < 0, we have the intersection number
inequality
(7.14) u ·Dc ≥ µ(u) +
{
−w in the Z− case,
w + 1 in the Z+ case.
Proof. Let’s compactify the domain by adding a point {s = ±∞}. If c < 0 is small, the restriction
of u to the boundary of the compactified domain is disjoint from Dc. Therefore, the intersection
number u ·Dc is well-defined, and independent of c as long as that remains sufficiently small.
In the limit c→ 0, points of u−1(Dc) converge to points of u−1(D)∪{±∞}. Hence, u ·Dc can be
written as a sum of contributions associated to such points. If z ∈ u−1(D) is an interior point,
the contribution is obviously µz(u). For a boundary point, we can locally project to C and get a
solution of (7.11) which vanishes exactly to order 2µz(u), and has boundary values on e
2piiαL0R+
or e2piiαL1R+. It therefore has degree µz(u) over every small negative point, which implies that
the contribution is again µz(u).
Finally, we have to consider the contribution at infinity. Let’s look at the case of Z− for con-
creteness, and again focus on the C-projection v. Expanding it as in (3.41), (3.42), but taking
into account the sign in (7.11), yields the asymptotic expression
(7.15) v(s, t) ∼ c e2pi(αL0−αL1+ν)se2pii(αL0−αL1+ν−w)t
for some integer ν ≥ αL1 − αL0 , which given our assumptions is equivalent to ν ≥ 0, and
c ∈ e−2piiαL0 (R+ \ {0}). From this and its counterpart for Z+, one concludes that the path
t 7→ v(s, t) ∈ C∗, for a fixed ±s 0, goes through an angle 2pi(αL0 − αL1 + ν −w), where ν ≥ 0
in the Z− case, and ν ≤ −1 in the Z+ case. Consider the loop in C that goes radially from 0
to v(s, 0), then along v(s, t), and finally radially back from v(s, 1) to 0. Then, what we have just
shown is that this loop has winding number ν − w around any sufficiently small c < 0. Hence,
the contribution of ±∞ to u ·Dc is ∓(ν − w), which yields (7.14). 
Let’s look briefly at Cauchy-Riemann equations with moving boundary conditions, along the
same lines as in Section 5h. On the region where (7.4) applies, projection to the C-factor leads
to a version of (7.11) where the boundary condition has been modified as in (3.48):
(7.16) v(z) ∈ e−2piiα∂S(z)R+ for z ∈ ∂S.
As already pointed out at the end of Section 3h, the local analysis from (3.39) carries over, hence
so does our definition of µz(u).
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(7c) Global geometric setup. Let M2n be a closed symplectic manifold which is monotone,
c1(M) = [ωM ]. Let K
−1
M be its anticanonical bundle, which is the complex line bundle Λ
n
C(TM )
with respect to some compatible almost complex structure. We assume that:
(7.17) K−1M comes with a section Y which transversally cuts out a symplectic hypersurface
D ⊂M ; and the symplectic orientation of D should agree with that inherited as a zero-
locus. Moreover, K−1M |D comes with another section Z, which cuts out a symplectic
hypersurface B ⊂ D in the same way.
Since Y trivializes K−1M away from D, we have c1(M \ D) = 0. Similarly, one can use the
first derivative of Y along D to give an identification of the normal bundle (as an oriented real
plane bundle) νD ∼= K−1M |D, and this determines a trivialization (unique up to homotopy) of
K−1D ∼= (K−1M |D)⊗ ν−1D ; hence, c1(D) = 0.
(7.18) Fix a metric and connection on P = K−1M , as in Section 7a. Equip the total space of P
with the symplectic form (7.2), and fix a symplectic diffeomorphism, for small  > 0,
{closed neighbourhood U¯D ⊂M} ∼= {‖y‖ ≤ } ⊂ P.
The existence of such a neighbourhood of D follows from the normal form theorem for symplectic
submanifolds. We use (7.18) to introduce a family of hypersurfaces Dc deforming D0 = D, for
small c ∈ C, carried over from those of the same name in Section 7a. In particular, Dc ∩D = B
for all c 6= 0.
One can easily (for instance, using the section Y ) find a one-form primitive θM\D for ωM outside
D, such that:
(7.19) If S is a compact oriented surface with boundary, and u : S → M a map such that
u(∂S) ∩D = ∅, then ∫
S
u∗ωM = (u ·D) +
∫
∂S
θM\D.
Let’s restrict θM\D to U¯D \ D, and compare that under (7.18) with the one-form θP\D0 from
(7.3). The difference between the two is a closed one-form δ on {0 < ‖y‖ ≤ } ⊂ P , which
moreover has the property that its integral over any fibre circle vanishes. The last-mentioned
property implies that the cohomology class of δ is pulled back from H1(D;R) by projection. By
changing the choice of θD used to define θP , one can achieve that δ is exact. Having done that,
we modify θM\D so that it agrees with θP\D0 under (7.18), while retaining (7.19); which is the
primitive we will work with from now on. Combining this construction with (7.4) yields:
(7.20) Let VB ⊂ U¯D be the neighbourhood of B which, in the tubular neighbourhood from
(7.18), corresponds to the part of P lying over UB . Then, we get a diffeomorphism
U¯D \ VB ∼= {|y| ≤ } × (D \ UB) ⊂ C× (D \ UB),
under which ωM corresponds to ωC + ωD, and θM\D to θC + θD − 12pidarg(y).
Remark 7.5. The usual notion of a symplectic pencil involves a family (Dc)c∈C∪{∞} of symplec-
tic hypersurfaces, which intersect along B. The Lefschetz condition says that all but finitely many
Dc are smooth, and prescribes the local structure of the singularities of the remaining ones [16,
Definition 1.4]. Since here we only consider the Dc for c ≈ 0, we can get away with assuming them
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to be smooth, and do not have to discuss singularities at all. Re-imposing the Lefschetz condition
would be useful for further developments, since that jumpstarts the construction of Lagrangian
submanifolds as Lefschetz thimbles, and thereby provides a source of “sufficiently many” objects
in the Fukaya category (which is important for properties such as homological smoothness).
As for the rest of the data:
(7.21) We fix an H ∈ C∞(M,R) whose restriction to U¯D is of the type (7.5) with respect
to the identification (7.18). For the associated vector field X, we additionally require
that X−1(0) ⊂M should have no interior points.
(7.22) We consider compatible almost complex structures J on M which, on U¯D, are of the
class introduced in (7.7).
(7.23) We consider Lagrangian submanifolds L ⊂ M with boundary LD = ∂L ⊂ D. These
should be such that L ∩ U¯B is disjoint from VD and, under (7.20), corresponds to
[0, ]e−2piiαL × LD, for some αL ∈ (− 12 , 12 ). The interior L \ ∂L must be exact with
respect to θM\D, graded with respect to the given trivialization of K
−1
M\D, and carry a
Spin structure.
(7d) Intersection numbers revisited. Let’s look at the resulting class of equations (3.15).
Our setting is as follows:
(7.24) Let S be a punctured-boundary Riemann surface with sub-closed one-form βS as
in (3.9), with integral weights wζ ≤ 0 at the ends. The almost complex structures
are taken from (7.22); the boundary conditions from (7.23), assuming moreover that
αLζ,0 > αLζ,1 , and that all chords which can appear as limits are nondegenerate (this
includes the assumption that the intersection Lζ,0,D ∩Lζ,1,D = ∂Lζ,0 ∩ ∂Lζ,1 inside D
is transverse); and the Hamiltonian is as in (7.21).
The observations from Section 7b carry over to this context, leading to the definition of µz(u)
and µ(u) for solutions not contained in D. From Lemma 7.4 we get:
(7.25) Suppose that u is not contained in D, and has limits xζ . For small c < 0,
u ·Dc ≥ µ(u) +
∑
ζ∈Σ+
{
wζ + 1 xζ ∈ D,
0 otherwise
−
∑
ζ∈Σ−
{
wζ xζ ∈ D,
0 otherwise.
If all xζ lie outside D, equality holds, meaning that u ·Dc = µ(u).
Recall that by assumption, B ⊂ D is an almost complex submanifold for each of our almost
complex structures. Moreover, the vector field X vanishes on D. This yields the following
counterpart of (7.25):
(7.26) Consider a solution u which is contained in D. Then for small c < 0,
u ·Dc ≥ 0.
Equality holds iff u is contained in D \B.
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Since our Lagrangian submanifolds are exact in the complement of D, chords outside D have
well-defined actions. The local computations (7.12) and (7.13) yield the following:
(7.27) Suppose that u is a solution whose limits lie outside D. Then
Etop(u) = (u ·D) +
∑
ζ∈Σ±S
∓A(xζ).
Similarly, chords outside D have well-defined indices, and we have the following modified version
of (5.35):
(7.28) Let S be a boundary-punctured disc. Let u be a solution whose limits lie outside D.
Then, the linearization Du at that solution satisfies
ind(Du) + ind(xd) + · · ·+ ind(x1) = ind(x0) + 2(u ·D).
(7e) Definition of the algebraic structure. The formal aspect of our construction proceeds
along lines that are entirely parallel to those in Sections 5e–5i. We fix a countable set L of
Lagrangian submanifolds (7.23), satisfying the same conditions as in (5.26), (5.27). For αL0 >
αL1 , we define the Floer cochains using only chords outside D:
(7.29) CF ∗(L0, L1;w) =
⊕
x−1(D)=∅
or(x).
Next, we choose sub-closed one-forms (4.33) and almost complex structures (5.28), (5.30), within
the class (7.22). We then define moduli spaces Rd+1,p,w(x0, . . . , xd) of stable weighted popsi-
cles together with a solution of the relevant equation (3.15), subject to the following additional
constraints:
(7.30) The limits xk are chords lying outside D.
(7.31) If z ∈ S is a point where k sprinkles are located, then u intersects D at that point
with local intersection multiplicity k. Everywhere else, u is disjoint from D. In other
words,
µz(u) = #{f : σf = z}.
The assumption (7.31) implies that u(∂S) ∩ D = ∅. Together with (7.30), this shows that the
intersection number u ·D is well-defined, and that in fact (where as usual c < 0 is small)
(7.32) u ·D = u ·Dc = µ(u) = |p|.
Hence, (7.27) and (3.27) can be used to obtain an upper bound on the energies of solutions.
The term 2(u · Dc) = 2(u · D) in (7.28) cancels out with the reduction in dimension effected
by the evaluation constraints (7.31); hence, the expected dimension of our moduli space is still
(5.37). Moreover, the linearization of the constraints in (7.31) involves the normal bundle to
D, which comes with a canonical orientation. Hence, the version of the linearized operator Du
which includes the constraints (7.31) still satisfies (5.36). Assuming suitable compactness and
transversality results (which we will provide below), one then defines maps µd,p,w as in (5.41).
The simplest form of the resulting algebraic construction is to form a category Aord , using only
boundary-punctured discs with no sprinkles. By (7.31), this means that the maps u remain
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inside M \D. This Aord sits inside a category Ford whose morphism spaces are as in (5.45), and
whose A∞-structure is obtained by adding up the µd,p,w with weights in {−1, 0}. The strategy
of proof of the A∞-relations is based on the same observations concerning popsicle moduli spaces
as before. Building on that, we can introduce positive perturbations as before (5.51), within our
set L of Lagrangian submanifolds (7.23); and each such perturbation gives rise to a continuation
cocycle (5.53), with the Floer cochain group understood in the sense of (7.29). Localizing with
respect to such cocycles yields A∞-categories A and F. Finally, exactly as in Section 5j, one can
modify the algebraic formulation of F to obtain a noncommutative divisor D, which satisfies the
analogue of Proposition 5.10.
Remark 7.6. Our A is closely related to the category of the same name from Section 5i, where
the “total space” would be M \D. The differences are partly ones of geometric setup, and partly
technical, having to do with how exactly maps u are prevented from escaping to infinity (here, we
have used intersections with the divisor D at infinity; while the previous construction was based
on the integrated maximum principle). One could try to formally relate the two versions, but
we prefer not to do that. Instead, we will adapt arguments from the previous discussion to the
present context on the single occasion where that becomes necessary (for Proposition 8.2).
To conclude this initial overview, we want to mention how our construction, when restricted to
closed Lagrangian submanifolds, is related to the disc-counting invariant from [3]. The connection
is straightforward but can be useful, since there are well-developed techniques for computing such
invariants. Let L be a Lagrangian submanifold as in (7.23), but assumed to be closed, and hence
actually an exact Lagrangian submanifold in M \D. The disc-counting invariant
(7.33) W (L) ∈ Z ⊂ R
can be thought of as follows. Take Sˆ to be the closed unit disc, and equip it with a generic family
of almost complex structures as in (7.22). Consider holomorphic discs intersecting the divisor
once, at a specified point σˆ ∈ Sˆ \ ∂Sˆ:
(7.34)

uˆ : Sˆ −→M,
(Duˆ)0,1 = 0,
uˆ(∂Sˆ) ⊂ L,
uˆ−1(D) = {σˆ}, and µσˆ(uˆ) = 1.
Transversality ensures that the moduli space of such maps is generically smooth, of dimension
n; it is also oriented. Since these are the lowest energy holomorphic discs, the only possible
bubbling is into a constant holomorphic disc with a holomorphic sphere attached, where that
sphere has intersection number 1 with D. One easily shows that this phenomenon generically
has codimension 2. Additionally, fix zˆ ∈ ∂Sˆ. For a generic point of L, there are W (L) solutions
(counted with sign) of (7.34) such that uˆ(zˆ) equals that point. Now consider the map which
enters into the definition of the endomorphisms of L as an object of F. On the Floer cohomology
level, this has the form
(7.35) HF ∗(L+, L;−1) −→ HF ∗(L+, L; 0),
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where L+ is a positive perturbation of L. Since these are closed Lagrangian submanifolds, and the
Floer cohomologies are taken in M \D, the two Floer groups in (7.35) are canonically isomorphic,
by the continuation map (they are also canonically isomorphic to the ordinary cohomology of L).
Proposition 7.7. The map in (7.35) is W (L) times the continuation isomorphism.
Sketch of proof. By definition, the moduli space underlying (7.35) consists of solutions of an
equation (3.15) on Z = R× [0, 1], where the boundary conditions are always L, and the one-form
is asymptotic to zero as s → −∞, respectively to −dt as s → ∞. Moreover, the solutions must
satisfy a special case of (7.31):
(7.36) u−1(D) = {σ}, and µσ(u) = 1;
where the sprinkle σ is a fixed point on the popsicle stick Q = R×{ 12} ⊂ Z. Without changing the
map, we can move σ to an arbitrary position in Z\∂Z. What we do is to construct a degeneration
which moves σ to a boundary point. Then, solutions degenerate into pairs (u, uˆ), where uˆ is as
in (7.34), and u is a solution of the same equation as before, but where the intersection condition
(7.36) is replaced with u−1(D) = ∅. The two components are related by having a common value
at a specified boundary point. Counting maps u by themselves just constructs the continuation
isomorphism, and counting pairs (u, uˆ) multiplies that by W (L). 
(7f) Transversality. We now begin our discussion of the technical details underlying the
construction from Section 7e. The counterpart of Lemma 5.3, applied directly to the moduli
spaces of interest here, is the following:
Lemma 7.8. For (S, σ, u) ∈ Rd+1,p,w(x0, . . . , xd), there is a point z ∈ S where u(z) /∈ U¯D and
Du−X ⊗ βS 6= 0.
Proof. By assumption, the chords xk lie outside D; because the Lagrangians involved have pair-
wise different angles αLk , they must therefore lie outside U¯D. Hence, U = {z ∈ S : u(z) /∈ U¯D}
is a nonempty subset of S. Suppose that Du = X ⊗ βS holds on all of U . Since U¯D is invariant
under the flow of X by assumption, the same argument as in Lemma 5.3 shows that U is also
closed, hence all of S. But the assumption that Du = X⊗βS everywhere leads to a contradiction
to the properties of our collection L of Lagrangian submanifolds, exactly as in Lemma 5.6. 
Outside U¯D, the conditions in (7.22) do not constrain the almost complex structures. Hence,
Lemma 7.8 easily leads to generic regularity for the moduli spaces Rd+1,p,w(x0, . . . , xd) (for the
technical aspects of setting up transversality arguments for maps with tangency conditions, we
refer to [9, Section 6]).
(7g) Compactness by example: convergence and bubbling. To complete the construction,
we will need to discuss compactness issues for the relevant moduli spaces. In order to make this
as transparent as possible, we will first work through a number of exercises which are special
cases of the general argument. We assume that asymptotically consistent choices of one-forms
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and almost complex structures have been fixed.
(7.37) Fix boundary conditions (L0, . . . , Ld) in L, with αL0 > · · · > αLd , as well as weights
(w0, . . . , wd). Let (Sk, σk, uk) be a sequence in R
d+1,p,w(x0, . . . , xd), such that the
underlying popsicle converges to some (S, σ) in Rd+1,p, and correspondingly, the maps
uk to some u : S → M . Note that then, u has the same limits (x0, . . . , xd), hence
automatically satisfies (7.30).
Lemma 7.9. In the situation (7.37), the map u again satisfies (7.31).
Proof. Consider some z ∈ S \ ∂S. Take a small closed disc T ⊂ S around that point, such that
T \ {z} does not contain any sprinkles, and with u−1(D) ∩ T containing only the original point.
Then, the local multiplicity µz(u∞) is the intersection number (u|T ) · D. This is a topological
invariant, which can be computed from similar intersection numbers for uk, k  0. By (7.31),
that intersection number equals the number of sprinkles on Sk that converge to z in the limit.
Therefore, µz(u) = {f : σf = z}, as desired.
Suppose that we have a z ∈ ∂S such that u(z) ∈ D. Take a closed half-disc T+ ⊂ S around that
point, which contains no sprinkles. Let L be the relevant Lagrangian boundary condition. Since
uk|T+ is disjoint from D, we have, in the notation from (7.13),
(7.38)
∫
T+
u∗kωP −
∫
∂inT+
u∗kθP\D −KL(uk(1))−KL(uk(−1)) = 0
by Stokes; passing to the limit and using (7.13) yields µz(u) = 0, a contradiction (we could
have used a similar integral argument, appealing to the right hand side of (7.12), for interior
points). 
Let’s look at a slightly more complicated situation:
(7.39) Consider (7.37), with the following modification: (uk) converges to u together with a
single (sphere or disc) bubble uˆ.
Lemma 7.10. In (7.39), the bubble is necessarily a sphere bubble, attached at a point z ∈ S
where at least one sprinkle is located (in particular, disc bubbling is impossible). The limiting
map u satisfies (7.31) except at z, where we instead have
(7.40) µz(u) + uˆ ·D = #{f : σf = z}.
Proof. Compared to 7.10, only the behaviour of the limit u at the bubbling point z needs renewed
discussion. One again starts with the right hand side of (7.12) or (7.13) for the maps uk and a
suitable neighbourhood T ⊂ S or T+ ⊂ S. Passing to the limit now yields µz(u) +
∫
uˆ∗ωP =
#{f : σf = z}, which is equivalent to the desired statement. 
Let’s briefly consider the codimension in which this bubbling occurs. The principal component
(S, σ, u) is a solution of the same Cauchy-Riemann equation, and differs only in its tangency
condition (7.40), which does not affect the expected dimension. If we take into account the
coincidence of sprinkles, we find that compared to the original moduli space Rd+1,p,w(x0, . . . , xd),
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the codimension of the space of such (S, σ, u) is ≥ #{f : σf = z}. For us, only bubbling in
codimension < 2 matters, and the relevant cases are:
(7.41) Suppose that #{f : σf = z} = 1. Then, by (7.40) we necessarily have µz(u) = 0
and uˆ · D = uˆ · c1(M) = 1. While the space of such (S, σ, u) has codimension 0
compared to Rd+1,p,w(x0, . . . , xd), the condition that u(z) should lie on a Chern number
1 holomorphic sphere is of codimension 2, assuming suitable transversality.
(7.42) Suppose that #{f : σf = z} = 2. This of course implies that for the original popsicles,
there were at least two sprinkles on the same popsicle stick. Our A∞-structure does
not involve counting such popsicles. They do occur as components in boundary points
of the compactification of one-dimensional moduli spaces, see (5.10), (5.11). However,
in that case, the set of boundary points itself has dimension zero, hence the fact that
the principal component of the bubble itself has positive codimension (because two
sprinkles coincide) will be enough to rule out bubbling.
(7h) Compactness by example: splitting. In the previously considered cases, property (7.30)
was obviously preserved under convergence. This is no longer obvious if the domain degenerates
into a broken popsicle. We will now introduce the arguments that are necessary in order to deal
with that. Here is the test case:
(7.43) Take (Sk, σk, uk) as in (7.37), but now assume that the underlying popsicles converge to
a point in a codimension one boundary strateum of R¯d+1,p, corresponding to a broken
popsicle with two components (Sv,σv) (v = 1, 2; see (4.6) for the combinatorics).
Correspondingly, the maps converge to a limit with components uv : Sv →M .
Lemma 7.11. In (7.43), the limit maps uv again satisfy (7.30), (7.31).
Proof. Convergence implies that (for small c < 0)
(7.44) u1 ·Dc + u2 ·Dc = uk ·Dc, k  0.
We know that no component uv is entirely contained in D, since at least one of its limiting chords
lies outside D. The same argument as in Lemma 7.9 shows that the uv satisfy (7.31). The only
issue we have to consider is whether the new limiting chord (common to both components, and
which appears as the result of breaking up the surface) can lie in D. Suppose that this is the
case. By applying (7.25) to each component and adding up the outcome, we get
(7.45) u1 ·Dc + u2 ·Dc ≥ (µ(u1) +w1,i + 1) + (µ(u2)−w2,0) = |p1|+ |p2|+ 1 = |p|+ 1.
On the other hand, uk ·Dc = |p|, which leads to a contradiction with (7.44). 
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weight w1,i = w2,0 = w2,1 + 1
weight w2,1 = w3,0
S1
S3
S2
Figure 7.1. The degeneration from (7.46). The interesting case is when the
image of S2 is entirely contained in D.
For more complicated broken popsicles, an additional issue appears: it is no longer a priori clear
that components cannot entirely lie in D.
(7.46) Let’s modify the situation from (7.43) by asking that the (Sk, σk) should converge to a
point in a codimension two boundary stratum of R¯d+1,p. That stratum corresponds to
a tree with three vertices. We ask that this should be a linear tree (there is a path from
the root to a leaf going through all vertices), and label the vertices by v ∈ {1, 2, 3},
starting with the one next to the root. We ask that the second vertex should have
valency 2 and |p2| = 1. If the second vertex is attached to the i-th edge of the first
vertex, the weights satisfy
w1,i = w2,0 = w2,1 + 1 = w3,0 + 1.
Correspondingly, our limit point is described by a broken popsicle with three pieces
(Sv,σv), where S2 ∼= Z carries one sprinkle (see Figure 7.1). Correspondingly, the
limit of our sequence (uk : Sk →M) will have three components uv : Sv →M .
Lemma 7.12. In (7.46), the limit maps uv satisfy (7.30), (7.31).
Proof. If none of the uv is contained in D, we can apply the same kind of argument as in Lemma
7.11. Let’s consider the only other possibility, namely, that u2 is contained in D. By (7.26),
(7.47) u1 ·Dc + u3 ·Dc ≤ u1 ·Dc + u2 ·Dc + u3 ·Dc = uk ·Dc, k  0.
Applying (7.25) to the components uv for v 6= 2, we get
(7.48)
u1 ·Dc + u3 ·Dc ≥ µ(u1) + µ(u3) +w1,i + 1−w3,0
= |p1|+ |p3|+w1,i −w3,0 + 1 = |p1|+ |p2|+ |p3|+ 1 = |p|+ 1,
which again leads to a contradiction. 
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(7i) The general compactness argument. Consider a sequence (Sk, σk, uk) in a moduli space
Rd+1,p,w(x0, . . . , xd), assumed to be Gromov convergent, to a limit of the following general type.
(7.49) The combinatorial structure of the limit is governed by a broken popsicle of type
(T,p, r). For each vertex v of that tree, we have an extended popsicle, which means a
popsicle (Sv,σv) with finitely many bubble trees Sˆv,m attached at (pairwise distinct)
points zv,m ∈ Sv. More precisely, if zv,m is an interior point, the bubble tree is a
nodal genus zero curve (a finite collection of spheres, forming a tree), with a marked
point zˆv,m; and for a boundary point, it is a nodal disc (a finite collection of discs and
spheres, forming a tree, where the discs are attached to each other along boundary
points, and the spheres are attached along interior points), again with a marked point
zˆv,m.
Each component of the popsicle comes with a solution uv : Sv → M of the relevant
Cauchy-Riemann equation. The limits of these maps along the semi-infinite edges
are the given (x0, . . . , xd); the other limits can be any chords of the length given by
the relevant weights (obviously, for each finite edge, the limits from the two adjacent
components must coincide). Each bubble tree comes with a map uˆv,m : Sˆv,m → M ,
which is pseudo-holomorphic with respect to the almost complex associated to the
weighted popsicle (Sv,σv,wv) at the point zv,m; similarly, if zv,m is a boundary point,
the Lagrangian boundary condition at that point is inherited by the disc components
of the bubble tree. We also have the connectedness conditions uˆv,m(zˆv,m) = uv(zv,m).
Finally, the entire limit must satisfy the standard stability condition (automorphism
group is discrete). Besides the classical condition on each bubble tree, this means
the following: if v is a two-valent vertex with |pv| = 0, then either the map uv is a
non-constant Floer trajectory, or it can be constant with at least one bubble attached.
In (7.49), we have omitted any mention of incidence conditions at the sprinkles (indeed, what
we have described is the Gromov compactification after forgetting those incidence conditions).
Hence, the question of what limits actually occur requires further discussion.
Lemma 7.13. Take a component Sv such that uv is not entirely contained in D. Then, the
bubble trees attached to it contain only spheres, and at least one sprinkle is located at each of the
attaching points zv,m. The map uv satisfies (7.31) except at those points, where instead we have
(7.50) µzv,m(uv) + uˆv,m ·D = #{f : σv,f = zv,m}.
This is proved exactly as in Lemma 7.10.
Lemma 7.14. All chords which appear as limits of the components uv in (7.49) lie outside D.
In particular, no component can be contained in D.
Proof. Cut open every finite edge of T whose corresponding chord lies in D, so as to produce
two semi-infinite ones. The outcome is a finite collection of sub-trees T γ , which inherit the same
data as T itself. We will be interested in these quantities:
(7.51) |pγ | def=
∑
v∈Ve(Tγ)
|pv|,
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where the sum is over vertices of T γ (in words, |pγ | is the number of sprinkles “belonging to”
T γ); and
(7.52) ∆γ
def
=
∑
v∈Ve(Tγ)
(
uv ·Dc +
∑
m
uˆv,m ·Dc
)
+
{
wγ0 if x
γ
0 ∈ D,
0 otherwise
−
∑
j>0
{
wγj if x
γ
j ∈ D,
0 otherwise,
where the wγj are the weights associated to the semi-infinite edges of T
γ , and xγj the corresponding
chords. Adding up (7.52) produces (via pairwise cancellation of the weight terms)
(7.53)
∑
γ
∆γ =
∑
v∈Ve(T )
(
uv ·Dc +
∑
m
uˆv,m ·Dc
)
.
Because of Gromov convergence, the right hand side of (7.53) equals uk · Dc, k  0, which by
(7.31) is |p|; hence,
(7.54)
∑
γ
∆γ =
∑
γ
|pγ |.
Let’s examine each of the (7.52) in more detail.
(7.55) T γ may be a single-vertex tree where the map uv is contained in D. In that case,
(7.26) implies that
∆γ ≥ wγ0 −
∑
j>0
wγj = |pγ |.
(7.56) Consider any other sub-tree, which by definition contains only components uv not
contained in D. By applying (7.25) and Lemma 7.13 to each vertex of T γ , one sees
that
∆γ ≥
∑
v∈Ve(Tγ)
(
µ(uv) +
∑
m
uˆv,m ·D
)
= |pγ |.
Moreover, because of the additional +1 in (7.25), equality holds if and only if all chords
corresponding to edges of our sub-tree, except possibly for that associated to the root,
lie outside D.
Adding up the results from (7.55) and (7.56) shows that ∆ ≥ |p|. Moreover, because of the last
observation in (7.55) equality can hold only if all the chords involved lie outside D. In view of
(7.54), this implies the desired result. 
At this point, we add transversality arguments to our discussion. Every principal component
uv : Sv → M of our limit belongs to a moduli space which is roughly of the same general kind
as the original maps, except that it possibly comes with a condition (7.50) prescribing a lower
order of tangency. We also want to take into account that the underlying popsicle (Sv,σv) may
have several coincident sprinkles, hence belongs to the subspace R
dv+1,pv
Cv
of popsicles fixed by
some conjugacy class of subgroups Cv in Aut(pv). The virtual dimension is unaffected by orders
of tangency; hence, for such a uv, it is given by an expression similar to (5.37),
(7.57) dim(R
dv+1,pv
Cv
) + ind(xv,0)−
∑
j>0 ind(xv,j),
wgere the xv,j are the limits of uv. Adding up this over all v, we find that the expected codi-
mension of the entire collection {uv}, with respect to the original space Rd+1,p,w(x0, . . . , xd),
LEFSCHETZ FIBRATIONS 67
is
(7.58) |Ve(T )| − 1 +
∑
v
codim(R
dv+1,pv
Cv
⊂ Rd+1,pv ).
The same arguments as in Section 7f show generic regularity for moduli spaces of (Sv,σv,uv).
Together with transversality for holomorphic spheres (as in Lemma 7.1, this also shows that the
space of such (Sv,σv,uv) together with a bubbles uˆv,m satisfying uˆv,m ·D = 1, and not contained
in D, are generically regular; each such bubble causes the dimension to drop by 2. Let’s assume
from now that the (asymptotically consistent) almost complex structures have been chosen so
that all this holds.
Lemma 7.15. Suppose that the original moduli space Rd+1,p,w(x0, . . . , xd) is zero-dimensional.
Then all limits lie in that space (it is compact with respect to Gromov convergence).
Proof. The codimension in (7.58) is necessarily zero. Hence, we have a limit with a single vertex,
and where C = {id} is trivial, meaning that the limiting popsicle has pairwise distinct sprinkles.
In that case, Lemma 7.13 implies that the only possible bubbling that happens goes as follows: we
have sphere bubbles uˆk with uˆk ·D = 1, at most one per sprinkle, and where the attaching points
uˆk(zˆk) lie outside D. Such bubbles can’t be entirely contained in D, hence are covered by our
transversality-of-evaluation result. This shows that bubbling is a codimension ≥ 2 phenomenon,
hence ruled out in our case. 
Lemma 7.16. Suppose that the original moduli space Rd+1,p,w(x0, . . . , xd) is one-dimensional,
and that the weights (w0, . . . , wd) involved lie in {−1, 0}. Then, all the possible limits either lie
in Rd+1,p,w(x0, . . . , xd) itself, or else involve the popsicle splitting into two pieces, with no sphere
bubbling.
Proof. If (7.58) is 0, we are in the same situation as in Lemma 7.15, and the argument there
suffices to rule out bubbling, ensuring that the limit lies in Rd+1,p,w(x0, . . . , xd) itself. Let’s focus
on the remaining case, where (7.58) is 1. In principle, that could be achieved by having a single
vertex, where the associated popsicle has a Z/2-symmetry. However, that would require two
sprinkles to coincide, which is excluded by the condition on the weights. The other option is to
have a tree with two vertices, and where each of the two components is a popsicle having pairwise
distinct sprinkles. In that case, bubbling can again be ruled out as in Lemma 7.15. 
Together, these results cover all the moduli spaces that appear in the definition of Ford in Section
7e. Localising to F additionally involves continuation cocycles, which are derived from Cauchy-
Riemann equations with moving boundary conditions, but considering only solutions which do
not intersect D at all. Compactness in this case is an easy argument involving intersection
multiplicities, which (as pointed out at the end of Section 7b) generalize to this case. Details are
left to the reader.
(7j) A variant. Let’s generalize the setup from Section 7c by asking for Y and Z to be sections
of K−NM for some N > 0. This primarily affects the index formulae: in the situation of (7.28),
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we have
(7.59) ind(Du) + ind(xd) + · · ·+ ind(x1) = ind(x0) + 2N(u ·Dc);
in view of (7.31), the dimension formula (5.37) then becomes
(7.60) dim(Rd+1,p,w(x0, . . . , xd)) = d− 2 + (2N − 1)|p|+ ind(x0)− ind(xd)− · · · − ind(x1).
The implication is that we can still define a Z-graded A∞-category Ford , but with nontrivial
morphism spaces
(7.61) Ford(L0, L1) = CF
∗(L0, L1)⊕ CF ∗+2N−1(L0, L1;−1), αL0 > αL1 .
The degree of the continuation cocycles is unaffected by this, since they lie in the first summand,
and are defined in terms of terms from holomorphic curves in M \D. Hence, one can localize to
F as before. The analogue of Section 5j would say that there is a graded noncommutative divisor
D in the sense of (2.29), over Z[v] with grading |v| = 2N − 2, and whose fibre is quasi-equivalent
to F.
Concerning technical aspects, the only significant difference appears in the last step of the com-
pactness argument, where the codimension formula (7.58) should be replaced by
(7.62) |Ve(T )| − 1 +
∑
v
codim(R
dv+1,pv
Cv
⊂ Rd+1,pv ) + (2N − 2)
∑
v,m
(uˆv,m ·D).
The previously discussed case is N = 1. For N > 1, the additional term in (7.62) means
that any bubbling further increases codimension, hence making our task easier: transversality
considerations for pseudo-holomorphic spheres as in the proofs of Lemmas 7.15, 7.16 become
unnecessary.
8. The noncommutative pencil
We have used popsicles in two different ways: in Section 5, the position of the marked points
(sprinkles) were used as parameters (moduli) to govern the choice of one-forms, but otherwise,
had no geometric meaning in relation to the target manifold; while in Section 7, we imposed
intersection conditions at those points. We now combine the two ideas, while remaining in the
same general situation as in Section 7. The outcome is the noncommutative pencil announced in
Construction 1.1 (and its variant, Construction 1.3).
(8a) Flavoured popsicles. We introduce a version of popsicles which carry sprinkles of two
flavours (“vanilla” and “chocolate”).
(8.1) Take d ≥ 1 and mva ≥ 0, mch ≥ 0, as well as nondecreasing maps pva : {1, . . . ,mva} →
{1, . . . , d}, pch : {1, . . . ,mch} → {1, . . . , d}. We usually write |pva | = mva , |pch | = mch .
A flavoured popsicle of type (d, pva , pch) is a disc with (d+ 1) boundary punctures S,
together with sprinkles σva,f ∈ Qpva(f) (1 ≤ f ≤ mva) and σch,f ∈ Qpch(f) (1 ≤ f ≤
mch).
Stable flavoured popsicles form a moduli space Rd+1,pva ,pch , which is a copy of Rd+1,p for a suitable
p with |p| = |pva | + |pch |. To be precise, the identification between those moduli spaces, which
LEFSCHETZ FIBRATIONS 69
forgets the distinction between the flavours, is not quite canonical: it requires one to choose a
bijection
(8.2) {1, . . . , |p|va} unionsq {1, . . . , |p|ch} ∼= {1, . . . , |p|}
so that the map p obtained from pva and pch is nondecreasing. On a related note, the natural
automorphism group Aut(pva , pch) which acts on R
d+1,pva ,pch can be smaller than Aut(p), since
it allows only permutations that preserve flavours. Similarly, we have broken flavoured popsicles.
Compared to the original definition (4.4), these also come with two labeling maps for each vertex,
rva,v : {1, . . . ,mva,v} → {1, . . . ,mva} and rch,v : {1, . . . ,mch.v} → {1, . . . ,mch}. This gives rise
to a compactification R¯d+1,pva ,pch , which is again a copy of R¯d+1,p. One can also introduce weights
as in Section 4e. As usual, our attention is focused on the case where the weights lie in {−1, 0}.
The counterpart of Lemma 4.2 is this:
Lemma 8.1. Take a space R¯d+1,pva ,pch ,w where the weights lie in {−1, 0}. Consider a boundary
stratum of codimension 1, such that the induced weights for the components of broken popsicles
in that stratum do not lie in {−1, 0}. Then, in the notation from (4.6), one of the three following
applies:
(8.3) #p−11,va(i) ≥ 2 or #p−11,ch(i) ≥ 2; equivalently, Aut(p1,va ,p1,ch) is nontrivial.
(8.4) p−11,va(i) = {fva} and p−11,ch(i) = {fch} both consist of one element. Then, there are
{k1, k2} as in (4.29); pva(rva,1(fva)) is one of them, and pch(rch,1(fch)) is the other
one.
(8.5) w1,0 = w0 = −1, w1,i = w2,0 = −2, p−11,va(i) = {f} consists of one element, and
p−11,ch(i) = ∅ (or vice versa). In that case, p(r1,va(f)) is one of the {k1, k2} from (4.29).
We make an asymptotically consistent choice of one-forms on the universal families of stable
flavoured popsicles, exactly as in (4.33) (one could pull back this choice from Rd+1,p,w by the
flavour-forgetting map, but there is no particular reason to impose such a restriction).
(8b) Definition of the algebraic structure. We work in the setup from Section 7e, and
consider the same kind of collection L of Lagrangian submanifolds. We make an asymptotically
consistent choice of families of almost complex structures, in the usual sense of (5.28), (5.30),
for each stable flavoured popsicle with boundary conditions (L0, . . . , Ld) taken from L, with
αL0 > · · · > αLd . We consider moduli spaces Rd+1,pva ,pch ,w(x0, . . . , xd), where: the domains
are flavoured popsicles; the limits again satisfy (7.30); and (7.31) applies only to the chocolate
flavour:
(8.6) µz(u) = #{f : σch,f = z}.
Counting points in zero-dimensional moduli spaces yields operations µd,pva ,pch ,w as in (5.7),
where the Floer groups are those defined in (7.29). Consider a two-variable symmetric alge-
bra Z[vva , vch ]. In a preliminary version of the noncommutative pencil along the lines of (5.70),
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Figure 8.1. A broken flavoured popsicle as in (8.4), appearing as the boundary
point of two moduli spaces. Both of those spaces have |pva | = |pch | = 1. On the
right, pva(1) = 1, pch(1) = 2; while the values are switched on the left.
we set
(8.7) Pord(L0, L1) =

CF ∗(L0, L1)[vva , vch ]⊕ CF ∗+1(L0, L1;−1)[vva , vch ] αL0 > αL1 ,
Z[vva , vch ]e L0 = L1,
0 otherwise.
Here, CF ∗(L0, L1)vrvava v
rch
ch has weight −rva − rch , and CF ∗+1(L0, L1;−1)vrvava vrchch weight −rva −
rch −1. The A∞-structure µdPord is defined by adding up t|pva |va t|pch |ch µd,pva ,pch ,w over all (pva , pch , w)
where the weights lie in {−1, 0}. Transversality and compactness arguments repeat those from
Section 7f and 7i). A minor tweak is required in the proof of the A∞-relations, because of the
extra case (8.4) in Lemma 8.1, but the strategy follows that from (5.47): each such degeneration
appears twice as a boundary point of our moduli spaces, with different combinatorics (switching
k1, k2; see Figure 8.1 for the simplest example).
To complete our argument, we need to return briefly to sign considerations The definition of
µd,pva ,pch ,w requires a choice of orientation of Rd,pva ,pch . The only case that matters to us is where
at most one of the popsicles lies on each popsicle stick. Then, there is a unique suitable choice
of (8.2), and hence a unique identification Rd+1,pva ,pch ∼= Rd+1,p, which we use to pull back the
previously chosen orientation of Rd+1,p. After that, we insert further signs as in (5.41). The only
necessary additional argument concerns (8.4):
(8.8) Consider a point of type (8.4) in a codimension one boundary face of a moduli space
R¯d,pva ,pch ,w, where the weights lie in {−1, 0}. After exchanging pva(rva,1(fva)) and
pch(rch,1(fch)), this becomes a boundary point of a different moduli space of the
same kind. If we forget the flavours (meaning that we look at the identification
R¯d,pva ,vch ,w ∼= R¯d,p), this change involves a transposition in the ordering of two popsi-
cles. Hence, the two moduli spaces inherit opposite orientations from that identifica-
tion. This difference of orientation carries over to R¯d,pva ,pch ,w(x0, . . . ,x ), which ensures
that boundary contributions where the popsicles degenerate in this way cancel in pairs.
The resulting Pord is a weight-graded A∞-category over Z[vva , vch ]. By construction, the weight
zero part is the same Aord as in Section 7e, hence contains continuation cocycles. We localize with
respect to those, then consider the subcomplex generated in weights {−1, 0}, and apply (2.16).
The outcome is the noncommutative pencil P whose existence was announced in Construction 1.1.
Note that even though the algebraic structure treats the variables vva and vch symmetrically, they
have different geometric meaning. We take this into account by slightly tweaking the terminology:
(8.9) We write Fw, for w ∈ Z, for the fibre of P obtained by setting (vva , vch) = (w, 1).
Similarly, the fibre F∞ is that obtained by setting (vva , vch) = (1, 0).
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We can treat the situation from Section 7j in the same way: vva still has degree zero, but vch has
degree 2N − 2.
Setting vva = 0 in P yields a noncommutative divisor, which by definition if exactly that from
Section 7. In particular, the fibre F0 is the category F defined there. It remains to consider the
opposite extreme, which means the fibre F∞, obtained by setting vch = 0. By construction, this
means that the maps u involved in its definition remain in M \ D. The desired counterpart of
Proposition 8.2 is:
Proposition 8.2. The fibre F∞ of the noncommutative pencil is quasi-equivalent to the full
subcategory the Fukaya category of D \B whose objects are ∂L, for L a Lagrangian submanifold
in our collection L (with the induced gradings and Spin structures).
We will not go through the entire proof, since the idea is largely as before, but we will explain
how to construct the crucial geometric ingredients, which underlie a partial energy argument
as in Section 6b. Note that Proposition 8.2 completes the proof of the claims concerning our
noncommutative pencil made in Constructions 1.1 and 1.3.
(8c) The local geometry, revisited. Let’s return to the situation from Section 7a. We make
the following slight modifications of the basic geometric objects considered there:
(8.10) Within the class of Hamiltonians as in (7.5), we specify the choice H = −‖y‖2.
We apply a deformation of Z as in Remark 7.2, and then rescale it by large constant (which has
the effect of bringing Dc, for fixed value of c, closer to D). After that, we can use Remark 7.2 to
show that there are almost complex structures satisfying the following additional condition:
(8.11) For the almost complex structures from (7.7), we additionally ask that Dc, for {5/2 <
|c| < 5}, should be almost complex submanifolds.
The counterpart of the basic object from (6.8) in our context is:
(8.12) Take ω˜C ∈ Ω2(C) as in (6.8). We define ω˜P\D to be the pullback of ω˜C under
Π(x, y) 7→ Zx/y : P \D −→ C.
Lemma 8.3. Let J be as in (8.11), and x a point in Dc \ B, for 5/2 < |c| < 5. On TPx, the
form ω˜P\D(·, J ·) is symmetric, nonnegative, and
(8.13) ω˜P\D(X,JX) = 0⇐⇒ X is tangent to Dc.
Proof. Consider the ωP -orthogonal splitting TPx = T (Dc)x ⊕ Kx, and give Kx its symplectic
orientation. For c = 0, Kx would just be the tangent space in direction of the fibres of P . For
the c relevant here, this is not longer the case, but (due to our previous rescaling of Z), Kx is
still close to the fibrewise tangent subspaces. In particular, DΠx : Kx → C is an orientation-
preserving isomorphism. We know that J preserves Kx, and is compatible with its orientation,
while ω˜P\D is a positive two-form on that space. This implies the desired properties. 
We can transplant the whole situation to the context from Section 7c, where we end up with
a two-form ω˜M\D supported on the union of Dc \ B, 5/2 ≤ |c| ≤ 5. Removing that annular
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region from M \ D disconnects it into two parts, one of which is the “exterior region”, the
union of Dc \ B for |c| < 5/2. One can arrange, through additional technical assumptions, that
the Lagrangian intersection points are divided into interior and exterior ones. Partial energy
arguments as in Sections 6b and 6c then show that the fibre F∞ is quasi-equivalent to an A∞-
category Q involving only maps to the exterior region. Further analysis of that category, as in
Section 6d, then completes the proof of Proposition 8.2.
9. An example
In this section, we consider hyperplane pencils on quadrics. Geometrically, these are the simplest
nontrivial Lefschetz pencils; from our perspective, they are not quite straightforward, since the
resulting Floer-theoretic structures fall into the framework of graded noncommutative pencils
(Construction 1.3). Those two aspects make this a particularly appealing case for exploring what
information (in an algebraic as well as geometric sense) is carried by our constructions. Because
of the need to call on various computational techniques, this section is less self-contained than
the rest of the paper.
(9a) The graded Kronecker quiver. The classical Kronecker quiver (n = 1 in our notation)
describes coherent sheaves on the projective line. The graded version is discussed in [28], with
the same symplectic geometry motivation as here. The definition is:
(9.1) For n ≥ 1, consider the graded quiver
e
a
((
b
66 f |a| = 0, |b| = n− 1.
To this we associate a graded algebra over Q spanned (as a vector space) by e, f, a, b.
Our convention is to think of the product in categorical (right-to-left) order:
e2 = e, f2 = f, ef = fe = 0, fbe = b, fae = a.
Equivalently, one can view this as an A∞-category A with objects X and Y , and
A(X,X) = Qe, A(Y, Y ) = Qf, A(X,Y ) = Qa⊕Qb, A(Y,X) = 0.
The A∞-structure is trivial, except for left and right multiplication with the identity
morphisms e and f .
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We want to introduce two noncommutative divisors whose ambient space is A (see (2.20) for the
terminology).
(9.2) Consider the path algebra of the graded quiver
e
a
!!
b
((
f
a∗
aa b∗
hh |a| = 0, |b| = n− 1, |a∗| = n− 1, |b∗| = 0.
We impose relations
aa∗ = bb∗, a∗a = b∗b, ba∗ = 0, a∗b = 0, b∗a = λe, ab∗ = λf
for some λ ∈ Q×. The outcome is a Frobenius (Calabi-Yau) algebra of dimension n−1,
over Qe⊕Qf . One can again think of it as an A∞-category F∞ with objects (X,Y ),
and
A(X,X) = Qe⊕Qa∗a, A(Y, Y ) = Qf ⊕Qaa∗,
A(X,Y ) = Qa⊕Qb, A(Y,X) = Qa∗ ⊕Qb∗.
As one sees from the inclusion A ⊂ F∞, this is in fact the fibre of a noncommutative
divisor, with ambient space A and dual bundle (∆F∞/∆A)[−1] ∼= ∆∨A[−n]; see (2.21),
(2.10) for terminology (and recall that [1] stands for a downward shift).
We have omitted the parameter λ from the notation, since it affects the outcome only in a minor
way (any two such algebras F∞ are related by rescaling a∗, b∗; equivalently, the noncommutative
divisors are related by rescaling the generator of the polynomial ring over which they are defined).
Because of the last two relations in (9.2), the objects X and Y are isomorphic in F∞; hence,
a simpler way to describe F∞ itself would be as the A∞-category formed by two isomorphic
spherical objects [35] of dimension (n− 1).
For the second construction, we essentially reverse the gradings (even though the actual formu-
lation is a little different, to ensure that it still contains A as a subalgebra).
(9.3) In the same vein as in (9.2), consider
e
a
!!
b
((
f
a∗
aa b∗
hh |a| = 0, |b| = n− 1, |a∗| = 1− n, |b∗| = 2− 2n,
with the relations
aa∗ = bb∗, a∗a = b∗b, b∗a = 0, ab∗ = 0, a∗b = λe, ba∗ = λf.
Let’s denote the resulting A∞-category by F0. It has the same properties as before,
with the opposite degrees; in particular, (∆F0/∆A)[−1] ∼= ∆∨A[n− 2].
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We will need some computations with twisted complexes over A (results stated without proof).
(9.4) For each d ≥ 0, introduce a twisted complex
Yd = Cone
(
X[1− n]⊕X[2− 2n]⊕ · · · ⊕X[d(1− n)]
−→ Y ⊕ Y [1− n]⊕ · · ·Y [d(1− n)]),
where the mapping cone (between the direct sums, in the given order) is taken along
the degree zero map  01 01 0···
1 0
1
⊗ a+
 10 10 1···
0 1
0
⊗ b.
Note that Y0 = Y . We also set Y−1 = X. (In terms of the general theory of exceptional collections
[26], the Yd are the right half of the helix obtained from the two original objects.) We have
(9.5)

H∗(Atw (X,Yd)) = Q⊕Q[1− n]⊕ · · · ⊕Q[(d+ 1)(1− n)],
H∗(Atw (Y, Yd)) = Q⊕Q[1− n]⊕ · · · ⊕Q[d(1− n)],
H∗(Atw (Yd, Yd−2)) = Q[n− 2].
Moreover, the composition maps
(9.6)
{
H∗(Atw (X,Yd−2))⊗H2−n−∗(Atw (Yd, X)) −→ H2−n(Atw (Yd, Yd−2)) ∼= Q,
H∗(Atw (Y, Yd−2))⊗H2−n−∗(Atw (Yd, Y )) −→ H2−n(Atw (Yd, Yd−2)) ∼= Q
are nondegenerate pairings.
At this point, we reduce the grading mod (2n−2), still keeping the same notation Atw as before,
for simplicity. Consider the following family of Z/(2n−2)-graded twisted complexes, parametrized
by µ ∈ Q×:
(9.7) Tµ = Cone
(
X ⊕X[1− n]
(
1
µ
)
⊗a+( 11 )⊗b−−−−−−−−−−−−−→ Y ⊕ Y [1− n]).
Then
(9.8)

H∗(Atw (X,Tµ)) = Q⊕Q[1− n],
H∗(Atw (Tµ, X)) = Q[−1]⊕Q[−n],
H∗(Atw (Y, Tµ)) = Q⊕Q[1− n],
H∗(Atw (Tµ, Y )) = Q[−1]⊕Q[−n],
H∗(Atw (Tµ, Tµ)) ∼= Q⊕Q[−1]⊕Q[1− n]⊕Q[n− 2],
Moreover, for n > 2, the products
(9.9)
{
H∗(Atw (X,Tµ))⊗H2−n−∗(Atw (Tµ, X)) −→ H2−n(Atw (Tµ, Tµ)) ∼= Q,
H∗(Atw (Y, Tµ))⊗H2−n−∗(Atw (Tµ, Y )) −→ H2−n(Atw (Tµ, Tµ)) ∼= Q
are nondegenerate pairings. Finally:
(9.10) The image of Tµ under the map A
tw → Ftw∞ is quasi-isomorphic to zero. Indeed, the
morphism that forms the cone in (9.7) has an inverse in Ftw∞ . The same holds for F0.
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(9b) Bimodules. Before continuing, we need to review some additional algebraic language,
using the fact that we are working over a field to simplify some technicalities. Consider the
categories of left and right A∞-modules over A, denoted by Aleft and Aright , together with their
Yoneda embeddings
(9.11)
{
Ileft : Atw −→ (Aleft)opp ,
Iright : Atw −→ Aright ;
and the functors of taking duals over Q,
(9.12)
{
(·)∨ : (Aleft)opp −→ Aright ,
(·)∨ : Aright −→ (Aleft)opp .
Let Abi be the category of A∞-bimodules. Given two right modules M0 and M1, one can form
Hom(M0,M1), with the Hom space taken over Q, which is naturally a bimodule. If M1 is proper
(meaning that it is has finite-dimensional cohomology when evaluated at any object), there is a
quasi-isomorphism
(9.13) M∨0 ⊗M1 '−→ Hom(M0,M1),
where the tensor product on the left is also over Q. One recovers the actual module homomor-
phisms from Hom(M0,M1) by using the diagonal bimodule,
(9.14) Abi(∆A,Hom(M0,M1))
'−→ Aright(M0,M1).
In our application, A is proper and homologically smooth (see e.g. [18] for the terminology).
Hence, the image of the Yoneda embedding consists essentially of proper modules. As a conse-
quence, Atw has an essentially canonical autoequivalence, the Serre functor S. One point of view
is as follows (see e.g. [36]): the bimodule ∆∨A is invertible with respect to tensor product. It
induces an autoequivalence of Aright , which takes Iright(Z) to Ileft(Z)∨ for any object Z, hence
preserves properness; one obtains S by restricting to the image of the Yoneda embedding. More
formally, what we are saying is that Serre functor fits into the homotopy commutative diagram
(9.15) Atw
Ileft

Iright
%%
S
'
// Atw
Iright

Aright
· ⊗A∆∨A
' $$
(Aleft)opp
(·)∨ // Aright .
Lemma 9.1. For any two objects Z0, Z1 of A,
(9.16) H∗
(
Abi(∆A, I
left(Z0)⊗ Iright(Z1))
) ∼= H∗(A(SZ0, Z1)).
Proof. Since the Yoneda modules are proper, double dualization is quasi-isomorphic to the iden-
tity. From that and (9.15), one gets Ileft(Z0) ' Iright(SZ0)∨. In view of (9.13), it follows that
Ileft(Z0)⊗ Iright(Z1) ' Hom(Iright(SZ0), Iright(Z1)). Now apply (9.14) and use the fact that the
Yoneda embedding is full and faithful on cohomology. 
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Let’s return to the specifics of our algebra (9.1). The previous computations (9.6), (9.9) say that
SYd ' Yd−2[2− n],(9.17)
STµ ' Tµ[2− n].(9.18)
We also need another piece of information (which is a special case of Beilinson-style resolutions
of the diagonal associated to exceptional collections): there is a quasi-isomorphism in Abi ,
(9.19) ∆A ' Cone
(
Ileft(Y1)⊗ Iright(X)[1− n] −→ Ileft(Y )⊗ Iright(Y )
)
.
Lemma 9.2. Denote by (∆∨A)
⊗Ar the r-fold tensor product of the bimodule ∆∨A. For any r ≥ 0,
there is a long exact sequence
(9.20)
· · · → H∗+(r+1)(n−2)(A(Y, Y2r+2)) −→H∗(Abi((∆∨A)⊗Ar,∆A))
−→ H∗+r(n−2)(A(X,Y2r−1))→ · · ·
Proof. For r ≤ 0, denote by (∆∨A)⊗Ar the tensor product of −r copies of the bimodule inverse to
∆∨A. Then
(9.21) H∗
(
Abi((∆∨A)
⊗Ar,∆A)
) ∼= H∗(Abi(∆A, (∆∨A)⊗A−r))
From (9.19), (9.15), and (9.17), we get
(9.22)
(∆∨A)
⊗A−r ' ∆A ⊗A (∆∨A)⊗A−r
' Cone(Ileft(Y1)⊗ Iright(S−rX)[1− n] −→ Ileft(Y )⊗ Iright(S−rY ))
' Cone(Ileft(Y1)⊗ Iright(Y2r−1)[(r − 1)(n− 2)− 1] −→ Ileft(Y )⊗ Iright(Y2r)[r(n− 2)]).
By Lemma 9.1 and another application of (9.17),
(9.23)

H∗(Abi
(
∆A, I
left(Y1)⊗ Iright(Y2r−1)[(r − 1)(n− 2)])
)
∼= H∗+(r−1)(n−2)(A(SY1, Y2r−1)) ∼= H∗+r(n−2)(A(X,Y2r−1)),
H∗(Abi(∆A, Ileft(Y )⊗ Iright(Y2r)[r(n− 2)])
)
∼= H∗+r(n−2)(A(SY, Y2r)) ∼= H∗+(r+1)(n−2)(A(Y, Y2r+2)).
The morphisms from the diagonal bimodule into (9.22) obviously fit into a long exact sequence
involving the parts (9.23). 
Lemma 9.3. Any noncommutative divisor with ambient space A and dual bundle ∆∨A[n − 2],
for n > 2, is either trivial or quasi-isomorphic to that underlying (9.3) (for some value of the
parameter λ ∈ Q×).
Proof. Thanks to Lemma 9.2, the shifted groups H∗(Abi((∆∨A[n − 2])⊗Ar,∆A)), r ≥ 1, vanish
in negative degrees; and in degree zero, only the r = 0 group is nontrivial, and that is one-
dimensional. One now applies [34, Lemma 2.12]. 
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pi(Y )
pi(X)
pi(T ) = l
Figure 9.1. The Lagrangian submanifolds X,Y, T in the quadric, projected
to the plane as in (9.26). The area inside the loop l is fixed by our choice of
monotonicity constant.
Consider a noncommutative divisor as in Lemma 9.3. In view of (9.18), its section (see (2.22) for
the terminology) gives rise to an element of
(9.24)
H0
(
Aright(Iright(Tµ)⊗A ∆∨A[n− 2], Iright(Tµ)⊗A ∆A)
)
∼= H2−n(Atw (STµ, Tµ)) ∼= H0(Atw (Tµ, Tµ)) ∼= Q.
Lemma 9.4. In the situation of Lemma 9.3, the noncommutative divisor is trivial iff (9.24)
vanishes.
Proof. By definition, (9.24) is zero for the trivial noncommutative divisor. Because of Lemma
9.3, we only need to show that it is nontrivial for the divisor underlying F0. In view of (2.23),
the module map in (9.24) is the boundary homomorphism of the short exact sequence of modules
(9.25) 0→ Iright(Tµ)⊗A ∆A −→ Iright(Tµ)⊗A ∆F0 −→ Iright(Tµ)⊗A ∆∨A[n− 1]→ 0.
The object in the middle of (9.25) is an A-module obtained by restricting an F0-module. That
module can be viewed as the image of Tµ under A
tw → Ftw0 followed by the Yoneda embedding
for F0. By (9.10), that object is zero. Hence, (9.25) can’t possibly be homotopically split, which
means that the boundary homomorphism is nontrivial. 
(9c) The Lefschetz fibration on an affine quadric. Consider a smooth affine quadric of
complex dimension n > 2 (in principle, one could discuss n = 2 as well, but that case is more
complicated in several technical respects), with its linear projection to C, say
(9.26) pi = x1 : M = {x21 + · · ·+ x2n+1 + 1 = 0} −→ C.
With the standard symplectic form, this becomes a symplectic Lefschetz fibration. It does not
quite fit into the context from Section 5b because the fibres are noncompact, and because the
fibration is not symplectically locally trivial outside a compact subset. Both deficiencies could be
corrected without significantly altering the geometry; however, for the sake of brevity, we prefer
to discuss (9.26) in its given form, tacitly assuming that the construction from Section 5 has
been adapted accordingly. The total space is symplectically isomorphic to T ∗Sn, and the smooth
fibres to T ∗Sn−1. Let (X,Y ) be the Lefschetz thimbles associated to paths emanating from the
critical values ±i ∈ C, and going to infinity as shown in Figure 9.1. We have a clean intersection
in a single fibre, X ∩ Y ∼= Sn−1 ⊂ T ∗Sn−1.
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Proposition 9.5. Let’s associate to (9.26) an A∞-category, and a noncommutative divisor hav-
ing that category as ambient space; as in Section 5, but using only (X,Y ) as objects. Then, the
A∞-category is (quasi-isomorphic to) (9.1), and the noncommutative divisor has fibre (9.2).
Proof. The first part is immediate from the definition; the second part follows from the relation
with the Fukaya category of the fibre, Proposition 6.9. 
The formulation of Proposition 9.5 is a little imprecise: given the approach we have taken, the
construction also requires looking at (infinitely many) positive perturbations of X and Y . In
the resulting category, all these perturbations are quasi-isomorphic to the original object, by
definition. Hence, we can forget about them a posteriori, which is how one gets (9.1). Taking
a step back, there is no intrinsic need to restrict to (X,Y ) as objects. Indeed, geometrically it
makes sense to include other Lagrangian submanifolds as well, even though algebraically that
does not lead to more information. We spell out this observation in two versions:
(9.27) We can add closed Lagrangian submanifolds L ⊂M satisfiying (5.20) as objects to our
category. That does not affect Atw , since any such L can be expressed as a twisted
complex in terms of (X,Y ) (this is shown in [29, Proposition 18.17], in a context that
is technically different but equivalent to the one here; see also [5]).
(9.28) More generally, fix constants d ≥ 2 (integral) and γ > 0 (a real number). Going a
little beyond the framework in Section 5, we can define a larger version of our category
which also includes closed Lagrangian submanifolds which are Spin, have a grading
mod 2d (see [27] for this notion), and are monotone with monotonicity constant γ
(Floer cohomology for such Lagrangian submanifolds is well-defined over Q by [23];
note that the minimal Maslov number is 2d ≥ 4). By an argument analogous to the
previous one, such objects can be expressed as (Z/2d)-graded twisted complexes in
(X,Y ). As a minor further extension, one can allow the Lagrangian submanifolds to
come with flat Q-vector bundles.
For our specific application, we will only need particular instance of the last-mentioned general
idea:
(9.29) Consider the Lagrangian submanifold
T ∼= S1 × Sn−1 ⊂M
fibered over the loop l from Figure 9.1, with an Sn−1 in each fibre, as in [17, Section 6].
This is monotone, with the monotonicity constant prescribing the area inside the loop,
and it admits a mod (2n− 2) grading. Equip it with a flat line bundle with holonomy
µ ∈ Q× (going anticlockwise around the loop). This gives a family of objects Tµ in
the category from (9.28), all of which can be written as Z/(2n − 2)-graded twisted
complexes in (X,Y ). These objects are nonzero, since HF ∗(Tµ, Tµ) 6= 0 (one can see
that e.g. from the spectral sequence in [24]).
Remark 9.6. There is an explicit recipe (compare [29, Sections 5k and 5l]) for writing a La-
grangian submanifold as in (9.27) or (9.28) as a twisted complex:
(9.30) L ' Cone(HF ∗(X,L)⊗X[−n] −→ HF ∗(Y, L)⊗ Y ),
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where the morphism is obtained as follows. Take the Floer cohomology HF ∗(Y,X), which by
Floer-theoretic Poincare´ duality is canonically isomorphic to HFn−∗(X,Y )∨. Using that duality,
we think of the product HF ∗(X,L)⊗HF ∗(Y,X)→ HF ∗(Y, L) as an element of degree n in
(9.31)
Hom∗
(
HF ∗(X,L),HF ∗(Y,L)
)⊗HF ∗(X,Y )
∼= Hom∗(HF ∗(X,L),HF ∗(Y, L))⊗ (Qa⊕Qb),
which enters into (9.30). For instance, the zero-section Sn ⊂M is quasi-isomorphic to Cone(a :
X → Y ). A bit less obviously, the objects Tµ from (9.29) correspond to the twisted complexes
(9.7) (up to a sign ambiguity in the µ parametrization, due to the fact that we have not specified
the Spin structure). We will not really use this explicit expression; but it is instructive to keep
it in mind, since it links the algebraic argument from Lemma 9.4 to a geometric analogue, which
will appear below.
(9d) The Lefschetz pencil on a projective quadric. Take a smooth quadric M ⊂ CPn+1,
and on that a generic pencil of hyperplane sections. Fix a smooth member of that pencil,
denoted by D, and consider the resulting Lefschetz fibration pi : M \ D → C. Concretely,
we can take M = {x20 + · · · + x2n+1 = 0}, with the pencil spanned by {x0, x1}, in which case
D = {x0 = 0} and the Lefschetz fibration is exactly (9.26). We will again be interested in the
two Lefschetz thimbles (X,Y ) and the closed Lagrangian submanifold T from (9.29). The latter
has the following alternative description from the Lefschetz pencil viewpoint:
(9.32) Remove the base locus of the pencil from D. The outcome is an affine quadric of
dimension (n − 1); from the preferred Lagrangian sphere in it, we can construct a
monotone Lagrangian submanifolds in M \D, by the method from [4, Section 5]. This
is not unique, but rather depends on a choice of (small) radius. One can show that the
resulting submanifolds are (up to Hamiltonian isotopy) those from (9.29), for a certain
value of the monotonicity constant (smaller radii correspond to larger monotonicity
constants).
Let’s strengthen our previous dimension assumption to n > 3 (again for technical simplicity).
We would like to introduce a version of (7.33) for Tµ. There is a Z family of homotopy classes
of discs with boundary on T and intersection number 1 with D; these are distinguished by the
degree of their boundary projected to l. Denoting that number by q, we find that the Maslov
number of such discs is q(2n − 2) + 2n. Taking into account the intersection constraint (7.34),
the expected dimension of the moduli space of discs is
(9.33) dim Mˆq = n+ (q + 1)(2n− 2).
We define W (Tµ) ∈ Q by counting discs in Mˆ−1 with prescribed value at one boundary point
(with signs, and with weights given by the boundary holonomies of the flat bundle, which in our
context means µ−1). For generic choices, disc bubbling does not occur in the compactification of
this space: a disc bubble would have to lie in M \D, hence have positive boundary degree because
of monotonicity, while the remaining component would lie in Mˆq, q < −1, which is empty for
dimension reasons. The same holds for one-parameter families of the choices involved in setting
up (7.34), which shows that W (Tµ) is well-defined.
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Lemma 9.7. The disc-counting invariant satisfies W (Tµ) = ±µ−1 (the sign ambiguity comes
from not having specified the Spin structure).
Sketch of proof. Let D∗ ⊂M be a smooth hypersurface in our pencil, which is the closure of the
fibre of pi over a point lying inside the loop defining T . For simplicity, let’s adopt the concrete
model (9.26) and choose D∗ = {x1 = 0}. The discs that define W (Tµ) have intersection number
0 with D∗, hence lie in M \D∗. Explicitly,
(9.34) M \D∗ = {x20 + x22 + · · ·x2n+1 = 1}
1/pi=x0−−−−−→ C.
We are looking for discs in M \ D∗ whose projection under (9.34) is the disc bounded by 1/l,
and which have boundary degree l over 1/l. Note that both critical values of 1/pi lie outside this
disc. This is equivalent to considering holomorphic discs in C × T ∗Sn−1 which have boundary
on S1 × Sn−1, and boundary degree 1 around the S1 factor. 
Let’s apply Construction 1.3, again using only (X,Y ) as objects. This yields a graded noncom-
mutative pencil. Proposition 8.2 implies that the fibre at ∞ of the noncommutative pencil, in
the terminology of (8.9) is (9.2).
Proposition 9.8. The fibre at 0 of the noncommutative pencil is (9.3).
Proof. Because they are part of a graded noncommutative pencil, the fibres at 0 and ∞ are
obtained from the same A∞-bimodule up to a shift. As a consequence of Proposition 9.5, the
bimodule responsible for the fibre at ∞ is ∆A[−n]; and that responsible for the fibre at 0 is
therefore ∆A[n − 2] (strictly speaking, these statements are true only up to quasi-isomorphism,
but see Remark 2.1). By Lemma 9.3, we only have to show that the section which underlies the
fibre at 0 is nontrivial.
At this point, we enlarge A geometrically as in (9.29), by allowing the Tµ as objects. By a mild
generalization of Proposition 7.7, part of the section which gives rise to the fibre at 0 is a map
HF ∗(Tµ, Tµ;−1) → HF ∗(Tµ, Tµ; 0) which is W (Tµ) times the continuation isomorphism. Since
W (Tµ) is nonzero by Lemma 9.7, and Tµ is a nonzero object, that section is nontrivial. On the
other hand, since Tµ is a twisted complex in (X,Y ), including it does not change the category
of A-bimodules. Hence, the section was nontrivial already in the original category, having only
(X,Y ) as objects. 
So far, we have focused on two parts of the noncommutative pencil structure, which correspond to
the constructions from Section 5 and 7, respectively. We will not determine the entire pencil (this
would require additional algebraic arguments, along the lines of Lemma 9.3), and instead conclude
by looking at the other fibres. The fibre at a point w 6= 0,∞, again considering only (X,Y ) as
objects, is a Z/(2n− 2)-graded A∞-category. It turns out that these fibres are independent of w
(which is along similar lines as the general phenomenon observed in (2.30), but stronger):
Proposition 9.9. In the fibre at w 6= 0,∞, the objects (X,Y ) are quasi-isomorphic, and each
of them has (semisimple) endomorphism ring isomorphic to Q[t]/(t2 − 1), for |t| = n− 1.
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Proof. We know that the section underlying the fibre at w is a nontrivial linear combination of
those for the fibres at 0 and ∞. Hence, with the same notation as in (9.2) and (9.3), the product
on that fibre satisfies
(9.35)

b∗a = (nontrivial multiple of e),
a∗b = (nontrivial multiple of e),
ab∗ = (nontrivial multiple of f),
ba∗ = (nontrivial multiple of f).
We know that the objectsX and Y have two-dimensional endomorphism algebras, with generators
in degrees 0 and n − 1. By (9.35), X is quasi-isomorphic to both Y and Y [n − 1], hence has
an automorphism of degree n − 1. The desired result follows from that. Note that the graded
algebra Q[t]/(t2 − 1) is intrinsically formal (carries no nontrivial A∞-structure). 
Remark 9.10. Even though we have used coefficients in Q for simplicity, all the Floer-theoretic
structures considered here are defined over Z. As such, they potentially carry more information
(for instance, looking at Proposition 9.9, note that Z[t]/(t2− 1) is algebraically more complicated
than its rational counterpart).
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