Abstract. In the category of free arrangements, inductively and recursively free arrangements are important. In particular, in the former, Terao's open problem asking whether freeness depends only on combinatorics is true. A long standing problem whether all free arrangements are recursively free or not was settled by the second author and Hoge very recently, by giving a free but non-recursively free plane arrangement consisting of 27 planes. In this paper, we construct free but non-recursively free plane arrangements consisting of 13 and 15 planes, and show that the example with 13 planes is the smallest in the sense of the cardinality of planes. In other words, all free plane arrangements consisting of at most 12 planes are recursively free. To show this, we completely classify all free plane arrangements in terms of inductive freeness and three exceptions when the number of planes is at most 12. Several properties of the 15 plane arrangement are proved by computer programs. Also, these two examples solve negatively a problem posed by Yoshinaga on the moduli spaces, (inductive) freeness and, rigidity of free arrangements.
Introduction
In the study of hyperplane arrangements, an important problem is to understand their freeness. In general, to determine whether a given arrangement is free or not is very difficult, and there is essentially only one way to check it, Saito's criterion (Theorem 2.1). On the other hand, there is a nice way to construct a free arrangement from a given free arrangement, called the addition-deletion theorem (Theorem 2.3). Since the empty arrangement is free, there is a natural question whether every free arrangement can be obtained, starting from the empty arrangement, by applying addition and deletion theorems. For simplicity, for the rest of this section, let us concentrate our interest on central arrangements in C 3 . We say that a central arrangement A is inductively free if it can be constructed by using only the addition theorem from the empty arrangement, and recursively free if we use both the addition and deletion theorems to construct it. A free arrangement which is not inductively free was found very soon (see Example 4.59 in [8] for example). However, a free but non-recursively free arrangement had not been found for a long time. Very recently, the second author and Hoge found a first such example [5] , which consists of 27 planes over Q(ζ) where ζ is a primitive fifth root in C. The aim of this paper is to give two new examples of free but non-recursively free arrangements in C 3 which have some further remarkable properties. Our examples consist of 13 and 15 planes defined over Q, and the former is the smallest. To show that there are no such arrangements when the number of planes is strictly less than 13, we also investigate the set of all free arrangements A with |A| ≤ 12. In other words, we give a complete classification of such free arrangements in terms of inductive, recursive freeness and three exceptions given in Definitions 3.2, 4.2 and 5.2. Now let us state our main theorem.
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The third author's work was partially supported by Japan Society for the Promotion of Science Grant-in-Aid for Young Scientists (B), No. 23740016. Our proof is based on combinatorial methods. We can check Theorem 1.1 by easy computations by hand, or just drawing a nice picture of our arrangement. Theorem 1.1 contains a characterization of free arrangements A in C 3 with |A| ≤ 12. We also find an example which is free but not recursively free with 15 planes by computer calculations.
Previous research in this direction was performed especially from the viewpoint of the holy grail in the field of arrangements, Terao' s open problem (see [10] , [11] , [12] , [17] , [18] , [19] , [8] , [15] ):
Open problem 1.2 (Terao) . Is the freeness of the logarithmic derivation module of any arrangement over a fixed field K a purely combinatorial property of its intersection lattice?
To be more precise: are there arrangements A 1 , A 2 in the same vector space V such that L(A 1 ) L(A 2 ), D(A 1 ) is free, and D(A 2 ) is not free? We formulate Terao's open problem not as a conjecture here, because originally it was a problem posed by Terao, and there is some evidence on a non-dependency of the freeness on combinatorics; we quote Ziegler [19] : "We believe that Terao's conjecture over large fields is in fact false. " Terao's open problem was checked when |A| ≤ 11 in [13] , and |A| ≤ 12 in [6] . By Theorem 1.1, we can give another proof of Terao' s open problem when |A| ≤ 12 which is originally due to Faenzi and Vallès.
Preliminaries
In this section, we summarize several definitions and results which will be used in this paper. For the basic reference on the arrangement theory, we refer to Orlik-Terao [8] .
Basic facts on arrangements. Let V = C
n . An arrangement of hyperplanes A is a finite set of affine hyperplanes in V. An arrangement A is central if every hyperplane is linear. For a hyperplane H ⊂ V, define
H}.
Hence A ∩ H is an arrangement in an (n − 1)-dimensional vector space H. Let us define a cone cA of an affine arrangement A as follows. If A is defined by a polynomial equation Q = 0, then cA is defined by z · cQ = 0, where cQ is the homogenized polynomial of Q by the new coordinate z. When A is central, let us fix a defining linear form α H ∈ V * for each H ∈ A. From now on, let us concentrate our interest on central arrangements in C n when n = 2 or 3. So arrangements of lines or planes. Even when n = 3, we view arrangements in C 3 as arrangements of lines in P 2 C and call them line arrangements when there are no confusions. 
Reverse inclusion defines a poset structure on L(A). The poset L(A) is considered to be the combinatorial data of A. Define the Möbius function
Hence χ(A, t) is both a combinatorial and a topological invariant of an arrangement. The freeness of A has implications for χ(A, t): Theorem 2.2 (Factorization, [11] ). Assume that a central arrangement A is free with
Theorem 2.2 implies that the algebraic structure of an arrangement might control its combinatorics and its topology. However, the converse is not true in general. For example, there are non-free arrangements in C 3 whose characteristic polynomials factorize over the ring of integers (see [8] ). Hence it is natural to ask how much the algebraic structure and the combinatorics of arrangements are related. The most important problem in this context is Terao's open problem 1.2, which is open even when n = 3. In [10] , Terao introduced a nice family of free arrangements in which the open problem 1.2 is true. To state it, let us introduce the following key theorem in this paper. 
Definition 2.4.
(1) A central plane arrangement A is inductively free if there is a filtration of subarrangements
and every A i is free. (2) A central plane arrangement A is recursively free if there is a sequence of arrangements
and every B i is free.
Roughly speaking, an inductively free arrangement is a free arrangement constructed from an empty arrangement by using only the addition theorem, and a recursively free arrangement is a free arrangement constructed from an empty arrangement by using both the addition and deletion theorems. It is known that in the category of inductively free arrangements, the open problem 1.2 is true, but open in that of recursively free arrangements.
Remark 2.5. Theorem 2.3 and Definition 2.4 are different from those in an arbitrary dimensional case. They coincide when n = 3 because every central arrangement in C 2 is free. For a general definition, see [10] and [8] for example.
Properties of free line arrangements.
In this subsection, we introduce several special properties on free line arrangements which will be used from §3 to §6. Definition 2.6. For ℓ ∈ Z ≥0 , we define the sets F ℓ , I ℓ and R ℓ as follows.
For the rest of this section, we will concentrate on central arrangements in C 3 . One of the main purposes of this paper is to clarify the difference between I ℓ and F ℓ for 0 ≤ ℓ ≤ 12. Since I ℓ = F ℓ for ℓ ≤ 1, we may assume ℓ ≥ 2. For H ∈ A, we denote n A,H = |A ∩ H|. The following is the foundation stone of our analysis in this paper. 
Note that S ℓ ∩ I ℓ = ∅ by Theorems 2.3 and 2.7.
Proof. Take A ∈ F ℓ \ S ℓ and set exp(A) = (1, a, b) . By Theorem 2.7, A ∈ F ℓ \ S ℓ if and only if there exists a line H ∈ A such that n A,H = a + 1 or b + 1. Therefore, by the deletion theorem, we have A \ {H} ∈ F ℓ−1 . Now the assertions above are clear.
In the rest of this paper, we regard a central arrangement in C 3 as a line arrangement in P 2 C . For a line arrangement A in P 2 C and P ∈ P 2 C , we set
Note that µ P (A) is a reformulation of the Möbius function for L 2 (A). If A ∅, we can express χ(A, t) as follows by definition.
Concerning the set S ℓ , we have the following lemma. Proof. We assume a ≤ b and A ∈ S ℓ . Let P 0 be a point in P 2 C . Suppose µ P 0 (A) ≥ a. If there exists H ∈ A \ A P 0 , we have n A,H ≥ |A P 0 ∩ H| ≥ a + 1, which contradicts to A ∈ S ℓ . Therefore A P 0 = A, and it follows that exp(A) = (1, 0, ℓ − 1). Thus a = 0, but there exists H ∈ A with n A,H ≥ 1 since ℓ ≥ 2, which contradicts to A ∈ S ℓ . Suppose µ P 0 (A) = a − 1. Since |A P 0 | = a and A ∈ S ℓ , all intersection points of A lie on H∈A P 0 H. It follows that A is super solvable (see Definition 2.32 of [8] for the details) and exp(A) = (1, a −1, ℓ −a), which contradicts to the condition on a. If ℓ ≤ 6, the condition for the lemma automatically holds since µ P (A) ≥ 1 for some P ∈ P 2 C and a ≤ ⌊(ℓ − 1)/2⌋ ≤ 2. Therefore S ℓ = ∅. Now we introduce the invariant F(A), which will be used to classify S ℓ . Definition 2.11. Let A be a line arrangement in P 2 C . We denote
and set the invariant F(A) as
Lemma 2.12. The invariant F(A) satisfies the following formulae.
Proof (11, 5, [1, 14, 2] ), (11, 5, [4, 11, 3] ), (11, 5, [7, 8, 4] ), (11, 5, [10, 5, 5] ), (12, 5, [0, 16, 3] ) .
In particular, we have S ℓ = ∅, F ℓ = I ℓ for 2 ≤ ℓ ≤ 8 and S 10 = ∅.
Proof. Note that b = ℓ − 1 − a. We may assume a ≤ (ℓ − 1)/2. By Lemma 2.10, we may assume ℓ ≥ 7 and
. Also, since A ∈ S ℓ , we have H∈A n A,H ≤ aℓ. Thus we have the inequalities as follows
Solving above inequalities under the condition 0 ≤ a ≤ (ℓ − 1)/2 and 7 ≤ ℓ ≤ 12, we obtain only 6 triplets [ℓ, a, F] appearing in the right hand side of the statement. Now S ℓ = ∅ for 2 ≤ ℓ ≤ 8 and S 10 = ∅ are clear. By Lemma 2.9, we have F ℓ = I ℓ for 2 ≤ ℓ ≤ 8.
Definition 2.14. For H ∈ A and i ∈ Z >0 , we set µ A,H = P∈H µ P (A) and
Lemma 2.15. For H ∈ A, the invariant F H (A) satisfies the following formulae.
Proof. The formulae above are clear by definitions and the fact that |A P | = µ P (A) + 1.
In sections from §3 to §6, we determine an arrangement A ∈ S ℓ for ℓ ≤ 12. Namely, we determine the lattice structures of A up to the permutations S ℓ of indices of hyperplanes and determine their realizations in P 
is not an algebraic variety but still a locally closed set with respect to the Zariski topology. For our purpose, the right object to study is the moduli space V(L) of L which we define as
where the group PGL r (K) acts on the linear forms of the arrangements. In other words, V(L) is the locally closed set of "all arrangements with intersection lattice L up to projectivities". If L is a poset, we write Aut(L) for the set of automorphisms of posets, i.e., the set of bijections preserving the relations in the poset.
Determination of S 9
In this section, we show that S 9 consists of dual Hesse arrangements.
3.1. Lattice structure of A ∈ S 9 . We determine the lattice of A ∈ S 9 . By Proposition 2.13, we have
Thus we may set {1, 4, 7}, {1, 6, 8} ∈ M 2 (H 1 , A) by symmetry of (3, 5)(4, 6). Namely,
Now we obtain all the points of M 2 (A), thus the lattice structure of A is determined.
3.2.
Realization of A ∈ S 9 . We determine the realization of A ∈ S 9 in P 2 C . We may set H 9 as the infinity line
Solving these equations, we have
where ω is a primitive third root of unity, and h i for 5 ≤ i ≤ 8 as follows.
By this construction, for the permutation σ ∈ S * 
Thus A is realized uniquely up to the PGL(3, C)-action.
3.3.
Verifying A ∈ S 9 ⊂ R 9 . We check the freeness of A realized in §3.2 and show that A ∈ R 9 . We set A 1 = A ∪ {H 10 } where h 10 = x − y. Then we have
Since
. By Theorem 2.7, we have A 1 ∈ F 10 with exp(A 1 ) = (1, 4, 5), and hence A ∈ S 9 . We set A 2 = A 1 \ {H ∞ } and
Therefore A 2 ∈ I 9 , A 1 ∈ I 10 and A ∈ R 9 .
In fact, to check whether A ∈ F 9 belongs to S 9 or not, we have only to check F(A).
Proof. For any H ∈ A, since 9 − 1 = µ A,H = 2n A,H , we have n A,H = 4. 
It is easy to see that A = (ϕ dH = 0) satisfies F(A) = [0, 12]. Therefore,
3.4. Addition to A ∈ S 9 . The structures of F 9 and F 10 are given as below.
Proposition 3.3. (1)
Let H ∈ A 1 ∈ F 10 such that A = A 1 \ {H} ∈ S 9 . Then, A 1 ∈ I 10 and A 1 is unique up to the PGL(3, C)-action. (2) F 9 = R 9 = I 9 ⊔ S 9 and F 10 = I 10 .
Proof.
(1) We may assume A has the description as in §3. 1 Recall that any σ ∈ S * 9 is realized by the action of PGL(3, C) and Gal(Q[ √ −3]/Q). Therefore it suffices to show that S * 9 acts transitively on the pairs in the above list. Observe that each points of M 2 (A) lies on two candidates of H. We denote the S * 9 -equivalence by the symbol "∼". First note that ({1, 2, 9}, {3, 6, 7}) ∼ ({3, 6, 7}, {1, 2, 9}) by (1, 3)(2, 6)(7, 9) ∈ S * 9 and ({1, 2, 9}, {3, 6, 7}) ∼ ({1, 2, 9}, {4, 5, 8}) by (3, 4)(5, 7)(6, 8) ∈ S * 9 . As the point transferred from {1, 2, 9} has the same property as above, it follows that ({1, 2, 9}, {3, 6, 7}) ∼ ({3, 6, 7}, {4, 5, 8}). Namely, we have ({1, 2, 9}, {3, 6, 7}) ∼ ({1, 2, 9}, {4, 5, 8}) ∼ ({3, 6, 7}, {4, 5, 8}).
By applying (2, 3)(4, 7)(5, 9), (2, 7)(4, 9)(6, 8), (2, 6)(3, 5)(8, 9) ∈ S * 9 , We have ({1, 2, 9}, {3, 6, 7}) ∼ ({1, 3, 5}, {2, 4, 6}) ∼ ({1, 4, 7}, {2, 3, 8}) ∼ ({1, 6, 8}, {2, 5, 7}).
Therefore we have the following, which completes the proof of the uniqueness of A 1 .
Note that H 10 in §3.3 is {1, 3, 5}{2, 4, 6} and A ∪ {H 10 } ∈ I 10 . By the uniqueness of A 1 , we conclude that A 1 ∈ I 10 . Therefore (1) is verified. (2) Since F 8 = I 8 and S 9 ⊂ R 9 , we have F 9 = I 9 ⊔ S 9 = R 9 by Lemma 2.9. Let A ∈ F 10 .
Since S 10 = ∅, there exists H ∈ A such that A ′ = A \ {H} ∈ F 9 = I 9 ⊔ S 9 . If A ′ ∈ I 9 , then A ∈ I 10 . If A ′ ∈ S 9 , we also have A ∈ I 10 by (1). Therefore we have F 10 = I 10 .
We remark that now Theorem 1.1 is established for |A| ≤ 10 by Propositions 2.13 and 3.3. We give the proof of Corollary 1.4.
Proof of Corollary 1.4.
The proof is by the induction on ℓ = |A|. If ℓ ≤ 10, we have nothing to prove. Assume that
, we have A ′ ∈ I ℓ−1 by induction hypothesis, and hence A ∈ I ℓ . Thus we may assume A ∈ S ℓ . We set a ≤ b and take H ∈ A. By Lemma 2.10, we have µ P (A) ≤ a − 2 for any P ∈ H. By definition of S ℓ , we have n A,H ≤ a. However it is a contradiction since we have the following inequalities.
Determination of S 11
In this section, we show that S 11 consists of pentagonal arrangements. 1, 14, 2] . Let A ∈ S 11 . By Proposition 2.13, we have F(A) = [1, 14, 2], [4, 11, 3] , [7, 8, 4] or [10, 5, 5] 
Absence of A ∈ S 11 with F(A)
which is impossible. Therefore we have F(A) = [4, 11, 3] , [7, 8, 4] or [10, 5, 5] . In the following subsections, we show that only the case F(A) = [10, 5, 5] occurs, which corresponds to the case when A is a pentagonal arrangement. , 3] or [7, 8, 4 ], we construct a subarrangement A ′ = {H 1 , . . . , H 10 } of A satisfying the following.
Subarrangement
Suppose F(A) = [4, 11, 3] . Note that n A,H = 4, 5 for any H ∈ A, since 3 · 3 < 10 = µ A,H . Thus n A,H = 4, 5 for any H ∈ A. Since H∈A n A,H = 2 · 4 + 3 · 11 + 4 · 3 = 5 · 11 − 2, we may set n A,H 1 = n A,H 2 = 4 and n A,
. Now it is easy to check that A ′ = A \ {H 11 } satisfies the condition ( * ). Suppose F(A) = [7, 8, 4] . Since H∈A n A,H = 2 · 7 + 3 · 8 + 4 · 4 = 5 · 11 − 1, we may assume n A,H 1 = 4 and n A, 
As a conclusion, we have the following.
Now we determine the lattice structure of A ′ . We may set 
4.4.
Realization of A ′ . We determine the realization of A ′ in P 2 C . We may set H 10 as the infinity line H ∞ , P 1 = (1, 0), P 2 = (0, 1) and P 3 = (0, 0). Then
Set {4, 7, 8} = (1, p) and {5, 6, 9} = (q, 1) (p, q 0). Then we have
Since H 5 H 8 and H 7 H 9 , we have p(q − 1) = (p − 1)q = 1. Therefore we conclude that p = q = ζ where ζ is a solution of ζ 2 − ζ − 1 = 0, and we may reset the equations as
4.5. Absence of A ∈ S 11 with F(A) = [4, 11, 3] or [7, 8, 4] . We show that we cannot extend the realization of A ′ obtained above to A. Assume that A = A ′ ∪{H 11 } is realizable. Suppose F(A) = [4, 11, 3] 
, we have i = 1 or 2. We may set H 1 ∩ H 11 ∈ M 1 (A) by the symmetry of the coordinates x and y. Note that 4.6. Lattice structure of A ∈ S 11 . We determine the lattice of A ∈ S 11 . First we show that PQ ∈ A for any P, Q ∈ M 3 (A), P Q. Assume that there exist P, Q ∈ M 3 (A) such that PQ A. Note that A has 10 + 5 + 5 = 20 intersection points, and A P ∪ A Q covers 4 · 4 + 2 = 18 of them. We set the left 2 intersection points in A \ (A P ∪ A Q ) as T 1 and
However, it contradicts to the choice of
It also contradicts to the choice of T i . Next we determine F H i (A) for 1 ≤ i ≤ 10. Note that n A,H = 5 for H ∈ A since H∈A n A,H = 2 · 10 + 3 · 5 + 4 · 5 = 5 · 11. We also have F H,3 (A) ≤ 2 for H ∈ A since µ A,H = 10 < 1 · 2 + 3 · 3. It follows that, for P, Q ∈ M 3 (A) with P Q, PQ ∈ A are distinct each other, forming 
We investigate the lattice structure of A. We may set M 3 (A) = {P i | 1 ≤ i ≤ 5} and
or, in other words, M 3 (A) consists of the following five points. P 1 = {1, 2, 3, 4}, P 2 = {1, 5, 6, 7}, P 3 = {2, 5, 8, 9}, P 4 = {3, 6, 8, 10}, P 5 = {4, 7, 9, 10}.
Since H 1 ∩ H 11 ∈ M 2 (A) lies on H 8 , H 9 or H 10 , we may set {1, 9, 11} ∈ M 2 (A) by symmetry. Since H 3 ∩ H 11 ∈ M 2 (A) lies on H 5 or H 7 , we may set {3, 5, 11} ∈ M 2 (A) by symmetry of (2, 4)(5, 7)(8, 10). Investigating H 10 ∩ H 11 , H 6 ∩ H 11 , H 8 ∩ H 11 ∈ M 2 (A) in this order, we have {2, 10, 11}, {4, 6, 11}, {7, 8, 11} ∈ M 2 (A). Thus M 2 (A) is determined. M 2 (A) = {{1, 9, 11}, {2, 10, 11}, {3, 5, 11}, {4, 6, 11}, {7, 8, 11}} . Now M 2 (A) and M 3 (A) are determined, which gives the lattice structure of A.
4.7.
Realization of A ∈ S 11 . We determine the realization of A ∈ S 11 in P 2 C . We may set H 11 as the infinity line H ∞ , P 1 = (0, 1), P 2 = (0, 0) and P 3 = (1, 0). By definition of H 1 , H 2 , H 5 and the fact that P 3 ∈ H 9 H 1 and P 1 ∈ H 3 H 5 imply that
We set P 4 = (p, 1) and P 5 = (1, q) . Since H 10 = P 4 P 5 H 2 and H 4 = P 1 P 5 H 6 = P 2 P 4 , we have p = q and p(q − 1) = 1. Thus we have p = q = ζ where ζ is a solution of ζ 2 − ζ − 1 = 0. The left defining equations h i of H i are as follows.
By this construction, for the permutation σ ∈ S * 11 = {σ ∈ S 11 | σ(L(A)) = L(A)}, there exists a PGL(3, C)-action sending each H i to H σ(i) , or sending each H i to H σ(i) , where H i stands for the Galois conjugate of H i by Gal(Q[ √ 5]/Q). Note also that A is transferred to A by (x, y, z) → (ζ x + y, x + ζy, z) ∈ PGL(3, C), which sends H i to H ν(i) where ν = (1, 6, 5, 7)(2, 10)(3, 8, 9, 4) ∈ S * 11 . Thus A is realized uniquely up to the PGL(3, C)-action.
4.8.
Verifying A ∈ S 11 ⊂ R 11 . We check the freeness of A realized in §4.7 and show that A ∈ R 11 . We set A 1 = A ∪ {H 12 } where h 12 = x − y. Then we have
Since µ A 1 = µ A + 6, we have χ(A 1 , t) = (t − 1)(t − 5)(t − 6). Thus A 1 ∈ F 12 with exp(A 1 ) = (1, 5, 6) by Theorem 2.7, and hence A ∈ S 11 . We set A 2 = A 1 \ {H ∞ } and A 3 = A 2 \ {H 2 }. Since n A 1 ,H ∞ = 6, we have A 2 ∈ F 11 with exp(A 2 ) = (1, 5, 5). Since n A 2 ,H 2 = 6, we have A 3 ∈ F 10 = I 10 . Therefore, A 2 ∈ I 11 , A 1 ∈ I 12 and A ∈ R 11 . 4 ).
An arrangement in C 3 is called pentagonal if it is PGL(3, C)-equivalent to (ϕ pen = 0).
It is easy to see that A = (ϕ pen = 0) satisfies A ∈ S 11 and F(A) = [10, 5, 5]. Therefore,
By the description in §4.7, the lattice of a pentagonal arrangement is realized over Q[
4.9. Addition to A ∈ S 11 . The structures of F 11 and F 12 are given as below. Proof.
(1) We may assume that A has the description as in §4. 6 
However, since one of the above two sets contains 3 elements of H ∩ M 1 (A), H coincides with some H i ∈ A, which is a contradiction. Therefore ]/Q), we may assume {1, 9, 11} ∈ H, i.e., H (x = 0). On the other hand, by the direct calculation, we have
It is easy to see that no three points of M 1 (A) share the same x-coordinate, which contradicts to F H,2 (A 1 ) = 3. Therefore = (1, 5, 6 ). We set A 2 = A 1 \ {H 5 } and A 3 = A 2 \ {H 9 }. Since n A 1 ,H 5 = 6, we have A 2 ∈ F 11 with exp(A) = (1, 5, 5). Since n A 2 ,H 9 = 6, we have A 3 ∈ F 10 = I 10 . Therefore, we have A 2 ∈ I 11 and A 1 ∈ I 12 . Thus we conclude that A 1 ∈ I 12 for both cases of F H (A 1 ). (2) Since F 10 = I 10 and S 11 ⊂ R 11 , we have F 11 = I 11 ⊔ S 11 = R 11 by Lemma 2.9. Let A ∈ F 12 \ S 12 . Then, there exists H ∈ A such that A ′ = A\ {H} ∈ F 11 = I 11 ⊔S 11 . If A ′ ∈ I 11 , then A ∈ I 12 . If A ′ ∈ S 11 , we also have A ∈ I 12 by (1). Thus F 12 = I 12 ⊔ S 12 .
Determination of S 12
In this section, we show that S 12 consists of monomial arrangements associated to the group G (4, 4, 3) . Since F H 9 ,2 (A) = 4, we may assume M 2 (H 9 , A) = {{1, 5, 9}, {2, 6, 9}, {3, 7, 9}, {4, 8, 9}}. We may set {1, 2, 3, 4}{5, 6, 7, 8} A as the infinity line H ∞ and
where |{0, 1, p, q}| = |{0, 1, s, t}| = 4. By choice of H 9 , we have s = p, t = q and h 9 = x − y. We set α i = 3 j=0 h 4i− j for 1 ≤ i ≤ 3. Since F H,2 (A) = 4 for any H ∈ A, we have V(α 1 , α 2 ) = M 2 (A) ⊂ V(α 3 ). Therefore we have α 3 ∈ √ (α 1 , α 2 ) = (α 1 , α 2 ). Since deg(α i ) = 4 for i = 1, 2, 3, there exists a, b ∈ C \ {0} such that α 3 = aα 1 + bα 2 . Since α 3 ∈ (x − y), we have b = −a. Therefore we may set a = 1, b = −1. Now we obtain
Set β = h 10 h 11 h 12 = α 3 /(x − y). Then we have
Since β is a symmetric polynomial in x and y, we may set
Then we have {9, 10, 11, 12} = (w, w) and hence v = −(1 + u)w. Comparing coefficients of x 2 y, x 2 , x and constant terms, we obtain 1
Therefore we have
and hence 2w − 1 = 0, ± √ −1. Now it is easy to show that
These 3 possibilities of (p, q) are identified by the actions (x, y) → (x/p, y/p) or (x, y) → (x/q, y/q), which corresponds to the changing of scale so as to set H 2 , H 3 or H 4 to be (x = 1). Here we adopt {p, q} = { √ −1, 1 + √ −1}. Then we have
Now we have obtained the unique realization of A ∈ S 12 up to the PGL(3, C)-action.
5.2.
Verifying A ∈ S 12 ⊂ R 12 . We set A 1 = A ∪ {H ∞ }. It is easy to see that n A 1 ,H ∞ = 6. Since µ A 1 = µ A + 6, we have χ(A 1 , t) = (t − 1)(t − 5)(t − 7). Thus A 1 ∈ F 13 with exp(A 1 ) = (1, 5, 7) by Theorem 2.7, and hence A ∈ S 12 . We set A 2 = A 1 \ {H 9 } and A 3 = A 2 \ {H 10 }. Since n A 1 ,H 9 = 6, we have A 2 ∈ F 12 with exp(A 2 ) = (1, 5, 6). Since n A 2 ,H 10 = 6, we have A 3 ∈ F 11 = R 11 . Therefore, A 2 ∈ R 12 , A 1 ∈ R 13 and A ∈ R 12 .
In fact, to check whether A ∈ F 12 belongs to S 12 or not, we have only to check F(A).
For generic λ ∈ C, we see by calculation (or by reading off from the figure) that Other intersection points of A form M 1 (A). We denote this lattice structure by L 0 . Note that, if λ ∈ Q, A λ is defined over Q after the PGL(3,
. Therefore L 0 is realized over Q. This section is devoted to prove the following proposition.
parametrizing an arrangement A λ , where ∼ stands for the equivalence relation generated by the relations λ ∼ λ −1 and
Degeneration of A. We show (1) and (2) of Proposition 6.1, and that
By the symmetry of the rotation, it is easy to see that
We also see that H 10 , H 11 , H 12 are non-parallel to x-axis if λ 0, 1, distinct each other if λ −ω ±1 , and all coincide if λ = −ω ±1 , where ω is the primitive third root of unity. Therefore it follows that |A| = 13 ⇔ λ ∈ C \ {0, 1, −ω ±1 }. Assume that λ ∈ C \ {0, 1, −ω ±1 }. The lattice structure is corrupted only when the origin lies on H i for i = 2, 6, 7, 10. The cases i = 2, 6, 7 correspond to λ = −1, 2, 1/2 respectively. The case i = 10 corresponds to λ = −ω ±1 . Therefore we have L(A) = L 0 for λ ∈ C \ Z. When λ ∈ {−1, 2 ±1 }, the origin lies on H i for some i ∈ {2, 6, 7}. As the origin gives rise to the new intersection point {3⌈i/3⌉ − j | 0 ≤ j ≤ 2} ∈ M 2 (A), we have F(A) = [18, 4, 3, 3] . Since µ A = 47, we have χ(A, t) = (t − 1)(t − 5)(t − 7). We set {i, j 1 , j 2 } = {2, 6, 7},
and A 3 is super solvable. Therefore we conclude that A ∈ I 13 with exp(A) = (1, 5, 7). 3, 3, 3] , n A,H = 6 for any H ∈ A, and χ(A, t) = (t − 1)(t − 6) 2 . Therefore, we have only to show that A ∈ F 13 . We show it in terms of Yoshinaga's criterion in [14] .
Freeness of
Let (A ′′ , m) be the Ziegler restriction of A onto H ∞ . It is defined by
By the change of coordinates
Now recall the following. Also, recall that, for a central multiarrangement (C, m) in C 2 with exp(C, m) = (e 1 , e 2 ) (e 1 ≤ e 2 ), it holds that e 1 + e 2 = |m| = H∈C m(H) and e 1 = min d∈Z {d | D(C, m) d 0}. This follows from the fact that D(C, m) is a rank two free module. For example, see [1] . Now since χ(A, t) = (t−1)(t−6) 2 , it suffices to show that every homogeneous derivation of degree five is zero.
Assume that θ ∈ D(A ′′ , m) is homogeneous of degree five and show that θ = 0. To check it, first, let us introduce a submultiarrangement (B, m ′ ) of (A ′′ , m) defined by
The freeness of (B, m ′ ) is well-known. In fact, we can give its explicit basis as follows.
The scalars a, b and c are determined by the tangency conditions to the three lines u + λv = 0, u + v − λu = 0, λu + λv − v = 0. Then a direct computation shows that a, b and c satisfy
The above linear equations imply that
Since λ ∈ C \ Z, it holds that a = b = c = 0. Hence θ = 0, that is to say, D(A ′′ , m) 5 = 0. Now apply Proposition 6.2 to show that A is free with exp(A) = (1, 6, 6).
We can also construct the basis of D(A) explicitly and give an alternative proof of the freeness of A by Theorem 2.1. However, we omit to describe it here because of its lengthy.
6.4. Moduli of the lattice L 0 . We show (4) and (5) of Proposition 6.1.
Since three parallel affine lines of A are transferred each other by the rotation, the ratio of the distances among them coincides up to its ordering. Looking at the equations h 2 , h 6 , h 7 , we calculate the ratio as follows.
We assume that A λ is transferred to A λ ′ by a PGL(3, C)-action ρ and determine the relation between λ and λ ′ . Note that H 13 is distinguished among A by the feature F H 13 (A) = [3, 0, 3]. Thus we may assume that ρ preserves H 13 = H ∞ and hence the ratio above up to the ordering. Therefore we have λ ′ ∈ S λ where
In fact, any λ ′ ∈ S λ gives A λ ′ equivalent to A λ . Actually, A λ −1 is realized by ρ 1 = [(x, y) → (−λx, λy)], which sends H i to H σ 1 (i) where σ 1 = (1, 3)(4, 9)(5, 8)(6, 7)(11, 12), while A 1−λ is realized by ρ 2 = [(x, y) → (x, −y)], which sends H i to H σ 2 (i) where σ 2 = (1, 4)(2, 6)(3, 5)(8, 9)(10, 11). Composing them, we also have the realizations for λ ′ ∈ {(1 − λ)
. Now it is shown that the set of A λ parametrized by (C \ Z) / ∼, where λ ∼ λ ′ holds if and only if λ ′ ∈ S λ , forms a non-trivial one dimensional family of the realizations of the lattice L 0 . We show that, it gives the whole moduli space of the realizations of L 0 by determining all the realizations up to the PGL(3, C)-action.
We may set H 13 as the infinity line H ∞ , h 1 = x, h 2 = y − 1, h 5 = x − 1, h 6 = y, and {1, 4, 7, 10, 11} = (0, p), {3, 6, 9, 10, 12} = (q, 0).
Then we have {1, 6, 8} = (0, 0), {2, 5, 8, 11, 12} = (1, 1) and
Since (q, 0) ∈ H 3 H 8 , (0, p) ∈ H 4 H 8 , (0, p) ∈ H 7 H 6 and (q, 0) ∈ H 9 H 1 , we have
Since {2, 4, 9} = (q, 1) ∈ H 4 and {3, 5, 7} = (1, p) ∈ H 3 , we have p + q = 1. Thus all the realizations are expressed in terms of at most one parameter. Now set p = 1 − λ, q = λ and apply the following PGL(3, C)-action
Then we can recover the equations
Now it is easy to see that the symmetric group of L 0 is given by the rotations and the equivalence relations. The former corresponds to Z/3Z, and the latter corresponds to S 3 .
6.5. Non-recursive freeness of A. We show (6) of Proposition 6.1.
Step 1. We show that A ∈ R 13 if λ ∈ W.
Note that W is the union of the equivalent classes of √ −1 and (1+ √ 5)/2 with respect to the equivalence relation ∼ in §6.4. Thus we have only to consider the cases when λ = √ −1 or (1 + √ 5)/2. In the case when λ = √ −1, we set H 14 = {1, 2}{5, 10} and A 1 = A ∪ {H 14 }. Then, the intersection points on H 14 is calculated as follows.
{3, 4, 8, 13, 14}, {1, 2, 14}, {5, 10, 14}, {7, 12, 14}, {6, 14}, {9, 14}, {11, 14}.
We set A 2 = A 1 \{H 6 }, A 3 = A 2 \{H 9 }, A 4 = A 3 \{H 1 } and A 5 = A 4 \{H 13 }. Then it is easy to see that n A 1 ,H 6 = n A 2 ,H 9 = 7 and n A 3 ,H 1 = n A 4 ,H 13 = 6. Now, since exp(A) = (1, 6, 6), we have A i ∈ F 15−i for 1 ≤ i ≤ 5 by Theorem 2.3. Since A 5 ∈ F 10 = I 10 by Proposition 3.3, it follows that A ∈ R 13 .
In the case when λ = (1 + √ 5)/2, we set H 14 = {1, 4}{2, 3} and A 1 = A ∪ {H 14 }. Then, the intersection points on H 14 is calculated as follows.
{1, 4, 7, 10, 11, 14}, {2, 3, 14}, {5, 6, 14}, {8, 14}, {9, 14}, {12, 14}, {13, 14}.
We set A 2 = A 1 \ {H 9 }, A 3 = A 2 \ {H 12 }, A 4 = A 3 \ {H 13 } and A 5 = A 4 \ {H 2 }. Then it is easy to see that n A 1 ,H 9 = n A 2 ,H 12 = 7 and n A 3 ,H 13 = n A 4 ,H 2 = 6. Now, since exp(A) = (1, 6, 6), we have A i ∈ F 15−i for 1 ≤ i ≤ 5 by Theorem 2.3. Since A 5 ∈ F 10 = I 10 by Proposition 3.3, it follows that A ∈ R 13 .
Therefore we conclude that A ∈ R 13 if λ ∈ W.
Next, we assume that A ∈ R 13 for some λ ∈ C \ (Z ∪ W) and deduce the contradiction. Recall that A ∈ S 13 with exp(A) = (1, 6, 6). Since A ∈ R 13 , there exists a line L ⊂ P 2 C such that A 1 = A ∪ {L} ∈ F 14 . Note that n A 1 ,L = 7 by Theorem 2.3.
Step 2. We show that In the rest of this subsection, we show that each possibilities of F L (A 1 ) above cannot occur. For the later use, we present the list of the elements of M 1 (A) explicitly as follows.
Step 3. We analyze the case when F L (A 1 ) = [4, 2, 0, 0, 1]. 5 (A 1 ) = 1, we may assume P = {1, 4, 7, 10, 11} ∈ L by symmetry. Since L A, we have L ∩ M 1 (A) ⊂ {{2, 3}, {5, 6}, {8, 9}, {12, 13}}. Note that σ 2 in §6.4 permutes {2, 3} and {5, 6}, while the composition of the rotation and σ 1 in §6.4 permutes {5, 6} and {8, 9}. Since |L ∩ M 1 (A)| = F L,2 (A 1 ) = 2, we may assume that L = PQ where Q = {2, 3} and that {5, 6} ∈ L or {12, 13} ∈ L. By calculation, we see that {5, 6} ∈ L implies λ = (1 ± √ 5)/2 and that {12, 13} ∈ L implies λ = 1 ± √ −1. Since λ W, both cases cannot occur. Therefore we conclude that F L (A 1 ) [4, 2, 0, 0, 1] .
Before looking into other cases, we give a useful observation.
Step 4. We show that if
Assume that
By the actions of the rotation and σ 1 , σ 2 in §6.4, we may assume P 1 = {2, 10}, P 2 = {6, 11} and P 3 ∈ {{7, 12}, {12, 13}}. By calculation, we see that {7, 12} ∈ P 1 P 2 or {12, 13} ∈ P 1 P 2 imply λ ∈ {1/2, −ω ±1 } ⊂ W, a contradiction. Thus we conclude that
Step 5. We analyze the case when
Since F L,4 (A 1 ) = 1, we may assume P = {2, 6, 7, 13} ∈ L by symmetry. It follows that
Considering the actions of σ 1 , σ 2 in §6.4 and using Step 4 and F L,2 (A 1 ) = 3, we may assume that {{1,
Since H 2 and {1, 3}{4, 5} are parallel to x-axis and y-axis respectively, the former cannot occur. Thus we have L = {1, 3}{5, 10}. Since P ∈ L, by calculation, we have λ = 1/2 ∈ W, a contradiction. Therefore we conclude that
Step 6. We analyze the case when
Since F L,3 (A 1 ) = 2, we may assume that L ∩ M 2 (A) = {{1, 6, 8}{2, 4, 9}} by the symmetry of the rotation. Therefore we have L = {1, 6, 8}{2, 4, 9} and
Note that σ 2 in §6.4 permutes {3, 11} and {5, 10}, while the composition of the rotation and σ 1 in §6.4 permutes {5, 10} and {7, 12}. Since F L,2 (A 1 ) = 2, we may assume that {3, 11} ∈ L ∩ M 1 (A). By calculation, it follows that λ = ± √ −1 ∈ W, a contradiction. Therefore we conclude that
Step 7. We analyze the case when
Since F L,3 (A 1 ) = 1, we may assume that P = {{1, 6, 8}} ∈ L ∩ M 2 (A) by the symmetry of the rotation. Therefore we have
By Step 4 and F L,2 (A 1 ) = 4, we see that |L ∩ {{2, 3}, {4, 5}, {9, 7}}| ≥ 2. Note that the composition of the rotation and σ 2 in §6.4 permutes {2, 3} and {4, 5}, while the composition of the rotation and σ 1 in §6.4 permutes {4, 5} and {9, 7}. Thus we may assume L = {2, 3}{4, 5}. By calculation, we see that P ∈ L implies λ = (1 ± √ 5)/2 ∈ W, a contradiction. Therefore we conclude that F L (A 1 ) [2, 4, 1] .
Step 8. We analyze the case when F L (A 1 ) = [1, 6] .
Let U i be the set of points appearing in the i-th column of the list ( * ) in Step 2 for 1 ≤ i ≤ 7. By Step 4, we have L ∩ i=2, 4, 6, 7 
Thus it follows that 6 = F L,2 (A 1 ) = |L ∩ M 1 (A)| ≤ 2 + 3 = 5, which is a contradiction. Therefore we conclude that F L (A 1 ) [1, 6] . Now the proof of A R 13 for λ ∈ C \ (Z ∪ W) is completed.
An arrangement with 15 hyperplanes
In this section we present a further example of a free but not recursively free arrangement whose intersection lattice defines a one dimensional moduli space. One obtains this arrangement for example as a deformation of a simplicial arrangement or as a subarrangement of a restriction of a reflection arrangement. But it also showed up in several other experiments.
In contrast to all other results of this paper, we prove all the properties of this intersection lattice with the computer. The techniques presented here may also be used to verify all the claims of Section 6. For instance, the following algorithm may be used to prove that all arrangements in a given moduli space are free. (−3t + 1, t 2 − 3t + 1, −t), (3t − 1, t, t), (−3t + 1, −t 2 , −t), (3t − 1, 2t − 1, t)}.
We denote A t = {ker Q(t) α | α ∈ R} the arrangement defined by R in the space Q(t) 3 . For any field extension K/Q and each λ ∈ K, we also have a corresponding arrangement [7] ). Thus in this case, the arrangements A λ are free with exponents (1, 5, 9) . (4) The arrangement A t is free but not recursively free with exponents (1, 7, 7) . (5) The arrangements A λ for λ ∈ {−1, 1/3, 2, (1 ± √ −1)/2, 2/3} are recursively free. All other arrangements A λ with λ Z are free but not recursively free. (6) The symmetry group of L(A t ) is a wreath product, Aut(L(A t )) Z/2Z ≀ S 3 , thus it is isomorphic to the reflection group of type B 3 .
Proof.
(1) We compute the moduli space using the algorithm of [3] . Notice that contrary to the example with 13 planes, there are no automorphisms of the intersection lattice which induce projectivities here. (4) We check the freeness results with Algorithm 7.1. (5) IfÃ is an arrangement consisting of A t plus an extra hyperplane H, then there are three possible cases. The hyperplane H does not contain any intersection point of A t , H goes through exactly one "old" intersection point, or H goes through at least two "old" intersection points. The first two cases are easy to handle. Thus we have finitely many possible hyperplanes going through at least two points of A t to check. For each such hyperplane H we perform the following steps.
• Compute the new intersection points p 1 , . . . , p k between H and lines in A t .
• Consider all solutions t for which some p i coincides with an intersection point of A t .
• For all these (finitely many) specializations λ of t, check the recursive freeness of A λ .
Specializing t to λ = −1, 1/3, 2, (1 + √ −1)/2, (1 − √ −1)/2, 2/3 and including the kernels of (2, −1, −1), (0, 0, 1), (2, 0, 1), (2, 0, 1 − √ −1), (2, 0, 1 + √ −1), (4, 3, 3) respectively into
