Abstract. Many real-world problems, like microchip design, can be modeled by means of the well-known traveling salesman problem (TSP). There are several algorithms that can be applied to such an optimization problem, but the task of choosing the algorithm that will likely provide the best performance is difficult to be accomplished in practice. In this paper, a meta-learning-based approach is used to address this task. Essentially, a learning model is trained from TSP instances for which the performance of a set of optimization algorithms is known a priori. Then, the learned model is used to predict the best algorithm for a new TSP instance. Each instance is described by meta-features that capture characteristics of the TSP that affect the performance of the optimization algorithms. Given that the best solution for a given TSP instance can be obtained by several algorithms, the meta-learning problem is cast as a multi-label classification problem. Several experiments illustrate the performance of the proposed approach, which has shown promising results.
Introduction
In optimization the goal is typically to find values for a set of parameters that maximizes (or minimizes) the value of an objective function without violating a set of restrictions. This rather abstract setting underlies many real-world applications found in Management, Economy and Engineering, such as vehicle routing, resource allocation, strategic planning, and scheduling, just to name a few. Under this context, combinatorial optimization problems -for which the search space of the possible solutions is discrete [2] are ubiquitous. A classical example of a combinatorial optimization problem is the wellknown traveling salesman problem (TSP). The TSP instance can be informally posed as: given a set of cities and their respective pairwise distances, find the shortest tour that visits each city exactly once. TSP can be instantiated in many different ways, e.g., depending on the number of cities and the distribution of connections among them, travel times, prize collecting and (a)symmetry.
The TSP has been extensively studied [15] and, more formally, has been proved to be in the class of NP-hard problems [12] . Therefore, although there exist exact algorithms that are reasonably efficient for small problems, approximation and heuristic (suboptimal) algorithms are frequently employed in larger practical applications. It is also wellknown that, according to the "no free lunch" theorems, if any algorithm does particularly well on average for one class of problems, then it must do worse, on average, over the remaining problems [28] . In other words, the (lack of) success of a given algorithm is dependent on the TSP instance. Given that each algorithm has its own bias, resulting in good performance on a subset of the universe of possible problems and bad performance in the remaining problems, an important question to be answered in practice is: What is the best algorithm for a particular TSP instance? In order to answer this question, one could be tempted to consider running all the available algorithms for a particular application (e.g., vehicle routing) and then get the one that provides the best performance on that particular instance. However, this approach is frequently inviable, except for very small TSP instances. For instance, suppose that a manager needs to organize the delivery of several orders in the following week with minimal transportation costs and taking into account some constraints (e.g., the delivery data for each order). In this scenario, and assuming reasonably large TSP instances, running all the available heuristics is likely to be computationally prohibitive. Thus, better approaches are needed. This work addresses such a practical difficulty that involves choosing, from a number of available algorithms, the one that will likely provide the best performance on a given instance of an optimization problem.
A potentially promising approach for selecting the best algorithm for a given TSP instance involves using concepts of meta-learning, which has been successfully used for tackling (the broadly defined) algorithm selection problems (e.g., see [6, 22] ). Metalearning consists of generating a meta-model that maps characteristics of problems to the performance of algorithms used to solve those problems [5] . The present paper proposes a meta-learning approach to recommend optimization algorithms for new TSP instances. The algorithms considered here are a set of (meta-)heuristics, which have been commonly used for the TSP: Tabu Search (TS) [14] , Greedy Randomized Adaptive Search Procedure (GRASP) [11] , Simulated Annealing (SA) [19, 9] and Genetic Algorithms (GA) [16] . However, as it hopefully will become evident latter in the paper, the main ideas underlying this work are not limited to the use of such meta-heuristics, which serve mostly for illustrative purposes.
The main contributions of this paper are: (i) the description and evaluation of a metalearning-based approach for the algorithm selection problem, particularly for the TSP. We do so by training machine learning algorithms (more precisely, classifiers) to predict the most promising optimization technique(s) for TSP instances; (ii) motivated by the fact that multiple algorithms can provide the best solution for a given TSP instance, we cast the algorithm selection problem as a multi-label classification task (as opposed to traditional classification, where each instance is assigned to a single class; (iii) the proposal of measures for the characterization of TSP instances based on their graph representations. This paper is an extended version of previous work [18] . Here, we provide a more detailed description of the proposed approach, as well as we now offer further details on related work. Also, we here present a more in-depth analysis of our experimental results, shedding light on some important aspects not discussed in [18] .
The remainder of this paper is organized as follows. Section 2 provides a brief description of the TSP that allows us to introduce the adopted notation, as well as giving an overview of methods usually applied to solve TSP instances. Sections 3 and 4 briefly describe the meta-learning approach to algorithm selection and fundamental concepts related to multi-label classification, respectively. Section 5 describes the proposed metalearning approach to select algorithms for TSP instances. Section 6 outlines our experimental design and Section 7 reports the results obtained. Finally, the conclusions are presented in Section 8.
The Traveling Salesman Problem (TSP)
Informally, the TSP can be defined as follows. Given a set of cities and the traveling cost between every pair of them, the goal is to find the cheapest way of visiting all of the cities and returning to the starting point. More formally, a TSP instance can be defined as a graph G = (V, E), where V = {1,2 ..., n} is a set of nodes, E = { i, j : i,j ∈ V} is a set of edges and C = {c ij : i, j ∈ E} is a set of travel costs, where c ij is the cost of traveling from node i to node j. Each city corresponds to a specific v ∈ V and each edge i, j connects nodes i and j. A TSP is symmetric if c ij = c ji for all edges i, j ; otherwise it is asymmetric. A TSP is completeness if c ij > 0 for all edges i, j . Under this setting, the best solution for a given TSP involves finding the Hamiltonian cycle of minimum cost [1] .
As discussed in Section 1, approximation algorithms and heuristic (suboptimal) algorithms are frequently used in practical applications of the TSP. Such algorithms can find solutions of acceptable quality in reasonable time. From this perspective, some papers have addressed performance comparisons of heuristic algorithms for the TSP e.g., see [24, 17] . More recently, Oncam et al. [20] performed an experimental comparison of 16 algorithms in 10 asymmetric TSP instances.
Meta-heuristics have also been used for the TSP. In brief, a meta-heuristic can be viewed as top-level general strategy that guides other heuristics. As such, meta-heuristics usually make only a few assumptions about the optimization problem being tackled and allow searching over large spaces of candidate solutions. To that end, stochastic optimization based procedures, which usually do not offer optimality guarantees, are frequently applied. In this paper, four meta-heuristics -Tabu Search (TS) [14] , Greedy Randomized Adaptive Search Procedure (GRASP) [11] , Simulated Annealing (SA) [19, 9] and Genetic Algorithms (GA) [16] -are used to illustrate our proposed approach for algorithm selection that is based on meta-learning.
Algorithm Selection with Meta-learning
One approach that has been used in the field of Machine Learning (ML) to address the problem of selecting the best algorithm for a given problem is meta-learning [5] .
In short, meta-learning consists of generating a meta-model that maps characteristics of problems (i.e., meta-features) to the performance of algorithms that can be used to solve those problems. To illustrate, let us consider the problem of selecting the best algorithm for classification datasets, in ML. In this case, the problems are classification datasets and the algorithms are classification algorithms. The meta-features could possibly include a combination of simple characteristics (e.g., number of classes in classification datasets) or more complex features (e.g., mean mutual information between nominal attributes and class) [5] . In our work, the problems are TSP instances and the algorithms are meta-heuristics. This will be discussed in more detail later (Section 5).
In the meta-learning approach to algorithm selection, the values of the meta-features are computed on a set of problems and the performance of the algorithms on those problems is estimated by running the algorithms. The data that are gathered in this way are the meta-data. A suitable ML algorithm can then be applied to these meta-data to obtain a meta-model. This meta-model can be used to predict the relative performance of the algorithm on future problems. Figure 1 shows a schematic diagram for the algorithm selection problem model using meta-learning. The construction of this model consists of two phases. The first is the knowledge acquisition, in which the problem instances sets are obtained from the problem space. Problems characteristics are identified and the meta-features are extracted. The candidate algorithms are applied to the selected problem instances and their performance is estimated. The resulting values are used to generate the meta-target variable. The meta-data consists of both the meta-features and meta-target. The second phase is to create the meta-model. This is achieved by applying ML techniques on the meta-data gathered in the first phase. The meta-model obtained can later be used to predict the relative performance of the candidate algorithms on a new instance and to recommend the most promising algorithm. As is usual in any other ML task, metalearning models should be empirically evaluated. If meta-learning is addressed as a classification task, the accuracy rate can be used to evaluate its performance; if a regression approach is used, its performance can be evaluated by a similarity measure as the correlation coefficients of Goodman-Kruskal [13] and Weighted Goodman-Kruskal [7] .
Although most work on meta-learning focuses on the recommendation of classification algorithms, meta-learning can be used to recommend algorithms for any problem, including algorithms for optimization problems as discussed in [22] , in which concepts of meta-learning were applied to a set of 28 instances of the Quadratic Assignment Problem (QAP) to estimate the percentage deviation of three meta-heuristic algorithms compared to the best known solutions averaged over 10 random starts of the algorithms. The instances were characterized by fitness-distance metrics. In [23] , instances of TSP are evolved using an evolutionary algorithm to produce distinct classes of instances that are intentionally easy or hard for certain algorithms. Meta-data contains these instances that are characterized by a set of 12 features whose impact on difficulty for each algorithm is investigated.
The target variable of the meta-data is based on the performance of the metaheuristics. To assess it, we apply the meta-heuristics on the TSP instances and measure the best solution found after a stopping criterion is met. If the problem is addressed as a classification task, the class of each instance is the meta-heuristic(s) with the best solution. However, in many cases, the best solution is obtained by more than one metaheuristic. In those cases, rather than choosing one of those methods as the class, we decided to the address the problem as a multi-label classification task. In practice, this means that each example may be labeled with several classes and methods that are able to deal with such type of task are used, as described in the following section.
Multi-label classification
In ML, most of the classification problems are single-label classification problems, where one label or class is assigned to each example [8] .
However, there are classification problems where each instance can simultaneously have more than one class. These problems are known as multi-label classification problems. Different methods for multi-label classification problems have been proposed in the literature. Basically, these methods transform a dataset with multi-label instances into a dataset with only single-label instances. The following transformation methods are investigated in this work.
• Method 1: Decomposition of multi-label instances into several single-label instances [26] . Figure 2 shows an example where each multi-label instance is decomposed into "r" instances, where "r" corresponds to the number of classes associated with the instance. A disadvantage of this method is that it will generate inconsistent instances, with the same meta-feature values but different target attribute values.
• Method 2: Elimination of multi-label instances [3] . In this method, in Figure 3 , all multi-label instances are eliminated from the dataset. One problem with this method is that instances representing relevant information to characterize the problem domain can be excluded and, as a result, jeopardize the induction of the correct model. • Method 3: Binary representation [8] . New classification problems are created, one for each label, using the label as positive class and all the other labels as negative class. Figure 4 illustrates this method. The predicted labels are defined by combining the results obtained by the classifiers.
Meta-learning for TSP meta-heuristic selection
The application of a meta-learning approach to the problem of selecting meta-heuristics for TSP is essentially straightforward. Meta-data represent problem instances and the performance of the meta-heuristics on those instances. The goal is to obtain a model that can predict the relative performance of those meta-heuristics on new problems.
The main issue is the design of meta-features that are adequate for TSP. The metafeatures should represent properties of the instances that affect the relative performance of the meta-heuristics [5] . The performance of different heuristics is affected by the structure of the graph that represents an instance (e.g., edges and corresponding costs). Thereby, the meta-features can be based on information measures extracted from the graph that represents each TSP example. In this work, we used the meta-features shown in Table 1 .
A few simple measures were used. The first two meta-features, V and E, represent the number of cities (i.e., the order of the graph) and edges between pairs of cities (i.e., the size of the graph), respectively. A graph is strongly connected if there are edges between every vertex and all the others. In our work, we analyzed only strongly connected graphs. Each edge is associated with a cost. The minimum and maximum costs are represented by E low and E hig , respectively.
The next set of measures characterize the TSP instances in terms of the costs of the edges: E avg is the mean edge cost and E std is the corresponding standard deviation. In statistics, the mode is the value that occurs the most frequently in a variable. When there are two modes the dataset is said bimodal, while a variable with more than two modes is known as multimodal. E qmode is the meta-feature that gives the number of modes in the costs and E f mode represents the frequency of the most common cost value(s). E mode is the mean of all modal values. E lavg represents the frequency of the values which are lower than the mean cost. E median is the median cost of the edges. Finally, V lower represents the sum of the V edges with the lowest values. The solution for a TSP instance has a cost that cannot be less than V lower . All TSP graphs in our study are both symmetric and completeness, thus these characteristics were not selected for meta-features.
Experimental Setup
Several benchmark examples of TSP can be found in the TSPLIB library [21] . However, the majority of these examples have a large number of cities, what would make the computational cost of the meta-learning experiments very high. For training a meta-learning model, a dataset with many examples is necessary. Moreover, the solution of the metaheuristics must be known for each instance. For this reason, five files of symmetric TSP (d1291, f l1400, nrw1379, pcb1173 and pr1002) were selected from TSPLIB to create the datasets. The number of cities in each file is found in the file name, for instance d1291 is a TSP with 1291 cities. 500 different subproblems were randomly generated for each file being 100 subproblems for each number of cities (60, 70, 80, 90 and 100). Instances of different sizes were obtained to simulate possible subsets of customers. Therefore, 2500 instances of TSP were used in the experiments.
As previously mentioned, four meta-heuristics were investigated in the experiments: TS, GRASP, SA and GA. These meta-heuristics were implemented in the C Language. Since GA is a meta-heuristic based on evolutionary computation and the other three are based on stochastic, each meta-heuristic was applied 50 times to each one of the 2500 instances, producing 50 solutions. The performance of each technique in each instance was estimated by the average of these 50 runs. It is important to observe that the same processing time was used for each of the 50 runs of each meta-heuristic for each instance.
These meta-heuristics have a set of free parameters whose values influence its performance. In the experiments carried out, the following parameter settings were used for the meta-heuristics:
• TS: size of the tabu list = 2; number of iterations with no improvement of the current solution = 2; • GRASP: number of iterations = 50; level of greedy and randomness (alpha) = 0.1; • SA: rate of temperature increase (beta) = 0.95; initial temperature (t0) = 1; cooling rate (alpha) = 0.01; • GA: edge recombination crossover (ERX) [27] as the crossover operator; maximum number of individuals in the population = 128; tournament selection; mutation rate = 5%; select for the next generation the individuals with best fitness.
To construct the meta-data, for each instance, its meta-features represent the input attributes and the meta-heuristic with the best average optimization performance defines the output attribute or class. When more than one meta-heuristic presents the best performance, the output attribute is associated with more than one class, producing a multilabel dataset.
In the meta-learning classification experiments, the class labels are identified by TS, GRASP, SA and GA. The datasets were submitted to four classifiers from the Software Weka 3.6 [4] : K-Nearest-Neighbors (K-NN), Decision Tree (DT), Neural Network (NN) and Naïve Bayes (NB). Except the parameter k of K-NN classifier (we used k = 11), the other parameters were kept at default values suggested by the software. The 10 − f old cross-validation methodology was used to estimate the performance of the classifiers on the TSP dataset. For the classification of multi-label instances, we used separately the three methods previously mentioned.
Experimental Results
The relative performance of each meta-heuristic is shown Table 2 . GRASP was the best for the highest number of instances. Therefore, the default predictive accuracy (i.e., a baseline strategy that simply predicts the algorithm that is most frequently the best one), obtained by classifying all TSP instances as GRASP, is equal to 59%. Figure 5 illustrates the number of times each meta-heuristic produced the best average solution for the 2500 TSP instances. The overlapping areas represent the instances whose best solution was found by more than one meta-heuristic. Therefore, if the metaheuristic selection is viewed as a meta-learning problem, the classification dataset used for meta-learning is a multi-label classification dataset.
As discussed in Section 4, in this work we study three methods for dealing with the multi-label classification problem that arises in our algorithm selection setting. In brief, Method 1 involves replicating every c-labeled instance into c single labeled instances. Method 2 just excludes multi-labeled instances from the dataset. Finally, Method 3 decomposes the multi-label classification problem into c binary classification problems. For all these methods, we evaluate the obtained classifiers by means of the area under the ROC (receiver operating characteristic) curve -AUC for short. ROC curve shows the tradeoff between true positive rate and false positive rate of a classifier. AUC provides an approach for evaluating which classifier is better on average. A classifier that is strictly better than another would have a larger AUC [25] . Figure 6 illustrates the results obtained by means of Methods 1, 2 and 3. Although the AUC rates have shown to be good for Method 1, they are not exciting -though not disappointing. In this sense, please note that the transformation of the multi-labeled instances into several single-labeled instances naturally lead to inconsistent instances (by definition), which make the learning process more difficult.
The classification results obtained by means of Method 2 are better than those achieved from Method 1. This is actually an expected result, because a number of inconsistent instances -the multi-labeled ones -have been removed from the dataset derived by Method 1 (e.g., compare Fig. 2 to Fig. 3) . From this viewpoint, this classification improvement can be considered rather artificial. Also, Method 2 reduces the number of training instances, what may be an additional problem -particularly when small datasets are available.
Finally, four datasets were generated by Method 3. For this particular case, the AUC value has been computed for the sub-problems formed by two classes. Also, we additionally employed the classification measure known as "HammingLoss" (HL) [8] , whose results are reported in Table 3 . This measure is particularly suitable for the datasets generated by means of Method 3. It is worth noting that, contrarily to the other classification measure used in this paper, the lower the HL measure value, the better the classifier performance. Unlike what happened w.r.t. the AUC results for Method 3, the DT classifier has shown the best result for the HL measure.
We address the classification results obtained from the datasets generated by Method 2. Table 4 shows the classifiers results in each dataset that has instances with the same number of cities (best results in bold). The values indicate a similar trend in the performance of classifiers that achieved the best AUC for the dataset with 70 cities. This rate decreased during the processing of instances with more cities, except in the classification of TSPs with 100 cities.
Using Method 2 in the full dataset (2500 instances), we can see in Table 5 , with the exception of NB, a better performance of the classifiers. The diversity of instances may contribute to the appropriate learning of the classification models. Despite the results indicate the NN model as the best, a comparison of classifiers performance will be presented through statistical tests.
Let us now focus our attention on the summary of the accuracy results, which are presumably of most intuitive appeal. Figure 6 shows that our best results were obtained by neural network (NN) in the datasets generated by Method 2 (elimination of multilabel instances). If the number of instances that remain in the dataset is not significant, the learning model may have difficulty in correctly classifying unseen instances. If this is the case, Method 3 (decomposition of the multi-label classification problem into c=4 binary classification problems) can be used. It keeps the multilabel nature of the classification problem and, accordingly, seems to be the method of choice (even considering that it has the highest computational cost among the evaluated methods). By taking into account the complexity of the problem being addressed, we shall note that such an average AUC rate (around 0.8) is very good in practical terms. Thus, this approach is promising and deserves further investigation. One may also wonder if, by taking into account all the evaluated methods (1, 2, and 3), there is a particular classifier that is better suited to this type of problem. In order to analyze this aspect, we here present the results of statistical tests -following the study of Demsar [10] , which covers the comparison of multiple algorithms on multiple datasets by using the Friedman test with a corresponding post-hoc test. The Friedman test is a non-parametric statistic test equivalent to the repeated-measures ANOVA. If the null hypothesis, which states that the algorithms under study have similar performances, is rejected, then we proceed with the Nemenyi post-hoc test for pairwise comparisons between algorithms (here classifiers). Roughly speaking, the overall procedure is based on the analysis of the rankings shown in Table 6 , where better AUC rates are represented by smaller ranks. A p-value of 3.75x10 −6 was obtained from the Friedman Test. This value is the probability of obtaining results at least as extreme as those observed, assuming that the null hypothesis (equal AUC results) is true. Usually one rejects the null hypothesis if the p-value is smaller than or equal to the adopted significance level (α). For instance, for α = 5% the null hypothesis is rejected, and the Nemenyi Test is applied. A critical difference of 0.84 was obtained, showing that there are significant differences in pairwise comparisons only between DT and K-NN, NN, NB. From this standpoint, a more conservative conclusion would be that further studies are necessary in order to conclude if some particular classifier is better suited for this kind of problem.
Conclusions
There are several optimization techniques that can be successfully used to find good solutions for known TSP instances. However, it is very difficult to identify the technique that will provide the best solution for unseen TSP instances. In this article, we propose a new meta-learning approach to support the selection of the most promising optimization technique for a new TSP instance.
Several experiments were performed to evaluate the proposed approach. For these experiments, 2500 TSP instances were generated and four optimization techniques searched for solutions for each instance. To use meta-learning, the meta-feature value for each instance corresponds to the input attributes of an example in a new dataset. Each example was labeled with the name of the optimization technique(s) that generated its best solution. Since, for some instances, the best solution was obtained by more than one technique, these instances became multi-label instances, with one label for each optimization technique that reached the best solution. To deal with these data multi-label classification methods were adopted.
The success of a meta-learning approach directly depends on the correct identification of the meta-features that best relate the main aspects of a problem to the performances of the used algorithms. In this work, we identified a set of aspects from the TSP based on its graphical representation. These aspects originated the meta-features used as input parameters in the meta-learning system. Experimental results measured by the AUC show the potential of this approach. In spite of the good accuracy rates obtained by the meta-learning system, we are currently investigating other aspects of TSP that can expand the set of meta-features used. As stated by Brazdil et al [5] "It is necessary to define which properties are important to characterize datasets and to develop meta-features that represent these properties". Thus, we believe that the performance of the selection model can be further improved with the use of better meta-features.
Finally, from the experimental results, we believe that the use of meta-learning for the selection of the best optimization techniques to deal with a new instance of TSP is a promising research issue. Quantity of edges whose costs are lower than the average of the edges costs V lower sum of the V edges of lower values Table 3 . Hamming Loss (HL) results -Method 3. 
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