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Abstract
An edge cut of a connected graph is m-restricted if its removal leaves every component having order at least m. The size of
minimum m-restricted edge cuts of a graph G is called its m-restricted edge connectivity. It is known that when m ≤ 4, networks
with maximal m-restricted edge connectivity are most locally reliable. The undirected binary Kautz graph U K (2, n) is proved
to be maximal 2- and 3-restricted edge connected when n ≥ 3 in this work. Furthermore, every minimum 2-restricted edge cut
disconnects this graph into two components, one of which being an isolated edge.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
When studying network reliability, one often considers such a kind of model whose nodes never fail but links
(edges) fail independently of each other with equal probability. It is now called the Moore–Shannon network model.
Let G be a Moore–Shannon network with e edges each having failure probability p. If we denote by Ch the number
of its edge cuts of size h, then the reliability of G, namely the probability it remains connected, can be expressed as
R(G, p) = 1−
e∑
h=1
Ch p
h(1− p)e−h .
To determine the reliability, one must calculate all the coefficients Ch . But as is pointed out by Provan in [16], it
is NP-hard to determine all these coefficients. With the properties of super edge connectivity, Bauer determines the
first λ(G) coefficients in [2]. In his study [8], Harary introduces the concept of conditional edge connectivity as the
minimum size of such edge cuts whose removal leave every component having some particular property P . If P is
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“Having order at least m”, we derive the so-called m-restricted edge connectivity. Equivalently, m-restricted edge
connectivity may be defined as follows [14].
Definition 1.1. An m-restricted edge cut is an edge cut of a connected graph that disconnects this graph without any
component having order less than m. The size of a minimum m-restricted edge cut of graph G is its m-restricted edge
connectivity.
Denote by λm(G) the m-restricted edge connectivity of a graph G. For two disjoint subgraphs A and B of G,
or two disjoint subsets of V (G), let [A, B] indicate the set of edges with one endpoint in A and the other in B.
Denote by G \ A the graph obtained by removing all the vertices of A from G, we simplify [A,G \ A] as I (A).
Define ∂(A) = |I (A)| and ξm(G)= min {∂(X) : X is a connected vertex-induced subgraph of order m of graph G},
we simplify ξ2(G) as ξ(G). It is well-known that when m ≤ 3, λm(G) ≤ ξm(G) holds for graphs that contain m-
restricted edge cuts [7,17]. Graph G is called maximal 2-restricted edge connected if λ2(G) = ξ(G), and maximal
3-restricted edge connected if λ3(G) = ξ3(G).
Esfahanian studied the properties of 2-restricted edge connectivity and found that it is a more powerful tool than
the traditional edge connectivity when employing it to estimate the reliability of networks [7]. For circulant graphs,
Li determined their first ξ − 1 coefficients in [11] with the help of maximal 2-restricted edge connectivity, Meng
in [13] and Wang in [17] determined the first ξ3 − 1 coefficients of edge- and vertex-transitive graphs with the help of
3-restricted edge connectivity. They all focused on networks with topology being regular graphs, since as was pointed
out in [2], the most reliable networks must have a regular or quasi-regular topology. Their results show that networks
with greater 3-restricted edge connectivity are more reliable in a sense. For recent advances on m-restriction, the
readers are suggested to refer to [1,9,14].
In this paper we study the 2- and 3-restricted edge connectivity of undirected binary Kautz networks. On the one
hand, this network has many properties that efficient networks must satisfy [3,5,6,10,12]; on the other hand it has a
quasi-regular topology. Our main results are:
Theorem 3.15. The undirected Kautz graph U K (2, n) is maximal 2-restricted edge connected when n ≥ 3, every
minimum 2-restricted edge cut separates an isolated edge.
Theorem 4.2. The undirected Kautz graph U K (2, n) is maximal 3-restricted edge connected when n ≥ 3.
Let κ(G) stand for the connectivity of graph G. Write ε(G) for the number of edges of graph G, or its size. For
other notation and terminology not specified, we follow that of [4].
2. Auxiliary lemmas
Let us introduce some basic properties of undirected binary Kautz graphs before presenting the main results.
The undirected Kautz graph U K (2, n) has vertex set V = {(x1, x2, . . . , xn) : xi ∈ {0, 1, 2}xi 6= xi+1 for all i =
1, 2, . . . , n − 1}. Vertex u = (x1, x2, . . . , xn) is adjacent to vertex v = (y1, y2, . . . , yn) if and only if
(y1, y2, . . . , yn) = (x2, x3, . . . , xn, a) or (y1, y2, . . . , yn) = (a, x1, x2, . . . , xn−1) for some a ∈ {0, 1, 2}, we call
vertex v a left neighbor of vertex u in the first case and a right neighbor of u in the second case. Denote by L N (u) the
set of left neighbors of vertex u and RN (u) the set of right neighbors of vertex u. Clearly, vertex u has neighborhood
N (u) = L N (u)∪ RN (u). Vector (x1, x2, . . . , xn) is called the coordinate of vertex u and xi its entry. We remark here
that although a ∈ {0, 1, 2}, |L N (u)| = |RN (u)| = 2 and therefore ∆(U K (2, n)) = 4 for all n ≥ 3.
It’s not difficult to see that U K (2, n) has order ν = 3 × 2n−1. For any two distinct integers a 6= b of {0, 1, 2},
vertex u = (a, b, a, b, . . .) is called an alternating vertex. Clearly, U K (2, n) has exactly six alternating vertices if
n ≥ 2. Let w be an arbitrary vertex of U K (2, n) such that w ∈ L N (u) ∩ L N (v), where v = (y1, y2, . . . , yn). Then
(x2, x3, . . . , xn) = (y2, y3, . . . , yn). The right neighborhood RN (u) enjoys a similar property. In summarizing, we
have
Lemma 2.1. Let u and v be two vertices of U K (2, n), n ≥ 2.
(1) If L N (u) ∩ L N (v) 6= ∅, then L N (u) = L N (v);
(2) If RN (u) ∩ RN (v) 6= ∅, then RN (u) = RN (v).
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Suppose L N (u) ∩ RN (u) 6= ∅ for some vertex u. Then there are two integers a, b ∈ {0, 1, 2} and a vertex
w ∈ V (U K (2, n)) such that (a, x1, x2, . . . , xn−1) = (x2, x3, . . . , xn, b) = w ∈ L N (u) ∩ RN (u). Hence,
a = x2 = x4 = · · · ; x1 = x3 = · · · ; b = xn−1 = xn−3 = · · ·. It follows that w = (a, x1, a, x1, . . .) and
u = (x1, a, x1, a, . . .). In summarizing, we have the following
Lemma 2.2. Let u be a vertex of U K (2, n), n ≥ 2. Then |L N (u) ∩ RN (u)| ≤ 1, the equality holds if and only if u
is an alternating vertex.
A simple computation reveals the elementary fact that if n ≥ 3, then every vertex u of U K (2, n) has degree
4 unless u is an alternating vertex, which has degree 3. Obviously U K (2, 1) is a triangle and U K (2, 2) can be
obtained as follows. Replace any two independent edges uv and xy of K3,3 by edges ux and vy, where u and x
are not adjacent to each other in K3,3. Now we have no difficulty in seeing that ∂(X) = ξ(U K (2, n)) = 4 when
n ≥ 3, where X is a subgraph induced by two adjacent alternating vertices in U K (2, n). It is not difficult to see that
λ2(U K (2, 2)) = ξ(U K (2, 2)) = 3; two other known results about the connectivity of U K (2, n) are listed as follows.
Lemma 2.3 ([3]). If n ≥ 2, then λ(U K (2, n)) = κ(U K (2, n)) = 3.
Lemma 2.4 ([15]). If n ≥ 3, then λ2(U K (2, n)) = 4.
A maximal 2-restricted edge connected graph is called super 2-restricted edge connected if every minimum 2-
restricted edge cut separates an isolated edge. In the next section, we study the super 2-restricted edge connectivity of
Kautz graphs.
3. Super restricted edge connectivity
A vertex cut of a connected graph G is called a restricted vertex cut if its removal disconnects this graph without
an isolated vertex. The cardinality of a minimum restricted vertex cut of graph G is called its restricted connectivity,
and is denoted by κ2(G).
Lemma 3.1 ([12]). If n ≥ 3, then U K (2, n) has restricted connectivity κ2 = 4.
Let X be a connected subgraph of U K (2, 3) with 3 ≤ |X | ≤ 6. Then ∂(X) ≥ 6 and the equality holds when X
is a triangle, which implies that U K (2, 3) is maximal 3-restricted edge connected, and is thus super 2-restricted edge
connected. In what follows, we restrict ourselves to the case where n ≥ 4. For a path P = x1x2x3 · · · xr of U K (2, n),
we define c(P) = (y1 y2 . . . yr−1) as the characteristic of P , where yi = L if xi+1 is a left neighbor of xi and yi = R
if xi+1 is a right neighbor of xi for every i ∈ {1, 2, . . . , r − 1}. Path P is called an L-type path if yi = L for every i
and an R-type path if yi = R for every i . A cycle C = x1x2x3 · · · xr x1 is called uniform if either xi+1(mod r) is a left
neighbor of xi for all i or xi+1(mod r) is a right neighbor of xi for all i . Since the latter can be changed into the former
by inverting the order of the vertices in C , we imply the former when speaking of uniform cycle. It is worth noting
that path P enjoys this unique characteristic if and only if there do not exist two alternating vertices adjacent to each
other in P .
Lemma 3.2. Let C be a triangle of U K (2, n). If n ≥ 4, then C is a uniform cycle containing no alternating vertices.
Proof. Write C = uvwu and u = (x1, x2, . . . , xn). It is not difficult to see that C contains a L-type path of
length two, say uvw. If w is a left neighbor of u, then (x3, x4, . . .) = w = (x2, x3, . . .), which implies that
x2 = x3 = x4 = · · ·. This contradiction shows that C is uniform. Suppose by contradiction that C contains an
alternating vertex u = (a, b, a, b, . . .). Since cycle C is uniform, we have v = (b, a, b, . . . , c), w = (a, b, . . . , c, d)
and u = (b, . . . , c, d, e), where a, b, c, d, e ∈ {0, 1, 2} such that a 6= b, c 6= d 6= e. Comparing the two distinct
representations of the coordinate of u, we obtain the desired contradiction that a = b. Lemma 3.2 follows. 
Corollary 3.3. If n ≥ 4, then triangles of U K (2, n) are pairwise disjoint.
Proof. Let C = uvwu and H = xyzx be two distinct triangles of U K (2, n). By Lemma 3.2, both C and H
are uniform cycles. If V (C) ∩ V (H) 6= ∅, assume without loss of generality that u = x and w 6= z, since
L N (u) = {v, y}, w ∈ L N (v) and z ∈ L N (y), the first elements of the coordinates of w and z are equal (This benefits
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from the assumption that n ≥ 3). But on the other hand, RN (u) = {w, z} implies the opposite. This contradiction
establishes Corollary 3.3. 
A direct result of Corollary 3.3 is
Corollary 3.4. Let C be a 4-cycle of Kautz graph U K (2, n), n ≥ 4. Then C contains no chords. 
Corollary 3.5. If n ≥ 4, then ξ3(U K (2, n)) = 6.
Proof. Let H be a connected subgraph of U K (2, n) of order three. If H is a triangle, then ∂(H) = 6 by Lemma 3.2;
if H is a path, then it contains at most two alternating vertices. Furthermore, there is a path of length two that contains
exactly two alternating vertices. And so Corollary 3.5 follows. 
Lemma 3.6. If n ≥ 3, then λ2(U K (2, n)) ≤ λ3(U K (2, n)) ≤ ξ3(U K (2, n)).
Proof. Since every 3-restricted edge cut is a 2-restricted edge cut, the first inequality is obviously true. Let X be a
connected vertex-induced subgraph of U K (2, n) with ∂(X) = ξ3 = 6 and |X | = 3. If U K (2, n) \ X contains a
component of order less than 3, then either an alternating vertex of X is contained in a triangle, or U K (2, n) is the
complete graph on five vertices. This contradiction shows that I (X) contains a minimum 3-restricted edge cut as its
subset. Lemma 3.6 follows. 
Corollary 3.7. If n ≥ 4, then ξ4(U K (2, n)) = 6.
Proof. We prove at first the following
Proposition A. If n ≥ 4, then U K (2, n) contains no path of length two that joins two alternating vertices.
Suppose by contradiction that P = uvw is a counterexample with u = (a, b, a, b, . . .) and w = (e, f, e, f, . . .),
where {a, b}, {e, f } ⊂ {0, 1, 2}. Since n ≥ 4, path P is obviously neither an L-type path nor an R-type path. Assume
without loss of generality that c(P) = (L R). Then (b, a, b, . . . , c) = v = ( f, e, f, . . . , d), which implies b = f ,
a = e and u = w. Proposition A follows from this contradiction.
Let X be a connected subgraph of order four. According to Proposition A, X contains at most two alternating
vertices. Furthermore, X has at most four edges by Corollary 3.4, and so ∂(X) =∑u∈X d(u)− 2ε(X) ≥ 14− 8 = 6.
Let u = (1, 0, 1, 0, . . .), v = (0, 1, 0, 1, . . .), w = (2, 0, 1, 0, 1, . . .), x = (0, 1, 0, 1, . . . ., 2). Then uvwxu forms a
4-cycle C . A simple computation reveals that ∂(C) = 6. Corollary 3.7 follows. 
Lemma 3.8. If n ≥ 4, then a 5-cycle of U K (2, n) contains at most one chord and no alternating vertex.
Proof. According to Corollary 3.3, the first part is true. Suppose the 5-cycle C contains two alternating vertices
u = (a, b, . . .) and v = (e, f, . . .).
Case 1. Vertex u and v are adjacent to each other in C .
In this case, we have v = (b, a, . . .). Set C = uvwyzu; then it is not a uniform cycle, since otherwise w would
have the same coordinate as u.
Proposition B. Cycle C contains no L-type path of length three.
If P is a counterexample, since u ∈ L N (v) ∩ RN (v) and |C | = 5, we may assume that P contains edge uv.
When P = uvwy, we have that w = (a, b, . . . , c) and y = (b, a, . . . , c, d), where {a, b, c} = {1, 2, 0} and d 6= c.
Since C is not a uniform cycle, Q1 = yzu is not an L-type path. Hence, c(Q1) = (L R), (RL) or (R R). And so,
z ∈ L N (u)∩ L N (y), RN (u)∩ RN (y) or L N (u)∩ RN (y). Firstly, if z ∈ L N (u)∩ L N (y), then (b, a, . . . , c) = z =
(a, b, . . . , c, d, g), where d 6= g ∈ {0, 1, 2}, and so a = b, which is a contradiction. Secondly, if z ∈ RN (u)∩RN (y),
since RN (u) = {v, z}, we have that (c, b, a, . . . , e) = z = (c, b, a, b, a, . . . , c), where the last n − 1 integers in
(c, b, a, . . . , e) is the same as that in the coordinate of v. Thus e = a or b, but from the last second equality we deduce
that e = c 6= a, b, which is a paradox. Thirdly, if z ∈ L N (u)∩ RN (y), then (b, a, b, a, . . . , c) = (c, b, a, b, a, . . . , c)
since L N (u) = {z, v} and RN (y) = {z, w} in this case, which implies c = b = a, also a contradiction. These
three contradictions show that neither u nor v is an end vertex of P . Hence we assume without loss of generality that
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P = zuvw, z = (c, a, b, a, b, . . .) and w = (a, b, a, b, . . . , c). Since C is not a uniform cycle, Q2 = wyz is not any
L-type path, which indicates c(Q2) = (hk) = (L R), (RL) or (R R). Consequently, h = R or k = R. If h = R, then
{(b, a, b, a, . . .), (c, a, b, a, b, . . .)} = RN (w) = {y, v}, and so y = (c, a, b, a, b, . . .) = z, which is a contradiction;
if k = R, then {(a, b, a, b, . . .), (a, b, a, b, . . . , c)} = L N (z) = {y, u}, which implies y = (a, b, a, b, . . . , c) = w,
also a contradiction. Proposition B follows.
By Proposition B, we deduce that either z ∈ L N (u) and w ∈ L N (v) or z ∈ RN (u) and v ∈ RN (v). Only the
first case is considered here, since the latter can be discussed in the same way. In this case, Proposition B implies
L N (y) = {z, w}, so w = (a, b, a, . . . , c) and z = (b, a, b, . . . , c). But L N (y) = {z, w} means that the first elements
in the coordinates of w and z must be the same, this contradicts negative Case 1.
Case 2. Vertex u and v are not adjacent in C .
In this case, C contains a path of length two joining u and v, which is impossible by Proposition A.
According to above discussion, we conclude that C contains at most one alternating vertex.
Suppose by contradiction that u is the unique alternating vertex in C = uvwxyu. Since both RN (u) and
L N (u) have alternating vertex, it follows that yuv is an L- or R-type path, say L-type path. If we assume,
losing no generality, that u = (0, 1, 0, 1, . . .), then y = (2, 0, 1, 0, 1, . . .) and v = (1, 0, 1, 0, . . . , 2). Write
z = (1, 0, 1, 0, . . .), r = (2, 1, 0, 1, 0, . . .) and s = (0, 1, 0, 1, . . . , 2), then z is an alternating vertex adjacent to
u, r zuvr and syuzs are two 4-cycles. We claim that r 6= w, since otherwise the 5-cycle wxyuzw would contain
two alternating vertices. Similarly, s 6= x . From these two observations, we deduce that RN (v) = {u, r} and
L N (y) = {u, s} by comparing the coordinates. Therefore w ∈ L N (v), x ∈ RN (y), w = (0, 1, 0, 1, . . . , 2, p)
and x = (q, 2, 0, 1, 0, 1, . . .), where p, q are two distinct integers other than 2. Noting that xyuvw is an L-type path
and C is not a uniform cycle, we have w ∈ L N (x). So {(2, 0, 1, 0, 1, . . .), (2, 0, 1, 0, 1, . . . , 2)} = L N (x) = {y, w}
and (0, 1, 0, 1, . . . , 2, p) = w = (2, 0, 1, 0, 1, . . . , 2), which is a contradiction. The second part of Lemma 3.8
follows. 
Lemma 3.9. If n ≥ 4, then ξ5(U K (2, n)) ≥ 6.
Proof. Let X be a connected vertex-induced subgraph of order 5. By Corollaries 3.3 and 3.4 and Lemma 3.8, X
contains at most six edges; again by Corollaries 3.3 and 3.4, Lemma 3.8 and Proposition A, X contains at most two
alternating vertices. Hence, ∂(X) ≥ 3× 4+ 3× 3− 2× 6 ≥ 6 and so the lemma follows. 
For a minimum m-restricted edge cut S of graph G, define the two connected components of G − S as its m-
restricted fragments, or simply fragments if m is clearly from the context, corresponding to S; m-restricted fragments
with minimum order are called m-atoms, or simply atoms. According to Lemma 3.9 and Corollary 3.7, we obtain the
following:
Lemma 3.10. If U K (2, n) is not maximal 3-restricted edge connected, then its atom has order at least 6. 
Lemma 3.11. Let S be a minimum 3-restricted edge cut of U K (2, n). If |S| = 4, then S is a matching.
Proof. Let F and E be the two fragments corresponding to S, let SF and SE indicate the sets of vertices of F and E
covered by S respectively. It suffices to show that |SF | ≥ 4 and |SE | ≥ 4.
Suppose to the contrary that |SF | ≤ 3. By Lemmas 2.3 and 3.10, |SF | = 3, since otherwise SF would be a vertex-
cut of size at most 2. Put SF = {x, y, z}. By Lemma 3.1, F \ SF contains an isolated vertex v. Since N (v) ⊂ SF ,
we deduce that d(v) = 3 and N (v) = SF , which implies that vertex v is an alternating vertex. Since every alternating
vertex has exactly one alternating vertex as its neighbor, SF contains exactly one alternating vertex, say x . Combining
this observation with |S| = 4, we have that |[SF, F \ (SF ∪ {v})]| = 4, which implies that F \ SF has exactly two
components by Lemma 2.3, and one of these two components is the isolated vertex v. Denoted by H , the other
component of F \ SF . By Lemma 3.10, we have |[H, SF]| = 4 and |H | ≥ 2. Since x is an alternating vertex,
N (x) ∩ V (H) contains only one element, say w. Clearly {y, z, w} forms a vertex cut of G. We claim that H \ w is
connected with order at least 2. If H \ w is disconnected or |H \ w| = 1, then H \ w contains an alternating vertex e
by Lemma 3.1. And so, there exists a path of length 2 that joins alternating vertices e and v — but this is impossible
by Proposition A. Now we obtain that {y, z, w} is a restricted vertex cut of size 3, a contradiction to Lemma 3.1.
Therefore |SF | ≥ 4. Similarly, |SE | ≥ 4 as desired. 
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Lemma 3.12. If S = {xi yi : i = 1, 2, 3, 4} is a minimum 3-restricted edge cut of size 4, let F and E be the
two fragments corresponding to S, set SF = {x1, x2, x3, x4}, SE = {y1, y2, y3, y4}, then the subgraph induced
by SF ∪ SE is two disjoint 4-cycles. Furthermore, we may assume that L N (x1) = L N (y2) = {x2, y1} and
L N (x3) = L N (y4) = {x4, y3}.
Proof. Assume, losing no generality, that y1 ∈ L N (x1).
Claim 1. There is an edge, say x2 y2, in {xi yi : i = 2, 3, 4} such that L N (x1) = L N (y2) = {x2, y1}.
Write {z} = L N (x1) − {y1} and {w} = RN (y1) − {x1}. Since S is a matching, it follows that z ∈ F and w ∈ E .
By Lemma 2.1, zw is an edge joining F to E . Claim 1 follows.
Assume without loss of generality that y3 ∈ L N (x3). Similarly to the proof of Claim 1, there is an edge
uv ∈ {x1 y1, x2 y2, x4 y4} such that L N (x3) = {u, y3} = L N (v). Since RN (x2) = {x1, y2} and x3 ∈ RN (u), we
deduce that u 6= x2. If u = x1, then v = y1 and (L) = c(x1 y1) = c(uv) = (R), which shows that x1 and y1 are two
alternating vertices, and that {x2, x3, x4} is a vertex cut. Hence, F \{x2, x3, x4} contains an isolated vertexw of degree
3 and w is an alternating vertex. Now x1x2w is a path of length 2 that joins two alternating vertices. This contradiction
shows u = x4, v = y4, L N (x3) = L N (y4) = {x4, y3}. 
Lemma 3.13. If F is a fragment corresponding to a minimum 3-restricted edge cut S of size 4, then SF is a
3-restricted vertex cut.
Proof. Define F and SF in the same way as in Lemma 3.12. It suffices to show that F \ SF contains neither
isolated vertex nor isolated edge. If F \ SF contains an isolated vertex, by Lemma 3.12 it is an alternating vertex
contained in a triangle; this contradicts Lemma 3.2. Hence, F \ SF contains no isolated vertex. Suppose that
F \ SF contains an isolated edge uv. Since 4-cycles contain no chord and N (u), N (v) ∈ {u, v, x1, x2, x3, x4}, if
d(u) = 4, we have d(v) = 3, and so v is an alternating vertex contained in a triangle, contradicting Lemma 3.2.
This contradiction implies that both vertices u and v are alternating vertices. What’s more, we may assume that
N (u) = {v, x3, x2} and N (v) = {u, x1, x4}. Since L N (x1) = {x2, y1}, we have v ∈ RN (x1), similarly, u ∈ L N (x2).
Thus, uvx1x2u is an uniform 4-cycle containing two alternating vertices. Assume without loss of generality that
u = (1, 0, 1, 0, . . .); then v = (0, 1, 0, 1, . . .), x1 = (1, 0, 1, 0, . . . , 2), x2 = (0, 1, 0, 1, . . . , 2, c) where c 6= 2.
Since {(0, 1, 0, 1, 0, . . .), (2, 1, 0, 1, 0, . . .)} = RN (u) = {u, x2}, it follows that (2, 1, 0, 1, 0, . . .) = x2 =
(0, 1, 0, 1, . . . , 2, c). This contradiction shows that F \ SF contains no isolated edge. Lemma 3.13 follows. 
Lemma 3.14. Let S and F be the same as defined in Lemma 3.12. If F is an atom of U K (2, n), then SF contains no
alternating vertex.
Proof. Suppose, to the contrary, that x1 is an alternating vertex of SF . Then either x2 or y1 is also an alternating
vertex.
Case 1. Vertex y1 is an alternating vertex.
Recall that every edge joining two alternating vertices is contained in two 4-cycles with this edge as their unique
common edge (the reader may refer to the 4-cycle illustrated in the proof of Corollary 3.7). Let x1 y1uvx1 be the second
4-cycle containing x1 y1, which is different from cycle x1 y1 y2x2x1. Since S is a 3-restricted edge cut, uv = y3x3 or
y4x4. By Lemma 3.13, SF − {x1} is a 3-restricted vertex cut of order three, contradicting Lemma 3.1.
Case 2. Vertex x2 is an alternating vertex.
Write N (x2) = {x1, y2, u}, N (x1) = {x2, y1, v}. Then {x3 y3, x4 y4, x2u, x1v} forms a 3-restricted edge cut, which
separates a proper subgraph H of F from F . Obviously, H is a fragment, contradicting the definition of atoms.
Lemma 3.14 follows. 
Theorem 3.15. If n ≥ 3, then undirected Kautz graph U K (2, n) is super 2-restricted edge connected.
Proof. Recall that the theorem is true when n = 3, so assume n ≥ 4 in the following discussion. Suppose by
contradiction that U K (2, n) is not super edge restricted edge connected for some n ≥ 4. Let S be a minimum 3-
restricted edge cut separating atom F and fragment E such that |S| = 4. According to Lemma 3.11, S is a matching
and the subgraph H induced by the vertices covered by S has the same construction as pictured in Lemma 3.12.
Let’s make the convenience that H is the same subgraph illustrated in Lemma 3.12. By Lemma 3.14, SF contains no
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alternating vertex. Put x1 = (h1, h2, h3, . . . , hn−2, hn−1, hn), since the first two and the last two entries are any two
distinct elements of {a, b, c} = {0, 1, 2} respectively, we may assume that h1 = 1, h2 = 2, hn−1 = a, hn = b. Noting
L N (x1) = {x2, y1}, we deduce that y1 = (2, h3, . . . , hn−2, a, b, c) and x2 = (2, h3, . . . , hn−2, a, b, a), or y1 =
(2, h3, . . . , hn−2, a, b, a) and x2 = (2, h3, . . . , hn−2, a, b, c). Without loss of generality, let’s accept the former. Since
RN (x2) = RN (y1) = {x1, y2} and x1 = (1, 2, h3, . . . , hn−2, a, b), it follows that y2 = (0, 2, h3, . . . , hn−2, a, b).
Consider the two paths P = x1uwzdxy2 and Q = x1vwedyy2 that join x1 and y2, where
u = (2, 1, 2, h3, . . . , hn−2, a) w = (1, 2, h3, . . . , hn−2, a, c)
z = (2, h3, . . . , hn−2, a, c, a) d = (0, 2, h3, . . . , hn−2, a, c)
x = (2, 0, 2, h3, . . . , hn−2, a) v = (0, 1, 2, h3, . . . , hn−2, a)
y = (1, 0, 2, h3, . . . , hn−2, a) e = (2, h3, . . . , hn−2, a, c, b).
We see that P and Q are edge-disjoint with c(P) = c(Q) = (RL L R RL). From the characteristics of the coordinates
of those vertices in P and Q, we deduce that neither P nor Q contains vertex of {x1, x2, y1, y2} as an internal vertex
unless u = x2 or x = x2. Note that u ∈ RN (x1) and x2 ∈ L N (x1), if u = x2 then x1 is an alternating vertex,
contradicting Lemma 3.14. If x = x2 then y2 ∈ L N (x2) ∩ RN (x2), so, both x = x2 and y2 are alternating vertices.
This is impossible by Lemma 3.14 unless x2 exchanges for y1. These two contradictions show that neither edge x1 y1
nor y2x2 is contained in Q ∪ P .
Since P and Q are edge-disjoint and S is an edge cut separating their endpoints, it follows that x3 y3, x4 y4 ∈
E(P ∪ Q). Noting that y3 ∈ L N (x3) and c(x3 y3) = (L), and that any path of P ∪ Q joining x1 and y2 has the same
characteristics as P , and that if traversing any path of P ∪ Q form x1 to y2, one must encounter x3 before y3, we
conclude that x3 y3 ∈ {vw, uw,wz, we, xy2, yy2}. Since x1 ∈ L N (u) ∪ L N (v), it follows that x1 6∈ L N (x3), and so
x3 6∈ {v, u}. Thus x3 y3 ∈ {wz, we, xy2, yy2}. Since y2 6∈ N (x3), we have x3 6∈ {x, y}. Therefore x3 y3 ∈ {wz, we}. If
x3 y3 = wz, since {x4, y3} = L N (x3) = L N (w) = {z, e}, we deduce that x4 = e and y4 = d; if x3 y3 = we, since
{x4, y3} = L N (x3) = L N (w) = {z, e}, we deduce that x4 = z and y4 = d . In either case, we do have that x3 = w,
y4 = d and {x4, y3} = {e, z}. Consider herein only the first case, namely x3 y3 = wz, and leave the second one to the
readers.
Let k be the element of {0, 1, 2} − {2, h3}. Consider path M = x2 f ghi j y1, where
f = (h3, . . . , hn−2, a, b, a, c) g = (k, h3, . . . , hn−2, a, b, a)
h = (2, k, h3, . . . , hn−2, a, b) i = (k, h3, . . . , hn−2, a, b, c)
j = (h3, . . . , hn−2, a, b, c, b).
We deduce that c(M) = (L R RL L R). Comparing the coordinates of those vertices in M with that in {x1, x3, y2, y4},
we see that V (M) ∩ {x1, x3, y2, y4} is either {x3} = { f } or {y4} = { f }. Note that L N (x3) = L N (y4) = {y3, x4} and
g ∈ RN ( f ). If f = x3, then x3 y3 ∈ E(M) or x4 y4 ∈ E(M), and so g = x4 or y3. Hence, x3 ∈ L N (x4) ∩ RN (x4) or
x3 ∈ L N (y3) ∩ RN (y3), which implies that x3 is an alternating vertex, a contradiction; if f = y4, then y4 is adjacent
to x2. These two contradictions show that M is a path joining x2 to y1 that contains no edge of S. Theorem 3.15
follows from this contradiction. 
4. Maximal 3-restricted edge connectivity
Lemma 4.1. Let S be a minimum 3-restricted edge cut of U K (2, n). If U K (2, n) is not maximal 3-restricted edge
connected, then S is a matching of size 5.
Proof. Let F and E be the two fragments corresponding to S. It suffices to show that |SF | ≥ 5 and |SE | ≥ 5. By
Theorem 3.15, |S| = 5. Combining Lemma 3.1 and 3.10, we have |SF | ≥ 3 and |SE | ≥ 3. If |SF | = 3, then F \ SF
contains an alternating vertex w with d(w) = 3. Let A = (F \ SF) \ w. Then |[A, SF]| = 3, since SF must contain
an alternating vertex adjacent to alternating vertex w. Hence, A is also an alternating vertex, and so there exists a path
of length two joining two alternating vertices. This contradiction to Proposition A shows that |SF | ≥ 4. similarly
|SE | ≥ 4. Suppose to the contrary that either |SF | ≤ 4 or |SE | ≤ 4.
Case 1. |SF | = |SE | = 4.
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Fig. 1. Subgraphs of U K (2, n).
Let xi ∈ SF and y j ∈ SE be the only two vertices in SF ∪ SE incident with two edges in S respectively. Write
SF = {x1, x2, x3, x4}, SE = {y1, y2, y3, y4}.
Subcase 1.1. Vertex xi is not adjacent to y j .
Let H be the subgraph induced by S. Then H consists of two paths of length 2 and an isolated edge. Write
H = y1x1 y2 ∪ x2 y3x3 ∪ x4 y4 as we may, where xi = x1 and y j = y3. Assume, losing no generality, that
y4 ∈ L N (x4). Employing the method used in the proof of Claim 1 of Lemma 3.12, one can show that there is an
edge in {x1 y1, x1 y2, x2 y3, x3 y3}, say x3 y3, such that
L N (x4) = L N (y3) = {x3, y4}. (1)
Formula (1) implies x2 ∈ RN (y3). And so, there is an edge uv ∈ {x4 y4, x1 y2, x1 y1} such that L N (x2) = L N (v) =
{y3, u}. Since κ(U K (2, n)) = 3, this edge uv ∈ {x1 y1, x1 y2}, say uv = x1 y2, such that
L N (x2) = L N (y2) = {x1, y3}. (2)
This shows that y1 ∈ L N (x1) (refer to (a) in Fig. 1, where the head of a vector stands for the left neighbour of the tail
and an edge joins two alternating vertices).
Since S is a 3-restricted edge cut, {u} = L N (x1) − {y1} ⊂ V (F). If u ∈ F \ SF , then either vu ∈ [F, E] − S
or vy1 ∈ [F, E] − S (according to whether v is contained in E or F), where v ∈ RN (y1) − {x1}. This contradiction
implies u ∈ SF . Since RN (x3) = {x4, y3}, we have u 6= x3. If u = x4, then L N (x1) = L N (y4) = {x4, y1}, and so
{y1, y2} is a vertex cut, a contradiction; if u = x2, then v = y3 and L N (x1) = L N (y3) = {x2, y1}, a contradiction to
Formula (1). These two contradictions negate Subcase 1.1.
Subcase 1.2 Vertex xi is adjacent to y j .
In this case, we may write H = x1 y1x2 y2 ∪ x3 y3 ∪ x4 y4 and assume y1 ∈ L N (x1), where xi = x2, y j = y1.
Claim 1. The left neighbor u of x1, u 6= y1, is contained in {x2, x3, x4}.
Otherwise, we conclude that u ∈ F \ SF , L N (x1) = L N (x2) = {y1, u} and y2 ∈ RN (x2) (namely x2 ∈ L N (y2)).
So, there is an edge ab ∈ {x3 y3, x4 y4}, say x3 y3, such that L N (y2) = L N (x3) = {x2, y3}; refer to (b) in Fig. 1.
Clearly, x4 6∈ L N (y3), since otherwise L N (y3) − {x4} 6⊆ {y1, y2, y3} and so we have a contradiction that |S| > 5.
Hence, y4 ∈ L N (x4), L N (x4)− {y4} ⊂ {x3, x1}.
If L N (x4) = {y4, x1}, then y1 and x1 are two alternating vertices. And so, {y1 y4, x2 y2, x3 y3, x4 y4} is a 3-restricted
edge cut (refer to (c) in Fig. 1), which is a contradiction; if L N (x4) = {y4, x3}, then {x1 y1, ux2, x3x4} is a 3-restricted
edge cut, which is also a contradiction. Claim 1 follows from these contradictions.
Now, if u = x2, then triangle x1x2 y1x1 is not a uniform cycle, contradicting Lemma 3.2. So u = x3 or x4. Consider
here only the case when u = x3 since the same technique may be employed to handle the other case. Under this
assumption, there is an edge x3v such that L N (x1) = L N (v) = {x3, y1}. This implies that v = x2 or y3.
Subcase 1.2.1. v = x2
In this case, we have that
L N (x1) = L N (x2) = {x3, y1}. (3)
Formula (3) implies y2 ∈ RN (x2), y3 ∈ L N (x3), and so there is an edge xy ∈ {x1 y1, x2 y1, x2 y2, x4 y4} such that
x ∈ F, y ∈ E and L N (y) = L N (x3) = {x, y3}. If x = x2, then x3 and x2 are two alternating vertices by (3), which
implies that {x1, x4} is a vertex cut, a contradiction; if x = x1, then x1, x2, y1 are alternating vertices, contradicting
Proposition A. These two contradictions show that x = x4, y = y4 and
L N (x3) = L N (y4) = {x4, y3}. (4)
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Formula (3) shows that x1, x2 ∈ RN (y1) and formula (4) shows that x3, y4 ∈ RN (y3). Hence, y1, y3 6∈ L N (y2) and
so L N (y2) = {x2, y4}. Recalling that y2 ∈ RN (x2), we derive
L N (y2) = L N (x4) = {x2, y4}. (5)
(4) and (5) imply that x4 is an alternating vertex, x1 is thus a cut vertex, which is a contradiction.
Subcase 1.2.2. v = y3.
In this case, we have that
L N (x1) = L N (y3) = {x3, y1}. (6)
Hence, x2 ∈ L N (y1). Let w ∈ L N (y1) − {x2}. Since y1 is not an alternating vertex in this case (Otherwise
T = {y2, y3, y4} would be a restricted vertex cut, since if E \ T contains an isolated vertex u, then y1x2 y2uy3x1
is a 5-cycle containing alternating vertex y1, contradicting Lemma 3.8) and the triangle is a uniform cycle, we have
w = y4, and so
L N (y1) = L N (x4) = {y4, x2}. (7)
This shows that y2 ∈ L N (x2). As a result, x1 or x4 ∈ L N (x2) − {y2}. If x1 ∈ L N (x2), then L N (x2) = L N (y1) =
{x1, y2}, contradicting (7); if x4 ∈ L N (x2), then L N (x2) = L N (y4) = {x4, y2}, combining this observation with
(7) we deduce that x2, x4 and y4 are three alternating vertices, so x2x4 y4 is a path of length 2 joining two alternating
vertices, contradicting Proposition A.
Case 2. |SF | = 4 and |SE | = 5.
In this case, H is the union of three edges and a path of length two, so assume as we may that H =
x1 y1 ∪ x2 y2 ∪ x3 y3 ∪ y4x4 y5, and that y1 ∈ L N (x1). Then there is an edge uv ∈ {x2 y2, x3 y3, x4 y4, x4 y5} such
that u ∈ F, v ∈ E and L N (v) = L N (x1) = {u, y1}.
Subcase 2.1. uv = x4 y4 or x4 y5.
Assume here uv = x4 y4, and we leave the other case to the reader.
In this case, we have,
L N (y4) = L N (x1) = {x4, y1}. (8)
Hence, y5 ∈ L N (x4). Letw ∈ L N (x4)−{y5}. Thenw ∈ {x1, x2, x3, y4}. Ifw = x1, then x1 and x4 are two alternating
vertices, {x1, x2, x3} is thus a restricted vertex cut, contradicting Lemma 3.1. Similarly, w 6= y4. Therefore w = x2 or
x3. Assume losing no Generality, that w = x2; then
L N (x4) = L N (y2) = {x2, y5}. (9)
If y3 ∈ L N (x3), then x1 ∈ L N (x3); hence L N (x3) = L N (y1) = {x1, y3}, which implies that x1 and y1 are two
alternating vertices. Combining this observation with (8) and (9), we see that {x2, x3} is a vertex cut, contradicting
Lemma 2.3. A similar contradiction results in the case when y3 ∈ RN (x3). Lemma 4.1 follows from these two
contradictions. 
Theorem 4.2. The undirected Kautz graph U K (2, n) is maximal 3-restricted edge connected if n ≥ 3.
Proof. Recall that the theorem is true when n = 3. Suppose by contradiction that U K (2, n) is not maximal 3-restricted
edge connected for some n ≥ 4. Let S be a minimum 3-restricted edge cut, by Theorem 3.15 and Lemma 4.1, S is
a matching of size 5. Write S = {x1 y1, x2 y2, x3 y3, x4 y4, x5 y5}, where x1, x2, x3, x4, x5 ∈ V (F) and the other five
vertices forms an subset of E , F and E are the two fragments corresponding to S. Assume losing no generality that
y1 ∈ L N (x1). Then there is an edge, say x2 y2, in S such that
L N (x1) = L N (y2) = {x2, y1}. (10)
We also lose no generality in assuming that y3 ∈ L N (x3). Let u ∈ L N (x3) − {y3}. Then u = x1, x4 or x5; since the
three cases lead to a similar constructs, assume without loss of generality that u = x4. Then
L N (y4) = L N (x3) = {x4, y3}. (11)
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We also accept the assumption that y5 ∈ L N (x5) without loss of generality. Then x1 or x3 ∈ L N (x5); say
x3 ∈ L N (x5). Now we have
L N (x5) = L N (y3) = {x3, y5}. (12)
Combining (11) and (12), we deduce that x3 and y3 are two alternating vertices. Let x1 = (1, 2, h3, . . . , hn−2, a, b).
By Formula (10), either y1 = (2, h3, . . . , hn−2, a, b, c), x2 = (2, h3, . . . , hn−2, a, b, a) and y2 =
(0, 2, h3, . . . , hn−2, a, b), or
y1 = (2, h3, . . . , hn−2, a, b, a), x2 = (2, h3, . . . , hn−2, a, b, c) and
y2 = (0, 2, h3, . . . , hn−2, a, b).
We lose no generality in accepting the latter. Put P = x1vwqrsy2 and Q = x1uwprty2, where
v = (2, 1, 2, h3, . . . , hn−2, a) w = (1, 2, h3, . . . , hn−2, a, c)
q = (2, h3, . . . , hn−2, a, c, a) r = (0, 2, h3, . . . , hn−2, a, c)
s = (1, 0, 2, h3, . . . , hn−2, a) u = (0, 1, 2, h3, . . . , hn−2, a)
p = (2, h3, . . . , hn−2, a, c, b) t = (2, 0, 2, h3, . . . , hn−2, a).
Then P and Q are two edge disjoint paths joining x1 and y2 with c(P) = c(Q) = (RL L R RL). Similarly to the proof
of Theorem 3.15, we obtain that y1 and x2 are not contained in H = P ∪ Q, which implies that neither P nor Q
passes x1 y1 or x2 y2. Therefore, H contains two edges of {x3 y3, x4 y4, y5x5}.
We shall prove that x3 y3 is not contained in H, x4 y4 and y5x5 are thus in H . Suppose otherwise such is not the case.
Noting that (x3 y3) has two distinct characteristics, we deduce that x3 y3 ∈ {vw,wq, qr, r t} (It is useful to compare
the coordinates of these vertices with that of an alternating vertex). By (11) and (12), we deduce that x3 y3 = wq or
qr . Since alternating vertex w has RN (w) = {u, v} and u cannot be an alternating vertex according to its coordinate,
if x3 y3 = wq then v = q = y3. Hence, x1 y3 ∈ [F, E] − S, which is a contradiction. Similarly, x3 y3 6= qr . And so,
x3 y3 is not contained in H .
Since y5x5 is contained in H and L N (x5) = {x3, y5}, comparing the characteristics of x5 y5 and P or Q, we
have that x5 y5 = wq or wp. Comparing the coordinates of the vertices p, q and y3, we obtain x5 y5 = wp, and so
x3 = q, y3 = r . But now we see that s or t , the two right neighbors of r = y3, is x3. Thus y2x3 ∈ [F, E] − S. This
contradiction completes our proof. 
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