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COMPONENTWISE LINEARITY OF PROJECTIVE VARIETIES
WITH ALMOST MAXIMAL DEGREE
ĐOÀN TRUNG CƯỜNG AND SIJONG KWAK
Abstract. The degree of a projective subscheme has an upper bound in term of the codimension and
the reduction number. If a projective variety has an almost maximal degree, that is, the degree equals
to the upper bound minus one, then its Betti table has been described explicitly. We build on this
work by showing that for most of such varieties, the defining ideals are componentwise linear and in
particular the componentwise linearity is suitable for classifying the Betti tables of such varieties. As an
application, we compute the Betti table of all varieties with almost maximal degree and componentwise
linear resolution.
1. Introduction
Let X ⊂ Pn+e be a non-degenerate closed subscheme of dimension n and codimension e over an
infinite field k. Let IX be the saturated homogeneous defining ideal and RX = k[x0, . . . , xn+e]/IX be the
homogeneous coordinate ring of X .
Among the important numerical invariants of X are the degree deg(X), the Castelnuovo-Mumford
regularity and the reduction number r = r(X) (which is defined as the reduction number of RX). In
particular, the reduction number together with the codimension provides an upper bound for the degree,
namely,
deg(X) ≤
(
e+ r
r
)
.
Those projective subschemes attaining the degree upper bound are exactly arithmetically Cohen-Macaulay
subschemes with (r + 1)-linear free resolution (see [2, Theorem 3.1]). The next to the extremal case
has been also investigated. We say that X is a projective subscheme of almost maximal degree if
deg(X) =
(
e+r
r
)
− 1. As one of the main results of [2], the authors have shown that if a projective
variety (i.e., a reduced and irreducible subscheme) is of almost maximal degree, then its arithmetic
depth, i.e., the depth of RX , is at least the dimension of the variety. So it is either arithmetically Cohen-
Macaulay (depth(RX) = n+ 1) or non-arithmetically Cohen-Macaulay with depth(RX) = n. This leads
to an explicit description of the Betti table of such varieties (see [2, Theorem 5.4, Proposition 4.6]).
In this paper we investigate the structure of the saturated defining ideal of projective varieties of
almost maximal degree and show that the componentwise linearity is suitable for our purpose.
Definition 1.1. A homogeneous ideal I is componentwise linear if the ideal I〈d〉 generated by degree d
homogeneous polynomials in I has a linear resolution for all d.
Herzog and Hibi introduced componentwise linear ideals in [8] as a generalization of linear ideals. They
showed that a Stanley-Reisner ideal I∆ is componentwise linear if and only if the Alexander dual ∆
∗ is
sequentially Cohen-Macaulay, generalizing a well-known theorem of Eagon-Reisner on the equivalence
between linearity of I∆ and Cohen-Macaulayness of ∆
∗. While componentwise linear monomial ideals
are studied extensively by many authors, componentwise linear prime ideals, so varieties, have not been
understood well.
In literature, componentwise linearity of curves has been considered by several authors. For examples,
the tetrahedral curves with componentwise linear resolutions are characterized by Francisco-Migliore-
Nagel in [4, Corollary 4.9]. Almost all curves with maximal Hartshorne-Rao module with respect to their
degree and genus are componentwise linear in characteristic zero (see Nagel [11, Corollary 6.2]). A pro-
jective subscheme of maximal degree has a linear resolution (see [2, Theorem 3.1]), so it is componentwise
linear. By [2, Theorem 4.1], an arithmetically Cohen-Macaulay projective subscheme X has an almost
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maximal degree if and only if dimk(IX)r = 1 and the truncated ideal (IX)≥r+1 has a linear resolution
where r is the reduction number of RX . Consequently X has a componentwise linear resolution.
Our current research is motivated by the following question of Satoshi Murai.
Question 1.2. Are the saturated defining ideals of projective varieties of almost maximal degree com-
ponentwise linear?
The main aim of this paper is to give a complete answer to Question 1.2. By the discussion above, it suffices
to consider non-arithmetically Cohen-Macaulay projective varieties of almost maximal degree. It is shown
by [2, Theorem 5.1] that these varieties have an almost maximal arithmetic depth, say, depth(RX) = n =
dim(X). This property together with the almost maximality of degree enables one to describe explicitly
their Betti tables. We will show that most of them have componentwise linear resolutions and at the
same time characterize those without componentwise linear resolutions (see Theorem 3.4). We actually
enlarge our category to include not only varieties of almost maximal degree but all projective subschemes
of almost maximal degree and almost maximal arithmetic depth.
About the structure of the paper, in Section 2 we characterize projective subschemes of almost maximal
degree and arithmetic depth in terms of their initial ideal and compute their Betti tables. Componetwise
linearity is studied in Section 3 where we present the main result characterizing componentwise linearity
of projective subschemes of almost maximal degree and arithmetic depth.
Through this paper, k is an infinite field and a projective variety is a reduced and irreducible projective
subscheme. The computation in this paper is established by using Macaulay 2 (cf. [5]).
2. Projective subschemes of almost maximal degree and arithmetic depth
Let X ⊂ Pn+e be a non-degenerate projective subscheme of dimension n and codimension e over the
field k. Denote by Si the polynomial ring k[xi, . . . , xn+e] for n, e > 0 and i = 0, 1 . . . , n+ e. Let IX ⊂ S0
be the saturated homogeneous defining ideal of X and RX = S0/IX be the homogeneous coordinate ring.
Let S be a k-subalgebra ofRX generated by linear forms such that S →֒ RX is a Noether normalization,
i.e., S is a polynomial k-algebra and RX is a finitely generated S-module. The reduction number of RX
with respect to S is the supremum of degree of all homogeneous minimal generators of RX as an S-
module, denoted rS(R). The reduction number of RX is the least rS(R) where S runs over all Noether
normalization (see [14]). This number, say r, is also called the reduction number of X .
One might change the variables by a linear transformation such that Se = k[xe, . . . , xn+e] → RX is
a Noether normalization of RX whose reduction number is exactly r. Then we have the upper bounds
for degree deg(X) = deg(RX) ≤
(
e+r
e
)
. On the other hand, we always have the upper bound of the
arithmetic depth of X , namely, depth(RX) ≤ n+ 1.
We say that X is a subscheme of maximal degree if deg(X) =
(
e+r
e
)
and that X is of almost maximal
degree if deg(X) =
(
e+r
e
)
− 1. If depth(RX) = n + 1 then X is arithmetically Cohen-Macaulay. If
depth(RX) = n then we say that X has an almost maximal arithmetic depth. A projective variety
of maximal degree is always arithmetically Cohen-Macaulay (see, for example, [2, Theorem 3.1]). If a
projective variety X is of almost maximal degree then depth(RX) ≥ dim(X) (see [2, Theorem 5.1]), so
X has at least an almost maximal arithmetic depth. In the sequel, instead of considering only varieties,
we enlarge our category to include all projective subschemes with almost maximal degree and almost
maximal arithmetic depth.
The first result of this section is a characterization of projective subschemes X of almost maximal
degree and arithmetic depth in terms of their initial ideals.
Theorem 2.1 (Initial ideal). Let X ⊂ Pn+e be a non-degenerate closed subscheme of dimension n,
codimension e and reduction number r. Let IX ⊂ S0 be the saturated defining ideal of X and RX =
S0/IX . Assume that S = Se = k[xe, . . . , xn+e] is a Noether normalization of RX with reduction number
rS(RX) = r. We fix the degree reverse lexicographic order on the monomials of S0. The following
statements are equivalent
(a) X is a subscheme of almost maximal degree and almost maximal arithmetic depth;
(b) in(IX) = (x0, . . . , xe−1)
r+1 + (uv), where u ∈ k[x0, . . . , xe−1] is a monomial of degree r and v ∈
k[xe, . . . , xn+e] is a monomial of positive degree.
If it is the case, then reg(RX) = reg(S0/ in(IX)) = deg(uv)− 1.
Proof. (b)⇒ (a): The degree conclusion follows from the comparison
deg(RX) = deg(S0/ in(IX)) =
(
e+ r
e
)
− 1.
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In order to prove the depth conclusion, let J = (x0, . . . , xe−1). We have a short exact sequence
0→ S0/J
r+1 ∗uv−→ S0/J
r+1 → S0/ in(IX)→ 0.
Since S0/J
r+1 is Cohen-Macaulay of dimension n+ 1, we obtain
depth(S0/ in(IX)) ≥ n.
Now the Cancellation Principle induces the inequalities of Betti numbers βS0ij (S0/IX) ≤ β
S0
ij (S0/ in(IX))
for any i, j (see [6, Corollary 1.21] or [9, Section 3.3]) which lead to a comparison of the projective di-
mension
proj.dimS0(S0/IX) ≤ proj.dimS0(S0/ in(IX)).
The Auslander-Buchsbaum formula then implies that depth(S0/IX) ≥ depth(S0/ in(IX)) ≥ n. As S0/IX
is not Cohen-Macaulay (see [1, Proposition 2.1]), depth(S0/IX) = n.
(a)⇒ (b): Suppose deg(X) =
(
e+r
e
)
− 1 and depth(RX) = n.
The Se-module RX has a minimal set of generators containing all monomials in x0, . . . , xe−1 which
are not contained in the ideal in(IX) + (xe, . . . , xn+e) (see [2, Lemma 2.4]). Denote this set by B0 and
its cardinality by µSe(RX). The maximal degree of monomials in B0 is the reduction number of RX (see
[14]), so we obtain (
e+ r
e
)
− 1 ≤ deg(X) ≤ µSe(RX) ≤
(
e+ r
e
)
.
Since X is not arithmetically Cohen-Macaulay, deg(X) < µSe(RX) and we obtain µSe(RX) =
(
e+r
e
)
.
This shows that
B0 = {x
n0
0 . . . x
ne−1
e−1 : n0 + . . .+ ne−1 ≤ r}.
Hence the initial ideal in(IX) is minimally generated by a disjoint union of the set Tr+1 of all monomials
in x0, . . . , xe−1 of degree r+1 and a set M of some monomials in S0 divided by some xi for i ≥ e. Write
M = {u1v1, . . . , usvs} where ui ∈ k[x0, . . . , xe−1] with 0 < deg(ui) ≤ r and vi ∈ k[xe, . . . , xn+e] with
deg(vi) > 0. We have
deg(S0/ in(IX)) = deg(S0/IX) =
(
e+ r
e
)
− 1,
and
deg(S0/ in(IX)) = deg(S0/(u1, . . . , us, Tr+1)).
So deg(S0/(u1, . . . , us, Tr+1)) =
(
e+r
e
)
−1. The degree of S0/(u1, . . . , us, Tr+1) is the number of monomials
in T0∪T1∪ . . .∪Tr which are not in {u1, . . . , us}. Since |T0∪T1∪ . . .∪Tr| =
(
e+r
e
)
, it induces the identity
u1 = u2 = . . . = us = u with deg(u) = r.
In order to obtain the desired description of the initial ideal of IX , it is essential to study the minimal
free resolution of RX as an Se-module.
To start with, we prove that the equivalence classes in RX of the monomials in B0 \{u} are Se-linearly
independent. Let’s denote the monomials in B0 \ {u} by u1, . . . , ud, where d =
(
e+r
r
)
− 1 = deg(RX).
Assume that
f1u¯1 + . . .+ fdu¯d = 0,
for some polynomials f1, . . . , fd ∈ Se which are not identically zero. Let f = f1u1 + . . . + fdud ∈ I. We
can assume in addition that f1, . . . , fd are homogeneous polynomials such that f is also homogeneous.
Obviously u1, . . . , ud ∈ S0 are linearly independent over Se, so f 6= 0. Write in(f) = λm1m2, where
λ ∈ k×, m1 ∈ B0 \ {u} and m2 ∈ Se. Then this contradicts to the fact that in(f) lies in in(I) which
is minimally generated over Se by Tr+1 ∪ {uv1, . . . , uvs}. This shows that u1, . . . , ud are Se-linearly
independent.
Now the Auslander-Buchsbaum formula induces
proj.dimSe(RX) = depth(Se)− depth(RX) = 1.
Since µSe(RX) = d+ 1, deg(RX) = d, RX as an Se-module has a minimal graded Se-free resolution
0←− RX
φ
←− F0 =
d+1⊕
i=1
Seei
ψ
←− F1 = Seg ←− 0,
where {e1, . . . , ed+1} and {g} are bases of free Se-modules and
φ(ei) =
{
ui for i = 1, . . . , d,
u for i = d+ 1,
ψ(g) = (hiei)i=1,...,d+1 =: ω ∈ F0,
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for some homogeneous polynomials h1, . . . , hd+1 ∈ Se. The homomorphism φ induces an isomorphism
φ :
d+1⊕
i=1
Seei
/
(
d+1∑
i=1
hiei)
≃
−→ RX ,
The polynomial hd+1 is particularly non-zero as u1, . . . , ud are Se-linearly independent.
Recall that Tr+1 ∪ {uv1, . . . , uvs} is a minimal set of generators of in(IX). Let gi be the polynomial in
the reduced Gröbner basis of IX with in(gi) = uvi, for i = 1, . . . , s. Then no trailing monomials of gi lie
in the initial ideal in(IX) and we can write
gi = uqi +
d∑
j=1
ujqij ,
with some homogeneous polynomials qi, qij ∈ Se and in(qi) = vi. In the Se-module F0 =
⊕d+1
j=1 Seej we
consider the elements
ωi = qied+1 +
d∑
j=1
qijej, i = 1, . . . , s.
We have φ(ωi) = gi = 0, hence ωi ∈ Ker(φ) = Im(ψ) = (ω) and we can write ωi = aiω for some
polynomial ai ∈ Se. We denote h =
∑d
i=1 hiui + hd+1u ∈ IX , then obviously gi = φ(ωi) = aiφ(ω) = aih.
Since gi is in the reduced Gröbner basis of IX and h ∈ IX , this is possible only if ai is a non-zero constant
polynomial, i.e., ai ∈ k
×. This deduces that s = 1 and
in(IX) = (Tr+1) + (uv1).
It remains to prove the last conclusion on Castelnuovo-Mumford regularity. Suppose X satisfies (a)
and (b). Recall that RX has a minimal graded free Se-resolution
0←− RX
φ
←− F0 =
d+1⊕
i=1
Seei
ψ
←− F1 = Seg ←− 0,
where Seei ≃ Se[− deg ui] for i = 1, . . . , d, Seed+1 ≃ Se[− deg u] and Seg ≃ Se[− deg h]. Morever
deg(h) = deg(g1) = deg(uv1) ≥ r + 1. Hence
reg(RX) = max{deg(u1), . . . , deg(ud), deg(u), deg(h)− 1}
= deg(h)− 1
= deg(uv)− 1
= reg(S0/ in(IX)).

Let M be a graded finitely generated module over a polynomial ring S. The (i, j)-th graded Betti
number of M is βS0ij = dimk Tor
S0
i (M,k)i+j . In the next we are going to compute the Betti numbers
of projective subschemes satisfying the equivalent conditions in Theorem 2.1. Let’s consider first some
examples of such subschemes.
Example 2.2. Belows are some examples of projective subschemes of almost maximal degree and arith-
metic depth.
(i) [2, Theorem 5.1] Projective varieties of almost maximal degree have almost maximal arithmetic
depth.
(ii) [2, Lemma 5.3] Let S0 = k[x0, . . . , xn+e] and J = (x0, . . . , xe−1). Let u ∈ J be a monomial of degree
r and v be a non-constant monomial in xe, . . . , xn+e. Put I = (uv) + J
r+1. Then I defines a closed
subscheme in Pn+e which satisfies the equivalent conditions in Theorem 2.1.
The Betti numbers of I are as follows:
(a) If deg(uv) = r + 1 then
βS0ij (I) =
{(
e+r
i+r+1
)(
r+i
r
)
+
(
e
i
)
if 0 ≤ i < e, j = r + 1,
0 otherwise.
(b) If deg(uv) > r + 1 then
βS0ij (I) =


(
e+r
i+r+1
)(
r+i
r
)
if 0 ≤ i < e, j = r + 1,(
e
i
)
if 0 ≤ i ≤ e, j = deg(uv),
0 otherwise.
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Corollary 2.3. Let X ⊂ Pn+e be a non-degenerate closed subscheme of dimension n, codimension e and
reduction number r. Let RX = S0/IX be the homogeneous coordinate ring of X. Suppose S = Se → RX
is a Noether normalization with reduction number rS(RX) = r. The following statements are equivalent
(a) X is of almost maximal degree and almost maximal arithmetic depth;
(b) RX , as an S-module, has the graded Betti numbers
βSi,j(RX) =


(
e+j−1
j
)
if i = 0, 0 ≤ j ≤ r,
1 if i = 1, j = reg(R),
0 if i = 1, j 6= reg(R) or i > 1.
(c) RX , as an S-module, has the Betti numbers
βSi (RX) =


(
e+r
r
)
if i = 0,
1 if i = 1,
0 if i > 1;
Proof. The implications (b)⇒ (c)⇒ (a) are obvious. We are going to show (a)⇒ (b).
Assume that X has deg(X) =
(
e+r
e
)
− 1 and depth(RX) = n. Due to the proof for Theorem 2.1
((b)⇒ (a)), we have
βSei,j (RX) =
{
1 if i = 1, j = reg(R),
0 if i > 1 or i = 1, j 6= reg(R).
Now we compute βSe0,j(RX). We have seen in the proof of Theorem 2.1 that RX is minimally generated
over Se by all monomials in x0, . . . , xe−1 of degree from 0 to r. Consequently, we have
r∑
j=0
βS0,j(R) =
(
e+ r
r
)
.
On the other hand, βS0,j(R) is bounded above by the number of monomials in x0, . . . , xe−1 of degree j,
i.e.,
βS0,j(R) ≤
(
e+ j − 1
j
)
.
This implies that
βS0,j(R) =
(
e+ j − 1
j
)
,
for all j = 0, 1, . . . , r. 
As an immediate consequence, we get information on Hilbert polynomial and arithmetic genus.
Corollary 2.4. Let X ⊂ Pn+e be a non-degenerate closed subscheme of dimension n, codimension e and
reduction number r. Let RX = S0/IX be the homogeneous coordinate ring of X. The Hilbert polynomial
of X is
PRX (T ) =
r∑
j=0
(
e− 1 + j
e− 1
)(
T + n− j
n
)
−
(
T − reg(RX)− 1 + n
n
)
.
The arithmetic genus of X is
g(X) = (−1)n(PRX (0)− 1) =
r∑
j=n+1
(
e− 1 + j
e − 1
)(
j − 1
n
)
−
(
reg(RX)
n
)
+ (−1)n+1.
In particular, if r ≤ dim(X) then
g(X) = −
(
reg(RX)
n
)
+ (−1)n+1.
So over the Noether normalization S = Se, the Betti table of X is described precisely. From this table
we can recover the Betti table of X over the ring S0.
Theorem 2.5 (Betti table). Let X ⊂ Pn+e be a non-degenerate closed subscheme of dimension n,
codimension e and reduction number r. Let IX ⊂ S0 be the defining ideal of X and RX = S0/IX . Then
X if of almost maximal degree and arithmetic depth if and only if the Betti table (over S0) of RX has one
of the following shapes (in the following tables, we write only rows with some possibly non-zero entries):
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0 1 . . . i . . . e e+ 1
0 1 – . . . – . . . – –
r – β1,r . . . βi,r . . . βe,r 1
(a) reg(RX) = r:
where for 1 ≤ i ≤ e+ 1,
βi,r =
(
e + r
i+ r
)(
r + i− 1
r
)
+
(
e
i− 1
)
.
(b) reg(RX) = r + 1:
0 1 . . . i . . . e e+ 1
0 1 – . . . – . . . – –
r – β1,r . . . βi,r . . . βe,r –
r + 1 – β1,r+1 . . . βi,r+1 . . . βe,r+1 1
where for 1 ≤ i ≤ e+ 1,
βi,r − βi−1,r+1 =
(
e+ r
i+ r
)(
r + i− 1
r
)
−
(
e
i− 2
)
,
and
βi,r ≤
(
e+ r
i+ r
)(
r + i− 1
r
)
, βi−1,r+1 ≤
(
e
i− 2
)
,
(c) reg(RX) > r + 1:
0 1 . . . i . . . e e+ 1
0 1 – . . . – . . . – –
r – β1r . . . βir . . . βe,r –
reg(R) –
(
e
0
)
. . .
(
e
i−1
)
. . .
(
e
e−1
) (
e
e
)
where for 1 ≤ i ≤ e+ 1,
βi,r =
(
e+ r
i+ r
)(
i+ r − 1
r
)
,
βi,reg(R) =
(
e
i− 1
)
.
Proof. Suppose S = Se → RX is a Noether normalization of RX with reduction number rS(RX) = r.
For the proof we make use of the relation between Betti numbers of RX over S0 and over S. For each
m ∈ Z, denote
χS0m (M) =
m∑
j=0
(−1)jβS0m−j,j(M).
Necessary condition: The proof of necessary condition is similar to the proof of Theorem 5.4 in [2] which
treats varieties rather subschemes as in the present paper. Suppose X is of almost maximal degree and
almost maximal depth. Fix the degree reverse lexicographic order on monomials of S0. Due to Theorem
2.1, the initial ideal of IX has the explicit description
in(IX) = (x0, . . . , xe−1)
r+1 + (uv),
for some monomials u in x0, . . . , xe−1 of degree r and v in xe, . . . , xn+ e of positive degree.
The Cancellation Principle (see [6, Corollary 1.21] or [9, Section 3.3]) gives rise to the comparison
0 ≤ βS0ij (RX) ≤ β
S0
ij (S0/ in(IX)).
Now using the computation in Example (ii) of Lemma 2.2 we obtain
βS0ij (RX) = 0,
for all (i, j) 6∈ {(0, 0), (1, r), . . . , (e, r), (1, reg(RX)), . . . , (e+ 1, reg(RX))}.
By definition, we always have reg(RX) ≥ r. If reg(RX) = r or reg(RX) ≥ r + 2 then we get
βS0ij (RX) = β
S0
ij (S0/ in(IX)),
for all i, j, the conclusion then follows.
COMPONENTWISE LINEARITY OF PROJECTIVE VARIETIES WITH ALMOST MAXIMAL DEGREE 7
Suppose reg(RX) = r + 1, then
χS0m (RX) = (−1)
rβS0m−r,r(RX) + (−1)
r+1βS0m−r−1,r+1(RX).
For the Betti number of RX over the Noether normalization S, from Corollary 2.3 we have
χSm(RX) =


(−1)m
(
e+m−1
e−1
)
if 0 ≤ m ≤ r,
1 if m = reg(RX) + 1,
0 otherwise.
Following [2, Corollary 2.7(a)], we have
χS0m (RX) =
e∑
j=0
(
e
j
)
χSem−j(RX) = (−1)
r
(
e+ r
i+ r
)(
r + i− 1
r
)
+ (−1)r+1
(
e
i− 2
)
.
Sufficient condition: From the Betti table, RX has projective dimension e + 1 over S0. The Auslander-
Buchsbaum formula then gives us depth(RX) = n. Furthermore, we also have
χS0m (RX) =
e∑
j=0
(
e
j
)
χSem−j(RX) = (−1)
r
(
e+ r
i+ r
)(
r + i− 1
r
)
+ (−1)reg(RX)−r
(
e
i− 1− reg(RX) + r
)
.
Now using again the relation between Betti numbers over S0 and S in [2, Corollary 2.7(a)], we obtain
χSm(RX) =


(−1)m
(
e+m−1
e−1
)
if 0 ≤ m ≤ r,
1 if m = reg(RX) + 1,
0 otherwise.
Hence
deg(RX) =
∑
m≥0
(−1)mχSm(RX) =
r∑
m=0
(
e+m− 1
e− 1
)
− 1 =
(
e+ r
e
)
− 1.
Therefore X has an almost maximal degree. 
3. Componentwise linearity
For a homogeneous ideal I ⊂ S0, we denote by I〈d〉 the ideal generated by all homogeneous polynomials
of degree d in I. Following Herzog-Hibi [8], we say that I has a componentwise linear resolution if for
each d > 0, the ideal I〈d〉 has a linear minimal free resolution. There are several characterizations of
ideals with componentwise linear resolution, mostly by the equality between the Betti numbers of the
ideal and its initial ideal with respect to certain monomial orders.
The main aim of this section is to answer Question 1.2 by showing that most of the projective sub-
schemes of almost maximal degree and arithmetic depth have componentwise linear resolution.
The following simple lemma is very useful in the sequel.
Lemma 3.1. Let I ⊂ S0 be a homogeneous ideal with a linear minimal free resolution. Then so is
(x0, . . . , xe+n)I.
Proof. The ideal I has a set of generators consisting of homogeneous polynomials of the same degree d =
reg(I). Let t be the minimal number of generators of I, then I/mI ≃ k[−d]t, where m = (x0, . . . , xe+n) ⊂
S0. From the short exact sequence
0→ k[−d]t → S0/mI → S0/I → 0,
we obtain reg(S0/mI) ≤ max{reg(S0/I), d} = d. On the other hand, mI is generated by degree d + 1
homogeneous elements, so reg(S0/mI) = d and mI has a (d + 1)-linear resolution (see [3, Theorem
1.2]). 
Corollary 3.2. Let u be a monomial in x0, . . . , xe−1 of degree r and v be a monomial in xe, . . . , xn+e
of positive degree. Put I = (x0, . . . , xe−1)
r+1 + (uv). Then I has a componentwise linear minimal free
resolution.
Proof. If deg(v) = 1 then I is generated by degree (r + 1) homogeneous polynomials. Due to Theorem
2.5(a), I has a linear resolution.
Let’s assume deg(v) > 1. It is clear that I〈r+1〉 = (x0, . . . , xe−1)
r+1 has an (r + 1)-linear resolution.
For 1 ≤ s < deg(v), the ideal I〈r+s〉 = m
s−1(x0, . . . , xe−1)
r+1 has a linear resolution due to Lemma 3.1.
For s ≥ deg(v), we have r + s ≥ deg(uv) = reg(I) and therefore I〈r+s〉 has a linear resolution (see [3,
Proposition 1.1]). 
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Proposition 3.3. Let I ⊂ S0 be a saturated homogeneous ideal such that R = S0/I has dimension n+1
and reduction number r. Suppose deg(R) =
(
e+r
e
)
− 1 and depth(R) = n. Then
(a) I〈r+1〉 has a linear resolution if and only if either
(i) reg(R) = r, or
(ii) reg(R) = r + 1 and βS01,r+1(R) = 1, or
(iii) reg(R) ≥ r + 2.
When (ii) or (iii) is the case, S0/I〈r+1〉 is Cohen-Macaulay.
(b) I〈r+1〉 does not have a linear resolution if and only if reg(R) = r + 1, β
S0
1,r+1(R) = 0.
When it is the case, βS01,r+1(S0/ in(I〈r+1〉)) = 1 and I is generated by degree r+1 homogeneous
polynomials.
Proof. If reg(R) = r then following Theorem 2.5(a), I〈r+1〉 has an (r + 1)-linear resolution.
Let us assume that reg(R) > r. Changing the variables by a linear transformation, we may assume
that S = Se = k[xe, . . . , xn+e] is a Noether normalization of R with reduction number rS(R) = r. We fix
the degree reverse lexicographic order on the monomials of S0. Due to Theorem 2.1, the initial ideal of
I has a simple form
in(I) = (x0, . . . , xe−1)
r+1 + (uv),
where u is a monomial in x0, . . . , xe−1 of degree r and v is a monomial in xe, . . . , xn+e of degree at least
2. Let g1, . . . , gt, g be a reduced Gröbner basis of I such that {in(g1), . . . , in(gt)} is a minimal set of
generators of (x0, . . . , xe−1)
r+1 and in(g) = uv. In particular, I〈r+1〉 = (g1, . . . , gt).
Now we prove the equivalence in (b). Suppose I〈r+1〉 does not have a linear resolution. We have
(x0, . . . , xe−1)
r+1 ⊆ in(I〈r+1〉) ⊆ in(I) = (x0, . . . , xe−1)
r+1 + (uv),
with deg(uv) ≥ r + 2. If in(I〈r+1〉) = (x0, . . . , xe−1)
r+1 then in(I〈r+1〉) is (r + 1)-linear, so I〈r+1〉 is
(r + 1)-linear, a contradiction. Then in(I〈r+1〉) must have a minimal generator of degree at least r + 2.
Following [12, Lemma 2.2], βS00,r+2(in(I〈r+1〉)) 6= 0. This occurs only if deg(uv) = r + 2 and
in(I〈r+1〉) = (x0, . . . , xe−1)
r+1 + (uv) = in(I)
Thus βS00,r+2(in(I〈r+1〉)) = β
S0
0,r+2(in(I)) = 1.
Put m = (x0, . . . , xe+n). We have
βS00,r+2(in(I)) = dimk in(I)r+2 − dimk(m in(I))r+2
= dimk in(I)r+2 − dimk(m in(I〈r+1〉))r+2
= dimk(Ir+2)−
(
dimk(in(I〈r+1〉)r+2)− β
S0
0,r+2(in(I〈r+1〉))
)
.
Hence
βS00,r+2(in(I))− β
S0
0,r+2(in(I〈r+1〉)) = dimk(Ir+2)− dimk(in(I〈r+1〉)r+2).
On the other hand, we have
βS00,r+2(I) = dimk(Ir+2)− dimk((mI)r+2)
= dimk(Ir+2)− dimk((mI〈r+1〉)r+2)
= dimk(Ir+2)− dimk((I〈r+1〉)r+2)
= dimk(Ir+2)− dimk(in(I〈r+1〉)r+2).
This deduces that βS00,r+2(I) = β
S0
0,r+2(in(I)) − β
S0
0,r+2(in(I〈r+1〉)) = 0.
Conversely, if βS00,r+2(I) = 0 then by Theorem 2.5(b), I〈r+1〉 = I which does not have a linear resolution.
This proves (b). It also proves the equivalence in (a) since βS00,r+2(I) ≤ 1 due to Theorem 2.5(b).
It remains to show that S0/I〈r+1〉 is Cohen-Macaulay provided one of the conditions (ii), (iii) in (a). To
see this, we use [8, Lemma 1.2] and Theorem 2.5(b),(c) to obtain the vanishing of certain Betti numbers,
namely
βi,r(S0/I〈r+1〉) = βi,r(S0/I) = 0,
for all i > e. Then the linearity of I〈r+1〉 induces the estimate proj.dimS0(S0/I〈r+1〉) ≤ e. Using the
Auslander-Buchsbaum formula we obtain depth(S0/I〈r+1〉) = n + 1 and therefore S0/I〈r+1〉 is Cohen-
Macaulay. 
Now we are ready to state the main theorem.
Theorem 3.4. Let X ⊂ Pn+e be a non-degenerate closed subscheme of codimension e and reduction
number r. Let IX ⊂ S0 be the defining ideal of X and RX = S0/IX . Suppose X is of almost maximal
degree and arithmetic depth. The following hold true.
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(a) IX has a componentwise linear resolution if and only if either
(i) reg(RX) = r, or
(ii) reg(RX) = r + 1 and β
S0
1,r+1(RX) = 1, or
(iii) reg(RX) ≥ r + 2.
(b) IX does not have a componentwise linear resolution if and only if
reg(RX) = r + 1 and β
S0
1,r+1(RX) = 0.
Proof. (a) If IX has a componentwise linear resolution then (IX)〈r+1〉 has a linear resolution, the necessary
conditions hence follows from Proposition 3.3(a).
Conversely, assume either (i), (ii), or (iii). If reg(RX) = r then IX = (IX)〈r+1〉 has a linear resolution
due to Theorem 2.5(a), therefore is componentwise linear. If reg(RX) > r then (IX)〈r+1〉 has a linear
resolution by Proposition 3.3. Furthermore, note that IX has a set of generators consisting of a form of
degree equal to reg(RX) + 1 and forms of degree r+1 (cf. Theorem 2.1). Hence for 1 ≤ s < reg(IX)− r,
we have (IX)〈r+s〉 = m
s−1(IX)〈r+1〉 which has a linear resolution by Lemma 3.1. For s ≥ reg(IX) − r,
the ideal (IX)〈r+s〉 has a linear resolution (see [3, Proposition 1.1]).
(b) We have
βS01,r+1(RX) ≤ β
S0
1,r+1(S0/ in(IX)) = 1.
The later equality follows from Theorem 2.5(b) and Corollary 3.2. Hence if βS01,r+1(RX) 6= 1, it means
that βS01,r+1(RX) = 0. Now (b) is immediate from (a). 
Corollary 3.5. Let X ⊂ Pn+e be a non-degenerate almost maximal projective variety of codimension
e and reduction number r. Let IX ⊂ S0 be the saturated defining ideal of X and RX = S0/IX be the
homogeneous coordinate ring. Then X has a componentwise linear resolution if and only if either
(i) reg(RX) = r, or
(ii) reg(RX) = r + 1 and β
S0
1,r+1(RX) = 1, or
(iii) reg(RX) ≥ r + 2.
Assuming either (ii) or (iii), there is an embedding X ⊂ Y ⊂ Pn+e where Y is an (r + 1)-linear
arithmetically Cohen-Macaulay projective subscheme of the same dimension as X.
Proof. An almost maximal variety has an almost maximal arithmetic depth (cf. [2, Theorem 5.1]). Then
the first conclusion follows immediately from Theorem 3.4.
For the second conclusion, assuming (ii) or (iii). Since IX is componentwise linear, (IX)〈r+1〉 is (r+1)-
linear and S0/(IX)〈r+1〉 is Cohen-Macaulay by Proposition 3.3(a). Let Y = Proj(S0/(IX)〈r+1〉) then the
conclusion follows. 
We have seen in Theorem 2.5 an explicit description of the Betti table of a projective subscheme of
almost maximal degree and arithmetic depth. In case reg(RX) 6= r + 1, each Betti number is computed
precisely. It is natural to ask for the case reg(R) = r + 1. As an application of the componentwise
linearity, we give in the next corollary a partial answer to this question.
Corollary 3.6. Let X ⊂ Pe+n be a projective subscheme as in Theorem 3.4, in particular X is of almost
maximal degree and almost maximal arithmetic depth. We assume further that X has a componentwise
linear resolution. The Betti table of the homogeneous coordinate ring of X is
0 1 . . . i . . . e e+ 1
0 1 – . . . – . . . – –
r – β1r . . . βir . . . βe,r –
r + 1 –
(
e
0
)
. . .
(
e
i−1
)
. . .
(
e
e−1
) (
e
e
)
where for 1 ≤ i ≤ e+ 1,
βi,r =
(
e+ r
i+ r
)(
i+ r − 1
r
)
,
βi,r+1 =
(
e
i− 1
)
.
Proof. We have seen in Theorem 2.5(b) that the Betti table of RX has the shape as above, where
βi,r − βi−1,r+1 =
(
e+ r
i+ r
)(
r + i− 1
r
)
−
(
e
i− 2
)
.
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On the other hand, due to Proposition 3.3, the ring S0/I〈r+1〉 is Cohen-Macaulay and has an r-linear
resolution. Hence S0/I〈r+1〉 has a maximal degree by [2, Theorem 3.1]. Now we use again [8, Lemma 1.2]
together with [2, Corollary 3.2] to obtain
βir(RX) = βir(S0/(IX)〈r+1〉) =
(
e+ r
i+ r
)(
i+ r − 1
r
)
,
for all 1 ≤ i ≤ e. This proves the corollary. 
Example 3.7. Let C be the smooth rational curve in P3 defined by (s, t) 7→ (s5, s4t + s3t2, st4, t5).
The curve C has reduction number r = 2, Castelnuovo-Mumford regularity reg(C) = 4 and degree
deg(C) = 5 =
(
2+2
2
)
− 1. In particular, C is of almost maximal degree. The Betti table of C is
0 1 2 3
0 1 – – –
1 – – – –
2 – 4 3 –
3 – 1 2 1
By Theorem 3.4(a), C has a componentwise linear resolution. This can be also shown by direct compu-
tation. Indeed, using Macaulay 2 we can find the Betti table of S0/I〈3〉
0 1 2
0 1 – –
1 – – –
2 – 4 3
In particular, S0/I〈3〉 is Cohen-Macaulay. Furthermore, S0/I〈4〉 has depth zero and its Betti table is
0 1 2 3 4
0 1 – – – –
1 – – – – –
2 – – – – –
3 – 14 26 17 4
In [2, Examples 5.6, 5.7, 5.8], it is shown that all cases (i), (ii), (iii) in part (a) of Theorem 3.4 actually
occur. In the next example, we will see a rational curve in P3 satisfying all conditions in part (b) of
Theorem 3.4.
Example 3.8. Let C be a smooth rational curve in P3 defined by (s, t) 7→ (s9, s4t5+s5t4, s4t5+s7t2, t9).
Let IC ⊂ S0 = k[x, y, z, w] be its defining ideal and RC = S0/IC . We have R/(x,w) ≃ S0/(x,w)+(y, z)
4,
so the reduction number of R is r = 3. The curve C is of almost maximal degree with deg(C) = 9 =(
2+3
2
)
− 1.
On the other hand, the Betti table of R is
0 1 2 3
0 1 – – –
1 – – – –
2 – – – –
3 – 5 3 –
4 – – 2 1
The curve C satisfies all conditions in part (b) of Theorem 3.4 and its minimal free resolution is not
componentwise linear.
If the codimension and reduction number are fixed, the size of the Betti tables of projective varieties
of almost maximal degree are bounded. While the projective dimension equals to the codimension plus
one, the Casteluovo-Mumford regularity has the following bound.
Proposition 3.9. Let X ⊂ Pe+n be a projective variety of codimension e and reduction number r.
Suppose X is of almost maximal degree. Then
reg(X) ≤ deg(X)− e+ 1.
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Proof. Let IX ⊂ S0 = k[x0, . . . , xe+n] be the saturated defining ideal of X and RX = S0/IX be the
homogeneous coordinate ring. Then RX has depth n by [2, Theorem 5.4].
Since k is infinite, we apply the Bertini irreducibility theorem [10, Theorem 6.3(4)] to choose appro-
priate linear forms xe, . . . , xe+n such that
(a) xe+1, . . . , xe+n is a regular sequence on RX ;
(b) S = k[xe, . . . , xe+n]→ R is a Noether normalization with reduction number rS(R) = r;
(c) RX/(xe+2, . . . , xe+n) is a domain.
We have reg(RX) = reg(RX/(xe+2, . . . , xe+n)), r = r(RX/(xe+2, . . . , xe+n)) and
deg(RX) = deg(RX/(xe+2, . . . , xe+n)).
Now a famous result of L. Gruson, R. Lazarsfeld and C. Peskine [7, Theorem 1.1] shows that
reg(RX/(xe+2, . . . , xe+n)) ≤ deg(RX/(xe+2, . . . , xe+n))− e = deg(RX)− e.
Therefore,
reg(X) ≤ deg(RX)− e+ 1 =
(
e+ r
e
)
− e.

For a projective variety Y ⊂ Pe+n we have reg(Y ) ≥ 2. The equality occurs if and only if r(Y ) = 1 if
and only if Y has minimal degree (see [2, Corollary 3.7]). Projective varieties of almost maximal degree
as in Proposition 3.9 do not have minimal degree, so we have the inequalities
3 ≤ r + 1 ≤ reg(X) ≤
(
e+ r
e
)
− e.
These lower and upper bounds for the regularity of an almost maximal degree variety are sharp. Indeed,
we have seen in Examples 5.5, 5.7 of [2] a smooth elliptic curve C and a smooth rational curve C′ in
P
3 both of reduction number 2 and of almost maximal degree 5. The Casteluovo-Mumford regularity of
each curve is
reg(C) = 3 = r + 1, reg(C′) = 4 =
(
e+ r
e
)
− e.
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