presents the first results from a model enhancement process. Conclusions from this preliminary investigation and the directions of future work complete this paper.
ABSTRACT
High fidelity modelling and simulation are prerequisites for ensuring confidence in decision making during aircraft design and development, including performance and handling qualities, control law developments, aircraft dynamic loads analysis, and the creation of a realistic simulation environment. The techniques of system identification provide a systematic framework for 'enhancing' a physics-based simulation model derived from first principles and aircraft design data. In this paper we adopt a frequency domain approach for model enhancement and fidelity improvement of a baseline FLIGHTLAB Bell 412 helicopter model developed at the University of Liverpool. Predictability tests are based on responses to multi-step control inputs. The techniques have been used to generate one, three, and six degree-of-freedom linear models, and their derivatives and predictability are compared to evaluate and augment the fidelity of the FLIGHTLAB model. The enhancement process thus involves augmenting the simulation model based on the identified parameters. The results are reported within the context of the rotorcraft simulation fidelity project, Lifting Standards, involving collaboration with the Flight Research Laboratory (NRC, Ottawa), supported with flight testing on the ASRA research helicopter. 
ELEMENTS OF SIMULATION FIDELITY
The ability to replicate real aircraft behaviour in a realistic environment is the kernel of good flight simulation, in which student pilots can train to operate aircraft proficiently and safely or designers can evaluate and optimise concepts. Regulatory authorities have produced documents such as JAR-STD 1H (20) and FAA AC120-63 (21) to describe the qualification criteria and procedure for rotorcraft flight training simulators. These documents detail the component fidelity required to achieve a 'fit for purpose' approval. Such criteria are formulated by using 'tolerances', defined as acceptable differences between the simulation and FT, typically ±10% for flight model tolerances (19) . JAR-STD 1H describes a four-level fidelity qualification (A, B, C, and D), Level D being the highest and closely representative of real flight. A Level D simulator can be used to replace most of the conversion and recurrent flight hours in training. However, Level D standards for model accuracy mean that it is usually necessary to modify parameters and components of the simulation model through both physical and non-physical tuning processes and adjustment. Efforts have been made to establish an engineering basis for this tuning process (5, 22, 23) . For example, Tischler (5) proposed the idea of boundaries on maximum unnoticeable added dynamics (MUAD) as part of the FAA level D simulation fidelity criteria. If the applied boundary is violated, then the pilot is likely to be aware of a deviation in the simulator response characteristics from the real aircraft. The proposed criteria also have been used in helicopter simulation validation research activities (23) . GARTEUR Action Group HC-AG12 (22) conducted sensitivity analyses using the JAR simulator standards, including correlation of handling qualities and fidelity metrics, revealing shortcomings. In particular, the AG showed that the relationship between fidelity and the tolerances prescribed by JAR-STD 1H is sensitive to the form and duration of manoeuvres. Another result was that models of the aircraft-pilot 'system' offer potential as a basis for overall fidelity. Experience highlighted in the GARTEUR HC-AG12 study showed that, in most areas, 80% 'fidelity' should be achievable with physical modelling but that the remaining 20% requires artificial tuning. This last 20% is critical for acceptance (22) . Rationalisation of simulator qualification standards, either fixed wing or rotary wing, must address the underlying question of the suitability of the criteria for specifying each of the component parts, and the overall fidelity of the simulator. What is required is an objective means for this overall assessment, to complement perceived fidelity and the predicted component fidelity. Developing 
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INTRODUCTION
System identification (SI) is a systematic and efficient approach to extracting aircraft dynamics models from flight test (FT) data. Such models have been extensively used to support both fundamental and applied research into fixed and rotary wing aircraft behaviour in a number of key areas (1) (2) (3) (4) (5) (6) (7) . These techniques have two main roles during the development of a new aircraft (5, 8, 9) . The first role is to validate and improve the accuracy and predictability of the design model -the enhancement process -by comparing the identified model structure and parameters from simulation and FT data. SI can improve the understanding of aircraft flight behaviour and the identified derivatives can be used to determine correction factors to improve the fidelity of physics-based simulation models (5, 6) . Secondly, in many applications, the results of SI are expressed in state-space form in terms of stability and control derivatives, or in the transfer-function form such as low-order equivalent system models. When interpreted appropriately, these parameters can be used to evaluate compliance with requirement specifications, e.g. handling qualities (10) , support model enhancement and control law design. Such models can also form the basis of full flight envelope models, e.g. using the so-called stitching process, described by Zivan and Tischler in Ref. 11 .
There is extensive literature concerning SI applied to fixed-wing aircraft (12) (13) (14) (15) . Rotary-wing aircraft present a greater challenge but important strides have been taken over the last two decades (5, 6, 8, 9, 16, 17) . Rotorcraft data often exhibit low signal-to-noise ratio because of the high vibration environment and the effects of unsteady rotor wakes. The all-important air data measurements are strongly affected by rotor wake and fuselage flow field effects, particularly at low speed. Moreover, higher-order structures can be required to model the dynamic coupling between components, for example, the rotor, powerplant/transmission system and fuselage. Rotorcraft system identification is not yet a mature discipline.
The research described in this paper uses the SI toolbox, Comprehensive System Identification from Frequency Responses (CIFER ® ), developed by the Army Aeroflightdynamics Directorate at the Ames Research Center (5) . The focus is a systematic approach to simulation fidelity and enhancement, including the development of predicted and perceived metrics. The FLIGHTLAB Bell 412 helicopter model (F-B412) developed by the University of Liverpool is one of the baseline research tools used (18, 19) . Results from SI are integral to this fidelity project and complementary to techniques aimed at overall pilot-vehicle fidelity assessment (7) . The paper first presents comparisons between responses from FT and F-B412 simulation, driven by multi-step control inputs in the time domain, and by frequency-sweep inputs in the frequency domain. Secondly, comparisons of the stability and control derivatives computed from CIFER ® and FLIGHTLAB analysis are evaluated with the extracted models of increasing degrees of freedom (DoF) -starting with 1DoF attitude rate response, then moving to 3DoF pitch/heave/surge and roll/yaw/sway motion and, finally, 6DoF coupled longitudinal/lateral motion. The paper then method and then processed with the 'input correlation reduction' and 'windowing' algorithms. This can help to reduce the effects of multiple, partially correlated controls for a given recorded manoeuvre, and to achieve a high-quality frequency-response database with sufficient bandwidth for model structure identification and low random error. The final frequency responses are used for transfer-function and state-space model parameter identification.
The cost function used for parameter optimisation in CIFER ® can be formulated as follows, where n TF is the number of individual input-output pairs, n ω is the number of frequency points selected in the fitting frequency range [ω 1 , ω n ω ], which is likely to be different for each pair. The unknown parameters in Equation (1) are identified based on minimising the errors of magnitude (⏐⏐) and phase (∠) between the desired frequency-response function (T) and the updated frequency-response estimate (T c ). The three terms W r , W g , and W p are weighting functions providing the user control over the data selection.
During the identification procedure, the model structure is refined based on Cramér-Rao bounds for the individual identified parameters. The Cramér-Rao bound, defined as the minimum expected standard deviation for a given parameter estimate, provides the theoretical accuracy based on correlation. The recommended maximum value for the Cramér-Rao bound in CIFER ® is 20% of the parameter value. If the Cramér-Rao value exceeds this, it can reflect two problems: insensitivity of an identified parameter to the minimisation process and/or correlation between different parameters. The parameters with high Cramér-Rao values are rejected and the optimisation process then repeats again, based on the refined model structure. If the new cost function in Equation (1) shows a defined reduction, then the refined model structure is used; otherwise, the rejected parameter has to be retained and the cycle repeated. The process is systematic, but because, on the one hand, the model is an approximant to a nonlinear time varying reality and, on the other, the test data are less than perfect (containing both measurement and process noise), the search for the optimum identified model is a creative 'art' as well as a rational 'science'. This dual aspect has bedevilled SI since its inception, and in this paper the authors highlight areas where this duality comes to the fore.
The selection of input-output pairs with good frequency-ranges has two primary drivers. The first is to select a pair, and an appropriate range, based on the coherence information (5) . An input-output pair is first selected so that it contains at least some frequency points whose coherence values are larger than 0 . 6. For this selected pair, data within fitting ranges with coherence values larger than 0 . 5 are selected. In addition, the upper frequency must be at least twice the lower frequency of the selected range. Otherwise, this selected pair is omitted. These coherence threshold values are recommended based on empirical knowledge and experience of CIFER users. However, coherence can suffer because of noise contamination in the measurement outputs, nonlinearities that cannot be modelled by the transfer function, and process noise (e.g. from unknown or unmeasured inputs). Selecting fragments of the responses where coherence is high and cost function low can, in principle, be systematically automated, but this is also part of the 'hand-crafting' art of SI, where prior knowledge can aid this critical data preparation stage in the SI process.
The second driver concerns the importance of appropriate modelling of dynamics in the application frequency range. For example, for 6-DoF models, the range needs to exclude the rotor transient response above about 10rad/s. The frequency ranges over which the coherence is greater than 0 . 6 typically vary for each pair, or 'response fragment' and the cost function can sometimes be reduced by narrowing the frequency range. For example, the value of J for the fragment of p/δ lon was reduced to 45 (less than the value of 100 recommended in Ref. 5 ) by narrowing the fit range to [0 . 47, 1 . 4] such assessment methods is the theme of a project involving collaboration between the University of Liverpool and the National Research Council (NRC, Canada). The initial phase of this project involved the collection of flight measurements on the Bell 412 ASRA (advanced systems research aircraft - Fig. 1 ) for use as benchmark data. Using a F-B412 model (18) , the predictive fidelity of the flight model has been assessed against the benchmark data. The flight manoeuvres were 're-run' within the research simulation facilities at University of Liverpool to examine the fidelity of the overall simulation environment. The data from both The University of Liverpool simulation and flight trials are being used to derive a set of fidelity metrics for rotorcraft simulation.
The work reported in this paper forms part of this on-going project, providing a complementary approach to the model fidelity assessment and enhancement based on SI in the frequency domain. The research consists of four stages. The first focuses on comparing FT responses and those from the F-B412 simulation; discrepancies in the time and frequency domains are used to highlight the deficiencies existing in the simulation. Secondly, SI is used to derive and compare the key parameter values for first-order (short term) attitude response models. These simple models can be used to evaluate fidelity in terms of flight handling qualities (13) and also as a reference for higher-order model fidelity. Thirdly, SI is used to derive stability and control derivatives for both 3DoF and 6DoF state-space model structures from both FT and (nonlinear) simulation data. The comparison of these derivatives can provide insight into the accuracy of the nonlinear F-B412 model. Finally, SI is used to develop the enhancement technique to improve the model fidelity (5) . The key results from the exploratory work conducted to date are described in this paper.
SYSTEM IDENTIFICATION METHODOLOGY
CIFER summarised
The software CIFER ® is the processing and analysis tool used in this research (5) . Guidelines for designing a frequency sweep control input, conducting a FT, and generating a high-quality time-history database, outlined in Fig. 2 , are described. Moreover, further guidance on flight test techniques for system identification is provided by Klein and Morelli (4) . The response time histories are transformed into the frequency domain with the chirp z-transform . . . (1) stability and control augmentation system (SCAS) configuration to identify the bare-airframe parameters. With this structure, the inputs for SI are the measured control surface values (rather than the cockpit inceptor positions). Figure 3 illustrates the scheme, which is used in this paper to generate the frequency response comparisons. Frequency sweeps were performed at a number of different flight conditions to generate the nonlinear simulation data. The majority of the results presented are at (nominal) true air speeds (TAS) of 35, 65 and 95kt. The actual flight conditions and aircraft configurations were matched as closely as possible, in terms of inertias, c.g. position, wind, altitude, and temperature.
INTRODUCTION TO ENHANCEMENT TECHNIQUE
The enhancement technique adopted in this paper focuses on using the difference between stability and control derivatives [A and B in Equation (2)] obtained from both FT and F-B412 simulation data, for improving the fidelity of the F-B412 flight model. The procedure can be described as follows.
Step 1: determining the derivatives that have high impact on the cost function values This step aims to determine the derivatives in Equation (2) that could be used for enhancement. These derivatives are important to the vehicle dynamics, as reflected by the FT data. The Cramér-Rao bounds indicate the level of confidence in the identified derivatives. If the Cramér-Rao bounds are within the guideline, <20%, the sensitivity index can be used to reflect the degree of importance of a parameter in Equation (2) . This index is calculated as the inverse of the diagonal elements of the Hessian matrix (5) . The higher the insensitivity value, the less important is the derivative, at least in terms of a poorer identification (insufficient frequency content) for a given derivative. Based on the insensitivity values, the stability and control derivatives are divided into three groups in terms of their impact on the cost function value in Equation (1). The threshold values for this categorisation are arbitrary of course, but need to be determined from a practical standpoint. Those derivatives from FT and F-B412 simulation data that both have high impact can be used selectively for model enhancement.
For example, the longitudinal derivatives in Fig. 4 have been categorised into three groups marked with different shades. The high-impact derivatives -Z w , M w and M q -with the darkest shade are strong candidates for selection to begin the enhancement process.
Step 2: determining the derivatives that have high impact on the selected F-B412 responses The purpose of Step 2 is to determine the derivatives that are likely to be important in the deficiencies of the vehicle dynamics. The aspects of the nonlinear F-B412 model that need enhancing can be identified by comparing the nonlinear F-B412 and FT responses in rad/s. In the best cases the frequency spanned the whole dynamic range of interest, e.g. p/δ lat , where the fit range was [0 . 30, 10] rad/s, with J = 63.
Structure definition for system identification
The state-space six DoF model structure used for identification in this paper is given in Equation (2),
Where
The variable (τ) is included in Equation (2) to account for unmodelled higher-order dynamics such as the rotor flap response, and the control system/actuator delays/lags (1, 5) . The physical meaning of the symbols in Equation (3) follows the usual convention in flight dynamics; u, v, and w are the aircraft perturbation translational velocities in the body-frame, p, q, and r are aircraft perturbation rotational velocities in the body-frame, and φ and θ are Euler roll and pitch angles. The vector u consists of the four helicopter controls. The quantities a x , a y and a z in the measurement output vector (y) are inertial accelerations in the body frame. The first-order derivatives of u, v, and w are used in this paper because this selection leads to higher coherence between the related input-output pairs (5) . The accuracy of system identification depends on the quality of the recorded data and consequently requires the aircraft instrumentation system to provide reliable and consistent information for identification (4, 5, 16) . The data from three flight conditions at TAS of 35, 65, and 95kt are selected for identification in this paper.
Open-loop and closed-loop identification
The F-B412 model consists of a four-bladed rigid, articulated, blade element main rotor system with flap and lag degrees of freedom. Rotor inflow is modelled using the Peters-He finite-state dynamic inflow model. The tail rotor is modelled using the Bailey method (16) . A table look-up method is used to model the fuselage aerodynamic force and moment coefficients as functions of the angles of attack and sideslip. Left-side and right-side horizontal stabilisers are modelled independently using lifting surface theory, with each stabiliser having independent initial angle-of-attack settings. Each stabiliser is attached to a spring-loaded tube, allowing the pitch angle to change in flight according to the aerodynamic pitching moment experienced by the surface. The vertical fin is likewise modelled using lifting surface theory. Engine dynamics were derived from an NRC linear state-space model of the engine-governor-rotor system. The response of this linear model was used to tune the FLIGHTLAB 'simple engine' component to give a well-matched, second order response. The simple engine model acts as a rotorspeed governor, commanding fuel flow and hence engine torque to hold the rotor speed constant.
The FLIGHTLAB simulation environment provides different approaches to linearisation, based on either perturbation or identification techniques. The accuracy of the results is sensitive to factors such as perturbation size and the selected model structure as well as nonlinear elements, for example in the control system or the interactional aerodynamics (5) . System identification also provides a methodology to derive linear models from a nonlinear simulation with piloted or mechanised frequency-sweep inputs, akin to FT. However, when the bare aircraft is unstable, this can present a problem. One approach to overcome the divergence problems with an unstable system makes use of the measurements for bare-airframe plus . . . (2) . . . (3) The case of 0 < k i < 1 suggests an intermediate value between FT and F-B412 is selected. In general, negative values of k i as well as values > 1, can be considered for enhancing the tuning freedom, especially in the event of multi-variable tuning. Furthermore, the introduction of the tuning vector k can also be useful for compensating the ignored contributions from the unselected derivatives. Finally, the discrepancies resulting from the trim velocities for some derivatives (i.e., Z q and Y r ) between FT and F-B412 simulation can be introduced into Equation (7), as part of correction factors. The tuning vector k can help to reduce the influence of discrepancies.
Taking the example in Step 1, provided that Z w , M w , and M q also appear in the list of Step 2, the final enhanced model equations will be, in which w and q are the perturbation values from the trim, not the absolute values in the nonlinear equations. Therefore, the enhanced vertical force contains the additional corrections from Z w in Equation (8) , while the enhanced pitching moment contains the two corrections from M w and M q . In this artificial example we have deliberately not introduced the control effects.
RESPONSE COMPARISONS: F-B412
VS FLIGHT TEST
Response comparisons in the time domain
A preliminary validation of the F-B412 model was presented in Ref. 18 , showing good on-axis but poorer off-axis response predictions. A sample result is illustrated in Fig. 5 , showing responses to a lateral stick multi-step input (δ lat ).
There are consistent trim offsets in lateral cyclic and forward velocity between flight and simulation. The lateral response is predicted very well by simulation but yaw and sideslip are underpredicted by the F-B412 model, suggesting that stronger yaw moments were generated in flight. Pitch and incidence are also poorly predicted, a common feature of blade-element simulation models. These rough comparisons can inform the SI analysis, alongside similar comparisons in the frequency domain. the time and frequency domains. Having identified response deficiencies, a sensitivity analysis can be conducted to select the key derivatives that have the highest sensitivity on a user-defined cost function in the time domain. The time domain response cost function (J) and sensitivity (S) are defined as follows, where n s is the number of selected output responses, n t is the number of points selected in the time response, which may be different for each response variable. The symbol m is the mth derivative among the total of 60 matrix elements (36 from A and 24 from B in Equation (2)). The term Δd m in Equation (4) is the perturbation value of the mth derivative (d m ), used to compute the sensitivities. For the analysis in this paper, a value of 2% of the corresponding SI F-B412 value is used. W s is the user-defined weighting function for the selected responses. S m in Equation (5) represents the sensitivity value for the mth derivative d m . Therefore, a second group of derivatives among the total 60 derivatives can be selected for enhancement.
Step 3: adding correction factors for enhancing a model The first step has selected a group of derivatives that have the highest impact on the cost function in the frequency domain. The second step has determined the group of derivatives that have the highest impact on the deficient part of the F-B412 model. Based on these two groups, the common 'high impact' derivatives are finally considered as the candidates for enhancement used in Step 3. The correction factors from these candidate derivatives are given by, in which ΔA = A FT -A F-B412 and ΔB = B FT -B F-B412 .
These correction factors can be introduced into the original F-B412 model expressed generally in the form of additional specific forces (5) , The first term on the right side of Equation (7) is the original F-B412 nonlinear model and the vector matrix k is used for tuning to reach the highest model fidelity. If a linear system is under consideration, k i = 1 meaning that the original derivative will be replaced by the FT values. In contrast, for k i = 0 the original derivative will be retained. . . . (6) . . . (7) . . . (4) . . . (5) . . . (8) . . . (9) ative, and τ is the equivalent time delay, reflecting the contribution of the transient rotor response. A typical range for this kind of application is 2 to 10rad/s. The identified parameters from FT and F-B412 are shown in Table 1 , across the speed range (35, 65, and 95kt). In addition, the L p values derived from the linearised F-B412, using the perturbation analysis (Pert.), are shown in Fig. 8 .
As shown in Table 1 , and more clearly in Fig. 8 , the identified L p values both from FT and F-B412 data are close but both differ from the perturbation results, although the trend of reducing damping as forward speed increases is common to all. In addition, the identified values have converged with a low cost function as shown in Table 1 (mostly below 100). The effectiveness of the low cost function values can be shown by comparison with the flight frequency responses, and assessment against the MUAD fidelity criteria. Taking the 95kt case for illustration, the results shown in Fig. 9 reflect the good match in terms of magnitude and phase. The good fit can also be observed in the magnitude and phase error functions in Fig. 10 . The dashed curves are the model mismatch boundaries recommended for the highestfidelity training simulators (FAA Level D) (5) . These boundaries relate to limits on MUAD used in fixed-wing handling-qualities criteria. When the magnitude and phase errors are located within these boundaries, the hypothesis is that the pilot is unlikely to be able to distinguish between the handling qualities from the aircraft and low-order equivalent system. The results lie well within these boundaries and provide a degree of validation of the first-order model of roll response to lateral cyclic, and a reference for the multi-DoF modelling. Two 'enhancement' related questions arising from the comparisons in Fig.  8 are -why do the results from flight and F-B412 show a 25% reduction in L p with increasing speed? Why the larger reduction in L p from the perturbation method?
Response comparisons in the frequency domain
The comparison in the frequency domain provides a reference point for establishing appropriate model structures and evaluating fidelity of the nonlinear simulation model (5, 23) . For comparison with the FT data, the rotor control inputs have been transformed to the cockpit inputs for the F-B412, using the control gearings (note that the cockpit inputs will not necessarily be the same as those applied in flight). For each of the four control channels, typical responses are selected for illustration in Fig. 6 and Fig. 7 , across a frequency range of about 0 . 2 to 10 rad/s. The on-axis magnitude and phase fits are generally very good with coherence high above 1rad/s, except for the dip in the lateral response just above this value.
SYSTEM IDENTIFICATION OF ONE DOF ROLL MOTION
Single DoF quasi-steady roll model
A first-order quasi-steady model of rotorcraft roll response to lateral cyclic, with an equivalent time delay, can be described by the Equation (1, 5) :
where L δ lat is the roll-control sensitivity, L p is the roll damping deriv-458 THE AERONAUTICAL JOURNAL AUGUST 2011 
One DoF rotor-body coupling model
The model in Equation (10) only embodies the influence of the quasi-steady rotor response on helicopter flight dynamics. The next level of complexity includes the regressing flap mode, which can be approximated as follows (5) , where τ f is the rotor flap time constant, θ 1c is the lateral cyclic deflection, and β 1s is the lateral flapping. The induced roll acceleration response to rotor moments can then be expressed as, in which the term L β 1s is the effective flap stiffness. Treating the linkage/actuation between the pilot stick (δ lat ) and the rotor swashplate as a pure gain (K δ lat ) and time delay (τ lat ), the corresponding relationship can be written in transfer function form as, The contribution from each aircraft component in the simulation model has been plotted in Fig. 11 . In that figure, each component is plotted as the forward speed increases from 20 to 100kt with the increment 10kt, represented by the shading. The main rotor is the dominant contribution and, ignoring the rotor in-plane load contribution, this has itself two sub-components -one from the hub moment originating from the rotor stiffness or flap hinge offset, and the other from the thrust vector tilt from the centre of gravity (1) . 'Simple' rotor theory suggests that L p should be fairly constant over the speed range considered. The presence of strong non-uniform downwash effects in flight and the F-B412 model is a likely source of this decreasing damping, reducing the lateral flapping in response to the development of aerodynamic hub moments.
The predictive capability of this 1DoF roll model can be assessed using the multi-step input as shown in Fig. 12 . The Nlr-F-B412 result in Fig. 12 refers to the nonlinear F-B412 response. The results from the CIFER model match the FT data very well, as expected. This validates the on-axis roll response fidelity of the F-B412, as well as demonstrating the effectiveness of including the SCAS to identify a single DoF bare-airframe transfer function. 
. . . (11) . . . (12) . . . (13) relationship between the rotor time constant (τ f ) and the rolldamping derivative L p (τ f L β 1s ) satisfies the requirement in Equation (15) . The applicability of the model in Equation (10) is therefore verified. Moreover, the equivalent time delay in Equation (10), listed in Table 1 , closely matches the combined τ lat and τ f in Table 2 . The identified rotor flap stiffness is located in the typical range of 60 < -L β 1s < 100(s -2 ). The analysis, based on Equation (15) , suggests that Equation (10) is generally accurate over the frequency range of interest (2 -10rad/s) for the F-B412 roll response to cyclic, a result confirmed by the fairly linear behaviour of the frequency response in the upper range of frequencies in Fig. 9 .
By combining Equation (11) with Equation (13), the roll-rate response to the pilot cockpit stick, or the coupled roll-flap dynamics, can be written in the transfer function form, If the condition is satisfied, the simpler transfer function shown in Equation (10), can be used to model the roll response (5) . The equivalent time delay is then, and the roll control sensitivity is given as, The roll damping derivative is then,
The SI results, based on Equation (14) , are shown in Table 2 . The parameters identified directly are K δ lat L β 1s , τ lat , τ f and τ f L β 1s . The term L β 1s in Table 2 . . . (14) . . . (15) . . . (16) . . . (17) . . . The SI results from closed-loop F-B412 simulation data show reasonable agreement with the SI results from flight. For example, the key stability derivatives L p , M q and N r match well, and show a
SYSTEM IDENTIFICATION OF THREE DOF MODELS
Ignoring coupling effects, the 6DoF helicopter model can be divided into two 3DoF quasi-steady sub-models in Equation (2) -the lateral/directional/sway and surge/pitch/heave rotorcraft dynamics. This section focuses on the identification of these two 3DoF statespace models of the F-B412 model at TAS 35, 65, and 95kt, with the CIFER ® method applied to the data from both F-B412 simulation and FT. In addition, the transient rotor response is modelled as a pure time delay on the control inputs. The SI results are given in Table 3 and Table 4 . Figure 11 . Contributions of components to L p (shading represents TAS variation from 20 to 100kt at an increment 10kt). 
The predictive capability of the SI models for the short term attitude response is generally very good. The match of incidence and sideslip degrades however. The SI FT model is more accurate than the SI F-B412 model -unsurprisingly as the parameters have been optimised to match the flight results over a similar frequency range. The SI F-B412 model fails to capture the initial response of the angle of attack following the longitudinal cyclic input and also the sideslip response following the lateral cyclic input; results that are consistent with the mismatch of the static stability derivatives M w and N v . The results from the 3DoF identification provide good estimates for some of the on-axis stability and control derivatives and these can be used as starting, or even fixed, values for the 6DoF identification.
monotonic tendency with speed. The good match and monotonic features are also captured by the majority of control derivatives, such as heave from longitudinal cyclic (Z δlon ), heave from main rotor collective (Z δcol ) and roll from lateral cyclic (Z δlat ). The agreement of these primary rate and control derivatives is reflected in the good model fidelity of the F-B412 model (18) . The comparison of the important static stability derivatives M w and N v shows larger discrepancies, however, the F-B412 exhibiting much greater stability than in flight.
Time-response verification, and significance of the differences, can be assessed by driving the models with the multi-step inputs. A selection of results showing the longitudinal and lateral responses for the 95kt case, are plotted in Fig. 13 and Fig. 14 . Fig. 15 and Fig. 16 , along with the speed stability derivative M u , the static lateral/directional stability derivative L v and inertial derivatives Z q and Y r , match reasonably well and show broadly similar trends with forward speed; the same is true for the primary control derivatives Z δ lon , Z δ col and Z δ lat (in Table 5 and Table 6 ). The cross-damping derivatives predicted by the 6DoF SI F-B412 generally compare poorly with the SI FT results. The differences between the SI results for the 'static'
SYSTEM IDENTIFICATION OF SIX DOF MODELS
Unlike fixed-wing aircraft, the decoupled 3DoF longitudinal and lateral-directional models do not fully represent rigid-body helicopter flight dynamics. A higher-order model is required to account for the fully coupled motions in the form of the 6DoF model structure in Equation (2), combined with a time delay representing the rotor transient response (1, 5, 24) . The parameters in this structure are identified for the piloted frequency-sweep FT data and F-B412 simulation data. The initial values are obtained from the FLIGHTLAB perturbation method. In addition, some parameters have been fixed with the values from the previous 3DoF results to improve the convergence. The SI results from both FT and F-B412 data, across the speed range 35-95kt, are given in Table 5 and Table 6 and the on-axis derivatives are also shown in graphical form in Fig. 15 and Fig. 16 . The roll damping derivative L p from simulation matches FT at 35 and 65kt but the effect is smaller at 95kt. In addition, the values for L δ lat and τ δ lat are quite close to those obtained for the SISO model in Table 1 and Table 2 , validating the effectiveness of the simplified model in Equation (10) for predicting short term roll response.
The results of the time-response verification with the FT multi-step cyclic control inputs for TAS = 95kt are shown in Fig. 17 and Fig. 18 .
The on-axis attitude responses for these two 6DoF models both show good agreement with FT data. The off-axis responses -the roll/yaw/sideslip following the longitudinal cyclic input and, to a lesser extent, the pitch/incidence response to lateral cyclic -show poorer agreement. Referring to the control derivatives (95kt) in Table 6 , the pitching moment due to lateral cyclic (M δ lat ) is estimated to be +0 . 2 in flight and predicted as +0 . 14 for the SI F-B412. Additionally, M p is estimated to be -0 . 67 in flight and predicted to be +0 . 14 in SI F-B412. Both these effects will contribute to the much reduced pitch response from the lateral cyclic input in the SI F-B412.
The roll and sideslip response in the longitudinal cyclic manoeuvre are significantly over predicted by the SI F-B412 model. The cross damping derivative, L q , deleted from the SI model through a poor Cramér-Rao fit, is strong in the SI F-B412 model (0 . 27). The cross damping and cross control derivatives are strongly influenced by the wake distortion effects at low speed as discussed in Ref. 16 , but the influence is very small in the B-412 at 95kt, according to the stability parameters M w and N v , already highlighted in the 3 DoF identification, show that the SI F-B412 is more stable than the real aircraft. The forward speed damping derivative X u has been eliminated or fixed in the identification model structure, due to the lack of information content at low frequency. The heave damping derivative Z w , and the yaw damping N r , are expected to increase (negatively) with forward speed over the range considered -approximately linearly up to moderate speeds and then levelling off at high speed (1) . The estimated speed stability derivative (M u ) for both FT and F-B412 is negative, exhibiting static speed stability. However, the stability for the SI F-B412 tends to neutral as speed increases. This derivative is associated with the differential effects on advancing and retreating blades leading to flap back, and contributes to the dynamic 'phugoid' instability. The static stability derivative M w is negative (stable) from the SI F-B412, and positive (unstable) from FT. Further investigation with the F-B412 model points out that this may result from the modelling of aerodynamic interference from main rotor downwash on the tailplane.
The lateral speed derivative Y v (FT) in Fig. 16 is twice as large as that estimated for the SI F-B412, but the trends are similar. This feature can also be found with the weathercock stability N v (positive and smaller) and the yaw damping N r (negative and smaller). The identified dihedral effect L v and the rate derivative L r from FT data are close to the SI F-B412 values at 35 and 65kt. 
Insens: insensitivity values; † Fixed in model structure; ‡ Deleted from model structure In addition, as shown in the list, the sensitivity values decrease significantly from left to right. For example, the ration between N v and Y δ lat reaches more than 600. Therefore, the derivatives after Y δ lat are ignored. They are listed here only for demonstrating the decreasing tendency of the sensitivity values.
Group 2:
Step 3: There are four common derivatives (M p , N v , N δ lat , L δ lat ) in Groups 1 and 2. Using the proposed approach, these four derivatives are used for enhancement. Additional factors have been taken into consideration in selecting the tuning gain (k i ) values in Table 7 . For example, a larger gain (1 . 26) is given for N δ lat and is used to improve the fidelity of the corresponding roll-to-yaw coupling responses in Fig.  18 . Moreover, the derivative (L δ lat ) is given a small negative value (-0 . 085) since the F-B412 model has already achieved an excellent roll response from lateral cyclic input, as discussed above (e.g., Fig. 18 ). This small decrement is used to compensate for the slight overshoot resulting from the larger value of N δ lat . Finally, the same gain (0 . 36) is selected for the derivatives M p and N v , respectively.
The correction factors in Table 7 are first added to the linear SI F-B412 model (Equation (7) with the predicted responses shown in Fig. 19 .
As shown in Fig. 19 , changing the cross damping (M p ) has improved the pitch rate response over the first six seconds. The enhancement has also been successful in improving the incidence response. Compared with the previous results, both the yaw and sideslip responses are improved, particularly sideslip, mainly from the modification to the derivatives N v and N δlat shown in Table 7 . However, the initial yaw rate response is not captured well and the FT results suggest the presence of an additional effect not present in the F-B412. FLIGHTLAB modelling. These comparisons provide the substance for initiating the enhancement technique.
EXPLORATORY APPLICATION OF THE ENHANCEMENT TECHNIQUE
A case study is presented in this section showing the application of the enhancement approach to the responses to lateral cyclic. The lateral channel responses feature poor off-axis fits with the FT as shown in Fig. 7 and Fig. 18 , which serve as the focus of the enhancement. The procedure is again summarised as follows;
Step 1: The first step is to determine the derivatives that have the highest impact on the cost function in Equation (1) . For this case, the derivatives with insensitivity values <1 in Tables 5 and 6 are considered as having the highest impact. In accordance with this argument, the derivatives listed in the following are selected.
Step 2: The second step is to determine the most important derivatives on the cost function in Equation (4) for the selected responses in the time domain. The selected output variables used for constructing the cost function are: q, α, p, r, and β. Moreover, the same multi-step cyclic control in Fig. 18 is adopted for calculating the sensitivity function in Equation (5) . The weighting function W s value depends on the degree of fitting discrepancies between FT and F-B412 simulation. The larger the discrepancy, the bigger will be the related weighting values. In this paper the selected weighting vector is acceleration, revealed in Fig. 20 . It would have been relatively easy to force the F-B412 model to take on the adverse yaw effects and, ultimately, to achieve a full enhancement, but this would have meant not following the rational steps in the systematic enhancement. It is known that yaw moment can be generated by the rotor during rapid rolling although the source of this effect is not well understood (1) and the magnitude varies from type to type. The enhancement process has pointed to this effect as one that requires closer examination in the physics of the F-B412 model.
This case study has demonstrated the power of enhancement, or what might be described as 'smart' model upgrading, where a-priori knowledge of what to expect is combined with the results of the numerical fitting process to establish an optimum set of model parameter changes. Linking physical cause with physical effect is important in simulation fidelity improvement and the authors acknowledge that this aspect has not been fully addressed in the paper; it is recognised as the fourth step in a complete enhancement process and forms an element of the continuing 'Lifting Standards' research at Liverpool (19) . Finally, the enhancement technique has been applied to the F-B412 (nonlinear) model with the additional terms in Table 7 to Equation (7) . The responses to the lateral cyclic input are shown in Fig. 20 .
Comparison among the results in Fig. 20 show the same improved match of the incidence and pitch rate response predicted by the linear model. The yaw rate response has also improved, with the fit after five seconds showing excellent agreement with the FT result, resulting mainly from the modified derivatives N v and N δlat . The sideslip response is only slightly improved although compared with the result from enhancing the linear model in Fig. 19 , the improvement is not significant. In addition, the modifications to the derivatives (N v and N δ lat ) and the slightly tuned derivative L δ lat appear to have improved the on-axis roll response.
As a final assessment of the results of the enhancement process, Fig.  21 shows a comparison of the various contributions to the total yaw acceleration in flight and simulation (enhanced).
The overall pattern of the yaw acceleration is similar in flight and simulation. However, the make-up is different in subtle but important ways. In flight the contribution of the yawing moment due to roll rate (N p p) is much stronger initially than predicted by simulation. Curiously, the criteria used in the enhancement process did not 'allow' this effect to be enhanced. The combined control moment (N δ lat δ lat ) and adverse yaw from roll cancel out the yaw moment after two seconds in flight while a residual moment remains in simulation, where the control moment is about 30% higher. As the manoeuvre develops the yaw moment due to pitch rate and sideslip are much higher in simulation around the five-second time point, where, in flight, the adverse yaw from roll dominates the acceleration. A pilot would not be able to distinguish between these different physical contributions of course but he is more likely to be aware of the mismatch in sideslip, and lateral
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