ABSTRACT A robust derivative unscented Kalman filter is proposed for a nonlinear system with non-Gaussian noise and outliers based on Huber function. In this paper, the time update process can be performed using a Kalman filter (KF), and measurement update process can be carried out utilizing an unscented transform. This novel filtering algorithm differs from the traditional unscented Kalman filter (UKF) which is sensitive to non-Gaussian noise and outliers. Besides, for a nonlinear system with linear state equation, the presented filtering has the merits of both KF and UKF, and it has better performance under non-Gaussian noise and large outliers. Furthermore, the proposed filtering algorithm can not only track the target effectively but also suppress the effects of the non-Gaussian noise and large outliers. Finally, numerical simulations are conducted to verify estimation accuracy and effectiveness of the proposed filtering algorithm.
I. INTRODUCTION
For linear dynamic system with Gaussian noise, the wellknown traditional Kalman filter (KF) is an optimal and unbiased estimator [1] , which plays a key role in various practical applications such as state prediction [2] , data fusion [3] , computer vision [4] , robotics control [5] , navigation [6] , signal processing [7] - [9] , etc. Due to its optimality, simplicity and versatility [10] , traditional KF is known as a milestone in filtering theory, and it has developed rapidly. However, the traditional KF degrades or even diverges for nonlinear systems and non-Gaussian noise. It can be seen that the KF is impractical for nonlinear systems and non-Gaussian noise. Hence, many modified KF algorithms are presented to improve the implementation and performance of the traditional KF like stability, computation load and convergence. The commonly used nonlinear KF algorithms dealing with nonlinear state estmation include Extended Kalman filter (EKF) [11] , Gaussian Sum filter (GSF), Unscented Kalman filter (UKF) [7] , Ensemble Kalman filter (EnKF) [12] , Particle filter (PF) [13] , etc. The EKF highly depends on pre-defined dynamic model and needs to calculate the Jacobian matrices. The results might be inaccurate or even divergent for strongly nonlinear systems and non-Gaussian noise. Focusing on these issues, the UKF utilizes deterministic sigma points to deal with highly nonlinear dynamic and measurement model [14] - [17] . Since UKF has some advantages such as easy implementation, appropriate performance, and computational feasibility [18] , for the case of the nonlinear system with linear state equation, it has better performance than the other filtering algorithms such as EKF, GSF and PF, etc.
However, the aforementioned filtering algorithms are sensitive to non-Gaussian noise such as heavy-tail noise [16] (e.g. Gaussian mixture noise [10] ) and shot noise [19] . Therefore, some filtering algorithms that are robust to present in [15] , [16] , and [20] - [23] , in which Huber function is used to enhance robustness of nonlinear filtering algorithms for nonlinear system with non-Gaussian noise and outliers. The Huber function is a combined method of minimum l 1 -and l 2 -norm estimators and has better robustness [24] . Therefore, the Huber function has been used in many applications, for example, underwater vehicle tracking [11] , rendezvous in Elliptical orbit [15] , atmospheric data assimilation [20] and relative navigation [21] . Recently, the Huber function has been combined with many filtering algorithms [10] , [16] , [21] - [23] . Furthermore, considering performance, effectiveness, and computational load, the Huber function has been embedded into the unscented Kalman filter to deal with non-Gaussian noise [16] , [21] - [23] . Wang used the Huber function to modify the measurement update equation to estimate relative position [21] . Valero and Moreno studied an alternative robust algorithm to deal with a large number of outliers, but it is time-consuming [22] . Chang et al. [16] proposed a robust derivative-free algorithm with Huber function to detect and suppress the outliers. However, few works are taken the nonlinear system with linear state equation into account. Xiong et al. [25] researched the nonlinear system with linear measurement equation. Hu et al. [26] presented a derivative UKF (DUKF) for tightly coupled INS/GPS integrated navigation, but Xiong and Hu did not consider the nonlinear and non-Gaussian systems.
Motivated by above-mentioned discussions, this paper proposes a novel robust derivative unscented Kalman filter (RDUKF) scheme based on Huber function. In this research, the nonlinear system with linear state equation is introduced under the non-Gaussian noise and large outliers. The prime contributions of this paper are as follows: 1) A new robust derivative filtering technique combined with Huber function is proposed to deal with the outliers and non-Gaussian noise such as shot noise and Gaussian mixture noise.
2) The proposed filter can restrain the effect of large outliers in the observation equation effectively.
3) The proposed filter is easy to implement and does not load a heavy computation burden to nonlinear system. The remainder of the paper is organized as follows. Section II introduces the overview of the Huber function. Section III describes the cost function of the robust derivative unscented Kalman filter in detail. Section IV gives the process for the presented filtering algorithm. The simulation results and comparisons are provided in Section V. Finally, conclusion is given in Section VI.
II. HUBER FUNCTION
In this section, the overview of the Huber function is given. The Huber function is a combination of minimum l 1 -norm and l 2 -norm estimation methods. It exhibits robustness to measurement errors that deviates from the commonly assumed Gaussian error probability density function. Especially, Huber function performs well in the presence of non-Gaussian noise such as light-tailed noise (e.g. binary noise, uniform noise, etc.) and heavy-tail noise (e.g. Laplace noise, Gaussian mixture noise, alpha-stable noise,etc.). Furthermore, it is noted that the computational increase of adding the Huber function implantation to the Kalman filter is insignificant, and filtering robustness can be obtained from the Huber function.
To introduce the Huber function, the linear system will be shown later. For simplicity, the linear regression model is taken into account:
where y ∈ R m is the measurement vector, x ∈ R n is the estimate vector, H ∈ R m×n and v represent the design matrix and zero-mean Gaussian white noise, respectively.
To solve this problem, Huber function is utilized to replace the least mean square error estimation based on generalized maximum likelihood method [24] . It is also obvious that the modified cost function of residuals is described as follows:
where e = R 1/2 (Hx − y) is measurement residual, and e i is the ith column of e. In theory, the ρ function, also called score function, could be an arbitrary function that yields an estimatorx with certain desirable properties, and it satisfies:
Differencing Eq. (2) with respect to x, and the solution of the Eq. (2) can be obtained from the following implicit equation
where φ(e i ) = ρ (e i ) is the influence function. Further define the weight function ψ(e i ) = φ(e i )/e i and matrix
. Then, the matrix form of the Eq. (4) can be written as follows
Huber [24] selected the ρ function form as
where γ is the tuning parameter which ranges from 1 to 2, and its typical value is 1.345. From Eq. (6), it can be obtained that the Huber function is a combination of minimum l 1 -norm and l 2 -norm. It has the character that the score function ρ(e) is a l 1 -norm function if γ → 0, and the score function ρ(e) is a l 2 -norm function if γ → ∞. Recalling from the Huber function in Eq. (2), the weighting function is described as follows
Remark 1: Since the Huber function is proposed in [24] , many variants have been presented and used in practical applications to deal with adjustment tasks. For instance, Rousseeuw presented an improved robust method for a number of large outliers [27] . Karlgaard and Schaub [15] investigated the navigation for rendezvous in elliptical orbit using adaptive nonlinear filtering algorithm based on Huber function. Chang [16] introduced the derivative-free filter with Huber function to suppress multiple outliers. Osada et al. [28] studied a simple modification of the original Huber function to cope with gross errors. Osada et al. [29] further proposed a enhanced Huber function for 2D planar network, etc.
Remark 2: From Eq. (6), it is easy to see that the score function ρ(e) approximates e 2 to obtain high efficiency with Gaussian distribution when the error e is less than the threshold γ . While the score function would increase more slowly when the error e is greater than the threshold γ . Therefore, the parameter γ in Eq. (7) plays an essential role in the score function.
III. COST FUNCTION OF THE LINEAR KALMAN FILTER
The purpose of this section is to describe the cost function of the linear Kalman filter, and the stochastic linear system is described by the following equations:
where x k is the state vector, y k represents measurement vector, k|k−1 denotes state transition matrix, H k is the measurement mapping matrix, w k−1 and v k are the zero-mean Gaussian process noises with covariance matrices Q k−1 and R k , respectively. The aim of this work is to deal with both the non-Gaussian noise, i.e. shot noise and Gaussian mixture noise, and outliers. It is obvious that the modified cost function of the Kalman filter is given. From a Bayesian maximum likelihood perspective, the posterior mean estimate is obtained as followŝ
where x 2 A = x T Ax is the quadratic form with respect to the nonnegative definite matrix A,x k|k is the state estimation after measurement update,x k|k−1 is the state estimation before measurement update, and P k|k−1 is the covariance matrix ofx k|k−1 .
Denoting
, based on Huber function, the modified cost function of the Kalman filter can be expressed aŝ
where the ρ(·) is the same as that in Eq. (2). Differencing Eq. (10) with respect to x k results in
where the influence function φ(e k,i ) = ρ (e k,i ). Furthermore, define the function ψ(e k,i ) = φ(e k,i )/e k,i and the matrix
Substituting Eq. (12) into Eq. (11), the matrix form of the Eq. (11) by matrix multiplication can be described as follows:
Substituting e k into Eq. (13), yields
Eq. (14) equals to the derivative of the following function
k . It is obvious that Eq. (15) is similar to Eq. (9) with only the difference being reformulated measurement covariance matrix. If the matrix equals to identity matrix, the modified cost function of filtering algorithm will turn into that of traditional Kalman filter.
In order to obtain concise process, the dynamic system is adopted as the linear system from the process of theoretical derivation. In the next section, for the case of nonlinear measurement model, the unscented transform (UT) will be used to obtain the mean and covariance of measurement. Consequently, the linearized error would be avoided, and the performance of UT will be better than that of the linear regression method.
IV. ROBUST DERIVATIVE UNSCENTED KALMAN FILTER
In this section, the nonlinear system with linear state equation and the implementation procedure for robust derivative unscented Kalman filter (RDUKF) based on Huber function are described.
First, consider the discrete-time nonlinear system which is expressed as
where x k stands for state vector, y k denotes the measurement vector. k|k−1 is the discrete state transition matrix, The function h(·) is a continuous nonlinear function, and the process and measurement noises w k−1 and v k are zero-mean Gaussian white noises with covariance matrices Q k−1 and R k , respectively. They are the same as those in Eq. (8) , and it can be rewritten as
Next, the procedure for the RDUKF algorithm is summarized as follows.
Step 1 (Initialization): Give the n-element vector state estimationx 0|0 = E(x 0 ) with covariance P 0|0 = P 0 .
Step 2 (Time Update): The implementation process of time update equations are the same as the traditional Kalman filter:
Step 3 (Sigma Points Selection): Select the sigma points and the weighting coefficients. Commonly, the symmetric 2n+1 points are used and described as follows:
where the parameter ξ = ϕ 2 (n + κ) − n. ϕ ∈ (0, 1) is used to control the distribution of sigma points with κ = 3 − n. In addition, P k|k−1 is the Cholesky factor of P k|k−1 . The relative weighting coefficients of mean and covariance are set as follows:
where the parameter η is set as 2 with Gaussian distribution.
Step
(Modify the Measurement Covariance):
The measurement covariance is modified and derived by the Huber function from Eqs. (9)- (15) .
(Measurement Update):
The measurement update equations of the proposed filter are calculated as follows:
where {y
m are the set of sigma points and the weights, respectively.
Step 6: Repeat Steps 2 to 5. From the detailed process of the proposed filtering algorithm, it can be seen that the measurement covariance R is only modified by Huber function. Afterwards, it will be considered that both state model and measurement model are modified by Huber function or other robust techniques. Furthermore, the weaken nonlinearity of system state model can be handled by RDUKF.
Remark 3: For practical applications, there are many approaches to choose the sigma points and the number of them is between n+1 and 2n+1, for example, symmetrical sampling [17] , [18] , [30] - [32] , spherical simplex points [33] , third-order moment skew sampling [34] and four-order symmetric sampling of gaussian distribution [35] , etc. Although the selection strategies of sigma points are different, the goal of them is to obtain the excellent performance in different situations by utilizing suitable number of sigma points.
V. SIMULATION AND COMPARISON
In this section, simulation has been carried out to illustrate the effectiveness and feasibility of the proposed filter (RDUKF). a real radar target tracking system is simulated as a case study to compare the RDUKF with UKF and DUKF.
Radar target tracking system is a common system in real world and it is a classical filtering application. The radar is used to track the moving target through measuring the distance between the moving target and the radar within the two-dimensional Cartesian coordinate [36] . The goal is to estimate the state vector including position and velocity. The dynamic model is formed as follows:
where the state vector 
The time interval T is set as 1s, and the measurement model is
where (x 0 , y 0 ) is radar land station (200, 300), the variance of v k is R = 5. . To illustrate the effectiveness and advantages of the proposed filtering algorithm over UKF and DUKF, four circumstances have been investigated: 1) The measurement noise is contaminated by shot noise as shown in Figure 1; 2) The measurement noise is contaminated by both shot noise depicted in Figure 2 and 3) The measurement noise is contaminated by Gaussian mixture noise described in Figure 3; 4) The measurement noise is contaminated by both Gaussian mixture noise as shown in Figure 3 and large outliers in case 2. From Figure 4 , the results of position error for the three filtering algorithms are described along with x-axis in case 1 and Figure 5 displays the results of position error for the three filtering algorithms along with x-axis in case 2, respectively. Further, it can be seen that the position error of the RDUKF is much smaller than that of UKF and DUKF. Since the Kalman filter is optimal for the linear state process, the error of DUKF is smaller than that of UKF. Besides, from Figure 6 and Figure 7 , RDUKF has robustness to the both shot noise and larger outliers, but UKF and DUKF are sensitive to both shot noise and larger outliers. Therefore, it can be obtained that the outliers have large effect on UKF and DUKF. However, they have insignificant affect on RDUKF. Similar to case 1, Figure 8 and Figure 9 only describe position error and position tracking along with x direction under Gaussian mixture noise. Similar to case 2, Figure 10 and Figure 11 depict position error and position tracking along x direction under both Gaussian mixture noise and four large outliers in case 3. We also obtain that the performance of the proposed filtering algorithm is better than that of UKF and DUKF under both Gaussian mixture noise and outliers. In other words, RDUKF has enough robustness to restrain the effectiveness of large outliers.
For the above four circumstances, the root mean square error (RMSE) of the above three filtering methods are shown in Figures 12, 13, 14 and 15 . 100 Monte Carlo simulations are run for these three filtering algorithms and the average running times of UKF, DUKF and RDUKF are 0.0283s, 0.0232s, and 0.0481s, respectively. It is obvious that the RMSE of RDUKF is much smaller than that of the UKF and DUKF under the above four cases. For instance, From Figure 13 , the RMSE of RDUKF is about 2, the RMSE of DUKF is twice that of RDUKF, and the RMSE of UKF is 10 times that of RDUKF at 100s. On the other hand, from average running time, it is shown that the processing time of DUKF is shorter than UKF and RDUKF, in other words, for linear state process, UKF takes more time than Kalman filter. the Huber technique with robustness spends some time, which can be explained as follows: the process is too short such that the RDUKF seems to take some time than that of UKF and DUKF. In fact, the Huber function spend insignificant time. From the effectiveness and estimation accuracy, RDUKF shows much better robust than UKF and DUKF for nonGaussian noise and larger outliers.
VI. CONCLUSIONS
In this paper, a novel robust derivative unscented Kalman filter is developed, in which the covariance of measurement model is estimated by Huber technique. The process of the proposed filtering algorithm is given in detail. The effectiveness of state estimation under non-Gaussian noise and large outliers is improved. Finally, the simulation results demonstrate the feasibility and validity of the proposed filtering algorithm. In the future, further researches and analyses are needed in the theoretical and practical respects. Specifically, the stability and convergence of the proposed filtering algorithm are worth further investigation. Our prospective studies will combine the RDUKF with other robust techniques and adaptive methods such as maximum correntropy criterion, moving horizon estimation, fading factor, genetic algorithm, and so on. His current research interests are in the fields of networked control systems, robust control and signal processing, active disturbance rejection control.
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