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Abstract
This thesis presents a search for R-parity conserving Supersymmetry with the AT-
LAS detector, in final states with missing transverse momentum and jets. A search is
designed, targeting pair produced scalar top quarks decaying as t˜1 → cχ˜01 and scalar
charm quarks decaying as c˜1 → cχ˜01, where χ˜01 is the lightest neutralino. Charm tag-
ging methods are used to identify jets originating from charm quarks. This search is
based on LHC proton-proton collision data collected by ATLAS in 2015 and 2016,
amounting to 36.1 fb−1 of integrated luminosity. No significant excess of data bey-
ond Standard Model expectations was observed and squarks were excluded up to a
mass of 850 GeV for a massless neutralino and up to 500 GeV for a mass splitting
between the squark and neutralino of less than 100 GeV. All limits assume a 100%
branching ratio to the cχ˜01 final state.
This thesis also presents a novel technique to identify low momentum b-hadrons
using tracks from the ATLAS inner detector. This technique is developed to target
compressed Supersymmetry models where the mass splitting between the squark and
neutralino is small, leading to low momentum b-hadrons in the final state. With this
technique b-hadrons with transverse momentum in the range 10 − 20 GeV can be
identified with an efficiency of ∼ 20% with a mis-identification rate corresponding
to ∼ 2.5% of simulated events with no b-hadrons.
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11 | Introduction
The Standard Model of particle physics is a theoretical framework for describing
fundamental particles and their interactions. It is a remarkably successful theory,
compatible with decades of collider data. In the Standard Model, W and Z bosons
acquire mass through the Higgs mechanism, which predicts the existence of a scalar
boson. The discovery and measurement of a Standard Model Higgs by ATLAS and
CMS at the Large Hadron Collider completes the Standard Model. The Standard
Model in its current form cannot account for a number of important observations.
For example, it provides no candidate for dark matter and no mechanism that can
explain electroweak baryogenesis. Another shortcoming of the Standard Model is
the apparent instability of the Higgs mass to the large variations of scales associ-
ated to the fundamental interactions, which requires fine tuning of parameters to
reproduce its measured value, the so-called Hierarchy problem. Many extensions to
the Standard Model have been proposed to address these limitations.
Central to the Standard Model is the notion of symmetries. Symmetries have
long been associated with aesthetics and can simplify seemingly complex systems. It
was Emmy Noether who first demonstrated the deep connection between symmetries
and conservation laws in nature, and the relativistic fields described by the Standard
Model are representations of the Poincaré symmetry group. The force mediators of
the Standard Model, which describe the fundamental interactions, arise from local
gauge symmetries. Supersymmetry is an extension to the Standard Model that
posits an additional symmetry of nature between fermions and bosons, introducing
a bosonic partner for each fermion, and vice versa. Miraculously, the consequences
of assuming such a symmetry can address many of the limitations of the Standard
Model. Supersymmetry can provide a candidate for dark matter, a mechanism for
electroweak baryogenesis and stabilise the Higgs mass. Together with its theoretical
appeal, this provides strong motivation for Supersymmetry searches at the Large
Hadron Collider.
The ability of Supersymmetry to address the limitations of the Standard Model
depends on the masses of Supersymmetric particles. In particular, for Supersym-
metry to stabilise the Higgs mass without reintroducing the need for fine tuning,
Supersymmetric particles should be below 1 TeV, accessible to the Large Hadron
Collider. At the time of writing, Supersymmetry is conspicuous by its absence, with
no search to date finding significant evidence for any Supersymmetric model. The
ATLAS and CMS Supersymmetry search program comprises dozens of individual
searches targeting simplified models, and each null result provides exclusion coverage
for part of the Supersymmetry parameter space. This thesis presents a search for
Supersymmetry in final states with missing transverse energy and jets from charm
quarks using 36.1 fb−1 of data collected by ATLAS in 2015 and 2016. This search
provides additional coverage in the search for discovery, or eventual exclusion, of
Supersymmetry as a solution to the Hierarchy problem.
At the time of writing, Run 2 of the Large Hadron Collider has ended. With
data taking on hold for at least two years, it becomes crucial not only to improve
the particle identification capabilities of the ATLAS detector in preparation for Run
3, but also to extend the reach of ATLAS searches in existing data. One important
2limitation of particle reconstruction at ATLAS is the loss of low momentum b-
hadrons, which are present in the experimental signature of many interesting models
of Supersymmetry. This thesis presents a new algorithm that allows these low
momentum b-hadrons, previously beyond the reach of the ATLAS detector, to be
recovered, extending the sensitivity of ATLAS Supersymmetry searches.
The work of this thesis was conducted as part of the ATLAS collaboration.
The data collected by the ATLAS detector must be processed, reconstructed and
simulated for interpretation. This involves hundreds of auxiliary measurements and
studies, a highly collaborative effort involving thousands of physicists. The author of
this thesis contributed significantly to the ongoing calibration of the ATLAS electron
trigger from 2015-2017, the results of which are used by analyses throughout ATLAS,
including those documented in this thesis. This work is reported in a dedicated
appendix.
The analyses presented in this thesis build on years of previous work, and were
carried out by teams of researchers. In such a collaborative environment it can be
difficult to distinguish the contribution of an individual from the organisation as
a whole. In some cases the boundaries between contributions may not be easy to
define, for example calibration results that are used by hundreds of analyses that
use ATLAS data. A list of publications to which the author of this document played
a central role, along with the key contributions to each, is given below:
• Search for supersymmetry in final states with charm jets and missing trans-
verse momentum in 13 TeV pp collisions with the ATLAS detector [1], the
subject of chapter 5.
– This analysis was conducted by a small research team within the AT-
LAS SUSY working group. The author of this thesis was one of two
PhD students working in the team, contributing to most aspects of the
analysis. These contributions include: signal region development, back-
ground estimation (particularly relating to the one-lepton and multijet
backgrounds), optimisation of charm tagging operating points and the
derivation of associated efficiencies and systematic uncertainties and the
evaluation of the final results.
• Soft b-hadron tagging for compressed SUSY scenarios [2], the subject of chapter
6.
– The above publication describes three techniques for the identification
of soft b-hadrons with the ATLAS detector. Chapter 6 focuses almost
entirely on the development of one of these techniques: the reconstruction
of b-hadrons by reconstructing their decay vertices in clusters of tracks.
This analysis is the author’s own work.
• Electron reconstruction and identification in the ATLAS experiment using the
2015 and 2016 LHC proton-proton collision data at
√
s = 13 TeV [3] and
Performance of electron and photon triggers in ATLAS during LHC Run 2
[4], both using the results of appendix A.
– These publications document electron trigger efficiency of the ATLAS
detector in Run 2 of the LHC. The author of this thesis provided the
3official electron trigger efficiency measurements used by ATLAS for all
of 2016 and 2017 data taking, and continued to contribute in 2018 in a
more supervisory capacity.
This thesis is structured as follows: chapter 2 presents an overview of the Stand-
ard Model, highlighting some of its important limitations, and introduces Supersym-
metry and its current status. Chapter 3 describes the Large Hadron Collider and
the ATLAS detector, with attention given to each of its main subsystems, includ-
ing the hardware of the trigger system. Chapter 4 gives details for data acquisition,
processing and reconstruction, including details of the Monte Carlo simulations that
are essential for interpreting the data. Chapter 5 presents a search for Supersym-
metry in final states with missing transverse energy and jets from charm quarks,
and chapter 6 presents a new algorithm for the identification of low momentum
b-hadrons at ATLAS. The electron trigger calibration work and additional analysis
details are given in the appendices.
42 | Theoretical Background
The experimental searches detailed in this thesis concern supersymmetry (SUSY)
and the Standard Model (SM). This chapter develops the theoretical background
necessary to set these searches in context. Section 2.1 describes the SM and section
2.2 its limitations. Section 2.3 introduces SUSY and its phenomenology at the LHC,
focusing on the SUSY models considered by the analyses presented in this thesis.
Finally, section 2.3.6 expands the scope, discussing more general SUSY models and
the wider SUSY search effort, and presents some of the current limits on SUSY
parameters.
2.1 The Standard Model
The Standard Model of particle physics is a quantum field theory that successfully
accounts for three of the four fundamental forces of nature. The fourth, gravity, is
too weak to play a significant role at energies accessible to modern particle physics
experiments. Particle physics processes are described in terms of spin 1
2
fermionic
fields interacting through bosonic mediator fields with integer spin. Developed in
the 1970s, the SM is the culmination of more than seven decades of experimental
and theoretical discovery. This section provides a brief discussion of some the key
ingredients in the development of the SM and a summary of the SM itself.
2.1.1 Quantum Field Theories
The SM is a quantum field theory [5, 6]. Quantum field theory (QFT) is a theoretical
framework that incorporates quantum mechanics and special relativity. This is
achieved through a procedure of quantisation of relativistic fields, with particles
understood as excitations of these fields.
The language of QFT is the Lagrangian formalism, where the dynamics of a
system are summarised by the Lagrangian density L(φ, ∂φ), a function that depends
on relativistic fields and their derivatives. The equations of motion of a system are
derived by minimising the action S:
S =
∫
d4xL. (2.1)
The S-matrix element for a scattering process is computed in the interaction picture,
where the Lagrangian density is split into two components:
L = Lfree + Lint, (2.2)
where Lfree describes free fields and Lint the interactions between these fields. The
S-matrix can be represented as a perturbative expansion in powers of Lint. Once the
S-matrix has been determined, it can be used to make predictions about observable
quantities, for example cross-sections and decay rates.
5Terms in the perturbative expansion can be represented diagrammatically using
Feynman diagrams, composed of vertices, lines and propagators, each representing a
factor in the final expression for the S-matrix . To first order the S-matrix is simply
the sum of the first order tree level Feynman diagrams. Higher order diagrams con-
tain loop corrections which typically contribute divergent integrals to the expression
for the S-matrix. A set of prescriptions exists to treat such divergences, collectively
known as renormalisation.
Renormalisation proceeds by splitting the Lagrangian into infinite and finite
pieces:
L = [L − δL(E)] + δL(E), (2.3)
where the energy E is some cutoff scale, and δL is the measurable part of the
Lagrangian. δL is constrained such that the measurable quantities, for example the
coupling constants and particle masses, do not depend on the cutoff energy. This
restriction gives rise to the renormalisation group equations (RGEs), which describe
how the coupling constants of the fundamental forces run with energy. For a QFT
to be predictive, it must be renormalisable. Any physically descriptive QFT must
therefore include only renormalisable terms in the Lagrangian.
2.1.2 Symmetries in Particles Physics
A field theory is said to possess a symmetry if a transformation leaves the action
S of the theory unchanged. Noether’s theorem [7] states that for any continuous
symmetry of S a corresponding conserved current can be derived. For example,
the Noether current associated to the invariance of the action S under space and
time translations gives rise to momentum and energy conservation, respectively.
Noether’s theorem demonstrates how the symmetries displayed by the Lagrangian
reveal important information about the behaviour of a theory.
Central to QFTs is the Poincaré symmetry group, which describes translations,
rotations and boosts in Minkowski space. A causal theory is constructed by requiring
that the action S be invariant under Poincaré transformations:
xµ → x′µ = Λνµxν + aµ, (2.4)
where the Λ is a general Lorentz transformation and a is an additional translation
in spacetime coordinates. Any relativistic field is a representation of the Poincaré
group. QFTs are the result of quantisation of these fields.
The SM is a gauge theory, constructed by imposing invariance under a set of
gauge transformations. A gauge transformation is a continuous set of local trans-
formations, forming a Lie group, which can be represented through a basis of lin-
ear transformations. The independence of the chosen gauge in a theory represents
redundant degrees of freedom in the Lagrangian. To ensure invariance of the Lag-
rangian under a gauge transformation, a corresponding gauge covariant derivative
is defined, introducing additional gauge fields in the Lagrangian. These gauge fields
relate the symmetry transformations at different points in spacetime, and are real-
ised as force mediators. The strong, electromagnetic (EM) and weak interactions
can be associated to specific gauge groups.
The basic recipe for constructing the SM is then to assume a set of fermion
spinor fields to correspond to the known fundamental particles of matter, assume
a set of gauge symmetries that can account for the fundamental interactions, and
then write down the most general, renormalisable Lagrangian.
62.1.3 The Electroweak Interaction
The EM and weak interactions are unified in the SM according to the Glashow-
Salam-Weinberg mechanism [8, 9]. Below the electroweak scale, O(246) GeV, they
split into the familiar EM and weak interactions through the mechanism of elec-
troweak symmetry breaking (section 2.1.4).
Electroweak theory is described by the gauge group SU(2)L × U(1)Y acting on
fermionic spinor fields, which can be represented in terms of left- and right-handed
chiral projections:
ψ = ψL + ψR =
1
2
(1− γ5)ψ + 1
2
(1 + γ5)ψ, (2.5)
where γ5 is the fifth gamma matrix (definitions for the five gamma matrices are given
in Refs. [5, 6]) . In the theory, left-handed fermions form doublets under SU(2)L
and right-handed fermions form SU(2)L singlets. As a result, the weak interaction
couples only to left-handed chiral fields; this property is denoted by the subscript
L. The chirality of the weak interaction is not an emergent property of the gauge
symmetry, but necessary to account for experimental evidence of maximal parity
violation in weak interactions [10]. The Y subscript in U(1)Y denotes the weak
hypercharge which relates the unified electroweak interaction to electromagnetism
(see equation 2.10, later in this section).
Invariance of the Lagrangian under SU(2)L × U(1)Y can be enforced by intro-
ducing the covariant derivative
∂µ → Dµ = ∂µ + igW aµ ta + ig′BµY, (2.6)
where a runs over 1, 2, 3 and g, g′ are coupling constants. The three gauge fields W aµ
are associated to SU(2)L and Bµ to U(1)Y . Fermion and scalar fields are assigned
weak isospin I = 0, 1
2
and weak hypercharge Y quantum numbers. The ta are defined
ta =
{
0 for I = 0,
σa for I = 1
2
,
(2.7)
where I = 1
2
, 0 for fermions with left- and right-handed chirality, respectively. The
gauge fields for charged currents arise as a linear combination of SU(2)L eigenstates:
W±µ =
W 1µ ∓ iW 2µ√
2
. (2.8)
The physical neutral fields are obtained through the mixing of SU(2)L and U(1)Y :(
Zµ
Aµ
)
=
(
cos θW − sin θW
sin θW cos θW
)(
W 3µ
Bµ
)
, (2.9)
where θW is the Weinberg angle. θW is an important parameter of the SM, relating
neutral and charged currents, and was first measured in 1973 [11]. EM charge is
related to the weak isospin and hypercharge quantum numbers through the Gell-
Mann-Nishijima relation [12, 13], given by
Q = T3 +
Y
2
, (2.10)
7where T3 is the third component of weak isospin, which can take on the values
−1
2
, 0, 1
2
.
The particle content of the SM can be organised into three generations of SU(2)L
weak isospin doublets:(
νe
e
)
L
(
νµ
µ
)
L
(
ντ
τ
)
L
,
(
u
d
)
L
(
c
s
)
L
(
t
b
)
L
(2.11)
and corresponding right-handed singlets. The components of the doublets corres-
pond to the familiar flavour pairs, assigning a neutrino to each lepton and pairing
quarks into “up” and “down” types. In the SM, neutrinos are assumed to be massless.
Since neutrinos only interact via the weak interaction, right-handed neutrinos are
omitted from the SM. TheW± gauge field transforms between isospin doublet states,
giving rise to flavour changing charged currents. The Z0 field does not transform
between isospin states and as a result flavour changing neutral currents (FCNCs)
are not predicted at tree level in the SM. The fermions and their corresponding
electroweak quantum numbers are summarised in table 2.1.
Leptons T3 Y Q = T3 + Y2 Quarks T3 Y Q = T3 +
Y
2
uL, cL, tL +12 +
1
3
+2
3
νeL, ν
µ
L, ν
τ
L +
1
2
-1 0
dL, sL, bL −12 +13 −13
eL, µL, τL −12 -1 -1
uR, cR, tR 0 +43 +
2
3
eR, µR, τR 0 -2 -1
dR, sR, bR 0 −23 −13
Table 2.1: Summary of the particle content of the electroweak theory.
2.1.4 Electroweak Symmetry Breaking and The Higgs Mech-
anism
The electroweak theory described so far includes only massless gauge fields for the
weak interaction. This is inconsistent with the physical weak interaction, which is
known to be short range. Simply adding mass terms to the Lagrangian spoils gauge
invariance under SU(2)L × U(1)Y , a fundamental assumption of the theory. This
difficulty is circumvented through the Higgs mechanism [14–16].
The Higgs mechanism proceeds by introducing the most general scalar potential
permitted under the restrictions of SU(2)L invariance and renormalisability:
V (Φ) = µ2Φ†Φ + λ(Φ†Φ)2, (2.12)
where Φ is complex scalar doublet under SU(2)L, given by
Φ =
(
φ+
φ0
)
=
1√
2
(
φ1 + iφ2
φ3 + iφ4
)
, (2.13)
and where µ and λ > 0 are additional parameters. The doublet Φ is identified
as the Higgs field. For the case µ2 < 0, V (Φ) describes a potential with a local
maximum at Φ = 0 surrounded by minima in the region defined by Φ =
√
−µ2
λ
≡ v
8Figure 2.1: Illustration of the Higgs potential for the case µ2 < 0 [17]. The minima
at |φ|2 = µ2
2λ
define the vacuum. This potential preserves SU(2)L symmetry, but it
is spontaneously broken when the field φ is forced to take on a vacuum state.
(see figure 2.1). The underlying SU(2) symmetry of the Lagrangian is preserved,
but the field picks up a vacuum expectation value (VEV) v, spontaneously breaking
the symmetry. The addition of the scalar doublet contributes the following to the
Lagrangian
LΦ = (DµΦ)†(DµΦ)− V (Φ), (2.14)
where Dµ is the SU(2)L covariant derivative (equation 2.6). To spontaneously break
SU(2)L, one must choose a minimum around which to develop Φ. It is convenient
to choose
Φ =
1√
2
(
0
v + h
)
, (2.15)
where h is a small perturbation to the scalar field. Expanding around the chosen
minimum introduces mass terms into the Lagrangian, from which the gauge field
masses can be identified as:
M2W =
1
4
g2v2, M2Z =
1
4
(g2 + g′2)v2, MA = 0. (2.16)
Thus the Higgs mechanism confers mass to the weak gauge bosons whilst maintaining
SU(2)L invariance, through the process of electroweak symmetry breaking (EWSB).
The Higgs field can also be used to generate mass for fermion fields. A fermionic
mass term takes the form
Lmass = −mψ¯ψ = −m(ψ¯LψR + ψ¯RψL). (2.17)
The left- and right-handed spinor fields transform differently under SU(2)L so that
the addition of such a term is not permitted by the theory. Instead one can consider
the Yukawa coupling of the Higgs field to a fermion:
Lf = −λdQ¯LΦdR + higher terms (2.18)
with the left-handed fermion doublet
Q =
(
fu
fd
)
L
. (2.19)
9Mass terms are introduced by once again making use of the expansion from equation
2.15 to yield the effective coupling
λd
1√
2
(u¯L, d¯L)
(
0
v + h
)
dR + higher terms. (2.20)
The factor
md =
λdv√
2
(2.21)
can be identified as the mass of the down-type fermion. The mass term for the
up-type fermion is generated in a similar way by exploiting the charge-conjugate to
the Higgs field Φc ≡ −iσ2Φ∗ to transform the up-flavour component of the fermion
doublet.
In the case of quarks, the additional Yukawa couplings introduce mass matrices
corresponding to up and down types. These matrices are diagonalised by different
transformations, which results in a modification of the charged current interaction
that relates the components of the SU(2)L doublet. The modification of the weak in-
teraction is summarised by the Cabibbo-Kobayashi-Maskawa (CKM) matrix [18, 19]
which mixes the weak flavour eigenstates. The CKMmixing introduces a phase shift,
which behaves differently for particles and antiparticles, a source of CP violation in
the SM.
Inserting the expansion from equation 2.15 into LΦ (equation 2.14), one identifies
the pure Higgs Lagrangian
Lh = 1
2
(∂µh)2 − 2λv
2
2
h2 − λvh3 − λ
4
h4 +
λv4
4
, (2.22)
where the expression for the VEV has been used to make the substitution µ2 = −v2λ.
Equation 2.22 contains a kinetic term, resulting from the coupling of the Higgs field
to the gauge covariant derivative, cubic and quartic self-interactions and a mass
term, from which the Higgs mass
Mh = 2λv
2 (2.23)
can be identified. Thus the Higgs mechanism is verifiable, predicting a new scalar,
the Higgs boson. The λ parameter is a free parameter of the theory, and must be
experimentally determined.
The observation of a Higgs-like particle with a mass of 125 GeV at the LHC
was announced by ATLAS and CMS in 2012 [20, 21]. A Higgs, with couplings as
predicted by the SM, has been observed in many different channels since (see figure
2.2), a major success for the SM.
2.1.5 The Strong Interaction
Quantum Chromodynamics (QCD) is the theory of the strong force, describing the
interactions of quarks and gluons. It is derived in analogy with the electroweak in-
teraction, instead requiring gauge invariance under the unbroken SU(3)C symmetry
group. The subscript C indicates colour charge, which can take three values labelled
as red, green and blue. Quarks can be represented byψRψB
ψG
 , (2.24)
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(a)
Cross-section normalized to SM value
0.5− 0 0.5 1 1.5 2 2.5 3 3.5 40.5−
8
Total Stat. Syst. SM PreliminaryATLAS
-1
 = 13 TeV, 36.1 - 79.8 fbs
| < 2.5
H
 = 125.09 GeV, |yHm
             Total      Stat.     Syst.
ggF   )0.060.07  ±  , 0.070.07  ±   ( 0.090.09  ±  1.07 
VBF   )0.120.13  ±  , 0.180.18  ±   ( 0.210.22  ±  1.21 
WH   )0.320.37  ±  , 0.350.37  ±   ( 0.480.52  ±  1.57 
ZH   )0.240.25  ±  , 0.320.34  ±   ( 0.400.42  ±  0.74 
ttH + tH   )0.180.20  ±  , 0.170.17  ±   ( 0.250.26  ±  1.22 
(b)
Figure 2.2: (a) Summary of the Higgs boson mass measurements from the individual
and combined analyses [22], compared with the combined Run 1 measurement by
ATLAS and CMS [23]. The statistical-only (horizontal yellow-shaded bands) and
total (black error bars) uncertainties are indicated. The (red) vertical line and
corresponding (grey) shaded column indicate the central value and the total uncer-
tainty of the combined ATLAS Run 1 + 2 measurement, respectively. (b) Higgs
cross-sections, normalised to their SM predictions and with SM branching fractions
assumed. The black error bars, blue boxes and yellow boxes show the total, sys-
tematic, and statistical uncertainties in the measurements, respectively. The grey
bands indicate the theory uncertainties in the cross-section predictions. Taken from
Ref. [24].
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SU(3)C colour triplets.
The SU(3)C gauge covariant derivative is given by
∂µ → Dµ = ∂µ + igsGµaT a, (2.25)
where gs is the coupling constant. The T a, a = 1, 2.., 8 are the Gell-Mann matrices,
an extension of the Pauli matrices to SU(3)C . The Gµa are the gauge fields associated
to the strong interaction. SU(3)C is a non-Abelian group, and the Gµa are non-
commutative. As a result the corresponding field strength tensor takes the form
Gaµν = ∂µG
a
ν − ∂νGaµ − gsfabcGbµGcν (2.26)
resembling the Fµν from electromagnetism, with an additional term added to main-
tain gauge invariance. The fabc are structure constants associated with the gauge
group. The additional term in the field strength describes self-interacting gluons.
This self-interaction results in a strong dependence of the coupling constant on
the energy transfer of the interaction Q2. Using the parameterisation αs = g
2
s
4pi
, to
first-order, this dependence takes the form [5]
αs(Q
2) =
αs
1 + [(11− 2
3
nf )
αs
2pi
] ln(Q2/M2)
. (2.27)
This expression uses the initial condition αs = αs(M2) where M2 is some renorm-
alisation scale. nf is the number of approximately massless quarks at the scale Q2
such that mq  Q.
In the SM case 11 − 2
3
nf > 0. The form of αs(Q2) suggests that the coupling
increases with distance. The result is colour confinement; only colour neutral singlet
states, baryons and mesons, are stable in QCD. At large separations, the potential
energy between coloured particles increases to the point that it is energetically fa-
vourable to create colour neutral singlet states from the vacuum. This causes the
quark to fragment and produce a jet of particles, a phenomenon known as hadron-
isation. At high energies, αs(Q2) decreases such that as Q2 →∞, αs(Q2)→ 0. This
property of QCD is known as asymptotic freedom.
2.1.6 Summary of the Standard Model
Together the strong and electroweak interactions make up the SM. Formally, the SM
is the gauge theory formed from the SU(3)C × SU(2)L × U(1)Y gauge symmetry.
The QCD sector, the electroweak sector and the Higgs mechanism together account
for all of the interactions that are relevant in particle physics experiments. With
the addition of the lepton and quark fields, the SM provides a complete theoretical
apparatus for making phenomenological predictions for collider experiments.
The SM contains 19 parameters that are not predicted by the theory: 9 fermion
masses (assuming massless neutrinos), 3 coupling constants, 1 Higgs VEV, 1 Higgs
mass, 3 angles and 1 phase from CKM mixing and 1 strong CP parameter, which
quantifies the degree to which strong interactions violate CP symmetry. All of these
parameters have now been experimentally measured and are summarised in Ref.
[25]. Evidence of neutrino oscillations [26] implies that neutrinos are massive, which
would require the addition of 3 neutrino masses and 4 mixing parameters to bring
the total to 25. An overview of the experimental properties of the particles of the
SM is given in table 2.2.
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Name Mass Charge (e) Name Mass Charge (e)
Quarks
spin = 12
u 2.2 MeV +23
Leptons
spin = 12
νe < 2 eV 0
d 4.7 MeV −13 e 0.511 MeV −1
c 1.28 GeV +23 νµ < 0.19 MeV 0
s 96 MeV −13 µ 106 MeV −1
t 173.1 GeV +23 ντ < 18.2 MeV 0
b 4.18 MeV −13 τ 1.78 GeV −1
Gauge
Bosons
spin = 1
Name Mass Charge (e)
gluon, g 0 0
photon, γ 0 0
W boson 80.385 GeV ±1
Z boson 91.1876 GeV 0
Scalar
spin = 0 Higgs boson, H 125.18 0
Table 2.2: Summary of the particle content of the SM. All values taken from Ref.
[25].
2.2 Limitations of the Standard Model
The SM provides a description of the electroweak and QCD sectors and makes verifi-
able predictions about scattering processes. These predictions have been extensively
verified over the years with no significant deviation from the SM observed in dec-
ades of particle physics experiments. Despite this success, the SM is known to be
incomplete. It fails to account for, and sometimes is in direct tension with, experi-
mental evidence, in particular astronomy and neutrino experiments. There are also
unanswered questions about the naturalness of the SM, the apparent need to “fine
tune” parameters to explain observed phenomena.
This section will discuss of some of the main theoretical limitations of the SM
that may potentially be addressed by SUSY [27–32]: the origin of matter/antimatter
asymmetry, the Gauge Hierarchy Problem and the origin of dark matter. These open
questions are by no means exhaustive, the scope of this section is restricted to the
issues most germane to the SUSY searches described in this thesis.
• Electroweak Baryogenesis: The problem of electroweak baryogenesis con-
cerns the overwhelming excess of matter over antimatter in the Universe. The
Sakharov conditions [33] state the requirements for excess baryogenesis to oc-
cur:
1. At least one baryon number violating process.
2. CP violation.
3. Interactions outside of equilibrium.
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(a) (b)
Figure 2.3: (a) Loop corrections to the Higgs mass from fermions and (b) trilinear
and quadrilinear scalars [40].
A successful description of baryogenesis must satisfy these conditions suffi-
ciently to reproduce the observed excess baryon to photon ratio [34]:
η =
nB − n¯B
γ
= 6× 10−10 excess baryons
photons
. (2.28)
All of the above ingredients are present in the SM. Condition (1) is satisfied
in the SM through quantum effects associated with the weak interaction [35].
Condition (2) arises from CKM mixing and condition (3) can be satisfied
through electroweak phase transitions. However experimental values for CKM
mixing and the measured Higgs mass suggest that conditions (2) and (3) are
not satisfied to a sufficient degree to account for the observed value of η.
This suggests that physics beyond the SM is required to explain baryogenesis.
SUSY theories can provide new sources of CP violation and additional Higgs
fields to modify electroweak phase transitions in order to explain baryogenesis
[36].
• The Gauge Hierarchy Problem: Each of the fundamental interactions in
the SM possesses a characteristic energy scale: ∼ 200 MeV for the QCD sector
and ∼ 246 GeV for the electroweak sector, corresponding to the Higgs field
VEV. The characteristic energy for gravity is believed to be the Planck scale
[37], MPlanck ∼ 1019 GeV. This large variation forms a hierarchy of energy
scales.
The Gauge Hierarchy problem [38] concerns the instability of the Higgs mass
MH to this hierarchy of scales. The Higgs mass receives the quadratically
divergent one-loop quantum correction [39]
δM2H = f(g)Λ
2
UV, (2.29)
where f(g) is a known function of coupling constants. The parameter ΛUV
is an ultra-violet cutoff representing some scale at which the SM is no longer
valid. A natural choice for ΛUV would be MPlanck, where the effects of gravity
will become important. The quantum corrections of equation 2.29 for such
a choice lead to a predicted Higgs mass some 30 orders of magnitude larger
than the observed value, unless the parameters of the theory are fine tuned
to an accuracy of 10−30 in each order of the perturbative expansion. The
appearance of the Higgs boson with such an unlikely mass, without some
underlying mechanism to explain the cancellations, seems unnatural.
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One possible mechanism for introducing the cancellations needed to tame the
Higgs mass can be illustrated by considering the fermionic and scalar loop
corrections shown in figure 2.3. The total fermionic and scalar contributions
toMH are both quadratically divergent, so that if some relationship is assumed
relating these fields and their coupling to the Higgs field, the net correction
cancels. The degree of cancellation depends on the relative mass of the fermion
and the scalar; if the masses are equal, the correction vanishes. Thus by
assuming an additional symmetry relating fermions to scalars, the need for fine
tuning the Higgs mass to stabilise it against loop corrections from fermions is
eliminated. This mechanism is a natural result of SUSY.
• Dark Matter: It has long been known [41] that luminous matter alone can-
not account for the observed rotation of galaxies. From simple Newtonian
dynamics, one would expect the rotational speed v(r) to approximately obey
v(r) =
√
GM(r)
r
, (2.30)
where G is the gravitational constant, r is the radial distance from the galactic
centre, and M(r) satisfies
M(r) = 4pi
∫
ρ(r)r2dr (2.31)
with ρ(r) the density profile, which is assumed to depend only on r. Thus
one would naively expect to see the rotational speed fall off as 1/
√
r outside
the galactic radius. Instead, the speed is observed to fall more slowly, or even
remain roughly constant, outside the galactic radius (see the rotation curves
shown in figure 2.4). This effect can be explained by the presence of a halo of
non-luminous, gravitating dark matter surrounding the galaxy.
Additional evidence for the existence of dark matter comes from gravitational
lensing [43], where the light from a distant galaxy is distorted by an intervening
massive object, due to the spacetime curvature effects of general relativity.
As a result the galaxy appears in the form of duplicated “arclets” in close
proximity, with similar redshift and spectra. The angular radius of these
arclets is given by the Einstein radius θE [41]:
θE =
√
4GM
c2
dLS
dLdS
, (2.32)
where the G is the gravitational constant, M is the mass of the gravitational
lens, c is the speed of light and dLS, dL and dS are the distance between the
lens and the source, the distance to the lens, and the distance to the source,
respectively. Thus equation 2.32 can be used to determine the mass of the
source. The luminosity of such sources is found to be insufficient to explain
their masses, another indicator for the presence of dark matter.
There is strong evidence to suggest that dark matter cannot be accounted for
in the SM. One source of evidence is the apparent lack of baryonic dark matter
candidates, classified as MACHOs (MAssive Compact Halo Objects) [44, 45].
Arguments based on Big Bang Nucleosynthesis (BBN) and the observed ratio
15
(a) (b)
Figure 2.4: Evidence for dark matter from galactic rotation curves for galaxies (a)
NGC2903 and (b) NGC3198. The solid curve shows a three-parameter fit to the data
points, with the fitting parameters shown with dashed, dotted and dash-dot curves
for the visible, gas and dark-halo components, respectively. Made using observation
data of the Doppler shifted 21-cm absorption line of neutral hydrogen. Image taken
from Ref. [42].
of deuterium and hydrogen [46] in the Universe suggest that the overall baryon
abundance can only account for ∼ 20% of the total matter density of the
Universe. This figure is supported by estimates based on anisotropies from the
Cosmic Microwave Background (CMB), measured by the Wilkinson Microwave
Anisotropy Probe (WMAP) [34].
Dark matter could be explained by the existence of a stable weakly interacting
massive particle (WIMP). In the early Universe, WIMPs would have been
in a high-energy thermal equilibrium with SM particles. As the Universe
expanded and cooled, the WIMPs would eventually “freeze” out of the thermal
equilibrium after the temperature fell below the threshold for WIMP pair
production. The relic abundance of WIMPs Ωχ is given by [25]:
Ωχh
2 ' const · T
3
0
M3Planck〈σAv〉
' 0.1 pb · c〈σAv〉 , (2.33)
where h is Hubble’s constant, T0 is the current CMB temperature, MPlanck is
the Planck mass, c is the speed of light, σA is the annihilation cross-section of
the WIMP to SM particles and v is the relative velocity of the WIMPs in their
centre-of-mass system. The dark matter relic abundance has been measured
by the Planck collaboration [47] to be:
ΩobsDMh
2 = 0.1200± 0.0012. (2.34)
Based on the above evidence, a WIMP dark matter candidate particle must
satisfy the following criteria: it must be stable, sufficiently massive, electrically
neutral, weakly interacting and satisfy the relic abundance. SM neutrinos
fail to satisfy the second of these criteria. Due to their low mass, neutrinos
are relativistic. A Universe rich enough in SM neutrinos to satisfy the entire
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dark matter content would have restricted structure formation, in tension with
experimental observations [48].
Many generic models of SUSY predict a lightest mass eigenstate which satisfies
all of the criteria enumerated above [49, 50].
2.3 Supersymmetry
The SM is a successful theory, built on symmetries (see section 2.1.2). SUSY is an
extension to the SM that is aesthetically appealing in the sense that it simply goes
one symmetry further, by assuming an additional symmetry that relates bosons to
fermions, and vice versa. It is striking that by making this assumption, one arrives
at a theory that, if observed, could address many of the remaining problems of the
SM.
In this section, the basic recipe for obtaining a supersymmetric theory is outlined,
along with some of the phenomenological aspects of such a theory in the context of
the LHC.
2.3.1 Constructing Supersymmetry
The first step in constructing a supersymmetric theory is to postulate a symmetry
operator Q relating fermions and bosons:
Qα |boson〉 = |fermion〉α ; Qα |fermion〉α = |boson〉 , (2.35)
where α denotes the spinor component of the fermion states. Since the symmetry
operator Q transforms between half-integer and integer spin, it must be fermionic.
Such operators may be accommodated by extending the coordinate system to include
spinor-like coordinates. To construct a relativistic supersymmetric theory the Poin-
caré algebra is extended to include the new fermionic coordinates. Supersymmetric
particle fields, superfields emerge as representations under the extended symmetry
group.
The supersymmetric particle spectrum is generated by writing down the most
general superfield possible and imposing constraints based on the supersymmet-
ric covariant derivative Dα to obtain irreducible representations of the extended
Poincaré algebra. Superfields are classified according to their transformation prop-
erties under the supersymmetric covariant derivative: left-handed chiral superfields
(LHχSFs) satisfy the constraint Dαφ = 0 and vector superfields (VSFs) satisfy the
constraint DαV = V †. The Hermitian conjugate to a LHχSF is a right-handed chiral
superfield (RHχSF).
The three fields LHχSF, RHχSF and VSF provide the equipment to describe
SUSY particles. Each superfield introduces a set of fields: the LHχSF contains a
scalar and fermion fields and the VSF contains a vector boson field and a massless
spinor field. Thus each of the particles described by a SUSY model are part of
a superdoublet, with each superpartner differing only by spin 1
2
. This is exactly
the kind of scheme required to achieve the kind of cancellation needed to solve the
hierarchy problem (see section 2.2), which, provided the masses of the superpartners
are identical, is exact.
Unfortunately, nature has not deigned to make things so simple. No SUSY
particle has yet been observed and therefore equivalent masses for particles and
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their superpartners is contradictory to observation. For a supersymmetric model to
be physical, SUSY must therefore be a broken symmetry. The contribution to the
Higgs mass from a scalar and fermionic supermulitplet can be written [40]:
δM2H = f(g)[(m
2
f −m2s) ln
(
ΛUV
mS
)
+ 3m2f ln
(
mS
mf
)
] +O( 1
Λ2UV
), (2.36)
where f(g) is a function of known coupling constants. Thus the degree to which
SUSY is broken determines the degree to which it solves the hierarchy problem, the
naturalness of the theory.
Broken SUSY requires the addition of SUSY breaking terms to the Lagrangian
[51]. To preserve the relationship between SUSY particles and SM particles that
brings about the cancellation of quadratic divergences, only soft terms (with positive
mass dimension) may be added [52]. The Lagrangian is split into soft terms that
explicitly violate SUSY and terms that respect SUSY:
L = LSUSY + Lsoft. (2.37)
The total Lagrangian should be invariant under SUSY transformations, with SUSY
broken spontaneously. Since the process by which this occurs is not known, the Lsoft
terms must be added. If a SUSY signal were to be observed, the underlying mech-
anism for spontaneous SUSY breaking could be studied in more detail in context of
the specific SUSY model.
2.3.2 The Minimal Supersymmetric Standard Model
The Minimal Supersymmetric Standard Model (MSSM) [53–55] is the supersym-
metric extension to SM that makes the fewest additional theoretical assumptions
possible for a phenomenologically consistent, low-energy, SUSY theory. The MSSM
gauge group is SU(3)C × SU(2)L × U(1)Y with addition of SUSY transformations.
The gauge fields of the SM arise from the VSF associated to this gauge group, each
with an associated SUSY partner with spin 1
2
. The vector supermuliplets of the
MSSM are summarised in table 2.3.
spin = 1 spin = 1
2
(SU(3)C , SU(2)L, U(1)Y )
gluons & gluinos g g˜ (8,1,0)
W -bosons & winos W±,W 0 W˜±, W˜ 0 (1,3,0)
B-boson & binos B B˜ (1,1,0)
Table 2.3: Summary of the vector supermultiplets of the MSSM, with their quantum
numbers. The superpartners of the gauge bosons are denoted with a tilde.
Chiral superfields generate the particle content of the MSSM. The fermions of
the SM are part of chiral supermultiplets, each with a scalar superpartner. Three
such multiplets are required, with no right-handed neutrinos assumed. The Higgs
boson makes up the scalar part of a chiral superfield, with the masses of down-type
fermions generated as in the SM. The SM prescription for generating up-type quark
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masses (section 2.1.4) cannot be applied in the MSSM since the conjugate Higgs
field violates SUSY. Instead, an additional Higgs doublet must be introduced. The
chiral supermultiplets of the MSSM is summarised in table 2.4.
LHχSF spin = 1
2
spin = 0 (SU(3)C , SU(2)L, U(1)Y )
quarks and squarks
Q (uL, dL) (u˜L, d˜L) (3, 2,
1
6
)
U u∗R u˜
∗
R (3, 1,−23)
D d∗R d˜
∗
R (3, 1,
1
3
)
leptons and sleptons
L (νL, lL) (ν˜L, l˜L) (1, 2,−12)
E l∗R l˜
∗
R (1, 1, 1)
Higgs and higgsinos
Hu (h˜
+
u , h˜
0
u) (h
+
u , h
0
u) (1, 2,
1
2
)
Hd (h˜
0
d, h˜
−
d ) (h
0
d, h
−
d ) (1, 2,−12)
Table 2.4: Summary of the chiral supermultiplets of the MSSM, with their quantum
numbers. The superpartners of SM particles are denoted with a tilde.
In generic SUSY models, lepton and baryon number are not automatically con-
served. This is unsurprising since baryon and lepton number conservation are acci-
dental in the SM in the sense that they are not explicitly assumed. Nature appears
to respect the conservation of these quantum numbers, in particular, proton decay
has never been observed. This motivates the assumption of a discrete symmetry,
R-parity, defined as:
R ≡ (−1)3B+L+2s (2.38)
in the MSSM. The dependence on the baryon number B, the lepton number L and
the spin s ensures conservation of baryon and lepton number. R-parity is taken to be
an exact symmetry, prohibiting the decay of SUSY to SM particles. An important
consequence of this is that the lightest supersymmetric particle (LSP) is stable. If
the LSP is also electrically neutral, it may provide a candidate for dark matter.
To break SUSY, soft mass terms are introduced for each of the SUSY particles
(sparticles). Due to intergenerational mixing, these terms introduce 105 new para-
meters, on top of the 19 from the SM. The complexity of the MSSM can be reduced
by making phenomenologically motivated assumptions to derive simpler models. For
example, one may make the following assumptions:
• No additional sources of CP violation are introduced.
• No FCNCs are introduced.
• Mass degeneracy and equal trilinear couplings at low energy for the first- and
second-generation SUSY fermions (sfermions) to satisfy constraints on flavour
violating couplings [56, 57].
Under these assumptions the additional parameters introduced by the MSSM are
reduced to 22, listed below:
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• tan β: The ratio of the VEVs of the Higgs doublets
• µ,mA: The mass parameters for the Higgs fields
• M1,M2,M3: The mass parameters for the bino, wino and gluino
• mq˜,mu˜R ,md˜R ,ml˜,me˜R : The first and second generation sfermion mass para-
meters
• Au, Ad, Ae: The first and second generation trilinear couplings
• mQ˜,mt˜R ,mb˜R ,mL˜,mτ˜R : The third generation sfermion mass parameters
• At, Ab, Aτ : The third generation trilinear couplings
2.3.3 SUSY Phenomenology
Names Spin R-parity Physical Mass Eigenstates
Higgs bosons 0 +1 h0 H0 A0 H±
squarks 0 -1
u˜1 u˜2 d˜1 d˜2
c˜1 c˜2 s˜1 s˜2
t˜1 t˜2 b˜1 b˜2
sleptons 0 -1
e˜1 e˜2 ν˜e
µ˜1 µ˜2 ν˜µ
τ˜1 τ˜2 ν˜τ
neutralinos 1
2
-1 χ˜01 χ˜02 χ˜03 χ˜04
charginos 1
2
-1 χ˜±1 χ˜
±
2
gluinos 1
2
-1 g˜
Table 2.5: Summary of the physical supersymmetric particle spectrum and Higgs
sector of the MSSM. It is customary to denote a lighter mass eigenstate with a lower
value subscript.
In the MSSM, physical mass eigenstates are formed from the mixing of terms in
the supersymmetric Lagrangian. Two doublets of charged eigenstates, charginos are
generated through the linear mixing of the charged gauginos (W˜±) and the charged
higgsinos (H˜±). In terms of MSSM parameters, the chargino mass matrix is given
by [25] (
M2
√
2mW sin β√
2mW cos β µ
)
(2.39)
in the (W˜±, H˜±u/d) basis, whereM2 is the wino mass parameter and µ is a Higgs field
mass parameter. The ratio of Higgs vacuum expectation values is parameterised in
terms of sin β and cos β. The neutral gauginos (B˜ and W˜ 0) mix with the neutral
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higgsinos (H˜0d and H˜0u) to form four neutralinos. In the (B˜, W˜ 0, H˜0u, H˜0d) basis the
neutralino mass matrix is given by
M1 0 −mZ cos β sin θW mZ sin β sin θW
0 M2 mZ cos β cos θW −mZ sin β cos θW
−mZ cos β sin θW mZ cos β cos θW 0 −µ
mZ sin β sin θW −mZ sin β cos θW −µ 0
 ,
(2.40)
whereM1 is the bino mass parameter. The neutralinos and charginos are collectively
known as electroweakinos. Physical squark mass eigenstates arise from the mixing
of left- and right-handed fields, according to the mass matrix M2q˜. In the case of
third generation squarks,M2q˜ is given by [58]
M2q˜ =
(
m2q˜L aqmq
aqmq m
2
q˜R
)
(2.41)
in the (q˜L, q˜R) basis. This mass matrix is fully determined by the squark and quark
masses, and the term
aqmq =
{
(At − µ cot β)mt for q˜ = t˜,
(Ab − µ tan β)mb for q˜ = b˜.
(2.42)
In the above expression At and Ab are third generation trilinear couplings. Finally,
the MSSM Higgs sector contains five physical scalar Higgs states: a charged Higgs
boson pair H±, two CP-even states, h0 and H0, and one CP-odd neutral Higgs, A0.
The gluinos carry colour charge so do not mix. The physical SUSY particle content
of the MSSM and its Higgs sector are summarised in table 2.5.
2.3.4 Second and Third Generation Squarks
Due to its enhanced coupling to the Higgs, the degree to which the limitations of
the SM are addressed by SUSY is dependent on the mass of the scalar top quark.
Naturalness arguments suggest that the mass of the lightest scalar top quark should
be the same order as the mass of the top [59, 60]. Light stops are also required to
explain baryogenesis [61]. Furthermore, the unification of the gauge couplings at the
GUT scale can be perfect in some SUSY models, provided SUSY particle masses are
at the order of 1 TeV [25]. These factors provide strong motivation for stop searches
at the LHC.
The stop decay mode depends heavily on the mass splitting between the stop and
the LSP: ∆m = mt˜1−mχ˜01 . The different cases are illustrated in figure 2.5, assuming
the only SUSY particles taking part in the process are the stop itself and the LSP.
A more complete discussion of the stop phenomenology, where this assumption is
relaxed, can be found in Ref. [62]. If ∆m > mt the stop preferentially decays to a
top and a LSP. For the case mW + mb < ∆m < mt the stop decays to a b, W and
a LSP. For ∆m < mb + mW , the stop decay can proceed through two competing
mechanisms: four-body decay to bff ′ (figure 2.6a) and a LSP or through decay to
a c and a LSP (figure 2.6b). The flavour violating stop to charm decay is loop-
suppressed, however scans of MSSM parameters [63] show that in many models the
branching fraction of this process is as important as stop four-body decay.
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Figure 2.5: Illustration of stop decay modes in the plane spanned by the masses of
t˜1 and χ˜01, where the latter is assumed to be the LSP. Stop decays to supersymmetric
particles other than the LSP are not displayed. Image is taken from Ref. [62].
The scalar top and scalar bottom occupy an SU(2)L doublet so that the same
naturalness arguments for a light stop apply to the sbottom. This suggests that
the sbottom should be significantly lighter than the other squarks. In the simplified
MSSM model under consideration, the sbottom decay is expected to proceed as
b˜1 → bχ˜01 (figure 2.6c) or as b˜ → tχ˜±1 , which is favoured in the case that b˜1 ∼ b˜L.
This signal is characterised by collimated jets from the fragmentation of the b quarks
and missing transverse energy from the LSP.
In compressed models, where the mass splitting between the lightest stop or sbot-
tom and the LSP is in the range 15-30 GeV, the dark matter relic abundance can
be satisfied through stop-neutralino co-annihilation [64] making this an interesting
region of parameter space. The small mass splitting between the squark and LSP
results in soft decay products with very low transverse momentum, pT, often below
the threshold for reconstruction by the ATLAS detector. This makes compressed
signals particularly difficult to measure, prompting the development of novel meth-
ods to “tag” the soft b quarks. The soft b-tagging analysis in chapter 6 is presented
in the context of compressed sbottom and stop four-body decay. The t˜1 → bff ′χ˜01
process (figure 2.6a) resembles b˜1 → bχ˜01, with jets from fragmenting b quarks and
missing transverse momentum from LSPs, but with a more compressed pT spectrum
for the b-quarks due to additional decay products.
First and second generation squarks are disfavoured by ATLAS and CMS up to
the TeV level [65, 66]. These limits are derived in the context of simplified models
(see section 2.3.5), with mass degenerate LHχSFs: Q, U and D (see table 2.4) for
the first and second generations to satisfy flavour violation constraints (see section
2.3.2). Relaxing this condition allows for more generic SUSY models, which do not
necessarily violate flavour constraints. For example, in SUSY alignment models [67]
FCNCs are suppressed by assuming a horizontal U(1) symmetry to align the quark
and squark mass matrices.
Non-degenerate squark masses can reduce the sensitivity of existing limits in
two ways [68]: reduced signal efficiency for low masses due to kinematic cuts and
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(a) (b)
(c) (d)
Figure 2.6: Production diagrams for the pair production of scalar tops followed
by (a) four-body decay and (b) decay into charm quarks. (c) Pair production of
scalar bottoms with subsequent decay into bottom quarks and (d) pair production
of scalar charm quarks with subsequent decay into charm quarks. For simplicity,
differentiation of particles and anti-particles is omitted but should be implicitly
assumed.
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lowered cross-sections for second-generation squarks due to modified parton distri-
bution functions (PDFs). Mass splitting also allows for light scalar charm quarks.
These considerations motivate dedicated searches for direct scharm pair production
at the LHC. If the other phenomenological assumptions are kept, relaxing only the
restriction of mass-degeneracy for the squarks, scharms will be pair-produced, de-
caying as c˜1 → cχ˜01 (figure 2.6d). The signal topology for such a process is identical
the stop decay t˜1 → cχ˜01 (figure 2.6b), differing only by the mass of the scharm and
the mass splitting between the scharm and the LSP. These processes are charac-
terised by jets originating from fragmenting charm quarks and missing transverse
energy from the LSP. Searches for such SUSY signals with charm quarks in the final
state are the subject of chapter 5.
2.3.5 Simplified Models
The SUSY searches considered in this thesis make use of simplified models [69–
71], where squarks are assumed to be pair produced, with no other SUSY particles
playing a role in the production or decay, and a 100% branching fraction for the
assumed decay mode. These assumptions are based on phenomenological simplicity,
and give experimentally measurable signatures. These simplifying assumptions may
not be well motivated, and can even limit the ability of the SUSY model to address
the limitations of the SM outlined in section 2.2. They do however allow for a broad
class of SUSY models to be excluded, and can be considered approximations to more
to realistic SUSY models with more complex spectra. If a signal based on a simplified
model were to be measured, it would allow much more precise determination of the
properties of the physical realisation of SUSY.
The mass hierarchy of the electroweakinos depends on the mixing of the gauginos
and higgsinos (see figure 2.7). In the case of a pure bino LSP, with no mixing, all
electroweakinos except for the LSP are heavy, and the only sparticles that will
participate in LHC processes are the third generation squarks. Thus the simplified
models considered in this thesis are realised in some SUSY scenarios. The exclusion
limits set by these searches can be extended to any SUSY model that predicts the
same experimental signature, with the strength of the limits determined by the
degree to which the assumptions hold.
2.3.6 The Bigger Picture
The searches considered in this thesis are inspired by the simplified models described
above. They are parochial in scope if considered as standalone searches. These
searches should therefore be understood in the context of the wider experimental
SUSY search effort. They are part of a rich program of SUSY searches currently
being undertaken by the ATLAS and CMS collaborations at the LHC, and the wider
particle physics community. The current status of SUSY is outlined below. This
summary is brief and is not intended to be a review, nor an exhaustive account of
the state of SUSY.
SUSY can be constrained indirectly, for example using data from flavour physics
experiments. Rare BS → µµ decays are strongly suppressed and precisely determ-
ined in the SM, with many SUSY models predicting deviations [72–76]. Recent
measurements from ATLAS and LHCb [77, 78] observe no such deviations, placing
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sbottoms (b˜1) with a similar mass is also considered. The mass spectrum of electroweakinos and the
gluino is given by the running mass parameters M1, M2, M3, and µ, which set the masses of the bino,
wino, gluino, and higgsino, respectively. If the mass parameters, M1, M2, and µ, are comparably small, the
physical LSP is a mixed state, composed of multiple electroweakinos. Other relevant pMSSM parameters
include β, which gives the ratio of vacuum expectation values of the up- and down-type Higgs bosons
influencing the preferred decays of the stop, the SUSY breaking scale (MS) defined as MS =
√mt˜1mt˜2 ,
and the top-quark trilinear coupling (At ). In addition, a maximal t˜L–t˜R mixing condition, Xt/MS ∼
√
6
(where Xt = At − µ/tan β), is assumed to obtain a low-mass stop (t˜1) while the models remain consistent
with the observed Higgs boson mass of 125GeV [5, 6].
In this search, four scenarios4 are considered, where each signal scenario is defined by the nature of the
LSP and the next-to-lightest supersymmetric particle (NLSP): (a) pure bino LSP, (b) bino LSP with a
light wino NLSP, (c) higgsino LSP, and (d) mixed bino/higgsino LSP, which are detailed below with the
corresponding sparticle mass spectra illustrated in Figure 2. Complementary searches target scenarios
where the LSP is a pure wino (yielding a disappearing track signature [65, 66] common in anomaly-
mediated models [67, 68] of SUSY breaking) as well as other LSP hypotheses (such as gauge-mediated
models [69–71]), which are not discussed further.
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Figure 2: Illustration of the sparticle mass spectrum for various LSP scenarios: a) pure bino LSP, b) wino NLSP, c)
higgsino LSP, and d) bino/higgsinomixed LSP. The t˜1 and b˜1, shown as black lines, decay into various electroweakino
states: the bino state (red lines), wino state (blue lines), or higgsino state (green lines), possibly with the subsequent
decay into the LSP. The light sbottom (b˜1) is considered only for pMSSM models with mq3L < mtR.
(a) Pure bino LSP model:
A simplified model is considered for the scenario where the only light sparticles are the stop
(composed mainly of t˜R) and the lightest neutralino. When the stop mass is greater than the sum
of the top quark and LSP masses, the dominant decay channel is via t˜1 → t χ˜
0
1 . If this decay is
4 For the higgsino LSP scenarios, three sets of model assumptions are considered, each giving rise to different stop BRs for
t˜1 → b χ˜
±
1 , t˜1 → t χ˜
0
1 , and t˜1 → t χ˜
0
2 .
4
Figure 2.7: Electroweakino mass hierarchy dependence on the gaugino and higgsino
mixing.
limits on SUSY. Further constraints can be placed by other precision SM measure-
ments. In many SUSY models, loop induced couplings of the Higgs, for example
gluon fusion and photonic decay, are modified [79, 80]. LHC measurements of these
couplings can be applied to obtain constrai ts on sparticle masses [81]. Astrophys-
ical data, for xample the de ermination of the dark matter relic d nsity, place
additional limits on many SUSY models [47]. Indirect limits such these can ex lude
SUSY masses to high energy scales, tending to be strongly model dependent.
For the remainder of this section, the focus will be direct searches by the AT-
LAS and CMS collaborations. These searches are inspired by a variety of different
flavours of SUSY model and employ a diverse range of experimental techniques.
Together they form part of a ‘”bottom-up” approach, with searches targeting low
mass eigenstates from each of the main categories of sparticle in simplified models
that can be produced at the LHC. A brief overview of the current status of these
searches and the current limits on SUSY parameters is given below, organised into
five main categories:
• Strong Production: This category concerns the direct production of glui-
nos and squarks in R-parity conserving SUSY models. If gluinos and squarks
are decoupled, R-parity requires that they are pair produced, otherwise mixed
production is possible. Since they are superpartners of gluons and quarks,
production proceeds through the strong interaction by virtue of the colour
charge they carry. As a result these processes benefit from high cross-sections.
Searches often target simple decays, for example gluinos decaying to a squark
pair and a LSP or squarks decaying to a single quark and a LSP. Depending on
the SUSY particle spectrum below squark and gluino masses, these decays can
proceed directly or through additional intermediate particle states, resulting
for example in an additional W (1-step) or W and Z (2-step). These signals
therefore tend to produce a large number of hadronic jets and missing trans-
verse momentum, p missT , due to the LSP leaving the detector unmeasured. In
the case of 1-step and 2-step decays, additional jets and leptons can be present
in the final state. Inclusive searches, targeting high jet multiplicity and pmissT ,
are designed to be sensitive to a broad class of models, and place stringent
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(a) (b)
Figure 2.8: ATLAS exclusion limits at 95% confidence limit based on 13 TeV data
in (a) gluino and (b) squark versus LSP mass plane for different simplified models
featuring the decay of the gluino to the LSP (lightest neutralino or gravitino) either
directly or through a cascade chain featuring other SUSY particles with intermediate
masses. For each line, the gluino decay mode is reported in the legend and it is
assumed to proceed with 100% branching ratio. Some limits depend on additional
assumptions on the mass of the intermediate states, as described in the references
provided in the plots. Taken from Ref. [85].
limits on gluino and squark masses in the context of these simple decays, up
to around 2 TeV for gluinos and beyond a TeV for squarks, corresponding to
a LSP with mass around 1 TeV and 0.5 TeV, respectively (see figure 2.8).
Searches have been made to target squark and gluino pair production in more
specific SUSY scenarios, with different kinds of final states. For example, in
gauge-mediated SUSY breaking (GMSB) models [82–84], where SUSY break-
ing is communicated to visible sector through “messenger” fields that share
the gauge interactions of the SM, squarks and gluino production may produce
final states with hadronic jets, pmissT and one or two τ -leptons. Other searches
consider GMSB models where the gravitino, the superpartner of the hypo-
thetical graviton, is the LSP. In this scenario, squarks and gluinos can lead to
final states with hadronic jets, pmissT and a Z boson or a photon. The exclusion
limits placed by these searches are also shown in figure 2.8.
• Third Generation Squark Production: The searches considered in this
thesis (excluding direct scharm pair production) fall into this category. The
motivation for third generation searches has already been discussed in section
2.3.3. Third generation search strategies are largely dictated by the kinematic
dependence on the targeted region in the stop / sbottom vs. LSP mass para-
meter space. A variety of methods are employed to target different regions, a
number of which are described in chapters 5 and 6. Examples of novel methods
used in third generation searches but not described later in this thesis are: tag-
ging of top quarks, identification of hadronic jets originating from initial-state
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(a) (b)
Figure 2.9: (a) ATLAS and (b) CMS exclusion limits at 95% confidence limit
based on 13 TeV data in the stop versus LSP mass plane. Three kinematic regions
are shown corresponding to decays of the stop quark to: a top quark and a LSP,
a bottom quark, W boson and a LSP and either a charm quark and a LSP or a
bottom quark, fermion-antifermion pair and a LSP. Taken from Refs. [85, 86].
radiation (ISR) and a wide range of dedicated kinematic variables. As can
be seen in figure 2.9, third generation searches at ATLAS and CMS disfavour
direct stop pair-production up to a mass of around a TeV, for a LSP with mass
of around 400 GeV. The results from the analysis presented in chapter 5 are
included in the ATLAS limits, the methodology will be presented in chapter
5.
• Direct Electroweak: This category concerns the direct production of elec-
troweakinos or sleptons. In SUSY models with heavy coloured sparticles, direct
electroweak production may be the dominant mechanism for SUSY processes
at the LHC. Production of a pairs of the lightest neutralino and second light-
est neutralino are favoured by a relatively large cross-section. A number of
searches exploit final states with pmissT and multiple leptons, which can result
from slepton mediated decay or production of the second lightest neutralino
and lightest chargino, decaying to a Z boson and a LSP and a W and a LSP,
respectively. Another important signature has the second lightest neutralino
decaying to a Higgs and a LSP and the lightest chargino decaying to a W and
a LSP, with a number of signal topologies possible due to the many decay
modes of the Higgs. A summary of CMS exclusion limits based on searches
for the Higgs final state is given in figure 2.10b.
Searches for direct slepton production are challenging due to low cross-sections.
Compressed scenarios, with a small mass splitting between the slepton and
the LSP are of particular interest, since, as for the case of compressed third
generation models, they can satisfy the dark matter relic density through
slepton-neutralino co-annihilation. Simplified models are considered where the
sleptons are assumed to decay to a lepton and a LSP, with the final state char-
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Figure 2.10: (a) ATLAS and (b) CMS exclusion limits at 95% confidence limit
based on 8 TeV and 13 TeV data. (a) Exclusion limits in the slepton versus LSP
mass plane, probing the direct production of sleptons decaying to a lepton and a
LSP. (b) Mass limits for the production of pairs of the lightest chargino and second
lightest neutralino with decays to W and H bosons, respectively, and the LSP. The
two gauginos are assumed to have the same mass. Taken from Refs. [85, 86].
acterised by the corresponding SM lepton and p missT . Recent ATLAS results
from direct slepton searches are shown in figure 2.10a.
• Long-lived Particles: Long-lived particles (LLPs) can appear in supersym-
metric extensions to the SM. In split SUSY [87, 88], SUSY breaking occurs at
 1000 TeV and scalars acquire mass at this high scale, with fermions pro-
tected by chiral symmetry. As a result gluinos decay via highly virtual heavy
scalar quarks, resulting in a long lifetime, long enough to produce bound states
known as R-hadrons. R-hadrons can also result from long-lived LSPs in weakly
R-parity violating models. The R-hadrons lifetime can be sufficiently long to
allow them to produce a characteristic displaced vertex in the detector, which
can be exploited in dedicated searches. They can also be targeted by their
characteristic ionisation loss.
In SUSY models where the lightest chargino and neutralino are almost pure
wino or higgsino, for example anomaly-mediated SUSY breaking (AMSB) [89,
90], they become almost mass-degenerate. This results in a chargino LLP that
can radiate a soft pion when decaying to the LSP. Since the pion is too soft
to be detected, this leads to a disappearing track in the detector, providing a
handle by which to form a search.
Figure 2.11 shows limits on the gluino and chargino mass as a function on the
LLP lifetime. These limits demonstrate another approach used by ATLAS and
CMS, reinterpreting results from a collection of existing searches for combined
sensitivity to selected models. In these figures, the sensitivity is scanned over
different values of the gluino and chargino lifetime, with stringent limits set
for a range of values.
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(a) (b)
Figure 2.11: ATLAS constraints on (a) gluino and (b) chargino mass-vs-lifetime
plane. (a) Split SUSY with the gluino R-hadron decaying into a gluon or light
quarks and a neutralino with mass of 100 GeV. (b) AMSB model with tan β = 5
and µ > 0. The wino-like chargino is pair-produced and decays to the wino-like
neutralino and a very soft charged pion. In this context, stable means leaving the
detector. Taken from Ref. [85].
• R-Parity Violating: Most of the searches considered so far assume R-parity
conservation. In fact, much of the SUSY parameter space is R-parity violating
(RPV), and many searches at ATLAS and CMS are dedicated to these kinds
of models. If R-parity is not assumed, the following Yukawa and bilinear
couplings:
LRPV = λijk
2
LiLjE¯k + λ
′
ijkLiQjD¯k +
λ′′ijk
2
U¯iD¯jD¯k + κiLiHu (2.43)
which can violate baryon and lepton number, appear in the SUSY Lagrangian.
The i, j and k are quark and lepton generational indices, the Li and Qi
represent lepton and quark SU(2)L doublet superfields, respectively, and Hu
is the Higgs superfield that couples to up-type quarks. E¯i, D¯i and U¯i are lepton,
down-type quark and up-type quark SU(2)L singlet superfields, respectively.
κ is a dimensional mass parameter. The λ, λ′ and λ′′ couplings quantify the
degree to which baryon and lepton number are violated.
A variety of signal topologies are possible in RPV models, depending on as-
sumptions made about the λ couplings in equation 2.43. An important dif-
ference with respect to R-parity conserving models is the decay of the LSP
to SM particles. As mentioned above, weakly R-parity violating models may
lead to LLPs. Some examples of RPV models are given below:
– Gqq model: In models where the λ′′112 is nonzero and the other RPV
couplings are set to zero, with light gluinos and the lightest neutralino is
the LSP, the gluino can decay as g˜ → qqχ˜01 with subsequent LSP decay
as χ˜01 → qqq. For larger values of λ′′112, the gluino can decay as g˜ → qqq.
– Gtt model: If instead the λ′′323 coupling is nonzero, the decay g˜ → ttχ˜01
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Figure 2.12: ATLAS limits as a function of RPV parameters. (a) Limits for the
Gtt model as a function of λ′′323 and the gluino mass. (b) Limits for the Gqq model
as a function of λ′′112 and the gluino mass. For (b) the LSP lifetime is also shown.
Taken from Ref. [91].
is possible, with the LSP decaying as χ˜01 → tbs. For larger values of λ′′323,
the gluino may decay as g → tbs.
– Stop model: Again, the λ′′323 coupling is nonzero and the other λ coup-
lings are set to zero. The lightest neutralino is assumed to be the LSP,
and a light t˜1 is assumed. Stops are pair-produced, decaying as t˜1 → tχ˜01
for a low RPV coupling, or as as t˜1 → bs for a high coupling. The LSP
decays as χ˜01 → tbs.
Figure 2.12a shows limits set on the mass of the stop and figure 2.12b limits
set on the mass of the gluino, as a function of the appropriate RPV coupling.
These limits are obtained by reinterpreting the results of existing analyses that
offer sensitivity to the RPV models considered.
2.4 Summary
This chapter serves as an introduction to the work of this thesis. The relevant the-
oretical background has been reviewed, from QFTs and symmetries, the theoretical
foundations of modern particles physics, to the SM, which provides a complete calcu-
lational apparatus for making phenomenological predictions for collider experiments.
The key limitations of the SM motivating the work of this thesis have been outlined,
and a theoretical overview of SUSY and its ability to address these limitations has
been given.
The results shown in section 2.3.6 provide the backdrop for the analyses presented
in chapters 5 and 6. Despite its theoretical appeal, SUSY below the TeV level is
becoming increasingly disfavoured by LHC data, with much of the parameter space
excluded for squark and gluino masses up to 1 TeV. These results suggest that,
if SUSY is a realistic description of nature, SUSY particles are too heavy for it
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to provide answers to the questions that it promised to solve. Low mass SUSY,
if it exists, is likely to occupy regions of the parameter space that are difficult to
probe. It is therefore crucial to improve searches and extend the reach of particle
identification methods to probe as much of the parameter space as possible with
the current LHC dataset. The analysis presented in chapter 5 is an important
component of the ATLAS third generation search effort and provides sensitivity to
scharm pair production. The most compressed SUSY scenarios are currently beyond
the reach of ATLAS searches; the analysis in chapter 6 presents a novel method for
recovering sensitivity in these regions.
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3 | The ATLAS Experiment
The analyses presented in this thesis make use of data collected by the ATLAS
detector [92], one of seven detectors located at the LHC [93]. This chapter gives an
introduction to the LHC in section 3.1 and an overview of the ATLAS detector and
its sub-detectors in section 3.2.
3.1 The Large Hadron Collider
The LHC is a two-ring superconducting-hadron particle accelerator located at CERN,
straddling the Franco-Swiss border. Installed in a pre-existing tunnel constructed
for LEP [94], it has a circumference of 26.7 km, lies at a depth of between 45 m and
170 m and houses seven detector experiments: two general purpose detectors: AT-
LAS and CMS [95], and five specialised detectors: ALICE [96], LHCb [97], TOTEM,
[98], LHCf [99] and MoEDAL [100]. It is the most powerful particle accelerator ever
built, colliding protons at a centre-of-mass energy of
√
s = 13 TeV. The LHC was
built with two key goals in mind: to discover the Higgs boson, and to reveal new
phenomena beyond those predicted by the SM.
Protons are supplied to the LHC through an injection chain. They are obtained
by stripping the electrons from hydrogen gas by the application of an electric field.
The resulting protons are accelerated to 50 MeV using LINAC2, a linear accelerator.
They are then accelerated to higher energies by a series of synchrotron rings of
increasing size. The first of these is the Proton Synchrotron Booster, with a radius of
25 m, which accelerates the protons to 1.4 GeV. The next is the Proton Synchrotron
(PS), with radius 100 m, which further accelerates the protons to 25 GeV. The
PS was once the world’s most powerful particle accelerator, and over the years has
accelerated a variety of particles either directly to experiments, or to feed larger
accelerators. The final step in the injection chain is the Super Proton Synchrotron
(SPS). The SPS feeds a number of experiments at the LHC, and, operating as a
proton-antiproton collider, led to the discovery of W and Z bosons [101]. The SPS
has a radius of 7 km and accelerates the protons to 450 GeV before injection into
the LHC. The LHC injection chain forms part of the CERN accelerator complex,
shown in figure 3.1.
The pre-accelerated protons are injected from the SPS into the LHC in both
clockwise and anti-clockwise directions, in vacuum beam pipes. The beams are
guided in a circular path through the beam pipes by superconducting dipole mag-
nets, maintained at around 2 K using liquid helium coolant. The beams are focused
transversely using pairs of quadrupole magnets, with a total of 858 quadrupole mag-
nets along the beam pipe. Sextupole and octopole magnets are used to correct for
other beam interactions, for example EM interactions within the beam and EM
interactions between the beam and electron clouds from the pipe wall.
The orbiting protons are accelerated to 6.5 TeV using RF cavities operated by
high power klystrons. To ensure that the protons are always accelerated by the RF
pulses, the RF frequency fRF must be an integer multiple of the revolution frequency
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Figure 3.1: Schematic of the LHC accelerator complex. Image taken from Ref.
[102].
frev. With protons travelling at close to c, fRF should then satisfy:
fRF = hfrev = h
c
2piR
; h ∈ N, (3.1)
where R is the radius of the LHC. The applied RF frequency of 400 MHz gives
a harmonic number h = 35640. The harmonic points around the LHC are called
buckets and around 10% are filled with protons. Thus the RF cavities also serve to
organise the proton beam into a bunch structure. This ensures high luminosity L,
which is proportional to the number of collisions per second. The LHC is designed to
operate a beam of up to 2808 bunches, each consisting of up to 1.15× 1011 protons.
The protons are accelerated until they reach maximum energy, at which point
the beam is declared stable, and collision data can be taken at the four collision
points. The beam intensity decays over time, primarily due to Coulomb scattering
within the beam, where the momentum transfer is enhanced longitudinally due to
relativistic effects. This causes protons to be lost from the beam, for example if
the longitudinal momentum deviation exceeds the RF bucket. This is known as the
Touschek Effect [103]. Other factors that contribute to the beam lifetime are the
limited efficiency of beam focalisation, loss of protons at the collision points and
proton collisions with residual gas molecules in the vacuum beam pipes. Typically
the beam will last for O(10) hours, after which it is dumped into an absorbing
material.
The luminosity delivered by the LHC depends on a number of design parameters
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Figure 3.2: Delivered luminosity (pp collisions) to ATLAS by the LHC for years
2011-2018. Taken from Ref. [104].
[93]:
L = N
2
b nbfrevγ
4piβ∗
F, (3.2)
where Nb is the number of particles per bunch, nb is the number of bunches per
beam, frev is the revolution frequency and γ is the relativistic gamma factor.  is
the normalised transverse beam emittance, a measure of the spread of the beam
particles in position and momentum phase-space, which remains constant as the
beam changes energy. β∗ is the beta function at the collision point, defined as
the distance between the collision point and the point where the beam width has
double the width at this point, giving a sense of how “squeezed” the beam is. F is
a reduction factor in the luminosity due to the beams crossing at an angle at the
collision point. The total number of pp collision events is given by
Nevents = σ
∫
dtL, (3.3)
where σ is the total pp cross-section and
∫
dtL is the instantaneous luminosity
integrated over time. Thus L is crucial for any measurement made using LHC data
and must be determined as accurately as possible.
To measure the L delivered to ATLAS, it is useful to use the bunch luminosity
Lb = µfrev
σinel
, (3.4)
where µ is the number of interactions per bunch crossing (referred to as in-time
pileup), to recast equation 3.2 as:
L =
nb∑
b=1
Lb = nb〈Lb〉 = 〈µ〉nbfrev
σinel
, (3.5)
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Figure 3.3: Luminosity-weighted distribution of the mean number of interactions per
crossing for the years 2015-2018, in pp collision data at 13 TeV centre-of-mass energy.
All data recorded by ATLAS during stable beams is shown, and the integrated
luminosity and the mean µ value are given in the figure. Image taken from Ref.
[104].
where σinel is the inelastic pp cross-section. The bunch luminosity recorded by AT-
LAS is then given by:
Lrecordedb =
µvisfrev
σvis
. (3.6)
µvis = εµ and σvis = εσinel are the visible pileup and inelastic cross-section obtained
from re-scaling by the detection efficiency ε. µvis is measured using a combination
of algorithms, the main ATLAS detector and additional dedicated detectors [105].
The dedicated detectors are described in section 3.2.5. The absolute luminosity
scale is determined by performing Van der Meer scans [106], where the beams are
scanned transversely across each other to estimate the beam profile β∗, allowing
the reference luminosity to be determined (see equation 3.2).
The instantaneous luminosity has increased throughout the operation of the
LHC, as shown in figure 3.2. For a fixed filling scheme, the mean number of pileup
collisions is proportional to L, and quantified by 〈µ〉. Pileup collisions are pp col-
lisions not associated to the hard pp scattering of interest, leading to unwanted
background physics objects that can degrade the performance of particle identific-
ation procedures. Distinguishing between objects arising from pileup collisions and
hard pp scatterings is therefore an important consideration in recorded data and
simulation. The 〈µ〉 distribution for each year of Run 2 is shown in figure 3.3.
The LHC has been running since 2011, first at
√
s = 7 TeV, then
√
s = 8 TeV in
2012 and increasing to
√
s = 13 TeV for 2015-2018. The operating periods 2011-2012
and 2015-2018 are known as Run 1 and Run 2, respectively. The analyses presented
in this thesis make use of data collected by the ATLAS detector during Run 2 in
years 2015-2016, and builds on previous analyses based on data from Run 1. The
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ATLAS detector is described in the next section.
3.2 The ATLAS Detector
The ATLAS detector is one of two general purpose experiments located at the LHC,
the other being CMS. The physics goals of these experiments were the same at the
outset: to search for the Higgs and to reveal physics beyond the SM. Having two
independent detector experiments allows for healthy competition and innovation,
and provides an important cross-check for significant physics results. In addition,
their independent design led to different tradeoffs decisions for the finished detectors,
for example, the ATLAS collaboration invested more resources for a precise muon
chamber, while CMS invested heavily in the highest possible magnetic field for
improved tracking of charged particles.
The toroidal geometry of the ATLAS detector [92] can be seen in figure 3.4.
Its sub-detectors (described in detail in the following sections) are arranged in cyl-
indrical layers surrounding the collision point. From the centre of the detector
moving outwards, the sub-detectors are:
• The Inner Detector (ID), consisting of a pixel detector, semiconductor tracker
and transition radiation tracker. The ID allows for the tracking of charged
particles.
• The Calorimeter System, with a liquid argon (LAr) electromagnetic (EM)
calorimeter, LAr end-cap and forward hadronic calorimeters and tile calor-
imeters. The calorimeter system allows for the the measurement of energy
deposits from EM and strongly interacting particles.
• The Muon Spectrometer, for the tracking and measurement of muons.
The ATLAS magnet system can also be seen in figure 3.4. It provides a magnetic
field for momentum reconstruction in the ID and muon chamber. It includes:
• A thin central superconducting solenoid which surrounds the ID cavity, provid-
ing a 2 T magnetic field. Its thin design keeps the additional material in front
of the calorimeter system as low as possible, with the solenoid contributing
∼ 0.66 radiation lengths at normal incidence.
• A barrel toroid magnet, which provides a magnetic field to the cylindrical
volume surrounding the calorimeters and both end-cap toroids.
• Two end-cap toroidal magnets which provide the magnetic field for the bending
of muon trajectories in the end-cap region of the muon chamber.
The toroidal magnets provide ∼ 0.5 T for the muon detectors in the central region,
and ∼ 1 T for the muon detectors in the end-caps.
3.2.1 Coordinate System
The ATLAS coordinate system is defined with the nominal interaction point as the
origin. The x, y and z axes are defined right-handed, as follows: the z-axis is defined
by the beam direction, the x-direction points from the collision point to the centre
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Figure 3.4: Cut-away view of the ATLAS detector, with cartoon humans to give
a sense of scale. The ATLAS detector is 25 m in height and 44 m in length. The
overall weight of the detector is approximately 7000 tonnes. Taken from Ref. [92].
of the LHC ring and the y direction points upwards from the collision point. The
azimuthal angle φ is measured around the beam axis, in the x − y plane, and the
polar angle θ is measured from the beam axis. For LHC physics it is useful to recast
θ in terms of rapidity y, defined as:
y =
1
2
ln
(
E + pz
E − pz
)
, (3.7)
where pz is the z component of the particle momentum, since it is additive under
Lorentz boosts in the z direction. A related quantity is pseudorapidity η, defined:
η = − ln
[
tan
(
θ
2
)]
. (3.8)
For the case m  |p|, where particles can be treated as approximately massless,
the pseudorapidity converges to η. Where this is not the case, y is more appro-
priate. Transverse quantities, denoted by the subscript T , for example transverse
momentum pT , are defined in the x− y plane. The angular separation between two
objects ∆R is defined:
∆R =
√
∆η2 + ∆φ2 (3.9)
where φ is measured in radians.
3.2.2 Inner Detector
The purpose of the ID, shown in figure 3.5, is the precise measurement of charged
tracks and their momenta, and for reconstruction of primary decay vertices originat-
ing from the pp interaction region and secondary vertices originating from interme-
diate particle decays. It surrounds the beam pipe, extending radially to a distance
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Figure 3.5: Cut-away view of the ATLAS inner detector (the IBL is not shown).
Taken from Ref. [92].
of 1150 mm, and to |z| = 3512 mm along the beam axis, with an overall coverage
of |η| < 2.5. It consists of three complementary subsystems: a pixel tracker, which
includes an insertable B-layer (IBL) installed during the LHC shutdown between
Run 1 and Run 2 [107], a semiconductor tracker (SCT) and the TRT. The radial
structure of the ID is shown in figure 3.6. Each subsystem is detailed below:
• The pixel detector is the the innermost element of the ID, extending from
a radius of 45.5 mm to 242 mm. For comparison, the beam pipe outer radius
was originally 36 mm (the beam pipe was later refitted with a smaller radius of
33 mm to facilitate the installation of the IBL, discussed later in this section).
It is designed to produce at least three points for a charged track originating
from the collision point. It consists of modules arranged in three barrel layers
and two sets of end-cap layers. Each module is made up of pixel sensors,
each with a minimum length of 400 µm in the z-direction and 50 µm along φ.
There are 47080 readout channels per module and a total of 67 million readout
channels in the barrel and 13 million in the end-caps. The pixel detector has
an intrinsic accuracy of 10 µm in the R − φ direction and 115 µm in the
z-direction.
A pixel sensor is made by implanting positive and negative dose regions on each
side of an n-type bulk. The p− n junction is configured in reverse bias, with
the depletion region extending over the whole of the bulk volume. Charged
particles traversing the sensor generate charge carriers in the depletion region,
which can be collected to measure a “hit” in the pixel detector. Over the
course of the operational lifetime of the pixel detector (∼ 10 years), the sensors
sustain intense irradiation due to their close proximity to the beam. Over time,
this leads to bulk damage, increased leakage current and increased depletion
voltage. Oxygen impurities are introduced in the bulk to improve tolerance
to radiation damage due to charged hadrons. In addition, the silicon sensors
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Figure 3.6: Diagram showing the sensors and structural elements traversed by a
10 GeV charged track in the barrel ID at η = 0.3. The radial distance from the
beam is also shown. Taken from Ref. [108].
are maintained at a low temperature (−5◦ to −10◦C) to mitigate radiation
damage.
The IBL is an extra fourth layer added between Run 1 and Run 2, closest to
the interaction point. It makes use of the same pixel sensor technology as the
pixel detector and adds approximately 12 million additional readout channels.
The addition of the IBL was motivated by a number of considerations. First,
the close proximity of the IBL to the collision point improves impact para-
meter reconstruction (see figure 3.7), essential in jet flavour and secondary
vertex identification. The IBL will also maintain impact parameter resolution
capabilities in the case of module failures in the current pixel detector, which
are anticipated to emerge during the operational lifetime of the ATLAS de-
tector. Finally, the existing pixel detector was designed for a peak luminosity
of 1× 1034 cm−2s−1. The IBL was built to improve the robustness of tracking
to increasing pileup and luminosity, which reached more than 2×1034 cm−2s−1
by the end of Run 2.
• The SCT [110] is the intermediate element of the ID, spanning from radius
255 mm to 549 mm in the barrel and 610 mm in the end-cap. It is made up
of 4088 two-sided modules containing silicon strips that are on average 80 µm
wide and 13 cm in length, giving a total of ∼ 6 million silicon strips. The
sensors of the SCT are similar in design to the those of the pixel detector,
with the pixels replaced by strips in order to cover the larger area necessary at
the greater radius occupied by the SCT. The sides of the modules are offset by
an angle of 40 mrad to allow for accurate measurement in both z and R − φ.
The modules are distributed over 4 cylindrical barrel layers and 18 planar discs
on the end-caps. The SCT has an intrinsic accuracy of 17 µm in R − φ and
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(a) (b)
Figure 3.7: (a) Transverse and (b) longitudinal impact parameter resolution with
the ID, including the IBL in Run 2. Tracking parameters are described in detail in
section 4.4.1. Taken from Ref. [109].
580 µm in z. The reduction in accuracy compared to the pixel detector is due
to the replacement of pixels with strips.
• The TRT [111] occupies the region with radius 554 mm < R < 1082 mm.
The basic elements that make up the TRT are straw tubes 4 mm in diameter,
with walls made of two multi-layer films, each 35 µm thick. The tubes contain
a 31 µm diameter tungsten wire plated with 0.5-0.7 µm of gold, and a mixture
of 70% Xe, 27% CO2 and 3% O2, maintained at a pressure of 5 − 10 mbar.
Charged particles passing through the TRT ionise the gas mixture in the straw
tubes, generating electron charge carriers. The metal cladding is maintained
at a high negative voltage, guiding the electrons to the tungsten wire. The
electrons may take up to 48 ns to reach the wire, allowing the proximity
of the traversing particle to be determined from the time of arrival of the
first electron. The Xe gas is particularly sensitive to low-energy transition
radiation photons; in this way the TRT provides additional discrimination
between electrons and hadrons. In total there are ∼ 350000 readout channels.
The TRT is designed to provide a large number of hits, typically 36 per track,
with a coverage of |η| < 2.0. It has an intrinsic accuracy of 130 µm in R− φ,
providing no information in the z-direction.
3.2.3 Calorimeter System
The ATLAS calorimeter system surrounds the ID, covering the range |η| < 4.9.
The components of the calorimeter system are shown in figure 3.8. The calori-
meter system consists of an EM calorimeter surrounding the ID, which is in turn
surrounded by the hadronic calorimeter. Both operate on the same principle, an
incoming particle interacts with the detector, producing secondary particles, which
in turn lead to further interactions with the detector material. Thus the incoming
particle initiates a chain reaction in the calorimeter, producing a shower of subsi-
diary particles that will terminate when the energy of the particles falls below the
energy threshold required to initiate further interactions with the detector mater-
ial. The energy of the incoming particle can be measured by the response of the
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Figure 3.8: Cut-away view of the ATLAS calorimeter system. Taken from Ref.
[92].
detector, and particles can be identified by their characteristic shower development.
The differences in design for the EM and hadronic calorimeters are motivated by
the kinds of particle that they target.
Electrons and photons develop EM showers through bremsstrahlung and electron-
positron pair-production, continuing to develop until the energy falls below the
threshold for photon conversion, at which point the shower terminates. Electrons
and photons are identified with EM showers, with electrons distinguished by asso-
ciated tracks in the ID. The effective thickness of the detector for EM particles can
be parameterised in terms of the radiation length, X0, the distance over which the
energy of an incoming electron is reduced to 1/e of its initial value by radiation
losses only.
The calorimeter energy resolution σE
E
is governed by a number of factors:
• The measured energy is proportional to the number of signal-generating inter-
actions N . Since this is an intrinsically random process, N will be subject to
Poisson fluctuations. These statistical fluctuations in the shower development
contribute the so-called stochastic term A√
E
to the energy resolution, where A
depends on the calorimeter design.
• The electronic readout chain results in a flat contribution to σE. The resulting
contribution to the energy resolution is B
E
, referred to as the noise term, where
the constant B is a characteristic of the detector readout technique.
• The constant term, which does not depend on the energy of the incoming
particle. This term parameterises instrumental effects which cause smearing
of the calorimeter response to particles distributed over large areas of the
detector.
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The resolution of a calorimeter can thus be parameterised as:
σE
E
=
A√
E
⊕ B
E
⊕ C, (3.10)
where ⊕ indicates that the sum should be performed in quadrature. At high enough
energies, the overall resolution becomes dominated by the stochastic and constant
terms. Neglecting the noise term, the design resolution for electrons in the ATLAS
EM calorimeter is
σE
E
=
10%√
E
⊕ 0.7%. (3.11)
Hadronic showers are initiated by inelastic nuclear scattering, with subsequent in-
teractions proceeding either by further inelastic nuclear scattering (typically around
2/3 of the shower) or EM showers from photons arising from intermediate neutral
pions. Typically a significant fraction of the shower energy is lost, for example due
to the energy required to break up atomic nuclei, ∼ 1 GeV per nucleus. Energy may
also be lost to “invisible” secondary particles leaving the calorimeter undetected, for
example muons and neutrinos from charged pion decays. The effective thickness of
the detector is governed by the radiation length for the EM fraction of the shower,
whilst for the hadronic fraction of the shower it is determined by the interaction
length λ, defined as the mean free path before a hadronic interaction takes place.
For heavy materials, with a high atomic number, the interaction length is typically
large compared with the radiation length. Due to the varying EM fraction, hadronic
showers display large fluctuations in spatial energy distribution. As a result of these
different factors, the energy resolution for hadronic showers tends to be significantly
worse than for EM showers. For example, the design resolution for hadronic showers
in the end-cap hadronic calorimeters is
σE
E
=
50%√
E
⊕ 10%. (3.12)
Both the EM and hadronic components of the ATLAS calorimeter system are
sampling calorimeters, with separate materials used to initiate the shower (absorbing
material) and measure the deposited energy (active material). The depth of the de-
tector is an important design consideration; the EM calorimeter should fully absorb
electrons and photons and hadronic particles should reach, and be fully contained
by, the hadronic calorimeter. The large value of the interaction length compared
to the radiation length therefore dictates the structure of the calorimeter system,
with the EM calorimeter surrounded by the hadronic calorimeter. A hadronic calor-
imeter requires more material than an EM calorimeter to achieve the same level of
containment of targeted incoming particles.
The individual components of the ATLAS calorimeter system are:
• The EM calorimeter (ECAL) which consists of a barrel and end-cap sec-
tions. Both are designed with an “accordion” geometry, allowing for homogen-
eity of the detector in the azimuthal direction and improved signal extraction
times. The active material is LAr, chosen for its intrinsic hardness and linear
dependence on energy, interleaved with copper and kapton readout electrodes.
The absorbing material is lead, reinforced with 0.2 mm thick stainless steel
sheets. The lead thickness is reduced at |η| > 0.8 from 1.53 mm to 1.13 mm to
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Figure 5.1: Cumulative amounts of material, in units of radiation length X0 and as a function
of |η |, in front of and in the electromagnetic calorimeters. The top left-hand plot shows separately
the total amount of material in front of the presampler layer and in front of the accordion itself
over the full η-coverage. The top right-hand plot shows the details of the crack region between the
barrel and end-cap cryostats, both in terms of material in front of the active layers (including the
crack scintillator) and of the total thickness of the active calorimeter. The two bottom figures show,
in contrast, separately for the barrel (left) and end-cap (right), the thicknesses of each accordion
layer as well as the amount of material in front of the accordion.
The numbers of radiation and interaction lengths in front of and in the electromagnetic and
hadronic calorimeters are shown in figures 5.1 and 5.2.
Sections 5.2 and 5.3 are devoted to the description of the electromagnetic and hadronic
calorimetry, respectively. Section 5.4 describes the LAr cryostats and feed-throughs. The in-
strumentation in the gaps between the cryostats is described in section 5.5. The front-end read-
out electronics, back-end electronics and services are described in section 5.6. Finally, test-beam
measurements obtained with production modules of the different calorimeters are presented in sec-
tion 5.7.
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hadronic calorimeters are shown in figures 5.1 and 5.2.
Sections 5.2 and 5.3 ar devoted o th description of the electromagnetic and hadronic
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Figure 3.9: Cumulative amounts of aterial, measured in units of interaction length
X0, as a function of |η|, in front of and in the EM calorimeters. (a) Amount of
material in front of the presample layer and in front of the accordion itself, over
the full η coverage and (b) full details for the crack region. The lower panels show
the thickness of each accordion layer and the amount of material in front of the
accordion for (c) the barrel and (d) the end-cap. Taken from Ref. [92].
mitigate the reduced fraction of energy absorbed by the active material, the
sampling fraction. The barrel section is made up of two identical half-barrels,
with combined coverage |η| < 1.475. The EM end-cap (EMEC) calorimeters
are arranged either side f the barrel calorimeters in two wheels, covering the
r nge 1.375 < |η| < 2.5.
A presampler is placed in front of the ECAL, a thin layer of active LAr with
no lead absorber, to correct for energy loss in the ID, solenoid and its servicing
cryostat. The thickness, measured in radiation lengths, of the ECAL is shown
in figure 3.9. The “crack” region 1.37 < |η| < 1.5, where the barrel meets the
end-cap can clearly be seen in the 3.9a, where additional servicing material is
present. The crack region is important in analyses that are sensitive to EM
particle identification, and is often vetoed in these cases.
• The tile calorimeter surrounds the ECAL. It uses steel as the absorbing
material and plastic scintillator tiles for the active material. It is arranged
as a central barrel covering |η| < 1.0 with two extended barrels either side,
together covering 0.8 < |η| < 1.7. Each of the barrels has a radial depth
corresponding to 7.4 λ. The scintillating tiles are arranged radially and in the
x − y plane, allowing for full azimuthal coverage. It is segmented into three
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Figure 3.10: Cut-away view of the ATLAS muon system. Taken from Ref. [92].
layers of 1.5, 4.1 and 1.8 interaction lengths in the barrel and layers of 1.5,
2.6 and 4.4 interaction lengths in the extended barrels, for η = 0. Wavelength
shifting fibres are used to readout the UV light produced by particles passing
through the scintillators. This signal is fed to photomultiplier tubes (PMTs)
for amplification.
• The hadronic end-cap (HEC) calorimeters are LAr calorimeters arranged
in pairs of wheels behind the end-cap EM calorimeters. Like the EMEC calor-
imeters, they use LAr as the active medium and copper and kapton readout
electrodes. The absorbing material for the HEC is copper. The HEC covers
the range 1.5 < |η| < 3.2, overlapping with the tile and forward calorimeters
to mitigate the drop in material density in the gap between the end-cap and
forward components.
• The forward calorimeters (FCAL) are integrated into the end-cap cryo-
stats, providing coverage for the range 3.1 < |η| < 4.9. They consist of three
modules in the longitudinal direction, with LAr for their active media. The
first, optimised for EM showers, uses a copper absorber. The second and third
use tungsten absorbers and are designed primarily for the measurement of
hadronic showers. The position of the FCAL at high |η| means that it receives
a very high flux of particles, motivating the small LAr gap design, to limit ion
build up. It is designed to have a high thickness, corresponding to 10 λ, to
suppress background radiation in the muon chamber.
3.2.4 Muon Spectrometer
Muons leave tracks in the ID and pass through the calorimeter system, leaving a
small energy signature. Beyond the calorimeter system, they are measured using a
dedicated muon spectrometer, shown in figure 3.10. The superconducting toroidal
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magnets deflect the trajectory of the muons for momentum reconstruction. The
muon spectrometer consists of four main sub-detector elements: thin gap chambers
(TGCs) and resistive plate chambers (RPCs) for triggering information (the ATLAS
trigger system is discussed further in section 4.2), and monitored drift tube chambers
(MDTs) and cathode-strip chambers (CSCs) for precision tracking information. Each
element is described below:
• MDTs allow for precision tracking and momentum measurements. MDTs are
pressurised tubes of diameter 29.970 mm and length 0.85-6.5 m, which contain
a mixture of Ar and CO2 in the ratio 93 : 7. They measure the ionisation effects
of passing charged particles, collecting electrons with a central a tungsten-
rhenium wire of diameter 50 µm. The coverage of the MDTs extends to
|η| < 2.7 except in the innermost end-cap layer where they are limited to
|η| < 2.0, and replaced by CSCs in the range 2.0 < |η| < 2.7. There are a
total of 1171 MDT chambers, with a combined total of 354240 tubes. The
overall tube resolution is 80 µm.
• The CSC replacement in the region 2.0 < |η| < 2.7 in the innermost layer cor-
responds to the region of the muon spectrometer where the incoming neutron
rate is expected to exceed 150 Hz/cm2, the maximum for safe operation of the
MDTs. The CSC can withstand a much higher rate of 1000 Hz/cm2. They are
multiwire proportional chambers, using the same gas mixture as the MDTs.
The anode wires of the CSCs are directed in the radial direction, with the
cathode strips arranged perpendicularly in order to provide a two-coordinate
position measurement. The CSCs correspond to about 70000 readout channels
and give a resolution of 60 µm.
• The RPCs are used for triggering in the central region |η| < 1.05. The muon
triggering system is required to provide transverse momentum discrimination,
bunch-crossing identification, fast and coarse tracking information and com-
plementary second coordinate measurement in the no-bending φ-projection to
complement the MDTs, whilst being robust in the presence of neutron and
photon background. RPCs are made of two parallel bakelite plates, separated
by 2 mm with insulating spacers enclosing a volume of gas mixture: C2H2F4
(94.7%), C4H10 (5%) and SF6 (0.3%). They are chosen for their simple con-
struction, good spatial and time resolution and rate capability. The total
arrangement of RPCs corresponds to 380000 readout channels.
• For the range 1.05 < |η| < 2.4, TGCs are used for triggering. This is mo-
tivated by the same triggering requirements as the RPCs, with increased mo-
mentum resolution needed at high pseudorapidity, due to the larger relative
increase in pT compared to the bending power of the magnetic with rising
|η|. The TGCs measure muons in a similar way to the multiwire proportional
chambers. The resolution of the TGC arrangement is determined by the num-
ber of readout channels, in total there are 440000 channels.
3.2.5 Forward Detectors
In addition to the main ATLAS detector, three smaller, forward detectors are in-
stalled: LUCID (LUminosity measurement using Cherenkov Integrating Detector),
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the Zero Degree Calorimeter (ZDC) and ALFA (Absolute Luminosity For ATLAS).
They are located, respectively, ±17 m, ±140 m and ±240 m from the collision point.
Each is described in more detail below:
• The LUCID detector is dedicated to the measurement of luminosity, both
for monitoring instantaneous luminosity, and the total integrated luminosity
over time. It measures inelastic pp scattering in the forward direction by
Cherenkov radiation, the characteristic signal emitted by a charged particle
passing through a dielectric medium at a greater speed than the phase velocity
of light in that medium. The detector is designed to have a high acceptance,
sufficient time resolution for 25 ns bunch spacing, robustness against intense
radiation levels and sufficient resolution for the counting of individual charged
particles. It consists of 20 aluminium tubes, 1.5 m in length and 15 mm in
diameter, filled with C4F10 maintained at a pressure of 1.2 − 1.4 bar. This
gives a Cherenkov threshold of 2.8 GeV for pions and 10 MeV for electrons.
The Cherenkov pulses are picked up by PMTs for readout.
• The ALFA detector is used to determine the absolute luminosity scale by
measuring elastic scattering at low angles. These measurements require high
β∗ and reduced emittance to ensure that the beam does not diverge beyond
the required measurement angles, and must therefore be performed during
dedicated runs. The detector consists of “Roman pots”, detectors with their
volume separate from the vacuum of the beam pipe, but connected by bellows,
allowing them to be moved close to the beam. Along with the large separation
from the collision point (240 m), this allows extremely small angle scatterings
of O(3) µrad to be measured.
• The ZDC is designed to detect neutrons from heavy-ion collisions in dedicated
runs of the LHC, and can also be used as an extra minimum-bias trigger during
pp runs.
3.2.6 The ATLAS Trigger System
During Run 2, the LHC operated with 25 ns bunch-spacing, equivalent to a crossing
rate of 40 MHz. Only a fraction of these collisions are expected to produce “interest-
ing” physics. SUSY production cross sections are expected to be below the nanobarn
scale; the total inelastic pp cross section is 68.1± 1.4 mb [112]. The ATLAS TDAQ
(Trigger and Data AcQuisition) system is designed to select potentially interesting
collision events from the vast background with high efficiency, with a recording rate
of ∼ 1 kHz.
The ATLAS TDAQ system is shown in figure 3.11. It consists of the hardware-
based Level 1 (L1) trigger system and the software-based High Level Trigger (HLT)
system, which runs on a dedicated computer farm. In Run 1, the HLT was made
up of separate Level 2 (L2) and Event Filter (EF) farms. The L2 farm used partial
event data, while the EF used full event information in dedicated nodes. For Run 2,
the L2 and EF are merged to run on a single computer farm, for improved resource
sharing and simplification of the overall system.
The L1 trigger system consists of the L1 Calorimeter (L1Calo) trigger, based
on input from the full calorimeter system, and the L1 muon (L1Muon) trigger,
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Figure 1: The ATLAS TDAQ system in Run 2 with emphasis on the components relevant for triggering. L1Topo
and FTK were being commissioned during 2015 and not used for the results shown here.
has decreased from 50 to 25 ns. Due to the larger transverse beam size at the interaction point (β∗ =
80 cm compared to 60 cm in 2012) and a lower bunch population (1.15 × 1011 instead of 1.6 × 1011
protons per bunch) the peak luminosity reached in 2015 (5.0 × 1033 cm−2 s−1) was lower than in Run 1
(7.7 × 1033 cm−2 s−1). However, due to the increase in energy, trigger rates are on average 2.0 to 2.5
times larger for the same luminosity and with the same trigger criteria (individual trigger rates, e.g. jets,
can have even larger increases). The decrease in bunch-spacing also increases certain trigger rates (e.g.
muons) due to additional interactions from neighbouring bunch-crossings (out-of-time pile-up). In order
to prepare for the expected higher rates in Run 2, several upgrades and additions were implemented during
LS1. The main changes relevant to the trigger system are briefly described below.
In the L1 Central Trigger, a new topological trigger (L1Topo) consisting of two FPGA-based (Field-
Programmable Gate Arrays) processor modules was added. The modules are identical hardware-wise and
each is programmed to perform selections based on geometric or kinematic association between trigger
objects received from the L1Calo or L1Muon systems. This includes the refined calculation of global
event quantities such as missing transverse momentum (with magnitude EmissT ). The system was fully
installed and commissioned during 2016, i.e. it was not used for the data described in this paper. Details
of the hardware implementation can be found in Ref. [17]. The Muon-to-CTP interface (MUCPTI) and
the CTP were upgraded to provide inputs to and receive inputs from L1Topo, respectively. In order to
better address sub-detector specific requirements, the CTP now supports up to four independent complex
dead-time settings operating simultaneously. In addition, the number of L1 trigger selections (512) and
5
Figure 3.11: The ATLAS TDAQ system in Run 2, focusing on components relevant
for triggering. Taken from Ref. [113].
based on i formation from the muon detector and Tile calorimeters. The central
trigger processor (CTP) performs the initial event selection, calculating the “L1
Accept” trigger decision. The L1 trigger decision is based on inputs from L1Calo
and L1Muon as well as o her subsystems such as the LUCID and ZDC detectors.
Accepted events are buffered in the readout system (ROS) to be processed at HLT.
The geometric location of trigger objects, regions-of-interest (ROIs) are also passed
to HLT to seed trigger reconstruction algorithms.
The L1Calo trigger uses input from all calorimeters to target high ET calorimetric
objects: electrons and photons (hereafter referred to collectively s e/γ ), jets from
hadronically decaying taus and jets from fragmenting quarks and gluons. The
L1Calo also targets events with high total ET or missi g transverse energy, EmissT .
Analogu L1Calo signals are igitised by the preprocessor system, which then as-
sociates them to specific bunch crossings using a digital filter. In Run 2 a new
multi-chip module (nMCM) based on FPGAs was developed to replace the Run 1
ASIC-based multi-chip modules (MCMs). The nMCM offers improved flexibility
and functionality, for example capability for bunch-by-bunch pedestal corrections.
For improved processing time, the preprocessor uses a look-up table to assign values
for ET . The pre-processed data are then transmitted to the Cluster Processor (CP)
and Jet/Energy-sum Processor (JEP) in parallel.
The CP applies e/γ and tau trigger algorithms to build ROIs consisting of 4× 4
trigger towers (see figure 3.12), analogue summations of calorimeter cells. In total
there are ∼ 7000 towers with granularity 0.1 × 0.1 in η and φ. A ET threshold
is applied for object selection, which can be η dependent to take into account en-
ergy losses and detector geometry (for example see figure 3.9). A sliding-window
algorithm identifies the local energy minimum using four overlapping towers within
a 2× 2 central region for energy reconstruction. EM and hadronic rings are formed
from the 12 towers surrounding the central cluster in the EM and hadronic layers,
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Figure 2: Schematic view of the trigger towers used as input to the L1Calo trigger algorithms.
for the increased trigger rates at the beginning of a bunch train caused by the interplay of in-time and
out-of-time pile-up coupled with the LAr pulse shape [22], and linearises the L1 trigger rate as a function
of the instantaneous luminosity, as shown in Figure 3 for the L1 EmissT trigger. The autocorrelation FIR
filters substantially improve the bunch-crossing identification (BCID) efficiencies, in particular for low
energy deposits. However, the use of this new filtering scheme initially led to an early trigger signal (and
incomplete events) for a small fraction of very high energy events. These events were saved into a stream
dedicated to mistimed events and treated separately in the relevant physics analyses. The source of the
problem was fixed in firmware by adapting the BCID decision logic for saturated pulses and was deployed
at the start of the 2016 data-taking period.
The preprocessor outputs are then transmitted to both the Cluster Processor (CP) and Jet/Energy-sum
Processor (JEP) subsystems in parallel. The CP subsystem identifies electron/photon and tau lepton
candidates with ET above a programmable threshold and satisfying, if required, certain isolation criteria.
The JEP receives jet trigger elements, which are 0.2 × 0.2 sums in η × φ, and uses these to identify jets
and to produce global sums of scalar and missing transverse momentum. Both the CP and JEP firmware
were upgraded to allow an increase of the data transmission rate over the custom-made backplanes from
40 Mbps to 160 Mbps, allowing the transmission of up to four jet or five EM/tau trigger objects per
module. A trigger object contains the ET sum, η− φ coordinates, and isolation thresholds where relevant.
While the JEP firmware changes were only minor, substantial extra selectivity was added to the CP by
implementing energy-dependent L1 electromagnetic isolation criteria instead of fixed threshold cuts. This
feature was added to the trigger menu (defined in Section 4) at the beginning of Run 2. In 2015 it was
used to effectively select events with specific signatures, e.g. EM isolation was required for taus but not
for electrons.
Finally, new extended cluster merger modules (CMX) were developed to replace the L1Calo merger
modules (CMMs) used during Run 1. The new CMX modules transmit the location and the energy of
identified trigger objects to the new L1Topo modules instead of only the threshold multiplicities as done
by the CMMs. This transmission happens with a bandwidth of 6.4 Gbps per channel, while the total output
bandwidth amounts to above 2 Tbps. Moreover, for most L1 triggers, twice as many trigger selections
7
Figure 3.12: Schematic vi w of the trigger towers sed as input to the L1Calo
trigger algorithms. Taken from Ref. [92].
respectively, and are used for object isolation tests. The JEP receives jet trigger
elements, 0.2 × 0.2 summations in η and φ. These are used to identify jet objects
and compute the total scalar and missing transverse energy for the event. Extended
cluster merge modules (CMXs) are used to tr nsmit the location and energy of
trigger objects to the L1 central trigger.
The L1Muon trigger is based on input from the RPCs in the barrel and the TGCs
in the end-caps (section 3.2.4). The muon trigger chambers are arranged into three
planes, each consisting of 2 or 4 layers. L1 muon trigger candidates are required
to have coincident hits in multiple detector layers: 2 and 3 layers for low and high
pT muons, respectively. The muon candidate is identified with a ROI, approximately
0.1× 0.1 in η and φ, in one of the layers. The algorithm proceeds by searching for
additional hits within a window of additional ROIs consistent with the trajectory
of a muon with minimum pT defined by a preset, programmable trigger threshold.
The end-cap and barrel sector logic proceed in parallel, providing the input for the
L1 c ntral i er, including information about the positio and pT threshold pas d
by the muon candidate.
The L1 central trigger consists of the L1 topological processor (L1Topo), the
Muon to Central Trigger Processor Interface (MUCTPI) and the central trigger
processor (CTP). The MUCTPI uses information from all muon detector regions,
providing muon track multiplicity for six pT thresholds to the CTP for each bunch-
crossing. The L1Topo receives input from L1Calo and L1Muon and comprises two
FPGA-based modules, each programmed to perform additional selections based on
geom tric and kinematic associations betwe n trigger objects.
The CTP uses information from the MUCTPI and L1Topo and additional sub-
systems to compute the L1 accept decision. This is performed using look-up tables
from the input signals to form boolean trigger conditions, corresponding to, for ex-
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ample, the multiplicity of an object type with a given ET threshold. The trigger
conditions are used to form up to 256 L1 trigger items, sets of selection criteria
based on combinations of trigger conditions. Each item may be assigned a prescale
factor, which can be used to limit the acceptance of triggers that would otherwise
select events at an unmanageable rate. After a L1 Accept decision, the event is
passed from the detector front-end (FE) electronics to the ROS via detector specific
readout drivers (ROD). ROIs are also supplied directly to the HLT system, where a
dedicated ROI builder merges them into a single data structure. Event fragments are
stored temporarily in the ROS and passed to the HLT system if requested based on
ROI information, which corresponds to ∼ 1− 2% of the full event information. The
HLT system applies dedicated software-based algorithms to provide reconstructed
physics objects and a trigger decision on whether the event is to be recorded. This
information is passed back to the data collection network and, if the event is accep-
ted, the event information is directed to Tier-0, the ATLAS computing facility for
the first-pass processing of detector data. Further details of the HLT reconstruction
are given in section 4.2.
3.3 Summary
The work of this thesis is based entirely on data collected by the ATLAS detector
and simulations thereof. This chapter has provided a description of the LHC which
accommodates the ATLAS detector, followed by a description of ATLAS itself. The
analyses of chapter 5 and 6 use information from all of the subsystems of the AT-
LAS detector, each of which has been given individual attention. This includes the
hardware of the ATLAS trigger system, which is crucial for selecting events for every
measurement described later in this thesis.
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4 | Data Acquisition and Reconstruc-
tion
This thesis makes use of both data collected by the ATLAS detector, and data
simulated using Monte Carlo (MC) methods. This chapter describes the methods
used for data quality (DQ) and processing in section 4.1, reconstructing and selecting
events at HLT level in section 4.2 and data simulation in section 4.3. Finally, oﬄine
object- and event-level reconstruction methods are described in section 4.4.
4.1 Data Quality and Processing
Collision events selected by the ATLAS trigger system can be placed into a number
of different oﬄine streams, for processing at Tier-0 using the ATLAS Athena software
framework [114]. These streams include:
• The physics_main stream, the primary data stream used for analyses, con-
taining all physics objects and full detector information.
• The express stream, a subset of the physics_main stream, corresponding
to around 2% of its events. This stream is used for prompt reconstruction,
allowing for a first look at collected data for monitoring and data quality
purposes, available within hours of the end of a data-taking run.
• The calibration stream, which contains events that are only partially rebuilt,
containing the minimum information required for detector calibration.
• The debug stream, containing events where the trigger failed to make a decision
due to failures in the online system.
• The CosmicCalo stream, which receives events matching a cosmic ray sig-
nature. This stream is triggered by large energy deposits in the calorimeter
system, restricted to empty bunches.
The streams enumerated above are a subset of the numerous specialised physics
and detector calibration and monitoring streams. A rate of 1 kHz is allocated to
physics_main, with lower rates assigned for other streams.
During data taking, a small fraction of events are selected for fast reconstruction
(around 1 minute) for online DQ monitoring. At the end of a data-taking run, the
primary calibration loop (PCL) commences. A first calibration pass is performed,
on the timescale of 48 hours, using the express and calibration streams. This “best
effort” initial calibration updates the information stored at Tier-0. The first pass
also allows an initial oﬄine DQ assessment, allowing the PCL to be delayed if any
issues are flagged for further investigation.
The second pass typically takes place on the timescale of ∼ 1 week. During this
pass the bulk data processing is performed, along with the final calibration, which
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Figure 3. The workﬂows of the Prompt Calibration Loop, with timeframes increasing from left
to right as indicated at the bottom of the ﬁgure. Further explanation can be found in the text.
3. Data Quality Assessment
Data quality assessment is made at several levels during the data preparation workﬂows,
as previously discussed. The ﬁnal DQ assessment required for physics analysis relies on a
dedicated DQ Monitoring (DQM) infrastructure which is documented in detail elsewhere [6].
The infrastructure automates many checks based on detector slow control status and DAQ
conditions. A team of DQ shifters and experts look at the histograms as presented by the
DQM Server and they summarise the results in a database that records DQ problems down to
a granularity of one luminosity block. The global DQ assessment then combines these various
DQ problems using logic determined by the Data Quality group to produce the ﬁnal GRL used
in physics analysis. The luminosity calculation for a dataset, which is also provided by the data
preparation group, is corrected for this loss using centrally provided tools.
3.1. Data Quality Eﬃciency
The ﬁnal DQ eﬃciency (deﬁned with respect to the data recorded by ATLAS when the DAQ
and detector ﬁnal state machine report that they are ready for physics) is shown in the table
in ﬁgure 5. The individual eﬃciency for all of the subsystems is very high and generally better
than 99%, with the exception of the toroid magnet system that experienced multiple failures.
For those analyses that do not rely on the toroid magnet, the DQ eﬃciency for the ICHEP 2016
dataset was 98%, reducing to 91% if the toroid is required.
Figure 4.1: Overview of the ATLAS prompt calibration loop and online DQ. Taken
from Ref. [115].
is used for a second update at Tier-0. The final calibration procedure includes the
finalisation of the ID alignment, correcting for displacements and deformations of
the ID subdetectors that take place during a run, and the beamspot determination,
which must follow the ID alignment step. The quality of the physics data is assessed
in this final step, with a granularity of 1 lumi osi y block (LB), equivalent to ap-
proximately 1 minute of data taki g, to p oduce a “good runs list” (GRL), specif ing
which LBs are suitable for for physics analysis. The final updated calibrations are
used to write the data to the primary ATLAS data format, Analysis Object Data
(AOD). An overview of the online DQ and PCL can be seen in figure 4.1.
The output AOD is passed through the ATLAS derivation framework to produce
“derived” AODs (DAODs). The derivation framework produces analysis specific
DAODs with redu ed size, filtering events from the primary AOD and storing a
subset of ev nt information, targeting a particular ange of signal topologies. The
derivation framework can also add additional calibrations and physics objects that
can be calculated from the primary event information, but may not be required by
all oﬄine analyses. The DAOD is the final data format used in combination with
GRLs for physics analysis.
4.2 ATLAS Signature Triggers
This section extends the discussion in 3.2.6, describing trigger selections targeting
specific physics signatures. A complete trigger selection, from L1 to HLT is referred
to as a trigger chain, and the complete list of triggers active during a given data
taking period is called the trigger menu. The ATLAS trigger menu includes many
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Figure 4.2: (a) Schematic of the overall e/γ trigger sequence and (b) outline of the
individual steps in the e/γ trigger sequence, where the blue dashed line indicates
parts of the sequence that apply to electrons only. (a) Taken from Ref. [116] and
(b) taken from Ref. [117].
triggers dedicated to a variety of processes. This section focuses on the triggers
relevant to the analyses presented later in the text: e/γ , muon, jet and EmissT triggers.
4.2.1 Electron and Photon Triggers
The ATLAS e/γ trigger is allocated around 20% of the total 1 kHz trigger rate. At
HLT, the full detector granularity is used in the ROI (the ROI structure for e/γ has
been described in section 3.2.6). The HLT trigger sequence, illustrated in figure
4.2, proceeds in two main steps: the first step uses fast algorithms to reject events
early and the second step applies precision algorithms for efficient identification.
This design allows the more time-consuming algorithms to take place at a reduced
rate, later in the trigger sequence. This approach is common to all online signature
strategies.
The first step in the HLT sequence is the fast calorimeter preselection, which
builds energy clusters from from calorimeter cells, of size 0.025 × 0.025 in η and
φ, within the ROIs. Electrons and photons deposit most of their energy in the
second ECAL layer (see figure 3.9), which is used to find the cell with the largest
ET in the ROI. The cluster size depends on the region of the detector: 3 × 7 cells
in the barrel and 5 × 5 cells in the end-caps. Electron and photon identification
is based on the total cluster ET and a number of shower shape variables. Shower
shape variables are based on ratios and widths (defined in terms of the energy
weighted RMS) of grouped calorimeter cells within the cluster, and are described in
more detail in section 4.4.2. Following the fast calorimeter preselection is the fast
track reconstruction, using hits from the silicon detectors. Tracks with pT > 1 GeV
are matched to calorimeter clusters if they satisfy angular separation requirements.
Electron and photon candidates are identified with calorimeter clusters with and
without matching tracks, respectively.
Precision reconstruction follows the fast HLT sequence, with the online iden-
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tification procedures kept as close as possible to oﬄine selections, within resource
constraints. A cut-based selection is applied for photon identification and a likeli-
hood (LH) based discriminant is used for electron identification. The LH method is
a simple multi-variate analysis (MVA) technique based on the projective likelihood
estimator approach [118]. The LH method builds a likelihood discriminant:
dL =
LS
LS + LB (4.1)
from geometric sums LS(B) of probability density functions PS(B), defined by:
LS(B)(~x) =
n∏
i=1
PS(B),i(xi), (4.2)
where the subscript S (B) denotes signal (background), and ~x is a vector of 22
electron track- and shower-based variables. The discriminant dL displays a sharp
peak at zero for background and unity for signal; it is transformed into a broader
distribution using the inverse sigmoid function:
d′L = −τ−1 ln
(
d−1L − 1
)
, (4.3)
where τ is a parameter fixed to 15, to form the following operating points (OPs):
lhvloose, lhloose, lhmedium and lhtight. Here the lh simply denotes the LH-based
selection, and the vloose denotes “very” loose. Each working point selects on a higher
value of d′L, such that the sample of electrons selected by tighter OPs are subsets of
those selected by looser OPs. The LH method was introduced online for electrons in
Run 2, and offers a significant rate reduction for an equivalent efficiency compared
with the cut-based selection used for electrons in Run 1.
Isolation requirements can be applied at HLT to improve discrimination against
hadronic activity. For electrons, track isolation is used, defined as the ratio of the
pT sum of non-electron associated tracks in a given ∆R cone, to the pT of the electron
candidate. The cone is optimised for different triggers: from 2016 on wards variable
track isolation is used, where the cone radius is defined as 10 GeV / pT where the
pT is that of the electron candidate, up to a maximum radius of 0.2, describing a cone
that narrows as the electron candidate pT increases. Thus the isolation requirement
becomes stricter for electrons with high pT , which are expected to be more isolated
from hadronic activity.
HLT items with loose selection criteria are required by ATLAS for a number
of purposes, for example as part of a multi-object trigger chain. Loose triggers
with high rates can be set a prescale, as for L1 items, to control the rate. The
quoted trigger prescale is the reciprocal of the fraction of events that the trigger
in question is permitted to select during data-taking. The analyses presented in
the main body of this text use only the lowest ET threshold, unprescaled electron
trigger. As the instantaneous luminosity of the LHC increased during Run 2, the
lowest unprescaled single electron trigger selection was tightened in order to control
the rate. The following triggers were used in 2015 and 2016:
• e24_lhmedium_nod0 was used in 2015. Here e denotes that it is an electron
trigger, 24 denotes a 24 GeV ET treshold and nod0 denotes that no transverse
impact parameter requirements are applied (in contrast to oﬄine electron iden-
tification).
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Figure 4.3: Primary electron trigger performance in 2015 and 2016. Efficiencies
are shown for 2015 data as a function of (a) ET and (b) η and for 2016 data as a
function of (c) ET and (d) η. The efficiency for the primary trigger in 2016 is shown
as a logical OR with looser, higher threshold triggers. All efficiencies are measured
with respect to oﬄine isolated electrons, with tight selection criteria, using the
Tag-and-Probe method, described in detail in appendix A. The efficiency in data
is compared to the efficiency in simulated Z → ee decays. The error bars show
binomial uncertainties. Taken from Ref. [121].
• e24_lhtight_nod0_ivarloose was used in 2016 until the peak instantaneous
luminosity reached 1034 cm−2s−1. The ivarloose in the name of the trigger
indicates that variable track-based isolation requirements are applied. The
tighter identification criteria represent a tradeoff, sacrificing efficiency in order
to control the trigger rate.
• e26_lhtight_nod0_ivarloose was used after the peak instantaneous lumin-
osity exceeded 1034 cm−2s−1. The increased trigger threshold further reduces
the trigger rate for the increased luminosity [119, 120].
These triggers are used as part of a logical OR with higher threshold, looser identi-
fication and non-isolated triggers. This strategy gives a significant improvement in
efficiency at high ET, where track-isolation losses become important. The cost in ad-
ditional trigger rates is low due to the significantly lower cross section for production
of high ET electrons.
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The HLT items are used in conjunction with L1 items to form a complete trigger
chain. The same strategy is employed for the L1 items, with the same tradeoff
between maximising efficiency and keeping the overall rates under control. The
following L1 items were used in 2015 and 2016 [119, 120]:
• L1EM18VH was the L1 item used in 2015. The nomenclature is as follows: L1
indicates an L1 item, EM indicates an e/γ selection, 18 is the ET threshold
in GeV, V indicates that the threshold is η dependent and H that a hadronic
core isolation threshold is applied.
• L1EM18VHI was used in 2016 until the peak instantaneous luminosity reached
1034 cm−2s−1. The additional I in the L1 item name indicates that electro-
magnetic isolation thresholds are also applied.
• L1EM22VHI was used in 2016 after 1034 cm−2s−1 was reached. Again, the
increased threshold is to reduce the trigger rate at the higher luminosity.
The primary electron trigger performance at HLT is summarised in figure 4.3. In
4.3c the boost in efficiency from the logical OR with looser, higher threshold triggers
can clearly be seen by the discontinuity at 60 GeV where the looser triggers become
efficient. The performance versus η shows a drop in efficiency at the end-caps and
crack region 1.37 < |η| < 1.5, where additional material is present to service the
detector.
For oﬄine analysis, scale factors are applied to correct for deviations between the
trigger efficiency measured in data, and the efficiency predicted by MC simulation.
The measurement of electron trigger efficiencies in data and MC, and the derivation
of these scale factors for the whole electron trigger menu formed the bulk of the
author’s qualification work for the ATLAS Collaboration. In appendix A, a complete
discussion of the methodology and results of this work is given. Furthermore, the
discussion of the electron trigger menu and strategy is extended to place this work
in context.
4.2.2 Muon Triggers
The HLT muon trigger sequence [122] begins with the fast reconstruction of tracks
using only the muon spectrometer. The muon candidate is built by fitting the
drift times and track hit positions from the MDTs. The muon candidate pT is
assigned using a look-up table. Next, the muon candidate is updated by performing
a combined fit, using tracks from the muon spectrometer and tracks from the ID.
The next stage is the precision reconstruction in the ROI, using information from
all regions of the muon spectrometer. The muon candidate is extrapolated to the
ID to form a combined muon candidate, this time using precision reconstruction.
If the combination fit fails, which may happen for softer muon candidates, another
fitting stage takes place, extrapolating instead from the ID out to the muon spectro-
meter. Muon candidates are required to pass a set of identification criteria based on
track fit quality, the pT difference in the ID and muon spectrometer and charge and
momentum significance, defined as the measured value normalised to its measured
uncertainty. Finally, isolation requirements can be applied for improved rejection
against hadronic activity. The lowest unprescaled muon triggers used in 2015 and
2016 are [119, 120]:
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Figure 4.4: Primary muon trigger performance in 2016. Efficiencies are shown in
the barrel as a function of (a) pT and (b) φ and in the end-caps as a function of
(c) pT and (d) φ. All efficiencies are measured using the Tag-and-Probe method,
described in detail in appendix A, with respect to oﬄine isolated muons satisfying
medium identification criteria. The efficiency in data is compared to the efficiency
in simulated Z → µµ decays. The error bars show binomial uncertainties. Taken
from Ref. [123].
• mu20_iloose in 2015, where iloose refers to a loose, fixed isolation require-
ment.
• mu24_ivarmedium in 2016, until an instantaneous luminosity of 1034 cm−2s−1
was reached.
• mu26_ivarmedium in 2016, after an instantaneous luminosity of 1034 cm−2s−1
was exceeded.
As for the single electron triggers, these are used as part of a logical OR with
non-isolated triggers to regain efficiency from isolation losses at higher pT . These
primary HLT muon triggers were used in combination with the following L1 items:
• L1MU15 in 2015, where MU indicates that the L1 muon trigger is being used.
• L1MU20 in 2016.
The performance of the HLT muon triggers in 2016 data is summarised in figure
4.4. The differences in efficiency between the barrel and the end-caps arise from
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differences in the geometric acceptance and local detector inefficiencies. The lower
efficiency seen in figure 4.4b in the range −2.0 < φ < −1.6 corresponds to the barrel
region containing toroid coils.
4.2.3 Jet Triggers
For jet reconstruction at HLT the full calorimeter system is scanned for topological
clusters [124, 125]. The clustering algorithm proceeds as follows:
• Seed Finding: Clusters with an energy to noise ratio meeting a particular
threshold tseed are identified as seed clusters, or proto-clusters. The noise is
computed as the sum in quadrature of the estimated RMS of electronic noise
and the estimated pileup contribution.
• Neighbouring Cluster Finding: Starting from the seed with highest energy
to noise ratio, topological clusters are built from proto-clusters by considering
the (approximately) eight neighbouring cells in the same calorimeter layer.
Neighbouring cells are incorporated into the cluster if they meet a given energy
to noise ratio tneighbour, with proto-clusters merged if they share a neighbour
that meets the threshold.
• Finalise: Remaining proto-clusters that meet a given ET threshold are added
to the collection of topological clusters. The rest are discarded.
Topological clusters are used as inputs for oﬄine-like jet reconstruction. The
oﬄine choice for jet reconstruction at ATLAS in 2015 and 2016 was the anti-kt
algorithm [126], which is further described in section 4.4.4. Jet triggers are sensitive
to pileup interactions, both in-time pileup interactions from the same bunch crossing,
and out-of-time pileup interactions that arrive earlier or later than the nominal beam
crossing. Pileup suppression is applied using noise thresholds, which are tuned to
each data-taking period to reflect pileup conditions.
For the purposes of the analyses presented in this thesis, jet triggers with low en-
ergy thresholds are required. The acceptance rate for jet triggers with low thresholds
is high, leading to unmanageable trigger rates. As a result, low threshold jet trigger
chains are typically prescaled for the L1 and HLT items. The nomenclature for
jets is simply L1 or HLT with j used to denote a jet trigger, followed a number
indicating the threshold. The ATLAS single jet trigger performance is summarised
in figure 4.5. At the L1 jet objects are calibrated at the EM scale, resulting in a
large difference between the L1 trigger threshold and the pT at which full efficiency
is reached. The HLT triggers reach full efficiency quickly, even in 2016 with harsher
pileup conditions, demonstrating the effectiveness of pileup suppression procedures.
4.2.4 Missing Transverse Energy Triggers
The EmissT triggers primarily target events with energetic invisible particles. The
basic definition of the EmissT variable is
EmissT = |p missT | = | −
∑
i
pT(i)|, (4.4)
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Figure 4.5: Single jet trigger performance in 2015 and 2016. The efficiency is shown
in the central region |η| < 2.8 for (a) L1 and (b) HLT single jet triggers. The samples
used for the efficiency measurements are selected by a fully efficient, lower threshold
jet trigger. Taken from Ref. [127].
where i runs over all physics objects in the event. Since the transverse momentum
is conserved, a large value for EmissT indicates an invisible object that was not recon-
structed by the ATLAS detector. High EmissT can also be caused by mis-measurement
of jets, for example in energetic dijet events where the measurement of each of the
jet energies fluctuates in the opposite direction. The production cross section for
events with mis-measured EmissT is relatively high. This has the consequence that the
trigger rates cannot be controlled by the trigger threshold only without seriously af-
fecting the efficiency for EmissT based analyses. This has motivated the development
of a variety of EmissT calculation methods for online data collection [113]. The tech-
niques most relevant to the analyses described in following chapters are described
below:
• Cell algorithm (xe): this is calculated from individual cells in the Tile and
LAr calorimeters, in the massless approximation E ≈ |~p| so that
px,i = Ei sin θi cosφi, py,i = Ei sin θi sinφi. (4.5)
Noise suppression is applied with the following requirements:
|Ei| > 2σi, Ei > −5σi (4.6)
for a cell to be considered in the EmissT calculation. The final result is the
magnitude of the 2-dimensional vector obtained in this way.
• Jet-based algorithm (xe_tc_mht): the EmissT is directly taken from the
pmissT calculated as the negative sum of all jet objects identified using the jet
trigger algorithm described in the previous section.
• Topo-cluster algorithm (xe_tc_lcw): again the massless approximation is
used. The pmissT is instead built from topological clusters (see section 4.4.4),
used in jet reconstruction algorithms.
• Pileup suppression algorithm (tc_tc_pueta): as xe_tc_lcw with addi-
tional pileup suppression to improve EmissT resolution in the harsher pileup
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conditions seen in 2016 and later. The pileup suppression algorithm calculates
the mean and RMS energy of topological clusters in ten equally spaced η bins
in the range −5.0 < η < 5.0, defining “rings” in the detector. The mean for
each region is then recalculated using only clusters with E < 2σ, representing
an estimate of the pileup contribution to the energy of the ring. The pileup
contribution to the energy of a given cluster is then estimated as:
Epileupcluster =
Epileupavg,ring
Ωring
× Ωcluster, (4.7)
where Epileupavg,ring is the average pileup energy in a given ring, calculated as de-
scribed above, Ωcluster is the solid angle occupied by a given cluster and Ωring
is the solid angle occupied by the corresponding ring. Epileupcluster is subtracted
from each cluster, and the EmissT recalculated to give the final pileup corrected
value.
• Pileup fit algorithm (tc_tc_pufit): again as xe_tc_lcw, using a different
pileup suppression algorithm. The pileup fit algorithm calculates the pT and
ET in 112 towers, each approximately 0.71× 0.79 in η and φ. Any tower with
ET less than 45 GeV is assumed to result from pileup. The average pileup
energy density is computed as the sum of all towers below this threshold scaled
by the total area in η and φ space of those towers. The pileup contribution
for each tower is then estimated by performing a fit, using the average pileup
density and constraining the total EmissT from pileup contributions only to be
zero within resolution. As for xe_tc_lcw, the pileup contribution in each cell
is subtracted, and the EmissT recalculated.
Since the methods described above are based on calorimeter information only, muons
are not included in the EmissT calculation. For this reason, EmissT triggers can be the
most efficient way to select highly energetic muons online.
In 2015, the lowest threshold unprescaled EmissT trigger used was the jet-based
algorithm, with a threshold of 70 GeV. In 2016 a variety of EmissT triggers based
on the different algorithms described above were used, with the trigger threshold
increased from 2015 to control rates, but also depending on which algorithm was
used. These triggers were all unprescaled, with the topological clustering component
of the algorithm shared between them, so that running them all in parallel was
relatively inexpensive in terms of trigger rates.
Figure 4.6 shows EmissT trigger efficiencies in 2015 and 2016. In 4.6a, the trig-
ger turn-on curve is compared for the same threshold, using different calculation
algorithms. In 4.6b the comparison is for different trigger thresholds and algorithm
combinations with similar rates that were left unprescaled during data-taking. The
cell algorithm requires a much higher threshold for a manageable rate, which results
in a slow turn-on and a lower plateau efficiency. The topological clustering and jet-
based algorithms allow for a lower threshold, reaching full efficiency by ∼ 200 GeV.
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Figure 4.6: Missing transverse energy trigger performance in 2015 (a) and 2016
(b). The efficiencies shown in (a) are calculated using events selected by a single
lepton trigger and applying W → µν selection criteria. The efficiencies for (b) are
calculated from events selected by single lepton triggers. Taken from Ref. [128].
4.3 Monte Carlo Simulation
So far in this chapter, the acquisition of data from pp collisions using the ATLAS
detector has been described. A key tool in interpreting the data is MC simulation
of signals and individual background processes. MC methods use pseudo-random
numbers to evaluate integrals. Due to the statistical nature of these methods, the
integral converges like 1/
√
N , independent of the number of dimensions [129]. Thus
they are particularly useful in particle physics calculations, where integrals with
complex integrands and many dimensions are common.
4.3.1 Event Generation
The physics of pp scattering involves QCD processes at very different energy scales.
At low energy scales, due to asymptotic freedom (section 2.1.5), perturbative QCD
breaks down. In particular, the momentum distribution of partons within the pro-
tons, the PDF, is non-perturbative. To simulate pp collision events, the factorisation
theorem [130] is exploited. The factorisation theorem states that a cross section can
be computed through a product of probability functions [131]:
σpp→X =
∑
i,j
∫
dxidxjfi(xi, µ
2
F )fj(xj, µ
2
F )σˆij→X(xi, xj, µ
2
F , µ
2
R). (4.8)
Here σpp→X is the cross section for the pp collision to produce X and the sum
runs over all combinations of partons that can initiate the process. The function
fi(xi, µ
2
F ) is the PDF for the parton i, more precisely the probability for the parton
i to be found with momentum fraction xi. µ2F and µ2R are the factorisation and
renormalisation scales, respectively. The factorisation scale is somewhat arbitrary,
representing a scale that separates the high- and low-energy processes. Since the
cross section depends on this scale, it must be varied to determine the associated
systematic uncertainty.
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Fig. 2. Events in HepMC are stored in a graph structure (right), similar to a physi-
cist’s visualisation of a collision event (left).
The components of the event are separated into a set of C++ classes which
form the event record and contain the information which is specific to a par-
ticular event. A separate modular set of classes form an index of particle
properties, containing the data which are common to all particles of a given
type, i.e. charge, mass, lifetime, etc. The HepMC classes are described in this
section and the relationships between classes are shown in Appendix A.
2.1 Event
In HepMC, an event is a container of all vertices belonging to the event. Op-
tionally a pointer to the primary root vertex can be stored. To allow the possi-
bility of many processes being generated within the same job, a process id can
be stored. Extended event features such as a container of event weights and
a container for states of random number generators have been implemented
such that if left empty or unused performance and memory usage will be sim-
ilar to that of an event without these features. A container of tags specifying
the meaning of the event weights and random number generator state entries
is envisioned as part of a higher level class - which describes the complete
generation job and is beyond the scope of an event record.
2.2 Vertex
The vertex forms the nodes which link particles into a graph structure. The
basic information associated with a vertex is the listing of its incoming and
outgoing particles, its position in terms of a Lorentz vector and a possible
vertex identifier.
For each vertex a container of weights is included with the intention of storing
additional information associated with the vertex, such as amplitude decom-
position in terms of colour flow and/or helicity (spin density matrices). It is
3
Figure 4.7: Diagram showing the stages of MC simulation of pp collisions. Taken
from Ref. [132].
The factorisation theorem allows the pp interaction to be divided into distinct
steps, with the modelling of the partons within the proton factorised out. The steps
for simulating a pp scattering event for a given process, shown in figure 4.7, are thus:
• Parton Distributions: The PDFs can be pplied universally si ce they are
independent of the process. They are determined using data from hadron
collider and de p inelas ic scattering experiments at fixed energy scales. The
evolution of the PDF to LHC energy scales is calculated using the DGLAP
equations [133–135]. The PDFs used for this thesis re presented in Refs.
[136–138].
• Hard Subprocess (Matrix Element): The next stage is to calculate the
cross section for two of the partons from the colliding protons undergo hard-
scattering to initiate process X. This amounts to calculating the scattering
matrix relating the final and initial states, and is also referred to as the Matrix
Element (ME) calculation. Due to the high energy of the hard subprocess it
can be calculated perturbatively.
The cross section for partons to initiate the process X from equation 4.8 can
be expressed [131]
σˆij→X =
∫
dΦn
1
2sˆ
|Mij→X(Φn;µR, µF )|2. (4.9)
Thus the partonic cross section to produce the final state X depends on the
fi al state hase space Φn and the corresponding ME squared, averaged over
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the initial spin-states and colour degrees of freedom, |Mij→X |2. It also depends
on the parton flux 1/(2sˆ) = 1/(2xixj) where sˆ is the hadronic centre-of-mass
energy squared. The ME can be expressed as a sum over Feynman diagrams:
Mij→X =
∑
k
F (k)ij→X , (4.10)
where F (k)ij→X is the kth diagram and the sum runs over all possible diagrams
for the process at a given order.
The ME calculation is usually truncated to a fixed order in perturbation theory,
including effects from virtual corrections (loops) and real emissions (legs). At
fixed order, according to the Kinoshita-Lee-Nauenberg (KLN) theorem [139,
140], order by order, the divergences from final-state collinear splitting and soft
emissions exactly cancel against virtual corrections to the total cross-section.
If the multiplicity of legs exceeds the multiplicity of loops, this cancellation
is spoiled, leading to infrared divergences. This can be handled by including
only hard contributions that yield finite results in the ME calculation. The
soft contributions are then calculated in the parton shower stage.
• Parton Cascade or Shower: The partons participating in the hard collision
may emit further partons due to their colour charge. This can be due to
incoming partons of the hard subprocess (initial state) or outgoing partons
from the hard subprocess (final state), which may in turn radiate further
partons. As a result, a parton cascade, or parton shower develops.
An approximation scheme is used to simulate parton showering, which in-
cludes only the dominant contributions associated with soft emissions at each
order. If the hard subprocess produces partons of type i, with cross section
σ0, the cross section for collinear splitting to produce a parton of type j with
momentum fraction z is given by [131]:
dσ ≈ σ0
∑
i
αs
2pi
dθ2
θ2
dzdφPij(z, φ), (4.11)
where θ and φ are the angles of splitting, z is the momentum fraction carried
by j and Pij is the splitting function, describing the probability distribution for
the splitting process i → ij. Examples of such processes are q → qg, g → gg
and g → qq. Based on equation 4.11, a Sudakov form factor [141] can be
derived:
∆i(Q
2, q2) = exp
{
−
∫ Q2
q2
dk2
k2
αs
2pi
∫ 1−Q20/k2
Q20/k
2
dzPij(z)
}
, (4.12)
which describes the probability for a virtual gluon at scale Q2 to evolve to
a scale q2 without radiating. Q0 is a resolution criterion: two partons are
considered resolvable only if they meet this threshold. In the MC simulation,
a parton shower is developed for each parton involved in the hard subprocess
by sequential application of equation 4.12 to determine if splitting takes place,
until all partons fall below a resolvable threshold Q0 ≈ 1 GeV.
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The above procedure applies to final state radiation from partons emerging
from the hard subprocess. For initial state radiation from incoming partons,
PDFs must be included in the Sudakov form factor calculation. In this case
it is therefore more efficient to use backward evolution. Here, the momentum
fraction of each incoming parton is chosen, within kinematic constraints. The
incoming partons are then propagated backwards, gaining energy at each stage
until again a suitable threshold is reached.
• Parton Shower to Matrix Element Matching: The results of the ME
and parton showering must be combined in the event generation. Since both
procedures are carried out independently, and have overlapping phase space,
care must be taken not to double count physics objects. Two matching schemes
widely used by ATLAS are the those developed by Michelangelo L. Mangano
et al. [142] and Catani-Krauss-Kuhn-Webber [143], known as the MLM and
CKKW schemes, respectively.
The general procedure [144] for ME-parton shower merging is to first define
a jet measure. This can then be used to calculate cross sections for the pro-
cess under consideration, in association with n jets, up to some maximum
number. Samples of hard partons can then be generated according to these
cross sections, with each kinematic configuration of partons rejected or accep-
ted according to probability distributions based on Sudakov form factors and
running couplings. If the sample of partons is rejected then a new sample
must be generated. Once a sample of partons is accepted, the showering is
initiated, with shower configurations that overlap with the ME phase space
vetoed. Matching schemes differ in the jet definition used for the ME, the ac-
ceptance of parton samples, the initiation of the parton shower and the method
of phase space separation.
In the CKKW matching, “shower history” is built by clustering the partons
according to the kt algorithm, forming a tree-like structure of vertices connec-
ted by branches. Weights are attached to each branch based on the Sudakov
factor and αs connecting the vertices. Thus each ME is re-weighted accord-
ing to the shower history. The initialisation of the shower is chosen to give a
smooth transition between the ME and parton shower, and any parton shower
emission is vetoed if it is harder than some threshold.
The MLM procedure clusters partons instead based on a cone algorithm defined
by some radius Rmin. A similar tree-like structure is formed in this way, again
with weights attached to each branch. An event is considered matched if each
parton is contained within a jet. If the event is not matched, it is rejected. This
can happen if, for example, two partons are too close to produce independent
jets according to the Rmin measure, or if a parton is too soft to generate its
own jet and is not matched. The removal of events containing such partons
prevents double counting of collinear double logarithms and single logarithms
in the ME and parton shower.
• Hadronisation and Decay: As the parton showers develop, the interaction
scale falls due to the running coupling of the strong force (section 2.1.5). When
the energy scale falls below ∼ 1 GeV, hadronisation becomes dominant and
the partons begin to form colourless states from the vacuum. Hadronisation is
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governed by non-perturbative processes so that phenomenological models must
be used for this stage of the simulation. The most commonly used models are
the string model [145, 146] and the cluster model [147, 148].
Based on non-perturbative QCD simulations, the potential energy due to col-
our charge between partons is expected to grow linearly with the parton sep-
aration for large distances. In the string model, the potential energy between
partons is represented by a gluonic string. As the separation increases, par-
tonic kinetic energy is converted to potential energy of the string. Once the
potential energy is of the order of hadronic masses, it can break to produce a
new qq¯ pair from the vacuum. A new string will form between the new pair as
their separation increases; this process will continue to produce new particle
pairs until only colour singlet states remain.
The cluster model exploits the preconfinement property of QCD [149], where
partons in showers developing at scales much lower than that of the hard
subprocess cluster into colour singlet combinations with an invariant mass
distribution that depends on the parton shower scale but not on the properties
of the hard subprocess. These colour singlet states are identified with the stable
final state hadrons.
• Underlying Event: This refers to additional hadronic activity in the final
state that is not associated to the hard subprocess itself. The underlying event
originates primarily from spectator partons within colliding hadrons that do
not participate directly in the hard-scattering. This component is simulated
by phenomenological models, using measurements of the underlying event as
inputs. The underlying event is measured in data collected by minimum-bias
triggers [150], which is primarily composed of events with no identifiable hard
collision. A secondary source is colour connection [151] between hard partons
and beam remnants, which is also simulated using phenomenological models
[152, 153].
• Pileup: Further hadronic activity is present in the final state due to pileup
collisions. These can be from in-time or out-of-time pileup. In-time pileup
arises from soft interactions between protons in the same bunch crossing, and
is simulated using minimum-bias data in a similar way to the underlying event.
Out-of-time pileup is simulated by considering previous bunch crossings and
detector time response. The pileup collisions are simulated and then overlaid
on to the MC event generated by the previous steps.
4.3.2 Monte Carlo Generators
The MC simulation steps outlined above are implemented in a number of existing
programs. Included below is a brief description of the MC generators used in this
thesis:
• Sherpa [154]: a general purpose tool for simulating pp collisions, capable
of multi-leg (2 → n) leading-order (LO) and next-to-leading-order (NLO)
calculations. The CKKW matching scheme is used and a phenomenological
cluster-hadronisation model is used for parton fragmentation.
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• Pythia [155]: a standard tool for LO simulation of 2 → 2 processes. Initial-
and final-state parton shower algorithms are based on pT ordered evolution
[156] and hadronisation is based on the string model.
• Herwig [157]: another general purpose generator for 2→ 2 processes at LO.
The parton showering is ordered by opening angle and the cluster model is
used for hadronisation and the underlying event.
• MadGraph [158]: capable of handling LO and NLO calculations for 2→ n pro-
cesses, with no parton showering. In this thesis MadGraph5_aMC@NLO is used for
the ME calculation, interfaced to Pythia for parton showering, hadronisation
and simulation of the underlying event.
• Powheg [159]: used for calculating the ME at NLO. For the analyses in this
thesis, it was interfaced to either Pythia or Herwig for showering, hadronisa-
tion and the underlying event.
4.3.3 ATLAS Simulation
The output of the MC generators is a sample of events recorded in the HepMC format
[132]. An event is essentially a list of particles with corresponding four-vectors.
The next stage is to simulate the detector response to these particles, using the
ATLAS simulation infrastructure [160], which is integrated into the ATLAS software
framework Athena [114]. The detector simulation is implemented using Geant [161],
a toolkit for simulating the passage of particles through matter. The processing
time for full ATLAS simulation using Geant is on the order of several minutes
per event. The calorimeter system takes up more than 90% of this time. Fast
simulation (ATLFAST-II) is available using the ATLAS FastCaloSim package [162],
which parameterises the calorimeter response, reducing processing time to seconds
per event.
4.4 Event Reconstruction
Processed ATLAS data contain event-by-event detector response information. MC
has the same information, with an additional truth record of the particle inputs and
their corresponding four-vectors. The next stage is to reconstruct physics objects
based on the detector response. The same reconstruction is applied in data and
MC, and is less restricted by time considerations than the trigger reconstruction
described in section 4.2. This section describes the reconstruction of physics objects
important for this thesis.
4.4.1 Tracking and Vertex Reconstruction
ATLAS track reconstruction employs an “inside-out” strategy [163], beginning with
the silicon detectors and extending tracks to the TRT. Raw measurements in pixels
and strips in the same sensor are merged into clusters based on a connected compon-
ent analysis [164]. These clusters are used to define three-dimensional space-points
describing where charged particles have traversed the active material of the detector.
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Figure 4.8: Illustration of the perigee track parameterisation in (a) the transverse
plane and (b) the R− z plane. Taken from Ref. [168].
Seed tracks are then defined from sets of three space-time points. Quality require-
ments, based on impact parameter, reconstructed pT and overlapping space-points,
are applied to obtain a sample of seeds that are likely to produce high-quality tracks.
Selected seeds are then passed to a Kalman filter [165] which incorporates space-
points that are consistent with the trajectory of the seed.
The resulting collection of track candidates may include many overlapping, in-
complete and fake tracks. Fake tracks result primarily from mis-allocation of hits
from other tracks, but in some cases may arise from randomly coincidental silicon
hits. An ambiguity solving algorithm [166] is applied which builds a quality score for
each track candidate based on: pT , η, minimum hits in the pixel detector and SCT,
maximum number of shared hits and a maximum number of “holes”, sensitive regions
of the detector lying within the track trajectory with no reading. If multiple tracks
overlap, the track with the highest score is chosen for further processing and the
others removed. The solver also applies a set of selection criteria, based on the same
variables as the quality requirements described above, to further reject incomplete
and fake tracks. A neural network clustering algorithm (NN) assists the ambiguity
solver [167] in cases where a cluster is shared by multiple track candidates. The NN
identifies merged clusters based on the measured charge, relative positions of pixels
within the cluster and the incident angle of track candidates.
Remaining tracks are then used as inputs for an extension algorithm, which looks
for compatible track segments in the TRT. The algorithm extrapolates the track
trajectory to build a road through the TRT, and performs a line fit to determine
the compatibility of TRT hits with the input track. The silicon track segment is not
modified at this stage, the algorithm only extends the track. Finally, an “outside-in”
reconstruction sequence is performed. This can recover tracks that did not produce
a seed in the silicon detectors, for example tracks that result from secondary decays.
Hits already associated to tracks in the first pass are not considered at this stage.
The tracks resulting from the above procedures are fitted and their parameters
estimated.
With the magnetic field directed along the beam axis, charged particles trace a
helical trajectory in the detector. A helix can be fully determined by five parameters.
A track is defined in terms of its perigee, the point of closest approach to the beam
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axis. The perigee parameterisation is defined as follows (see also figure 4.8):
• q
p
: The charge / momentum ratio.
• d0: The transverse impact parameter. The sign of d0 indicates the direction
of the angular momentum of the track around the beam. It is negative for a
positive angular momentum.
• z0: The longitudinal impact parameter.
• φ0: The angle with the x-axis in the x− y plane at the perigee.
• θ: The angle with the z-axis in the R− z plane.
Tracks are one of the basic quantities for analyses based on ATLAS data. Primary
decay vertices are another, defined as positions in the detector where a pp interaction
has occurred. One of the primary vertices is of particular interest: the hard-scatter
vertex, from which the hard objects in the event are expected to originate. By ex-
trapolating multiple tracks to a point in space, primary vertices can be identified
and their properties reconstructed from the constituent track parameters.
To reconstruct primary vertices a selection is applied to the tracks in the event
[169], based on the same quantities as the track quality requirements described
previously. Vertex reconstruction is applied to the remaining tracks as follows:
1. A seed position for the vertex is defined, with the x and y coordinates taken
from the beam spot. The z coordinate of the seed position is the mode of the
longitudinal impact parameters of the selected tracks.
2. An iterative fitting procedure is applied. Using the seed position as input, a χ2
minimisation is used to find an optimal vertex position. The following weights
are calculated for each track:
ω(χˆ2) =
1
1 + exp
(
χˆ2−χ2cutoff
2T
) , (4.13)
where χˆ2 is the χ2 comparing the closest approach of the track and the vertex
position in three dimensions. The parameters χ2cutoff and T determine the
value of χˆ2 for which the weight is zero and the smoothness of the weight,
respectively. Thus ω is a metric for the compatibility of a track with a given
position. The vertex position is recalculated using the weighted tracks and
this process iterated, with incompatible tracks contributing less to the position
calculation in later iterations. A predefined sequence of iterations is applied
with varying values of T to avoid convergence in a local minimum.
3. Any tracks with χˆ2 corresponding to more than seven standard deviations after
the final iteration are removed from the vertex and returned to the collection
of selected tracks to be considered for the next pass in primary vertex (PV)
reconstruction. This loose requirement reduces the number of pp interactions
reconstructed twice as two separate primary vertices.
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Steps 1-3 are repeated until no tracks remain, or no new primary vertices can be
reconstructed.
The hard-scatter vertex is identified as the PV with the largest
∑
p2T,track. After
the identification of the hard-scatter vertex, all tracks can be classified as one of the
following:
• Matching the hard-scatter vertex.
• Matching a pileup vertex.
• Unmatched. These are primarily combinatoric fakes.
These categories are useful for track selection when reconstructing higher-level phys-
ics objects.
The reconstruction of secondary vertices within jets is useful for identifying the
flavour of the initiating particle (flavour tagging). This is left to section 4.4.5.
Reconstructing secondary vertices independently of jets is also a key component of
the soft b-tagging analysis and is described in detail in chapter 6.
4.4.2 Electrons
Oﬄine electron reconstruction at ATLAS [170] is similar to the online reconstruction
described in section 4.2.1. Indeed, the online identification is kept as close to the
oﬄine as possible, within processing constraints. The key differences are:
• For oﬄine reconstruction, an upper threshold is applied on the d0 and |d0/σd0|
of tracks associated to the electron candidate, where σd0 is the uncertainty on
the transverse impact parameter. Online, where the NN clustering algorithm
(see 4.4.1) cannot be used due to time constraints, these variables tend to have
poorer resolution and are therefore not used.
• Oﬄine reconstruction uses an optimised Gaussian Sum Filter (GSF) [171],
a generalisation of the Kalman filter which splits noise into Gaussian com-
ponents, applying a Kalman filter to each one. The GSF is used to refit
tracks associated to the electron candidate, recovering radiative energy losses
and significantly improving tracking variables. The GSF is time consuming
and cannot be applied for electron triggers. The oﬄine variable ∆p/p, the
momentum lost by the track between the perigee and the last measurement
point, relies on the GSF and is therefore not used online.
• The ratio of the cluster energy to the track momentum is used oﬄine at high
ET for improved signal / background separation. As described in section 4.2.1,
a logical OR with looser triggers is used online, which minimises efficiency
losses with little cost in terms of the trigger rate.
• The average µ is used for pileup correction online. Oﬄine the number of
reconstructed vertices is used instead.
A larger selection of isolation OPs is available oﬄine, which can be based on
calorimetric- and track-based isolation variables. Oﬄine, calorimetric isolation is
defined as the ET sum of topological clusters, calibrated at the EM scale, in a ∆R
cone around electron candidate cluster. Oﬄine track isolation is defined in a similar
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Figure 4.9: Oﬄine electron reconstruction and identification efficiencies in Z → ee
electrons as a function of ET (a) integrated over the entire pseudorapidity range and
(b) as a function of η. The uncertainties are determined from pseudo-experiments,
assuming uncorrelated statistical uncertainties in separate ET and η bins. The isol-
ation efficiency in Z → ee electrons is shown for the FixedCutLoose isolation OP
with respect to the Tight identification OP (c) versus ET in the range 0.1 < η < 0.6
and (d) versus η, with statistical uncertainties only. Taken from Ref. [170].
fashion to online (section 4.2.1), using oﬄine tracks. Isolation OPs are defined using
both variables described above, based either on fixed thresholds or with a linear
ET dependence, amounting to a tighter threshold for harder electrons.
The overall electron identification efficiency, from trigger to isolation, is the
product of the individual selection efficiencies:
total = trigger × identification × isolation. (4.14)
Scale factors are applied for each component of the total efficiency to account for
the mis-match between data and MC. The trigger scale factor measurements are
performed for all trigger/identification/isolation combinations, as described in ap-
pendix A. Examples of oﬄine identification and isolation efficiencies are shown in
figure 4.9.
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(a) (b)
(c) (d)
Figure 4.10: Muon identification efficiency (a) for the Medium oﬄine OP as a
function of pT , using J/ψ → µµ and Z → µµ events and (b) for the Loose OP
in J/ψ → µµ events, versus pT for separate η slices. The efficiency versus pT in
Z → µµ events for (c) loose, track-based isolation and for (d) variable calorimetric-
and track-based isolation. Only statistical uncertainties are shown. Taken from Ref.
[172].
4.4.3 Muons
The oﬄine muon reconstruction is similar to the online reconstruction, combining
separate measurements from the muon spectrometer and the ID [172]. Muons are
reconstructed using tracks from the ID reconstructed as described in section 4.4.1.
Track reconstruction in the muon spectrometer can be thought of as a more refined
version of the online procedure. The combined reconstruction proceeds rather differ-
ently, applying a set of algorithms based on ID, muon spectrometer and calorimeter
information. Four muon types are defined:
• Combined (CB) Muon: reconstructed from independent ID and muon spec-
trometer tracks matched by a global fit.
• Segment-Tagged (ST) Muon: an ID track with at least one associated
track segment in the MDT or CSC chambers. These are used if the muon
crosses only one layer of the muon spectrometer, which may happen for soft
muons or muons in regions of the muon spectrometer with reduced acceptance.
• Calorimeter-Tagged (CT) Muon: muons typically leave a small (order
of a few GeV), narrow deposit in the calorimeter. ID tracks are identified as
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CT muons if they are consistent with a minimum-ionising-particle (MIP). CT
muons recover efficiency in regions where the muon spectrometer is deficient
due to material servicing upstream subdetectors, approximately |η| < 0.1.
• Muon, Extrapolated (ME): tracks in the muon spectrometer with no
matching ID track that are compatible with the interaction point. MEs recover
efficiency in the region 2.5 < |η| < 2.7, which is not covered by the ID.
The samples of muons fulfilling the definitions above overlap. An overlap removal
procedure is therefore applied to avoid double counting.
Muons reconstructed using the above procedure are required to fulfil a set of
identification criteria designed to select prompt muons from the primary interaction,
and to reject non-prompt muons, primarily from light hadronic decays. For CB
muons, the selection is based on the following:
• q/p significance: the charge to momentum ratio, normalised to the combined
uncertainties of each.
• ρ′: the ratio of the absolute difference between the momenta of the tracks in
the muon spectrometer and the ID to the combined pT.
• χ2: the normalised χ2 of the combined track fit.
These criteria are used to defined Loose, Medium and Tightmuon identification OPs.
An additional High-pT OP is defined to target maximum resolution for tracks with
pT > 100 GeV. Isolation requirements offer additional background rejection, and are
defined in the same way as for electron candidates. Oﬄine muon identification and
isolation efficiencies in 2015 data are shown in figure 4.10. The region covered by
CT muons can clearly be seen in figure 4.10b, with a significant drop in efficiency.
As for electrons, correction factors are applied to account for efficiency differences
in data and MC.
4.4.4 Jets
Oﬄine jet reconstruction uses the anti-kt [126] algorithm to combine objects into
jets. The anti-kt algorithm uses the following distance metrics:
dij = min(k
−2
ti , k
−2
tj )
∆R2ij
R2
, (4.15)
diB = k
−2
ti , (4.16)
where dij is the distance between objects i and j and diB is the distance between
object i and the beam. kti is the transverse momentum of the ith particle and R is
a parameter that defines the radius in η−φ space for the jet cone. Starting from an
object i, additional objects are added to the jet if they have the minimum dij, until
diB is the minimum distance, at which point the collection of objects is called a jet.
This algorithm gives the same output in the case of soft or collinear emissions; as
such it is said to be infrared and collinear safe.
The collection of jets returned by the anti-kt algorithm is dependent on the
input objects and the size parameter. Two categories of jet collection are used in
this thesis:
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• Calorimeter jets: The input objects for the calorimeter jets used in this
thesis are topological clusters (see 4.2.3) and the radius parameter is R =
0.4. Calorimeter cell energies are measured at the EM scale and jets are
only reconstructed if they meet the threshold pT > 7 GeV. The calibration
procedure for calorimeter jets is described later in this section.
• Track jets: The input objects for track jet reconstruction are ID tracks down
to a threshold of 0.4 GeV. The studies made in this thesis make use of a
number of different track collections differing only by the radius parameter.
Two collections based on a fixed radius are used, with R = 0.2 or R = 0.4.
A variable radius VR track collection is also used, where a dedicated VR
algorithm [173] is applied. The radius parameter scales as ρ/pT with ρ =
30 GeV, with cutoffs Rmin = 0.02 and Rmax = 0.4 for very hard and soft jets,
respectively.
Calorimeter jets are initially measured at the EM scale. They are then calibrated
using a jet energy scale (JES) calibration scheme [174] to recover hadronic energy,
account for detector related effects and correct for energy due to pileup interactions.
The calibration scheme proceeds as follows:
• Origin correction: The four-vector of the jet is adjusted so that it origin-
ates from the hard-scatter PV instead of the nominal interaction point. The
adjustment is done in such a way as to keep the energy of the jet constant.
• Pileup correction: After the origin correction, the pileup contribution to
jet energy is estimated. First a jet area-based method is used, followed by a
further correction to remove residual pileup dependence as a function of µ and
the number of primary vertices. The area of the jet is calculated using ghost
association [175, 176] a method which will be referred to again repeatedly
in this text. In this method, particles with infinitesimal momenta are added
to the event with uniform density in solid angle. After jet reconstruction is
re-applied to the event, the jet area is defined proportional to the number of
ghost particles associated to it. This area is used to define the momentum
density from which pileup corrections are derived.
• Jet energy scale and η calibration: An absolute energy scale, derived from
MC simulation, is used to recover the energy, initially measured at the EM
scale, at the particle-level. The η of the jet is also corrected for to account
for detector effects, such as the transitions between different detector designs
and regions of granularity, biasing the energy and η of the jet. The energy
response in ATLAS simulation is shown in figure 4.11a.
• Global sequential calibration (GSC): Additional corrections to the jet
four-momentum are derived using five variables which are found to improve
the resolution of the JES. These variables are based on the fraction of the
jet energy deposited in particular regions of the detector, constituent track-
based variables and the number of muon track segments associated to the
jet. The track and muon track segment multiplicities are determined by ghost
association, treating all tracks as infinitesimal four-vectors and re-running jet
reconstruction, assigning tracks to a jet if they are included as constituents by
the anti-kt algorithm.
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• In-situ calibration: Scale factors are derived to correct for differences in
the jet response between data and MC. They are evaluated by comparing the
average detector response to central jets with well measured reference objects.
Different reference objects are used to focus on different pT regions: Z+jet and
γ+jet events are used to calibrate up to 950 GeV and multijet events are used
to extend the calibration to 2 TeV. The scale factors are shown as a function
of jet pT in figure 4.11b.
Jet cleaning criteria [177] are applied during the in-situ calibration to discrim-
inate against mis-reconstructed “fake” jets from, for example, detector noise,
beam background and cosmic particles. Fake jets from detector noise spikes
in the HEC are suppressed by vetoing jets with a fraction of energy deposited
in the HEC greater than 90%. Fake jets originating from unwanted commu-
nication between neighbouring cells are suppressed by rejecting jets if five or
less cells account for 90% of the total energy. A less dominant source of noisy
fakes is coherent noise in the EM calorimeter. The fraction of jet energy in
the ECAL and the fraction of energy measured in bad-quality calorimeter cells
can both be used to reject such jets. Finally, out-of-time jets are rejected if
they have an energy-weighted cell time greater than two bunch crossings, or
50 ns.
A jet vertex tagger (JVT) [178] is applied at this stage for additional suppres-
sion of pileup jets. It is based on the variables RpT and corrJVF. The variable
RpT is defined:
RpT =
∑
k p
trkk
T (PV0)
pjetT
, (4.17)
where the sum runs over all tracks associated to the jet and the hard-scatter
PV, PV0. The jet momenta are fully calibrated. RpT peaks sharply at zero
for pileup jets since the jet tracks should be associated to other PVs, and is
broadly distributed for jets originating from the primary interaction, where it
amounts to a measure of the charged fraction of the jet. The variable corrJVF
is defined as follows:
corrJVF =
∑
k p
trkk
T (PV0)∑
k p
trkk
T (PV0) +
pPUT
(k.nPUtrk )
. (4.18)
The scalar sum of momenta of tracks associated to PV0 and the weighted
scalar pT sums of each of the pileup vertices contribute to the denominator in
corrJVF. Thus the corrJVF gives a measure of the fraction of tracks in the
jet coming from the PV0, compared to the total number of tracks matched to
PVs. The weighting (k.nPUtrk ), with the parameter k = 0.01 and the multiplicity
of tracks associated to pileup vertices nPUtrk , is added to account for the linear
dependence of the average pT of pileup jets on the total pileup. The variables
RpT and corrJVF are combined into a 2-dimensional likelihood using a k-
nearest neighbour algorithm [118], which is used to reject pileup jets.
4.4.5 Flavour Tagging
Hadronic jets can be initiated by a variety of different sources, and can be organised
into four main categories:
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Figure 4.11: (a) Average energy response as a function of the detector pseudorapid-
ity ηdet for jets with a truth energy of 30, 60, 110, 400 and 1200 GeV. The energy
response is shown after origin and pileup corrections, but not the JES calibration,
are applied. (b) Data / MC ratio of the EM+JES response as a function of jet pT for
Z+jets, γ+jets and multijet calibrations. Taken from Ref. [174].
• b-jets: Jets which arise from the hadronisation of bottom quarks. b-hadrons
have a relatively long lifetime of ∼ 1.5 ps, corresponding to cτ ∼ 0.45 mm.
In many cases this results in a displaced secondary vertex (SV) that can be
resolved from the PV0, a fact that will be exploited in many of the techniques
discussed later.
• c-jets: Initiated by charm quarks. c-hadrons have a shorter lifetime than b-
hadrons, but in many cases they may also lead to a resolved SV. The properties
of c-jets are similar to b-hadrons and distinguishing them can be difficult. As
a result, b- and c-tagging methods tend to select samples with high mutual
contamination.
• l-jets: Initiated by lighter quark flavours and gluons. These are easier to
distinguish from heavier flavour jets and have similar properties and as such
are grouped together.
• τ -jets: Jets resulting from hadronic τ decays. τ -leptons decay hadronically
with a branching fraction of ∼ 65%, to pions and neutrinos. In more than
90% of cases the hadronic component consists of either one or three charged
hadrons, with a possible contribution from neutral hadrons. As a result τ -jets
have one or three associated tracks in the ID with a high probability. The
flavour tagging methods described below are not optimised with τ -leptons in
mind. Instead, hadronic τ -leptons are typically identified using a dedicated
BDT tagger based primarily on shower shape variables [179]. Indirect methods
based on the parent of the τ -lepton can also be used, as described in chapter
5.
The analyses presented in this thesis are motivated by signals with c- and / or b-jets
in the final state, with significant SM backgrounds containing jets from all of the
above categories. Identifying b- and c-jets as efficiently as possible is therefore of
crucial importance.
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Flavour tagging at ATLAS aims to identify b− and / or c−jets and is based on a
set of dedicated algorithms which are combined using a boosted decision tree (BDT)
[118]. A decision tree takes as input signal and background training samples and a
set of descriptive variables, or features. A sequence of selections is applied, dividing
the phase space into a set of regions which are classified as signal or background
according to the number of signal or background events they contain. A boosted
decision tree is formed from an ensemble of decision trees formed by re-weighting
events and taking the average of the individual decision trees to form an improved
classifier. Thus a BDT takes as input a training sample and outputs event weights,
which are used to estimate the probability of an event being signal or background.
The input algorithms are described below:
• Impact parameter based algorithms [180]: These algorithms aim to
identify b- and c-hadrons by exploiting their long lifetimes, which results in
tracks that are displaced from the hard-scatter vertex. A common track se-
lection is applied, based on pT, d0, z0 sin θ and pixel detector hits. There are
two algorithms used: IP2D and IP3D. Both taggers are based on the impact
parameter significance, defined as d0/σd0 and z0 sin θ/σz0 sin θ for the transverse
and longitudinal impact parameter significance, respectively, where σd0 and
σz0 sin θ are the associated uncertainties. The d0 variable is signed such that it
is positive for a point of closest approach on the same side as the direction of
the jet, with respect to the PV0. The impact parameter significance variables
are used to build probability density functions, which are combined into a
log-likelihood ratio (LLR) based discriminant.
• Secondary vertex finding (SVF) algorithm [181]: This algorithm aims
to tag b-jets by explicitly reconstructing a secondary vertex within the jet. The
inputs to the SVF algorithm are the jet cone, four-momentum and selected
tracks associated to the jet. The SVF algorithm first attempts to identify
two-track vertices within the jet, which can then be merged if they lie close in
space to form a secondary vertex.
There are several sources of fake SVs, for example hadronic interactions in
detector material, photon conversions, neutral strange decays, referred to as
V 0 decays, and combinatoric fakes from dense track environments. A cleaning
procedure is applied in order to reject these backgrounds:
1. A two-track vertex should not have associated to it any tracks with pixel
hits at a radius smaller than radius of the vertex. Vertices are rejected if
they contain tracks with hit patterns that are inconsistent with the vertex
position. This step suppresses primarily the background contribution
from combinatoric fakes.
2. The invariant mass of a two-track vertex is calculated from its constituent
tracks. It is then rejected if the invariant mass is consistent with the
invariant mass of the characteristic V 0 decays: K0 → pi+pi− or Λ0 → ppi−.
3. A two-track vertex radius from the interaction point is compared with the
known radii of cylindrical detector material layers. If they are consistent,
the two-track vertices are removed. This requirement greatly enhances
the purity at the cost of rejecting true b- and c-hadron vertices, which
cannot be further distinguished from material interaction vertices.
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Figure 4.12: (a) c-jet tagging efficiency (coloured scale) as a function of b-jet and
l-jet rejection obtained from tt¯ events. The solid lines indicate contours of constant
c-tagging efficiency in the b- and l-jet rejection space. (b) b-jet tagging performance
versus light flavour rejection, measured in tt¯ events. The ratio of the performance
for the 2016 and 2015 performances is shown in the lower panel. Taken from Refs.
[182, 183].
After the cleaning procedure, all tracks associated with two-track vertices are
combined into a single collection of tracks. This collection is the input for
the vertex fitting procedure described in section 4.4.1. After fitting, if the
resulting SV has only two associated tracks, the cleaning procedure is re-
applied. Multiple SVs may be present due to subsequent decay of the b-
hadron to a c-hadron, although the two vertices may not always be resolved.
If multiple SVs are reconstructed, they are merged if close by, otherwise the
SV with the greatest track multiplicity is chosen.
• Decay chain multi-vertex algorithm (JetFitter) [184]: This algorithm
attempts reconstruct the b − c decay cascade based on the assumption that
the b- and c-hadron decay vertices lie on the flight path of the b-hadron. A
Kalman filter is used to fit the cascade trajectory, updating the position of the
SV iteratively. The cascade flight axis is used in the vertex fitting procedure,
once again based on the merging of two-track vertices. This approach can
recover SVs from incomplete topologies, for example due to missed tracks.
Variables based on the outputs of the above algorithms, amounting to 24 in
total, are used as features for the BDT. The output of the BDT depends also on the
composition of the training samples. The basic algorithm used is named MV2. The
following variants of the MV2 tagger were used in this thesis: MV2c10, which uses a
background composition of 7% c-jets and 93% l-jets, MV2c20, which uses 15% c-jets
and 85% l-jets, and the MV2c(l)100 taggers, designed for charm-tagging, which use
100% for c(l)-jets. The signal composition is always 100% b-jets. The performance
of charm-tagging working points formed from the MV2c(l)100 taggers is shown in
figure 4.12a, and the performance for b-tagging working points versus c-jet rejection
is shown in figure 4.12b. The addition of the IBL to the ID and upgraded tracking
performance for Run 2 yielded an improvement in charm and light flavour rejection
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Figure 4.13: (a) EmissT distribution for a dilepton selection targeting Z → ee decays,
comparing 2016 data to MC expectation. (b) EmissT resolution as a function of the
number of reconstructed primary vertices in the event. TST indicates that track
based soft term, based on unmatched tracks from the hard-scatter vertex, is included
in the EmissT calculation. Taken from Ref. [185].
for b-tagging. This corresponded to a 10% improvement in efficiency for the same
rejection factors.
4.4.6 Missing Transverse Energy
Two main contributions are considered for EmissT calculation: a hard contribution
from fully reconstructed and calibrated physics objects and a soft contribution from
reconstructed tracks in the ID which are matched to the PV0, but not to any of
the hard objects. In this thesis, the hard EmissT contribution is reconstructed using
the following objects: electrons, muons and jets. Any unidentified photons or τ -
leptons will have associated jets which will contribute to the EmissT calculation. The
calculation of EmissT thus proceeds as follows:
EmissT =
∥∥p missT ∥∥ =
∥∥∥∥∥∥∥−
∑
electrons
~pT
e −
∑
muons
~pT
µ −
∑
jets
~pT
jet −
∑
unmatched
tracks
~pT
track
∥∥∥∥∥∥∥ . (4.19)
From pmissT the additional derived variable can be recovered:
φmiss = arctan
(
Emissy /E
miss
x
)
. (4.20)
To avoid the double counting of objects an overlap-removal procedure is applied,
using reconstructed electrons preferentially if they overlap with a reconstructed jet.
Muons have very little overlap with electrons and jets and are not considered for
overlap removal.
The reconstructed EmissT includes contributions from physics objects with differ-
ent pT resolutions. The set of objects contributing to the EmissT calculation also fluc-
tuates significantly on an event-by-event basis. The intrinsic dependence of EmissT on
the event composition results in a strong dependence of the performance on the
event type and pileup activity. The reconstruction performance and associated sys-
tematic uncertainty is assessed [186] using data / MC comparisons of EmissT based
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quantities. The quality of MC simulation is independently determined for individual
type of physics object, including the soft contribution, and then propagated to the
final EmissT calculation at event level.
Figure 4.13a shows the EmissT distribution for a selection targeting Z → ee decays.
At low EmissT Z+jets events dominate through resolution effects. Similar distribu-
tions can be seen for single and pair produced top quarks, with EmissT produced from
leptonicW decays. Figure 4.13b shows the pileup dependence of the EmissT resolution
in 2016 data. The resolution is robust in the range 0 < NPV < 30, with some de-
terioration at higher values.
4.5 Summary
Data processing at ATLAS begins with the hardware-based L1 trigger, which selects
candidate events for further reconstruction. This chapter gives an account of the
data processing from a L1 accept decision, to efficient reconstruction at HLT and
storage for further analysis, as well as the different streams used to monitor and
calibrate the data as it is collected. Essential for the interpretation and analysis of
the data is MC simulation of individual SM and signal processes. An overview of the
procedure for producing samples of MC data, from event generation to propagation
through detector simulations, has been given. Once the data has been collected
and processed and sufficient MC events generated, the same event reconstruction
procedures are applied to both, to obtain tracks, vertices and higher level physics
objects from the detector response. The event reconstruction has been outlined
for all of the physic objects used by the analyses in chapter 5 and 6. The full
sequence of data acquisition, MC generation and event reconstruction results in
data, background MC and signal MC samples. The data and MC samples differ
in that the MC contains a truth record with information about the particles that
initiated the detector response. These data and MC samples are the inputs for the
analyses of the following chapters.
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5 | Search for SUSY in Final States
with Jets from Charm Quarks
This chapter presents searches for direct pair production of the stop or scharm with
c-jets in the final state, inspired by the models described in section 2.3.3 and shown
in figures 2.6b and 2.6d, using 36.1 fb−1 of data collected by the ATLAS detector
at 13 TeV. This analysis is published in Ref. [1]. It formed a significant part of
the PhD work of the author and is described in detail, with additional focus on the
aspects that the author contributed the most to.
5.1 Introduction
As described in chapter 2, SUSY can address many of the limitations of the SM. If
SUSY were found to be a true description of nature, the degree to which it would
address these limitations would depend on the particular model that manifests.
The channels targeted by this search are simplified models that are accessible to the
ATLAS experiment by virtue of the high EmissT and heavy flavour (c or b) jet from
a charm quark and represent a class of SUSY scenarios that can provide a solution
to particular limitations of the SM. If discovered, such signatures could provide a
handle to further study the nature of SUSY. On the other hand, considered with
the wider SUSY search effort being undertaken at the LHC, the null result provides
further coverage of the SUSY parameter space that is disfavoured.
Both the stop and scharm signals assume R-parity conserving SUSY and that
the lightest neutralino is the LSP. If a significant signal was discovered, both stop
and scharm signals would provide evidence for an electrically neutral, massive and
stable new particle: a WIMP candidate for dark matter. Furthermore, in the case
where the mass splitting between the squark and LSP is 15-30 GeV, the dark matter
relic abundance can be neatly satisfied through squark-neutralino co-annihilation.
The mass of the stop is an important parameter for SUSY as a solution to the
limitations of the SM. Due to the strong Yukawa coupling of the top quark to the
Higgs, the stop mass has strong implications for naturalness and the utility of SUSY
as an answer the Hierarchy problem. Naturalness arguments strongly favour a top
quark with mass at the TeV scale. A stop mass below the TeV scale may also be
required for SUSY to generate sufficient baryon asymmetry to explain baryogenesis.
Finally, with a stop mass at the TeV scale SUSY may provide a perfect unification
of running couplings at the GUT scale.
The decay of the stop depends on its mass difference with the LSP. The decay
to a charm quark and LSP is mostly restricted to the case where the mass difference
∆m = mt˜1/c˜1 −mχ˜01 is less than ∆m < mW + mb. In this region of the parameter
space, the flavour violating decay to a charm quark competes with four-body decay
to bff ′χ˜01. Despite the flavour violating nature of the charm process, in many regions
of the MSSM parameter space its branching ratio can be as important as that of
four-body decay.
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Despite second generation squarks being excluded at the 95% confidence level
already by CMS and ATLAS, searching for direct scharm production can be motiv-
ated by relaxing the simplifying assumption of mass degeneracy for second genera-
tion squarks with which these limits are derived. These assumptions are motivated
by flavour violating constraints on SUSY, however in some general SUSY models
these constraints may be satisfied in other ways, for example by imposing additional
horizontal symmetries to align second generation squark and quark mass matrices.
Relaxing the assumption of mass degenerate second generation squarks can weaken
the coverage of existing limits for low mass scharm production, motivating dedicated
searches for such signals.
5.2 Run 1 Status
This analysis builds on previous searches conducted using Run 1 data collected by
ATLAS. The first of these searches targets stop pair production [187] and the second
targets scharm pair production [188]. Both signals are considered together for this
analysis due to their similar topologies. The results of the Run 1 analyses are shown
in figure 5.1. Figure 5.1b also shows the results of a monojet search, based on
EmissT and a single, high pT jet, which has sensitivity in the compressed region with
small mass-splitting between the squark and LSP [189]. The mass of the stop was
excluded up to ∼ 290 GeV for a LSP of mass ∼ 200 GeV at the 95% confidence level
and the scharm to ∼ 500 GeV for a LSP of the same mass (see figure 5.1). Both
sets of limits assumed a 100% branching ratio to the charm final state. CMS also
published exclusion limits for the stop to charm final state with full Run 1 data,
with similar results [190].
80
 [GeV]
1t
~m
100 150 200 250 300 350
 
[G
eV
]
0 1χ∼
m
50
100
150
200
250
300
350
=8 TeVs,  -1 L dt = 20.3 fb∫ 
c-tagged + monojet-like selection
All limits at 95% CL
ATLAS
) = 1
1
0χ∼ c → 1t
~
 production, BR(1t
~
1t
~
)theorySUSYσ1 ±Observed limit (
)expσ1 ±Expected limit (
)° = 0θLEP (
)-1CDF (2.6 fb
c
 
+ m
0
1χ∼
 
< m
1t
~m
W
 
+ m
b
 
+ m
0
1χ∼
 
> m
1t
~m
(a)
0 100 200 300 400 500 600
mc˜ [GeV]
0
100
200
300
400
500
m
χ˜
0 1
 [G
eV
]
√
s = 8 TeV, 20.3 fb−1
ATLAS m c˜<
m χ˜
0
1
 (c˜
→c
χ˜
0
1
 fo
rbi
dd
en
)
 Direct ˜cc˜ ∗ , ˜c→cχ˜01 , single ˜c state
Observed Limit (±1σ SUSYtheory )
Expected Limit (±1σ SMexp )
Monojet
(b)
Figure 5.1: Exclusion limits in (a) the stop, LSP mass plane and (b) the scharm,
LSP mass plane. These limits assume a 100% branching ratio for decay to charm
quarks and the LSP. The red lines show the observed limits and the blue dashed lines
the expected limits. For (a) previous results from LEP [94] and Tevatron [191, 192]
are shown in grey and blue, respectively. The limits in (b) have superimposed
limits from a monojet-based analysis, also conducted by ATLAS. Taken from Ref.
[187, 188].
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Figure 5.2: Overview of the signal, control and validation region approach. The
dashed line illustrates that any given region may have multiple bins. Taken from
Ref. [193].
5.3 Analysis Strategy
This analysis follows a cut-and-count approach. In this approach, MC generators are
used to produce samples of events for signal processes and for the most important
SM backgrounds. These are then compared in order to design kinematic selections
based on reconstructed physics objects. These selections define regions targeting
specific processes. Three main types of region are defined:
• Signal regions: kinematic selections designed to enhance signal events and
suppress SM backgrounds in order to maximise the probability of discovery, or
in the case of a null result, maximise the exclusion limits that can be placed on
the mass of the squark and LSP. Unlike the other regions, the signal regions
are designed without considering the data, using only MC simulation.
• Control regions: auxiliary measurements designed to target specific SM
backgrounds that are expected to contribute significantly to the signal regions
(SRs). The background estimates are extrapolated to the signal regions for
the estimate of the total background.
• Validation regions: kinematic selections that lie in the phase space between
the SRs and control regions (CRs). SM backgrounds are fitted in the CRs and
used to predict the yield in the validation regions (VRs) in order to validate
the extrapolation procedure.
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The SR, CR and VR approach is illustrated in figure 5.2. Once these regions have
been defined, the impact of systematic uncertainties on the predicted yields for each
process must be evaluated. Once the uncertainty on the predictions for each of the
regions is known, the SM predictions are normalised by fitting the CR yields to the
data using a maximum likelihood estimation. These normalisations are then used
to predict the yield in each of the VRs. Only after the CR extrapolations have been
validated in this way is the data revealed in the SRs. The SR and CR yields are
then used to assess whether there is evidence in the data for new physics that cannot
be accounted for by the SM. If no significant excess of data is observed, exclusion
limits are derived at a confidence level of 95% in the squark and LSP mass plane.
The remainder of this chapter is organised as follows: in section 5.4 the bench-
mark signal models considered for this analysis and the MC simulated samples are
described. This is followed in section 5.5 by a description of the key SM processes in
this analysis and the MC simulated samples used for each. In section 5.6 the defin-
itions are introduced for physics objects reconstructed from simulated and data
samples. In section 5.7 the SR event selection strategy is described and in section
5.8 the strategy used to estimate each of the important backgrounds is described.
Section 5.9 details the strategy for evaluating the experimental and theoretical un-
certainties and in section 5.10 the statistical procedure for interpreting the signal
and background yields in the SRs is given. Finally, in section 5.12, the results and
interpretation for the analysis are given.
5.4 Benchmark Signal Models
As described in section 2.3.3 the signals considered for this analysis represent sim-
plified models, where the signals shown in figures 2.6b and 2.6d are assumed to
proceed with a 100% branching ratio, and all SUSY particles not taking part in
the process of interest are assumed to be heavy. A grid of signals in the mq˜1 , mχ˜01
mass plane, where q˜1 indicates either t˜1 or c˜1, was generated, starting from grid
points lying at the boundary of the exclusion limits set by the Run 1 analyses. For
a fixed centre-of-mass energy, the production cross section depends on the mass of
the squark, falling quickly (see figure 5.4) as the mass increases. At 1100 GeV the
cross section is (3.07 ± 0.53) fb, which, for an integrated luminosity of 36.1 fb−1,
corresponds to a total of approximately 111 events. At greater masses, with fewer
events, there is little sensitivity for any selection after detector efficiency is taken
into account, so the signal production was limited to 1100 GeV in mass. For a mass
difference ∆m < mW +mb stop simplified models are considered. Beyond this region
(see section 2.3.3) scharm models are considered, which are not restricted by ∆m.
The region ∆m < mχ˜01 is forbidden since χ˜
0
1 is assumed to be the LSP. The full grid
of generated signals and corresponding cross sections is shown in figure 5.4.
The signal samples used for this analysis were generated using MadGraph5_aMC@NLO
v2.2.3 [158] for the ME calculation, which is performed at tree level, with the inclu-
sion of up to two parton emissions. For the stop decay, parton showering, hadron-
isation and description of the underlying event, Pythia 8.8126 [155] is used with the
A14 set of tuned parameters [194]. ME to parton matching is implemented using
a CKKW prescription [195] (see section 4.3.1). The matching scale mq˜1/4 is used
and the top quark mass is set to 172.5 GeV. For PDF input, the NNPDF2.3LO
PDF set [136] is used. The signal cross sections, shown in figure 5.4, are calculated
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Figure 5.4: Production cross sections for benchmark SUSY models considered by
this analysis. The Run 1 exclusion limits shown in figure 5.1 are superimposed.
at NLO in αs with the addition of soft-gluon emission to next-to-leading-logarithm
(NLO+NLL) accuracy [196–198]. The same signal cross sections are used for stop
and scharm signal models. For the detector simulation, ATLFAST-II was used for
all signal samples.
The experimental signature is characterised by high EmissT . To improve statistics
in the high EmissT region of parameter space, the samples were generated by applying
a filter to the EmissT calculated from the truth record in the MC. The stop signals are
produced in two truth EmissT slices: 100-250 GeV and > 250 GeV. For the scharm
signals, a single slice, filtering on truth EmissT > 100 GeV was used.
5.5 Standard Model Processes
The key distinguishing characteristics for the signals considered by this analysis are:
high EmissT from the LSP, two c-jets and zero leptons in the final state. Data-driven
and MC methods are used to model backgrounds that are capable of producing
signal-like experimental signatures, either because they have genuine EmissT and at
least one c-jet, or because they have a sufficient probability to “fake” the detector
response, for example dijet events with mis-measured EmissT . The SM backgrounds
considered for this analysis are:
• Z+jets: events where a Z boson is produced in association with jets. An
example event in which a Z boson is produced in association with bb¯ pair
production is illustrated in figure 5.5a. The most important background is the
decay of the Z to two neutrinos, with a heavy flavour initial-state radiation
(ISR) jet. Such events are difficult to distinguish from the signal, since they
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Figure 5.5: Production diagrams for important SM backgrounds. Images taken
from Ref. [199].
85
can produce high EmissT and c-tagged jets. The c-tagged jets can arise from real
c production or mis-tags from b- or l-jets. A minor background is Z → ττ in
association with a heavy flavour jet, which can, with low probability, produce
sufficient EmissT in highly asymmetric leptonic decays or mis-measured EmissT in
double hadronic τ decays. Also considered in this analysis are Z → ee and
Z → µµ. These backgrounds are easily suppressed by EmissT requirements, but
are useful for controlling the Z → νν background (see section 5.8.1). Z → qq¯
decays do not produce real EmissT and can enter the SRs only through resolution
effects. These events are included in the multijet estimation, described below.
Z+jets events were simulated with Sherpa 2.2.1 [154]. Comix [200] and Open-
Loops [201] were used for the ME calculation, with up to two partons at NLO
and four partons at LO. The ME to parton shower matching is implemented
following Ref. [202] and the events are normalised using the NNPDF3.0NNLO
PDF set [203].
• W+jets: events where a W boson is produced in association with jets. An
example of a W boson produced in association with two gluons, with a b-
tagged jet in the final state, is shown in figure 5.5b. This is an important
background as it can produce high EmissT from the W decaying to a lepton
and a neutrino and a c-jet from heavy flavour ISR. Also important is the
case of a τ -lepton decaying hadronically and being mis-tagged as a c-jet. The
contribution from events where the W decays to an electron or muon can
be highly suppressed by vetoing leptons, leaving only the small fraction of
events where the electron or muon is mis-identified, missed by the detector
altogether or out of acceptance. Events where the W decays hadronically do
not produce real EmissT and, like hadronic Z decays, are treated with mulitjet
events as described below. Leptonic W+jets events are simulated using the
same prescription as for Z+jets, described above.
• tt¯: pair production of top quarks, as shown in figure 5.5c. Sufficient EmissT can
be produced by neutrinos from the W bosons from the top decays, with ad-
ditional EmissT contributions possible from τ -leptons from the W boson de-
cays. c-jets can be produced by hadronic W decays, and mis-tagged c-jets
can arise from b-jets and hadronically decaying τ -leptons. tt¯ events are simu-
lated using Powheg-Box v2 [159] with the CT10 PDF [137] set used as input.
Parton shower, hadronisation and the underlying event were simulated with
Pythia 6.428 [204] with the CTEQ6L1 PDF set and the corresponding set of
Perugia2012 tuned parameters [205] and the mass of the top quark is set to
172.5 GeV. To improve the number of events available in the region of para-
meter space that is of interest, at least one leptonically decaying W boson was
required in all tt¯ events, since fully hadronic events will not produce sufficient
EmissT .
• Diboson: events with two electroweak bosons: WW , ZZ orWZ. An example
of WW production is illustrated in figure 5.5d. For ZZ events, a signal like
final state can be produced if one of the Z bosons decays hadronically to heavy
flavours and the other decays to two neutrinos, similar to the Z → νν case.
A similar final state can arise from WZ if the W boson decays hadronically
to heavy flavour quarks. WZ events can also produce EmissT from the W decay
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with heavy flavour quarks from a hadronic Z decay. Finally, WW events
can produce EmissT and heavy flavours from a mixture of hadronic and leptonic
decays. Diboson backgrounds tend to be less dominant than Z → νν,W → τν
and tt¯ due a relatively small cross section. Diboson events were simulated using
the same generators as for V+jets, with the ME calculation performed using
up to one parton at NLO and three partons at LO.
• Single top: production of a single top with an associated b-jet, with the
possibility of either an additional jet or a W boson. An example of such an
event is shown in figure 5.5e. Single top events can produce EmissT from leptonic
W decay, mis-tagged c-jets from a bottom quark or τ -lepton from a W decay,
or tagged c-jets from hadronic W decay. Single top events are simulated with
Powheg-Box v1. For the s-channel andWt channel the CT10 PDF set was used
and for the t-channel a four-flavour scheme was used for the NLO ME with the
fixed four-flavour PDF set CT10f4 [206]. The parton shower is implemented
as for tt¯ and the same requirement of at least one leptonically decaying W is
applied.
• tt¯+ V : top pair production in association with a W or Z. Such events can
produce EmissT and c-tagged jets in a variety of ways, but are less dominant
than other processes due to a low cross section. They are simulated to NLO
using MadGraph5_aMC@NLO v2.2.3 interfaced with Pythia 8.212.
• Multijet: events with two or more jets, arising from QCD interactions between
the constituent partons of the colliding protons. A multijet event arising from
bb¯ pair production is illustrated in figure 5.5f. Such events can produce real
EmissT from leptonic hadron decays or fake EmissT due to resolution effects. If the
jet energies are mis-measured then the EmissT can be overestimated. In a small
fraction of multijet events this mis-measurement is sufficient to reproduce the
EmissT of the signal. If a c-jet or mis-tagged jet is present then it closely re-
sembles the signal. Due to the large multijet cross section, of the order of mb,
it is impractical to simulate sufficient multijet events in the high EmissT region of
phase space. Instead, a data-driven approach is used, jet smearing, described
in section 5.8.3.
The event selection described in section 5.7 is designed to maximise the chance
of producing a significant excess of data in the presence of a signal. Many of the
SM processes described above can be reduced to negligible levels with minimal im-
pact on the signal efficiency by kinematic selections. For others, that resemble the
signal closely, this is not possible and they must be estimated very precisely. The
background estimation is described in detail in section 5.8.
5.6 Object Definitions
All events are required to have at least one PV, with the PV0 identified as the PV
with the highest
∑
p2T,track. Reconstructed physics objects are classified as either
baseline or signal. Baseline objects are subject to a looser set of selection criteria
and are used for the purpose of overlap removal, the procedure of removing double
counted objects, described below. Baseline muons and electrons are also used for
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vetoing leptons. Signal objects are required to pass tighter selection criteria and
are used for the event selections described in section 5.7. The signal objects are by
definition a subset of the baseline candidates. The definitions used for each type of
physics object, based on the objects reconstructed as in section 4.4, are described
below:
• Electrons: baseline electrons are required to have a minimum pT of 7 GeV and
to fall within |η| < 2.47, with a loose LH identification operating point (OP)
applied. Signal electrons are required to satisfy a medium LH OP and to have
pT > 27 GeV. For signal electrons an additional loose isolation requirement is
applied, with a varying ET requirement within the isolation cone.
• Muons: baseline muons must have pT > 7 GeV and |η| < 2.7 and pass loose
identification criteria. Signal muons are required to satisfy an additional loose
isolation requirement with a varying ET threshold, and to have pT > 27 GeV.
• Jets: calorimeter jets are used, with baseline jets required to meet a pT threshold
of 20 GeV and |η| < 2.8. Signal jets must have pT > 30 GeV and |η| < 2.5.
The tightened threshold on pseudorapidity is due to the acceptance of the ID
and the requirement of tracking for flavour tagging, which is applied to all
signal jets.
• Missing transverse energy: the missing transverse energy reconstruction
follows exactly the procedure described in section 4.4.6.
• Overlap removal: this procedure removes ambiguities among jets, electrons
and muons in the final state. First, CT muons are removed if they share an
ID track with an electron candidate. Next, electrons that share ID tracks with
remaining muons are removed. Jet that lie within ∆R = 0.2 of an electron
candidate and jets with less than three tracks falling within ∆R = 0.2 of a
muon candidate are discarded as they are likely to originate from calorimeter
activity induced by the lepton. Any remaining electron candidate is removed
if it lies within ∆R = 0.4, and any remaining muon candidate removed if it
lies within ∆R = 0.04 + 10 GeV/pµT, of a jet.
5.6.1 Charm Tagging
The identification of c-jets is of crucial importance for this analysis as they are one
of the key distinguishing features of the final state of the signal. Charm-tagging is
implemented using the MV2c100 and MV2cl100 discriminants described in section
4.4.5. The MV2c100 discriminant is optimised to distinguish c-jets from b-jets and
is hereafter referred to as “AntiB”, and the MV2cl100 discriminant is optimised to
distinguish c-jets and l-jets. MV2cl100 is hereafter referred to as “AntiLight”. c-
tagging OPs are formed by applying thresholds in the AntiB, AntiLight parameter
space, shown in figure 5.6 for each jet flavour in tt¯ MC. The figure shows that c-jets
have a very narrow peak at high values of AntiLight and have a broad distribution
in AntiB, tending to smaller values. This reflects the difficulty of distinguishing
between c- and b-jets due to their similar properties. Light jets peak sharply at low
AntiB and AntiLight showing the effectiveness of lifetime based discrimination for
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Figure 5.6: Distributions for charm-tagging weights for different jet flavours in the
AntiB, AntiLight discriminant parameter space. Jet flavours are determined based
on truth particles with pT > 5 GeV lying within ∆R < 0.3 of the jet axis. If a truth
b-hadron lies within this range, the jet is labelled as a b-jet. Otherwise if a truth
c-hadron is found then the jet is labelled as a c-jet. If no truth heavy flavour hadron
is found and a truth τ is found, the jet is labelled as a τ -jet. If no b, c or τ can
be found the jet is labelled as a l-jet. These distributions are obtained from MC
simulation of tt¯ events.
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distinguishing between light and heavy flavours. A secondary peak is visible in the
same region for c-jets, and to a lesser extent for b-jets. This peak represents decays
in which the heavy flavour hadron decays quickly and is therefore more difficult
to distinguish with lifetime based methods. The figure also demonstrates that the
tagger is optimised for rejection against b- and light-flavour jets only; hadronically
decaying τ -leptons are not considered and are vetoed indirectly, as described in
section 5.7.
Charm-tagging working points of arbitrary tightness can be formed from the
AntiB and AntiLight outputs. The optimal choice represents a compromise between
the following two considerations:
• Calibration: A tight OP can enhance the signal to background ratio S/B
but can lead to very low yields for background events. If an OP is too tight
this can increase the statistical uncertainty associated to the OP calibration.
• Tagging strategy: The chosen OP should be suitable for the tagging strategy
used for the event selection. A number of tagging strategies were investigated.
One approach is to use multiple c-tagging OPs: one loose OP optimised to
reject b-jets with high c-jet efficiency and one tighter OP optimised to reject
light jets with a high purity of c-jets. Multiple tagging OPs can enhance the
sensitivity of the analysis, but presents technical challenges for calibration,
due to cross-contamination of the samples obtained using the different OPs.
Instead a single, tight OP was used.
The chosen OP, representing a tradeoff between the above considerations, is shown
in table 5.1. It was obtained by restricting the tagging strategy to a single OP and
leaving the AntiB and AntiLight thresholds as free parameters in the event selection
optimisation (see section 5.7). In the optimisation, a tighter OP is favoured, thus the
chosen OP is the tightest possible in line with the first of the above considerations.
OP AntiLight AntiB c b light
C Tight > 0.7 < −0.3 0.18 0.05 0.005
Table 5.1: Charm-tagging efficiency and mis-tag rates for the OP selected for this
analysis, determined using tt¯ simulated events.
The efficiency dependence on pT for this working point is shown in figure 5.8.
The c-jet tagging efficiency is low in low pT jets, where tracks may be too soft to be
reconstructed, or the SV may not be resolved from the PV. It rises sharply with the
reconstructed jet pT to a peak at approximately 100 GeV. It is clear that the charm-
tagging does not offer discrimination between c- and τ -jets, which are tagged with
similar efficiencies. The c-tagging efficiency diminishes at high pT; as the energy
of the c-hadron increases its lifetime in the laboratory frame increases due to time
dilation effects. This results in a larger fraction of c-hadrons decaying beyond the
pixel detector, and fewer of the associated tracks being reconstructed, increasing the
difficulty of distinguishing c-jets from l-jets. The b-jet mis-tag probability displays
similar behaviour.
To account for deviations between the efficiency in MC simulation and in data,
scale factors were derived separately for c, b and light flavoured jets. The MC events
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Figure 5.8: Charm tagging efficiency as a function of pT for different jet flavours.
The truth flavour of a jet is based on a matching of ∆R < 0.3 to a truth particle of
the corresponding flavour, considering only truth particles that satisfy pT > 5 GeV.
These efficiencies are measured in MC simulation of tt¯ events. Binomial uncertainties
are shown.
were then given a weight w according to the formula:
w =
∏
jets
{
µf , jet is tagged
(1− µff )/(1− f ), jet is not tagged
(5.1)
where the sum runs over all jets in the event and µf and f are the scale factor and
efficiency corresponding to the jet flavour, respectively. The calibration procedure
for each jet flavour is described below:
• l-jets: calibrated using the adjusted-MC method [207], where the ID tracking
variables are adjusted such that they match the tracking performance observed
in data. The corresponding updated tracking variables are used as inputs to
re-evaluate the l-jet tagging rate in MC. The scale factors are then computed as
adjustedMC /MC. The results of this calibration are shown in figure 5.9. The scale
factors show an underestimate of the l-jet tagging rate from MC simulation,
with scale factors consistently greater than unity. The uncertainties are large;
the dominant source is the smearing of the longitudinal impact parameter,
which is an important input for the tagging algorithm, and the correction for
the number of fake tracks.
• b-jets: measured from fully leptonic tt¯ events, using a combinatorial likeli-
hood approach [208]. An eµ dilepton selection is applied to obtain a sample
rich in b-hadrons. The AntiB and AntiLight weights are used as inputs for
the likelihood, along with the jet flavour fractions for all permutations of the
number of jets in the event and a probability distribution function of the pT of
jets in the event, taken from simulated data. The l-jet scale factors derived
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Figure 5.9: Charm-tagging scale factors with relative uncertainties as a function of
jet pT for l-jets in (a) the central region and the (b) forward region.
previously are used as inputs for this calibration. The b-jet efficiency scale
factors vary with jet pT, this dependence is shown in figure 5.10a. The domin-
ant uncertainties associated with this method are the ME calculation and the
parton showering.
• c-jets: these are calibrated following [209] using semileptonic tt¯ events. Given
a hadronically decaying W , the probability for one of the daughters to be a
charm-flavoured quark is 0.5 [210]. Thus c-jets make up 25% of the jets from
W decays and in the single lepton channel the final state will contain a c-jet
from the W decay 25% of the time. This is exploited by applying a selection
targeting events where b-tagged jets, using MV2c10, and the remaining two
jets, have a high probability to be correctly assigned to the top and W decays,
respectively. The jet association is performed using a kinematic likelihood fit-
ter (KLFitter) [211], which maximises a likelihood function derived from the
jet-parton combination. Based on the jet assignments and the 25% probability
of a jet associated to the hadronically decayingW , the scale factors and associ-
ated uncertainties can be extracted. This calibration uses the scale factors for
b- and l-tagged jets and their uncertainties as inputs. The dominant uncertain-
ties arise from theory modelling, in particular the ME and parton showering.
The scale factors and their associated uncertainties are shown in figure 5.10b.
The figure shows that the MC overestimates the tagging efficiency, with large
associated uncertainties of around ±10− 20%.
The charm-tagging scale factors derived above are measured in a limited range of
pT, and then extrapolated to higher values, with an additional systematic associated
to this extrapolation.
The measured c-jet tagging efficiency was found to be dependent on the MC
generator used. This is due to the different ME calculation and parton showering
scheme used, with the measured efficiency consistently higher in Pythia modelled
events than in Sherpa. Additional MC-MC scale factors are applied to correct for
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Figure 5.10: Charm-tagging scale factors with relative uncertainties as a function
of jet pT for (a) b-jets and (b) c-jets.
these differences between generators, correcting to the efficiency measured in the
Pythia generated tt¯ sample used for the calibrations described above.
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5.7 Event Selection
The event selection comprises five SRs designed to select signal events and to sup-
press SM backgrounds, in order to maximise the probability to detect, or the exclude
in the case of the null hypothesis, the targeted signal model. The event selection
is carefully optimised so that any remaining backgrounds can be estimated with
sufficient accuracy; this condition limits how tight the selection criteria may be.
The starting point for the optimisation of the event selection is to design a preselec-
tion, described in section 5.7.1, a relatively loose set of criteria designed to produce
well-modelled distributions in a favourable region of the phase space to verify the
modelling of the MC against data. A variety of different kinematic variables were
considered in the optimisation of the SRs; all of the variables considered are de-
scribed in section 5.7.2.
5.7.1 Preselection
The preselection is based on final state properties that are general to all of the
benchmark processes. It includes soft kinematic selections targeting the signal and
initial selections that easily suppress SM backgrounds that do not resemble the final
state. These selection criteria are described below:
• Cleaning criteria: a set of basic quality requirements is applied to ensure
that the data collected are adequate for physics analysis. All events in data
are required to have been collected as part of a LB that is listed on a GRL,
indicating that the initial ATLAS data quality assessment has been passed.
The event must have at least one PV with two or more tracks associated to
it, to reject beam background and cosmic ray events. A number of additional
criteria relating to satisfactory detector conditions must also be met, and any
events that contain jets labelled as being likely to originate from detector noise
or out-of-time energy depositions (see section 4.4.4) are vetoed.
• Trigger selection: one of the key characteristics of the signal is the high
EmissT from the LSP. The data is selected by EmissT triggers which, as described
in section 4.2.4, vary by data taking period. For all of 2015 data taking, the
HLT_xe70_mht trigger was used. For 2016 data taking, the transverse energy
threshold was varied up to 110 GeV to control the trigger rate. Figure 4.6
shows the efficiency for EmissT triggers in 2015 and 2016 data. The efficiency
asymptotically approaches a maximum efficiency, close to 100%, by 250 GeV
for all EmissT triggers used by this analysis.
• Reconstructed EmissT : to ensure that the online trigger efficiency is constant
with respect to the oﬄine reconstructed EmissT , an oﬄine threshold of EmissT >
250 GeV is applied in the preselection.
• Jet selection: the signal is expected to produce two c-jets in the final state,
with possible additional jets from initial and final state radiation. Since the c-
quark and LSP participate in a two-body decay, for a squark decaying at rest,
if the LSP is light, the c-jet is expected to have similar energy to the LSP,
approximately 250 GeV after the EmissT threshold is applied. As the mass of the
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Figure 5.11: Data and MC distributions after the preselection has been applied. The
dominant background processes are shown, with background contributing less than
5% combined into the “other” category. Only statistical uncertainties are shown.
LSP approaches the mass of the squark, the share of the energy carried by the
c-jet falls and it becomes less likely to be reconstructed. In such cases, where
no energetic jet from the squark decay is expected, the system is required to
be boosted by an ISR jet. Thus it is useful in all cases to require at least two
jets, with at least one with momentum comparable to the EmissT requirement.
• Angular separation between jets and EmissT : multijet events can sur-
vive the above selection due to mis-measurement of EmissT . The probability for
this to happen is small, but since the cross section is relatively large, mut-
lijet events are a significant background after the above selections. In multijet
events where the EmissT measurement is a resolution effect, and not associated
with an invisible particle, the direction of the pmissT vector should be collinear
with the under-fluctuating jet in the transverse plane. A requirement on the
minimum angular separation in φ between any signal jet and the pmissT vector,
∆φmin(jets,pmissT ) > 0.4 is applied to veto such events. This selection is ef-
fective at suppressing the multijet background; the residual contribution was
estimated (as described in section 5.8.3) and found to be negligible.
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νν→57.8 % Z
 (ISR)ντ→20.5 % W
12.4 % W+jets
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preselection
preselection
Figure 5.12: Breakdown of SM contributions to the total background after the
preselection. The “other” category includes backgrounds that make up less than 5%
of the total.
• Lepton multiplicity: no electrons or muons are expected in any signal model,
so a lepton veto is applied. The baseline lepton veto is used for the veto for
two reasons:
1. Different definitions for the veto were tried and it was found that looser
lepton OPs are favoured, without isolation requirements.
2. In a fraction of multijet events, one of the jets may be mis-reconstructed
as an electron. These fake electrons will not be isolated from hadronic
activity and will fail to be meet the isolation requirements for signal
electrons, which are not applied for the baseline identification. The cor-
responding jet is likely to then be discarded during overlap removal, so
that the jet is not considered for the ∆φmin(jets,pmissT ) requirement. Thus
a veto on signal leptons can result in multijet background events being
admitted into the preselection.
The SRs are optimised based only on simulation, in order to prevent biases being
introduced by the analysis team, for example by targeting statistical excesses. No
charm-tagging is applied at the preselection level, since this would be too close to the
SRs and would amount to unblinding prematurely. The preselection is summarised
in table 5.2.
Figure 5.11 shows comparisons of data and MC distributions after the preselec-
tion has been applied. SM processes with EmissT and a heavy flavour jet or hadron-
ically decaying τ -leptons are enhanced. Figure 5.12 shows the relative contribution
of SM in the preselection. The main contributing SM processes are, in order of im-
portance: Z → νν, W → τν where the ISR jet is labelled as c-tagged, otherW+jets
events and top quark events. A W → τν event is identified as having a c-tagged
ISR jet if no c-tagged jet can be found with a τ lepton within ∆R < 0.3. In figure
5.11a and figure 5.11c the MC is modelling the data well, with the ratio close to
unity for most bins. The modelling of the data by MC in figures 5.11b and 5.11d is
imperfect, mostly due to the mis-modelling of jet multiplicity, which can be seen in
figure 5.11b. The MC simulation underestimates the data for low jet multiplicity,
with the ratio decreasing as the multiplicity increases. Poor agreement between
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Selection Threshold
Trigger EmissT
EmissT [GeV] > 250
Jet multiplicity ≥ 2
Leading jet pT [GeV] > 250
∆φmin(jets,pmissT ) > 0.4
Lepton multiplicity = 0
Table 5.2: Summary of kinematic selections applied in the preselection. The jet
with the highest transverse momentum is referred to as “leading”.
data and MC in the charm-tagged jet multiplicity can be seen in figure 5.11d. The
discrepancies between data and simulation are corrected for by the statistical fitting
procedure, described in 5.10.
The distributions for three benchmark signal models are also in figure 5.11.
Figure 5.11a shows that for all three models, a high EmissT region is most sensitive,
with the peak of the distribution dependent on the mass difference between the
squark and LSP, ∆m = mt˜1/c˜1 −mχ˜01 . The jet multiplicity peaks at three for each
of the models, as shown in figure 5.11b. This peak is due to events where the
charm jets from the squark system recoil against an energetic ISR jet, which are
favoured by the leading jet pT requirement. The leading jet pT distributions shown
in figure 5.11c are similar for a mass difference of ∆m = 80 GeV or ∆m = 350 GeV,
with a peak at larger values for the high ∆mmodel, where the LSP is approximately
massless and the squark mass is high, leading to an energetic leading charm jet. The
charm-tagged jet multiplicity in figure 5.11d displays the power of charm tagging for
separating signal from background, with the proportion of signal events increasing
significantly in the charm-tagged bins.
5.7.2 Signal Region Optimisation
The SRs are defined by kinematic selections applied in addition to the preselection,
designed to maximise the probability for observing a statistically significant excess
of events for a range of benchmark signals. The signal characteristics are heavily
dependent on ∆m. From basic relativistic kinematics for a two-body decay, in the
rest frame of the squark, the fraction of the energy carried by the LSP is given by:
Eχ˜01
Et˜1/c˜1
=
m2
t˜1/c˜1
+m2
χ˜01
−m2c
2m2
t˜1/c˜1
. (5.2)
For a given squark mass the fraction approaches unity as ∆mapproaches zero. As a
result, the energy of the charm quark approaches zero. From the definition of EmissT ,
it is clear that it cannot be greater than the measured pT sum of the physical objects
in the event. Therefore as the jets become softer the EmissT is reduced. Furthermore,
very soft charm quarks are more likely to be missed by jet reconstruction altogether,
by failing to meet the transverse energy threshold imposed for calibrated jets. Thus
lower ∆m scenarios are characterised by soft decay products and smaller EmissT and,
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Figure 5.13: Signal distributions for different values of ∆m. All signal samples are
generated with a truth filter of EmissT > 100 GeV applied.
in the most compressed cases, lower multiplicity of reconstructed jets. This can be
seen in figure 5.13. For the reconstructed EmissT and pT distributions for the leading
and subleading jets in figures 5.13a, 5.13b and 5.13d, the peak is shifted toward
higher values for models with a higher ∆m. In figure 5.13c the ∆m = 5 GeV signal
has lower jet multiplicity due to the charm quark being too soft to be reconstructed.
More compressed scenarios can be targeted by requiring the presence of a hard
ISR jet recoiling against the t˜/c˜ pair system, illustrated for the t˜1 → cχ˜01 signal
in figure 5.14. This reduces the signal acceptance, but selects events with higher
EmissT and jet pT . The dependence of the average EmissT on the mass difference for
different boosts to the squark system is shown in figure 5.15a for a squark of mass
800 GeV. For a system that is not boosted, a ∆m of ∼ 250 GeV is required before the
average event survives the trigger selection. Applying a threshold of pT > 250 GeV
on the leading jet sufficiently boosts the system such that the average EmissT meets
the trigger requirement. As ∆m approaches the mass of the squark, the fraction of
energy carried by the LSP approaches exactly half. At the same time the charm jet
becomes harder (see figure 5.15b), leading to more energetic jets from the squark
pair system.
Due to highly variable signal topologies, a single SR selection is unsuitable for
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Figure 5.14: Diagram for the pair production of top squarks with subsequent decay
to charm quarks. The presence of an ISR jet is indicated for illustrative purposes.
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Figure 5.15: Dependence of (a) average EmissT and (b) charm pT on the mass differ-
ence between the squark and the LSP for different boosts to the system. The squark
mass is set to 800 GeV in each case.
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targeting the whole grid of signal models. Instead, five SRs, targeting progressively
higher ∆m, were optimised. These SRs are labelled 1-5, with the label increasing
for a higher targeted ∆m range. A number of kinematic variables were investigated
for the SR optimisation; the variables used in the final selection that are extra to
the preselection are described below:
• c-tagged jet multiplicity: as described in section 5.6.1, a number of charm-
tagging approaches were investigated. The most favourable S/B ratio is found
in the two charm-tagged jet bin. This selection is challenging however since
it becomes difficult to design any CR with sufficient statistics to estimate the
dominant background processes. The chosen approach was to require at least
one c-tagged jet using the tight working point shown in figure 5.8.
• Leading jet c-tag veto: in compressed models and models with intermediate
∆m the hard leading jet selection preferentially selects an ISR jet. SM events
with heavy flavour ISR may then enter the SR through a c-tagged leading jet.
It can therefore be favourable for SRs targeting these models to veto any event
where the leading jet is c-tagged.
• Leading c-tagged jet pT: this is useful variable for targeting models in a
specific range of ∆m as it allows the pT of the jet from the squark decay to be
targeted. As ∆m increases the energy share of the charm quark is increased
and a tighter selection can be applied to the c-tagged jet pT. For compressed
scenarios the c-tagged jet is low in momentum and an upper threshold on
its pT can be favourable. Figure 5.16a demonstrates the dependence of the
leading c-tagged jet pT on the signal model, with a strong peak at low pT for
the ∆m = 80 GeV signal. The double peak structure, particularly visible in
the backgrounds, originates from the leading jet pT requirement. The peak at
250 GeV is from events where the leading jet was tagged, whilst the peak at
low momentum is from events where one of the subleading jets is tagged.
• pT of subleading jets: the subleading and sub-subleading jet pT are left free
in the optimisation, along with the leading jet pT. The optimisation tends to
favour higher jet momenta, progressively decreasing for the softer jets in the
event. This is expected; if the leading jet is an ISR jet the two subleading jets
are from squark decays, taking higher shares of the energy of the parent.
• Minimum transverse mass: this variable was designed to suppress the
contribution from W → τν events where the τ is mis-tagged as a c-jet. It
is defined as the minimum transverse mass reconstructed from pmissT and a
c-tagged jet pT:
mcT = min
c−jets
√
2 · EmissT pcT · (1−∆φ(p missT , ~p cT)). (5.3)
The sum runs over all c-jets in the event. Since the transverse projection of
the pT is less than or equal to momentum, for an on-shell decay, this quantity
is bounded from above by the mass of the parent of the invisible particle
and the c-jet. In events with a mis-tagged hadronically decaying τ -lepton,
the mcT distribution (see figure 5.16b) falls sharply beyond the W mass at
around 80 GeV. A threshold of mcT > 120 GeV dramatically suppresses this
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Figure 5.16: MC distributions after the preselection and c-tagging has been applied.
The leading c-jet pT is shown in figure (a) and the mcT distribution is shown in figure
(b). The dominant background processes are shown, with backgrounds contributing
less than 5% combined into the “other” category. In the lower panel the ratio of the
sum of the signal and background to the background, (S +B)/B is shown for each
signal model. Only statistical uncertainties are shown.
background. In W → τν events where the leading c-tagged jet is from ISR,
the τ lepton from the W decay is not included in the mcT calculation and no
W peak is visible.
The transverse mass was left free to vary in the optimisation with both a
lower and upper threshold. It was found that the lower threshold at 120 GeV
is always favourable as expected from the discussion above. The optimisation
also favours a moving mcT window, varying from lower values to higher values
as ∆m increases. This is in part due to the mass of the squark tending to
increase with ∆m; as the mass of the parent of the c-jet and LSP increases,
so the peak of the mcT distribution increases.
These variables and those used to define the preselection are sufficient to define
the SRs. Once the final set of kinematic variables was chosen, the SRs were optimised
by performing a scan over different configurations of selections based on the chosen
variables. The figure of merit was the expected exclusion significance (defined in
section 5.10) of the selection based on the MC prediction. This was an iterative
process, the initial SRs were defined in this way and the procedure repeated with
initial estimates of the normalisations for individual background processes, following
the methodology described in section 5.8. The resulting SRs are described separately
below:
• SR1: this was designed to target the most compressed signal models with
∆m < 50 GeV. In these models, the decay products are soft enough that
the c-jets often fail to meet reconstructed thresholds. As a result, at least
two signal jets are required, the harder of these is expected to be an ISR jet.
Events where the leading jet is c-tagged are vetoed and an upper threshold
is applied on the leading c-tagged jet pT. A mcT window is used to veto mis-
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SR1 SR2 SR3 SR4 SR5
Trigger EmissT triggers
Leptons 0 e AND 0 µ
EmissT [GeV] > 500
∆φmin(jets,pmissT )[rad] > 0.4
Nc−jets ≥ 1
Njets ≥ 2 ≥ 3 ≥ 3 ≥ 3 ≥ 3
Leading jet c-tag veto yes yes yes yes no
pj1T [GeV] > 250 > 250 > 250 > 250 > 300
pj2T [GeV] − − > 100 > 140 > 200
pj3T [GeV] − − > 80 > 120 > 150
pc1T [GeV] < 100 > 60 > 80 > 100 > 150
mcT [GeV] ∈ (120, 250) ∈ (120, 250) ∈ (175, 400) > 200 > 400
Table 5.3: Overview of the SR selection criteria. Njets and Nc−jets indicate the
total number of jets and c-jets, respectively; pj1T , p
j2
T and p
j3
T indicate the trans-
verse momentum of the leading, sub-leading and sub-sub-leading jet; and pc1T is the
transverse momentum of the c-jet with the highest pT .
tagged τ -leptons and reject higher mass systems with a c-jet and an invisible
particle.
• SR2: targets less compressed scenarios, with ∆m in the range 50-100 GeV.
The jet multiplicity is increased in this region since the c-jets are unlikely to
fall below the 30 GeV signal jet threshold, but an ISR is still required to boost
the system for sufficient EmissT to survive the trigger selection. The leading c-
tagged pT requirement is changed to a lower threshold to reflect the increased
energy share of the c-jet in the squark system.
• SR3: this region targets intermediate mass differences between 100-450 GeV.
The selection is similar to SR2 but with additional selections on the sublead-
ing jets and a tightened leading c-jet pT threshold. The mcT window is also
increased.
• SR4: sensitive to a similar ∆m range, but targeting a more boosted system,
with tighter requirements on the subleading jets and the c-tagged jet, and
replacing the mcT window by a tightened lower threshold.
• SR5: targets signal models with ∆m > 450 GeV. For these higher mass
differences it becomes likely that the leading two jets are both of the c-jets
from the squark system, so the veto on events where the leading jet is charm-
tagged is removed. All of the jet pT thresholds and the mcT threshold are
tightened relative to SR4.
For all SRs the EmissT requirement was also tightened from the preselection to 500 GeV.
All the SR selections are summarised in table 5.3.
Once a SR has been optimised, it is instructive to inspect the N − 1 plot for
each of the discriminating variables applied in the selection. An N − 1 plot for a
discriminating variable x is the distribution of x in the SR with the threshold on x
removed. This allows the effectiveness of the threshold on x for separating signal
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Figure 5.17: N-1 plots for SR1. Distributions for kinematic variables with the
selection on that variable removed. An arrow is painted over each distribution to
show the threshold applied. In the lower panel the ratio of the sum of the signal and
background to the background, (S + B)/B is shown for each signal model. Only
statistical uncertainties are shown.
and background events to be evaluated. Figure 5.17 shows N-1 plots for SR1, with
the (S + B)/B ratio in each bin shown in the lower panel. The complete set of
N-1 plots, for all regions, is included in appendix B.1. These plots demonstrate
the effectiveness of each of the individual selections applied to target an enhanced
(S + B)/B, and therefore exclusion power for the null hypothesis or the signific-
ance for discovery, for a given SR. Before the SRs can be unblinded, the remaining
background contributions and uncertainties must be carefully estimated.
5.8 Background Estimation
Figure 5.18 shows the breakdown of SM contributions to SR1 yields. The compos-
itions are similar in the other SRs; the complete set of charts is therefore relegated
to appendix B.2. The dominant contribution is from Z → νν, with significant con-
tributions from W+jets processes and tt¯. The design of the CRs and VRs for each
of these processes are described in the following sections.
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Figure 5.18: (a) Breakdown of SM contributions to the total background after the
SR1 selection. The “other” category includes backgrounds that make up less than
5% of the total. (b) The composition of the “other” category, where ttV+ refers to
top quark pair production in association with one or more weak bosons.
Diboson processes also make a significant contribution to the SR yields, however
it is difficult to design appropriate CRs for these processes. They were therefore
estimated purely based on MC. The same is true for smaller backgrounds: Z → ττ ,
Z → µµ, Z → ee, single top and multitop, and top pair production in associ-
ation with one or more weak bosons. The multijet background was estimated to be
negligible in the SRs; the methodology for this estimate is described in section 5.8.3.
5.8.1 Z+jets Control Region
Z → νν is the dominant background in all SRs, contributing around 50−60% of the
total. This process enters the SRs primarily due to the presence of a tagged c-jet in
the event, with a significant contribution from mis-tagged l-jets and a less significant
contribution from mis-tagged b-jets. The relative contribution of each of these jet
categories to SR1 is shown in figure 5.19d. To estimate this background a CR is
used, designed to be orthogonal to its corresponding SR, rich in events with similar
kinematic properties to the Z → νν background and low in signal contamination.
To recreate events with a two-body Z decay resulting in approximately massless
daughters that are invisible to the detector, Z → ee and Z → µµ were chosen,
hereafter referred to collectively as Z → ll, with the lepton pT removed from the
calculation of EmissT . The following kinematic variables are used (in addition to the
standard cleaning criteria described in section 5.7.1) to target Z → ll events:
• Trigger selection: all events in the Z+jets CR are required to be triggered
by either the EmissT trigger used for the preselection or the primary electron
trigger. The EmissT trigger targets Z → µµ. As described in section 4.2.4, the
online EmissT calculation is based on calorimetric information only and therefore
muons are not included. As a result, energetic dimuon Z decays are effectively
invisible to the online EmissT . The primary electron trigger targets Z → ee
decays.
• Dilepton requirement: all events are required to contain exactly two signal
leptons of the same flavour and opposite sign (SFOS), muons are required
for a EmissT triggered event and electrons for an electron triggered event. To
suppress dilepton events from non-Z events the reconstructed invariant mass
of the dilepton system mll is required to fall within 15 GeV of the Z mass.
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• Lepton corrected EmissT : As described above, the leptons are treated as
invisible to mimic the neutrinos from Z → νν. This is achieved by vectorially
adding the pT of the leptons to p missT , equivalent to omitting the leptons from
the EmissT calculation. The value of mcT is recalculated using the lepton correc-
ted EmissT , E
miss,corr
T . The ∆φmin(jets,p
miss
T ) variable used to suppress multijet
events is also recalculated.
• Original EmissT : fully leptonic tt¯ events can enter the CR by virtue of the
EmissT from the accompanying neutrinos. Such events are expected to have
genuinely high EmissT before correction. They are suppressed by requiring the
original EmissT to be low, which is expected to be the case for Z → ll events.
All other kinematic variables are unchanged from the definitions given in section
5.7.1. All selections are kept as close as possible to the SRs to minimise the ex-
trapolation uncertainty from the CRs to the SRs. However, in order to maintain
a sufficient number of events for the background estimation, the Emiss,corrT and jet
pT thresholds must be relaxed. The full event selection used for the Z → ll CR is
given in table 5.4.
Z CR1 Z CR2 Z CR3 Z CR4 Z CR5
Trigger EmissT OR single lepton
Leptons 2 SF OS e OR µ
m`` [GeV] ∈ (76, 106)
∆φmin(jet,p
miss,corr
T ) [rad] > 0.4
Nc−jets ≥ 1
EmissT [GeV] < 75
Emiss,corrT [GeV] > 250
pj1T [GeV] > 250
Njets ≥ 2 ≥ 3 ≥ 3 ≥ 3 ≥ 3
Leading jet c-tag veto yes yes yes yes no
pj2T [GeV] − − > 100 > 100 > 100
pj3T [GeV] − − > 80 > 100 −
pc1T [GeV] < 100 > 60 > 80 > 100 > 100
mc,corrT [GeV] ∈ (120, 250) ∈ (120, 250) ∈ (175, 400) > 200 > 400
Table 5.4: Overview of the Z CR selection criteria. Njets and Nc−jets indicate
the total number of jets and c-jets, respectively; pj1T , p
j2
T and p
j3
T indicate the
transverse momentum of the leading, sub-leading and sub-sub-leading jet; and pc1T
is the transverse momentum of the c-jet with the highest pT . Variables with the
superscript “corr” refer to variables corrected as described in the text.
The background compositions for CR1 Z and CR5 Z are shown in figures 5.19a
and 5.19b, respectively. A complete set of compositions is included in appendix
B.3. These CRs are similarly composed: highly pure in Z → ll events, with a
minor contribution from diboson events. The signal contamination in these regions
is negligible. The tt¯ contribution is small, demonstrating the effectiveness of the
threshold on Emiss,originalT . The modelling of the jet flavour composition should be
similar between the CRs and SRs to correctly emulate charm tagging. Figures
5.19c and 5.19d show the flavour composition of jets in CR1 Z and for Z → νν
events in SR1, respectively. Close agreement is observed, validating the replacement
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procedure. Also important is the agreement in flavour composition of the charm-
tagged jet betweenCR1 Z and for Z → νν SR1 since it used for kinematic variables
used in the event selection. The comparison can be made by comparing figures
5.19e and 5.19f. Again, the agreement is good, with similar compositions for all jet
configurations. The complete set of comparisons for all SRs is included in appendix
B.4.
Figure 5.20 compares kinematic distributions for key variables in the preselection
with lepton replacement for Z → ll and requiring at least one charm-tagged jet. The
jet multiplicity agrees closely for all three processes as shown in figure 5.20a. EmissT ,
shown in figure 5.20b, and jet pT for the leading and subleading jets, shown in figures
5.20c and 5.20d, respectively, show good shape agreement. The close agreement for
all three processes demonstrates that Z → ll processes with lepton replacement
make a good proxy for Z → νν, probing a very similar region of phase space.
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Figure 5.19: (a) Background composition in CR1 Z and (b) CR5 Z. The “other”
category includes backgrounds that make up less than 5% of the total. (c) Flavour
composition for CR1 Z and (d) Z → νν in SR1. Flavour origin of the leading
charm tagged jet for (e) CR1 Z and (f) Z → νν in SR1.
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Figure 5.20: Comparison of (a) jet multiplicity, (b) EmissT , (c) leading jet pT and (d)
subleading jet pT for Z → ll with lepton treatment and Z → νν. Z → νν events
are required to satisfy the preselection plus at least one c-tagged jet. Z → ll events
must satisfy the preselection with lepton treatment and at least one c-tagged jet.
The histograms are normalised to unit area.
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5.8.2 W+jets and tt¯ Control Regions
W+jets events make up ∼ 20% of the SM background in the SRs, with the dominant
component coming from W → τν events where the c-tag comes from an ISR so
that the mcT requirement fails to veto the event. Another significant component
is tt¯ events which make up approximately 5 − 10% of the SM background. Both
are normalised in dedicated CRs, targeting single lepton events. The treatment of
the lepton in the CRs should reproduce as closely as possible the behaviour of the
W+jets and tt¯ events that enter the zero lepton signal regions. The are two main
mechanisms by which electrons and muons can fail to be identified by the baseline
identification criteria:
• Out of acceptance: in some cases electrons and muons may be missed in
the event reconstruction by failing to satisfy the pT < 7 GeV or |η| < 2.5
thresholds for baseline leptons. This can also occur with lower probability for
leptons with pT > 7 GeV, where the pT is under-measured due to resolution
effects.
• Misidentified as jets: electrons and muons may be falsely identified as jets.
This can be the result of the overlap removal procedure, where angular sep-
aration between the jet and the lepton is greater than 0.2 but less than the
upper threshold for the jet to remove the lepton. The baseline identification
criteria are loose, but still have some inefficiency. If the lepton fails to meet
the baseline requirements but still meets the pT threshold, for example rare
cases where an electron “punches through” to the hadronic system, it may be
reconstructed as a jet from deposits in the calorimeter. This is much more
likely to happen for electrons as muons deposit little energy in the calorimeter
system. They may also be incorporated into jets in a small fraction of cases.
Figures 5.21a and 5.21b show the distribution for the minimum angular separ-
ation between a truth electron and muon and jets, respectively, in lepton vetoed
tt¯ simulated data, where the electron or muon is required to originate from the
tt¯ decay. A sharp peak at low ∆Rmin(lepton, jets) < 0.4 can be seen for leptons
that meet the reconstruction threshold, representing the fraction that are identi-
fied as jets. The distribution is broad for very low pT leptons which tend to be
missed altogether. Figures 5.21c and 5.21d show the same distributions at low
∆Rmin(lepton, jets). The primary peak for electrons shows the cases where the
electron has failed the baseline requirements and is collinear with the jet recon-
structed from its energy deposit. The secondary peak shows electrons lying between
0.2 < ∆R < 0.4 removed by jets during the overlap removal procedure. The broader
distribution at low ∆Rmin(lepton, jets) for muons is consistent with the pT dependent
upper threshold for the angular separation.
The behaviour of τ -leptons in the SRs depends on the mode of decay. Figure 5.22
shows the breakdown for τ -leptons entering the preselection and SR1 as a result
of the W → τν background. In the hadronic case, the τ -jet is reconstructed as a
jet if its calibrated pT satisfies the signal jet threshold and missed otherwise. In the
leptonic case, whether the electron or muon is reconstructed or missed is dependent
on its pT as described above.
W+jets events can produce the EmissT required in the preselection and SRs through
two competing mechanisms:
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Figure 5.21: Minimum ∆R between (a) truth electrons and (b) truth muons and
signal jets in tt¯ simulated events, with a veto on (a) baseline electrons or (b) baseline
muons. The distribution is compared for a truth-level lepton pT threshold of< 5 GeV
and > 30 GeV. The same distribution is shown, zoomed in the ∆R range, for (c)
electrons and (d) muons. Only electrons and muons originating from the tt¯ decay
are considered.
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Figure 5.22: Breakdown of τ -lepton decays in (a) the preselection and (b) SR1,
categorised according to the decay of the τ and whether the daughter was recon-
structed or missed. Truth objects are considered matched to a reconstructed jet if
they satisfy ∆Rmin(object, jets) < 0.4 and missed otherwise.
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Figure 5.23: Fraction of visible pτT in preselection and SRs, with the fitted aver-
age over all pT bins shown for the SRs. The truth pτT is retrieved from the MC
truth record, with the visible portion taken from the total four-vector of the visible
daughters.
1. A boost to the W system resulting in a high energy neutrino and large EmissT .
Due to the small mass of the leptons compared to the W , the neutrino and
lepton receive almost equal shares of the energy of the W , such that recon-
structed energy difference between the neutrino and lepton is Gaussian, centred
at zero. If this is the only mechanism by which EmissT is produced the boost
must be greater than the EmissT requirement of the region (approximately 65%
higher).
2. In highly asymmetric decays, in the tail of the Gaussian distribution of the
energy difference between the neutrino and the lepton, the neutrino carries a
high fraction of the energy of the parent W . Such highly asymmetric events
are unlikely, but asymmetric events with a smaller boost are favoured in the
SRs since the cross section for boosted events falls exponentially.
Since case (2) is favoured, leptons from W -decays in the preselection and SRs
tend to be low in pT. As a result, a significant fraction of electrons and muons from
W → eν and W → µν are missed, with a significant fraction also reconstructed as
jets. In the case of W → τν, the τ decay will result in at least one neutrino, such
that a fraction of the energy is always missed in all cases. For cases where a lepton
has been reconstructed as a jet, the suitable treatment in the CR is to replace the
lepton by the jet that removed it during overlap removal. This will give a similar
detector response, namely a jet object with mis-calibrated energy. For the cases
where the lepton is missed by the event reconstruction, the correct procedure is to
treat the lepton in the CR as invisible, as in the Z → ll CRs.
Since the dominant process is W → τν, where the energy of the τ -lepton is
partially reconstructed, the visible fraction of the τ -lepton pT, pτT,vis was calculated
to determine the treatment of leptons in the CR. Figure 5.23 shows the ratio of the
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Figure 5.24: Jet mass variables in the single lepton CR, with the preselection
applied, in MC simulated data. Figure (a) shows the mWjj and figure (b) mhadt,W .
visible pT to the truth τ -lepton pT:
Rvis =
pτT,vis
pτT
, (5.4)
as a function of the truth τ -lepton pT , in simulated W → τν events. The low
average Rvis in the SRs is due to the higher EmissT threshold biasing the sample to
more asymmetric τ -lepton decays where most of the energy goes to the associated
neutrinos. The lowest pT bin is consistent between the preselection and the SRs since
here τ -lepton will often fail to meet reconstruction thresholds. A flat 40% value for
Rvis was taken for all single lepton CRs. The CR lepton is removed from the event
and the jet it removed during overlap removal is added, with its pT rescaled by 40%,
if it meets the acceptance requirements. The lepton pT is then added vectorially
to the pmissT with the magnitude of its momentum rescaled by the remaining 60%.
All of the appropriate variables used in the kinematic variables for selection are
recalculated using the lepton corrected objects. The following selection criteria are
used to target W+jets and tt¯ events in the single lepton SRs:
• Trigger selection: all events are required to pass the primary single electron
or muon trigger.
• ∆φmin(jets, pmissT ) selection: since the lepton pT is added vectorially in
significant portions to both the pmissT and an additional jet, the additional jet
is likely to be close in φ to p missT . If this is the case the event is likely to fail
to satisfy ∆φmin(jet,pmiss,corrT )> 0.4. Instead, events in the single lepton CRs
are required to satisfy:
∆φmin(jets,pmissT ) > 0.4 OR ∆φmin(jet,p
miss,corr
T ) > 0.4. (5.5)
This condition suppresses multijet background events without vetoing targeted
events.
• Single lepton requirement: all events must have exactly one reconstructed
signal muon or electron. The signal lepton is required to be matched to the
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object that produced the trigger accept decision, using a simple ∆R require-
ment. The lepton is also required to have a pT of at least 1 GeV greater than
the trigger threshold, to ensure a constant trigger efficiency with respect to
the oﬄine electron definition. A further requirement is placed on the lepton,
based on the transverse mass of the lepton and pmissT system:
mT =
√
2 · EmissT plepT · (1− cos ∆φ(p missT ,pTlep)) (5.6)
calculated using the original, uncorrected p missT . For multijet background
events entering the single lepton region, the invariant mass of the system should
be small since the lepton is a fake from a jet originating from a light particle.
For a true W → lν system, the invariant mass of the system should be much
greater due to the high mass of theW . The multijet background is suppressed
by placing a lower threshold on mT.
• Jet mass variables: the single lepton requirement and lepton replacement
scheme applied for the preselection give a sample enriched with W → eν,
W → µν and tt¯ events, in approximately equal proportions. In order to further
separate W+jets and tt¯ events, the following variables are defined:
1. mWjj : the jet pair with mass closest to theW . This is calculated by consid-
ering all possible dijet masses in the event. To avoid dijet pairs containing
a mis-tagged b-jet from a top decay, c-tagged jets are considered for pairs
only in events where exactly one non-tagged jet is present. Jets added
by the replacement procedure are not considered. This variable targets
tt¯ which should be semileptonic due to the single lepton requirement. It
searches for the jet pair from the hadronic W decay which peaks at the
W mass (see figure 5.24a). In W+jets there is no jet pair from the W
due to the single lepton requirement.
2. mhadt,W : the jet pair with mass closest to the W is selected, and then a
third jet is chosen from the remaining jets such that the three-jet system
is closest to the top mass. One of the three jets in the system must be
c-tagged. This variable targets the top quark system in cases where a
jet from the hadronic W is tagged or the b-jet from the top decay is
mis-tagged. Figure 5.24b shows the peak in tt¯ at the mass of the top
quark.
As for the Z CRs, the kinematic variables are kept as close as possible to the
SRs, but relaxed to improve the number of events in the single lepton regions. They
are defined identically and then separated using the jet mass variables. The full set
of region definitions is given in table 5.5.
Figures 5.25a and 5.25b show the breakdown of the backgrounds that enter
CR1 W and CR5 W, respectively. These regions are rich in W+jets with some
tt¯ contamination remaining after the selection on the jet mass variables described
above. The flavour compositions for all backgrounds in CR1 W and for W+jets
in SR1 are compared in figures 5.25c and 5.25d. There is reasonable agreement
for the number of events containing a truth c- and l-jet, and for events with only
light flavour jets. The “other” category includes events with τ -leptons, which are
suppressed in the CRs due to the lepton requirement. The lepton treatment is
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W/Top CR1 W/Top CR2 W/Top CR3 W/Top CR4 W/Top CR5
Trigger EmissT OR single lepton
Lepton 1 e OR 1 µ
plepT [GeV] > 27
∆φmin(jet,E
miss
T ) [rad] ∆φmin(jet,E
miss
T ) > 0.4 OR ∆φmin(jet,p
miss,corr
T ) > 0.4
mT [GeV] > 60
Emiss,corrT [GeV] > 250
pj1,corrT [GeV] > 250
Nc−jets ≥ 1
N corrjets ≥ 2 ≥ 3 ≥ 3 ≥ 3 ≥ 3
Leading jet c-tag veto yes yes yes yes no
pj2,corrT [GeV] − − > 100 > 100 > 100
pj3,corrT [GeV] − − > 80 > 100 −
pc1T [GeV] < 100 > 60 > 80 > 100 > 100
mc,corrT [GeV] ∈ (120, 250) ∈ (120, 250) ∈ (175, 400) > 200 > 400
mhadt,W [GeV]
For W : < 50 OR > 220
For Top: ∈ (50, 220)
mWjj [GeV]
For W : > 175
For Top: no requirement
Table 5.5: Overview of the W and Top CR selection criteria. Njets and Nc−jets
indicate the total number of jets and c-jets, respectively; pj1T , p
j2
T and p
j3
T indicate
the transverse momentum of the leading, sub-leading and sub-sub-leading jet; and
pc1T is the transverse momentum of the c-jet with the highest pT and p
lep
T is the lepton
pT . Variables with the superscript “corr” refer to variables corrected as described
in the text.
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intended to simulate the behaviour of τ -leptons that are not found in the CRs.
There is a larger component from b-jets in the CRs, due to tt¯ contamination. The
agreement is similar for the leading c-tagged jets, as shown in figures 5.25e and 5.25f.
The complete set of compositions for the W+jets CRs is included in appendix B.6.
Distributions forW+jets after the preselection and at least one c-tagged jet, and
for W → eν and W → µν after the preselection with single lepton treatment and at
least one c-tagged jet, are shown in figure 5.26. In the preselection, W+jets events
may enter the signal region through missed objects or through objects faking jets.
In the lepton treatment every event has one jet added, biasing the jet multiplicity
to higher values. This impacts the kinematic distributions, since the additional
jet is drawn from a distribution of leptons that is biased to higher values by the
EmissT requirement.
The background compositions for the tt¯ CRs 1 and 5 are shown in figures 5.27a
and 5.27b. These regions are approximately 55% tt¯ with significant contamination
fromW+jets. The flavour compositions, shown in figures 5.27c and 5.27d, show that
again the τ -lepton component is lost, and is modelled by the lepton replacement.
The contamination from W+jets events results in a disagreement between the c-
and b-jet flavour compositions; the case for the leading charm-tagged jet is similar,
as can be seen from figures 5.27e and 5.27f.
The distributions for tt¯ events in the preselection with at least one c-jet and with
lepton replacement are shown in figure 5.28. The jet multiplicity, EmissT and leading
jet pT are all biased toward higher values in the single lepton region, compared with
the preselection. This behaviour is similar to that observed for W+jets, however
for tt¯ the jet multiplicity is higher than for W+jets so that the single lepton region
suffers less at low pT for the subleading jet, which is less likely to be due to an
additional energetic lepton.
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Figure 5.25: Background compositions in (a)CR1W and (b)CR5W. The “other”
category includes backgrounds that make up less than 5% of the total. (c) Flavour
composition for CR1 W and (d) W+jets in SR1. Flavour origin of the leading
charm tagged jet for (e) CR1 W and (f) W+jets in SR1.
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Figure 5.26: Comparison of kinematic variables inW+jets andW → lν with lepton
treatment. W+jets events are required to satisfy the preselection plus at least one
c-tagged jet. W → lν events must satisfy the preselection with lepton treatment
and at least one c-tagged jet. The histograms are normalised to unity.
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Figure 5.27: Background compositions in (a) CR1 tt¯ and (b) CR5 tt¯. The “other”
category includes backgrounds that make up less than 5% of the total. Flavour
composition for (c) CR1 tt¯ and (d) tt¯ in SR1. Flavour composition of the leading
charm tagged jet for (e) CR1 tt¯ and (f) tt¯ in SR1.
119
4−10
3−10
2−10
1−10
1
10
210
310
Ev
en
ts
 / 
1.
0 
 (preselection + ctag)tt
 (lepton replacement)tt
ATLAS
Simulation
0 1 2 3 4 5 6 7 8 9
Jet multipicity
0
0.5
1
1.5
2
R
at
io
(a)
4−10
3−10
2−10
1−10
1
10
Ev
en
ts
 / 
50
 G
eV
 (preselection + ctag)tt
 (lepton replacement)tt
ATLAS
Simulation
200 400 600 800 1000 1200 1400
 [GeV]missTE
0
0.5
1
1.5
2
R
at
io
(b)
4−10
3−10
2−10
1−10
1
10
Ev
en
ts
 / 
50
 G
eV
 (preselection + ctag)tt
 (lepton replacement)tt
ATLAS
Simulation
200 400 600 800 1000 1200 1400
 [GeV]
T
Leading jet p
0
0.5
1
1.5
2
R
at
io
(c)
4−10
3−10
2−10
1−10
1
10
Ev
en
ts
 / 
50
 G
eV
 (preselection + ctag)tt
 (lepton replacement)tt
ATLAS
Simulation
0 100 200 300 400 500 600 700 800
 [GeV]
T
Subeading jet p
0
0.5
1
1.5
2
R
at
io
(d)
Figure 5.28: Comparison of kinematic variables in tt¯ events in the preselection plus
one c-jet and with lepton treatment. The histograms are normalised to unity.
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5.8.3 Multijet Background Estimate by Jet Smearing
The close agreement between data and MC in the preselection suggests that the
multijet contribution following the ∆φmin(jets,pmissT ) requirement is small. Since
it is impractical to simulate this background in the high EmissT tail with sufficient
statistics, it is necessary to estimate precisely its contribution to the preselection
and SRs using a data-driven approach. The estimate is performed using the jet
smearing method [212]. A sample of “seed” events with well measured EmissT are
selected from the data. These events are then “smeared” by randomly fluctuating
the momentum magnitude of jets in the event according to the detector response
function, measured from MC simulated events and corrected for by comparison with
data. The resulting sample of “pesudo-data” is used for the multijet estimation. Each
of these components is described in more detail below:
• Seed selection: this is intended to collect a sample of well measured events
with no large fluctuations in the jet energy measurement. They are chosen by
applying a threshold on the EmissT significance, defined as:
S =
EmissT −M√∑
ET
(5.7)
where
∑
ET is the scalar sum of measured energy in the event. In principle an
upper threshold on EmissT would ensure the event is well reconstructed, however
this would introduce a bias toward selecting events with lower pT jets, since
the EmissT resolution scales like
∑
ET. The M term in the numerator of S is
a signal versus background separation scale [213]. A value of M = 8 GeV
was found to remove bias in the leading jet pT distribution. The following
requirement on the EmissT significance:
S < 0.5 + 0.1×Nbjets (5.8)
is applied. The additional b-jet multiplicity term uses jets tagged using the
MV2c20 tagger with fixed 77% efficiency. This in part takes into account the
different detector response to light and heavy flavour jets.
Seed events are also required to fire a single jet trigger. The requirement is a lo-
gical OR between triggers with thresholds ranging from 15 GeV to 400 GeV. As
a consequence of the high multijet cross section, these triggers have increas-
ing prescale factors applied as the trigger threshold is lowered. The trigger
prescale factors also vary as a function of the LB in response to the varying
instantaneous luminosity. The average trigger prescale factors range from 1.0
for HLT_j400 to O(10000) for HLT_j15. Weights are applied according to the
prescale factor of the lowest threshold trigger that accepted the event, with
events rejected if the trigger-matched jet does not meet the pT threshold to be
in the efficiency plateau of the corresponding trigger.
• Response function: the jet response in MC is defined as:
RMC =
precoT
ptruthT
. (5.9)
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Figure 5.29: Jet response maps used for jet smearing. The maps are measured for
(a) non b-tagged jets and (b) b-tagged jets.
The jet response function is a map binned in truth pT and the response derived
from MC simulated multijet events. Reconstructed jets are required to be
isolated, with a minimum of ∆R > 0.4 in separation from other reconstructed
physics objects. These jets must also be matched to within ∆R < 1.0 of a
truth jet, formed by performing jet clustering on stable final state particles
from the MC truth record. Stable particles are defined as those with a lifetime
greater than 30 ps. The closest truth jet in ∆R is considered to be matched
to the reconstructed jet. Any neutrinos that fall within the cone of the truth
jet are added vectorially to ptruthT to take into account true and fake sources
of EmissT for the response function. Separate response functions are derived
for b-tagged jets and non b-tagged jets. Figures 5.29a and 5.29b show the
measured response functions for b-tagged and non b-tagged jets, respectively.
There is a long tail for positive RMC in the lowest pT bins. This originates
from truth jets that do not meet the threshold for reconstruction and can only
be reconstructed if the response is positive.
The jet response in MC is applied to seed events in data to produce pseudo-
data for comparison with data. The response map is then corrected to obtain
agreement between data and MC. Two corrections are applied:
1. First, to correct the Gaussian response, events with exactly two anti-
aligned jets are selected from the data and pseudo-data. These events
are parameterised in terms of the jet asymmetry, defined
A(pT,1, pT,2) =
pT,1 − pT,2
pT,1 + pT,2
, (5.10)
where pT,1 and pT,2 are the momenta of the leading and subleading jet,
respectively. The asymmetry is useful since, for jets with similar pseu-
dorapidity, its Gaussian width σA is related to that of the jet pT by
σA ∼ σ(pT)√
2pT
. (5.11)
The asymmetry is fitted in bins of jet pT in order to derive corrections to
the Gaussian width of the jet response. It is found that the MC system-
atically underestimates the width by a few per cent. The corrections then
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amount to a widening of the Gaussian response such that the pseudo-data
matches the data.
2. The non-Gaussian tail in the jet response is corrected for by select-
ing events with a single energetic jet and two low momentum jets. A
EmissT threshold is applied and the leading jet is required to be either
aligned or anti-aligned with the p missT , with the subleading jets required to
be isolated from the pmissT direction. This allows the EmissT to be matched
to the energetic jet, allowing the high and low tails of the jet response to
be distinguished. If the EmissT is assumed to be dominated by the fluctu-
ation of the energetic jet its true momentum pT(true) may be recovered
according to
pT(true) ∼ pT(reco) + pmissT . (5.12)
The jet response is then recovered from
R =
pT(reco) · pT(true)
|pT(true)|2
. (5.13)
Corrections to the jet response are derived by fitting the pseudo-data to
the data in the R distribution.
• Smearing procedure: each jet in a seed event is smeared by multiplying the
components of its four-vector by random numbers drawn from the jet response
map. Thus a new, pseudo-event is formed, using the seed as a template. All
variables are recalculated in the smeared event. This procedure is repeated
10000 times for each seed to produce a data-driven simulated sample of multijet
events with sufficient statistics in the high EmissT tail to estimate yields in the
SRs.
• Normalisation: the pseudo-data sample may be of arbitrary size, depending
on the chosen S threshold and the number of smears per seed event. The nor-
malisation is constrained in a CR, identical to the preselection but with the
∆φmin(jets,pmissT ) selection adjusted to target multijet events. First, only the
leading three jets are considered for the minimum angular separation, rather
than all jets in the event. Second, the threshold is inverted. The normalisa-
tion is evaluated in the region ∆φmin(jets1,2,3,p missT ) < 0.2. This normalisation
is then validated by removing the ∆φmin(jets,pmissT ) requirement altogether
and comparing data and MC. Figure 5.30 shows data / MC comparisons in
the VR after applying the normalisation determined from the CR. The over-
all agreement is good, with the multijet events primarily occupying the low
∆φmin(jets,pmissT ) bin, as expected.
The resulting pseudo-data sample is used for estimating the multijet contribution
in the SRs. The multijet contribution was estimated for the case where no charm
tagging is applied to derive an upper bound. The upper bound for each SR is
shown in table 5.6. The contribution is expected to be less than 2.5% in any region,
under the conservative assumption that every event survives the charm tagging
requirements. It was found that around 10% of smeared events in a SR-like selection
without c-tagging variables contained a b-tagged jet, using a 77% efficiency working
point with a c-jet fake rate of around 15%. The relative purity of the b-tagged
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Figure 5.30: Data / MC comparisons in the jet smearing VRs for selected kinematic
distributions.
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jets in these events is roughly 95% b-jets and 5% c-jets, assuming the contribution
from light jets, with fake rate 0.01%, is small. Neglecting light jets completely, the
fraction of events likely to contain a c-tagged jet is roughly given by:
Nc−jets
Ntotal
=
k
Ntotal
· p

(5.14)
where k is the number of events with one or more b-tagged jets, p is the c-jet purity of
the selected events and  is the fake rate. This corresponds to approximately 3.33%
of the multijet events in the SR likely to survive the c-tagging stage of the selection.
This estimate is approximate, but demonstrates that the multijet contribution to
the SRs is expected to be small after c-tagging is applied.
Region QCD Estimate Total SR BG Relative QCD amount
(no tagging applied) (tagging applied) upper bound estimate
SR1 0.87± 0.02 48.4 1.8%
SR2 0.62± 0.02 25.6 2.4%
SR3 0.62± 0.02 24.6 2.5%
SR4 0.61± 0.02 46.7 1.3%
SR5 0.86± 0.02 53.3 1.6%
Table 5.6: Expected multijet background events for each signal region. The first
column gives the raw estimate for the number of multijet events in the region, with
no c-tagging applied. The second column shows the number of background events
with c-tagging applied. The final column shows the upper bound estimate, assuming
all of the multijet events survive the c-tagging.
5.8.4 Validation Regions
The VRs are used to validate the extrapolation from the CRs to the SRs. They are
designed to occupy the phase space region between the CRs and the SRs, with kin-
ematics and flavour tagged jet compositions as close as possible to the SRs. To sup-
press signal contamination, themcT is adjusted, and kinematic selections on EmissT and
jet momenta are inverted. A new VR is introduced for each inverted kinematic vari-
able. For example in SR1 two regions are defined, one with EmissT inverted, where
the leading jet pT distribution can be fully inspected in the appropriate regime, and
another, with the leading jet pT inverted, such that the data / MC over the full
EmissT distribution can be validated. For regions 2-4 three inverted selections are re-
quired to sufficiently suppress signal, so three regions are required to validate each
of the inverted thresholds. Signal contamination is further suppressed by applying
a lower threshold on mWjj , since in signal the dijet system not including the c-tagged
jet is expected to either include an ISR jet or to originate from a low mass squark.
An overview of the VR definitions is given in table 5.7.
The background composition is compared for SR3 and VR3 A-C in figure 5.31,
and the corresponding flavour compositions for the leading charm-tagged jet in figure
5.32. The complete set can be found in appendix B.9. The change in the kinematic
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VR1 VR2 VR3 VR4 VR5
Trigger EmissT triggers
Leptons 0 e AND 0 µ
EmissT [GeV] > 500
∆φmin(jet,E
miss
T ) [rad] > 0.4
Nc−jets ≥ 1
mWjj [GeV] > 125
Njets ≥ 2 ≥ 3 ≥ 3 ≥ 3 ≥ 3
Leading jet c-tag veto yes yes yes yes no
pj1T [GeV] > 250 > 250 > 250 > 250 > 300
pc1T [GeV] < 100 > 60 > 80 > 100 > 200
mcT [GeV] > 250 ∈ (300, 450) ∈ (300, 400) ∈ (300, 500) > 400
A
EmissT [GeV] < 350 < 350 < 350 < 350 < 350
pj2T [GeV] − < 175 < 200 < 200 −
B
pj1T [GeV] < 350 < 350 < 350 < 350 −
pj2T [GeV] − < 175 < 200 < 200 < 175
C
EmissT [GeV] − < 350 < 350 < 350 −
pj1T [GeV] − < 350 < 350 < 350 −
Table 5.7: Overview of the VR selection criteria. Njets and Nc−jets indicate the
total number of jets and c-jets, respectively; pj1T and p
j2
T indicate the transverse
momentum of the leading and sub-leading jet; and pc1T is the transverse momentum
of the c-jet with the highest pT .
thresholds results in different background compositions between the VRs and SR3.
The mcT requirement is increased for all VRs which reduces the contribution from
W → τν events where the τ -lepton is mis-tagged. Inverting the EmissT threshold
increases the relative contribution from tt¯ events which then leads to an increased
fraction of b-jets. The level of agreement in the flavour composition of the leading
charm-tagged jet between the VRs and SR3 is considered sufficient, with roughly
similar fractions for each flavour and a consistent ranking of the most important
flavour contributions across each of the regions.
The VRs are not included in the statistical fit to the data. Instead, the normal-
isations derived from the background-only fit described in section 5.11 are applied in
the VRs. The same normalisations are applied to the SRs, so that if the modelling
in the VRs is satisfactory, the extrapolation from the CRs to the SRs is validated.
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Figure 5.31: Background compositions in SR3 and its corresponding VRs. (a) SR3
and its corresponding validations regions (b) A, (c) B and (d) C.
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Figure 5.32: Flavour compositions for the leading charm-tagged jet in SR3 and its
corresponding VRs. (a) SR3 and its corresponding validations regions (b) A, (c) B
and (d) C.
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5.9 Systematic Uncertainties
Systematic uncertainties must be included for any input parameters that affect the
estimate of the predicted yields in the SRs. These uncertainties can be organised
into two broad categories: experimental uncertainties and theory uncertainties. Ex-
perimental uncertainties result from the finite precision of the detector response and
calibration procedures. Theory uncertainties are related to the imperfect modelling
of physics processes. Each of these systematic uncertainties is evaluated by applying
variations according to the measured uncertainty and assessing the impact on the
region yields. Each is then treated by including an associated nuisance parameter
(NP) in the likelihood fits as described in the following sections. The full list of
experimental uncertainties is given below:
• Jet energy scale JES: uncertainties related to the calibration of the JES as
described in section 4.4.4. A total of 80 systematic uncertainties are associated
with the calibration process. Such a large list of additional uncertainties would
be cumbersome to evaluate, instead a reduced set of four systematics is used.
These sets aim to reproduce the uncertainty correlations across jet pT and η.
The reduction, described in Ref. [174], is performed by adding uncertainties
of smaller magnitude in quadrature to reduce the list, then grouping the dom-
inant sources into regions of pT and η where they are most relevant. A number
of grouping procedures were compared in Z → νν events, with similar results.
• Jet energy resolution JER: the jet energy is smeared within its uncertain-
ties, determined in dedicated studies according to Ref. [214].
• Jet vertex tagger JVT: the scale factors associated to the JVT tagger used
for pileup suppression are varied according to the measured uncertainty.
• Charm tagging: an NP is included for the tagging efficiency of b−, c− and
l−jets. Additional uncertainties are included for the extrapolation to high
pT from the efficiency at low pT.
• Missing transverse energy: the variations applied to physics objects are
propagated to the EmissT calculation. Additional variations are applied to ac-
count for uncertainties in the resolution and scale of the soft term.
• Lepton resolution, reconstruction and identification: NPs are included
to account for energy scale and resolution, separately for electrons and muons.
Additional uncertainties associated to the scale factor corrections for lepton
identification efficiencies are evaluated.
• Pileup reweighting: pileup-dependent weights are applied to MC events
to ensure that the pileup distribution matches the data. An additional scale
factor is applied to the value of < µ > to calibrate the MC to the pileup dis-
tribution observed in data. This scale factor is varied up and down according
to its measured uncertainty.
• Luminosity: the uncertainty on the total integrated luminosity is determined
to be 3.2% [215], which is taken into account as an additional systematic.
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The dominant experimental uncertainties are those originating from the JES and
the c-tagging efficiency. They are found to be 7−9% and 5−8% respectively across
all of the regions.
Theory uncertainties are estimated by applying systematic variations of the input
parameters for the MC. These variations are applied for SR-like, CR-like and VR-
like selections. The theory uncertainties are derived separately for V+jets, tt¯ and
diboson processes.
Apart from the selections, theoretical uncertainties in the modelling of W+jets
and Z+jets are treated identically and treated as fully correlated among all regions.
The merging scale, which divides particles into sets that are treated by either the ME
or parton shower calculation, is varied from a nominal value of 20 GeV by ±10 GeV.
The resummation scale used for the resummation of soft gluon emissions is varied by
a factor of
√
2 and 1/
√
2 and the factorisation and renormalisation scales are both
varied by factors of 0.5 and 1.5. The input PDF set is also varied using adjusted
NNPDF3.0NNLO replicas: MMHT2014NNLO [216] and CT14NNLO [217]. An additional
uncertainty is included for 100 internal variations of the nominal PDF set using the
LAPDF [218] tool. The renormalisation scale and PDF uncertainties are dominant,
ranging from 6− 11% and 7− 15% respectively across the SRs.
For tt¯, hadronisation and parton showering uncertainties are evaluated using al-
ternative samples generated with POWHEG-BOX v2 [219] and showered using Herwig++
v2.7.1, using the UEEE5 [220] underlying event tune. ISR and final-state radiation
modelling uncertainties, as well as those associated to the resummation scale and
parton shower tune are estimated by varying the settings of POWHEG-BOX v2 for the
event generation. Generator level uncertainties are estimated with samples gener-
ated using Sherpa 2.2.1.
For diboson theory uncertainties, alternative samples are used with the resum-
mation, normalisation and factorisation scales varied. To account for the specific
choice of electroweak parameters an additional 15% normalisation uncertainty is ap-
plied. Other backgrounds with small contributions to the SRs are simply attached
an uncertainty of 100% to save processing time. Due to low contributions this has
little impact on the results of the analysis.
Heavy flavour modelling uncertainties are mitigated by the MC normalisation to
the yields in the CRs. Additional uncertainties arising from the extrapolation from
the CRs to the SRs are considered. The case of V+jets and tt¯ are studied separately:
• V+jets: all jets in these processes arise from initial- and final-state radi-
ation. The normalisation for the SR is derived by fitting the CRs to the data,
effectively correcting the heavy flavour production cross section. However, if
the relative contributions from different flavours are mis-modelled, the relat-
ive cross section for heavy flavour production will not be fully correct. This
is the case in some W+jets regions (see appendix B.6). For these regions an
additional systematic is derived by varying the yield of the heavy flavour com-
ponent in the CR up and down by ±σ, where σ is taken to be the uncertainty
on the cross section as measured in Ref. [221].
• tt¯ : in tt¯ events heavy flavour jets can arise either from initial/final-state radi-
ation or from hadronic tt¯ decay. In the case of hadronic tt¯ decay no additional
uncertainty needs to be introduced. The relative fraction of tt¯ events in the
CRs and SRs in which the heavy flavour jet is from ISR is relatively small,
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between 4% and 12% across all regions. No additional uncertainty is intro-
duced for the heavy flavour cross section in tt¯ regions.
Uncertainties on the SUSY signal simulation are also considered. Experimental
uncertainties are included in the same way as for the backgrounds. The total exper-
imental uncertainty in the signal yields was found to be 11-24% across the t˜1/t˜1− χ˜01
mass plane. The dominant uncertainty in all SRs is that associated to the c-tagging
efficiency, which is largely dependent on the squark mass, varying between 10-20%
in the mass range 300-1000 GeV. Additional uncertainties in the acceptance and
efficiency of the SUSY signal MC samples are considered, due to the variation of
the QCD coupling constant αS, the renormalisation and factorisation scales, the
CKKW scale used to match the parton shower and matrix element descriptions,
and the parton shower tunes. The total magnitude of these uncertainties ranges up
to about 13%, depending on the signal region and sparticle masses considered.
5.10 Statistical Procedure
This section provides details of the statistical treatment used to assess whether there
is evidence of a significant excess of data in the SRs and, if no excess is observed,
to determine the region of the stop and LSP mass plane that can be disfavoured at
the 95% confidence level.
5.10.1 Likelihood Construction
The predicted yield in a given region is:
N = µsns(1 +
∑
j
θjsσ
j
s) +
∑
i
µibn
i
b(1 +
∑
j
θjbσ
ij
b ) (5.15)
where µs is the signal strength, corresponding to zero for the background-only hy-
pothesis, and ns is the expected signal yield. µib is the normalisation for background
process i and nib its expected yield, where the index i runs over each of the simulated
backgrounds and µib = 1 for processes estimated using MC only. The θjs are the
NPs associated with each of the systematic uncertainties, with the index j running
over the complete set, and σij is the corresponding standard deviation for the jth
uncertainty for process i.
The number of events observed in a given region is Poisson distributed with mean
N determined by the predicted yield in equation 5.15. For single-bin regions, the
likelihood function L is constructed from the product of the individual probability
density functions as follows:
L(nobs,θ0|µs ,µb,θ) = PSR × PCR × Csyst
= P (nobsSR|NSR(µs,µb,θ))×
∏
i∈CR
P (nobsi , Ni(µs,µb,θ))× Csyst(θ0,θ)
(5.16)
where nobs is the observed yield for a given region. The Csyst(θ0,θ) term is added
to take into account the probability of a given systematic fluctuating by amount θi,
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to reproduce the variations observed according to equation 5.15. If the systematics
are assumed to be subject to Gaussian fluctuations the term will take the form:
Csyst(θ
0,θ) =
∏
j∈S
G(θ0j − θj) (5.17)
where S denotes the full set of included systematics. The θ0 are auxiliary meas-
urements, which are set to zero for the fitting procedure, but can be varied when
generating pseudo-experiments for the profile likelihood ratio. The µs, µb and θ
parameters are estimated by maximising the likelihood, which is done numerically.
The likelihood construction and minimisation is implemented using HistFitter [193]
interfaced with the HistFactory [222] package.
5.10.2 Hypothesis Testing
It is customary to quote the probability of an observation in terms of the significance
Z, given by
Z = Φ−1(1− p) (5.18)
where Φ−1 is the inverse of the cumulative Gaussian distribution and p is the prob-
ability, or p-value, of the observation under the null hypothesis. In this sense Z is
a measure of the number of Gaussian σ that an observation deviates from the null
hypothesis. For this analysis the following tests are performed:
1. First, the compatibility of the observed yields in the SRs with the background-
only hypothesis. A rejection of the background-only hypothesis with a confid-
ence of > 5σ is the target for declaring a significant excess of data against the
SM prediction.
2. If no such excess is observed, the objective is to set limits in the squark /
LSP mass plane by excluding the signal hypothesis. A signal is considered
excluded if the signal plus background hypothesis is rejected with a confidence
of Z > 3σ.
The probability for the hypothesised signal strength µs is determined using the
profile likelihood ratio λ(µs), defined as
λ(µs) =
L(µs, ˆˆµb,
ˆˆ
θ)
L(µˆs, µˆb, θˆ)
. (5.19)
The likelihood L is defined as in equation 5.16. In the numerator, ˆˆµb and
ˆˆ
θ are the
vectors of parameters that maximise L for a fixed µs hypothesis. In the denominator,
µˆs, µˆb and θˆ are the signal strength and set of background normalisations and NPs
that maximise the likelihood with the signal strength allowed to vary in the fit. Thus
the statistic λ(µs) is a function of the hypothesised signal strength, and satisfies the
inequality 0 ≤ λ(µs) ≤ 1. If λ(µs) = 1, the hypothesised value of µs corresponds to
the best possible description of the data, given the model.
The profile likelihood ratio is used to define the test statistic tµs :
tµs = −2 lnλ(µs). (5.20)
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Higher values of tµs indicate a greater degree of incompatibility between the data and
the hypothesised µs. The p-value is determined from the probability distribution
function associated to the test statistic:
pµs =
∫ ∞
tµs
f(tµs|µs)dtµs . (5.21)
The integrand f(tµs |µs) is approximated according to Ref. [223], and its evaluation
is performed using HistFitter interfaced to the RooStats [224] software tool.
The test statistic is adjusted according to whether the test is for discovery, case
(1) above, or exclusion, case (2) above. In case (1) the test statistic q0 is used,
defined by
q0 =
{
−2 lnλ(0) µˆs ≥ 0,
0 µˆs ≤ 0.
(5.22)
This definition encodes the assumption that the presence of a signal should only
increase the expectation value of the event rate. Thus in the case of an under-
fluctuation in the observed data, the background-only hypothesis is automatically
accepted. For case (2), tµs is instead adjusted in the following way:
qµs =
{
−2 lnλ(µs) µˆs ≤ µs,
0 µˆs > µs.
(5.23)
In this definition the signal model will not be excluded if the observed data suggests
that µˆs > µs.
The test statistics q0 and qµs can be used to place a confidence limit CL on the
possible signal models, representing a bound on the set of models that are excluded
with a minimum probability α, namely:
1− CL ≥ α = pµs . (5.24)
This definition of the CL may however produce spurious results in some cases. For
example, if the observed data represents a large under-fluctuation compared with
the expected background, signal models that predict no events in the region may
be excluded at 95% confidence. Thus the analysis may exclude signals to which it
is not sensitive. To counter this effect, the CLs method [225] is adopted, where the
p-value for the signal is normalised to the confidence limit in the background-only
hypothesis to define CL as follows:
1− CL ≥ CLs = pµs
1− pb . (5.25)
The CLs method is a conservative approach, bounded by the definition given in
equation 5.24. It is penalised in the case that the confidence in the background-
only hypothesis is low, increasing CLs such that the model is no longer excluded
according to the condition in equation 5.25.
5.11 Background-only Fit
The background-only fit is implemented according to section 5.10.1, with the signal
strength set to zero, fitting only the CRs to determine µb and θ. From the covari-
ance matrix of the fitted parameters, total error on the background extrapolation is
132
Fit parameter SR1 SR2 SR3 SR4 SR5
µW 1.13
+0.20
−0.43 1.20
+0.44
−0.45 1.70
+0.45
−0.42 1.49
+0.37
−0.32 1.28
+0.33
−0.26
µZ 1.35
+0.27
−0.40 1.34
+0.26
−0.22 1.22
+0.28
−0.23 1.29
+0.29
−0.22 1.30
+0.32
−0.23
µTop 1.15
+0.38
−0.28 1.28
+0.54
−0.48 0.86
+0.33
−0.35 0.80
+0.34
−0.30 1.01
+0.45
−0.30
Table 5.8: Normalisation factors after the background-only fit. The central values
with the detector-related systematic uncertainties, corresponding to one standard
deviation, are reported.
estimated according to:
σ2b,tot =
n∑
i
(
∂b
∂ηi
)2
σ2ηi +
n∑
i
n∑
j 6=i
ρij
(
∂b
∂ηi
)(
∂b
∂ηj
)
σηiσηj (5.26)
where ηi are the fit parameters, with the index i running over the NPs θi and back-
ground normalisations µib. The ρij are the correlation coefficients between paramet-
ers ηi and ηj, and σηi is the standard deviation for the ith parameter. In total there
are five fit configurations: one for each SR. The normalisation for each fitted back-
ground in each of the SRs is summarised in table 5.8. The central values for µTop
are anti-correlated µW (see figure 5.33), with large uncertainties. This is due to the
mutual contamination in the single lepton CRs; for regions where the tt¯ component
has a high normalisation, the fitted µW is squeezed to lower values in the fit, and
vice versa. The tt¯ contribution in the SRs is relatively low and the effect on the
results is not too severe.
Figure 5.34 shows comparisons between data and MC in selected distributions
in the CRs, after rescaling by the normalisations derived in the background-only
fit. Good agreement between data and prediction is seen in each of the regions.
Figure 5.35 shows the comparison between the observed and predicted yield in each
of the VRs after applying the background normalisations. The number for each
VR indicates which CRs were used to derive the normalisations. For example,
regions VR1A and VR1B share normalisations derived from CRs corresponding
to SR1. The ratio of data to prediction fluctuates as expected, with no evidence
of significant mis-modelling of the background observed. Thus the extrapolation of
the normalisation factors from the CRs is validated.
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Figure 5.34: Selected comparisons between data and expectation after the
background-only fit for the Emiss,corrT distribution in (a) Z CR1, (c) W CR2 and
(e) Top CR3, and for the mcT distribution in (b) Z CR5, (d) W CR4 and (f) Top
CR5 . The contributions from all SM backgrounds are shown as a histogram stack.
The shaded band indicates the detector-related systematic uncertainties and the
statistical uncertainties of the MC samples. The error bars on the data points in-
dicate the data’s statistical uncertainty. The lower panel shows the ratio of the data
to the SM prediction after the background-only fit.
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Figure 5.35: Comparison of the number of data events and predicted SM yield in
each VR. The normalisation of the backgrounds is obtained from the fit to the CRs.
The shaded band indicates the total background uncertainty. The lower panel shows
the pulls, estimated as the difference between the observed number of events (nobs)
and the predicted background yields (npred) divided by the total uncertainty (σtot).
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5.12 Results
After the validation of the extrapolation procedure, the data yields in the SRs can
be compared to the prediction. The observed event yields and expected signal yields
in each SR are summarised in table 5.9 and illustrated in figure 5.36. Table 5.9 also
shows upper limits on the visible cross section at the 95% confidence level, 〈σvis〉95obs,
for non-SM processes in each SR, as well as the derived upper limit on the number
of signal events, S95obs. Finally, the table shows the p-value for the background to
fluctuate to the observed yield if no signal is present, p(s = 0). The upper limit at
the 95% confidence level is also shown for the expected background in each region,
S95exp. These upper limits are derived in a model independent way using the test
statistic given in 5.22, under the background-only hypothesis, and with the SRs
included in the fit. The uncertainty on the Z → νν background is the dominant
uncertainty in each SR. The total uncertainty on the background prediction ranges
from 15-20% for the SRs. No significant excess was seen in any of SRs, with a slight
over-fluctuation seen in SR2 and under-fluctuations observed in all other SRs, less
than 1σ in each case. The smallest p-value for a fluctuation of the background to
the observed data is 0.41 in SR2, with the p-value defaulting to 0.5 in the case of an
under-fluctuation. The post background-only fit EmissT distributions comparing data
and MC are shown in figure 5.37, with benchmark signals for each region overlaid.
Each of these distributions shows good agreement between data and MC.
The statistic given in 5.23 is used to derive 95% confidence limits under the
signal plus background hypothesis in the squark / LSP mass plane, with a signal
model excluded if the CLs is less than 0.05. The limits are shown in figure 5.38,
and for the mass difference versus the squark mass in figure 5.39. The contours are
built using the most sensitive SR for each signal model, with the transitions between
signal regions visible in figure 5.38 at approximately (480, 400) GeV for SR2 to SR3
and (500, 300) GeV for SR3 to SR4. Superimposed are the limits obtained from
the Run 1 analyses and the 13 TeV ATLAS monojet analysis [226], targeting events
with EmissT and an energetic jet, which has sensitivity in the compressed region of
the parameter space. The monojet analysis improves on the sensitivity achieved
by this analysis in models where the c-quarks are too low in pT to meet the jet
reconstruction threshold, and therefore cannot be tagged.
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Figure 5.36: Comparison of the numbers of data events and predicted SM yields in
each signal region. The normalisation of the backgrounds is obtained from the fit to
the CRs. The shaded band indicates the total background uncertainty. The lower
panel shows the pulls, estimated as the difference between the observed number
of events (nobs) and the predicted background yields (npred) divided by the total
uncertainty (σtot).
138
1−10
1
10
210
310
410
510
Ev
en
ts
 / 
10
0 
G
eV Data
SM total
Z + jets
W + jets
Top
Diboson
Other
)=(400,370) GeV0
1
χ∼, 1t
~
m(
ATLAS
-1
 = 13 TeV, 36.1 fbs
SR1
500 600 700 800 900 1000 1100 1200
 [GeV]missTE
0
0.5
1
1.5
2
D
at
a 
/ S
M
(a)
1−10
1
10
210
310
410
510
Ev
en
ts
 / 
10
0 
G
eV Data
SM total
Z + jets
W + jets
Top
Diboson
Other
)=(450,370) GeV0
1
χ∼, 1t
~
m(
ATLAS
-1
 = 13 TeV, 36.1 fbs
SR2
500 550 600 650 700 750 800 850 900 950 1000
 [GeV]missTE
0
0.5
1
1.5
2
D
at
a 
/ S
M
(b)
1−10
1
10
210
310
410
510
Ev
en
ts
 / 
10
0 
G
eV Data
SM total
Z + jets
W + jets
Top
Diboson
Other
)=(500,350) GeV0
1
χ∼, 1c
~m(
ATLAS
-1
 = 13 TeV, 36.1 fbs
SR3
500 550 600 650 700 750 800 850 900 950 1000
 [GeV]missTE
0
0.5
1
1.5
2
D
at
a 
/ S
M
(c)
1−10
1
10
210
310
410
510
Ev
en
ts
 / 
10
0 
G
eV Data
SM total
Z + jets
W + jets
Top
Diboson
Other
)=(600,250) GeV0
1
χ∼, 1c
~m(
ATLAS
-1
 = 13 TeV, 36.1 fbs
SR4
500 600 700 800 900 1000 1100 1200
 [GeV]missTE
0
0.5
1
1.5
2
D
at
a 
/ S
M
(d)
1−10
1
10
210
310
410
510
Ev
en
ts
 / 
10
0 
G
eV Data
SM total
Z + jets
W + jets
Top
Diboson
)=(750,250) GeV0
1
χ∼, 1c
~m(
ATLAS
-1
 = 13 TeV, 36.1 fbs
SR5
500 600 700 800 900 1000 1100 1200
 [GeV]missTE
0
0.5
1
1.5
2
D
at
a 
/ S
M
(e)
Figure 5.37: Comparison between data and expectation after the background-only
fit for the EmissT distribution (a) in SR1, (b) in SR2, (c) in SR3, (d) in SR4, and
(e) in SR5. The shaded band indicates the detector-related systematic uncertainties
and the statistical uncertainties of the MC samples, while the error bars on the data
points indicate the data’s statistical uncertainty. The final bin in each histogram
includes the overflow. The lower panel shows the ratio of the data to the SM
prediction after the background-only fit. In each plot, the distribution is also shown
for a representative signal point.
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Yields SR1 SR2 SR3 SR4 SR5
Observed 59 33 23 53 27
Total SM 61± 11 32± 5 31± 6 59± 11 31± 5
Z+jets 37.1± 7.8 16.7± 3.2 17± 5 34± 8 20± 4
W+jets 11.2± 5.1 6.5± 2.3 8.4± 2.0 15± 4 5.9± 1.5
Top 5.4± 2.0 5.6± 2.6 2.0± 2.0 3.1± 1.8 1.7± 0.7
Diboson 6.3± 2.1 2.7± 1.7 2.4± 0.7 5.9± 2.3 3.2± 1.6
Other 0.6± 0.1 0.5± 0.1 0.5± 0.1 1.0± 0.1 0.3± 0.1
Signal benchmarks
(mt˜1 ,mχ˜01) = (450, 425) GeV 22.7± 4.0 9.1± 2.6 1.6± 1.0 1.84± 0.71 0.45± 0.27
(mt˜1 ,mχ˜01) = (500, 420) GeV 18.3± 3.4 19.7± 4.9 15.2± 4.1 8.0± 2.2 1.26± 0.64
(mt˜1 ,mχ˜01) = (500, 350) GeV 5.4± 2.0 11.6± 3.3 26.1± 6.7 18.7± 5.4 3.0± 1.1
(mt˜1 ,mχ˜01) = (600, 350) GeV 1.91± 0.87 3.2± 1.3 10.5± 3.0 24.0± 5.9 7.0± 2.2
(mt˜1 ,mχ˜01) = (900, 1) GeV 0.67± 0.19 0.61± 0.21 1.61± 0.50 11.7± 2.0 10.2± 1.8
〈σvis〉95obs [fb] 0.67 0.46 0.33 0.59 0.40
S95obs 24.2 16.6 11.9 21.3 14.3
S95exp 24.4
+13.2
−7.6 16.0
+5.6
−4.4 15.0
+5.2
−3.1 24.9
+9.6
−7.1 15.3
+6.8
−2.2
p(s = 0) 0.5 0.41 0.5 0.5 0.5
Table 5.9: Observed and expected yields for all the SRs considered in the analysis.
The uncertainties include experimental, theoretical, and MC statistical uncertain-
ties. Benchmark signal model yields are also given for each SR. The lower part of
the table reports the 95% confidence level upper limits on the visible cross section,
〈σvis〉95obs, on the number of signal events, S95obs, and on the number of signal events
given the expected number (and ±1σ excursions of the expectation) of background
events, S95exp. The discovery p-value, p(s = 0), where s is the number of signal events,
is also reported. The value of 0.5 is assigned in the case of a downward data fluc-
tuation where the number of observed events is less than the expected number of
events.
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Figure 5.38: Observed and expected exclusion contours at the 95% confidence limit,
as well as ±1σ variation of the expected limit, in the t˜1, c˜1–χ˜01 mass plane. The SR
with the best expected sensitivity is adopted for each point of the parameter space.
The solid band around the expected limit (dashed line) shows the impact of the
experimental and SM background theoretical uncertainties. The dotted lines show
the impact on the observed limit of the variation of the nominal signal cross section
by ±1σ of its theoretical uncertainties. The observed limit from the monojet search
at
√
s = 13 TeV [226] and from the Run-1 analysis at
√
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∆m denotes mt˜1,c˜1 −mχ˜01 .
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Figure 5.39: Observed and expected exclusion contours at the 95% confidence limit,
as well as ±1σ variation of the expected limit, in the mt˜1,c˜1–∆m plane, where ∆m
denotes mt˜1,c˜1 −mχ˜01 . The SR with the best expected sensitivity is adopted for each
point of the parameter space. The solid band around the expected limit (dashed line)
shows the impact of the experimental and SM background theoretical uncertainties.
The dotted lines show the impact on the observed limit of the variation of the
nominal signal cross section by ±1σ of its theoretical uncertainties. The observed
limit from the monojet search at
√
s = 13 TeV [226] and from the Run-1 analysis
at
√
s = 8 TeV are also overlaid.
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5.12.1 Summary
A selection has been designed to target SUSY signal models with EmissT , c-jets and
zero leptons in the final state. This chapter has provided a recap of the theoretical
motivations for such models first given in chapter 2 followed by a detailed description
of the SR development and the procedures for estimating the background contribu-
tions and systematic uncertainties. The statistical treatment used to interpret the
results was also presented.
No significant excess above SM predictions was observed by this analysis, and
stringent limits were placed in the squark and LSP mass parameter space, with a stop
decaying to charm quarks disfavoured up to a mass of 500 GeV for a corresponding
LSP mass of 420 GeV. The limits on the mass of the stop quark are similar to those
obtained in a related search performed by CMS in Ref. [227], with less reach in the
highly compressed limit by around 50 GeV. Scharms are disfavoured up to a mass
of 850 GeV in the case of a LSP in the approximate mass range 0-300 GeV.
The results of the analysis significantly extend previous limits shown in figure
5.1. These results are based on pp collisions collected by the ATLAS detector in 2015
and 2016. These data represent only a quarter of the total integrated luminosity
delivered by the LHC by the end of Run 2; with the SR yield estimates domin-
ated by statistical uncertainties, extending this analysis to the total Run 2 dataset
will improve its sensitivity further. The LHC is currently being upgraded, and will
operate at a centre-of-mass energy of 14 TeV following its current shutdown. The
resulting increase in cross-section for high mass squarks will allow them to be tar-
geted by re-optimised SRs. This analysis was designed for sensitivity to a broad
class of SUSY models with c-jets and EmissT in the final state, over a large range of
masses in the squark-LSP parameter space. Further adaptions may be made in the
future to target more specific models, for example dedicated MVA models trained
for individual pairs of squark-neutralino masses, directly extending sensitivity to
high mass squarks and neutralinos.
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6 | Soft b-tagging in Compressed SUSY
Scenarios
This analysis was the second major strand of the author’s PhD research and makes
up a key component of the work published in Ref. [2]. The objective for this
analysis was to develop a tagging algorithm for the identification of low momentum
b-hadrons with the ATLAS detector. This was successful and the soft b-tagging
reconstruction software developed by the author is now integrated into Athena, the
ATLAS software framework. At the time of writing the calibration of this tagger is
underway, and it is finding use in the optimisation of new SRs targeting compressed
SUSY models.
6.1 Compressed SUSY Scenarios
As discussed in sections 2.3.3 and 5.7.2, compressed SUSY models are both theoretic-
ally appealing and challenging to target. A small mass difference ∆m = mt˜1/b˜1−mχ˜01
between the squark and the LSP can result in decay products that are too low in
pT to be reconstructed by the calorimeter system and therefore beyond the reach
of conventional flavour tagging methods. Current ATLAS searches targeting direct
stop and sbottom production make use of b-tagged jets and their sensitivity to mod-
els in the compressed regime is limited. Figures 6.1a and 6.1b show the exclusion
limits set by stop and sbottom searches using 36.1 fb−1 of data collected by ATLAS
in Run 2 [228, 229]. Both searches lose sensitivity as the mass difference between the
squark and the LSP approaches zero. The same effect can be seen in the t˜1 → cχ˜01
search presented in the previous chapter; figure 5.39 shows a clear gap in sensitivity
for low ∆m.
Figure 6.2a shows the pT spectrum for b-hadrons resulting from stop four-body
and sbottom decays with ∆m = 20 GeV. The pT spectrum peaks at a lower value for
the stop decay due to the higher multiplicity of decay products. Figure 6.2b shows
the b-tagged jet multiplicity again comparing stop four-body and sbottom signals.
For both signals the b−hadrons have pT < 30 GeV in most cases, often yielding
calorimeter clusters below the threshold of standard jet reconstruction. These b-
hadrons are therefore beyond the reach of conventional b-tagging methods. This is
shown by the low multiplicity of b-tagged jets. In some cases very soft b-hadrons
may still be tagged with low probability, for example if they are incorporated into
a nearby calorimeter jet by the anti-kt algorithm.
The defining characteristic of compressed stop and sbottom signals is the pres-
ence of low momentum b-hadron that cannot be identified by flavour tagging based
on calorimeter jets. The method of soft-tagging is an innovation that circumvents
this difficulty by aiming to reconstruct the SV from the b-hadron decay independ-
ently of calorimeter jet reconstruction. By tagging soft b-hadrons, sensitivity to
compressed signals may be recovered. The objective for the analysis presented in
this chapter was to develop soft-tagging for use in third-generation SUSY searches
with the ATLAS detector. Two main approaches were investigated: one approach
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(a) (b)
Figure 6.1: Sensitivity in the squark and LSP mass plane for (a) Run 2 sbottom and
(b) stop analyses by ATLAS. The contours show the expected and observed exclusion
limits at 95% confidence. Superimposed are the limits obtained by previous ATLAS
analyses. Taken from Refs. [228, 229].
attempts to reconstruct SVs from collections of tracks, the other applies the tagging
algorithms described in section 4.4.5 to anti-kt jets reconstructed from tracks only.
The former approach was the main contribution of the author to the soft-tagging
efforts at ATLAS and the algorithm development, tagging performance and calib-
ration strategy are described in section 6.2. In section 6.2.7 soft tagging in low
momentum track jets is briefly described and the performance of the two methods
is compared.
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Figure 6.2: (a) pT spectrum and (b) b-tagged jet multiplicity in compressed stop
and sbottom signals. The mass splitting for each signal is ∆m = 20 GeV and the
b-tagging algorithm is MV2c10 with a fixed 77% efficiency OP, applied to anti-kt
calorimeter jets.
6.2 Soft b-tagging by Track Clustering
In a typical pp collision event, hundreds of tracks are reconstructed in the ID, arising
primarily from PVs. On the other hand, a typical b-hadron decay will result in a
handful of reconstructed tracks. Soft b-tagging by track clustering aims to identify
the SV that results from the decay of low momentum b-hadrons based on tracking
information. Clusters of tracks are formed from regions of the detector with a high
density of displaced tracks in close proximity. These form candidate SVs which may
then be reconstructed using vertexing algorithms. A similar approach was used for a
BB¯ angular correlation measurements [230] and for compressed stop searches [231]
by CMS.
This soft b-tagging algorithm takes all reconstructed tracks in an event as input
and outputs a container of reconstructed SVs. The main steps of the algorithm are
outlined below:
• Common track selection: the algorithm performs a first pass through the
container of reconstructed tracks in the event, applying a preselection to filter
out poor quality tracks or tracks that are likely to originate from pileup. Tracks
are required to satisfy the following preselection criteria:
1. fall within |η| < 2.5, the region of the detector covered by the ID.
2. have at least seven hits in the silicon detectors.
3. have no more than one hit in a module shared by another track.
4. have no more than two holes in the silicon detectors.
5. have no more than one hole in the pixel detector.
6. if a module is shared, the requirement on the number of pixel detector
hits is increased to ten.
7. for pileup rejection, any track is rejected if it was used in the fit of a
reconstructed PV that is not the hard-scatter vertex.
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8. tracks are removed if they are associated to a calorimeter jet using ghost
association (see section 4.4.4). This requirement serves two purposes:
first, it reduces the overlap between soft b-tagging and conventional b-
tagging by removing the possibility to identify b-hadrons within jets.
These b-hadrons can in most cases be tagged by an arbitrarily loose MV2
based tagger and are not the primary focus of this algorithm. Second, a
large number of background tracks in the event can be associated to a jet
in this way. Thus it also serves as useful discriminant for rejecting tracks
that did not originate from a soft b-hadron.
• Seed track selection: a collection of seed tracks is selected during a first
pass through the filtered track container. Seed tracks must satisfy strict se-
lection criteria based on pT and impact parameter significance, optimised to
preferentially select tracks originating from a b−hadron decay.
• Cluster track selection: tracks are clustered to seeds based on a separate
set of selection criteria, by performing a second pass through the filtered track
container. These criteria are based on the 3D track-track distance, angular
separation and requirements on the impact parameter significance. After the
cluster track selection, a set of track clusters, one for each seed, is stored by
the algorithm. Any seeds with no clustered tracks are removed.
• Secondary vertex reconstruction: the track clusters are supplied to a
vertex reconstruction algorithm for the reconstruction of any SVs within the
cluster. The final output of this algorithm is a collection of reconstructed
vertices.
Each of the above steps is described in further detail in the following sections.
6.2.1 Seed Track Selection
The seed track selection is designed to identify tracks that are likely to have origin-
ated from a b-hadron. To optimise the selection, a sample of simulated “signal” tracks
was obtained from b˜1 → bχ˜01 and t˜1 → bff ′χ˜01 events generated using MadGraph, as
for the signals used in chapter 5, with the inputs adapted according to the physics
process. The mass of the sbottom was set to 600 GeV and the mass of the stop to
400 GeV, in both cases the mass difference was set to 20 GeV. A reconstructed track
is associated to the b-hadron using a truth-matching probability score, calculated as
the weighted fraction of hits in a track with a common origin according to the truth
record. This score ranges from 0-1 and provides a measure of the probability that
a reconstructed track originated from a given truth particle. For this analysis, the
truth-match probability is required to be > 0.75.
A sample of simulated “background” tracks not originating from b-hadrons was
obtained from Z → νν events, generated as in section 5.5, with a truth filter applied
to veto any events with a truth b− or c−hadron. The events were also filtered such
that the maximum of the scalar sum of pT of the visible objects in the event and the
truth pT of the Z, must fall in the range 280-500 GeV. This sample was chosen as
representative of the main expected background for a soft-tagging based SR.
146
 [GeV]
T
seed track p
0.5 1 1.5 2 2.5 3
re
la
tiv
e 
co
un
ts
0
0.05
0.1
0.15
0.2
0.25
0.3
signal
background
Loose Tight
(a)
seed track d0 significance
0 0.5 1 1.5 2 2.5 3
re
la
tiv
e 
co
un
ts
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
0.22
0.24
signal
background
Loose Tight
(b)
Figure 6.3: (a) Track pT and (b) d0 significance in signal and background tracks.
Example thresholds are shown for a loose and tight OP. The signal tracks are taken
from tracks that are truth-matched to a b-hadron originating from a sbottom decay
in simulated b˜1 → bχ˜01. The background tracks are taken from Z → νν simulated
events with a truth veto on b− and c−hadrons.
A number of variables were explored for the seed selection; the most effective
were found to be the track pT and the transverse impact parameter significance,
defined as:
Sd0 =
d0
σ(d0)
, (6.1)
where σ(d0) is the uncertainty on d0, taken from the covariance matrix associated to
the track fit parameters. Sd0 essentially measures the level of inconsistency between
the track d0 and the PV0, measured in standard deviations. A lower threshold is
applied for each of these variables, with the value depending on the OP chosen. Sig-
nal and background track distributions, along with example thresholds for a “tight”
and “loose” OP are shown in figure 6.3. Track pT is the most effective discrimin-
ant, with tracks from b-hadrons tending to higher pT. A tight threshold is applied
to select high pT seeds. Signal tracks also tend to be displaced, tending to higher
values of Sd0. The contribution from background tracks at higher displacement is
due primarily to resolution effects, with a secondary contribution from other weakly
decaying, long-lived, particles, for example K0S.
6.2.2 Cluster Track Selection
Following the seed selection, a list of displaced candidate tracks is prepared by
applying a lower threshold on Sd0. The distribution of Sd0 for truth-matched (to a
b-hadron) and non-matched candidate cluster tracks is shown in 6.4a. Candidate
tracks are then clustered to seeds based on geometric proximity to locate regions
of the detector with high density of displaced tracks. Both the angular and spatial
separation are considered, measured as follows:
• Angular separation: the angular separation between the four-vector of the
seed track and the cluster track, measured at the perigee. This defines a
cone surrounding the seed track; any candidate must fall within this cone to
be included in the cluster. Figure 6.4b shows the ∆R between the seed and
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Figure 6.4: (a) Candidate cluster track impact parameter significance, (b) track-
seed ∆R and (c) track-seed distance. In this figure, the seed is always required to be
truth-matched to a b-hadron. The tracks labelled as truth-matched are matched to
the same b-hadron as the seed. Non-matched tracks are considered to be any track
that is not matched to the same b-hadron as the seed track in the event.
candidate tracks, where the seed is truth-matched. Tracks originating from the
same b-hadron as that associated to the seed are shown in blue, unmatched
tracks are shown in red. The angular separation between the seed and matched
tracks is small in most cases. Starting from a narrow cone, as the cone size
is expanded, the efficiency to tag b-hadrons increases, until the maximum
separation of ∆R = 1.5 is reached. After this point there is no increase in
efficiency as the cone size is large enough to include all reconstructed tracks
from the b-hadron in most cases. The distribution of non-matched tracks is
very broad, consistent with random η and φ distributions. It is therefore
favourable to narrow the cone to target the sharp peak at low ∆R, sacrificing
efficiency for a large improvement to the rejection of non-matched tracks.
• 3D track-track distance: defined as the distance of closest approach between
the seed and the candidate track. There is no analytical solution for the dis-
tance between two helices, instead a numerical approximation scheme is used.
This scheme applies Newton’s method to identify the points on the track helices
that minimise the distance between them. The position on the track helix can
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be parameterised in terms of a single parameter φT :
x(φT ) = x0 − ρ cos(φ0 + φT ),
y(φT ) = y0 − ρ sin(φ0 + φT ),
z(φT ) = z0 − ρ(cot θ0)φT ,
(6.2)
where cartesian position at the perigee is ~r0 = (x0, y0, z0) and ρ = pT/(0.3B)
is the radius of curvature of the track as determined from the transverse mo-
mentum and magnetic field at the perigee. The magnetic field is taken from a
magnetic field map of the ATLAS solenoid [232]. The total squared difference
∆~r2 in distance is minimised as a function of φT,a/b for tracks a and b, with
the position on each track initialised to the perigee position. The precision is
computed as:
δ = ∆φ2T,a + ∆φ
2
T,b, (6.3)
where ∆φT is the correction to φT between successive iterations. The test
for convergence is δ < 10−8. The number of iterations is limited to 20, if
convergence has not been reached the track is not clustered to the seed. If
the determinant of the Hessian of ∆~r2(φT,a, φT,b) is negative-definite or semi-
definite, the minimisation has found a saddle-point or maximum and the track
is rejected.
Figure 6.4c shows the distance of candidate tracks to a truth-matched seed in
an event, calculated according to the above procedure. Tracks that are truth-
matched to the same b-hadron as the seed tend to have low separation by this
measure, < 0.4 mm for most tracks. The distribution for non-matched tracks
is much broader, with a large tail in higher values. A significant faction can
still be found close to the truth-matched track.
6.2.3 Vertex Reconstruction
The above procedure returns a set of track clusters, which are then used as inputs
to the SVF algorithm [181], described in section 4.4.5. The SVF algorithm takes as
input the PV0, selected tracks and a direction, in the form of a four-vector, around
which a cone is defined, with the radius parameter left free in the optimisation.
The SVF attempts to reconstruct a SV using only input tracks that fall within the
defined cone. Figure 6.5a shows the fraction of b-hadrons from sbottom decays in the
pT range 10-20 GeV that get reconstructed by the SVF algorithm, given the direction
of the b-hadron pT according to the MC truth record. Due to the low momentum,
the decay products of the b-hadron can have a wide angular distribution, which
causes the efficiency of reconstruction to be sensitive to the size of the cone. For a
narrow cone of radius 0.2, the efficiency is low since the number of tracks passed to
the algorithm is typically insufficient to recover the SV. As the cone is expanded,
the efficiency increases, approaching a constant value when the cone size is roughly
1.2, large enough to contain all tracks from the b-hadron almost 100% of the time.
The corresponding efficiency to reconstruct a “fake” SV in a random cone is shown
in figure 6.5b. The random direction is taken from the negative pT sum of the
two b-hadrons from a sbottom decay, a region where no genuine SV is expected.
The fake rate increases with the cone size, as more tracks are considered in the
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Figure 6.5: (a) Efficiency of the SVF algorithm to reconstruct the secondary vertex
from a b-hadron originating from sbottom decay in the pT range 10-20 GeV, for
different cone sizes. The cone is opened around the direction of the pT of the b-
hadron, taken from the truth record. (b) Rate at which fakes are reconstructed in a
random cone centred around the direction resulting from taking the negative pT sum
of the two b-hadrons in sbottom events.
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Figure 6.6: (a) Angular separation between the sum of pT of tracks within a cluster
that is truth-matched to a b-hadron, and the truth pT direction of the matching
b-hadron. (b) Angular separation between the line connecting the PV0 and the
reconstructed SV, and the direction of the truth pT of the matching b-hadron. The
b-hadron is considered matched to the cluster if the cluster contains one or more
tracks that are truth-match to it. The resolution is shown for sbottom and stop
four-body decays with ∆m = 20 GeV.
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reconstruction procedure, increasing the likelihood of reconstructing a fake SV due
to random crossings of tracks.
The efficiencies shown in figure 6.5a assume that the direction of the b-hadron
can be recovered from the clustered tracks with perfect resolution. They represent
an upper bound, with the efficiency diminished by the angular resolution with which
the flight direction of the b-hadron can be reconstructed. The flight direction of the
b-hadron is taken to be the direction of the vectorial pT sum of all of the constituent
tracks within the cluster, pclusterT . Figure 6.6a shows the angular resolution of pclusterT
for clusters matched to truth b-hadrons, measured as the angular separation between
pclusterT and the truth b-hadron pT. The resolution worsens for the stop four-body
decay sample due to the compressed pT spectrum, which results in a wider angular
distribution of decay products. Figure 6.6b shows the angular separation between
the truth b-hadron flight direction and the line connecting the PV0 and a reconstruc-
ted SV matched to the truth b-hadron. Reconstructed SVs display a sharp angular
resolution with respect to the truth b-hadron, in cases where they are matched.
Figure 6.7 shows event displays of matched and non-matched tracks with Sd0 >
0.9 in η − φ and x − y space, in events where the b-hadron was successfully recon-
structed. The x and y coordinates in the x − y event display are taken from sinφ
and cosφ projections of the magnitude of the distance of the track from the seed.
The tracks that are truth-matched to the b-hadron tend to be close to the seed track
both in ∆R and in distance of closest approach. The seed tracks are characterised
by a high density of tracks in close proximity. These event displays demonstrate that
the SVF is capable of reconstructing a SV0 in the presence of many non-matched
tracks. Figure 6.8 shows event displays where no SV matching a truth b-hadron
decay vertex was reconstructed. Figures 6.8a and 6.8b show a case where a fake
cluster not matching a b-hadron has been reconstructed. The truth b-hadron has
a low pT , and the reconstructed SV can be associated to a high density region of
non-matched tracks. Figures 6.8c and 6.8d show a case where the cluster cannot be
associated to a b-hadron, and no SV is reconstructed. The cluster is formed from
an isolated seed, with a low density of tracks in close proximity.
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Figure 6.7: Event displays showing the tracks in simulated sbottom (∆m= 20 GeV)
events in η − φ and x − y space where the clusters contains tracks that are truth-
matched to a b-hadron, and a vertex was correctly reconstructed from the cluster.
Figures in the same row correspond to the same event. In the η − φ displays, each
marker shows a track, with the size a nonlinear function of the track pT. The
marker is coloured black to indicate the sum of the track pT for the cluster that
was reconstructed from the tracks, blue to indicate a track matched to a b-hadron
with probability > 75%, red to indicate a track that does not satisfy the matching
criterion and green to indicate the pT of the b-hadron according to the truth record.
The ellipse shows a cone of radius R < 0.6. The x − y displays are centred on the
seed track, showing the distance projected to x or y. All tracks shown are required
to satisfy Sd0 > 0.9.
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Figure 6.8: Event displays showing the tracks in simulated sbottom (∆m= 20 GeV)
events in η− φ and x− y space where the cluster contains no tracks that are truth-
matched to a b-hadron, where a vertex was falsely reconstructed (top) or the cluster
was correctly discarded (bottom). Figures in the same row correspond to the same
event. In the η − φ displays, each marker shows a track, with the size a nonlinear
function of the track pT. The marker is coloured black to indicate the sum of the
track pT for the cluster that was reconstructed from the tracks, blue to indicate a
track matched to a b-hadron with probability > 75%, red to indicate a track that
does not satisfy the matching criterion and green to indicate the pT of the b-hadron
according to the truth record. The ellipse shows a cone of radius R < 0.6. The x−y
displays are centred on the seed track, showing the distance projected to x or y. All
tracks shown are required to satisfy Sd0 > 0.9.
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6.2.4 Optimisation
The algorithm outlined above consists of three main stages: the seed selection, track
clustering and application of the SVF algorithm to the resulting list of track clusters.
Optimising each stage separately is not possible since the optimal configuration of
selection criteria for one stage is sensitive to the configuration of the other stages.
Thus the full algorithm must be evaluated on sufficient signal and background events
for any variation of the seed selection, clustering procedure or SVF configuration.
As a consequence, performing a grid scan over discriminating variables quickly be-
comes very costly in terms of computing resources, even when considering a small
subset of the potential track properties and SVF configuration parameters. The
dimensionality of the optimisation was reduced using the following procedure:
1. A loose OP, with loose thresholds on track pT and impact parameter signi-
ficance and a wide cone for the SVF vertex reconstruction, was defined to
represent a maximum efficiency.
2. Discriminating variables based on track properties and SVF configuration
parameters were individually varied to obtain a set of OPs with decreasing
efficiency and fake rate. The efficiency and fake rate are defined as follows:
• The signal efficiency sig is defined as fraction of b-hadrons in the range
10-20 GeV that can be matched to a track cluster for which a SV was
successfully reconstructed. A cluster is considered matched to a b-hadron
if it contains one or more tracks that are truth-matched to it. The effi-
ciency is measured in a sample of events drawn from a sbottom sample
with ∆m = 20 GeV.
• The fake efficiency fake is determined from Z → νν simulation, where
events containing a truth b- or c-hadron are vetoed. The fake efficiency
is measured as the fraction of events containing a reconstructed SV.
3. The set of increasingly tight OPs for each potential discriminating variable are
used to evaluate the area under the ROC curve, AUC. The AUC variable is
then used to rank each of the potential discriminating variables, with the best
performing five chosen for the final optimisation.
A grid of potential OPs was obtained by scanning over the five chosen discrim-
inating variables. The efficiency to fake rate ratio R = sig/fake was used as the
figure-of-merit for this optimisation. To select optimal OPs, this figure-of-merit was
evaluated for a set of OPs falling within an efficiency class, defined by an upper
and lower threshold on the efficiency of OPs within the class. For example, in the
efficiency class 0.26-0.29, only OPs with efficiency measured to be within this range
were considered, and the OP with the highest R chosen to be optimal for the class.
The optimum R for a number of efficiency classes is shown in figure 6.9: it dimin-
ishes as the efficiency class moves to higher values. This effect can be visualised
by factorising the vertex reconstruction efficiency into two of its components: the
average multiplicity of track clusters in the event, 〈Nclusters〉 and the efficiency to
reconstruct a SV given a cluster, cluster. Both of these quantities can defined for
matched clusters and fake clusters. Clusters are considered to be matched if they
contain at least one track that is truth-matched to a b-hadron, and fake clusters
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Figure 6.9: Optimal R for different efficiency classes. For each efficiency class,
the optimal OP is chosen from OPs with a measured efficiency that falls within the
range of that class.
Seed track Cluster
Working point Sseedd0 pT Sclusterd0 ∆Rtrackseed d
track
seed
Loose 0.5 1.5 GeV 1.5 0.75 0.25 mm
Tight 0.9 2 GeV 0.9 0.7 0.6 mm
Table 6.1: Selections applied for loose and tight OPs.
are any that are found in the background sample. Figure 6.10a shows 〈Nclusters〉 for
signal events and Z → νν events with a c- or b-veto. As the window defining the
efficiency class is moved to higher values, OPs with looser selections on seed and
cluster tracks are favoured. This leads to a larger multiplicity of track clusters, with
a larger increase for fake clusters. At the same time, as shown in figure 6.10b, the
efficiency to reconstruct a SV is roughly constant for matched clusters and rising
with the efficiency class for fake clusters. To achieve a higher efficiency requires
admitting a large number of additional fake tracks, increasing the probability to
reconstruct fake vertices from random crossing of tracks, degrading the performance
as measured by R. Two OPs were selected for performance studies and SR op-
timisation. Both are shown in table 6.1. The Tight OP falls in the efficiency class
0.20-0.23 and the Tight OP falls in the efficiency class 0.16-0.2. Both OPs represent
different tradeoffs between efficiency and optimal R.
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Figure 6.10: (a) Average cluster multiplicity 〈Nclusters〉 and (b) efficiency per cluster
cluster for different efficiency classes. For each efficiency class 〈Nclusters〉 and cluster
are shown for the OP with the optimal R of all OPs with measured efficiency falling
within that class.
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Figure 6.11: Secondary vertex reconstruction efficiency as a function of b-hadron
pT for the (a) Loose OP and (b) Tight OP. The efficiency is also shown as a function
of the distance between the truth b-hadron decay vertex and the PV0 for the (c)
Loose and (d) Tight OPs.
6.2.5 Performance
For measuring the performance of soft b-tagging OPs, the efficiency definition for
reconstructed SVs is unchanged, however the truth-matching condition is refined
from that used in the optimisation. A b-hadron is considered matched if the angular
separation between the line joining the PV0 and the reconstructed SV and the
direction of the truth b-hadron pT is less than 0.3. Figure 6.11 shows the efficiency
of the Tight and Loose working points measured in stop and sbottom decays and
parameterised as a function of the b-hadron pT and as a function of the distance
from the truth b-hadron decay vertex and the PV0. The efficiency increases with
the truth b-hadron pT until it reaches a maximum. It then starts to diminish as the
b-hadron becomes more energetic and thus more likely to be reconstructed as a jet.
This is the effect of the veto on tracks associated to jets; as the jet reconstruction
threshold is approached, the efficiency deteriorates. The algorithm displays a strong
dependence on the distance between the truth b-hadron decay vertex and the PV0,
demonstrating the difficulty of resolving SVs that decay in close proximity to the
PV0.
Figures 6.12a and 6.12b show the efficiency calculated with respect to the num-
ber of clusters. The efficiency in this case is defined as the fraction of clusters that
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are truth-matched to a b-hadron from a stop or sbottom decay that produce a re-
constructed SV after application of the SVF algorithm. As in the previous section, a
cluster is defined as matched to a truth b-hadron if it contains one or more tracks that
can be truth-matched to the b-hadron with a probability of greater than 0.75. The
similarity of the efficiency distributions, which mainly differ only in the statistical
uncertainties, demonstrates that gain in efficiency for the Loose OP in comparison
with the Tight OP is due mainly to the multiplicity of clusters in the event, rather
than providing higher quality clusters to the SVF algorithm. The fake rate for both
OPs is shown in figures 6.12c and 6.12d, drawn from Z → νν events with a veto
on truth b- and c−hadrons. The SVF has a low rate to reconstruct SVs in clusters
where no b− or c−hadrons are present. The main effect contributing to the fake
rate is the multiplicity of clusters, which is mainly influenced by the seed selection,
and to a lesser extent the cluster selection, which may in some cases remove tracks
until there is only one remaining such that the cluster is removed from the event.
The fake rate of the SVF is roughly normalised by the number of clusters in the
event, with additional corrections from the track multiplicity within the clusters.
6.2.6 Data / Monte Carlo Comparisons
The algorithm described thus far is capable of identifying low momentum b-hadrons
in the pT range 10-20 GeV with efficiency ∼ 15% in simulation, corresponding to a
fake rate of ∼ 1.5% for the Tight OP. The calibration effort for this OP is ongoing.
The intention for this section is to give an outline of the calibration strategy that has
been considered so far, which allows a first look at how the soft b-tagging performs
in data collected by ATLAS. The objective for this calibration is to determine the
efficiency to identify b-hadrons in data, and the rate at which fake SVs are recon-
structed. This requires the preparation of a sample rich in b-hadrons that fall within
the acceptance of the soft b-tagging algorithm, namely 10-20 GeV b-hadrons that are
sufficiently isolated from calorimeter jets. Such a sample can be obtained by apply-
ing a selection targeting fully leptonic tt¯ events where exactly one b-hadron has been
tagged by conventional tagging. The remaining b-hadron is then accessible to soft
b-tagging provided it lies in the pT range 10-20 GeV. According to MC simulated
tt¯ events, this is the case in 20% of tt¯ events that pass the selection criteria. The
selection criteria used to target fully leptonic tt¯ events are shown in table 6.2. After
applying this selection, the ratio of the total event yield in data to that predicted
by tt¯ simulation, using 44.3 fb−1 of integrated luminosity, is 1.15. For the purpose
of this study, only tt¯ simulation is considered and the Tight OP defined in table 6.1
is used. Figure 6.13 shows comparisons between data and tt¯ simulated events after
applying the selection defined in table 6.2 and requiring exactly one Tight recon-
structed SV. The tt¯ is divided into the following categories, based on the angular
separation between the line joining the PV0 to the SV and the truth hadron pT,
∆R(SV, pT):
• b-matched: any SV for which a b-hadron satisfying ∆R(SV, pbT) < 0.3 can
be found.
• c-matched: any SV for which no b-hadron satisfying ∆R(SV, pbT) < 0.3 can
be found and at least one c-hadron satisfying ∆R(SV, pcT) < 0.3 can be found.
• fake: no b− or c−hadron can be found satisfying ∆R(SV, pT) < 0.3.
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Figure 6.12: Secondary vertex reconstruction efficiency and fake rates measured
with respect to track clusters. The efficiency is measured with respect to clusters
that contain tracks that can be matched to a truth b-hadron for (a) Loose and (b)
Tight OPs. The fake rate is measured in Z → νν simulated events with a veto on
any events containing a truth b- or c-hadron. The fake efficiency is the fraction of
track clusters that produce a reconstructed SV. The fake rate is shown for (c) Loose
and (d) Tight OPs. In each case the efficiency is shown as a function of the cluster
pT, taken to be the pT sum of all tracks in the cluster.
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Cut Selection
Trigger 17 GeV electron + 14 GeV muon
EmissT [GeV] > 30
Jet multiplicity ≥ 2
b-jet multiplicity 1
Electron multiplicity 1
Muon multiplicity 1
Table 6.2: Summary of kinematic selection targeting fully leptonic tt¯ events. The
leptons are required to have opposite sign.
The contribution from c-hadrons should be small according to the tt¯ simulation, with
fake SVs tending to lower track multiplicity, pT and mass. The comparison between
data and MC clearly suggests that the simulation is underestimating the number
of fake SVs, with the disagreement more pronounced in regions of the distributions
occupied by fakes in the MC.
Figure 6.14a shows the fraction of reconstructed SVs in tt¯ simulation, with the
following truth-matching categories, where a truth particle is considered matched if
it satisfies ∆R(SV, pparticleT ) < 0.3:
• D: any SV for a which no matching b-hadron can be found and at least one
matching c-hadron can be found.
• τ : any SV for a which no matching b− or c-hadron can be found and at least
one matching τ -lepton can be found.
• K0S: any SV for a which no matching b-, c− or τ is matched, and a matching
K0S is found.
• K other: any SV for a which no matching b-, c− or τ is matched, and a
matching K other than a K0S is found.
• No match: no truth particle can be found within ∆R(SV, pparticleT ) < 0.3.
The majority of reconstructed vertices are matched to b-hadrons, with a small con-
tribution from vertices matched to c−hadrons and hadronically decaying τ -leptons.
The contribution from strange hadrons is also small, demonstrating the effectiveness
of the SVF veto on two-track vertices with invariant mass consistent with V0 decays
(see section 4.4.5). The contribution of vertices matched to light flavour hadrons
is negligible. The remaining vertices cannot be matched to a truth particle within
∆R < 0.3 and make up the dominant source of non b-matched fakes. Figures 6.14b,
6.14c and 6.14d show the rate at which events are found to contain a fake recon-
structed vertex as a function of the multiplicity of tracks satisfying the seed selection
criteria, for the Tight OP. Figure 6.14b shows the fake rates in tt¯ simulation: the
efficiency to reconstruct c−hadrons and hadronically decaying τ -leptons is roughly
independent of the track multiplicity, while the rate to reconstruct non-matched
vertices increases with the seed track multiplicity. Figures 6.14c and 6.14d show the
fake rates for Z → νν with a veto on events containing truth c− or b−hadrons, for
different pT systems. The non-matched vertex rate in Z → νν is approximately lin-
ear as a function of the seed track multiplicity. This is consistent with non-matched
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Figure 6.13: Comparison between data and tt¯ simulation with one Tight reconstruc-
ted SV. The distributions shown are (a) the number of tracks associated to the SV,
(b) the pT of the SV, reconstructed from the sum of all its constituent tracks, (c)
the distance between the PV0 and the reconstructed SV, referred to as Lxy and (d)
the mass of the reconstructed SV, taken from the four-vector sum of the constituent
tracks. The tt¯ sample is divided into the following categories based on the nature
of the reconstructed SV: b-matched, c-matched and fake. The SV is considered
matched to a hadron if the line joining the PV0 and the reconstructed SV and the
direction of the truth hadron pT is less than 0.3. The SV is considered to be a fake
if it does not match any hadron.
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Figure 6.14: (a) Multiplicity for truth-matched SV categories in tt¯ simulation. (b)
Per event fake rate vs. multiplicity of tracks satisfying the Tight OP seed selection
for tt¯ . Per event fake rate in Z → νν events with a truth b− and c−hadron veto and
a requirement of max(
∑
i |pT truth|, pT Z,truth), where i runs over all visible objects in
the event, to be between (c) 140-280 GeV and (d) 280-500 GeV.
vertices resulting primarily from random crossings of tracks, with an increased rate
in tt¯ due to contamination from vertices resulting b− and c−hadrons that lie further
than ∆R = 0.3.
Distributions comparing the properties of vertices are shown for a variety of
truth-matching categories in tt¯ simulated events in figure 6.15. The only selection
applied for these events is a requirement that at least one W decayed leptonically,
whilst in figure 6.13, fully leptonic events are selected. The figure shows that com-
binatoric fakes tend toward a low reconstructed pT and invariant mass, low track
multiplicity and low transverse distance from the hard-scatter vertex, with a long
tail for the latter. The properties of combinatoric fakes are consistent with the prop-
erties of the reconstructed SVs in excess events in data compared to MC simulation
in figure 6.13. Taken together, figures 6.13, 6.14 and 6.15 suggest that MC simula-
tion underestimates the multiplicity of combinatoric fakes. This is possibly a result
of poor modelling of track multiplicity and Sd0 in the MC.
6.2.7 Soft b-tagging in Track Jets
The algorithm described thus far represents a novel approach to tagging soft b-
hadrons, completely independently of calorimeter jets. The development of this
algorithm should be considered as part of a wider soft b-tagging effort at ATLAS,
with a variety of methods investigated. The main alternative to soft b-tagging
162
tracksSV N
0 1 2 3 4 5 6 7 8 9 10
m
a
tc
he
d 
clu
st
er
s 
(ar
bit
rar
y u
nit
s)
0
500
1000
1500
2000
2500
3000
3500 B
bΣ, bΛ
D
cΣ, cΛ
K
S
0K
Σ, Λ
light
τhadronic 
No Match
(a)
 [GeV]
T
SV p
0 2 4 6 8 10 12 14 16 18 20
m
a
tc
he
d 
clu
st
er
s 
(ar
bit
rar
y u
nit
s)
0
100
200
300
400
500 B
bΣ, bΛ
D
cΣ, cΛ
K
S
0K
Σ, Λ
light
τhadronic 
No Match
(b)
Lxy [mm]
0 1 2 3 4 5 6
m
a
tc
he
d 
clu
st
er
s 
(ar
bit
rar
y u
nit
s)
0
100
200
300
400
500
600 B
bΣ, bΛ
D
cΣ, cΛ
K
S
0K
Σ, Λ
light
τhadronic 
No Match
(c)
SV mass [GeV]
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
m
a
tc
he
d 
clu
st
er
s 
(ar
bit
rar
y u
nit
s)
0
50
100
150
200
250
300 B
bΣ, bΛ
D
cΣ, cΛ
K
S
0K
Σ, Λ
light
τhadronic 
No Match
(d)
Figure 6.15: (a) Track multiplicity, (b) reconstructed pT, (c) distance between the
PV0 and the SV in mm and (d) the reconstructed mass distributions for truth-
matched and non-matched reconstructed vertices in tt¯ simulation.
independently of calorimeter jets is to extend to a pT range below the calorimeter jet
threshold by instead applying conventional b-tagging to jets reconstructed only from
reconstructed tracks in the ID. The performance of soft b-tagging in low momentum
track jets is competitive with the clustering approach developed in this chapter.
Figure 6.16 shows a comparison of the reconstruction efficiency as a function of
truth b-hadron pT for both approaches, using OPs with equivalent fake rates. The
two methods display a complementarity, with the vertexing approach effective at
targeting b-hadrons in a lower pT range.
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Figure 6.16: Complementarity of soft b-tagging by track clustering and b-tagging
in low momentum track jets. Three categories are considered: b-hadrons that are
truth-matched to a reconstructed SV only (red), b-hadrons that are truth-matched
to a b-tagged track jet only (green) and b-hadrons that are truth-matched to both a
reconstructed SV and b-tagged track jet. For each of these categories the fraction of
b-hadrons that satisfy the categorised criterion is shown. The OPs are chosen such
that the fake rate is roughly equivalent, corresponding to a per event fake rate of
2% in Z → νν events with a veto on b− and c−hadrons.
6.3 Summary and Outlook
Soft b-tagging by track clustering represents a new approach to tagging b-hadrons,
previously not used by ATLAS. The algorithm has evolved, from research and devel-
opment to full deployment within the ATLAS software framework. As demonstrated
in figure 6.16, this method allows b-hadrons to be recovered that were previously
inaccessible to conventional b-tagging methods. At the time of writing, the calib-
ration effort for this tagger is ongoing, with the key aim to derive scale factors to
correct for mis-modelling of the b-hadron tagging efficiency and combinatorial fake
rate.
Parallel to this effort, new SRs are being developed, making use of soft b-tagging
to target compressed sbottom and stop four-body models in zero- and one-b-tagged
jet bins. Table 6.3 shows preliminary results for SRs designed to target compressed
sbottom signals with ∆m= 20 GeV. The table shows the expected sensitivity, based
on simulation, for the current SRs used by ATLAS to target compressed sbottom
signals [228], based on a 2 b-tagged jet requirement. The table also shows the expec-
ted sensitivity of SRs requiring 1 or 0 b-tagged jets, with an additional requirement
of at least one reconstructed SV. These additional SRs are constructed by scanning
over the same kinematic variables used for the 2 b-tagged jet analysis to find the op-
timal configuration in 0 or 1 b-tagged jet cases. Using soft b-tagging, one can easily
design SRs with sensitivity equivalent to those that are restricted to conventional
b-tagging.
The potential utility of soft b-tagging is not restricted to compressed SUSY
models; any signal that results in very low momentum b-hadrons could benefit.
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2 b-jets 1 b-jet, > 0 SV 0 b-jets, > 0 SV Combined
m(b˜1, χ˜
0
1) = (400, 380) 8.32 4.32 1.79 9.54
m(b˜1, χ˜
0
1) = (500, 480) 3.34 2.16 0.76 4.05
m(b˜1, χ˜
0
1) = (600, 580) 1.85 1.86 0.43 2.66
Table 6.3: Expected sensitivity for soft b-tagging SRs. The sensitivity is quoted in
terms of the significance Z, described in section 5.10.2. The expected sensitivity
is given for three benchmark compressed sbottom signal models, each with ∆m =
20 GeV. The combined sensitivity is calculated as the sum in quadrature of each of
the contributing SRs.
The performance may improve with further optimisation, and it may be possible to
target low momentum c-hadrons and distinguish them from b-hadrons, expanding
the reach of the search presented in chapter 5. To conclude, the analysis presented
in this chapter outlines a novel technique that enables events with b-hadrons that
would previously have been lost, to be identified.
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7 | Conclusion
This thesis has presented a search for direct production of SUSY in final states
with EmissT , zero leptons and c-jets. No significant excess of events above the SM
expectation was observed, so exclusion limits were placed on the mass of the squark
and LSP, significantly extending those placed by Run 1 searches. This analysis is
sensitive to both stop and scharm production in the context of R-parity conserving
SUSY. The limits placed in the (t˜1, χ˜01) mass plane provide important coverage in
the mass region ∆m < mW +mb as part of the wider ATLAS third generation SUSY
search effort. The search for direct scharm production is the only dedicated ATLAS
search for this signal, with stringent limits placed in the (c˜1, χ˜01) mass plane. This
thesis has emphasised the importance of considering these searches in the context of
the wider ATLAS and CMS SUSY search effort, as well as indirect SUSY limits. The
results of this analysis represent one further null result amongst dozens. As TeV-level
SUSY becomes increasingly disfavoured by LHC data, its tantalising promise as a
solution to the Hierarchy problem (and others) of particle physics moves further into
the distance. Two main possibilities remain for SUSY to be a realistic description
of nature; either it is a symmetry too broken to solve the problems that motivate
searches for it, or it lies in regions of the parameter space that are difficult to probe,
inaccessible to LHC detectors or that so far no-one has thought to look.
The possibility remains that SUSY is a true description of nature, with evidence
for a signal in ATLAS data missed due to limitations in reconstruction algorithms.
It is therefore important to squeeze as much coverage from existing data as pos-
sible. This motivates the second main analysis of this thesis, the development a
new algorithm for identifying low pT b-hadrons. This algorithm successfully recon-
structs b-hadrons with competitive performance. It has been developed to target by
compressed SUSY models, with promising projected sensitivity gains for benchmark
signal models. It also has potential applications in any search for, or measurement
of, processes with soft b-hadrons in the final state. This algorithm has further po-
tential to be optimised to target low momentum c-hadrons, potentially extending
the coverage of SUSY searches to final states with EmissT and charm quarks into more
compressed regions of the parameter space.
The end of Run 2 of the LHC is an interesting time for particle physics. On the
one hand, it has confirmed the SM as a complete theoretical framework to describe
particles and their interactions up the TeV scale. On the other hand it leaves
many experimental observations unexplained, and, for those to whom aesthetics
are important, it has an unsatisfying requirement for the fine tuning of parameters.
This points to “new physics” beyond the SM at a higher energy scale. It was hoped
that the LHC would reveal new physics beyond the SM. Unfortunately this appears
not to be so. Perhaps Run 3 of the LHC will provide the hint of new physics that
many had hoped for, perhaps this hint lies at a higher scale, requiring an even larger
Collider than the LHC. Whichever is the case, the particle physics community will
find a way to keep looking.
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A | Electron Trigger Efficiency Meas-
urements
The author of this thesis made a significant contribution to the ATLAS electron
and photon (e/γ) trigger group between 2015 and 2018. The primary contribution,
described in this appendix, was the measurement of electron trigger efficiencies in
data and MC simulation, for ongoing validation of the trigger performance during
data taking and to derive scale factors to correct for mis-modelling of electron trigger
efficiencies in simulation. The measurements that result from this work were used
by most contemporaneous ATLAS analyses, and contribute directly to Refs. [3, 4].
A.1 Electron Trigger Menu in Run 2
The ATLAS electron trigger sequence is described in section 4.2.1, along with the
evolution of the lowest unprescaled single electron trigger from 2015 to 2016, when
the data was collected for the main analysis presented in chapter 5. The work
detailed in this appendix concerns the single electron trigger and also the di-electron,
multi-electron and combined electron triggers for data taking in 2015, 2016 and 2017.
Table A.1 shows the unprescaled electron triggers used by ATLAS for data in 2015-
2017, using the following nomenclature:
• HLT_NeX: indicates a high-level-trigger chain, followed by the number N of
electrons required by the chain, satisfying a lower threshold on the transverse
energy of X GeV. For combined triggers e may be replaced by mu to indicate
that a muon is required.
• lhvloose, lhloose, lhmedium, lhtight: the lh indicates that a likelihood-
based identification was used (a cut-based selection was used for Run 1 electron
triggers). This is followed by a description of the cut on the lh discriminant,
for example vloose, or “very” loose, is the loosest requirement, with each tighter
category selecting a subset of the sample of the previous category.
• nod0: indicates that no cut was applied on the transverse impact parameter.
This is the baseline for all triggers post-2015.
• ivarloose: indicates that track-based isolation requirements are applied for
the chain.
• Combined triggers: joined by an underscore _ for a logical AND require-
ment and joined by OR to indicate a logical OR requirement between the
chains.
The time evolution of the electron trigger menu reflects the need to tighten
trigger selections in response to higher instantaneous luminosity and harsher pileup
conditions, whilst introducing modifications to the selection criteria to improve back-
ground rejection. In 2016, transverse impact parameter based requirements were
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2015
single electron HLT_e24_lhmedium_OR_HLT_e60_lhmedium_OR_e120_lhloose
di-electron HLT_2e12_lhloose
multi-electron HLT_e17_lhloose_2e9_lhloose
HLT_e17_lhloose_mu14
HLT_e7_lhloose_mu24
HLT_2e12_lhloose_mu10
combined trigger
HLT_e12_lhloose_2mu10
2016
HLT_e26_lhtight_nod0_ivarloose_OR_
single electron
HLT_e60_lhmedium_nod0_OR_e140_lhloose_nod0
di-electron HLT_2e17_lhvloose_nod0
multi-electron HLT_e17_lhloose_nod0_2e9_lhloose_nod0
HLT_e17_lhloose_nod0_mu14
HLT_e24_lhmedium_nod0_mu8
HLT_e12_lhloose_nod0_2mu10
combined trigger
HLT_2e12_lhloose_nod0_mu10
2017
HLT_e26_lhtight_nod0_ivarloose_OR_
single electron
HLT_e60_lhmedium_nod0_OR_e140_lhloose_nod0
HLT_2e17_lhvloose_nod0
di-electron
HLT_2e24_lhvloose_nod0
multi-electron HLT_e24_lhvloose_nod0_2e12_lhvloose_nod0
HLT_e26_lhmedium_nod0_mu8
HLT_e7_lhmedium_nod0_mu24
HLT_e12_lhloose_nod0_2mu10
HLT_2e12_lhloose_nod0_mu10
combined trigger
HLT_e17_lhloose_mu14
Table A.1: Electron trigger menu for data taking in 2015-2017.
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removed. These variables are found to improve the oﬄine selection, but were found
to introduce inefficiencies in the online selection due to poor resolution. Another
change post-2015 was the introduction of isolation requirements at L1 and HLT for
improved background rejection and rate reduction.
In 2017, an upgrade was introduced for the fast calorimeter selection, the ringer
algorithm [233]. The ringer algorithm explores the conic geometry of the electron
shower shape, building successive rings in the calorimeter. These are used to build
a vector of discriminating variables, which are fed into a neural network classifier.
The ringer algorithm performs electron identification with a significant reduction to
the number of calls to the tracking system, which is typically expensive in terms of
computing time. The ringer algorithm also improves background rejection for an
equivalent efficiency by a factor of two, allowing the trigger thresholds to be kept as
low as possible.
A.2 Electron Efficiency Measurements
The main objective for this work was to measure the efficiency trig for each of the
electron trigger chains shown in table A.1 with respect to oﬄine electron identific-
ation and isolation OPs. The electron trigger efficiency is important for any SM
measurement or new physics search that requires electrons in a SR or CR since it
contributes to the total electron efficiency needed to determine the predicted yield.
The total electron efficiency total can be factorised as
total = EMclus × reco × ID × iso × trig
=
(
Ncluster
Nall
)
×
(
Nreco
Ncluster
)
×
(
Nid
Nreco
)
×
(
Niso
Nid
)
×
(
Ntrig
Niso
)
.
(A.1)
The first factor EMclus is the fraction of prompt electrons that produce candidate EM
clusters in the calorimeter system, given by the ratio of the total number of electrons
Nall to the number of EM clusters Ncluster. This factor is determined purely from
MC by matching reconstructed clusters to electrons produced at generator level.
The second factor reco is the efficiency to reconstruct an electron candidate, given
an EM cluster. The third factor id is the fraction of electron candidates associated
to true electrons that then satisfy the identification criteria. The fourth factor is the
efficiency with which identified electrons pass the isolation requirements. Finally,
the fifth factor is the electron trigger efficiency with respect to this requirement,
the subject of this study. It is given by the ratio of the number of electrons that
satisfy the isolation requirementsNiso to the number of electrons satisfying the online
trigger selection Ntrig. In some cases, no isolation requirement is applied, and the
electron trigger efficiency is instead measured as Ntrig
Nid
.
To measure the electron trigger efficiency in data, a clean, unbiased sample of
electrons must first be obtained. This is achieved by using the tag-and-probe method
to select electrons from Z → ee decays. The data sample is selected by the lowest
unprescaled electron trigger corresponding to the year of data taking, as shown in
table A.1. Z → ee events are selected by requiring two electrons with opposite sign.
The first electron, the tag, is required to pass strict selection criteria, enumerated
below:
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Methodology
The Tag and Probe Method:
Use Z → ee characteristic decays
Apply strict selection criteria to one of the decay
electrons, the tag
The second decay electron, the probe, is identified
with the tag by mee within Z mass window
probe electrons are used for efficiency
measurements
trigger efficiency = probes passing triggertotal number of probes
Implemented using common (trigger+oﬄine)
TagAndProbeFrame framework (trunk version)
Scale Factors:
Deviations between MC and Data arise from eg.
mis-modelling of tracking properties, shower
shapes in the calorimeters
Correct for this in physics analysis by applying
scale factors (SF), calculated from the ratio
Data/MC
Z
e
e
Tag
Probe
~M
Z 
,OS 
Samuel Jones on behalf of the trigger e/gamma group (University of Sussex)Electron Trigger Performance November 7, 2016 3 / 18
Figure A.1: Illustration of the tag-and-probe method using Z → ee electrons. The
probe electron is matched to the tag electron if the invariant mass of the di-electron
system is close to the Z mass, MZ , and if it has opposite sign (OS).
• T igger-matching: the tag must be atched to the online object that fired
the single electron trigger, based on angular separation.
• Transverse energy: the tag must meet the minimum ET threshold of 25 GeV
in 2015 data and 27 GeV in 2016 and 2017 data. This ensures a constant trigger
efficiency with respect to the oﬄine electron identification OP.
• Oﬄine identification: the tag is required to satisfy oﬄine selection criteria.
The analysis is repeated for three different oﬄine OPs for the tag identifica-
tion: Tight, Tight with isolation and Medium with isolation. These systematic
variations for this analysis choice are later used to determine systematic un-
certainties on the efficiency.
If a tag can be identified in the event, the second electron is identified as the
probe electron if the invariant mass of the di-electron system is sufficiently close
to the mass of the Z, MZ . The analysis is repeated for three Z mass windows:
[80, 100] GeV, [75, 105] GeV and [70, 110] GeV, for the evaluation of the systematic
uncertainty on the efficiency measurement. The tag-and-probe method is illustrated
in figure A.1. The probe electron is then required to have ET > 4 GeV and to satisfy
an oﬄine identification and isolation OP combination. The quantity trig can then
be evaluated as:
trig =
(
Ntrig
Niso
)
. (A.2)
The denominator is simply all probes passing the oﬄine identification + isolation OP
and the numerator has the additional requirement to have fired the electron trigger
to be measured. The efficiency is measured for all trigger + oﬄine identification +
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isolation combinations. In total, this amounts to approximately 500 combinations
for each year to be measured.
For multi-object triggers, the efficiency for each of the individual triggers that
make up the combined trigger is measured separately. Multi-object triggers tend
to have lower acquisition rates than single-object triggers and as a result can often
be operated at lower thresholds. The single-object components of these triggers
cannot be unprescaled due to the cost in terms of rate increase. The efficiency for
prescaled triggers is computed by running the trigger algorithm for all events during
data taking, but not allowing the trigger to record an event. The data can then be
reprocessed to obtain the trigger decision in events selected by other triggers.
The efficiency measurements for an unprescaled single electron trigger and the
double electron trigger in 2017 data are shown in figure A.2. The agreement between
data and MC simulation is good, with the largest discrepancies in the trigger turn-
on curve and in the crack region (1.37 < |η| < 1.5) and end-caps. The efficiency
suffers in the crack region, where there is a significant amount of material servicing
the detector. The crack region is typically vetoed at analysis-level. The efficiency is
robust as a function of pileup, with a slightly increased dependence for the isolated
trigger, as expected.
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Figure A.2: Electron efficiencies in 2017 data. The left-hand plots show the trigger
efficiency for HLT_e28_lhtight_nod0_ivarloose and the right-hand plots show the
trigger efficiency for HLT_e24_lhvloose_nod0. In the top row, the efficiency is
shown as a function of ET. In the middle row, the efficiency is shown as a function
of η, requiring ET to be greater than the trigger threshold plus 1 GeV. In the bottom
row, the efficiency is shown as a function of the number of interactions per bunch
crossing, with the same requirement on ET as for the plots in the middle row. The
efficiency for each plot is measured with respect to the same oﬄine identification
level and isolation requirement as the trigger shown. No background subtraction is
applied for these plots. The error bars show binomial uncertainties.
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(a) (b)
Figure A.3: Invariant mass distribution for di-electron system in data. The distribu-
tion is shown in the 20 GeV < ET < 25 GeV, 0.1 < η < 0.6 bin, (a) for EM clusters
reconstructed as electrons with a matching track and (b) satisfying the Tight oﬄine
OP. The Z → ee simulation is scaled to match the total estimated in the Z mass
window. Images taken from Ref. [234].
A.2.1 Background Estimation
The background contribution is subtracted from the efficiency measurement using a
background template. Probes for the background template are chosen by selecting
EM clusters reconstructed as electrons with matching tracks and inverting the oﬄine
identification and isolation requirements. The probe selection for the template was
optimised to minimise biases due to inversion of the selection and contamination
from signal electrons. The contribution of signal electrons was estimated from MC
simulation.
The background is normalised using the sideband region mee ∈ [120, 250] GeV.
The same template is used for the shape estimate in the numerator and denomin-
ator, but for the numerator, where contamination from signal electrons is important,
the normalisation is determined using same-sign electrons. The invariant mass dis-
tribution for the probes is shown in data in figure A.3. The template used for the
background subtraction is varied in order to determine the associated systematic
uncertainty.
A.2.2 Scale Factor Corrections
The efficiencies are calculated in Z → ee simulation and in data, with the back-
ground subtracted. The ratio of the efficiency in data to the efficiency in MC is used
to obtain scale factors, which are the applied to correct for the mis-modelling of the
efficiency in MC simulation. The scale factors are calculated for ET × η bins, using
the central value of the efficiency in data and MC, taken as the arithmetic mean of
all of the systematic variations in the background template, tag identification OP
and Z mass window. The statistical uncertainty is taken as the arithmetic mean
of the statistical uncertainty for each systematic variation. The correlation in the
statistical uncertainty for each variation is expected to be large, so each is treated
as fully correlated. The systematic uncertainty on the efficiency is taken as the
standard deviation of the variations with respect to the arithmetic mean. Figure
A.4 shows the scale factors derived for the single electron trigger and the di-electron
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Figure A.4: 2D scale factor map showing scale factor corrections binned by ET and
η for (a) the primary single electron trigger and (b) the single object component of
the di-electron trigger, measured in 2017 data. The total uncertainty on the scale
factor for each bin is < 0.01 except in the crack region and end-caps, where it is
< 0.03. Background subtraction is applied for all plots. The efficiencies used in the
derivation of the scale factors are measured with respect to the oﬄine identification
and isolation OP that correspond to the measured trigger.
trigger measured in 2017 data. Excluding the crack region and the end-caps, the
scale factors are close to unity in most bins, with a total relative uncertainty of < 1%
of the measured value.
A.3 Summary
In this appendix the methodology for electron trigger measurements has been out-
lined. These measurements represent a significant portion of the author’s contri-
bution to the ATLAS collaboration. The scale factor corrections derived in this
work were distributed throughout the collaboration for application at analysis level
for any measurement or search that makes use of electrons. The measurement of
electron trigger efficiencies is also an important part of the ongoing validation of the
detector operation and new software releases.
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Figure B.1: N-1 plots for SR1. Distributions for kinematic variables with the
applied cut on that variable removed. An arrow is painted over each distribution to
show the value of the cut. In the lower panel the ratio of the sum of the signal and
background to the background, (S + B)/B is shown for each signal model. Only
statistical uncertainties are shown.
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Figure B.2: N-1 plots for SR2. Distributions for kinematic variables with the
applied cut on that variable removed. An arrow is painted over each distribution to
show the value of the cut. In the lower panel the ratio of the sum of the signal and
background to the background, (S + B)/B is shown for each signal model. Only
statistical uncertainties are shown.
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Figure B.3: N-1 plots for SR3. Distributions for kinematic variables with the
applied cut on that variable removed. An arrow is painted over each distribution to
show the value of the cut. In the lower panel the ratio of the sum of the signal and
background to the background, (S + B)/B is shown for each signal model. Only
statistical uncertainties are shown.
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Figure B.4: N-1 plots for SR4. Distributions for kinematic variables with the
applied cut on that variable removed. An arrow is painted over each distribution to
show the value of the cut. In the lower panel the ratio of the sum of the signal and
background to the background, (S + B)/B is shown for each signal model. Only
statistical uncertainties are shown.
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Figure B.5: N-1 plots for SR5. Distributions for kinematic variables with the
applied cut on that variable removed. An arrow is painted over each distribution to
show the value of the cut. In the lower panel the ratio of the sum of the signal and
background to the background, (S + B)/B is shown for each signal model. Only
statistical uncertainties are shown.
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B.2 Signal Region Compositions
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Figure B.6: Breakdown of SM contributions to the total background after the SR
selections (left). The “other” category includes backgrounds that make up less than
5% of the total. The remaining components are shown in the right-hand plots,
where ttV+ refers to top quark pair production in association with one or more
weak bosons.
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Figure B.7: Breakdown of SM contributions to the total background after the SR
selections (left). The “other” category includes backgrounds that make up less than
5% of the total. The remaining components are shown in the right-hand plots,
where ttV+ refers to top quark pair production in association with one or more
weak bosons.
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B.3 Z+jets Control Region Compositions
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Figure B.8: Breakdown of SM contributions to the total background after the CR
selections (left). The “other” category includes backgrounds that make up less than
5% of the total.
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B.4 Z+jets Control Region and Signal Region Com-
parisons
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Figure B.9: (a) Flavour composition forCR1 Z and (b) Z → νν in its corresponding
SR. (c) Flavour composition of the leading charm tagged jet for CR1 Z and (d) for
Z → νν in its corresponding SR.
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Figure B.10: (a) Flavour composition for CR2 Z and (b) Z → νν in its corres-
ponding SR. (c) Flavour composition of the leading charm tagged jet for CR2 Z
and (d) for Z → νν in its corresponding SR.
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Figure B.11: (a) Flavour composition for CR3 Z and (b) Z → νν in its corres-
ponding SR. (c) Flavour composition of the leading charm tagged jet for CR3 Z
and (d) for Z → νν in its corresponding SR.
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Figure B.12: (a) Flavour composition for CR4 Z and (b) Z → νν in its corres-
ponding SR. (c) Flavour composition of the leading charm tagged jet for CR4 Z
and (d) for Z → νν in its corresponding SR.
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Figure B.13: (a) Flavour composition for CR5 Z and (b) Z → νν in its corres-
ponding SR. (c) Flavour composition of the leading charm tagged jet for CR5 Z
and (d) for Z → νν in its corresponding SR.
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B.5 W+jets Control Region Compositions
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Figure B.14: Breakdown of SM contributions to the total background after the CR
selections (left). The “other” category includes backgrounds that make up less than
5% of the total.
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B.6 W+jets Control Region and Signal Region Com-
parisons
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Figure B.15: (a) Flavour composition for CR1 W and (b) W+jets in its corres-
ponding SR. (c) Flavour composition of the leading charm tagged jet for CR1 W
and (d) for W+jets in its corresponding SR.
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Figure B.16: (a) Flavour composition for CR2 W and (b) W+jets in its corres-
ponding SR. (c) Flavour composition of the leading charm tagged jet for CR2 W
and (d) for W+jets in its corresponding SR.
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Figure B.17: (a) Flavour composition for CR3 W and (b) W+jets in its corres-
ponding SR. (c) Flavour composition of the leading charm tagged jet for CR3 W
and (d) for W+jets in its corresponding SR.
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Figure B.18: (a) Flavour composition for CR4 W and (b) W+jets in its corres-
ponding SR. (c) Flavour composition of the leading charm tagged jet for CR4 W
and (d) for W+jets in its corresponding SR.
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Figure B.19: (a) Flavour composition for CR5 W and (b) W+jets in its corres-
ponding SR. (c) Flavour composition of the leading charm tagged jet for CR5 W
and (d) for W+jets in its corresponding SR.
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B.7 tt¯ Control Region Compositions
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Figure B.20: Breakdown of SM contributions to the total background after the CR
selections (left). The “other” category includes backgrounds that make up less than
5% of the total.
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B.8 tt¯ Control Region and Signal Region Compar-
isons
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Figure B.21: (a) Flavour composition for CR1 tt¯ and (b) tt¯ in its corresponding
SR. (c) Flavour composition of the leading charm tagged jet for CR1 tt¯ and (d)
for tt¯ in its corresponding SR.
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Figure B.22: (a) Flavour composition for CR2 tt¯ and (b) tt¯ in its corresponding
SR. (c) Flavour composition of the leading charm tagged jet for CR2 tt¯ and (d)
for tt¯ in its corresponding SR.
4.6 % light only
23.0 % c + light
20.0 % b + light
49.1 % c + b + light
3.2 % other
CR3
CR3
(a)
0.0 % light only3.7 % c + light
28.9 % b + light
50.9 % c + b + light 16.4 % other
SR3
SR3
(b)
11.7 % light
56.0 % charm
31.3 % bottom
1.0 % tau
CR3
CR3
(c)
16.9 % light
42.4 % charm
33.6 % bottom
7.1 % tau
SR3
SR3
(d)
Figure B.23: (a) Flavour composition for CR3 tt¯ and (b) tt¯ in its corresponding
SR. (c) Flavour composition of the leading charm tagged jet for CR3 tt¯ and (d)
for tt¯ in its corresponding SR.
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Figure B.24: (a) Flavour composition for CR4 tt¯ and (b) tt¯ in its corresponding
SR. (c) Flavour composition of the leading charm tagged jet for CR4 tt¯ and (d)
for tt¯ in its corresponding SR.
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Figure B.25: (a) Flavour composition for CR5 tt¯ and (b) tt¯ in its corresponding
SR. (c) Flavour composition of the leading charm tagged jet for CR5 tt¯ and (d)
for tt¯ in its corresponding SR.
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B.9 Signal and Validation Region Compositions
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Figure B.26: Background compositions in SR1 and its corresponding validation
regions. (a) SR1 and its corresponding validations regions (b) A and (c) B.
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Figure B.27: Flavour compositions for the leading charm-tagged jet in SR1 and its
corresponding validation regions. (a) SR1 and its corresponding validations regions
(b) A and (c) B.
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Figure B.28: Background compositions in SR2 and its corresponding validation
regions. (a) SR2 and its corresponding validations regions (b) A, (c) B and (d) C.
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Figure B.29: Flavour compositions for the leading charm-tagged jet in SR2 and its
corresponding validation regions. (a) SR2 and its corresponding validations regions
(b) A, (c) B and (d) C.
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Figure B.30: Background compositions in SR3 and its corresponding validation
regions. (a) SR3 and its corresponding validations regions (b) A, (c) B and (d) C.
32.5 % light
51.2 % charm
10.5 % bottom
5.8 % tau
SR3
SR3
(a)
23.8 % light
56.2 % charm
18.5 % bottom
1.4 % tau
VR3A
VR3A
(b)
28.3 % light
59.4 % charm 11.9 % bottom
0.4 % tau
VR3B
VR3B
(c)
27.0 % light
58.2 % charm
12.9 % bottom
1.8 % tau
VR3C
VR3C
(d)
Figure B.31: Flavour compositions for the leading charm-tagged jet in SR3 and its
corresponding validation regions. (a) SR3 and its corresponding validations regions
(b) A, (c) B and (d) C.
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Figure B.32: Background compositions in SR4 and its corresponding validation
regions. (a) SR4 and its corresponding validations regions (b) A, (c) B and (d) C.
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Figure B.33: Flavour compositions for the leading charm-tagged jet in SR4 and its
corresponding validation regions. (a) SR4 and its corresponding validations regions
(b) A, (c) B and (d) C.
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Figure B.34: Background compositions in SR5 and its corresponding validation
regions. (a) SR5 and its corresponding validations regions (b) A and (c) B.
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Figure B.35: Flavour compositions for the leading charm-tagged jet in SR5 and its
corresponding validation regions. (a) SR5 and its corresponding validations regions
(b) A and (c) B.
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C | Fit Parameters and Correlations
C.1 Glossary of Fit Parameters
This section lists each of the parameters included in the background-only fit with
the name expanded. In general, alpha precedes a nuisance parameter, gamma a
statistical uncertainty associated to the yield in a given region andmu a background
normalisation. The parameters are listed in the same order as they appear in the
correlation matrix.
• alpha_BGXSec: background cross section
• alpha_FT_B: b flavour tagging uncertainty
• alpha_FT_C: c flavour tagging uncertainty
• alpha_FT_Ex: flavour tagging extrapolation uncertainty
• alpha_FT_ExC: c flavour tagging extrapolation uncertainty
• alpha_FT_Light: light flavour tagging uncertainty
• alpha_JER: JER uncertainty
• alpha_JES_NP1: JES, nuisance parameter set 1
• alpha_JES_NP2: JES, nuisance parameter set 2
• alpha_JES_NP3: JES, nuisance parameter set 3
• alpha_JET_EtaCalib: jet eta calibration uncertainty
• alpha_JVT: JVT uncertainty
• alpha_MET_ResoPara: EmissT resolution uncertainty, parallel component
• alpha_MET_ResoPerp: EmissT resolution uncertainty, perpendicular com-
ponent
• alpha_MET_Scale: EmissT scale uncertainty
• alpha_PRW: pileup re-weighting scale factor uncertainty
• alpha_VJets_AlphaS: strong coupling constant uncertainty for V+jets
• alpha_VJets_PDFInt: PDF internal variations for V+jets
• alpha_VJets_PDFSet: PDF comparisons for V+jets
• alpha_VV_fac: factorisation scale uncertainty for diboson
• alpha_VV_qsf: resummation scale uncertainty for diboson
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• gamma_stat_CR_Ttbar_cuts_bin_0: statistical uncertainty for tt¯ CR
yield
• gamma_stat_CR_Wlnu_cuts_bin_0: statistical uncertainty forW →
lν CR yield
• gamma_stat_CR_Zll_cuts_bin_0: statistical uncertainty for Z → ll
CR yield
• mu_Wc: normalisation for W+jets background
• mu_Z: normalisation for Z → νν background
• mu_ttbar: normalisation for tt¯ background
• alpha_Ttbar_Generator: tt¯ hard scattering uncertainty
• alpha_Ttbar_Radiation: tt¯ radiation uncertainty
• alpha_Ttbar_Shower: tt¯ shower uncertainty
• alpha_VJets_ckkw: ME to parton shower merging variation for V+jets
• alpha_VJets_qsf: ME resummation scale uncertainty for V+jets
• alpha_V_RenormFac: renormalisation and factorisation scale for single
boson
• alpha_singletop_Theory: total theory uncertainty for single top
• gamma_stat_SR_cuts_bin_0: statistical uncertainty for SR yield
• gamma_stat_VRA_cuts_bin_0: statistical uncertainty for VRA yield
• gamma_stat_VRB_cuts_bin_0: statistical uncertainty for VRB yield
• gamma_stat_VRC_cuts_bin_0: statistical uncertainty for VRC yield
200
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C.2 Background-Only Fit Correlations
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