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Restricted DP mixtures for curve fitting
A Predictive Study of Dirichlet Process Mixture Models for
Curve Fitting
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Computational and Biological Learning Laboratory, University of Cambridge
STEPHEN G. WALKER
Department of Mathematics and Division of Statistics and Scientific Computation, University
of Texas at Austin
SONIA PETRONE
Department of Decision Sciences, Bocconi University
ABSTRACT. This paper examines the use of Dirichlet process (DP) mixtures for
curve fitting. An important modelling aspect in this setting is the choice between
constant or covariate-dependent weights. By examining the problem of curve fitting
from a predictive perspective, we show the advantages of using covariate-dependent
weights. These advantages are a result of the incorporation of covariate proximity
in the latent partition. However, closer examination of the partition yields further
complications, which arise from the vast number of total partitions. To overcome
this, we propose to modify the probability law of the random partition to strictly
enforce the notion of covariate proximity, while still maintaining certain properties
of the DP. This allows the distribution of the partition to depend on the covariate
in a simple manner and greatly reduces the total number of possible partitions,
resulting in improved curve fitting and faster computations. Numerical illustrations
are presented.
Key words: Dirichlet process, mixture models, random partitions, prediction
1 Introduction
Bayesian nonparametric curve fitting is an important area of research. The basic model is of
the type
Yi = m(xi) + σ(xi) εi, (1)
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where the curve m(·) is the focus of attention. Here σ(·) is a variance function and the (εi) are
typically assumed to be independent and standard normal errors. Several methods have been
developed in the literature; we refer to Denison et al. (2002, chap. 3) for an overview with focus
on approaches using basis functions, and to Rasmussen & Williams (2006) for methods based on
Gaussian processes. Further and more recent proposals can be found in DiMatteo et al. (2001)
and Fan et al. (2010).
The Bayesian approach to curve fitting consists of assigning a prior on the random function
m(·) and combining this prior with model (1) to compute the posterior given the data (x, y) ≡
((xi, yi), i = 1, . . . , n). Then, the Bayesian curve estimate at x0, with respect to the quadratic
loss, is mˆ(x0) = E[m(x0)|x, y, x0]. It is worth to underline that mˆ(x0) corresponds to the point
prediction, with respect to the quadratic loss, of the response at x0, Ŷ (x0) = E[Y |x, y, x0].
Thus, examining predictive properties of flexible regression models provides another approach
to solving the curve fitting problem. This is the approach that we adopt in this paper.
Mixture models based on the Dirichlet process (DP) are becoming an increasing popular tool
for flexible regression, due to their ability to approximate a large class of conditional densities
and their attractive balance between smoothness and flexibility in modelling local features. The
general aim of this paper is to examine in detail properties of DP mixture models for curve
fitting or, equivalently, their predictive properties.
The general form of a DP Gaussian mixture model for regression can be expressed as
Y |x,w, µ, σ2 ind∼
∞∑
j=1
wj(x)N(µj(x), σ
2
j (x)), (2)
where N(a, b) denotes a normal distribution with mean a and variance b; and (w, µ, σ2) denotes
the collection of weight, mean, and variance functions of x, such that for each x,
∑∞
j=1wj(x) = 1.
Of course, in curve fitting, x is non-random. Thus, the above is not necessarily a conditional
distribution, but the conditioning is a convenient notation. Model (2) implies that the choice of
m(·) is given by
m(x) = E[Y |x,w, µ, σ2] =
∞∑
j=1
wj(x)µj(x). (3)
Instead of having a “simple” distribution about this mean, which is usually assumed to be
normal, model (2) allows flexible error distributions.
The key differences distinguishing the various proposals of form (2) present in the literature
are in the construction and prior for the weight, mean, and variance functions. The Dirichlet
2
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process mixture of linear regression models (DPM) is one of the earliest and simplest proposals.
It assumes that the weights do not depend on x, and, within each mixture component, the
variance is constant and the mean function is linear, µj(x) = β
′
jx. An early overview of Dirichlet
process mixtures of linear models, with applications, is the article by West et al. (1994). The
development of a software package in R (Jara (2007)) has eased the computational difficulties
of implementing the model, and hence additionally increased the popularity of the model.
Mu¨ller et al. (1996) were the first to propose modelling the joint distribution of the dependent
and independent variables as DP mixture of multivariate normals in order to obtain inference
on the distribution of Y |x. For this model, again, the variance does not depend on x and the
mean function has a linear form within cluster. However, the weights do depend on x. Further
developments of this model can be found in Kang & Ghosal (2009), Shahbaba & Neal (2009),
Hannah et al. (2011), Park & Dunson (2010), and Mu¨ller & Quintana (2010). Of course, this
approach assumes that both x and y are random, even if the focus is on estimating m(x).
MacEachern (1999) gave a general framework for nonparametric regression through models
of the form (2) using dependent Dirichlet processes (DDP). Model (2) is regarded as a mixture of
Gaussians where marginally the mixing distribution, Px =
∑∞
j=1wj(x)δ(µj(x),σ2j (x))
, is a Dirichlet
process, and dependence is introduced among the random distributions Px for varying x; the
notation δa denotes the Dirac measure which is a probability measure with mass one on the point
a. It has been shown (MacEachern (2000), Barrientos et al. (2012), Pati et al. (2013), Norets
& Pelenis (2012)) that desirable properties such as large support and posterior consistency are
possessed by simpler constructions that assume constant weight, mean, or variance functions.
Motivated by these results and the desire for simple computations, many authors have focused
on single-p DDPs, which assume constant weight functions. Usually, the variance function is also
assumed to be constant in x, and the mean function is given a Gaussian process prior (Gelfand
et al. (2005)) or assumed to be a linear function of a transformation of x into a higher dimensional
space, µj(x) = β
′
jφ(x) (De Iorio et al. (2004)). For φ(·) equal to the identity transformation,
µj(x) = β
′
jx, the single-p DDP with linear mean functions (De Iorio et al. (2009) and Jara
et al. (2010)) corresponds to the DPM model. More generally, the weights may also vary with
x. Proposals to allow for covariate dependent weights include Griffin & Steel (2006), Dunson
& Park (2008), Ren et al. (2011), and Rodriguez & Dunson (2011), just to mention a few. In
these approaches, the mean functions are typically assumed constant or linear in x.
It clearly appears from (3) that a crucial modelling aspect is the choice between constant
3
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and covariate-dependent weights. Thus, the first step of our study is a comparison between
models with constant and covariate-dependent weight functions, when the focus is curve fitting
and prediction. In particular, we will compare the DPM, as the basic model of the form (2) with
constant weight functions, and the joint DPM model, as the computationally simplest model
with covariate-dependent weights.
The choice of the weight function is indeed crucial for the predictive performance of the
model. The weight functions have implications on the latent partition of the data in different
mixture components, and prediction is strongly dependent on such partition.
Models with constant weight functions implicitly assume that the covariates are not in-
formative on the cluster allocation. This may be appropriate for exploratory analysis, aimed
at highlighting possible clusterings of individual regression curves. However, in curve fitting,
clustering is not meant to model heterogeneity, i.e. a multiple response behavior for the same
region of x, but rather aims at possibly selecting different curves, from the collection of available
curves µj(·), in different regions of the covariate space, for local approximation of the unknown
regression curve. In this context, we show that the assumption of a constant weight function
can result in (surprisingly) poor and uninformative prediction, the more so in case of departures
of the real curve from the form specified by the mean functions. As we will highlight later, this
occurs because, for a given partition, the prediction is a mixture of all the cluster-specific fitted
curves, independent of xn+1 and the location of the clusters in the covariate space.
Models with covariate dependent weights implicitly use a notion of covariate-proximity clus-
tering that greatly improves prediction. For a given partition, predictions based on clusters which
are close to xn+1 in the covariate space have greater influence, and the conditional predictions
are then averaged across all partitions, according to the posterior distribution. Unfortunately,
as we will illustrate, the information about what are reasonable, proximity-based partitions gets
(dramatically) spread out in the posterior, leading to predictions based on undesirable partitions
having too much impact and predictions based on desirable partitions with not enough impact.
These difficulties arise due to the huge number of partitions on which DP-based models
assign a prior distribution. In particular, both models allow for any possible partition of the n
data points into k groups for k = 1, . . . , n. There are
Sn,k =
1
k!
k∑
j=0
(−1)j
(
k
j
)
(k − j)n,
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a Stirling number of the second kind, ways to partition the n data points in to the k groups and
Bn =
n∑
k=1
Sn,k,
a Bell number, possible partitions of the n data points. Even for small n, this number is very
large.
However, the covariates typically provide information on the partition structure. Our main
point is that this information should be strictly enforced in the prior probability law on the
random partition, since it would otherwise be (dramatically) spread out in the posterior, due
to the huge dimension of the partition space. In particular, if we require partitions to satisfy
an ordering constraint of the (xi), we can reduce the total number of partitions to just 2
n−1
of the Bn total partitions. For example, for n = 10, the total number of partitions under this
constraint is 0.44% of the total partitions, and for n = 100 the percentage of partitions under
this constraint is less than 10−83% of the total partitions. Clearly, this set of desirable partitions
is much smaller than the partition space, and thus, defining a prior on the partition that ensures
sufficient mass on the desirable partitions in the posterior can be difficult.
To resolve this issue, we propose to modify the distribution of the latent partition to rule
out the undesirable partitions by setting the probability of these events to be zero, while still
maintaining properties of the DP, such as the prior for kn, the number of groups in a sample of
size n. This allows the distribution of the partition to depend on the covariate according to the
designated clustering principle and greatly reduces the number of possible partitions. Our aim
is to demonstrate greatly improved prediction. Furthermore, due to the reduced dimension of
the partition space, computations are much less expensive.
The research in this paper is motivated by a data set consisting of possible Alzheimer’s
disease (AD) patients with measurements of the volume of different brain structures. The
interest is in estimation of the curve describing the probability of AD as a function of asymmetry
of the hippocampus. Nonparametric flexibility is needed to recover the non-monotone curve.
The paper is organized as follows. In Section 2 we review the DPM and joint DPM models,
the implied random partition models, and the prediction under the models. In Section 3 we
recalibrate the DPM to remove undesirable partitions and obtain useful posterior and predictive
distributions. Section 4 covers the computational procedures for sampling and prediction under
the restricted DPM model. Finally, numerical illustrations are presented in Section 5 and an
AD study is presented in Section 6.
5
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2 DPM and joint DPM models
2.1 DPM model
The Dirichlet process prior defines a probability law on distributions on arbitrary spaces and
was first introduced by Ferguson (1973). Mixtures models with a Dirichlet process mixing
distribution, of the type we will be using, were subsequently introduced and studied by Lo
(1984). The DP mixture model for the distribution of response, Yi, given the covariate, xi, for
i = 1, . . . , n, has the form
Yi|xi, βi, σ2i ind∼ N(β′ixi, σ2i ), (4)
(βi, σ
2
i )|P iid∼ P,
P ∼ DP(αP0),
where xi = (1, xi)
′ and, for convenience, we condition on xi even when the covariate is non-
random. Here, the base measure, P0, is the conjugate multivariate normal–inverse gamma
distribution, i.e β|σ2 ∼ N(β0, σ2C−1) and σ2 ∼ IG(a, b), for some selection of (β0, C, a, b).
From the properties of the DP, P is discrete with probability one, implying positive prob-
abilities of ties among the parameters pairs (βi, σ
2
i )
n
i=1. This follows from the structure of the
predictive distributions, which is given by the Po´lya urn scheme (Blackwell & MacQueen (1973))
(β1, σ
2
1) ∼ P0,
(βn+1, σ
2
n+1)|(β1, σ21), . . . , (βn, σ2n) ∼
α
α+ n
P0 +
kn∑
j=1
nn,j
α+ n
δ(β∗j ,σ2∗j )
,
where (β∗1 , σ2∗1 ), · · · , (β∗kn , σ2∗kn) are the kn distinct values in the sample (β1, σ21), . . . , (βn, σ2n), in
order of appearance, and nn,j =
∑n
i=1 I(βi,σ2i )=(β∗j ,σ2∗j )
are their frequencies. For ease of notation,
we drop the subscript n from (kn, nn,j) when the sample size is understood.
The DPM model can be equivalently viewed in terms of a random partition model that gives
the distribution of the partition of n subjects into clusters (?), and a sampling model, which
models the data given the partition. Let ρn = (s1, . . . , sn) denote the partition, where si = j if
(βi, σ
2
i ) = (β
∗
j , σ
2∗
j ). The random partition model is obtained from the Po´lya urn scheme
p(ρn) =
αk
α[n]
k∏
j=1
(nj − 1)!, (5)
6
Restricted DP mixtures for curve fitting
where α[n] = α(α + 1) · · · (α + n − 1). From (4), the sampling model for the response given
the partition and the covariate assumes independence across clusters and exchangeability within
cluster, where conditional on the cluster parameters, a simple linear model is assumed within
cluster.
Note that the partition of the n observations is independent of x. This means that given
the covariates, positive mass is assigned to any possible partition of the n observations into k
groups and that there is no prior preference for clusters with similar covariates.
The posterior of the partition given the observed data, ((yi, xi), i = 1, . . . , n), denoted (y, x)
for brevity, is proportional to the random partition model, times the sampling model. The use
of conjugate base measures in (4) allows for a closed form expression for the sampling model
and combining this expression with the prior, implies the posterior of a partition is
p(ρn|y, x) ∝ αk
k∏
j=1
(nj − 1)!
(
|C|
|C +X ′jXj |
)1/2
baΓ(a+ nj/2)
Γ(a)(b+ V 2j /2)
a+nj/2
, (6)
where
V 2j = (yj − ŷj)′Ŵj(yj − ŷj);
Ŵj = (I −Xj(C +X ′jXj)−1X ′j);
ŷ
j
= Xjβ0;
y
j
denotes the response of data points in cluster j; and Xj is a matrix whose rows consist of xi
for data points in cluster j. Equation (6) shows that partitions with similar linear relationships
between y and x are preferred in the posterior.
Due to the large number of possible partitions, direct computation of (6) is unfeasible and
requires MCMC approximations. We let l = 1, . . . , L index the iterations of a MCMC output,
{ρ(l)n }Ll=1, where for each l, ρ(l)n is an approximate sample from the posterior distribution of
[ρn|y, x]. Due to the huge dimension of the partition space, the chain will tend to visit too many
partitions with each one only visited very few times.
Under quadratic loss, the curve estimate at xn+1 corresponds to the point prediction of Y
at xn+1:
m̂(xn+1) = E[Yn+1|xn+1, y, x].
Let Pn denote the set of all partitions of {1, . . . , n} and P(ρn) = {1, ...., k+1} denote the possible
labels for the new data point given ρn; then, since the prior on the random partition does not
7
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depend on the covariates,
m̂(xn+1) =
∑
ρn∈Pn
 ∑
sn+1∈P(ρn)
E[Yn+1|xn+1, y, x, ρn+1]p(sn+1|ρn)
 p(ρn|y, x). (7)
The inner term of (7), the prediction given ρn, is simply an average of all cluster-specific pre-
dictions with weights given by the Po´lya urn scheme;
E[Yn+1|xn+1, ρn, x, y] = α
α+ n
β′0xn+1 +
k∑
j=1
nj
α+ n
β̂′jxn+1, (8)
where
β̂j = (C +X
′
jXj)
−1(Cβ0 +X ′jyj)
is a vector containing the estimated intercept and slope for the regression line under the standard
linear model given the response and covariates of subjects in cluster j.
Equation (8) shows that given the partition, the cluster-specific predictions are weighted
according to the size of each cluster. This means that even if the new xn+1 is very far from the
largest group, it is more likely to share the same regression line because many observations fall
in that group. This aspect can clearly lead to very poor curve fitting and prediction.
Using equation (8), the expression for the curve estimate given in (7) becomes
m̂(xn+1) =
∑
ρn∈Pn
 α
α+ n
β′0xn+1 +
k∑
j=1
nj
α+ n
β̂′jxn+1
 p(ρn|x, y),
which can be approximated through MCMC by
m̂(xn+1) ≈ 1
L
L∑
l=1
 α
α+ n
β′0xn+1 +
k(l)∑
j=1
n
(l)
j
α+ n
β̂
′(l)
j xn+1
 . (9)
Thus, the prediction is averaged across all partitions, with weights given by their (estimated)
posterior probability, and will therefore suffer from the issues for the posterior of the partition,
namely the insufficiently large posterior mass of desirable partitions and insufficiently small
posterior mass of undesirable partitions. If the prediction is based on an undesirable partition,
the estimated regression line and/or weights within cluster be will be incorrect and the poor
prediction resulting from this undesirable partition will be used in computations of (9). These
issues are illustrated with examples in Section 5.
Also note that factoring out the xn+1 yields
m̂(xn+1) =
 α
α+ n
β0 +
∑
ρn∈Pn
k∑
j=1
p(ρn|x, y) nj
α+ n
β̂j
′ xn+1.
8
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Thus, the curve estimate is merely a linear function of xn+1, meaning that no matter where
xn+1 lies in the covariate space, the same linear function is used to estimate yn+1.
2.2 Joint DPM model
The joint DPM model is similar to (4), but also incorporates a model for the covariate,
Yi|xi, βi, σ2y,i ind∼ N(β′ixi, σ2y,i),
Xi|θi ind∼ FX(·; θi),
(βi, σ
2
y,i, θi)|P iid∼ P,
P ∼ DP(αP0Y × P0X),
where P0Y is the base measure for the Y parameters and P0X is the base measure for the X
parameters. We assume the same structure for P0Y , namely, the conjugate multivariate normal–
inverse gamma for some selection of (β0, C, a, b), and do not assume a specific form for P0X , but
for the examples in Section 5, where FX is the normal distribution function, it is chosen to be
the conjugate normal–inverse gamma.
As for the DPM, also the joint DPM model can be decomposed into a random partition
model and a sampling model given the partition. However, different from the DPM, the random
partition of (βi, σ
2
i ) depends on the covariates (Park & Dunson (2010)) and is given by
p(ρn|x) ∝ αk
k∏
j=1
(nj − 1)!
∫ ∏
{i∈Sj}
fX(xi|θ)dP0X(θ), (10)
where Sj = {i : si = j} and fX is the density of FX .
Mu¨ller & Quintana (2010) independently constructed a similar model, but were motivated
by directly modifying the cohesion term of the random partition model by a factor that fa-
vors clusters with similar covariates. More specifically, they suggested to modify the partition
distribution (5) of the DP by introducing a similarity function g(·) as follows
p(ρn|x) ∝ αk
k∏
j=1
(nj − 1)! g({xi}i∈Sj ),
where g(·) captures the closeness of covariates, with large values indicating high similarity.
Mu¨ller & Quintana (2010) show that if the similarity function satisfies invariance with respect
to permutations of the covariates and scalability, i.e∫
g({xi}i∈Sj , x)dx = g({xi}i∈Sj ),
9
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then
g({xi}i∈Sj ) =
∫ ∏
{i∈Sj}
fX(xi|θ)dP0X(θ);
and thus, the covariate dependent random partition model is equivalent to that obtained in (10).
Even though (10) still assigns positive mass to any possible partition of the n subjects into k
groups, clusters with similar covariates are encouraged.
The posterior of the covariate dependent partition is
p(ρn|y, x) ∝ αk
k∏
j=1
(nj − 1)!g({xi}i∈Sj )
(
|C|
|C +X ′jXj |
)1/2
baΓ(a+ nj/2)
Γ(a)(b+ V 2j /2)
a+nj/2
.
Due to the incorporation of the similarity function, desirable partitions have higher posterior
mass, and the MCMC chain visits more reasonable partitions. However, the total number of
partitions has not changed; undesirable partitions still have positive prior mass, and incorpora-
tion of the similarity function may not be enough to ensure their posterior mass is sufficiently
small. Furthermore, there will likely still be many partitions which fit the data, resulting in
posterior mass diluted across many partitions.
The curve estimate, i.e. the prediction of Yn+1 given xn+1 and the data, is again computed
as
m̂(xn+1) =
∑
ρn∈Pn
 ∑
sn+1∈P(ρn)
E[Yn+1|xn+1, y, x, ρn, sn+1]p(sn+1|ρn, x, xn+1)
 p(ρn|y, x, xn+1).
However, contrary to the DPM model, the cluster allocation of the new observation now depends
on the covariate and is given by
sn+1|ρn, x, xn+1 ∼ 1
p(xn+1|x, ρn)
g(xn+1) α
α+ n
δk+1 +
k∑
j=1
g(xn+1|{xi}i∈Sj )
nj
α+ n
δj
 ,
where the weights of the Po´lya urn scheme are modified by the cluster-specific predictive densities
of xn+1:
g(xn+1|{xi)}i∈Sj ) =
∫
fX(xn+1|θ)dP0X(θ|{xi}i∈Sj ).
Furthermore,
p(ρn|x, y, xn+1) = p(xn+1|x, ρn)
p(xn+1|x, y) p(ρn|x, y)
is no longer equivalent to p(ρn|x, y). The resulting expression of the curve estimate is
m̂(xn+1) =
∑
ρn∈Pn
α
c
g(xn+1) β
′
0xn+1 +
k∑
j=1
nj
c
g(xn+1|{xi}i∈Sj ) β̂′jxn+1
 p(ρn|y, x), (11)
10
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where c = (α+ n)p(xn+1|y, x). The inner term of (11) is again an average of all cluster-specific
predictions, but the weights here depend on the closeness of xn+1 to the clusters in the covariate
space, as measured by the cluster-specific predictive densities. Regression lines for clusters close
to xn+1 are assigned more weight. However, regression lines for clusters far from xn+1 in the
covariate space still have positive weight, resulting in unnecessary inclusion of poor predictions
based on these clusters in the average computed in (11).
The curve estimate (11) can be approximated by MCMC as
≈ 1
L
L∑
l=1
α
cˆ
g(xn+1)β
′
0xn+1 +
k(l)∑
j=1
n
(l)
j
cˆ
g(xn+1|{xi}i∈S(l)j )β̂
(l)′
j xn+1
 , (12)
where
cˆ =
 1
L
L∑
l=1
αg(xn+1) +
k(l)∑
j=1
n
(l)
j g(xn+1|{xi}i∈S(l)j )
 .
Again, the estimate obtained in (12) by averaging over all partitions visited by the chain will
suffer from the issues for the posterior of the partition mentioned above and poor prediction
arising from undesirable partitions with insufficiently small posterior mass.
Finally, note that the curve estimate is no longer a linear function of xn+1, since the weights
assigned to each regression line depend on xn+1.
3 A restricted DPM model
Our proposal extends the DPM model (4), which written in terms of the random partition is
(Y1, . . . , Yn) | x, ρn, (β∗1 , σ2∗1 ), . . . , (β∗kn , σ2∗kn) ∼
kn∏
j=1
∏
{i:si=j}
N(yi|β∗′j xi, σ2∗j )
ρn ∼ p(ρn)
and (β∗j , σ
2∗
j )
iid∼ P0. In the DPM model, the random partition model p(ρn) is induced by the
assumption of exchangeability of the individual parameters (βi, σ
2
i ) with a DP prior on their
distribution. Here, as for the joint DPM model, we relax the assumption of exchangeability of
the individual parameters to allow for a cluster allocation that is covariate dependent. Our pro-
posal is a new random partition model p∗(ρn|x) that strictly incorporates a covariate-proximity
constraint.
Indeed, in regression settings where the covariate is informative for prediction, partitioning
should be based on the proximity of the covariates. Due to the unrestricted nature of the
11
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clusters offered by Dirichlet based models, this idea of covariate proximity needs to be specifically
enforced on the partition structure.
For curve-fitting, the idea of covariate proximity is naturally expressed by the ordering of
x. For example, if xi < xi′ < xi′′ , it is reasonable to assume that if subjects (i, i
′′) are clustered
together, then subject i′ is also in that cluster. To this aim, we use the natural ordering of x to
determine the allowed partitions and remove undesirable partitions by adjusting the conditional
distribution of partition given the covariate, so that their mass is zero.
Let pix denote the permutation of the first n integers that rearranges (x1 . . . , xn) in in-
creasing order, as xpix(1) < . . . < xpix(n), and let ypix(1), . . . , ypix(n) and spix(1), . . . , spix(n) be the
corresponding values of y and s1, . . . , sn. For the DP, the prior distribution (5) of the partition
is invariant to a relabelling of the clusters as long as the partition is preserved. This means that
we can relabel the clusters, so that the subject with the smallest covariate is in the first cluster.
To impose the order constraint that if subjects i and i′′ are clustered together then all subjects
whose covariates are between xi and xi′′ are in the same cluster, we require that
spix(1) ≤ . . . ≤ spix(n). (13)
A similar constraint is enforced in Fuentes-Garcia et al. (2010); however, in their work, no
covariates are present and the imposed restriction is based on the ordering of the observed data y,
with the aim of improved inference on the clustering structure. They incorporate the restriction
by simply multiplying the posterior of ρn by the indicator that the constraint is satisfied.
We first note that while a simple extension of their approach in a regression setting, i.e.
multiplying p(ρn|x) by the indicator that spix(1) ≤ . . . ≤ spix(n), does remove the unwanted
partitions, it also leads to an undesirable prior for k. Indeed, such an approach would cause
the prior for k to place a high mass on k = 1 and k = n, and for a fixed value of α, the mass
assigned to k = 1 increases with the sample size. This unbalance effect is due to the fact that
we are removing no partitions for k = 1 and k = n and many as k → n/2. The mass of the
removed partitions is spread out evenly among the remaining partitions, thus increasing the
relative weight of k = 1 and k = n, and decreasing the relative weight of moderate values of k.
To avoid this effect, we define a covariate dependent random partition model that both
removes undesirable partitions and retains certain properties of the random partition model
induced by the DP. More specifically, we want to modify the partition probability law (5) of
the DPM model, but to keep unchanged the probability law of the frequencies (m1, . . . ,mn)
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corresponding to cluster sizes (n1, . . . , nk), where mj is the number of n1, . . . , nk that are equal
to j. For the DP, the probability law of (m1, . . . ,mn) is given by the celebrated Ewens sam-
pling formula (Ewens (1972)). In addition, preserving the law of (m1, . . . ,mn) implies that the
probability law of the number of clusters k is unchanged. Our proposal is given in the following
proposition.
Proposition 1. The covariate-dependent probability measure on the random partition defined
by
p∗(ρn|x) = α
k
α[n]
n!
k!
k∏
j=1
1
nj
∗ Ispix(1)≤...≤spix(n) (14)
satisfies the order constraint (13) and has the same marginal for (m1, . . . ,mn) and for k, as
those induced by the Dirichlet process.
Proof . By construction, the random partition model p∗ satisfies the order constraint (13). We
want to show that it preserves the probability law of (m1, . . . ,mn) induced by the DP. The proof
relies on the fact that under constraint (13), the partition is uniquely identified by (n1, . . . , nk, k),
that is, there is only one partition that has cluster sizes (n1, . . . , nk) and satisfies (13), namely
(spix(1), . . . , spix(n)) = (1, . . . , 1, 2, . . . , 2, . . . , k, . . . , k), where 1 is repeated n1 times, 2 is repeated
n2 times, . . ., and k is repeated nk times. Therefore,
p∗(n1, . . . , nk, k|x) = α
k
α[n]
n!
k!
k∏
j=1
1
nj
. (15)
Now, p∗(m1, . . . ,mn|x) =
∑
N p
∗(n1, . . . , nk, k|x), where the sum is over all (npi(1), . . . , npi(k))
obtained from a permutation pi of the clustering indices of a specific (n1, . . . , nk) that satis-
fies m1, . . . ,mn. Since (15) is invariant to a permutation of cluster indices, the probability of
(m1, . . . ,mn) is simply the probability of a specific (n1, . . . , nk) that satisfies (m1, . . . ,mn) mul-
tiplied by the number of unique ways to order the mi clusters of size i for i = 1, . . . , n, that
is
p∗(m1, . . . ,mn|x) = p∗(n1, . . . , nk, k|x) k!∏n
i=1mi!
.
This implies that
p∗(m1, . . . ,mn|x) = α
k
α[n]
n!
k!
k∏
j=1
1
nj
k!∏n
i=1mi!
=
αk
α[n]
n!∏n
i=1 i
mimi!
,
where the last step follows from noting that n1 · · ·nk = 1m12m2 · · ·nmn . This is probability law
of (m1, . . . ,mn) induced by the DP (Antoniak (1974)). Notice that k =
∑n
i=1mi; thus, it follows
that the prior for k is equivalent to that of the DP. 
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The proof relies on the fact that under constraint (13), there is only one partition described
by (n1, . . . , nk, k). This property will also be exploited for computations in Section 4.
We note that the order-based dependent Dirichlet process models of Griffin & Steel (2006)
also implicitly define a covariate dependent random partition model based on the ordering of
covariate values. The important difference to underline is that we are not only encouraging
order-based partitions, but also removing undesirable partitions which violate this constraint,
greatly reducing the total number of partitions and ensuring undesirable partitions have zero
posterior mass.
3.1 The posterior distribution
The posterior distribution of the partition is
p∗(ρn|y, x) ∝α
k
k!
k∏
j=1
1
nj
(
|C|
|C +X ′jXj |
)1/2
∗ b
aΓ(a+ nj/2)
Γ(a)(b+ V 2j /2)
a+nj/2
∗ Ispix(1)≤...≤spix(n) ,
which depends on the hyper–parameters (α,C, θ0, b, a). The interpretation of these parameters
is similar to the DP model. A large value for α will encourage more clusters through the factor
of αk. For a given k, the term
∏k
j=1 n
−1
j will favour partitions with one large cluster and several
small clusters. Thus, if one believes that the clusters are balanced, the prior distribution of the
partition should be adjusted appropriately.
Given σ2, the prior variance–covariance matrix of the intercept and slope is σ2C−1. Typ-
ically, C is a diagonal matrix with small values on the diagonal so that the prior is non-
informative. In this case, |C| < 1 and
k∏
j=1
(
|C|
|C +X ′jXj |
)1/2
≈ |C|
k/2∏k
j=1 |X ′jXj |1/2
.
The term |C|k/2 will discourage a large number of clusters, while
k∏
j=1
|X ′jXj |1/2 =
k∏
j=1
nj
∑
i∈Sj
(xi − x¯j)2
nj
1/2 ,
where x¯j is the sample mean of the (xi) in cluster j, will encourage clusters with similar values
of the covariate and unbalanced clusters. For a given k, the term
∏k
j=1 Γ(a + nj/2)/Γ(a) will
also encourage unbalanced clusters. Finally,
∏k
j=1 b
a/(b + V 2j /2)
a+nj/2 will encourage clusters
with similar values of the covariate and similar linear response curve, since V 2j will be smaller
in this case.
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3.2 Prediction
Given the partition of the observed subjects and new subject, the predictive distribution has
a known form and can be easily computed and sampled from. In particular, suppose that
according to ρn+1 the new subject is in cluster j. Then, the predictive distribution of Yn+1 is
obtained from standard computations based on the observations in cluster j. In particular, it
is a non-central t-distribution with location β̂′jxn+1, scale b̂
−1
j âjŴn+1,j , and 2a + nj degrees of
freedom:
(Yn+1 − β̂′jxn+1) ∗
(
âjŴn+1,j
b̂j
)1/2
|ρn+1, y, x ∼ T (2a+ nj),
where T (ν) denotes the t-distribution with ν degrees of freedom. Here we denote the response
and covariate matrix for the nj observed subjects in cluster j by (Xj , yj); we define
Ŵn+1,j = 1− x′n+1(Ĉj + xn+1x′n+1)−1xn+1,
Ĉj = C +X
′
jXj ,
âj = a+ nj/2, and b̂j = b+ V
2
j /2,
and compute β̂j and V
2
j based on (Xj , yj). If the new subject belongs to a new cluster, then
nj = 0 and the updated parameters, âj , b̂j , β̂j , Ĉj are given by the prior parameters.
Define Cn as the set of possible partitions of the n subjects under the restricted DPM model
and C(ρn) as the set of values for sn+1 such that ρn+1 restricted to n observed subjects is ρn.
The curve estimate is again computed as
m̂(xn+1) =
∑
ρn∈Cn
 ∑
sn+1∈C(ρn)
E[Yn+1|xn+1, y, x, ρn, sn+1]p∗(sn+1|x, ρn, xn+1)
 p∗(ρn|y, x, xn+1).
(16)
The order restriction on the partitions now leads a simple covariate-dependent allocation scheme
for the next subject
p∗(sn+1|x, ρn, xn+1) = p
∗(ρn+1|x, xn+1)∑
sn+1∈C(ρn) p
∗(ρn, sn+1|x, xn+1) =
p∗(ρn+1|x, xn+1)
p∗(ρn|x, xn+1) , (17)
which can be computed from (14). In particular, we obtain that, conditionally on x, ρn, xn+1,
• If xn+1 is an end point (i.e. xn+1 < x(1) or xn+1 > x(n)), the ordering constraint implies
that there are two possible partitions of the n+ 1 data points. Suppose xn+1 < x(1), then
either (i) the new data point is in the first cluster with probability proportional to n1n1+1 ,
or (ii) the new data point is in a new cluster with probability proportional to αk+1 .
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• If xpix(i) < xn+1 < xpix(i+1) and spix(i) = spix(i+1) = j, the ordering constraint implies that
there is one possible partition of the n+ 1 data points and new data point is in cluster j.
• If xpix(i) < xn+1 < xpix(i+1) and spix(i) 6= spix(i+1), the ordering constraint implies that there
are three possible partitions of the n + 1 data points. Either (i) the new data point is in
the cluster j with probability proportional to
nj
nj+1
, (ii) the new data point is in the cluster
j+1 with probability proportional to
nj+1
nj+1+1
, or (iii) the new data point is in a new cluster
with probability proportional to αk+1 .
As for the joint DPM model, p∗(ρn|x, y, xn+1) 6= p∗(ρn|x, y); yet notice that computations here
are different because we do not require that x is random; thus we do not have a probabilistic
model for x to use in computations. The resulting expression of the curve estimate is given in
the following
Proposition 2. If the random partition model is defined by (14), then the prediction of yn+1
given xn+1 and the data is
m̂(xn+1) =
∑
ρn∈Cn
1
c
m˜(xn+1; ρn) p
∗(ρn|y, x),
where c = ((α+ n)p(y|x, xn+1))/((n+ 1)p(y|x)) and
m˜(xn+1; ρn) =

α
k+1β
′
0xn+1 +
n1
n1+1
β̂′1xn+1 if xn+1 < xpix(1),
α
k+1β
′
0xn+1 +
nk
nk+1
β̂′kxn+1 if xn+1 > xpix(n),
α
k+1β
′
0xn+1 +
nj
nj+1
β̂′jxn+1 +
nj+1
nj+1+1
β̂′j+1xn+1
if xpix(i) < xn+1 < xpix(i+1) and
spix(i) = j, spix(i+1) = j + 1,
nj
nj+1
β̂′jxn+1
if xpix(i) < xn+1 < xpix(i+1) and
spix(i) = j, spix(i+1) = j.
Proof . First notice that the posterior of [ρn|y, x, xn+1] in (16) can be written in terms of the
posterior of [ρn|y, x], since
p∗(ρn|y, x, xn+1) = p
∗(ρn|x, xn+1)
p∗(ρn|x)
p∗(ρn|x)
p∗(y|x, xn+1)p(y|ρn, x)
=
p∗(ρn|x, xn+1)
p∗(ρn|x)
p∗(y|x)
p∗(y|x, xn+1)p
∗(ρn|y, x).
Thus,
m̂(xn+1) =
∑
ρn∈Cn
 ∑
sn+1∈C(ρn)
E[Yn+1|xn+1, y, x, ρn, sn+1]p
∗(ρn+1|x, xn+1) p∗(y|x)
p∗(ρn|x) p∗(y|x, xn+1)
 p∗(ρn|y, x),
and using expression (14) to compute p∗(ρn+1|x, xn+1)/p∗(ρn|x) or combining the allocation
scheme (17) with expression (14) to compute p∗(ρn|x, xn+1)/p∗(ρn|x), we obtain the result.
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
Proposition 2 shows that, given the partition, the point prediction is an average of predictions
based only on clusters close to xn+1 in the covariate space, where higher weight is given to
neighbouring clusters with many individuals. Also, smaller α and larger k will give less weight
to the prediction from a new cluster.
4 Computation
By enforcing an ordering constraint on the partition based on the covariate, we have reduced
the number of possible partitions of n subjects into k groups from Sn,k, a Stirling number of
the second kind, to
(
n− 1
k − 1
)
; the first cluster must start with the first subject and there are(
n− 1
k − 1
)
ways to choose where to start following k−1 clusters among n−1 remaining subjects.
Thus, the constraint imposed reduces the total number of partitions from Bn to
n∑
k=1
(
n− 1
k − 1
)
= 2n−1.
However, for moderate to large n, this number is still large, and one needs to resort to MCMC
methods to approximate p∗(n1, . . . , nk, k|y, x). To explore the space of partitions, we use the
reversible jump MCMC algorithm as described in Fuentes-Garcia et al. (2010) and briefly de-
scribed in the following paragraph.
At each iteration, one of two types of moves is proposed: a split, where a group of size bigger
than one is divided into two, so that k is increased by 1, or a merge, where two neighbouring
groups are combined, so that k is decreased by 1. Uniform distribution are used for both types
of moves, so that
p∗(n1, . . . , nk+1, k + 1|n1, . . . , nk, k) = 1
kg(nh − 1) ,
p∗(n1, . . . , nk−1, k − 1|n1, . . . , nk, k) = 1
k − 1 ,
where for a split, h is the group selected to split and kg is the number of groups of size larger than
one. Letting n(k) = (n1, . . . , nk), the acceptance probabilities for a split or merge, respectively,
are
a(n(k+1), k + 1|n(k), k) = min
{
1,
p∗(n(k+1), k + 1|x, y)
p∗(n(k), k|x, y)
kg(nh − 1)
k
}
,
a(n(k−1), k − 1|n(k), k) = min
{
1,
p∗(n(k−1), k − 1|x, y)
p∗(n(k), k|x, y)
k − 1
(k − 1)g(nh1 + nh2 − 1)
}
,
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where for a merge, (h1, h2) are the two groups selected to merge and (k − 1)g is the number of
groups of size larger than one under the proposed merged partition. The proposed move is then
accepted with its corresponding acceptance probability. Next, a shuﬄe of the current partition
is performed, where two adjacent groups of size (nh1 , nh2) are merged and then split into two
groups of size (nh∗1 , nh∗2). The shuﬄe is accepted with probability
a(n(k)∗, k|n(k), k) = min
{
1,
p∗(n(k)∗, k|x, y)
p∗(n(k), k|x, y)
}
.
For prediction, we use the estimate of p(ρn|y, x) from the MCMC algorithm. We consider all
(ρn+1) whose restriction to the observed n subjects is in the set of (ρn) with positive estimated
posterior probability. For each ρ
(l)
n visited in the chain, the local prediction, β̂
(l)′
j xn+1, and
the non-normalized weight given in Proposition 2, denoted w(xn+1; ρ
(l)
n )j , are computed for
j ∈ C(ρ(l)n ). The prediction of yn+1 given xn+1 and the data can be estimated by
m̂(xn+1) ≈
L∑
l=1
∑
j∈C(ρ(l)n )
1
ĉ
w(xn+1; ρ
(l)
n )j β̂
(l)′
j xn+1,
where
ĉ =
L∑
l=1
∑
j∈C(ρ(l)n )
w(xn+1; ρ
(l)
n )j .
Note that because we have greatly reduced the parameter space, we are able to sample
the partition jointly as opposed to the DPM and joint DPM models which require sampling
from the full conditional of cluster label for each subject. This results in much faster MCMC
computations and better mixing.
5 Simulated data examples
To illustrate the issues related to the large number of partitions and the implications on predictive
performance, we consider three simulated data examples. The results with the DPM model and
joint DPM model which assign a prior on the full partition space are compared the proposed
model whose support is restricted to a small, reasonable subset of the full partition space.
First, we study a simple example with a piecewise linear regression function and no error,
so that the two clusters are clear. A set of n = 37 data points were generated according to the
following formulae;
yi|xi =
{
−xi/8 + 5 if xi ≤ 6
2xi − 12 if xi > 6 ; xi = 0, 0.25, 0.5, . . . , 8.75, 9.
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The hyper–parameters are specified as follows: α = 1, a = 2, b = 1/4,
β0 =
[
0
0
]
and C =
[
1/144 0
0 1/4
]
.
For the joint DPM model, in all examples the local model for X is FX = N(µ, σ
2
x) and the
base measure for X is the conjugate normal inverse-gamma, i.e. µ|σ2x ∼ N(µ0, σ2xc−1) and
σ2x ∼ IG(ax, bx). The additional hyperparameters for the joint DPM model of example 1 are
ax = 1, bx = 1, µ0 = 4.5, c = 1/4.
To illustrate the difficulties with nonlinear regression, a simple example with a quadratic
regression function is considered. For i = 1, . . . , 50,
Yi|xi ind∼ N(x2i , 1) ; Xi iid∼ U(−5, 5).
The hyper–parameters are specified as follows: α = 1, a = 2, b = 1,
β0 =
[ −12
0
]
and C =
[
1/50 0
0 1/25
]
.
The additional hyperparameters for the joint DPM model are ax = 1, bx = 1, µ0 = 0, c = 1/4.
Finally, a more complicated example with n = 100 is generated according to
Yi|xi ind∼ N(xi sinxi, 16−1) ; Xi iid∼ U(−2pi, 2pi).
The hyper–parameters are specified as follows: α = 1, a = 2, b = 1/16,
β0 =
[
0
0
]
and C =
[
1/(722) 0
0 1/144
]
.
The additional hyperparameters for the joint DPM model are ax = 1, bx = 1, µ0 = 0, c = 1/9.
The MCMC scheme for the DPM model and joint DPM model (jDPM) is the Gibbs sampling
method described in Neal (2000) (Algorithm 2). For the restricted DPM (rDPM) model, the
algorithm described in Section 4 is used. All MCMC algorithms used 10,000 iterations with
1,000 burn in.
Example 1. We begin by analysing the posterior probability of the partition for the n observed
subjects, since the prediction is computed based on those partitions with positive estimated
probabilities. This first example demonstrates how inference for the random partition of the
DPM and jDPM models can be (extremely) poor. Figure 1 summarizes the posterior of the
partition by displaying the three partitions with the highest estimated probabilities for each of
the models along with their corresponding probabilities.
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The DPM model does not recognize the true partition. It gives the most weight, 0.3973,
to the partition where the subject with a covariate of 8 is wrongly placed in the first cluster
(xi ≤ 6). This occurs because more subjects are in the first cluster. Even though the correct
partition has the second highest estimated probability, this value is only 0.0695.
The jDPM model is an improvement; with an estimated posterior probability of 0.5317 for
the true partition, it does better at recognizing the clusters. However, the undesirable partition
where the subject with a covariate of 8 is allocated to the first cluster is still present with the
second highest estimated posterior probability of 0.0493.
With an estimated posterior probability of 0.9031 for the true partition, the rDPM model
is by far the best at distinguishing the clusters.
The curve estimates at x = 0.2, 3.3, 5.9, 6.2, 6.3, 7.9, 8.1, 8.7 for the three models are shown
in Figure 4. Apart from the subject with a covariate of 6.2, the cluster allocation of the new
subjects is clear; those with covariates of (0.2, 3.3, 5.9) should be placed in the first cluster and
those with covariates of (6.3, 7.9, 8.1, 8.7) should be placed in the second cluster. However,
even conditionally on the true partition of the observed data, the DPM and jDPM models give
positive weight to the allocation of these new subjects to the opposite cluster. This causes an
unnecessary averaging of cluster-specific predictions across clusters that is evident in Figures 4a
and 4b. For partitions other than the true one, the conditional prediction is necessarily worse.
By placing zero prior mass on undesirable partitions, we ensure that conditional prediction
is just based on neighbouring clusters and the conditional predictions based on undesirable
partitions have no impact. The prediction is greatly improved (Figure 4c).
As suggested by the referees, we also explored a similar example where the second cluster
consists of subjects with covariates x < 3 or x > 6. In this case, by construction the rDPM
model is not able to recover the true partition as values of the parameters cannot be shared
across clusters. However, prediction is still improved as it is based only on neighboring clusters.
We refer the interested reader to the supporting information, where this extension of example 1
is discussed.
Example 2. For the second example, the three partitions with the highest estimated probabil-
ities for the three models are depicted in Figure 2.
In this example, the posterior mass for the DPM and jDPM models is spread out across
many partitions. In particular, with 10,000 iterations, after discarding the first 1,000, a total of
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9,946 partitions are visited by the chain for the DPM model and this number is 9,834 for the
jDPM model. Moreover, the total mass of the top three partitions is only 0.0021 for the DPM
model and is 0.0028 for the jDPM model. With a total of 1,044 partitions with positive estimated
posterior probability and a total mass of 0.2345 for the top three partitions, the posterior mass
for rDPM model is much less spread out.
The curve estimate for x from -4.5 to 4.5 by unit of 1 for the three models is displayed
in Figure 5. The curve estimate for the DPM model does not even interpolate the data, and
while poor curve fitting for this dataset was expected, the results in Figure 5a can appear very
surprising. This is of course an extreme example, but it does demonstrate how dramatically
poor the prediction can be for the DPM model when the true regression function is nonlinear,
suggesting that the DPM model should be used with caution if there is any doubt in the linearity
of regression function.
Prediction for the jDPM model (Figure 5b) is much better but is pulled down in some regions
due to the influence of predictions based on clusters in other parts of the covariate space. The
prediction of the rDPM model is close to the truth for all subjects except for the subject with
a covariate of 0.5 due to lack of data in that area.
Example 3. For the last example, the unknown curve is rapidly changing and requires many
clusters to capture it. The three partitions with the highest estimated probabilities for the three
models are depicted in Figure 3.
This example demonstrates how dramatically spread out the posterior for the partition can
be for the DPM and jDPM models. No partitions are visited more than once for both the DPM
and jDPM models. Thus, all 10,000 partitions have the same estimated posterior probability,
and Figures 3a and 3b display three of them. These partitions are composed of many clusters,
with an average number of clusters of 15 for the DPM model and 13 for the jDPM model. Of
the partitions displayed in Figures 3a and 3b, most contain undesirable features. Nevertheless,
all these partitions are used for prediction.
For the rDPM model, on the other hand, the posterior mass is much less spread out. A
total of 1,480 partitions have a positive estimated posterior probability. All partitions require
at least six clusters, where the majority, 86%, of partitions have between 7 and 9 clusters.
Figure 6 displays the prediction for x from −2pi to 2pi by a unit of pi/8. The DPM model
again gives a linear prediction and thus, cannot capture the nonlinear regression function. For
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the jDPM model, the prediction is not able to react to local changes in the derivative of the
curve as well as the rDPM model because it is overly influenced by data in distant regions of
the covariate space.
Insert Table 1 here.
We compared the empirical L2 prediction error between the estimated prediction and the
true prediction, defined by (1/m
∑m
j=1(ŷn+j,est − ŷn+j,true)2)1/2, in the three examples. The
results are summarized in Table 1 . As expected from the above discussion, the rDPM model
outperforms, and the jDPM gives better results than the DPM model.
6 Extension to binary response and real data application
In this section, we present an application to Alzheimer’s disease, where the aim is estimation of
the curve representing the probability of disease as a function of asymmetry in the hippocampus.
As the response is binary, we also discuss a simple extension of the model developed in Section
3 to handle this scenario.
Alzheimer’s disease (AD) is an irreversible, progressive brain disease that slowly destroys
memory and thinking skills, and eventually even the ability to carry out the simplest tasks
(ADEAR (2011)). Unfortunately, definite diagnosis is typically unavailable. Biomarkers based
on neuroimages are becoming increasingly popular tools for diagnosis and monitoring disease
progression of AD; and hippocampal volume is one of the most widely studied AD neuroimaging
biomarkers, as the hippocampus is a relatively easy brain structure to identify and is known to be
affected by the disease. As the disease progresses, brain tissue in the hippocampus deteriorates,
and it is believed that this tissue loss occurs asymmetrically with some initial findings supporting
this theory (Shi et al. (2009)). In this study, our aim is to further the understanding of the
behavior tissue loss in the hippocampus for AD and provide support for the theoretical behavior
of asymmetrical tissue loss.
The data used in this study was obtained from the Alzheimer’s Disease Neuroimaging Initia-
tive database (adni.loni.ucla.edu), which has collected around 5,000 images which are pub-
licly accessible at UCLA’s Laboratory of Neuroimaging. The ADNI was launched in 2003 by the
National Institute on Ageing (NIA), the National Institute of Biomedical Imaging and Bioengi-
neering (NIBIB), the Food and Drug Administration (FDA), private pharmaceutical companies
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and non-profit organizations, as a $ 60 million, 5-year public- private partnership. The pri-
mary goal of ADNI has been to test whether serial magnetic resonance imaging (MRI), positron
emission tomography (PET), other biological markers, and clinical and neuropsychological as-
sessment can be combined to measure the progression of mild cognitive impairment (MCI) and
early Alzheimer’s disease (AD). Determination of sensitive and specific markers of very early
AD progression is intended to aid researchers and clinicians to develop new treatments and
monitor their effectiveness, as well as lessen the time and cost of clinical trials. The Principal
Investigator of this initiative is Michael W. Weiner, MD, VA Medical Center and University of
California-San Francisco. ADNI is the result of efforts of many co-investigators from a broad
range of academic institutions and private corporations, and subjects have been recruited from
over 50 sites across the U.S. and Canada. The initial goal of ADNI was to recruit 800 adults,
ages 55 to 90, to participate in the research, approximately 200 cognitively normal older individ-
uals to be followed for 3 years, 400 people with MCI to be followed for 3 years and 200 people
with early AD to be followed for 2 years. For up-to-date information, see www. adni-info. org .
Also available from the ADNI database are summaries of the neuroimages, including the
volume of various brain structures, such as the hippocampus. To measure asymmetrical hip-
pocampal tissue loss, we consider the ratio of the volume of the left to right hippocampus, which
is computed from the structural magnetic resonance image performed at the first visit for 377
patients, of which 159 have been diagnosed with AD and 218 are cognitively normal (CN). We
let y = 1 indicate a healthy subject, and x represent the ratio of the volume of the left to right
hippocampus. Our aim is estimation of the curve
m(xn+1) = E[Yn+1|xn+1] = P (Yn+1 = 1|xn+1).
We extend the model of Section 3 to handle a binary response by building on local probit
models. First, suppose the observed response for subject i, yi, is the indicator that the latent
variable, y∗i , is positive, i.e yi = Iy∗i>0. The model for the latent y
∗
i ’s is
Y ∗i |xi, si = j, β∗ ind∼ N(β∗′j xi, 1),
where β∗j
iid∼ N(β0, C−1), for j = 1, . . . , k, and the prior of the partition is given by the restricted
random partition model in Section 3.
Simple calculations show that given the partition, the latent (y∗i ) are independent across
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clusters and have multivariate normal distribution within cluster with parameters ŷ∗
j
and Ŵ−1j ,
p(y∗|x, ρn) =
k∏
j=1
(2pi)−nj/2
|C|1/2
|C +X ′jXj |1/2
exp
(
−1
2
(y∗
j
− ŷ∗
j
)′Ŵj(y∗j − ŷ
∗
j
)
)
,
where ŷ∗
j
and Ŵj are defined as in Section 2. Further conditioning on the response, we have
that
p(y∗|x, y, ρn) ∝ p(y∗|x, ρn) ∗
n∏
i=1
(Iy∗i>0)
yi(Iy∗i≤0)
1−yi .
Thus, given the partition and the data, the latent y∗i ’s are independent across clusters and have
a truncated multivariate normal distribution within cluster with parameters ŷ∗
j
and Ŵ−1j and
regions defined by the observed responses.
The posterior of the partition given the data and the latent y∗i ’s is
p(ρn|x, y, y∗) ∝ α
k
k!
k∏
j=1
1
nj
∗ Ispix(1)≤...≤spix(n)
k∏
j=1
|C|1/2
|C +X ′jXj |1/2
exp
(
−1
2
(y∗
j
− ŷ∗
j
)′Ŵj(y∗j − ŷ
∗
j
)
)
.
Posterior samples of the partition can be obtained based on the MCMC algorithm discussed in
Section 4 with an added step of sampling the latent y∗i ’s (see Damien & Walker (2001)).
Under the 0-1 loss function, the estimation of the regression curve amounts to determining
P (Y ∗n+1 > 0|x, y, xn+1).
Given ρn+1 and the latent y
∗
i ’s for the observed subjects, suppose the new subject is in cluster j,
then Y ∗n+1 is normally distributed with mean β̂′jxn+1 and variance Ŵ
−1
n+1,j , as defined in Section
3.2. Thus,
P (Y ∗n+1 > 0|x, y, xn+1, y∗, ρn+1) = Φ
(
β̂′jxn+1Ŵ
1/2
n+1,j
)
,
and the predictive probability of a success for the new subject is approximated by
P (Yn+1 = 1|xn+1, y, x) ≈
L∑
l=1
∑
j∈C(ρ(l)n )
1
ĉ
w(xn+1; ρ
(l)
n )j Φ
(
β̂
(l)′
j xn+1Ŵ
1/2(l)
n+1,j
)
,
where
ĉ =
L∑
l=1
∑
j∈C(ρ(l)n )
w(xn+1, ρ
(l)
n )j .
For the AD dataset, the hyperparameters are selected as
β0 =
[
0
0
]
, C−1 =
[
40 0
0 40
]
,
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and α = 1. The output of the MCMC algorithm with 20,000 iterations and 2,000 burn in was
used to estimate the curve for new subjects with covariates of x = 0.7 to x = 1.35 by an interval
of 0.01. Figure 7 displays the three partitions with the highest estimated posterior probability,
and Figure 8 displays the estimated curve with 90% pointwise credible intervals computed from
the output of the MCMC. The results show the presence of asymmetrical hippocampal volume
in AD patients.
Under the 0-1 loss function, patients are classified as healthy if the estimated probability is
greater than 0.5; new subjects whose left hippocampus is more than 11% smaller or more than
11% larger than than the right hippocampus are classified as sick. When the left hippocampus
is more than 14% smaller than the right hippocampus the patient is classified as sick with at
least 95% probability. This is comparable with the findings of Shi et al. (2009), who report
a significant ”left-less-than-right” hippocampal asymmetry pattern. However, our results also
show that a ”right-less-than left” hippocampal asymmetry pattern is present. In particular, the
patient is classified as sick with at least 95% probability when the right hippocampus is more
than 15% smaller than the left hippocampus.
7 Discussion
In this paper, we have provided a comparison of Bayesian nonparametric mixture models with
constant versus covariate dependent weight functions for curve fitting, and identified a basic,
but quite underestimated problem that is present in both models.
In terms of comparison, our results demonstrate an important drawback of the model with
constant weight functions and linear mean functions; it is not robust to non-linearity in the
regression function and can result in extremely poor prediction if non-linearity is present. This
is due to the fact that inflexibility of the mean functions causes the clusters to be associated
with regions of the covariate space. The local, cluster-specific predictions from different parts of
the covariate space are averaged together, independently of xn+1, resulting in poor prediction.
To avoid this problem, single-p DDP models should use flexible mean functions that guarantee
the curve described by the data can be captured by a single mean function. However, if the
mean functions are too flexible, prediction will also suffer. On the other hand, we have shown
that the model with covariate dependent weight functions results in improved prediction, due
to the incorporation of prior knowledge of the partition structure based on the covariates.
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However, for both models, problems arise due to the very large dimension of the partition
space. In particular, the posterior puts too small a mass on desirable clusterings and too large a
mass on undesirable partitions. Furthermore, an MCMC output may never even visit a partition
with a desirable clustering. This occurs because it is not possible to manipulate the prior mass
on partitions sufficiently, due to the extraordinarily large number of partitions and hence the
microscopic probabilities involved. To address these issues, the prior knowledge on what are
sensible configurations for the problem at hand needs to be introduced with extreme care. In
fact, it is appropriate to rigidly restrict the support of the prior on the random partition to the
set of sensible configurations, as this is the only sure way to guarantee prominence of desirable
partitions in the posterior.
To make our point, we have focused on the particular case of simple regression, i.e. curve
fitting, with a one-dimensional covariate, when it is essential to assume that clusters are based
on covariate proximity. We have shown the importance of highlighting these clusters in the
model by putting zero weight on the alternatives. The problems of not doing this, especially
poor predictive performance, have been made evident through computations and a number of
examples in the paper. For other applications, the type of clustering appropriate for the data
or aim must be established, and once this is understood, undesirable partitions according to
the notion of clustering established should be removed. We acknowledge that extensions to
the case of multivariate regression are problematic, as there is no unique notion of ordering
in higher dimensions. A general construction for the multivariate setting is provided in the
supporting information, but a detailed extension is beyond the scope of this work and requires
future research.
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Figure 1: Simulated example 1. Data are generated with no error from two lines. The plots
illustrate the posterior distribution on the unknown partition of the data obtained from a DPM,
joint DPM and restricted DPM (by columns). The three partitions with the highest posterior
probability (reported in the plot title) are shown by coloring the data according to cluster
membership. The restricted DPM gives a much higher posterior probability (0.9031) to the
correct partition.
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Figure 2: Simulated example 2. Data are generated as Yi|xi ind∼ N(x2i , 1). The DPM, jDPM
and rDPM (by column) reconstruct the quadratic regression curve by locally selecting linear
regressions corresponding to each cluster. The plots show the three partitions with the highest
posterior probability, represented by coloring the data according to cluster membership. The
very small values of the highest posterior probabilities (reported in the plot title) show that the
posterior for the DPM and jDPM is very spread out.
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Figure 3: Simulated example 3. Data are generated as Yi|xi ind∼ N(xi sinxi, 1/16). The posterior
distributions on the partition obtained from the DPM and jDPM are extremely spread out in
this example; in fact, they are uniformly distributed over the 10, 000 partitions visited by the
chain. The plots show three of these partitions for the DPM and jDPM (columns 1 and 2) and
the three partitions with the highest posterior probability for the rDPM (column 3), by coloring
the data according to cluster membership.
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Figure 4: Simulated example 1. Plot of the curve estimate in red at x = 3.3,5.9,6.2,6.3,7.9,8.1,10,
for the DPM, jDPM and rDPM, with the true curve in black and observed data in black circles.
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Figure 5: Simulated example 2. Plot of the curve estimate in red at a grid of new x values,
together with the true curve in black and observed data in black circles. The poor result for the
DPM is due to the fact that the curve estimate is an average of the linear regressions from all
clusters (shown in Figure 3) independent of location of the new x value.
Table 1: Empirical L2 prediction errors for the three simulated examples. The restricted DPM
achieves the lowest error for all examples.
Example DPM joint DPM restricted DPM
1 2.36 1.02 0.60
2 17.32 1.69 1.42
3 3.28 0.44 0.26
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Figure 6: Simulated example 3. Plot of the curve estimate in red for a grid of new x values with
the true curve in black and the observed data in black circles.
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Figure 7: AD example. Plot of data colored by cluster membership for the three partitions with
the highest estimated posterior probabilities (reported in the plot title). The plots include the
within cluster estimated probit regression curve denoted with ”*” and colored accordingly.
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Figure 8: AD example. The estimated curve describing the probability of being healthy (in
black) for left-to-right hippocampus ratios of 0.7 to 1.35 by 0.01 with 90% credible intervals (in
gray).
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