Recent core-hole-clock experiments [Phys. Rev. Lett. 112, 086801 (2014)] showed that the spin dependence of electron injection times at Ar/Co(0001) and Ar/Fe(110) interfaces is at variance with the expectations based on previous calculations for related systems. Here we reconcile theory and experiment, and demonstrate that the observed dependence is rooted in the details of the spin-split surface band structures. Our ab initio calculations back that minority electrons are injected significantly faster than majority electrons in line with the experimentally reported ultrashort injection times. The dynamics is particularly sensitive to the size (in reciprocal-space) of the projected band gaps around Γ for both substrates at the resonance energies. A simple tunneling model incorporating the spin-dependent gap sizes further supports these findings.
Electrons carry charge and spin. This concept is continuously transforming the field of electronics towards a spin-based discipline known as spintronics. Its applications promise nonvolatile data storage as well as lossless and ultrafast transmission of information via the spin degree of freedom [1] [2] [3] .
Along these lines, the spin-dependence of electron transfer across interfaces must be understood in detail. While advances in free-electron lasing yield new opportunities to directly resolve such ultrafast processes in time [2] , current experiments based on the core-hole-clock technique [4] [5] [6] are readily able to access spin-resolved charge transfer times down to the sub-femtosecond domain [7, 8] through spin selective excitation [9] or detection [10, 11] in the energy domain.
In particular, recent core-hole-clock experiments by Blobner et al. [9] probed the spin-dependent dynamics of electron transfer from core-excited Argon atoms towards ferromagnetic Co(0001) and Fe(110) substrates on which they are adsorbed. This study revealed a significant spin dependence of the ultrashort time-scales of the injection process, with the transfer of minority-spin electrons significantly faster than that of majority spin.
Interestingly, previous theoretical calculations predicted the reverse spin dependence for atomic Cs adsorbates on Fe(110) [12] . This behavior was explained in terms of the different character (and, thus, decay into vacuum) of the electronic acceptor states available in the substrate at the relevant energy: dispersive sp-bands for majority spin versus localized d-bands for minority. Although similar correlations were explored in the case of Ar/Co(0001) and Ar/Fe(110) [9] , the ultimate reason regarding the experimentally observed trend remains an open question.
In this letter we explore spin-dependent electron injection from core-excited Argon towards ferromagnetic Co(0001) and Fe(110) surfaces by means of a combination of density functional theory (DFT) calculations and Green's function techniques. We find that the first Ar *resonance above the Fermi level (4s) shows faster charge transfer times for minority than for majority spin paralleling the core-hole-clock experiments by Blobner et al. [9] . The analysis of our data reveals that the size of the electronic gaps around the Γ-point in the surface projected band structures determines this behavior. A simple model relying on minimal ingredients and incorporating the sizes of the band gaps confirms this observation.
We model core-excited Ar * on Co(0001) and Fe(110) surfaces with the Siesta code [13] , Troullier-Martinstype pseudopotentials [14] , the PBE functional [15] , and a double-ζ polarized basis generated with an energy shift of 0.1 eV (the Ar * basis includes double-ζ 4s and 3p orbitals and single-ζ 3d and 4p shells of polarization orbitals). We use slabs containing 11 metal layers separated by ∼ 40Å of vacuum and relax the outermost layer on each side. Ar atoms are then placed, at fixed distances from the surface, symmetrically on both sides of the slab within a 4×4 lateral supercell. We checked that the results are nearly independent on the adsorption site (see Supplemental Material [16] ) and here we only present those for top positions. The lattice parameters are a = 2.88Å for Fe and a = 2.51Å and c = 4.09Å for Co. The computational settings include a mesh cutoff of 250 Ry, a 5×5×1 and a 6×6×1 Monkhorst-Pack k-point grid to sample the Fe and Co supercells, respectively.
We aim at computing the resonance spectrum R (E) from the projection of the Green's function G(E) onto the resonance wave packet φ R ,
Here, we consider that the resonance wave packet |φ R = c s |ϕ 4s + c p |ϕ 4pz is localized on the adsorbate and consists of a linear combination of the 4s-and a polarizing 4p z -orbital of free Ar * . The amount of polarization was determined employing an optimization scheme aiming at maximizing the area below the resonance peak while keeping it localized in energy (see Supplemental Material [16] ). Analyzing the resonance spectra we extract the linewidth Γ of the 4s-Ar * resonance and relate it to the mean charge injection time τ = /Γ. In order to mimic the excitations produced in the relevant core-hole-clock experiments [9] , we simulate constrained Ar * atoms including a 2p-hole in the pseudopotential and adding the density corresponding to a spinpolarized electron occupying the 4s-orbital.
Generally, commonly used slab calculations with a finite amount of layers display an energy spacing between discrete sub-bands of ∼π 2 2 /(2m * L 2 ), i.e., ∼ 90 meV for a slab thicknesses of L ≈ 20Å corresponding to 11 layers of Co(0001) or Fe(110). This energy spacing critically affects the shape of the Ar * resonances in our simulations, since it is of the order of the linewidths defining the charge transfer times we study.
To overcome the limitations of such finite slabs, we adopt a recursive Green's function scheme [17, 18] to model surfaces consisting of an infinite amount of layers using the Transiesta code [19, 20] . In particular, we compute the Green's function G(E) of the first 8 Co(0001) layers [6 Fe(110) layers] of which the last 4 (3) layers connect via the self-energy Σ(E) to an infinite substrate
where H is the Hamiltonian and S the overlap matrix of the surface layers in our local basis. We use a small shift η = 5 meV along the complex axis to avoid singularities. Fig. 1 shows the calculated resonance spectra (cf. Eq. 1) of the 4s Ar * resonance for minority (a) and majority spin (c) on Co(0001) as a function of the adsorption height. Here, we consider k-averaged spectra since we aim at modeling an isolated adsorbate rather than a periodic array of adsorbates [21, 22] . The peaks shift up in energy as the adsorbate approaches the surface displaying a linear behavior. We determine the linewidths Γ by fitting a Lorentzian Ωπ −1 [(E − E R ) 2 − Ω 2 ] −1 and compare the results for the two spin-polarizations in Fig. 1b . Note that the small numerical broadening η must be subtracted and, thus, Γ = 2(Ω − η). The plot shows also the case of the Fe(110) substrate. For both substrate materials the extracted linewidths in the minority channel are consistently larger than in the majority channel. Translating to electron injection times /Γ we compare our simulations with the experiment [9] in Fig. 2 . The time scales are in the right ballpark and show the correct trends: Charge injection from minority channels is faster than from majority channels for each substrate, while the injection time of the minority channel on Co(0001) equals that of the majority channel on Fe(110). Furthermore, we checked (see Supplemental Material [16] ) that, also in agreement with experiment [9] , in the case of Ni(111) both spin channels differ by less than 15%. This confirms the validity of the approach and allows for a detailed analysis in order to unveil the origin of the observed effect.
Inspecting the alignment of the resonance positions with the band structure of the surfaces in the insets of Fig. 1a , c [only Co(0001) shown, see Supplemental Material for Fe(110) [16] ] reveals that the resonances are located in regions with a prominent gap in the projected band structure around Γ. Inside the electronic gaps no acceptor states are available so that charge transfer is effectively suppressed. For this reason the size of the projected gaps is a decisive factor controlling the electron dynamics at interfaces [23] [24] [25] [26] [27] . Resonances of majority spin, residing deeper inside the electronic gap, bear smaller linewidths than resonance peaks of minority spin, explaining the experimentally observed differences in charge transfer time [9] .
As Ar * approaches the surface, the presence of gaps in the projected band structure leads to two competing effects: (i) the growing overlap of the Ar * states with the wave functions in the substrate increases the linewidth [e.g., minority spin on Fe(110), Fig. 1b ]; (ii) the shifting of the resonance peak to higher energies and, thus, deeper into the electronic gaps causes a decrease in the linewidth [e.g., majority spin on Co(0001) for adsorption distances from 3.6Å to 3.0Å, Fig. 1b ]. Fig. 3a illustrates the interaction of the Ar * 4sresonance with the electronic gap along the Γ-N line in reciprocal space. Reducing the adsorption distance from 3.6Å to 3.0Å the resonance shifts up in energy, where the size of the electronic gap increases (peak positions marked by dashed lines in Fig. 3a, b ). The folding of the band gap that appears around Γ of the original surface Brillouin zone gives rise to a region of lower density of states (DOS) around N in the 4×4supercell (lighter shaded areas represent lower substrate DOS in Fig. 3b ). Inside this gap region the extracted kdependent linewidths (from Lorentzian fits) drop as can be seen from the widths of the colored areas in Fig. 3 
In order to back our observations we employ a simple model that captures the effect of the electronic gap at the relevant energies. In particular, we only consider the dispersive bands in the substrate giving rise to a constant DOS ρ(E, k ) ≈ C outside a disk-like gap region (k ≤ k 0 ) with vanishing DOS around the Γ-point. The average tunneling rate is then given by
where V (k ) is the hopping matrix element between the resonance wave packet φ R (r) and each of the delocalized electronic states ψ k (r) with the same energy in the substrate. We estimate V (k) to lowest order by their overlap, so that
Here, we factor the wave functions of the substrate
k-dependent minority 4s Ar * -resonance along the Γ-N line on Co(0001) for adsorption distances of 3.6Å (green) and 3.0Å (red) in a 4×4-supercell (a). Shaded areas in (b) show the effect of the folding of the projected band gap around Γ (using the model band-structure in Fig. 4b ), revealing its interplay with the Ar * -resonance. As the adsorbate approaches the surface, the resonance (dashed lines) moves deeper into the electronic gap as reflected by a lower DOS in lighter shades of gray. In these regions the k-dependent widths Γ(k ) -depicted by the red and green areas around the peak positions-drop in comparison with regions with a larger DOS.
FIG. 4.
A simple model incorporating the spread of the initial wave-packet in reciprocal-space (a), and the energy and spin dependence of the edges of the projected band gap around Γ (b) yields linewidths in coincidence with the experimental trends [9] regarding spin and material (c). Here, we used d0 = 3 Bohr, Φ = 5 eV, and m * = 0.4. The inset in (c) shows that an unintuitive decrease in tunneling rate is obtained upon lowering the distance d when fixing (d − d0) to a constant value (here 2 Bohr) in Eq. 5 considering z = d.
that decays exponentially into vacuum with the distance z to the surface, and a plane wave contribution e −ik r reflecting the dispersive character of the bands close to the resonance energies E R . We further simplify the expression by evaluating f (z, k ) at the adsorbate's position d. Finally, the coupling is determined by the product of the Fourier transform of the initial wave packetφ R (k ) with f (d, k ). For electrons with large momenta k parallel to the surface the injection probability decreases exponentially (see Eq. 5): At a given energy E R the effective injection barrier grows with the kinetic energy k 2 /(2m * ) of the acceptor state (m * ≈ 0.4 for both materials).
The Fourier transformφ R (k ) also reduces efficiently the coupling to states with large k . This can be seen in Fig. 4a , where we used the 4s pseudo wave-function [14] of Ar * as a simple model for the wave packet. The spread in reciprocal space of the resonance wave-packet is comparable to the extension of the projected band gap around Γ (Fig. 4b) , explaining the large impact of this gap on the charge transfer dynamics. Furthermore, at a given energy E R the size of the projected band gap is considerably larger for majority spin, explaining the larger charge-transfer times for the majority spin channel on both substrates.
The results of the simple model sketched above are plotted as a function of the distance d in Fig. 4c . It is important to notice here that k 0 (the lower integration limit in Eq. 3) is a function of the resonance energy E R (Fig. 4b) , while E R depends approximately linearly on d (Fig. 1) . Thus, the linewidths depend on d in several ways. However, for any arbitrary fixed value of d the results of the model reproduce nicely the behavior found in the experiment [9] : majority spin has a larger lifetime than minority spin on both substrates, while majority lifetimes on Fe are similar to those of minority electrons on Co. This confirms the role played by the projected band gap as the determining factor.
The assumption of an exponential tunneling-like behavior in Eq. 5 leads in all cases to a pronounced decay of the linewidth with distance, which does not fully reproduce the various trends of our ab initio calculations. In particular, the counter-intuitive decrease of the electron injection rates Γ upon approaching the surface (Fig. 1b) is missing. However, this behaviour can be recovered by setting (d − d 0 ) to a fixed value in Eq. 5 with z = d. In such case, the distance dependence is determined by the increase of size of the projected band gap as the resonance shifts up in energy when d is reduced. The result is shown in the inset of Fig. 4c and demonstrates that the projected band gap also plays a key role to determine the distance dependence of resonance linewidths.
In conclusion, we showed that the details of the surface projected band structure and the level alignment are essential to explain the ultra-short time-scales of charge injection and their variations as a function of electron spin and electronic coupling across the interface. In particular, the presence of electronic gaps around Γ, as found in ferromagnetic Co(0001) and Fe(110) substrates, constitutes an efficient blocking mechanism for the tunneling of electrons and is instrumental to explain the material, spin and energy dependence of electron injection. With this main ingredient we can rationalize and reproduce recent experimental results for electron transfer times from core-excited Ar * atoms [9] . In general, charge transfer from adsorbates towards surfaces is governed by a combination of the k-dependent coupling matrix elements, accounting for the symmetry and spatial overlap of the involved states, and the distribution of the available acceptor states in reciprocal space. These findings emphasize that a detailed understanding of the electronic and atomic structure of the system is a necessary ingredient of any method to simulate ultra-fast dynamics accurately down to the fundamental time-scales of electronic motion.
We wish to acknowledge illuminating discussions with Prof. U. Heinzmann and Prof. P. Feulner, as well as financial support from the EU FP7 programme under Grant Agreement No. 607232 (THINFACE), the In order to account for a possible polarization of the Ar * -resonance wave packet in the vicinity of the surface we mixed different components of the basis set. In particular we optimized wave packets constructed from Ar * 4s-and polarizing Ar * 4p z -orbitals of siesta's numerical atomic orbital basis.
In the following we derive the coefficients c 0 and c 1 of such wave packets |φ R consisting of two different atomic orbitals |ϕ 0 and |ϕ 1 , i.e., |φ R = c 0 |ϕ 0 + c 1 |ϕ 1 .
(S1)
The atomic orbitals |ϕ 0 and |ϕ 1 are chosen to be real functions and the coefficients c 0 and c 1 of the initially localized wave packet in this basis can also be chosen to be real numbers in order to avoid spurious probability currents between the two components. We aim at maximizing the projection
Here, G(E) is the Green's function averaged over the k-points in the Brillouin zone and a and b determine an energy range that encloses the resonance position. We use the abbreviated notation
where the matrix elements M µν are given by the complex values
and S is the overlap matrix of the non-orthogonal basis set in siesta. We optimize the above expression under the constraint φ R |φ R = c 2 0 + c 2 1 = 1 by substituting Isolating the terms containing the coefficient c 0 on one side of the equality and taking the square we receive
This leads to the biquadratic equation
which has four formal solutions
Of those solutions only two optimize the wave packet according to Eq. S6. To illustrate the construction of an optimized wave packet as described above we inspect the case of Ar * attached to Co(0001) at 3.6Å adsorption height. We consider a mixture of 4s (first ζ component of the siesta basis) and 4p z components (as in the main text) and analyze the majority channel. The Ar * -resonances related to the four solutions in Fig. S1a are displayed in corresponding colors in Fig. S1b . Fig. S1b shows that solution 2 (red line) visibly maximizes the area below the graph in the integration range from a to b [cf. Eq. S2]. The integration range is marked by vertical black lines and is chosen to be [E R − Γ/2; E R + Γ/2], where E R and Γ are the energy position E R and the linewidth Γ of the pure Ar * 4s-resonance. Clearly, the spectral feature of the optimized resonance state shows an increase in spectral density around the peak position in comparison with the pure Ar * 4s resonance state (dashed black line).
Extracting the widths of the optimized spectra containing a polarizing component we obtain consistently larger lifetimes than for pure Ar * 4s-resonances. All extracted numerical values of the optimized spectra are summarized in TABLE S1. Extracted quantities corresponding to the majority and minority spin Ar * -resonances on Co(0001). The tabulated values were obtained using either a pure Ar * 4s-orbital to represent the resonance wave packet |φR or an optimized wave packet containing a 4pz-component. Shown are: the peak maximum ER, the width obtained from a Lorentzian fitting Γ, the associated lifetime /Γ, and the lifetime τFT derived using the alternative method described below. The percentages |cp| 2 of 4pz-contributions contained in the optimized wave packets are displayed in the last column. Tab. S1 and Tab. S2. Listed are the positions of the maxima of the resonances E R , the linewidths Γ obtained from a Lorentzian fitting, and the corresponding lifetimes /Γ. These values can be compared with the values related to pure Ar * 4s-resonances. For a visual comparison, Fig. S2 additionally shows the extracted linewidths of optimized (opt.) and pure 4s-resonances for Ar/Co(0001) (Fig. S2a ) and for Ar/Fe(110) (Fig. S2b) . The optimized resonances exhibit a reduced linewidth, while the overall trends remain unchanged upon inclusion of the polarizing p z -component. As in the case of Ar/Co(0001) the observed spin dependence in the lifetimes for Ar/Fe(110) is rooted in the increased sizes (in reciprocal space) of the electronic gaps around the Γ-point in the majority channel. The alignment of the resonance positions with respect to the surface band structure of Fe(110) is shown in Fig. S3 .
The last columns in Tab. S1 and Tab. S2 show the percentages |c p | 2 of the polarizing component contained in the optimized resonance wave packets. As one expects, the polarization of the wave packets increases when lowering the distance between the Ar * atoms and the surface.
We additionally employed an alternative scheme to extract the lifetime τ FT after Fourier transformation (FT) to the time-domain (cf. τ FT in Tab. S1 and Tab. S2). The scheme is described in the section below. Looking at the values τ FT in the tables and comparing them to the values from Lorentzian fittings /Γ one can see that overall the trends remain unchanged. However, in the case of Ar * /Co(0001) at a distance of 3.3Å and 3.6Å growing asymmetries in the line shapes of the resonances bring about deviations from a symmetric Lorentzian fitting in the minority channel. 
EXTRACTION OF LIFETIMES IN THE TIME-DOMAIN
An alternative to the extraction of lifetimes by Lorentzian fittings of resonance features, is to compute the survival amplitude A(t) associated with a given resonance. The survival amplitude A(t) of a state φ(t) at a time t > t 0 is given by
where the Green's function G(t − t 0 ) acts as propagator in the time-domain. Once the survival amplitude is known, the survival probability S(t) = |A(t)| 2 can be obtained and the mean lifetime τ FT can be computed by
The Green's function in the time-domain G(t − t 0 ) is given by the Fourier transform of the Green's functionG(E) associated with the resonance peak,
In order to define the Green's functionG(E) associated with the resonance we crop the spectrum above the Fermi level using a Fermi distribution f (E) (only unoccupied states are available for the propagation of the adsorbate's excited electron).
where the imaginary part of the Green's function G(E) is related to the spectral density via (E) R = −1/π Im[G(E)]. Finally, the real part of the Green's function related to the cropped spectrum is obtained by using the Kramers-Kronig relation
Knowing the real and imaginary part of the Green's function associated with the resonance, a Fourier transformation to the time-domain (Eq. S12) yields the survival amplitude (Eq. S10) and thus the mean lifetime τ FT (Eq. S11). In practice, we evaluated Eq. S11 by numerical integration up to 500 fs.
SITE DEPENDENCE OF THE LINEWIDTHS OF THE RESONANCES
To confirm that the observed trends in this work are independent of the placement of the Ar * atoms on the Co(0001) and Fe(110) surfaces, we investigated the variation of the resonant linewidths across different adsorption sites. The extracted linewidths of pure 4s resonances are listed in Tab. S3. Inspecting the values no site dependence of the linewidths Γ is found apart from weak fluctuations (less than 14 meV). In analogy to the experiments by Blobner et al. [1] , we also investigated the lifetimes of Ar * resonances on Ni(111) at an adsorption height of 3.0Å. We initially modeled the system using a symmetric slab consisting of 13 layers. In a second step we computed the Green's function of the first 9 layers of which the last 6 were connected via self-energy terms (Eq. 2 of the main text) to an infinite bulk substrate. We used a 6×6×1 k-point sampling. The remaining computational settings were equal to the calculations for Ar * on Fe(110) or Ar * on Co(0001) and are reported in the main text. The resulting resonance lineshapes for pure 4s and polarized (opt.) wave packets are depicted in Fig. S4 from which we extracted the values of the energy positions E R (3.58 eV for both spins), linewidths Γ, and lifetimes /Γ associated with the Ar * resonances. For Ar/Ni(111) the charge transfer times /Γ differ by only 14% in both spin channels using polarized resonance wave packets (opt.), the majority channel showing a charge transfer time of /Γ = 5.07 fs (Γ = 129 meV) versus /Γ = 5.79 fs (Γ = 113 meV) in the minority channel. Pure Ar * 4s-resonances lead to similar results with /Γ 4s = 5.45 (Γ 4s = 120 meV) in the majority and /Γ 4s = 5.13 (Γ 4s = 128 meV) in the minority channel. Therefore, our calculations result in very faint differences for charge transfer in both spin channels reflecting a reduced spin splitting of the bands of the magnetic substrate and approaching a situation of equally fast charge transfer in both spin channels as reported experimentally for Ni(111) surfaces [1] .
Moreover, these results contrast our calculations of /Γ on Ar/Co(0001) and Ar/Fe(110), where we found pronounced differences with respect to charge transfer in both spin channels, see Tab. S1. Looking at Tab. S1 we find that the calculated charge transfer times on Ni(111) also come close to the theoretically determined time-scale for majority channel charge transfer of 5.57 fs on Co(0001) at an adsorption distance of 3.0Å. This observation resembles the experimentally reported overall behavior across different substrates [1] 
