The use of DNA as a tool for species identification has become known as "DNA barcoding" (Floyd et al., 2002; Hebert et al., 2003; Remigio and Hebert, 2003) . The basic idea is straightforward: a small amount of DNA is extracted from the specimen, amplified and sequenced. The gene region sequenced is chosen so that it is nearly identical among individuals of the same species, but different between species, and therefore its sequence, can serve as an identification tag for the species ("DNA barcode"). By matching the sequence obtained from an unidentified specimen ("query" sequence) to the database of sequences from known species, one can thus determine the species affiliation of the specimen. Importantly, the specimen may represent any developmental stage or be just a small fragment of the whole organism, displaying no morphological traits required for standard identification. Although this technique will by no means eliminate the need for the traditional descriptive taxonomy (Dunn, 2003; Lipscomb et al., 2003; Seberg et al., 2003) , it is nevertheless envisioned as a key element of future taxonomy research (Stoeckle, 2003; Tautz et al., 2003 Ecology and Evolution, volume 18, no. 2, 2003; Will and Rubinoff, 2004) , gained rapid acceptance among biologists from other fields. According to the news report in the April 2004 issue of Nature, the Barcode of Life Initiative-an international consortium of museums with the secretariat at the National Museum of Natural History in Washington DC-is being established with the goal of creating a database of DNA barcodes from known animal species based on mitochondrial gene cytochrome c oxidase subunit I. The DNA barcoding protocol has been already adopted by the Census of Marine Life, a growing global network of researchers in more than 50 countries engaged in a 10-year initiative to assess and explain the diversity, distribution, and abundance of life in the ocean (O'Dor, 2004) .
The weakest spot of DNA barcoding is the obvious fact that no gene can serve as an ideal barcode, i.e., be always invariant within species but different among species. It has been pointed out by several authors that DNA-based identification, if it is to become a rigorous analysis, should be concerned about distinguishing intraspecific from interspecific variation rather than simply recording perfect and imperfect sequence matches (Dunn, 2003; Lipscomb et al., 2003; Stoeckle, 2003) . To get around this problem, at present it is assumed that the interspecific sequence variation should exceed a certain threshold, say, 2% or 3% dissimilarity, set on the basis of empirical observations of sequence differences among congeneric species (Hebert et al., 2003a (Hebert et al., , 2003b . Such an approach seems to be too simplistic to avoid inconclusive or erroneous results. Clearly, there is a need for statistical methods for assessing if a sampled query sequence is sufficiently similar to a particular data base sequence to justify a species assignment of the query.
There are several possible statistical approaches to this problem. In the classical hypothesis-based (frequentist) approach, the null hypothesis could be that the query sequence is a member of a particular species. Such a test would control the rate at which the query is assigned to the true species, i.e., it controls the rate of false negatives. In the Bayesian approach the posterior probability of a species assignment is calculated by assuming a prior distribution of species assignments. We will discuss the problems and merits of these approaches and provide some guidelines towards the use of statistics in DNA barcoding experiments.
WHEN SIMILARITY IS MISLEADING
The most obvious source of error is that the database sequence most similar to the query may not be from the species to which the query belongs (the true species). Beside human error (incorrect identification of the specimen used to derive the database sequence), there are at least three reasons why this may happen. First, the true species may not be represented in the database. Second, because of lineage sorting, the random coalescences of lineages in a common ancestral species, the query may not be genetically most closely related to the database sequence from the true species. Third, even if the true species sequence and the query sequence share a most recent common ancestor before either of them share an ancestor with any sequences from other species, the random process at which mutations arise on lineages may cause the sequence representing another species to be most similar to the query. The probabilities that the latter two events occur can be assessed using population genetic theory. For simplicity, we will assume that there are two possible database species, a 'true' and a 'wrong' species. Assuming that both species are panmictic and of constant size, the probability that the query sequence does not share a most recent common ancestor with the true species, before either of them share a common ancestor with the wrong species, is simply (2/3)e −T/N , where T is the divergence time between the two species in number of generations and N is the effective chromosomal population size of the true species (see, e.g., Hudson, 1990) . When taking into account the mutational process, and assuming an infinite sites model (e.g., Watterson, FIGURE 1. The probability that the number of nucleotide differences between the query sequence and another sequence from the same species is smaller than the number of nucleotide differences between the query sequence and a sequence from a different species, as a function of the (scaled) divergence time (T) between the two species for θ = 1.0 (solid) and θ = 5.0 (dotted line). The probability has been calculated conditional on at least one nucleotide difference between the two database sequences.
1975), calculations can be done numerically, or by simulation to determine assignment probabilities. For example, we might be interested in evaluating the probability that the number of nucleotide differences between the query sequence and the true species sequence is smaller than the number of nucleotide differences between the query sequence and the wrong species sequence [Pr(K true < K false )]. This probability is shown in Figure 1 assuming that the population size did not change after the speciation of the two species. The probability is calculated for two different values of θ( = 2Nµ, where µ is the mutation rate for the entire sequence per generation). To have more than a 95% chance of assigning the sequence to the correct species, the divergence time (scaled by the population size) must be larger than 2.7 when θ = 5.0 and 4.6 when θ = 1.0.
The corresponding probability that the number of nucleotide differences is smallest between the query sequence and the false sequence, Pr(K true > K false ), is shown in Figure 2 . Notice that for relatively small mutation rates (θ = 1), the probability of assigning the sequence to the wrong species is larger than 5% until T/N is larger than 3. These results demonstrates that it is not possible to avoid the problem of within species variability by choosing genes that show very little variability within species, since such genes will tend to provide the lowest discriminatory power. For a given divergence time, it is always better to have as high as possible a mutation rate in the genetic region under investigation. However, for any particular species there may of course be genes that for random reasons are more diagnostic than others.
In the literature, is has been suggested to use a fixed cut-off in terms of pairwise difference for the purpose of species assignment (Hebert et al., 2003a (Hebert et al., , 2003b . How SYSTEMATIC BIOLOGY VOL. 55 FIGURE 2. The probability that the number of nucleotide differences between the query sequence and another sequence from the same species is larger than the number of nucleotide differences between the query sequence and a sequence from a different species, as a function of the (scaled) divergence time (T) between the two species for θ = 1.0 (solid) and θ = 5.0 (dashed line). The probability has been calculated conditional on at least one nucleotide difference between the two database sequences.
well such a strategy performs depends on the value of θ. Figure 3 shows the probability of observing more than 3, 6, and 9 nucleotide differences between two sequences of the same species as a function of θ, calculated using standard methods from coalescence theory. Clearly, the appropriate cut-off depends strongly on the effective population size of the species, indicating that the choices regarding species assignment must take effective population sizes of the relevant species into account.
DNA BARCODING USING HYPOTHESIS TESTING
The simplest frequentist approach to consider would be where the null hypothesis is defined as membership in a predefined species. The test procedure should then control the proportion of time the true null hypothesis of species membership is falsely rejected. Here we will explore the properties of such a test using the num-FIGURE 3. The probability of observing more than 3 (solid), 6 (dashed), and 9 (dotted) nucleotide differences between two sequences of the same species as a function of θ . ber of mutational events between the query sequence and the database sequence from the focal species, as a test statistic. Other test statistics could be defined, for example, likelihood ratio tests. However, it should be noted that such tests would have to make more assumptions than the current tests. Also, we will assume an infinite sites model of mutation (Watterson, 1975) , although the results easily could be generalized to other models.
First, consider the unrealistic case where θ is known with absolute certainty. Then the probability of observing K nucleotide differences between two sequences of the same species is geometrically distributed with parameter 1/(1 + θ ), (see, e.g., Hudson, 1990) , so
θ can never be known exactly, so we must represent our knowledge regarding θ in a form of a distribution rather than a single value. This distribution should have a fairly flexible functional form and sample space on (0, ∞). We will use the gamma distribution, which meets these criteria (although other distributions, such as a truncated normal distribution, could also be considered). Under the assumption of a gamma distribution
where
and the parameters α and β must be positive. Although, Equation 2 does not have an analytical solution, it can be evaluated very fast numerically. The cut-off should then be chosen as the minimum value of k for which Pr(K ≤ k) ≥ 1 − α, where α is the chosen significance level. The power of this test for α = 0.05 to reject a false null hypothesis is shown in Figure 4 , as a function of the divergence time. This test provides a more rigorous way of determining cut-offs for hypotheses regarding species memberships based on pairwise differences. However, we note that there are many problems associated with this approach, including the fact it does not come with a suitable method for correcting for multiple testing when applied to database searches and that it is based on restrictive assumptions regarding the underlying population genetics. In particular, it relies on assumptions regarding θ , and its distribution. If only a single sequence is available from each species, information regarding θ is not available. Also, focusing on pairwise differences in the presence of multiple sequences clearly leads to a loss of information. The previous discussion illustrates that it is not possible to make DNA barcoding inferences without assumptions about θ. But what happens if we try to use as little prior information regarding θ as possible in DNA barcoding inferences? Mathematically this corresponds to assuming that θ is uniformly distributed between 0 and m, and then considering the limit of m → ∞. In that case Pr(K ≤ k) → 0 for any fixed value of k, suggesting that we should always accept the species assignment. Indeed, any pairwise divergence, however large, may be due to within-species variation caused by a correspondingly large value of θ . In other words, DNA barcoding based on single sequences is impossible without implicit or explicit assumptions regarding θ. In particular, very large values of θ must be excluded a priori.
In practical applications, there are several population genetic tools that can be used to estimate θ (Nielsen and Wakeley, 2001; Rannala and Yang, 2003; Wilson and Balding, 1998) . For a situation in which only a single sequence has been obtained to represent a species in the database, the easiest solution would be to assume that its θ is the same as θ in the related species of similar ecology. More sophisticated methods for such an interpolation may be envisioned, which would allow the population size to vary according to some stochastic process along the lineage of a phylogeny. Although such procedures would obviously be of great value for DNA barcoding, they are not the topic of this paper and will not be discussed further. Also, in the case where multiple sequences are known from each species, the problem regarding the true value of θ is reduced because the sequences themselves contain information about θ .
BAYESIAN APPROACH
In some cases a frequentist framework may not be the most suitable for assignment of individuals to species. In particular, when multiple hypotheses are considered at the same time (i.e., potential membership in many possible candidate species), generating a need for procedures correcting for multiple testing, frequentist procedures based on hypothesis testing may have little power. If we are willing to make assumptions regarding the evolutionary relationships among species, a more natural framework may in some cases be to calculate the posterior probability that the query sequence belongs to any particular database species. Such a Bayesian procedure will be outlined here.
Let D = {D 1 , D 2 , . . . , D k } be the set of database DNA sequences and let X be the query sequence. We consider D i to represent a larger collection of sequences all belonging to the same species, i.e., D i ∈ S i , where S i is the set of mostly unobserved sequences belonging to species i. We are then interested in assessing the probability of X ∈ S i given the model of evolution and all the database sequences. Using Bayes' formula and assuming that X could belong to any species with equal probability a priori, we have
In this notation, the presence of nuisance parameters, such as effective population sizes and divergence times has been suppressed. It is important to note that Pr(X, D | X ∈ S i ) is not in general proportional toPr(X, D i | X ∈ S i )-in other words, probabilities of query assignments to different species are not independent-because of evolutionary correlations due to the shared phylogeny. Methods based on approximating Pr(X, D | X ∈ S i ) by Pr(X, D i | X ∈ S i ) will, therefore, not perform well (results not shown). Establishing a valid Bayesian assignment method for DNA barcoding is, therefore, more difficult than in other apparently similar cases, such as paternity assignment based on unrelated individuals. Equation 4 can be evaluated using Markov chain Monte Carlo (MCMC) procedures. Importantly for DNA barcoding, established MCMC methods allow explicit integration over the set of nuisance parameters and incorporation of information from multiple sequences from each species. Here, we will modify the procedure of Nielsen and Wakeley (2001) for the purpose of species assignment. In brief, for two species (or populations) this method establishes a Markov chain with state-space given by the set of all possible gene trees, effective population sizes, divergence times, and migration rates between the two species, and stationary distribution proportional to the joint posterior of these parameters. Inferences are then done by simulating this chain and sampling parameter values from the chain at stationarity (when it has reached equilibrium). The distribution of these parameter values then provides an estimate of the posterior density (for further details see Nielsen and SYSTEMATIC BIOLOGY VOL. 55 Wakeley, 2001 ). This procedure can be modified to evaluate Equation (4) by allowing the population identity of an individual to be a random variable, with prior probability of belonging to each species (population) of 50%. To model species divergence, we will assume that the migration rate between the two populations is zero. Uncertainty regarding the population-affiliation of a particular sequence (the query sequence) can then be accommodated by incorporating updates of the affiliation of the sequence into the MCMC scheme. Without migration, such updates will only be accepted when the most recent coalescent between the query sequence and any other lineage in the genealogy occur before the two populations diverge. The update implemented here then simply consists of switching the affiliation of a species without changing the coalescence times or any other aspect of the gene tree. The acceptance probability of such an update is then min {1, p(G' | )/ p(G | )}, where G' is the new proposed gene tree and is a vector of population level parameters. At stationarity, the expected proportion of time in the chain the query sequence belongs to species i is given by Equation 5. Similar schemes could also be used to develop barcoding-aimed procedures on the basis of other methods (Rannala and Yang, 2003; Wilson and Balding, 1998) .
The method is currently implemented for the HKY model of DNA sequence evolution and the infinite sites model. At the taxonomic level where barcoding is am- biguous, the exact model of substitution probably makes little difference.
DATA ANALYSIS EXAMPLES
We examined two real data sets that may present a problem for DNA barcoding, representing two marginal cases of extremely low and extremely high sequence variability, both at the intra-and interspecific levels. The first data set contains sequences from the skipper butterfly Astraptes fulgerator, which recently has been proposed to be a complex of perhaps as many as 12 separate species (Hebert et al., 2004) . Genetic differentiation between these species was originally identified by the phylogeny of cytochrome c oxidase subunit I (COI) sequences, and was corroborated by the presence of a morphological difference in caterpillars and the species of plants preferred by them as food. Still, both the degree of divergence within and between these species is very small (Fig. 5A) . In sharp contrast to the butterflies, our second example-four species of the Australian rainforest frogs of the genus Litoria-displayed intraspecific COI sequence often exceeding 10% pairwise difference (Fig. 5B) (Schneider et al., 1998) . High levels of COI variability appear to be common in amphibians (Vences et al., 2005) .
To evaluate the power and accuracy of the hypothesisbased test (K -test) in application to these two cases, we performed simulations where in each replicate, "database" sequences (one per species) and one "query" sequence were randomly drawn from the available COI data. These simulated data sets were analyzed using the values of θ and their variances estimated from the complete collection of sequences for each species. For each species, we performed 100 replicates. When the query sequence matched the database with a P-value exceeding 0.05 for one and only one species, the identification was designated "correct" if the query sequence was indeed derived from that species, and would be "wrong" if not. If the test sequence matched more than one database species, it was considered a "tie." Occasionally, the query sequence did not match any of the database species with sufficient P-value, which was designated "no ID." We also performed the same analysis using identical values of the mean and variance of θ for all species, which were equal to their averages over all the analyzed species. This analysis was intended to approximate a situation where no population genetic data are available for one or more species in the database, and their values of θ are interpolated using data from related species of similar ecology.
The results of the K -test simulations are summarized in Table 1 . Notably, we never encountered a case of wrong identification. Using the experimental values of θ , of the nine tested groups within the Astraptes fulgerator complex, four could be identified with very high power (0.99-1) at the 0.05 significance level, while another three were identifiable with the power 0.83-0.91. The power for the two remaining groups-INGCUP and HIHAMPwas 0.33 and 0.25, respectively, due to frequent ties between themselves and also with the third very closely related FABOV group (Fig. 5) . LOHAMP or LONCHO queries, although matching the database sequence of their own groups with high P-value, in about 10 percent of cases matched the YESENN database sequence with P-value slightly exceeding 0.05 due to higher genetic diversity within YESENN, thereby generating ties. The great number of ties observed for Litoria species was due to a similar situation: in the majority of cases the query matched the species with highest estimate of θ (L. fallax and/or L. serrata) with P-value that exceeded 0.05 slightly, in addition to providing a good match to the correct species. No "no ID" cases were observed during Litoria simulations. Interestingly, the use of the average θ and variance for all competing species resulted in 100% correct identification in Litoria and not much change of power for Astraptes fulgerator, except for FABOV group (Table 1 ), suggesting that in these cases, interpolation of θ from related species may be a reasonable option.
We then investigated whether a Bayesian method could help in resolving the ties such as the ones suggested by the K -test. Because the current version of the method is able to discriminate between only two species, we focused on the two pairs from our examples that were represented by more than 20 sequences each and produced most ties: INGCUP and FABOV groups of the butterflies and L. fallax and L. serrata species of the frogs. We generated 100 datasets that each included one, three, or five randomly chosen database sequences from the two competing species plus one test sequence from FABOV or L. serrata. This data was then analyzed assuming a truncated uniform prior for θ (U[0, 10]) and the scaled divergence time t.
The accuracy of the Bayesian sorting at the 0.95 confidence level exceeded 0.9 both for butterflies and frogs when three or five database sequences were used, being considerably less for one database sequence (Fig. 6) .
We also studied the behavior of the Bayesian sorting when the query sequence was not derived from one of the two database species (L. fallax and L. nannotis), but from the third one (L. serrata). In these simulations (100 replicates), the database for each of the two species included one or three sequences. These experiments mimic the case when the query comes from an "unrecorded" species. In such a situation the K -test would tend to assign the query to the species with the highest value of θ -L. fallax. In contrast, in Bayesian sorting the posterior SYSTEMATIC BIOLOGY VOL. 55 probabilities were grouped around 0.50 and were never less than 0.25 or more than 0.70, rightfully suggesting that the query sequence does not belong to any of the database species (Fig. 6) . The probabilities were more tightly grouped around 0.5 when one database sequence was used, reflecting the tendency seen on Figure 6A and B: the method is reluctant to assign a query to any species when the database is small.
DISCUSSION
Once the unrealistic assumption of perfect sequence identity within species is abandoned, it becomes clear that DNA barcoding cannot be performed without making population genetic assumptions. Establishing measures of statistical uncertainty in DNA barcoding has to rely on strong assumptions regarding the population genetics of the analyzed species. Still, the inference procedures based on the number of pairwise sequence differences should often be relatively robust to the population genetic assumptions. Most violations of assumptions regarding demography will simply change the (coalescence) effective population size, and only have a minor effect on the distribution of the test statistic. However, it is important to note that there can be cases, particularly cases with strong population subdivision within species, where species assignment may fail because the underlying demographics have not been modeled adequately. An extreme case is a sequence sampled from a sub-population that has no ongoing gene-flow with any of the populations from which the database sequences have sampled. The statistical method discussed here will then be likely not to categorize the query sequence as a member of the focal species, even if taxonomists would recognize it as belonging to it. In this case DNA barcoding may fail because the recognized taxonomic units do not correspond to populations that are reproductively isolated.
Here we have primarily focused on the number of nucleotide changes (K ) as a statistic in the hypothesisbased (frequentist) approach. Our results suggest that a procedure that examines the number of nucleotide changes only between a query sequence and its best match in the database is not optimal. More accurate methods can be established by simultaneously considering the number of changes between other divergent species in the database and the query sequence. Ultimately, DNA barcoding methods should simultaneously consider the phylogenetic information from all the (relevant) species in the database (be based on the species tree), and the population genetic information available from multiple sequences (incorporate information regarding the coalescent process within species). The Bayesian method presented here is a first step in this direction. Still, it is highly desirable to modify it to account for possible unsampled species, to deal with an arbitrary number of species and to deal with uncertainty regarding θ for species represented by none, or very few, sequences.
The K -test and Bayesian assignment method presented here are the first methods developed thus far to approach DNA barcoding from a perspective of statistical population genetics. Overall, the performance of the K -test was good for the case of Astraptes fulgerator complex, but less so for the Litoria species, where the high values of θ in L. fallax and L. serrata produced many "ties." Given a complete database of barcodes, this could be viewed as a conservative behavior, because the test is reluctant to assign a query to one particular species in the view of the great intraspecific variation observed in the Litoria genus. However, if some species were missing from the database, such a behavior could result in incorrect assignment of queries derived from these "unrecorded" species.
The Bayesian approach described here has obvious advantages over the K -test in terms of accuracy and ability to deal adequately with more than one sequence per species in the database. Furthermore, this method directly integrates over possible values of θ alleviating the need to provide estimates of θ for each species. As mentioned above, we believe that a generalized version of this approach would be the method of choice for DNA barcoding in the future. However, we also note that this method is not without problems, particularly in making phylogenetic assumptions, and species level assumptions that may not always be correct. Furthermore, the availability of a full Bayesian approach may not eliminate the need for inference procedures with controlled frequentist properties. The computational machinery used in devising the Bayesian approach could also be used in the development of frequentist approaches. Such methods may be used to devise better statistics incorporating more of the information in the data, while appropriately taking uncertainty in the nuisance parameters, such as species divergence times, into account.
The interrelationship between classical taxonomy and DNA barcoding has been a matter of extensive debates. In our view, the situation is quite simple. DNA barcoding can undoubtedly be a useful tool to assign unknown specimens to predefined groups (i.e., species as defined by a classical taxonomy), but never a method for identifying these groups in the first place. The fact that it is possible to assign a sequence from a specimen to a predefined group does not mean that the group itself deserves taxonomic recognition. For example, for Astraptes fulgerator, one may define the whole collection of sequences as one group, or separate it into a dozen smaller phylogenetic clades and define these units as species within a species complex. In both cases, statistical approaches, such as the ones described here, could be successfully used to assign query sequences to taxonomic units. When encountering a query that cannot be assigned to any of the groups recorded in the database, one should not automatically infer that this query represents a new species, because the possibility will always remain that one or more of the database species were undersampled. A taxonomic decision concerning such a query should be made on the basis of independent lines of evidence.
