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Out-of-time-ordered correlation (OTOC) functions have been used as an indicator of quantum
chaos in a lot of physical systems. In this work, we computationally demonstrate that zero-
temperature OTOC can detect quantum phase transition in anisotropic Dicke model. Phase diagram
is given with OTOC. Finite-size effect is studied. Finally, temperature effect is discussed.
I. INTRODUCTION
There has been a great revival of out-of-time-ordered
correlation (OTOC) functions in recent years. Its impor-
tance is first realized by A. Larkin and Y. N. Ovchin-
nikov [1]. After several decades of silence, its relevance
with black holes is pointed out by A. Y. Kitaev [2, 3].
Consider two generic unitary operators V and W , along
with a many-body Hamiltonian H of the system. The
OTOC is defined as
F (t) =
1
2
(〈V †(0)W †(t)V (0)W (t)〉β + h.c.) , (1)
where V (0) = V and W (t) = eiHtWe−iHt denote time-
evolving Hermitian operators. 〈...〉 stands for the expec-
tation value on a pure state of interest (in our case the
ground state), or the thermal average for a given tem-
perature. The OTOC is closely related to the squared
commutator of V and W (t), which is written as C(t) =
〈|[W (t), V ]|2〉 = 2(1 − ReF (t)). Naively substituting
W = V = pˆ, we have [4]
C(t) = ~2
〈(
∂pˆ(t)
∂x(0)
)2〉
≈ ~2
〈(
∆p(t)
∆x(0)
)2〉
= Ccl(t),
(2)
Where pˆ and xˆ are the momentum and position opera-
tors, Ccl(t) is the classical counterpart of C(t). Then,
we can see the intrinsic relation of C(t) with classical
chaos, which attracts a lot of interest [5–8]. Over years
of studies, OTOC is proved to be powerful in different
scenarios including many-body localization [9, 10], infor-
mation scrambling [11] and AdS/CFT [8, 12, 13].
Theoretical studies on OTOC going on [14–18], direct
computations show that it can be used as an order pa-
rameter to distinguish different quantum phases. There
have been flourishing works on Bose-Hubbard model [19],
Ising model [20] and XXZ model [21]. Even in topolog-
ical phase transition, OTOC has a substantial footprint
[22].
The Dicke model is definitely a fundamental model of
cavity-QED, describing the interaction of many atoms
to a single cavity mode[23–26]. This model undergoes
a phase transition to a superradiant state at a critical
value of the atom-field interaction [24]. Classical chaos
methods are widely applied to this model even before
the recent enthusiasm [23, 24, 27–31]. In Ref [32], di-
agrammatic method on OTOC is used to compute the
Lyapunov exponent and study the chaotic behavior of
Dicke model. The interplay of quantum phase transition
and chaos remains an open question. Using OTOC as a
complementary tool to show ergodic-nonergodic transi-
tion in a generalized version of Dicke model, Ref [33] con-
cludes the existence of a quantum analogue of the classi-
cal Kolmogorov-Arnold-Moser (KAM) theorem [34, 35],
which might be misleading because the OTOC does not
show its power in detecting quantum phase transition.
In this work, we compute OTOC in anisotropic
Dicke model. Since the rigid quantum phase transi-
tion only occurs at zero temperature, we focus on zero-
temperature OTOC. Here, we recover the phase diagram
of anisotropic Dicke model with OTOC and study the
finite-size effect. Finally, we give the dynamical pattern
of OTOC with temperature raised.
II. THE MODEL AND THE MAIN RESULT
The anisotropic Dicke model(ADM) can be written as
H =~ωa†a+ ~ω0Jz +
g1√
2j
(
a†J− + aJ+
)
+
g2√
2j
(
a†J+ + aJ−
)
,
(3)
where a(a†) are bosonic annihilation (creation) opera-
tors, satisfying [a, a†] = 1 and J±,z =
∑2j
i=1
1
2σ
(i)
±,z are
angular momentum operators, describing a pseudospin
of length j composed of N = 2j non-interacting spin-1/2
atoms described by the Pauli matrices σ
(i)
±,z acting on site
i. The ADM describes a single bosonic mode (often a cav-
ity photon mode) of frequency ω which interacts collec-
tively with a set of N two-level systems (the atoms) with
energy-splitting ωz, within the dipole approximation cou-
pled to the field. Written in terms of collective operators,
the ADM can be greatly simplified when we take j to have
its maximal value j = N/2. The model has four tunable
parameters: the photon frequency ω, the atomic energy
splitting ωz and counter-(co-)rotating photon-atom cou-
pling g1(g2). For g1 = g2 = g, the ADM reduces to the
Dicke model with coupling parameter g. The ADM pos-
sess a parity symmetry Π = exp
(
ipi[a†a+ Jz + j]
)
satis-
fying [H,Π] = 0 with eigenvalues ±1.
Our focus is restricted to the positive parity subspace,
which includes the ground state for the parameter ranges
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FIG. 1. The representative time evolution of R(t) (defined in
the text).
considered in this work. Hereafter, we work in the basis
{|n〉 ⊗ |j,m〉} with a†a|n〉 = n|n〉 and Jz|j,m〉 = m|j,m〉
and we set ω = ωz = 1 which is most physically accept-
able. We take the cutoff of number of bosons to be 100
unless otherwise stated (i.e. ncutoff = 100).
When g1 = 0 or g2 = 0, the ADM is integrable, which
inspires a lot of researchers working on the integrablity
of the model. In the thermodynamic limit N → ∞, the
ADM exhibits a second-order quantum phase transition
at g1 + g2 =
√
ωωz with order parameter a
†a/j [24],
separating the normal phase at g1 + g2 <
√
ωωz with
〈a†a〉/j = 0 from the superradiant phase with 〈a†a〉/j =
O(1).
In the following, we utilize OTOC to detect the phase
transition in the ADM. We take W = V = a†a+ 10 and
compute the OTOC at zero-temperature, i.e. F (t) =
〈V †W †(t)VW (t)〉, where 〈...〉 stands for the expectation
value on ground state. We focus on R(t) = 1−F (t)/F (0).
This value, dubbed residue OTOC, is large if the system
spreads information fast. For a generic system, it is gen-
erally close to zero. In Fig. 1, R(t) are plotted for typical
g1,2, as a function of time, from which we can see the
OTOC of ADM shows steady behavior. This enables us
to utilize R¯ = limt→∞
∫ t
0
R(t′)dt′, which is considered
as saturation value[21], to separate different phases. As
indicated in Fig. 2, in normal phase (blue region), R¯ is
smaller than in superradiant phase (white region), as a
function of g1,2. In general, it is easy to understand that
F (t) will not go far from F (0), if the interaction between
atoms and field is small, leading to a small value of R¯.
We take about 30× 30 points resulting in the saw-tooth
pattern of the separatrix, which suggests the existence of
a phase boundary.
III. FINITE-SIZE EFFECT AND
TEMPERATURE GOING HIGH
To analyze the finite-size effect with N increasing, we
further calculate R¯ with different N along the Dicke line
as a function of g. Fig. 3 shows close to the critical
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FIG. 2. Density plot of R¯ as a function of g1,2. The Dicke
model, i.e. where g1 = g2, is indicated by a dot-dashed line.
Normal phase (NP) and superradiant phase (SP) are sepa-
rated by the quantum phase transition (QPT) line, the dashed
line.
g
FIG. 3. R¯ as a function of Dicke coupling constant g, plotted
with different N (the size of the system).
point(g ≈ 0.5), the slope is steeper with N larger. In
the thermodynamic limit, we expect at gc = 0.5, there
will be a sudden jump. Note that when N ≥ 6,there
is a decreasing tendency with g going large. We believe
it is caused by relatively small ncutoff , which does not
have any effect on our discussion. We plot the derivative
of R¯ with respect to g in Fig. 4. Despite of the rapid
oscillating behavior, we can infer there is a QPT near
gc = 0.5. To provide more compelling evidence, we give
three fittings with N increasing. In Fig. 5(a), both the
value at gc and the maximum of
dR¯
dg grow linearly with
N , fitting models being −0.0071+0.0249N (red line) and
−0.0046 + 0.0776N (blue line) respectively. In Fig. 5(b),
we fit the data using aN−b + c, with a = 0.4079, b =
3g
FIG. 4. dR¯
dg
plotted as g. The rapid oscillations are conse-
quences of finite time window we taken.
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FIG. 5. (a) Fittings of dR¯
dg
at gc = 0.5 and of maximum of
dR¯
dg
,
respectively as a function of N . (b) Peak position gp minus gc
as a function of N , tending to 0 with N large. Fitting models
and parameters are given in the text.
0.9220 and c = 0.0253. The fittings clearly show the
existence of a jump of R¯ at gc, in the thermodynamic
limit.
It is believed that OTOC can characterize ergodic-
nonergodic transition in the ADM [33], but with a rela-
tively high temperature (T = 10). Here, we want to track
how a single physical quantity can show quite different
physics of system. In Fig. 6, we plot R¯ as a function of
g1,2, with β being ∞, 1, 0.7, 0.3, 0.1, and 0, viz., tem-
perature being 0, 1, 1.43, 3.33, 10 and ∞. Although, the
scalings are different, the patterns are rather smooth,
varying from a relatively clear boundary, which shows
the existence of QPT, to a relatively blurred one, which
is considered as a hint of the quantum KAM theorem.
IV. CONCLUSION
In this work, we compute zero-temperature OTOC in
the ADM, and recover the phase diagram, which pos-
sesses a clear boundary between the normal phase and
the superradiant phase. Further finite-size effect is dis-
FIG. 6. Density plot of R¯ as a function of g1,2 with T =
0, 1, 1.43, 3.33, 10,∞. Although the legends of each density-
plot are different, they do not matter and are left out for
simplicity.
cussed and in the thermodynamic limit, the saturation
value of the residue OTOC in Dicke model will be like
a step function, which demonstrates that the boundary
line in the ADM will be quite clear as the number of
atoms going to infinity. We also give a dynamic chang-
ing of density plot of R¯ with temperature raised. At
zero-temperature, the boundary is clear and separate su-
perradiant phase from normal phase; at quantitatively
high temperature (T = 10), the boundary is fuzzy, which
shows an ergodic-nonergodic transition, suggesting the
rationality of the quantum KAM theorem.
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