The Cauchy problem is studied for the self-adjoint and non-self-adjoint Schrödinger equations. We first prove the existence and uniqueness of solutions in the weighted Sobolev spaces. Secondly we prove that if potentials are depending continuously and differentiably on a parameter, so are the solutions, respectively. The non-self-adjoint Schrödinger equations that we study are those used in the theory of continuous quantum measurements. The results on the existence and uniqueness of solutions in the weighted Sobolev spaces will play a crucial role in the * Corresponding author. This research is partially supported by JSPS KAKENHI grant 
Introduction
Let T > 0 be an arbitrary constant. We will study the self-adjoint and nonself-adjoint Schrödinger equations i ∂u ∂t * dx for the complex conjugate g * of g and norm f . For the sake of simplicity we will suppose = 1 and q = 1 hereafter.
(t) = H(t)u(t) ≡ H(t) − i K(t) u(t)
In the present paper we consider the potentials (V, A) satisfying . This result will play a crucial role in the proof of the convergence of the Feynman path integrals for (1.1) in [9] and [10] as in the proofs of the theorems in [6] and [8] .
The second aim in the present paper is to prove that if potentials are depending continuously and differentiably on a parameter, so are the solutions to (1. In the present paper the results stated above to (1.1) will be extended to multi-particle systems. For simplicity we will consider 4-particle systems i ∂u ∂t (t) = H(t)u(t) :
where x (k) ∈ R d (k = 1, 2, 3, 4) and
Let's consider the self-adjoint equations, i.e. K(t) = 0. When the Hamiltonian H(t) = H(t) is independent of t ∈ [0, T ], the existence and uniqueness of solutions in the L 2 space to (1.1) and (1.7) are equivalent to the self-adjointness of H(t) = H (cf. §8.4 in [15] ). The self-adjointness of H in L 2 has almost been settled now (cf. [3, 12, 16] ). If H(t) is not independent of t ∈ [0, T ], the problem is not simple. In [18] Yajima has proved the existence and uniqueness of solutions to (1.1) in B a 0 (a = 0, ±1, ±2, . . . ) under the assumptions
with constants δ α > 0 and C α ≥ 0 by the theory of Fourier integral operators, where B jk = ∂A k /∂x j − ∂A j /∂x k . In [5] the first author has proved the existence and uniqueness of solutions in B a 0 (a = 0, ±1, ±2, . . . ) under the assumptions (1.4) by the energy method. Recently, Yajima in [19, 20] has proved by the semi-group method the existence and uniqueness of solutions in the L 2 space to (1.1) and (1.7) with singular potentials.
We consider the self-adjoint equations (1.1) and (1.7) again. When the Hamiltonian H(t) is independent of t ∈ [0, T ], it follows from Theorems VIII. 21 and VIII. 25 in [15] that if potentials are depending continuously on a parameter, so are the solutions in the L 2 space. If H(t) is not independent of t ∈ [0, T ], the problem is not simple again. In [7] the first author has proved by the energy method under the assumptions (1.4) that if potentials are depending continuously and differentiably on a parameter, so are the solutions to (1.1) in
0 ), respectively. As for the non-self-adjoint Schrödinger equations, there are many papers on the spectral analysis (cf. [4] , [17] ). The authors don't know the results related to our results. Therefore, our aims in the present paper are to generalize the results for the self-adjoint equations (1.1) with potentials (1.4) to the non-self-adjoint equations (1.1) and (1.7) with potentials (1.4) or (1.5).
We will prove our results by the energy method as in [5] and [7] . The crucial point in the proofs of our results for (1.1) is to introduce a family of bounded operators H ǫ (t) 0<ǫ≤1 on B a M (a = 0, ±1, ±2, . . . ) satisfying Proposition 4.2 in the present paper by (4.1) as an approximation of H(t). Then, using the assumption (1.3), we can complete the proofs as in [5] and [7] . In the same way the crucial point in the proofs of our results for (1.7) is to introduce H ǫ (t) 0<ǫ≤1 by (5.31) as an approximation of H(t). As in the proofs for (1.1)
we can complete the proofs.
The plan of the present paper is as follows. In §2 we will state all theorems. §3 is devoted to preparing for the proofs of the theorems for (1.1). In §4 we will prove all theorems for (1.1). In §5 we will prove all theorems for (1.7).
Theorems
In the present paper we often use symbols C, C a , C α , C αβ and δ to write down constants, though these value are different in general. Assumption 2.1. We assume (1.3), (1.4) and
Let M > 0 be a constant. We assume (1.3), (1.5) and
Suppose for all α and l = 0, 1 that
and assume the following. We have
3)
for all α,
with a constant δ > 0,
and
for all α. 
. Theorems 1.2 and 1.4 in [19] can not be applied either, because the self-adjoint operators
Next, let us consider the equations (1.1) depending on a parameter ρ ∈ O,
where O is an open set in R. We set
Then by (1.1) and (1.2) we have
and β.
(1) Besides the assumptions of (1) in Theorem 2.2 we assume
(a = 0, ±1, ±2, . . . ) be independent of ρ and u(t; ρ) the solutions to (1.1) with u(0) = u 0 . Then, the mapping
is continuously differentiable with respect to ρ, we have
and ∂ ρ u(t; ρ) is the solution to i ∂ ∂t w(t; ρ) = H(t; ρ)w(t; ρ) + ∂ H(t; ρ) ∂ρ u(t; ρ) (2.14)
with w(0) = 0. Here, ∂ ρ H(t; ρ) denotes the pseudo-differential operator with
Besides the assumptions of (2) in Theorem 2.2 we assume
for all α and β. Then we have the same assertions as in (1) where B a 0 is replaced with B a M . Now, we consider the 4-particle systems (1.7).
with a constant δ > 0 and
We introduce the weighted Sobolev spaces
We will consider the 4-particle systems (1.7) depending on a parameter
2d × O for all α and β. In addition, we assume Let u 0 ∈ B ′a (a = 0, ±1, ±2, . . . ) be independent of ρ and u(t; ρ) the solutions to (1.7) with u(0; ρ) = u 0 determined in Theorem 2.4. Then, the mapping
Theorem 2.6. Besides the assumptions of Theorem 2.5 we suppose for all α and β that all functions
In addition, we assume
for all α and
for all α.
Let u 0 ∈ B ′a+1 (a = 0, ±1, ±2, . . . ) be independent of ρ and u(t; ρ) the solutions to (1.7) with u(0; ρ) = u 0 . Then we have the same assertion as in Theorem 2.3.
Preliminaries
Let h(t, x, ξ) be the function defined by (2.9).
Lemma 3.1. Assume (1.5) and (2.5). Then there exist constants C * 0 > 0 and C * 1 ≥ 0 such that
Proof. From (2.9) we have h(t, x, ξ) ≤ (|ξ| 2 + |A(t, x)| 2 )/m + V (t, x) and hence by (1.5) and (2.5)
We may assume 0 < δ ≤ M + 1 in (2.5). Take p > 1 and q > 1 so that
Then we have
with 0 < δ j < 1 (j = 1, 2). Hence, Young's inequality and (2.5) show
Applying this, (1.5) and (2.5) to (2.9), we have
with constants C 0 > 0 and C 1 ≥ 0. Therefore, we obtain (3.1).
We fix C * 0 and C * 1 in Lemma 3.1 hereafter. We set
where
for µ ≥ C * 1 under the assumptions of Lemma 3.1. We denote by H s (t, X, D x )f the pseudo-differential operator 
Proof. Let µ ≥ C * 1 . By Lemma 3.1 and (3.2) we have
for large integers l 0 and l 1 , where
Now, using (2.3) and (2.5) -(2.6), from (3.2) we have
In the same way we can prove
for all α and |β| ≥ 1, and
for |α| ≥ 1 and all β. We also note
Apply (3.6) and (3.8) -(3.9) to (3.7). Then, taking integers l 0 and l 1 so that
with constants C and C ′ independent of µ ≥ C * 1 , where Θ =< ξ > 2 + < x > 2(M +1) . Applying (2.9) in [5] with κ = 1 and τ = 2 to (3.10), we have
In the same way we can prove (3.5) from (3.7) -(3.9).
Proposition 3.3. Under the assumptions of Lemma 3.2 there exist a con-
for all α, β and
3), (3.6) and (3.8) -(3.9) we see
for all α and β. Hence we can complete the proof of Proposition 3.3 as in the proof of (2.16) of [5] by using Lemma 3.2.
We take a constant µ ≥ C * 0 /2 + C * 1 stated in Proposition 3.3 and fix it hereafter throughout §3 and §4. Set
Then from (3.2) we have
We take a χ ∈ S(R d ) such that χ(0) = 1 and set
for constants 0 < ǫ ≤ 1. We note that h(t, x, ξ) defined by (2.9) is real-valued.
The following is crucial in the present paper.
Lemma 3.4. Under the assumptions of Lemma 3.2 there exist functions
where [·, ·] denotes the commutator of operators.
Proof. Apply Theorem 3.1 in Chapter 2 of [11] to the right-hand side of (3.17).
By (3.2), (3.13) and (3.15) we can write
Hence, using ǫχ 
for all α and β.
Next we will consider I 2ǫ . Let |γ| = 2. Since from (3.15) we have
as in the proof of (3.20) we can easily prove
for all α and β. In the same way we can also prove
for all α and β. We also note from (3.13) that each of λ (γ) = h as in the proof of (3.10) we have sup 0<ǫ≤1 sup t,x,ξ |I 2ǫ | < ∞. In the same way we can prove
for all α and β, which completes the proof of Lemma 3.4 together with (3.20) .
Let
which is equal to λ(t, x, ξ) defined by (3.13) with V = < x > 2(M +1) and A = 0.
Let B a M be the weighted Sobolev spaces introduced in §1. 
Proof. The assertion (1) follows from Proposition 3. We take a constant µ ′ ≥ 0 stated in Proposition 3.5 and fix it hereafter throughout §3 and §4. We can easily see from (3.1), (3.8) and (3.9) that under the assumptions of Lemma 3.2 we have
Proofs of Theorems 2.1 -2.3
Let λ(t, x, ξ) and χ ǫ (t, x, ξ) (0 < ǫ ≤ 1) be the functions defined by (3.13) and (3.15), respectively. We define an approximation of H(t) by the product of operators
Lemma 4.1. Under Assumption 2.2 there exist functions q ǫ (t, x, ξ) (0 < ǫ ≤ 1) satisfying
Proof. We first note
Since Λ(t) = µ + H(t) from (3.14), we have [Λ(t), H(t)] = 0 and Λ(t) † = Λ(t).
Hence
As in the proof of Lemma 3.4, we can prove from Assumption 2.2 and Proposition 3.3 that there exist q ′ ǫ (t, x, ξ) (0 < ǫ ≤ 1) satisfying (4.2) and
From (2.2) we have
for all α and β. Consequently, using Proposition 3.3 and Lemma 3.4, we see together with (3.25) that there exist functions q ′′ ǫ (t, x, ξ) (0 < ǫ ≤ 1) satisfying (4.2) and
It is easy to study the second term on the right-hand side of (4.3) by Proposition 3.3. Thus our proof is complete. 
Proof. For a = 0 the assertion is clear. For a = 1 the assertion follows from Lemma 4.1. Consider the case a = 2. We note
and thereby
Hence it follows from Lemma 4.1 and Proposition 3.3 that the assertion holds.
We consider the case a = 3. From (4.6) we have
Consequently, using the results for a = 1 and 2, we see that the assertion holds.
In the same way we can prove the assertion for a = 0, 1, 2, . . . by induction.
Next we consider the case a = −1, −2, . . . . From (4.6) we have
which shows
Hence the assertion for a = −1 holds. We consider the case a = −2. From (4.6) we have
which shows the assertion. In the same way we can prove the assertion for a = −1, −2, . . . by induction. Thus, our proof is complete.
We consider the equation 
Proof. Applying Theorem 2.5 in Chapter 2 of [11] to (4.1), we see that each of H ǫ (t) (0 < ǫ ≤ 1) is written as the pseudo-differential operator with a symbol
for all α and β, where C αβ may depend on 0 < ǫ ≤ 1. Consequently, it follows from Lemma 2.5 of [5] with s = a, a = 2(M + 1) and b = 2 that we have
for a = 0, ±1, ±2, . . . with constants C aǫ ≥ 0 dependent on 0 < ǫ ≤ 1. Hence, noting that the equation (4.7) is equivalent to
we can find a solution u ǫ (t) ∈ E 
Applying the Calderón-Vaillancourt theorem (cf. p.224 in [11] ), from (3.25), Propositions 3.3 and 3.5 we have Λ(t)
Hence, using (1.3), Proposition 4.2 and the Calderón-Vaillancourt theorem, we
with a constant C a independent of 0 < ǫ ≤ 1.
For a moment take a constant η > 0 and set v(t) := Λ(t) a u ǫ (t)
which is a positive, continuously differentiable function with respect to t. From (4.10) we have
Hence we see
Letting η to 0, we get
Therefore, noting (3.25), Propositions 3.3 and 3.5, we can prove (4.8) with
another constant C a ≥ 0.
The following has been proved in Lemma 3.1 of [7] . 
Consequently, it follows from Lemma 4.4 that we can apply the Ascoli-Arzelà
tending to zero and a function u(t) ∈ E
Since from (4.7) we have
as in the proof of (3.14) in [5] from (3.25) and (4.4) we have with u(0) = u 0 . From (4.8) and (4.12) we also have
2nd step. In this step we will prove the uniqueness of solutions to (1.1)
with u(0) = 0. We may assume a ≤ 0 because of B 
t) = H(t) + iK(t) v(t) + g(t)
with v(T ) = 0. Since (1.3) is assumed, as in the proof of the 1st step we can
which shows u(t) = 0.
M ) be the solution to (1.1) with u(0) = u 0j , uniquely determined in the above 2 steps. Since
M , from (4.14) we have
M ) and satisfies (1.1) with u(0) = u 0 . We can also prove (2.8) because u j (t) a,M ≤ C a u 0j a,M holds from (4.14). Thus we have completed the proof of Theorem 2.1 under Assumption 2.2.
We will prove Theorem 2.1 under Assumption 2.1. We define Λ(X, D x ) by (3.14) where h s (x, ξ) is replaced with |x| 2 + |ξ| 2 . We also define χ ǫ (x, ξ) by Next, we will prove (2) of Theorem 2.2. The proof of (1) of Theorem 2.2 can be given in the same way. Our proof below is similar to that of Theorem 4.1 in [7] . For simplicity we write f a,M as f a hereafter in this section.
Let u(t; ρ) (ρ ∈ O) be the solutions to (1. and hence as in the 1st step of the proof of Theorem 2.1
with a constant C ′ a independent of ρ. Consequently, we see that the family u(t; ρ) ρ∈O is bounded in E 
As in the proof of (4.13) we see that v(t) belongs to E Therefore we see that the mapping :
Now let u 0 ∈ B a M and u(t; ρ) (ρ ∈ O) the solutions to (1.1) with u(0) = u 0 . We take u 0k
M ) be the solutions to (1.1) with u(0) = u 0k . Then, from (4.16) we have
M ) with respect to ρ ∈ O because so is u k (t; ρ). Thus our proof of Theorem 2.2 is complete.
In the end of this section we will prove (2) of Theorem 2.3. The proof of (1) is given in the same way. Our proof below is similar to that of Theorem 2.3 in [7] . 
Its proof can be completed by using (4.14) as in the 3rd step of the proof of Theorem 2.1.
M ) (ρ ∈ O) the solutions to (1.1) with u(0) = u 0 . Let ρ ∈ O be fixed and τ = 0 small constants such that ρ + τ ∈ O. We set 
with another constant C a independent of ρ ∈ O.
We first assume u 0 ∈ B Thereby from (4.16) and (4.19) we have
as in the 1st step of the proof of Theorem 2.1. Hence we can apply the Ascoli-
In addition, we can use the uniqueness of solutions to (2.14) or (4.13). Then, using Theorem 2.2, as in the 3rd step of the proof of Theorem 2.1 we can prove from (4.19) that there M . Let u(t; ρ) be the solution to (1.1) with u(0) = u 0 and define w τ (t; ρ) by (4.18). We take u 0k
be the solution to (1.1) with u(0) = u 0k . We define w kτ by (4.18) with u = u k and w k by (4.21) with w τ = w kτ . From (4.19) we have i ∂ ∂t w kτ (t; ρ) − w τ (t; ρ) = H(t; ρ) w kτ (t; ρ) − w τ (t; ρ)
and 
Consequently, we have
Hence we see from (4.21) that we get lim τ →0 max t w τ − w a ≤ 2C a u 0k − u 0 a+1 , which shows
We also have (2.13) from (4.20) and (4.24).
In the end of this proof we will prove that w(t; ρ) = ∂ ρ u(t; ρ) for u 0 ∈ B and write as w k (t, ρ) the solutions to (2.14) with u(t; ρ) = u k (t; ρ) and w(0) = 0. Then we have (4.23), which shows that w(t; ρ)
is continuous with respect to
Therefore, our proof of Theorem 2.3 is complete.
Proofs of Theorems 2.4 -2.6
In this section we will study the 4-particle systems (1.7). Let (x, ξ) ∈ R 2d and write
We set
and write
and p µ (t, z, ζ) := 1 µ + h s (t, z, ζ) for large µ as in (3.2) and (3.3), respectively.
with M = M k and (2.18) -(2.19) for W 12 . Then, there exist a constant µ * ≥ 0 and functions r µ (t, z, ζ) (µ ≥ µ * ) such that
for all α, β and µ ≥ µ * with constants C * 0 > 0 and C αβ independent of µ, where
Proof. As in the proof of (3.6) we see
with constants C 0 > 0 and C 1 ≥ 0. Hence, using the assumption (2.18), we can determine constants µ * ≥ 0 and C * 0 > 0 satisfying (5.6). Then, using (5.6), as in the proof of (3.7) for µ ≥ µ * we have
for large integers l 0 and l 1 . In addition, as in the proofs of (3.8) -(3.9) we can
for |α| ≥ 1 and all β. Therefore, we can complete the proof of Lemma 5.1 from (5.10) -(5.12) as in the proof of Lemma 3.2.
We can easily see from (5.11) and (5.12) as in the proof of (3.25) that under the assumptions of Lemma 5.1 we have
Proposition 5.2. Under the assumptions of Lemma 5.1 there exist a constant µ ≥ µ * and a function w(t, z, ζ) satisfying
Proof. If µ ≥ µ * , from (5.6) and (5.11) -(5.12) we see
for all α and β as in the proof of Proposition 3.3. Hence, using Lemma 5.1, we can prove Proposition 5.2 as in the proof of Proposition 3.3.
We take a µ stated in Proposition 5.2 and fix it hereafter. We set
as in (3.13). Then, from (5.1) -(5.5) we have 17) where H k (t) are the operators defined by (1.7) and L k (t) the pseudo-differential operators with the symbols 
