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ABSTRACT
Offsets of molecular line emission peaks from continuum peaks are very common but frequently
difficult to explain with a single spherical cloud chemical model. We propose that the spatial projection
effects of an irregular three dimensional (3D) cloud structure can be a solution. This work shows that
the idea can be successfully applied to the Planck cold clump G224.4-0.6 by approximating it with
four individual cloud cores whose chemical patterns overlap with each other to produce observable
line maps. With the empirical physical structures inferred from the observation data of this clump
and a gas-grain chemical model, the four cores can satisfactorily reproduce its 850µm continuum map
and the diverse peak offsets of CCS, HC3N and N2H
+ simultaneously at a reasonable age of about
3 × 106 yrs. The 3D projection effects on chemistry has the potential to explain such asymmetrical
distributions of chemicals in many other molecular clouds.
Keywords: astrochemistry — ISM: abundances — ISM: clouds – (ISM:) dusts
1. INTRODUCTION
Molecular lines are powerful tools to diagnose the physical and chemical properties of molecular clouds, but the
spatial distributions in line maps are frequently found to deviate from the H2 column density distributions, which is
not easy to interpret with a single point chemical model or one based on a single spherical cloud core model. In such
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cases, the emission peaks of the molecular lines are definitely offset from and strongly asymmetric with respect to the
H2 column density peaks or ridges in the clouds. For example, the three families of molecular lines that significantly
deviate from the continuum core peak in the well known dense core L1544 as found by Spezzano et al. (2017), namely
the HNCO, CH3OH and c-C3H2 families.
Such phenomena have also been found in our large single dish survey campaign TOP-SCOPE (Liu et al. 2018b)
toward a large sample of Planck Galactic Cold Clumps (PGCCs) (Planck Collaboration et al. 2011, 2016). The first
TOP-SCOPE line observation paper by Tatematsu et al. (2017) revealed large asymmetric offsets of CCS and HC3N
line emission peaks from 850µm continuum peaks in several sources. The target of this work, G224.4-0.6, is just the
most prominent example among them. Both CCS and HC3N lines show a single emission peak that offset to one side
of the continuum peaks and even the emission peak of the dark cloud tracer line of N2H
+ also shows a smaller offset
of about one telescope beam. The former two molecules are expected to show depletion effects in dark clouds (e.g.,
Aikawa et al. 2001; Shinnaga et al. 2004). Although the last one is expected to peak at the center of cold cores after
the depletion of CO (see e.g., Bergin & Langer 1997; Benson et al. 1998; Caselli et al. 1999; Bergin et al. 2001; Caselli
et al. 2002), depletion will still occur when the chemical age is long enough to allow depletion of its parent species N2
(e.g. Bergin et al. 2002). However, the observed offset line-emission peaks can not be interpreted by such a chemical
picture in a single round or elongated core.
In this paper, we introduce the idea of overlapping of chemical patterns of multiple independent cores due to 3D
projection effects to explain the above phenomena. After a more detailed description of the chemical problem in
our target source G224.4-0.6 in Section 2, we constrain the physical models of four cloud cores from a continuum
map (Section 3) and construct gas-grain chemical models for each of them (Section 4). In Section 5, we empirically
twist the physical model parameters of some cores to find a solution that well reproduce both the continuum and the
line emission maps of CCS, HC3N and N2H
+ simultaneously. The best chemical model and the proposed chemical
overlapping effect is briefly discussed in Section 6. Finally, Section 7 summarizes our main findings.
2. CHEMICAL PROBLEMS IN G224.4-0.6
G224.4-0.6 is a Planck cold clump with dense cores (Planck Collaboration et al. 2011, 2016). The distance to the
clump is unknown. But it is less than 1◦ from the massive cloud complex CMa OB1 region for which (Kim et al.
1996) assigned a distance of ∼ 1100 pc from the study of the OB stars in this region by (Claria 1974). We adopt
this distance in the current study. We have mapped G224.4-0.6 in 850µm continuum and several 3 mm molecular
lines using JCMT/SCUBA-2 and Nobeyama 45 m radio telescopes (Tatematsu et al. 2017) and the selected results are
shown in Fig. 1 (continuum in color scale and lines in contours). The beam size of the SCUBA-2 continuum map is
14′′, which comparable to the 18.8± 0.3′′ beam of the line maps. The region has two major dust emission peaks near
the center of the maps, together with another fainter core to the north west. This chemistry study concentrates on
the sub-region around the two cold cores represented by the two major peaks, which were named as G224S (south)
and G224NE (north-east) by Tatematsu et al. (2017) respectively.
The observed molecular lines are N2H
+ J = 1 − 0, HC3N J = 9 − 8, and CCS JN = 76 − 65 (82 GHz) from left to
right panels in the figure, respectively. The N2H
+ line shows two peaks that coincide with the continuum peaks well,
except a very small offset from the G224S peak. The HC3N line mainly possesses a strong core near to G224S but with
a bit larger position offset toward the northeast direction, together with another much fainter core near to G224NE.
The most interesting case is the CCS line which mainly shows a single peak that coincide with neither the continuum
peaks nor the line connecting the two peaks (the central position between the two continuum peaks has been marked
out by a pentagram in the figure to facilitate comparison). The CCS peak position is also marked by a blue dot in all
three panels, which demonstrates that it does not agree with any peaks of the other two molecules as well. Although
the lower abundance of CCS toward the two dust continuum peaks could be explained by the effect of depletion in the
core centers (e.g. Aikawa et al. 2001; Shinnaga et al. 2004), the offset of the CCS peak to one side of the clump is not
understood. We will try to explain this with the coupling of asymmetrical cloud structures and dark cloud gas grain
chemistry in this work.
3. PHYSICAL MODEL OF MULTIPLE CORES
In this section, we construct a physical model of the cloud cores from the SCUBA-2 850µm continuum map for the
chemistry simulations. We will start from fitting the radial gas column density distribution of the two major cores
(G224NE and G224S) and then extend it to a four-cores model that is motivated by the chemistry consideration.
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Figure 1. The 850µm continuum image (color scale) of G224.4-0.6 overlaid with the integrated intensity maps (contours) of
three molecular lines: the N2H
+ line (left) at levels of [3, 5, 10, 15, 20, 25, 30]×0.15 K km s−1 (1σ), the HC3N line (middle)
at levels of [3, 6, 9, 12]×0.12 K km s−1 (1σ) and the 82 GHz CCS (right) at levels of [3, 4.5, 6, 7.5]×0.13 K km s−1 (1σ). The
corresponding half-power beam sizes are shown with corresponding colors at the bottom left corner. The blue point marks the
CCS peak position. The blue rectangle indicates the region used to constrain the physical and chemcial models in this work.
3.1. H2 column density map
We first convert the SCUBA-2 850µm dust continuum map to H2 column density map using the formula proposed
by Kauffmann et al. (2008):
N(H2) =2.02× 1020 cm−2
(
e1.439(λ/mm)
−1(Td/10K)−1 − 1
)
(
κν
0.01 cm2 g−1
)−1(
Sbeamν
mJy beam−1
)
(
θHPBW
10 arcsec
)−2(
λ
mm
)3 (1)
where the dust temperature Td is set to 11.1 K according to Planck Collaboration et al. (2016). S
beam
ν is the observed
flux per beam with a half power beam width of θHPBW, and κν = 0.0182 cm
2 g−1 is the dust opacity at 850µm for
dust models with thin dust mantles (Ossenkopf & Henning 1994). This value was also widely used to estimate column
density and mass (e.g. Kauffmann et al. 2008).
The derived H2 column density map used in this work is shown in the left panel of Fig. 2 (whole map can be
found in left panel of Fig. 9 in Appendix A). Beside the three major cores whose highest peak column densities reach
∼ 1.2 × 1023 cm−2, some fainter extended structures are also visible around G224S, which will be essential to solve
the chemistry problem in later sections. In addition, we can see negative bowls (in dark blue) around the emission
regions that prevent us from estimating the column densities in the faint extended regions. Therefore, we can adopt
the background gas column density of ∼ 4× 1021 cm−2 from Herschel data (Marsh et al. 2017) for these faint regions
when necessary, though the Herschel spatial resolution at sub-mm is slightly lower than the SCUBA-2 data.
3.2. Core density structures
Because the cloud cores are found to be small and the SCUBA-2 beam did not resolve them well, it is challenging
to find a unique density structure model for each of them. We have performed trial fittings to the azimuthally
averaged column density profiles of the two main cores G224NE and G224S with 1-D density models (Appendix A)
and perfectly illustrated the strong parameter degeneracy for each core. Our purpose in this section is not to determine
unique solutions of the density structures of the cores from the observed column density map, but to find a reasonably
good physical model that would allow us to explore possible ways to reproduce the observed molecular chemistry
features.
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The most salient chemical features in this source is the offsets of the CCS and HC3N emission peaks from the
symmetry axis of the two major cores. Hereafter, we call G224NE as C1 and G224S as C2 and chose their core center
positions to be the observed continuum flux peak pixels. Thus, solely the two cores are insufficient to explain the
asymmetrical chemical feature. In the column density map in the left panel of Fig. 2, a fainter core appears between
C1 and C2 that can be named C3. The core center can be directly determined as the column density peak there. Its
position is offset by about 7 arcsec to the west of the C1-C2 symmetry axis. Because both CCS and HC3N are expected
to be depleted in cold core center, their abundance peaks will appear in a shell structure (or a ring-like structure in
the sky plane). We expect the overlapping of the molecular abundance rings of the core C3 with that of C1 and C2
would help break the C1-C2 symmetry in the molecular line emission maps.
However, after some experiments of the chemical simulations with the three cores, as we will show in later sections,
we recognize that another core C4 to the east side of C2 is essential to explaining the observed peak positions in both
the CCS and HC3N line maps simultaneously. The observed column density map in the left panel of Fig. 2 indeed
shows an faint extended structure to the east side of C2. We pick up a position near the center of this extended
structure, offset to the east of C2 by 14 arcsec, as the core center for C4. But more chemical modeling experiments
have shown that the exact position of C4 is not a key factor. The center positions of all four core are shown in Table 1.
For each cloud core, we adopted the Plummer-like function (Plummer 1911) to simplify our model fitting problem
because we do not concentrate on the differentiation of different kinds of density models (e.g the Bonnor-Ebert density
distribution) due to too large telescope beams of our data. The plummer-like 1-D core density is expressed as
n(r) =
nc
[1 + (r/rc)2]p/2
+ nb (2)
where nc is the core-center density, rc is the radius of the central flat inner core, p is the power-low exponent at large
radius (r ≥ rc) and nb is the background gas density. Generally, the p = 4 case corresponds to an isothermal gas
cylinder in hydrostatic equilibrium (Ostriker 1964), while the p = 2 case mimics magnetohydrodynamic models (e.g.
Fiege & Pudritz 2000).
We try to find a reasonable density model for each core by fitting the 2-D column density model maps of the four
cores to the SCUBA-2 column density map. To reduce the size of parameter space, we first fix the background gas
density nb and the outer radius R of each core. For the major cores C1 and C2, nb is set to the value of 10
4 cm−3
found from our 1-D column density profile fitting in Appendix A, while that of the two fainter cores is set to zero. The
choices of the different nb values are based on the fact that C1 and C2 are more massive than C3 and C4 so that the
former two cores could be more extended than observed and modeled in this work. The outer radius R is set to the
same value of 0.17 pc for all four cores; this value is constrained by avoiding the appearance of negative pixels for the
two major cores C1 and C2 in the observed column density map. Then, the free parameters of each cloud core will be
only p, nc, and rc. The total number of free parameters for the four cores is 12. However, similarly due to the too low
spatial resolution of our maps, as we mentioned in Appendix A, there still exists strong degeneracy among the three
parameters for each core.
For any set of given parameters of a cloud core, we construct its column density model by first producing a 3-D
spherical density distribution according to the 1-D formula in Eq. 2 and projecting it onto the sky plane to obtain the
column density map. Then, the four cores are put to the corresponding observed core-center positions and merged
together to form the 2-D model column density map. After being convolved by the SCUBA-2 beam of 14′′, it can
be compared with the observed 2-D column density map to define the posterior likelihood value used in the fitting
procedure. Finally, the Monte Carlo fitting package non-linear least-squares minimization and curve-fitting for Python
(LMFIT; Newville et al. 2014) that utilises the Markov chain Monte Carlo (MCMC) Goodman-Weare algorithm python
package emcee (Foreman-Mackey et al. 2013) is used to find the best solution.
We adopt wide parameter spaces of p = 1− 5, nc = 103 − 109 cm−3 and rc = 0.0001− 0.5 pc. Despite of the strong
parameter degeneracy, the use of the MCMC approach still allows us to find a best core density model. However, also
because of the serious parameter degeneracy, the solution is far from unique and we still have a large room to twist
the density model parameters to improve the fitting of the molecular emission maps by our chemical model in later
steps.
The best model parameters are given in Table 1 and the best fit column density map is compared to the observed one
in Fig. 2. The model map agrees well to the observed one at the positions of cores C1, C2 and C3. There are slightly
larger differences in the peripheral regions of C1 and C2 because our core models are all round while the observed
ones are slightly elliptic. The differences between the modeled and observed maps are within ratios of 0.75-1.25 (about
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Figure 2. Comparison between observed (left) and modeled (middle) H2 column density maps. The right panel shows the
ratio between observed and modeled maps. The black crosses indicate the centers of the four cloud cores. The large dashed-line
circles show the outer radius R of the two major cores C1 and C2.
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Figure 3. Same as Fig 2, but with improved parameters of C2 and C4. See the details in the text.
Table 1. Fitted density model parameters of the four cloud cores from 2-D column density map fitting (initial core density
model) and the adjusted ones (adjusted core density model).
initial core density model adjusted core density model
Center coordinate p nc rc p nc rc
(J2000) (cm−3) (cm) (cm−3) (cm)
C1 07:10:05.7, -10:31:10.7 3.6 3.2×108 1.3×1016 3.6 3.2×108 1.3×1016
C2 07:10:06.2, -10:32:00.3 4.3 5.9×106 6.2×1016 4.3 4.4×106 6.2×1016
C3 07:10:05.3, -10:31:36.7 1.8 2.8×106 1.7×1016 1.8 2.8×106 1.7×1016
C4 07:10:07.3, -10:31:57.7 3.1 1.9×105 7.3×1016 1.5 1.0×105 1.1×1017
Note: The other two model parameters are fixed to nb = 10
4 cm−3 for cores C1 and C2, but 0 for C3 and C4. The outer
radius is R = 0.17 pc for all cores. Adjusted parameters are marked with boldface.
±25% ), which is small compared to the dynamical range of the observed map (e.g., the flux ratios between the core
peaks and the background reach ∼ 30 = 1.2× 1023/4× 1021).
However, the chemically important core C4 is badly fitted because it is strongly affected by the neighboring core C2
in the model fitting. We have done a lot of experiments, together with the chemical simulations that will be mentioned
in detail in Sect. 5, to enhance the contribution of C4 to the H2 column density map and to achieve a good fit to
the observed CCS and HC3N maps at the same time. Eventually, a reasonably good solution for C4 is found to be
rc = 1.1 × 1017 cm nc = 105 cm−3 and p = 1.5. This makes C4 the most diffuse core among the four. However, to
balance the impact of the modification to the C4 parameters, the neighboring core C2 needs to be refined accordingly.
This is achieved by fixing the other three cores and all other parameters of C2 as in Table 1 but re-fitting its center
density nc using LMFIT as above. The best fit value turns out to be nc = 4.4 × 106 cm−3 and the best fit model
column density map is compared to the observed one in Fig. 3. The middle panel of the figure shows that the new C4
model can better reproduce the extended structures to the east of C2 than in Fig. 2. The observation-to-model ratio
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Figure 4. Work flow to determine the physical model of the four cores. MC = Monte Carlo.
map in the right panel has changed a little bit around C2 but is still within the range of ±25%. Hereafter, we will call
this adjusted core density model, while the original model is the initial core density model. All parameters of these two
physical models are listed in Table 1. A brief flow chart of the above procedure is shown in Fig 4.
3.3. Other physical parameters
In addition to the density structures, we also need radial profiles of gas and dust temperature to model the chemistry
in the cloud cores. The gas and dust temperatures are not well constrained by observations for the cores in G224.4-0.6.
Planck Collaboration et al. (2016) reported dust temperatures ranging from 5.8 to 20 K for all the 13188 PGCCs. In
this work, we adopt the parametric formula of Hocuk et al. (2017) to express the dust temperature as a function of
extinction (AV):
Td(AV) = [11 + 5.7 tanh(0.61− log(AV))]χ1.0/5.9uv (3)
where χuv is the Draine UV field strength (Draine 1978). We adopt the typical interstellar UV field with χuv = 1.0.
The visual extinction can be estimated from the observed H2 column density along the lines of sight via the empirical
formula of Gu¨ver & O¨zel (2009):
AV = N(H2)/2.2× 1021 (mag). (4)
As a simple check, Eq(3) gives Td ∼ 6 and ∼ 13K for the core center and edge, respectively, for the two major cores
C1 and C2. Such Td values are within the temperature range of all PGCCs and typical for cold cores.
The gas temperature is also uncertain in these cores. Tatematsu et al. (2017) deduced kinetic temperature from
NH3 1-1 to be 15.5±17.7 K at a position α(J2000) =07h10m03.8s, δ(J2000) =-10d31m28.21s in the cloud that is not at
the peak of any of the four cores and the uncertainty is very large. We have to roughly assume the gas temperatures to
be equal to that of the dust at all positions, which means that the gas and dust are well thermally coupled everywhere.
We have noted that Eq. 3 is a bit inconsistent with the adoption of a constant dust temperature of 11.1 K in Eq. 1 and
the dust and gas temperatures are also not necessarily equal in real cloud cores (particularly in the low density regions).
However, the effects of the small temperature differences will not alter our major conclusions (see the discussions in
Sect. 6.2).
The dust-to-gas mass ratio is set to the widely used value of 0.01 which had been verified by recent observations
(e.g., ∼ 0.011 in ρOph A; Liseau et al. 2015).
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Table 2. Initial abundances.
species ni/nH species ni/nH
H2 0.5 S
+ 8.00× 10−8
He 9.00 × 10−2 Fe+ 3.00× 10−9
C+ 1.20× 10−4 Na+ 2.00× 10−9
N 7.60× 10−5 Mg+ 7.00× 10−9
O 2.56× 10−4 Cl+ 1.00× 10−9
Si+ 8.00× 10−9 P+ 2.00× 10−10
4. CHEMICAL MODEL OF MULTIPLE CORES
We use a gas-grain chemical model to study the molecular chemistry in G224.4-0.6. The model includes gas-phase
and dust surface reactions which are linked through the accretion of species and thermal and cosmic-ray induced
desorption (see e.g. Hasegawa et al. 1992; Semenov et al. 2010). The reaction network was taken from Semenov et al.
(2010) that has included most of the chemical species and reactions relevant to dark clouds. The photo-electron
ejection from dust grains and ion accretion were added self-consistently by Ge et al. (2016b) with extended range of
grain charges from -5e to +99e.
We use the FORTRAN chemistry code ”ggchem” that was successfully benchmarked against the standard models of
Semenov et al. (2010) and was updated to investigate the chemistry effects of turbulent dust motion (Ge et al. 2016b)
and the chemical differentiation of different dust grain size distributions (Ge et al. 2016a). In this code, we use typical
dust grain radius of 0.1µm and bulk density of 3.0 g cm−3. The ratio of diffusion-to-binding energy of species is fixed
as the typical value of 0.5. The cosmic ray ionization rate is set to be 1.3 × 10−17 s−1. The initial abundances are
listed in Table 2 which have been widely used as input for chemical models of dense clouds (e.g. Wakelam & Herbst
2008; Hincelin et al. 2011; Furuya et al. 2011; Majumdar et al. 2017).
The gas-grain chemical model is a single-point model (0-D). We will construct a chemical model for a 1-D core by
using a collection of co-evolving 0-D chemical models at different radii. The four cores are assumed to be evolving
coevally.
We set 10 linearly spaced radial grids for each core, which is more than the number of pixels covered by each core
on the observed molecular line maps (the left column of Fig. 5). This 1-D computation populates a 3-D chemical
distribution for each core by symmetry. Linear interpolation is used when projecting the 3-D distribution onto the
2-D sky plane. This initial molecular column density maps are cast on a spatial grid on the sky plane that was used
for the H2 column density analysis in Figs. 2 and 3, which is finer by a factor of about 2 than the spatial grids of the
observed molecular line maps. Finally, all the model molecular-line column-density maps are smoothed by a round
Gaussian beam of the same size 18.8′′ as the observations.
5. A SUCCESSFUL INTERPRETATION TO ALL THE CCS, HC3N AND N2H
+ MAPS
Because we mainly care the positions of the molecular line emission peaks and the geometry of the emission regions,
precise radiation transfer of the modeled lines is unnecessary. We thus adopt optically thin conditions for all the three
molecular lines so that the molecular column density maps, after being normalized by their strongest pixel, can be
directly compared to the observed maps similarly normalized. The optically thin assumption can be verified through
the analysis of the strongest N2H
+ line, which shows that its optical depth is only about 0.9±0.4 at the SCUBA-2
peak (Tatematsu et al. 2017).
5.1. Chemical model with the initial core density model
We first run the chemical code for the initial core density model in Table 1. The best chemical age of 3 × 106 yr
is determined when the modeled CCS peak position is closest to the observed one. The model maps of CCS, HC3N
and N2H
+ at this best age are compared to the observed maps in Fig. 5. We can see that even the best model can
hardly reproduce the offsets of the CCS and HC3N emission peaks. The modeled CCS peak is still on the symmetry
line of the two major cores C1 and C2, while HC3N shows a ridge that offsets toward the core C3 which is opposite
to the observed offset of its peak. The contribution plots in panels (3) and (6) tell us that the CCS peak is mainly
contributed by the CCS shells of the major cores C1 and C2, while the HC3N ridge is caused by the core C3.
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Figure 5. Comparison between observed (left column) and modeled (middle column) maps of CCS (top row), HC3N (middle
row) and N2H
+ (bottom row) at the best age of 3 × 106 yr, using the initial core density models in Table 1. The right column
shows the individual contribution of each core to the total column density maps in the middle column (the order of overlapping
does not matter because of the optically thin conditions). The pixel values (shown with color scale) of each plot are always
normalized by the strongest pixel in that plot whose absolute value is given in the title of each panel. The lower cutoff of the
color scale in panels (3) and (6) have been deliberately elevated to better visualize the contribution of individual cores. Black
crosses indicate the center positions of the four cores. The observed CCS peak position is marked by a black unfilled circle in
all panels and the modeled CCS peak position is also shown in the model CCS map in panel (2) to facilitate comparison. The
beam sizes are indicated in the bottom (left or right) corners for both observed and modeled maps. The large dashed-line circles
in the middle and right columns show the outer radius R of the two major cores C1 and C2.
The modeled peaks of both CCS and HC3N need to be shifted toward the east direction to agree with the observations.
The most straightforward way we can learn from the geometrical relationship of the chemical distributions in this model
is to enhance the contribution of the core C4 which is currently too small. Therefore after some rounds of iterations
between the manual adjustment of core density parameters (for C2 and C4) and the comparison of the resulting
chemical models with the observations, a good set of core-density-model parameters of C4 (and also C2) have been
found as described in Sect. 3.2; this constitutes the adjusted core density model which we will explore in the next
subsection.
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5.2. Chemical model with the adjusted core density model
With the adjusted core density model, we find a very good agreement between our chemical model maps and the
observed maps of all three molecules CCS, HC3N and N2H
+ in a narrow range of chemical age of 2 − 4 × 106 yrs,
as shown in Fig. 6. The chemical age is mainly constrained by the CCS map in the top row of the figure in which
the agreement of peak positions (black circle for the observed one; black square for the modeled one) is worse at ages
earlier than 2× 106 yrs and the peak CCS column density (see in the title of each figure panel) becomes significantly
lower than the observed value of ∼ 1012 cm−2(Tatematsu et al. 2017) beyond 4×106 yrs. At the same time, the offsets
of the peaks of HC3N and N2H
+ also agree well with the observed ones. The modeled peak column density of N2H
+
(∼ 8.7 × 1013 cm−2) is also in the range of the observed values of ∼ 1013 − 1014 cm−2 from Tatematsu et al. (2017).
However, both the HC3N and N2H
+ maps are much less sensitive to the chemical age than CCS.
The contribution plots in Fig. 7 help us understand how the above good agreements are achieved. Because of the
depletion effect, the CCS column density map of each individual core is a ring band. The key difference from the
results of the initial core density model in Fig. 5 is the enhanced CCS ring of the core C4. The C4 ring first pull
the CCS emission peak in Fig. 6 to the east side through its overlap with the rings of C2 and C3 around the age
of 1 × 106 yrs (panel 2 of Fig. 7). Then, the sizes of the CCS rings of all four cores increase with time (panels 3-6
of Fig. 7) and the CCS emission peak moves upward (panels 3-6 of Fig. 6) due to the change of the overlap effects.
Similarly, the HC3N column densities also consist of ring bands around all four cores, except that the ring sizes are
smaller. The offset of the HC3N emission peak towards the north-east direction in the middle row of Fig. 6 is mainly
supported by the overlap of the HC3N rings of the cores C2, C3 and C4 in the middle row of Fig. 7. Interestingly, the
N2H
+ emission peak in our model (panels 14-18 of Fig. 6) also has shifted slightly toward the north-east direction as
observed. This is again the consequence of core overlapping among C2, C3 and C4 (panels 14-18 of Fig. 7), though
they do not develop any depletion ring.
6. DISCUSSIONS
6.1. Involved chemistry
The overlapping effects of molecular shell/ring patterns of CCS and HC3N is mainly driven by their depletion at the
core center due to adsorption onto dust grains, with some help from the photo-dissociation effects at the boundary.
We compare the radial profiles of the CCS and HC3N column densities with the density profiles of all four cloud-core
models at the best age of 3 × 106 yrs in Fig. 8. Although density profiles are very different in the center of the four
cloud cores, they are just similar at the outer radii of the cores that are resolved by the telescope beam. This could be
a natural consequence of the need to fit the chemical patterns. That is to say, only when the densities in the peripheral
regions of the four cores are similar, the chemical models are able to generate ring patterns with comparable column
densities for the considered molecules to reproduce the observed line emission patterns through the overlapping effects.
The most salient difference between CCS and HC3N is the different radial positions of their column density peaks.
It is clear in both Fig. 8 and previous model maps that the CCS rings are larger than that of HC3N in all four cores
at the best chemical age of 3× 106 yrs. This is due to the shorter depletion time scale of the former than that of the
latter. These molecules have similar time scales of about 106 yrs for their adsorption onto grains at the gas density
of about 104 cm−3 and gas and dust temperatures of about 10 K and dust-to-gas mass ratio of 0.01 (e.g. Leger et al.
1985) at the positions of the ring structures. However, HC3N is closely linked to the volatile molecule N2 (e.g. Bergin
& Langer 1997; Charnley 1997), which makes the time scale of its depletion from the gas phase significantly longer
than that of CCS.
6.2. Robustness and uniqueness of the model
Because of the limitation of available data of our target G224.4-0.6, we only briefly test the robustness of our four-
cores chemical model against the velocity information in the observed line maps and the dust and gas temperatures
derived from NH3 line and Herschel data. The observed moment-1 maps (not shown in this work) of N2H
+ (see also
the Fig.17 of Tatematsu et al. 2017), HC3N and CCS indicate that the differences in average line-of-sight velocities
are no larger than about 0.5, 0.5 and 0.9 km s−1 for the three molecules respectively among the positions of the four
model cores and the three molecular peaks, which is not too large compared to the typical line width of ∼ 1.46 km s−1
for N2H
+ and HC3N, and a larger width of ∼ 2− 3 km s−1 for CCS. Therefore the overlapping effects of the four cores
can work as expected in the chemical model.
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Figure 6. Same as the left and middle columns of Fig. 5 but for the case using the adjusted core density model. The different
columns correspond to different chemical ages (shown in the title of each panel) selected around the best age of 3.0 × 106 yrs.
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Figure 7. Same as the left and right columns of Fig. 5 but for for the case using the adjusted core density model. The choices
of chemical ages are the same as in Fig. 6.
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Figure 8. Radial profiles of gas density (solid lines; left axes) and molecular column density (dotted lines, right axes) in
our best chemical model (at the age of 3 × 106 yr) constructed on the basis of the adjusted core density model (see in text).
Dashed lines are similar as the dotted lines but for a model with the gas and dust temperatures forced to 15 K everywhere.
The gray shaded regions mark the rough positions of the shells resulted from core-center depletion, which correspond to radii of
r = 0.104 − 0.156 pc for CCS (left panel) and r = 0.052 − 0.112 pc for HC3N (right panel). The arrows indicate the beam size
of the observations.
The dark cloud chemistry is sensitive to gas and dust temperatures. As we have mentioned in Sect.3.3, the gas and
dust temperatures of our target are uncertain and an empirical radial temperature profile is adopted in the modeling.
Tatematsu et al. (2017) constrained a very rough gas temperature of 15.5 ± 17.7 K from the NH3 (2,2) line observed
with a large beam of 74′′ towards a position in the peripheral of the cores. In addition, the WISE 22µm image of
G224.4-0.6 (see Fig.13 of Tatematsu et al. 2017) has shown IR emission at the positions of our model cores 1, 2 and
3, indicating possible heating of the cloud cores from inside by embedded protostars. The Herschel dust temperature
map of this region (Marsh et al. 2017) also shows higher dust temperatures in the range of ∼ 12 − 16 K. To test the
robustness of our four-cores model against the variation of temperature, we have re-computed our best model (the
adjusted core density model) with a constant radial dust and gas temperatures of 15 K for all the four cores (this is
reasonable to model the low resolution maps in this work). The modeled radial molecular column density profiles are
shown with dashed lines in Fig. 8, from which we see that this change of temperature indeed affects the abundances,
but within a small factor of ∼ 2. Our chemical ring overlapping mechanism still works, because the radii of the rings
are similar as in our original best model (the shaded region in the figure).
Although our four-cores chemical model has reproduced all available observations well, the lack of uniqueness of the
model is an important weakness to be improved in near future. Beside the non-unique solutions of the core density
models, as mentioned in earlier subsections, there are more aspects to improve from both observational and modeling
angles. For example, the SCUBA-2 map could have missed a smooth structural component of the cloud due to
spatial filtering, which could affect the peripheral region of our core models by adding an additional extinction and/or
contributing additional abundances from the diffuse gas that could be still missing in our models. Mutual shielding
of interstellar UV light among the four cores may also have some effects to the modeled chemical patterns, if the four
cores are close enough to each other. For another example, our chemical model also adopts a static physical model for
each core and all four cores start the chemical evolution from the same time spot, while the real cores might started
their formation from different moments and collapse at different dynamical timescales. It is still an open question
whether alternative solutions are possible when more such model components are taken into account and when more
observational evidences become available.
6.3. Spatial projection effects on interstellar chemistry
The overlapping effect of two or more cloud cores explored in this work is to offset the molecular column density
peaks away from the H2 column density peaks. Such offsets of molecular line peaks are ubiquitous in observed cloud
maps (see, e.g., Tatematsu et al. 2017; Spezzano et al. 2017; Seo et al. 2019; Nagy et al. 2019). The multiple-cores
model provides a viable way to simulate the chemistry of molecules whose lines are not very optically thick in the
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extended low density regions of the clouds. More opaque lines also can be modeled by adding a radiative transfer
treatment. Particularly, molecules that have an extended spatial distributions in the cloud cores, such as the shell
structures due to the depletion of CCS and HC3N in this work, are easiest to produce observable core overlapping
effects. Even for the dense gas tracers that concentrate on the core center, such as N2H
+ in this work, the smaller
emission-peak offsets still can be observed by a single dish or interferometer.
The spatial projection effect on chemistry in a 3D cloud structure is worth of further explorations. More generally,
the impact of such 3D models is to break up the confinement to chemical models imposed by the column density map
and/or temperature maps and allow the molecular column densities to be built up through the non-local overlapping
effect. It offers the freedom to combine structural components that have different sizes, shapes and masses, density and
temperature profiles, ambient or internal radiation fields, and even different dynamical evolution histories. Although
fully 3D modeling may not be easy or necessary, some simplified versions such as the multiple-core model in this work
are still able to capture the most important chemical features in the observed line maps.
7. SUMMARY
Offsets of molecular line emission peaks from H2 column density peaks are very common in observed molecular
clouds, which are usually difficult to interpret with a single round core chemical model. We take the example of the
Planck cold clump G224.4-0.6 in this work to demonstrate a new approach to interpreting this phenomenon: spatial
projection effect of a 3D cloud.
The gas density structures of G224.4-0.6 is simplified into four individual spherical cores. The core structures are
empirically constructed from the SCUBA-2 850µm dust continuum map and manually fine tuned to achieve good
fittings to both the continuum and molecular emission maps of CCS, HC3N and N2H
+.
The spatially extended abundance distributions of these molecules in our gas-grain chemical models, particularly the
projected ring like patterns due to the depletion of CCS and HC3N, overlap with each other to produce enhanced line
emission peaks that are generally off the continuum peaks. The best chemical model of our target clump is found at
an age of ∼ 3× 106 yrs. The spatial distributions of the H2 column density and the spatial offsets of the line emission
peaks of all the three molecules are satisfactorily reproduced. This nicely demonstrates the great potential of the
spatial projection effect on interpreting the line maps of many other molecular clouds.
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APPENDIX
A. FITTING THE 1-D COLUMN DENSITY PROFILES OF THE MAIN CORES G224NE AND G224S
We start our testing from fitting 1-D density models to the two major cores G224NE and G224S. The way to
construct column density profiles of each core is the same as in the the 2-D fitting case in Sect. 3.2. To avoid the
interference of the profound extended structures between the two cores, we do azimuthal averaging to construct the
observed 1-D column density profiles for the two cores only using the image pixels in the half space on the side away
from the inter-core direction, as indicated by the gray plus symbols in the left panel of Fig. 9. The pixel column
densities are shown as a function of radius to the core centers with gray symbols in the middle (for G224NE) and right
(for G224S) panels of the figure respectively. Then, each so sampled radial range is evenly divided into seven linear
bins and the average column density in each bin, shown as the black dots in the figure, is used for model fitting.
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Table 3. Fitted density model parameters for G224NE and G224S with various fixed p values.
p nc rc nb
(cm−3) (cm) (cm−3)
G224NE
1 4.4e+08 1.3e+13 2.8e+03
2 3.8e+08 1.4e+15 1.2e+04
3 2.2e+08 8.1e+15 1.5e+04
4 5.0e+07 2.4e+16 1.6e+04
5 2.2e+07 4.0e+16 1.7e+04
G224S
1 4.3e+08 1.3e+13 6.2e+03
2 3.9e+08 1.3e+15 1.6e+04
3 2.9e+08 6.6e+15 1.9e+04
4 1.3e+08 1.6e+16 2.0e+04
5 5.9e+07 2.8e+16 2.1e+04
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Figure 9. Left panel: Observed H2 column density map overlaid by pixels within radius of 0.173 pc which are used to obtain
the bin-averaged column density profiles. Middle and right panels are for the comparison between the extracted bin-averaged
H2 column density radial profiles (black dot) and fitted profiles with fixed p(= 1, 2, 3, 4, 5) (lines), for G224NE and G224S
respectively. The gray crosses show the pixel values. Vertical and horizontal lines indicate the beam size and the background
respectively. The solid lines of different p values overlap with each other so closely that they are hardly distinguishable in the
middle and right panels.
Accordingly, we follow the same procedure as in Sect. 3.2 to construct the column density map of each core individ-
ually from a given set of 1-D density model parameters. After convolving them with the Gaussian SCUBA-2 beam of
14′′, the 1-D model column density profiles are extracted and compared with the observed ones to define the posterior
likelihood function. Finally, the same Monte Carlo fitting method is used to find the best solution. We similarly adopt
wide parameter spaces of nc = 10
3 − 109 cm−3, rc = 0.0001− 0.5 pc and nb = 0− 105 cm−3. However, because of the
parameter degeneracy problem with the low spatial resolution map, as already noted by other authors such as Smith
et al. (2014) and Liu et al. (2018a), we have to confine ourselves to fixed discrete values of 1, 2, 3, 4 and 5 for the
parameter p to ease the search of the best solutions. The chosen values of p are representative in other observation
works (e.g., Caselli et al. 2002; Tafalla et al. 2002; Tang et al. 2018).
The best fit model parameters are listed in Table 3, while the best fit column density profiles (lines with different
colors) are over plotted with the observed ones in the middle (for G224NE) and right panels (for G224S) of Fig. 9.
Although the parameters of the best models vary widely, with the central densities ranging from ∼ 4 × 108 to ∼
2 × 107 cm−3 and the size of the inner flat core from ∼ 1 × 1013 to ∼ 4 × 1016 cm, the best models with different p
values agree to each other so closely in the plots that they are almost indistinguishable by eyes. This demonstrates
that the SCUBA-2 map resolution (indicated by the vertical dotted lines) is insufficient to differentiate the density
models with different p values. However, the best fit background density is similar (∼ 104 cm−3) in all models except
the one with the smallest p. The model column densities at the outer edge of each core are all consistently close to
and above the observed background column density of ∼ 4 × 1021 cm−2 (represented by the horizontal dotted line in
14 Ge et al.
the plots). Thus, this background density value (104 cm−3) will be used and fixed for the two major cores in our 2-D
fitting in Sect. 3.2 to help reduce the size of parameter space.
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