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Abstract 
Most fault detection systems (FDS) have proved their efficiency in the detection of anomalies and disruptions in technical systems. However, 
the detection of these anomalies and disruptions is time consuming and not applicable to real-time applications. Moreover many technical 
systems like e.g. machines and plants require a real-time decision support for emergency shutdowns in order to enable human machine 
interactions and avoid cost-intensive machine breakdowns. Thereby, anomalies and system changes have to be detected in a fast and secure 
way. In this context, conventional FDS are not designed for real-time control of sensor networks. Such networks continuously generate a large 
volume of data and are vulnerable for sensor failures. Therefore, it is a challenging task to derive appropriate information and analyze them in 
real time. In this paper we propose an event-driven fault detection systems (ED-FDS) using complex event processing (CEP) approach, which 
provides a robust detection mechanism for severe machine failures in real-time. The idea of ED-FDS is based on discretization of continuous 
sensor signals by applying an event scheme for sensor data changes. The event scheme includes several event rules, which are generated by 
applying of data mining methods. Thereby, relevant features are extracted and uncommon behavior of the system is described by event rules. 
One emphasis of the paper is the combination of different basic events to complex events in a way that different warning levels can be 
processed. The evaluation of the proposed system is performed on a test-bed demonstrator, which allows the tuning of different disruptions.  
© 2015 The Authors. Published by Elsevier B.V. 
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1. Introduction 
To achieve a sustainable manufacturing, different scientific 
knowledge has to be incorporated in order to develop 
solutions for the design and implementation of products, 
materials, and processes taking into account constraints 
coming from the four pillars of society, economy, 
environment, and technology [1]. Furthermore, sustainability 
assumes the development of processes in all steps of the 
production life cycle from raw material processing, 
manufacturing and usage (transport, maintenance), to the end-
of-life operations (recycling, disposal) [2]. In this context, 
maintenance management is considered as one of the main 
processes that can provides the necessary functions to reach 
this goal. Indeed, the development of innovative maintenance 
processes increases the productivity and system utilization, 
avoid system cracks, extend the life cycle of products, and 
sustain the safety of workers. Furthermore, maintenance 
management has evolved from a pure cost factor to a 
competitive advantage, which includes an enterprise-wide 
business process that is actively involved in the added value of 
the company [3]. In this context, we propose an event driven 
fault detection system (ED-FDS) based on the application of 
CEP engine to detect and monitor the functionality of system. 
A test based demonstrator which simulates the operation 
functionality of a cooling system for electric wheel hub 
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motors is carried out in order to test the presented ED-FDS. 
This functional model is a subsystem of a van carrier used for 
port operations. The transferability of our concept into 
different manufacturing systems can hence be proved, and can 
be pursued in further works.  
The remainder of the paper is organized as follow. In the 
next section we present a literature review of the role of 
maintenance in sustainable manufacturing and the stream 
event processing. Our approach of event driven support 
system is then introduced in the section 3. Section 4 
demonstrates the feasibility of our ED-FDS approach based on 
a test-bed demonstrator. Finally, section 5 presents concluding 
remarks. 
2. Literature review 
2.1. The role of maintenance in sustainable manufacturing 
Sustainable manufacturing is defined as an approach that 
addresses economical, environmental, and societal issues, in 
which maintenance plays a major role [4]. Then, the goal of 
sustainable manufacturing is to guaranty a robust production 
and system functionality in the presence of disturbances 
during the whole product life cycle [5]. In this context, the 
authors in [5] redefined the role of maintenance as an essential 
means for life cycle management for closed-loop 
manufacturing. Furthermore, they presented a framework that 
shows management cycles of maintenance in the product life 
cycle. In [6], the authors discussed the growing importance of 
the integration of operations & maintenance for sustainable 
manufacturing. To this end, they examined principal 
strategies, drivers/pre-requisites to integrate maintenance to 
follow sustainable manufacturing. Lee et al. provided the state 
of the art research until 2011 in the areas of the self-
maintenance for machines with smarter adaptability to 
operating regime changes in future manufacturing systems [7]. 
Smith et al. developed guidelines for material, energy and 
waste process flow modeling to support the pursuit of 
sustainable manufacturing [8]. Maintenance data from 
facilities and machine tools have been taken into consideration 
in the development of the guidelines. In this context, 
Kaczmareck et al. claimed that the maintenance area is a 
challenge but in the same time a necessary support for 
sustainable manufacturing realization [9]. Hence, the 
deployment of efficient maintenance approach will contribute 
in achieving sustainability in manufacturing. In fact, the 
maintenance leads to an enhancement of the equipment´s 
durability and to an avoidance of various problems like, 
production waste due to systems malfunctions, health & safety 
incidents, in-efficient energy usage, wastage of stored 
materials, capacity losses and downtime [6]. 
2.2. Real-time fault detection 
The purpose of real-time fault detection is the fast 
identification and classification of faults and its locations. 
Thereby, the time delay between the occurrence of an event 
within the system and the moment when the interpreted fault 
is transmitted to the system´s responsible should be reduced 
[4]. In some cases, a quick control step or a complete 
shutdown helps to avoid costs caused by severe damages. 
With the progress in the computation technologies, new 
information and communications technologies (ICT) have 
been emerged in the last decade that can open and offer new 
opportunities to deal with complex technical systems. In fact, 
the utilization of computers, ICT technologies, models and 
concepts to help make decisions in a proactive way is 
indispensable. Nowadays, real-time data mining processes 
including data acquisition, classification, assimilation and 
correlation can be almost completely automated at reasonable 
cost with modern computer technologies [10]. Hence, the 
decision making relies more and more on new technologies 
since the technical systems are more complex and provide 
more sensors. Wong et al. identified three major challenges in 
the development of real-time fault detection and diagnostic 
systems for a gas turbine generator system (GTGS), which 
can be transferred to other domains. At first, there is a huge 
amount of data, which is multivariate and nonlinear. The 
second challenge is that there are many types of faults, which 
have to be distinguished. At last, the real-time requirement 
leads to some issues with potential data mining techniques 
[11]. In summary, the decision making process related to fault 
detection is a very challenging task. This has been empowered 
by the shift of maintenance strategy from corrective policy in 
which the maintenance activities are performed after the 
occurrence of failures, towards condition based maintenance 
(CBM) which leverages the condition monitoring system, to 
observe different indicators that can describe the health 
condition of the system [12]. 
Fig. 1. Simple concept of event stream processing. 
2.3. Stream event processing and event driven architecture 
Today, the majority of manufacturing systems are equipped 
with various sensors that measure different components of the 
systems to indicate and control its behavior in order to react to 
undesired changes. The processing of these collected data will 
help to identify unexpected events which can lead to trouble in 
the systems.  These data creates a so called event cloud. And 
through the application of methods from the stream processing 
methodology, it is possible to monitor the event cloud in real-
time and analyze and extract features in form of high level or 
complex events, which can indicate some undesired system 
changes [13] (fig. 1). Furthermore, the growing complexity of 
systems nowadays requires that the processing methods 
should have the ability to deal with real-time processing, since 
the collected data are characterized by the vast amount of data. 
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However the processing of these data has to cope with the 
challenge that the most traditional processing methods cannot 
manage the huge amount of events generated continuously 
from the sensors in real time. By means of event driven 
architectures, the basis for the development of information 
landscapes, which are designed to event processing, was 
created. Therefrom, a novel technological approach for 
complex event processing (CEP) is developed which focused 
on the dynamic processing of complex events. 
There are a number of efforts being undertaken in this 
direction. Stream processing is one of these techniques that 
provide the ability to handle the processing of data in real-
time. In this context, complex event processing has been 
introduced and applied in different application areas. Thereby, 
Eckert et al. defined a number of application areas in which 
the use of CEP has high potential. These application areas are 
characterized by the emergence of large amounts of data, 
complex manufacturing processes and the need for real-time 
responses [14]. These defined areas are: I) Business Activity 
Monitoring which enables the monitoring of business 
processes and business-critical resources in order to identify 
problems and opportunities early. II) Sensor network which 
includes the monitoring of physical sensor networks aiming to 
control the system behavior, and identify problems early. III) 
Market data which monitor share prices and business 
intelligence data to detect market trends. 
An example of the application of CEP in sensor networks is 
given in the works of Dunkel et al. [15, 16]. The aim of these 
works was to avoid traffic congestion and to improve the 
safety of road users by time-to-date analysis of existing traffic 
conditions. Nagappan et al. were also dealing with the traffic 
management. They designed a dynamic traffic management 
system, which performs a redirection of traffic based on its 
density. The sensor data are directly collected from different 
sensors mounted on the streets, to determine the traffic density 
[17]. 
3. Event driven fault detection system - Approach 
3.1. Description of the ED-FDS architecture 
An approach is developed for real-time maintenance in form 
of ED-FDS based on an event driven architecture and 
complex event processing techniques (Fig. 2). Thereby, data 
from different sensor data within the manufacturing system 
are streamed into the event processing engine. These data will 
then be transformed to events based on the event adapter 
which build an event stream or cloud. At the same time, the 
collection of the sensor data into a persistent database is 
performed. The main task of ED-FDS is event pattern 
extraction to detect those events in the event cloud, which 
indicate a system change or machine dysfunction. The event 
cloud consists of simple sensor events, which alone don´t 
contain meaningful information. The events have to be 
filtered with respect to redundancy and sensor errors, since 
the sensors are subject to various malfunctions. Based on the 
event model, which contains an abstract definition of events 
in form of a meta data, and event rules, which describe the 
causal, temporal, and spatial relationship between different 
level 
Fig. 2. Approach architecture for ED-FDS. 
abstractions of events, the processing engine performs 
event mining and event aggregation to identify and detect 
complex events. These complex events reflect any relevant 
possible change in the system´s behavior. In order to generate 
the event rules, an offline data-mining extraction rules module 
is applied. Typically, the deployment of the Data-Mining 
extraction rules module alone is sufficient to detect the system 
behavior. However, the processing of incoming data from 
sensors in real-time is with this module not adequate for 
timely response to emergences. That is due to the fact that, the 
data have to be stored into a big database first, and the 
requests have to be done in this big database, which consumes 
a lot of time. Therefore, the application of the module as rule 
extraction tool, and after that, the use of these rules in the 
event processing guarantees the real-time processing. 
3.2. Event Level abstraction  
Figure 3 demonstrates the process of fault detection data 
stream processing. The simple sensor events are generated by 
the Event Adapter from the sensor data. These simple sensor 
events are the physical events emitted by sensors, and 
presented as SE = (id, t, v), where t represents the incoming 
time of sensor value v from the sensor id. Since sensors are 
susceptible to various physical faults, that can lead to 
duplication and missing values, which can in fact cause 
outliers, these events have to be filtered. Therefore, an Event 
Filtration Layer is introduced to clean these simple events. As 
a result, Basic events are generated, creating a new event 
stream, which is forwarded to the next event processing 
phases.  In this event processing phase, different basic events 
are correlated and aggregated both in time and space. Based 
on this aggregation, emergency events are then recognized, 
which can indicate a problem in the physical environment. 
The event processing along these phases leverages on the 
event rules generated from the offline data mining extraction 
rules module. The processing is then performed based on an 
Event Processing Language (EPL) from an open source CEP 
engine with an SQL-like language. 
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Fig. 3. Event level of abstraction. 
3.2.1 Event Definition 
All events in the ED-FDS inherit their format from an 
abstract Event, which has the following format: 
ABSTRACT EVENT (ID, timespan, value), where ID is 
the event identification, timespan is the occurrence time, and 
value is the corresponding event value.  
The simple sensor event inherits its format from the 
abstract event and built the simple event stream. The basic 
events are the result of an event filtration of simple sensors. 
The syntax for creating the basic event stream is as follows: 
Insert into BASIC_EVENT_STREAM
Select * from SIMPLE_SENSOR_STREAM 
[Within window_length]
[Where Filter_Condition]
Where the filter condition clause specifies the filter 
expression to filter the simple sensors for duplication, missing 
values, or undesired values, within a time window during 
which events that match the filter condition must occur. 
An example of a Filter Condition is: 
ቄࢂࢇ࢒࢛ࢋǨ ൌ ࢔࢛࢒࢒܎ܗܚ࢓࢏࢙࢙࢏࢔ࢍ࢜ࢇ࢒࢛ࢋ࢙
ࢂࢇ࢒࢛ࢋ ൐ ࢄ࢕࢘ࢂࢇ࢒࢛ࢋ ൏ ࢄ࢝ࢎࢋ࢘ࢋࢄ࢏࢙ࢇ࢔࢛࢔ࢊࢋ࢙࢏࢘ࢋࢊ࢜ࢇ࢒࢛ࢋ
The complex events are the results of different correlation 
and aggregation of basic events that match the correlation 
conditions and aggregation conditions within the specified 
time window. The syntax for creating the complex event 
stream is as follows: 
Insert into COMPLEX_EVENT_STREAM
Select * from BASIC_SENSOR_STREAM 
[Within window_length]
[Where Correlation_Condition and 
aggregation_Condition]
4. Application of the event driven FDS in a test bed 
demonstrator. 
4.1. Description of the test bed demonstrator 
The figure 4 shows the functional model of the cooling 
circuit for electric wheel hub motors of a van carrier used as 
test bed in this paper. The system uses water as coolant (oil in 
the real case) and consists of a pump, heat exchanger, fan, and 
an engine/radiator combination (simulating the head generated 
by the drive). The pump is responsible for circulating water 
through the system in order to exhaust the heat, which the 
running engine generates. The radiator is responsible for the 
heat rejection. While the warm coolant is pumped through the 
radiator, the heat exchanger with the fan is used to cool down 
the coolant. In order to monitor the liquid cooling system, 5 
sensors are installed in the system. The sensors are: one 
pressure sensor, three temperature sensors, and one sensor for 
measuring the water flow. There is no direct sensor for the 
coolant reservoir so that possible failures (for instance 
simulated leakages) have to be assessed indirectly by the 
sensors described above. The demonstrator enables to simulate 
leakages at three different locations, pressure loss from the 
pump and malfunction of the fan. 
Fig. 4. Liquid cooling system demonstrator. 
4.2. Results and Discussion 
In this paper we used ESPER [18] as an open source CEP 
engine with an SQL-Like event processing language. Data 
from five sensors are gathered continuously in order to assess 
the behavior of the system. The sensor data are sent each 
second. Most important disturbances that can occur are a 
pressure loss due to leakage or due to defect of the pump, or 
an unexpected rise of temperature due to a defect of the fan. In 
the following, we exemplarily demonstrate the detection 
process of a pressure loss when the leakage takes place, based 
on the ED-FDS. 
The input stream consists of 5 event streams of the 5 
sensors. Each individual event in the stream consists of the 
following information EVENT (ID, timespan, value).
We aggregate all these events into a new event stream 
using EPL statements. Each individual event in this stream 
indicates value of each sensor for a defined timespan:  
SensorBasicEvent(timespan, pressure, temperature1, 
temperature2, temperature3, flow). 
Based on the application of the data mining rule extraction, 
we know that a leakage appears when the standard deviation 
of the pressure values over the last 5 values is between 4 and 
7, the slope pressure over the last 5 pressure values is less than 
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-1, and the slope flow over the last 5 flow values is less than -
0.5. A defect of the pump can be detected if the flow value 
over the last 3 flow values is null and the temperature1 value 
over the last 3 temperature1 values reduces slightly and 
remains positive.  
4.3. Detection process of pressure loss:
 The process of detection of a pressure loss is depicted in 
figure 5. First the simple sensor events which are generated 
direct from the physical sensor are grouped by timespan into 
one sensor basic event to remove redundancy. Then, this basic 
event is filtered to remove errors of the physical sensor. As 
result, a new sensor basic event stream is created, which has 
to be processed further.   
The next step consists on the computation of different 
aggregation methods like standard deviation of pressure, slope 
of pressure and slope of flow over the last 5 sensor basic 
events entered into basic event stream. The output events are 
inserte d into the complex events stream. Finally, the pressure 
loss is detected through the filtration of the complex event 
accordingly to an EPL statement (fig. 5). The output events 
are inserted into the leakage events which indicate the time 
occurrence of a leakage and the actual pressure and flow at the 
time of the leakage detection. Figures 6 and 7 show the 
detection time of pressure loss for both leakage and pump 
defect.
Fig. 6. Evolution of different sensor values in the occurrence of a leakage. 
In figure 6, the leakage was introduced in the test bed 
demonstrator at the time 1240, and the proposed ED-FDS 
detected the leakage at the time 1243, which means that the 
detection process took only 3 seconds. The defect of pump 
was introduced in the test bed at the time 2840 and the 
Problem was detected at the time 2842 (Fig. 7). 
In order to show how the proposed system is able to react 
in real-time to pressure loss, we compare the real-time fault 
detection with a conventional expert system, that stores first 
sensor data into a database, and after that performs the 
detection from this database. The figure 8 shows the 
performance of both systems being detecting the leakage as 
reason for the pressure loss. We observe, that the timespan, in 
which the detection takes place for the conventional approach 
increases with the data volume stored into the database, while 
this time is constant for our approach relying on complex 
event processing. This is due to the fact that, the data pre-
Fig. 5. Detection process of leakage.
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processing is time consuming in the conventional approach 
and needs more time for the database requests. 
Fig. 7. Evolution of different sensor values in the occurrence of a pump 
defect. 
Fig. 8. Performance comparison between the proposed ED-FDS and the 
conventional approach. 
5. Conclusion and outlook 
In this paper we presented an event driven fault detection 
systems based on complex event processing. The results of 
the proposed fault detection system indicate that the event 
driven fault detection system is able to detect changes in the 
system in real-time, reducing the time between the occurrence 
of emergencies and the time of their detection. However, a 
major drawback of the current approach is it´s limitation to 
predefined event rules, which are usually created manually. 
To this end, further efforts have to be undertaken to enable an 
automatic and continuous update of event rules, since the 
predefined event rules can no longer be triggered mostly due 
to natural aging or newly installed components in the system. 
In this context, we plan in further works to deal with this 
problem and to transfer the concept of event stream 
processing to more complex systems.  
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