Abstract. We determine the Hausdorff dimension of the set of k-multiple points for a symmetric operator semistable Lévy process X = {X(t), t ∈ R + } in terms of the eigenvalues of its stability exponent. We also give a necessary and sufficient condition for the existence of k-multiple points. Our results extend to all k ≥ 2 the recent work [23] , where the set of double points (k = 2) was studied in the symmetric operator stable case.
Introduction and statement of the results
The questions on the existence of multiple points (or intersections) and the Hausdorff dimension of the set of multiple points of stochastic processes have been of considerable interest for many years. The problem was originally studied for Brownian motion by Dvoretzky, Erdös, Kakutani and Taylor [4, 5, 6] . Their results were later extended to more general Lévy processes using various techniques, see [7, 8, 9, 11, 12, 15, 18, 19, 21, 23, 26, 28, 29, 30] and the references therein. Let X = {X(t), t ∈ R + } be a stochastic process with values in R d , d ≥ 1, and let k ≥ 2 be an integer. A point x ∈ R d is called a k-multiple point of X if there exist k distinct times t 1 , . . . , t k ∈ R + such that X(t 1 ) = . . . = X(t k ) = x. If k = 2, then x is also called a double point of X. We denote by M k the set of kmultiple points of X. The objective of this paper is to study the set M k for symmetric operator semistable Lévy processes and to extend to all k ≥ 2 the recent results of [23] , where the set of double points was investigated when X is symmetric operator stable. Recall from [25, 27] that a Lévy process X is called operator semistable if the distribution ν of X(1) is full (i.e. not supported on any lower dimensional hyperplane) and there exists a linear operator B on R d such that
(1) ν c = c B ν for some c > 1, where ν c denotes the c-fold convolution power of the infinitely divisible law ν and c B ν(dx) = ν(c −B dx) is the image measure of ν under the linear operator c B . The operator B is called a stability exponent of X. We refer to [3, 13, 20, 22] and to the monograph [25] for more comprehensive information on operator semistable laws. As a consequence of (1) , an operator semistable Lévy process X is also operator semiselfsimilar, i.e., for the constant c > 1 in (1), (2) {X(ct)} t≥0 fd = c B X(t) t≥0 , where fd = denotes equality of all finite-dimensional distributions of the process. Operator semi-selfsimilar processes constitute a much broader class than that of semi-selfsimilar processes, see [24] for more details. If (1) (resp. (2)) holds for all c > 0, the Lévy process X is called operator stable (resp. operator self-similar).
To formulate our main results, we factor the minimal polynomial of the stability exponent B into q 1 (x) · · · q p (x), where all roots of q i (x) have real parts a i and a i < a j for i < j. Define Our first theorem provides an explicit formula for the Hausdorff dimension of M k in R 2 in terms of the indices α j .
Theorem 1. Let X = {X(t), t ∈ R + } be a symmetric operator semistable Lévy process in R 2 with exponent B and let M k be the set of k-multiple points of X. Then for all k ≥ 2 we have almost surely Theorem 1 is more general than [28, Theorem 1] , where B is assumed to be a diagonal matrix with entries on the diagonal α j ∈ (1, 2) (1 ≤ j ≤ d). Note also that the dimension formula for double points in R 2 and R 3 is given in [14, Corollary 3.8] . Since M 3 = ∅ a.s. for d = 3 and M 2 = ∅ a.s. for d ≥ 4 (see the beginning of Section 4 for the proof), Theorem 1 completes the solution of the Hausdorff dimension problem for M k in the setting of symmetric operator semistable Lévy processes.
Our second theorem characterizes the existence of multiple points in terms of α 1 and α 2 . According to the Jordan decomposition for d = 2, the stability exponent of X satisfies B = P DP −1 for some real invertible matrix P and a matrix D which can have the following forms:
Clearly, in the case (A.2) we have α := α 1 = α 2 .
Theorem 2. Let X = {X(t), t ∈ R + } be a symmetric operator semistable Lévy process in R d and let k ≥ 3. The existence of k-multiple points of X for d = 2 depends on the cases (A.1) and (A.2) as follows:
The existence of double points is characterized separately in Corollary 6. Note that in the case (A.2) and k ≥ 3, the set M k is nonempty almost surely if α = 2(k − 1)/k although its Hausdorff dimension is zero. The same effect appears for double points in R 3 in the non-diagonalizable case (B.3) and α = 3/2 (see the end of Section 4 for details).
Even though in this paper we focus on symmetric operator semistable Lévy process in R d with d ≥ 2 so that its exponent B is a matrix, the problems on existence of k-multiple points and the Hausdorff dimension of M k are meaningful for the case of d = 1 as well. In the special case when X = {X(t), t ∈ R + } is a symmetric stable Lévy process in R, these problems were solved by Taylor [29] . For a symmetric semistable Lévy process in R, we can apply the general tools in [16, 17, 21, 23] (cf. (12) and (3) below) to solve these problems. We provide more details in Remark 8.
This paper raises several natural questions on multiple points of operator semistable Lévy processes. For example, it would be interesting to remove the "symmetry" assumption; or to find an exact Hausdorff measure function for M k . Another interesting problem is to find the packing dimension of M k .
Our paper is organized as follows. In Section 2 we give basic definitions and recall some useful facts. In Section 3 we prove Theorem 1. In Section 4 we deal with the existence problem for multiple points and prove Theorem 2.
Preliminaries
A stochastic process X = {X(t), t ∈ R + } with values in R d is called a Lévy process if X has stationary and independent increments, X(0) = 0 a.s. and t → X(t) is continuous in probability. We refer to the books [1, 27] for systematic accounts on Lévy processes. It is known that the finite-dimensional distributions of X are determined by the characteristic function
where Ψ : R d → C is given by the Lévy-Khintchine formula and is called the characteristic or Lévy exponent of X.
A Lévy process X is said to be symmetric if −X and X have the same finitedimensional distributions. In such a case, Ψ(ξ) ≥ 0 for all ξ ∈ R d . Using the terminology in [16, 17] , we say that X is absolutely continuous, if for all t > 0, the function
In this case, the Fourier inversion formula implies that the density function of X(t) is bounded and continuous.
It has been recently proved in [23, Theorem 1] that the Hausdorff dimension of M k for a symmetric, absolutely continuous Lévy process with characteristic exponent Ψ is given by 
where K ≥ 1 is a constant which depends on ε and τ only and, as defined in the Introduction, α 1 ≥ ... ≥ α d > 0 are the reciprocals of the real parts of the eigenvalues of the stability exponent B. The estimate (4) extends [26, Theorem 4.2] , where the result was obtained for operator stable Lévy processes, and implies that X is absolutely continuous. Throughout the rest of the paper, C will denote a positive constant, whose value may change in each appearance and depends on the coefficients α j and the multiplicity k only. By the notation f ≍ g we mean that there is a constant C such that C −1 g ≤ f ≤ Cg. Analogously we define and .
Hausdorff dimension of multiple points in R 2
Our goal in this section is to prove Theorem 1 by extending the method of [23] in order to deal with the set M k for k ≥ 3. To this end we fix 2 ≥ α 1 ≥ α 2 > 0 and let X = {X(t), t ∈ R + } be a symmetric operator semistable Lévy process in R 2 with stability exponent B whose eigenvalues have real parts α −1
2 , as explained in the Introduction. Denote
where
.., k, and for β > 0 let
It follows from (3), (4) and a slight modification of [23, Lemma 2] 
We have (6) I β < ∞ if and only if
In [23, Proof of Theorem 4] it has been shown that, excepting the cases α 1 = α 2 = 2 and α 1 = 2, α 2 = 1, one has (7)
for any m, n ∈ N provided 2 − 1/α 1 − 1/α 2 > 0 and the integral above is infinite otherwise. When α 1 = α 2 = 2 or α 1 = 2 and α 2 = 1, an extra factor log m or log n may appear in the upper bound of (7), the rest of the statement remains the same. Our next result extends (7) to all k ≥ 2, which is essential for proving Theorem 1.
Proposition 3. Assume α 2 < 2 and let k ≥ 2 be an integer. For k = 2 = α 1 assume in addition α 2 = 1. Then for any real numbers q, r ≥ 1 we have
, and the integral is infinite otherwise.
Proof. Notice that the integrand in (8) is symmetric in x i1 and x i2 for i = 1, ..., k.
Hence, without loss of generality, we will consider the integral in (8) over the set
We then have
Consider the following four cases:
It can be seen that the condition q − 1 ≤ | k i=1 x i1 | < q implies one of the four cases above. Consider analogous cases implied by r − 1 ≤ | k i=1 x i2 | < r, and for
with the case i applied to x 11 , ..., x k1 and the case j applied to x 12 , ..., x k2 . For instance,
We have
Hence, it is enough to show the lower bound of (8) with the integration restricted to A
1,1
k (q, r) and the upper bound of (8) with the integration over all A i,j k (q, r). We proceed by induction on k. Note that the proposition is proved to hold for k = 2 except the upper bound in the case α 1 = 2 and α 2 = 1. Clearly, analyzing [23, Proof of Theorem 4] one can easily deduce that (7) holds also for any non-integer numbers m, n ≥ 1.
Assume now the statement of the proposition holds for some k ≥ 2 and let k ′ = k +1. Consider first the integration over A 1,1 k ′ (q, r). By applying the induction hypothesis to
Recall that for k = 2 = α 1 and α 2 = 1 only the lower bound of the above is true. We have
(10)
This gives the lower bound in (8) .
= ∞, so the same holds for the integral in (8) and the last part of the statement follows.
It remains to prove the upper bound in (8) for the case of k ′ − k(1/α 1 + 1/α 2 ) > 0. Note that the latter also implies α 2 > 1, so the restriction in the case k = 2 is no longer needed. We now proceed to bound the integrals in (8) over the sets A i,j k ′ (q, r), separately.
On the set A 1,1
, we make use of (9) and (10) and derive
where the last inequality follows from the assumption α 2 < 2. Furthermore,
This proves the desired upper bound for the integral in (8) over A
k ′ (q, r). Next we consider the integral over A 2,2 k ′ (q, r). By applying the induction hypothesis to the integral over
.
The last double integral above has already appeared in [23, (11) ], so it follows from [23, Proof of Theorem 4] that
This gives the desired upper bound for the integral over A 2,2 2) . By the induction hypothesis, the last multiple integral is finite provided k
This gives the upper bound in (8) with the integration over A 3,3
k ′ (q, r). We apply the induction hypothesis to the integration over
After the change of variables t = x k ′ 1 − q and s = x k ′ 2 − r the last term equals
In the last step above we have used again the assumption α 2 < 2. Furthermore,
The last two integrals appeared already in the case of A 1,1
2 and the second part of I (1) 2 , thus they are less than C(q
In order to estimate the remaining term we note again that 1/α 1 + 1/α 2 ≥ 1, hence
Since the last term is equal to the first part of I
2 , the desired upper bound follows. Consider the integration over A
Recall that the condition k ′ −k(1/α 1 +1/α 2 ) > 0 implies α 2 > 1, hence the last integral is less than
It remains to estimate the integral (11) in terms of r. We have
Since α 2 < 2, we have α 2 /α 1 − α 2 > −1 and the last term above is less than
Furthermore, for the second part of (11) one gets
where the last inequality follows from estimating the first part of (11). Altogether we get that (11) is less than
The case of A
2,1
k ′ (q, r) is similar. Consider the integration over A
2,4
k ′ (q, r). The induction hypothesis applied to
In the last equality we have assumed r ≥ 2, the case 1 ≤ r < 2 being irrelevant. We have
Note that the integral above is exactly the one from the case of A 2,2 k ′ (q, r), so it is less than C(q
The last integral above appears in the case of A 2,1 k ′ (q, r), so it is less than C(q (8) with the integration over the sets A 1,3
k ′ (q, r) and A
4,3
k ′ (q, r). This can be done in a similar way and is actually easier since the integration is reduced to a smaller number of variables. We omit the details.
In order to evaluate the right hand side of (5), we prove the following equality which extends [23, Lemma 1].
Lemma 4. We have
inf β ∈ (0, 2] :
Proof. The convergence of the series is equivalent to the convergence of the integral
It can be seen that I 1 < ∞ if and only if Next we consider I 2 . If α 1 = α 2 , then I 2 = 0, so assume that
. Suppose now −kα 1 + (k − 1)(1 + α 1 /α 2 ) = −1. Then we have
We consider two cases:
and the last integral is finite if
which is finite if β > kα 2 α −1
Finally, we consider I 3 . A necessary condition for I 3 < ∞ is
Assuming this we get
. Therefore, we have proved that the condition
2 − 1 implies I 1 , I 2 , I 3 < ∞, and that the condition I 1 , I 3 < ∞ implies
This yields the conclusion of the lemma.
Proof of Theorem 1. For k = 2, the theorem is a reformulation of [14, Corollary 3.8, Part (a)]. For k ≥ 3 and α 2 < 2, the statement is a direct consequence of (5), (6), Proposition 3 and Lemma 4. When α 2 = α 1 = 2, we may apply Proposition 3 with α 2 := α 2 − ε and let ε → 0 in order to obtain an upper bound for β in (5). However, this upper bound turns out to be 0, so the proof is complete.
Existence of k-multiple points with k ≥ 3
We will now focus on proving Theorem 2. Since X is symmetric, its continuous transition density satisfies
It follows from [21, Proof of Theorem 1] that the existence of k-multiple points of X is equivalent to the existence of intersections of k independent copies of X. Furthermore, by [17, 
We refer to [8, 21, 10, 19] for appropriate conditions for the existence of intersections in terms of the potential density. Consider first d = k = 3. Making the change of variables (12), we conclude that M 3 = ∅ a.s. if and only if (13)
Since Ψ(ξ) ≤ C ξ 2 for all ξ ∈ R 3 with ξ large enough, there exists N ∈ N such that the integral in (13) can be estimated from below by
Note that 1 {i−1≤ x−y <i} dy ≍ i 2 , hence the last term above is greater than
This shows that M 3 = ∅ a.s. for d = 3 and the last statement of Theorem 2 follows. Furthermore, when k = 2, (12) is equivalent to
Applying the same estimate of Ψ as before we conclude that
Recall from the Introduction that for d = 2 the stability exponent of X satisfies B = P DP −1 , where the matrix D can have the following forms
We split the proof of Theorem 2 into two parts, according to the cases (A.1) and (A.2). 
This implies that condition (12) is equivalent to
The last integral is finite if and only if
where the sets A k−1 (m, n) were defined at the beginning of Section 3. Finally, by Proposition 3, the last condition is equivalent to
and it is quite straightforward to see, using similar methods as in Lemma 4 , that the last series is convergent if and only if k − (k − 1)(α −1
Observe that, since α 2 ≤ α 1 , the second term in the dimension formula of Theorem 1 satisfies 2 − kα 2 α −1
Hence the condition k − (k − 1)(α
2 ) > 0 is equivalent to dim H M k > 0 a.s. When the stability exponent of X satisfies the case (A.1), it follows from Theorem 2 that
However, as already mentioned in the Introduction, the last equivalence does not hold in the case (A.2), i.e., X may have k-multiple points even if the Hausdorff dimension of M k is zero. An essential part of the proof is the following multiple integral estimate.
Proposition 5. Fix k ∈ N and assume 2(k −1)/k < α < 2. Then for any real numbers q, r ≥ 3 we have
Proof. As in the proof of Proposition 3, we restrict the integration in (14) to the set
and we employ the sets A i,j k (q, r) for i, j = 1, 2, 3, 4. Recall that
so it is enough to show the lower bound of (14) with the integration restricted to A
1,1
k (q, r) and the upper bound of (14) with the integration over all A i,j k (q, r). We proceed by induction on k. The case k = 1 is obvious, as
Assume (14) holds for some k ≥ 1 and set k ′ := k + 1. Consider first the integration over A 1,1 k ′ (q, r). By the induction hypothesis applied to
We split the right-hand side into four integrals
Consider I 4 first. We have
Assume q < r log r. By Fubini,
dx.
Note that the condition 2(k
Hence
Furthermore, since x −1 log x is decreasing, for x ≥ r log r we get r log x x ≤ r log(r log r) r log r = log r + log(log r) log r ≤ 2.
Let q ≥ r log r. A similar estimate as above gives
Altogether,
This also proves the lower bound of (14) . It remains to show the upper bound. By (15) we have
On the other hand,
By taking the minimum of two upper bounds in terms of q and r we get
Next we consider I 1 . Notice that
Since α > 1, we get by Fubini's theorem
In a similar manner, This gives I 1 (r log r) k ′ (2−α)−2 (log r) 1−k ′ , and the desired upper bound for I 1 follows. We have
Furthermore, by Fubini we obtain
This gives the upper bound for I 2 . Estimating I 3 is similar. Therefore we have proved the upper bound for the integral in (14) 
Consider the integration over A 2,2 k ′ (q, r). Note that we need to modify slightly the definition of the latter as the argument of the logarithm on the left-hand side of (14) does not approach 1. By the induction hypothesis applied to
As in the previous case, we split the right-hand side into 
and the desired upper bound follows from the estimate of I 1 . Furthermore,
Note that x + y log y ≍ x + y log(x + y). Using similar arguments as for I 1 we get
This gives the upper bound for J 2 . Since the cases of J 3 and J 4 are very similar to each other, we consider only the first one. For the latter one gets
Hence we have
and applying the previous estimate for I 1 we get the desired upper bound in terms of r. In order to estimate J 3 in terms of q we can assume q ≥ r log r. We write
As q + y log(q + y) ≍ q for y ≤ r we get
and since the last integral has already appeared in the case of J 2 , the upper bound for J 3 is proved. This also completes the upper estimate with integration over A 2,2
The remaining integrals can be estimated in a similar way or reduced to the cases already considered by splitting the domain of integration in a suitable way. We omit the details.
Proof of Theorem 2, Case (A.2). As in the proof for the case (A.1), we may assume without loss of generality that α < 2. By [14, (2.1),(2.5),(2.6),(2.7)], we have
with α := α 1 = α 2 = 1/a. In order to apply this estimate to (12) we split the domain of integration into k−1 j=1 x j ≤ 2 and
This means that
Since the last condition is equivalent to M k−1 = ∅, it is enough to consider the case k−1 j=1 x j ≥ 2, and the final conclusion will follow by induction. The estimates of Ψ imply that
Employing the sets A k−1 (m, n) as in the proof for the case (A.1), we conclude that the last condition is equivalent to (16) 
As already argued in the proof of Proposition 5, we have m + n log(m + n) ≍ m ∨ (n log n). Split the series in (17) into two parts m,n≥3
We get
and so S 2 < ∞. Hence S 1 + S 2 < ∞ if and only if α ≥ 2(k − 1)/k, as desired.
We finish this section by characterizing the existence of double points of X. According to the Jordan decomposition for d = 3, the stability exponent of X satisfies B = P DP Clearly, in the case (B.3) we have α := α 1 = α 2 = α 3 .
Corollary 6. Let X = {X(t), t ∈ R + } be a symmetric operator semistable Lévy process in R d . A necessary and sufficient condition for the existence of double points of X is the following:
• Proof. The corollary is a reformulation of [23, Theorem 5 and Theorem 7] , where the result was proved for symmetric operator stable Lévy processes. The proof was based on (12) and on the asymptotics of the characteristic exponent derived in [26, (4.9) ,(4.14),(4.15),(4.16)]. Analogous asymptotics for operator semistable Lévy processes were obtained in [14, (2.1),(2.5),(2.6),(2.7)]. Therefore, the proof is the same as in [23] . The last statement is justified at the beginning of this section. For completeness, we end this paper with the following remark on multiple points of a symmetric semistable Lévy process in R.
Remark 8. The existence and Hausdorff dimension of multiple points for symmetric stable Lévy processes in R have been fully characterized in [29] . If X is a real-valued symmetric semistable Lévy process with characteristic exponent Ψ(ξ), the existence of multiple points and the Hausdorff dimension of M k can be explicitly determined by applying (12) and (3), which only depend on the asymptotic behavior of Ψ(ξ) at ∞. It follows from Choi [2, Remark 2] that the characteristic exponent of X is of the form Ψ(ξ) = |ξ| α R(ξ), where 0 < α < 2 is a constant and R(ξ) is a non-negative bounded and continuous function on R. Hence, if (18) inf{R ( 
