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Abstract
We introduce the concept of a risk form, which is a real functional of two arguments: a measurable
function on a Polish space and a measure on that space. We generalize the duality theory and the Kusuoka
representation to this setting. For a risk form acting on a product of Polish spaces, we define marginal
and conditional forms and we prove a disintegration formula, which represents a risk form as a compo-
sition of its marginal and conditional forms. We apply the proposed approach to two-stage stochastic
programming problems with partial information and decision-dependent observation distribution.
Keywords: Risk Measures, Kusuoka Representation, Risk Decomposition, Two-Stage Stochastic
Programming, Partially Observable Systems
1 Introduction
The theory of risk measures is one of the main directions of recent developments in stochastic optimization.
It has found multitude of applications, far beyond the original motivation in finance. The main setting is
the following: a probability space (Ω ,F ,P) is given and a space Z of real-valued measurable functions on
Ω is defined (usually, Lp(Ω ,F ,P) with p ∈ [1,∞]). A (convex) risk measure is a convex, monotonic, and
translation-equivariant functional ρ : Z →R. We refer to [22], [27], [1], and [14] for initial contributions,
and to [15], [36], [30], [38], [29] and to the survey [4] for detailed presentation, applications, and further
references.
Two key results provide variational representation of risk measures. One of them, called dual repre-
sentation, can be derived from the theory of conjugate duality, as shown in [36]. Another representation is
known as Kusuoka representation of law invariant coherent measures of risk [24]. It is derived from the dual
representation by employing the Hardy-Littlewood-Po´lya inequality (see [17]) under several assumptions
about the properties of the measures of risk. In all these developments, the original probability measure P
is assumed fixed, which is essential for the use of convex analysis techniques in the spaces of integrable
functions.
We propose a different approach. We fix a Polish space X with its Borel σ -algebra B(X ), but we
allow arbitrary probability measures on this space. In Section 2, we introduce real-valued functionals of
two arguments, ρ [Z,P], where Z is a bounded measurable function on X and P is a probability measure
on (X ,B(X )). In analogy to the bilinear form E[Z,P] =
∫
X
Z(x)P(dx), we call ρ [Z,P] a risk form.
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Transition risk mappings, which arose in our recent research on risk-averse control [10, 11, 12, 34], are
special cases of risk forms.
Under less restrictive assumptions than in the fixed probability measure case, we prove a generalized
Kusuoka representation of risk forms in Section 3. We establish the universal character of the risk represen-
tation; it remains valid for all probability measures.
The second contribution of the paper is the risk disintegration formula and its implications. In Section
4, we introduce the property of conditional consistency of risk forms. We prove that forms enjoying this
property can be represented as compositions of two forms, which we call marginal and conditional forms.
This result generalizes the decomposition of the bilinear form, resulting from the disintegration of proba-
bility measures. While our approach is related to the theory of dynamic and conditional risk measures (see
[37, 32, 33, 13, 5, 35, 2, 30, 23, 19, 6] and the references therein), it allows for variable probability measures
and does not have any time structure associated with it; the order of conditioning may be arbitrary. These
results are generalized in Section 5, where we consider multi-step disintegration and prove the generalized
tower property of conditional risk forms, as a counterpart of the tower property of conditional expectations.
Our final contribution is the application of the risk form theory to two-stage risk-averse optimization
of models with partial observation (Section 6). Opposite to classical two-stage models, we assume that
only partial information is available at the second stage, which allows for the update of the conditional
distribution of the unobserved part. This setting was first considered in [25] and [18], in a special case, and
with a postulated structure of the overall measure of risk. We generalize and justify the earlier contributions,
by proving the equivalence of the overall risk optimization and two-stage optimization in this setting. We
also allow for decision-dependent observation distribution and develop a risk-averse Bayes formula. In the
risk-neutral case, stochastic programming models with endogeneous (decision-dependent) uncertainty have
been discussed in [20], where the probability distribution and the first stage decision are linked by a special
constraint.
2 Risk Models with Variable Probability Measures
Let P(X ) be the set of probability measures on
(
X ,B(X )
)
. The space of all real-valued bounded
measurable functions on X is denoted byB(X ). We use x to denote an element of X and δx to denote the
Dirac measure concentrated at x. The symbol 1 stands for the function in B(X ), which is constantly equal
to 1.
A probabilistic model is a pair [Z,P] ∈ B(X )×P(X ) Here and elsewhere, the Borel σ -algebra
B(X ) is considered. For two probabilistic models [V,P] and [W,Q] the notation [V,P]∼[W,Q] means that
P{V ≤ η}= Q{W ≤ η} for all η ∈R (both models have the same distribution).
Our goal is to propose a universal approach to risk evaluation of a family of probabilistic models.
Definition 2.1. A measurable functional ρ :B(X )×P(X )→R is called a risk form.
(i) It is monotonic, if V ≤W implies ρ [V,P]≤ ρ [W,P] for all P ∈P(X );
(ii) It is normalized if ρ [0,P] = 0 for all P ∈P(X );
(iii) It is translation equivariant if for all V ∈ B(X ), all a ∈ R, and all P ∈ P(X ), ρ [a1+V,P] = a+
ρ [V,P];
(iv) It is positively homogeneous, if for all V ∈B(X ), all β ∈R+, and all P∈P(X ), ρ [βV,P] = βρ [V,P];
(v) It is law invariant if [V,P]∼[W,Q] implies that ρ [V,P] = ρ [W,Q];
(vi) It has the support property, if ρ
[
1supp(P)V,P
]
= ρ [V,P] for all (V,P) ∈B(X )×P(X ).
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An example of a risk form is the expected value, which is a well-understood bilinear form:
E[Z,P] =
∫
X
Z(x) P(dx).
In our analysis, we are interested mainly in forms depending on one or both arguments in a nonlinear way.
Our concept of law invariance is broader than that used in the literature, because it allows for the
probability measure to vary. If the risk form is law invariant, then it has the support property, because
[V,P]∼[1supp(P)V,P].
Lemma 2.2. If a risk form ρ :B(X )×P(X )→R has the normalization, translation equivariance, and
support properties then for every Z ∈B(X ) and every x ∈X
ρ
[
Z,δx
]
= Z(x). (1)
Proof. Using the support property twice, the translation property, and the normalization property, we obtain
the chain of equations:
ρ
[
Z,δx
]
= ρ
[
1xZ,δx
]
= ρ
[
Z(x)1,δx
]
= Z(x)+ρ [0,δx] = Z(x).
This property was called state-consistency in [9].
Essential role in our analysis will be played by the increasing convex order (the counterpart of the
second order stochastic dominance, when smaller outcomes are preferred).
Definition 2.3. A probabilistic model [Z,P] is smaller than a probabilistic model [Z′,P′] in the increasing
convex order, written [Z,P] [Z′,P′], if for all η ∈R
∫
X
[
Z(x)−η
]
+
P(dx)≤
∫
X
[
Z′(x)−η
]
+
P′(dx).
Here, [a]+ =max(0,a).
This concept allows us to consider risk forms consistent with the increasing order.
Definition 2.4. A risk form ρ :B(X )×P(X )→R is consistent with the increasing convex order, if
[Z,P] [Z′,P′] =⇒ ρ [Z,P]≤ ρ [Z′,P′].
Evidently, consistency with the increasing convex order implies monotonicity and law invariance.
We call two functions Z,V ∈B(X ) comonotonic, if
(
Z(x′)−Z(x)
)(
V (x′)−V (x)
)
≥ 0, ∀x,x′ ∈X .
Definition 2.5. A risk form ρ : B(X )×P(X )→ R is comonotonically convex, if for all comonotonic
functions Z,V ∈B(X ), all P ∈P(X ), and all λ ∈ [0,1],
ρ [λZ+(1−λ )V,P]≤ λρ [Z,P]+ (1−λ )ρ [V,P].
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3 Dual and Kusuoka Representations
In this section, we generalize the dual representation and the Kusuoka representation of law invariant co-
herent risk measures [24, 36] to risk forms. In the extant literature, these representations is always derived
under the assumption that the probability measure is fixed (see, e.g., [16, 21, 30]). We show that a more
general result using variable probability measures is true.
With every probabilistic model [Z,P], we associate its distribution function,
F[Z,P](z) = P[Z ≤ z], z ∈R,
and its quantile function,
Φ [Z,P](p) = inf
{
η : P[Z ≤ η ]≥ p
}
, p ∈ (0,1].
The quantile functions are elements of the space Qb of bounded, nondecreasing, and left-continuous func-
tions on (0,1].
We first adapt the general duality result of [8] for risk models on the space of quantile functions. We
denote by M the set of countably additive finite measures on (0,1]. For every risk form ρ : B(X )×
P(X )→R, we define the conjugate functional ρ∗ : M →R∪{+∞} as follows:
ρ∗(µ) = sup
[Z,P]∈B(X )×P(X )
{∫ 1
0
Φ [Z,P](p) µ(dp)−ρ [Z,P]
}
. (2)
We recall that a total preorder E on the space Qb is a binary relation, which is reflexive, transitive and
complete. It is directed if it satisfies the following conditions:
(i) For any real numbers α < β , the relation α1⊳ β1 is true;
(ii) For everyΨ ∈Qb, numbers α and β exist such that α1EΨ E β1.
In [8], we introduced the following properties of preorders:
Dual Translation: For allΨ1 andΨ2 in Qb and all c ∈R
Ψ1 EΨ2 =⇒ Ψ1+ c1EΨ2+ c1.
Dual Monotonicity: For allΨ1 andΨ2 in Qb
Ψ1 ≤Ψ2 pointwise =⇒ Ψ1 EΨ2.
We obtain the following dual representation of risk forms.
Theorem 3.1. If the space X is uncountable and a risk form ρ : B(X )×P(X )→ R is normalized,
translation equivariant, comonotonically convex, and consistent with the increasing convex order, then a
uniquely defined closed convex set
Dρ ⊆
{
µ ∈M : µ(0, ·] is nondecreasing and convex on (0,1], µ(0,1] = 1
}
(3)
exists, such that for all [Z,P] ∈B(X )×P(X )
ρ [Z,P] = sup
µ∈Dρ
{∫ 1
0
Φ [Z,P](p) µ(dp)−ρ∗(µ)
}
. (4)
If, additionally, ρ is positively homogeneneous, then ρ∗(µ) = 0 for all µ ∈Dρ .
4
Proof. First, we show that the risk form ρ [·, ·] defines a functional R on the space of quantile functions Qb
on (0,1] by the identity:
R
(
Φ [Z,P]
)
= ρ [Z,P]. (5)
Indeed, ρ [·, ·] is law invariant, due to its consistency with the increasing convex order. Therefore, if
Φ [Z,P] = Φ [Z′,P′] then ρ [Z,P] = ρ [Z′,P′]. Thus the functional R is well-defined on the set of quantile
functions
{
Φ [Z,P] : Z ∈B(X ), P ∈P(X )
}
.
Since X is an uncountable Polish space, it is isomorphic to [0,1] equipped with the Borel σ -algebra
(see, e.g., [28, Th. 2.8 and Th. 2.12]). Denote by Z0 : X → [0,1] the said isomorphism. Since both Z0 and
Z−10 are measurable, we can define a probability measure P0 on B(X ) by λ ◦Z0, where λ is the Lebesgue
measure on [0,1]. By construction, P0
[
Z0 ≤ p
]
= p and thus Φ [Z0,P0](p) = p, for all p ∈ [0,1]. Moreover,
for every functionΨ ∈Qb, we can define Z(x)=Ψ(Z0(x)), x∈X , andΨ
−1(z)= sup{p∈ [0,1] :Ψ(p)≤ z}.
Then, for every z ∈R,
P0
{
x : Z(x)≤ z
}
= P0
{
x :Ψ (Z0(x)) ≤ z
}
= P0
{
x : Z0(x)≤Ψ
−1(z)
}
=Ψ−1(z). (6)
Consequently, the distribution function of Z under P0 is the inverse ofΨ , and thus Φ [Z,P0] =Ψ . This means
that the domain of R is the entire space Qb.
We verify the assumptions of Theorem 4 of [8]. We define a preference relation E on Qb by setting
Ψ1 EΨ2 if and only if R(Ψ1)≤ R(Ψ2).
Clearly, the relationE is a total preorder with R being its numerical representation. Since ρ [·, ·] is normalized
and translation equivariant, the identity (5) implies that R is normalized and translation equivariant as well.
We observe that R is monotonic, i.e., if Ψ1 ≤Ψ2 (pointwise), then R(Ψ1)≤ R(Ψ2). Indeed, let Ψ1 ≤Ψ2 and
set Z1(x) =Ψ1(Z0(x)), Z2(x) =Ψ2(Z0(x)) for all x ∈X . Similar to (6),
P0(Z1 ≤ z) =Ψ
−1
1 (z)≥Ψ
−1
2 (z) = P0(Z2 ≤ z)
for all z ∈ R. The last relation implies that [Z1,P0]  [Z2,P0]. The consistency of ρ with the increasing
convex order entails
R
(
Ψ1
)
= ρ [Z1,P0]≤ ρ [Z2,P0] = R
(
Ψ2
)
,
which is the desired monotonicity. The properties of R further imply that the order E is directed, monotonic,
and satisfies the dual translation property.
For any two comonotonic functions Z1 and Z2 in B(X ), any λ ∈ [0,1], and any P ∈P(X ),
Φ
[
λZ1+(1−λ )Z2,P
]
= λΦ [Z1,P]+ (1−λ )Φ [Z2,P].
The comonotonic convexity assumption implies that
R
(
λΦ [Z1,P]+ (1−λ )Φ [Z2,P]
)
= ρ
[
λZ1+(1−λ )Z2,P
]
≤ λρ [Z1,P]+ (1−λ )ρ [Z2,P] = λR
(
Φ [Z1,P]
)
+(1−λ )R
(
Φ [Z2,P]
)
.
Since any two functions Ψ1,Ψ2 ∈Qb can be represented as
Ψ1 = Φ
[
Z1,P0
]
, with Z1(x) =Ψ1(Z0(x)), x ∈X ,
Ψ2 = Φ
[
Z2,P0
]
, with Z2(x) =Ψ2(Z0(x)), x ∈X ,
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and the functions Z1 and Z2 are comonotonic by construction, the functional R is convex.
Consider a function Ψ ∈Qb. For (a,b] ⊂ (0,1] we define
Ψ(a,b](p) =


1
b−a
∫ b
a
Ψ (s) ds if p ∈ (a,b],
Ψ (p) otherwise.
(7)
Directly from (7) we observe that for every α ∈ (0,1]
∫ 1
1−α
Ψ(a,b](p) dp≤
∫ 1
1−α
Ψ(p) dp.
Therefore, for any [Z,P] and [V,Q] such thatΨ(a,b] = Φ [Z,P] andΨ = Φ [V,Q], we have [Z,P] [V,Q]. Due
to the consistency of ρ [·, ·] with the increasing convex order,
R
(
Ψ(a,b]
)
= ρ [Z,P]≤ ρ [V,Q] = R
(
Ψ
)
.
Therefore, the preorder E is risk averse in the sense of [8, Def. 2]. It follows from [8, Th. 4] that a set Dρ
satisfying (3) exists, such that
R(Ψ) = sup
µ∈Dρ
{∫ 1
0
Ψ (p) µ(dp)−R∗(µ)
}
,
with
R∗(µ) = sup
Ψ∈Qb
{∫ 1
0
Ψ(p) µ(dp)−R(Ψ )
}
.
Moreover, R∗(µ) = 0 for µ ∈Dρ , if R is positively homogeneous. The assertion of the theorem follows now
from the substitution (5).
The dual representation (4) can be written with the use of the Stjelties integral with respect to the distri-
bution function w(·) = µ(0, ·]. It is particularly revealing in the homogeneous case:
ρ [Z,P] = sup
w∈Wρ
∫ 1
0
Φ [Z,P](p) dw(p), (8)
where each w(·) ∈ Wρ can be interpreted as a dual (rank dependent) utility function. The set Wρ is the set
of distribution functions of measures µ ∈Dρ : a convex subset of convex and nondecreasing functions from
[0,1] to [0,1]. The relation (8) suggests an intriguing relation of law invariant risk forms and the dual utility
theory of [31] and [39], as analyzed in [7].
Theorem 3.1 allows us to derive a generalization of the celebrated Kusuoka representation of law invari-
ant coherent measures of risk (see [24], [16], and [30, sec. 2.2.4] for an overview of relevant results).
Definition 3.2. The Average Value at Risk at level α ∈ [0,1] of a probabilistic model [Z,P] is defined as
follows:
AVaRα [Z,P] =


1
α
∫ 1
1−α Φ [Z,P](p) dp if α ∈ (0,1),
Φ [Z,P](1) if α = 0,
E[Z,P] if α = 1.
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Then, repeating the considerations leading to [8, Cor. 1] verbatim, we obtain the following result.
Corollary 3.3. Suppose the conditions of Theorem 3.1 are satisfied and the risk form ρ [·, ·] is positively
homogeneous. Then a convex subset Λρ of the set of probability measures on [0,1] exists, such that for all
[Z,P] ∈B(X )×P(X )
ρ [Z,P] = sup
λ∈Λρ
∫ 1
0
AVaRs[Z,P] λ (ds). (9)
It it worth stressing that in the extant literature, the Kusuoka representation was derived for probabilistic
models with a fixed atomless probability measure P. If P has atoms, additional conditions are needed, as
discussed in [26]. Our approach proves the validity of the Kusuoka representation for probabilistic models
with an arbitrary probability measure P. The set Λρ is determined by the risk form alone; it is the same for
all probabilistic models [Z,P]. This universal property is due to two key conditions: the consistency with the
increasing convex order with both Z and P varying, and the requirement that X be Polish and uncountable.
4 The risk disintegration formula
Our interest in this section is measuring risk on product spaces. Consider two Polish spaces X and Y
and their corresponding Borel σ -algebras B(X ) and B(Y ). We can disintegrate any P ∈ P(X ×Y )
into its marginal PX ∈ P(X ) and a transition kernel PY |X : X → P(Y ) as follows: P(dx,dy) =
PX (dx)PY |X (dy|x).
Let Q(Y |X ) be the space of all measurable mappings Q : X →P(Y ) (transition kernels). For any
measure λ ∈P(X ) and any kernel Q ∈Q(Y |X ), the measure λ ⊗Q, defined as[
λ ⊗Q
]
(dx,dy) = λ (dx)Q(dy|x),
is an element of P(X ×Y ).
Suppose the risk form ρ : B(X ×Y )×P(X ×Y )→ R is monotonic, translation equivariant, and
normalized. Then it induces a mapping ρY |X :B(X ×Y )×Q(Y |X )→B(X ) defined as follows:
ρY |X [Z,Q](x) = ρ [Z,δx ⊗Q], x ∈X . (10)
We call the mapping ρY |X [·, ·] the conditional risk operator associated with ρ [·, ·].
To verify that the values are indeed elements of B(X ), let c ∈ R be such that Z ≤ c1. Then, by
monotonicity, translation equivariance and normalization,
ρ [Z,δx ⊗Q]≤ ρ [c1,δx ⊗Q] = c.
The lower bound is similar, and thus the function ρY |X [Z,Q] is bounded. The function ρY |X [Z,Q](·) is
measurable, as a composition of measurable mappings.
If the risk form ρ has the support property, then for each x ∈ X the value of (10) depends only on
the function Z(x, ·) ∈ B(Y ) and the measure Q(x) ∈ P(Y ). We can, therefore, define the functionals
ρY |x :B(Y )×P(Y )→R, x ∈X , as follows:
ρY |x[Z(x, ·),Q(x)] = ρY |X [Z,Q](x), x ∈X . (11)
We call them conditional risk forms associated with ρ [·, ·]. Observe that any function from B(Y ) and any
measure from P(Y ) may feature as arguments of ρY |x[·, ·].
From now on, we always assume that the risk forms in question have the support property. The inequal-
ities “≤” between functions are always understood point-wise.
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Lemma 4.1. If the risk form ρ [·, ·] is monotonic (normalized, translation equivariant), then, for every x ∈
X , the conditional risk form ρY |x is monotonic (normalized, translation equivariant).
Proof. All the properties follow directly from the equation
ρY |x[Z(x, ·),Q(x)] = ρ [Z,δx ⊗Q],
which defines the conditional risk form.
Definition 4.2. A risk form ρ :B(X ×Y )×P(X ×Y )→R is conditionally consistent if for all Z,Z′ ∈
B(X ×Y ) and all Q,Q′ ∈Q(Y |X ) such that
ρY |X [Z,Q]≤ ρY |X [Z
′,Q′],
we also have
ρ [Z,λ ⊗Q]≤ ρ [Z′,λ ⊗Q′], ∀λ ∈P(X ).
The following result is the foundation of our further considerations.
Theorem 4.3. Suppose a risk form ρ :B(X ×Y )×P(X ×Y )→R is monotonic, normalized, transla-
tion equivariant, has the support property, and is conditionally consistent. Then a risk form ρX :B(X )×
P(X )→R exists, such that for all [Z,P] ∈B(X ×Y )×P(X ×Y ) the following formula is true:
ρ [Z,P] = ρX
[
ρY |X [Z,PY |X ],PX
]
. (12)
The risk form ρX is uniquely defined by the equation
ρX [ f ,PX ] = ρ [ f ,P], with f (x,y) ≡ f (x). (13)
It is monotonic, normalized, translation equivariant, and has the support property.
Proof. Let us verify (12). Suppose [Z,P] and [Z′,P′] are such that
ρY |X [Z,PY |X ] = ρY |X [Z
′,P′
Y |X ].
Then it follows from Definition 4.2 that ρ [Z,λ ⊗PY |X ] = ρ [Z
′,λ ⊗P′
Y |X ] for all λ ∈P(X ). If, addition-
ally, the marginal measures PX and P
′
X
are identical, by setting λ = PX = P
′
X
we conclude that
ρ [Z,P] = ρ [Z,PX ⊗PY |X ] = ρ [Z
′,P′X ⊗P
′
Y |X ] = ρ [Z
′,P′].
It follows that the value of ρ [Z,P] is fully determined by the value of the conditional risk operator ρY |X [Z,PY |X ]
and the marginal measure PX . Therefore, the disintegration formula (12) is true.
It remains to verify the properties of ρX . Set Z(x,y) = f (x,y) ≡ f (x) in (12). Then, by the support,
translation equivariance, and normalization properties of ρ [·, ·], for every x ∈X we obtain
ρY |X [ f ,PY |X ](x) = ρ [ f (x)1,δx ⊗PY |X ] = f (x).
Combining with (12), we observe that the identity (13) is true. All the postulated properties of ρX [·, ·]
follow from the corresponding properties of ρ [·, ·].
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We call the identity (12) the risk disintegration formula. It represents the risk form ρ [·, ·] by its marginal
risk form ρX [·, ·] and its conditional risk operator ρY |X [·, ·].
Example 4.4. Consider the risk form ρ :B(X ×Y )×P(X ×Y )→R defined as follows:
ρ [Z,P] =min
η(·)
EP
[
η(x)+
1
α
(
Z(x,y)−η(x)
)
+
]
,
where the minimization is over all measurable mappings η : X → R. Directly from Definition 2.1 we
verify that it is normalized, monotonic, translation invariant, and has the support property. To verify the
conditional consistency, observe that
ρY |x[Z,Q] =min
η
[
η +
1
α
EQ(x)
[(
Z(x,y)−η
)
+
]]
. (14)
Therefore, the relation
ρ [Z,δx ⊗Q]≤ ρ [Z
′,δx ⊗Q
′], ∀ x ∈X ,
means that
min
η
[
η +
1
α
EQ(x)
[(
Z(x,y)−η
)
+
]]
≤min
η
[
η +
1
α
EQ′(x)
[(
Z′(x,y)−η
)
+
]]
,
for all x ∈X . By the interchangeability of minη(·) and Eλ , for every λ ∈P(X ) we obtain:
ρ [Z,λ ⊗Q] =min
η(·)
Eλ
[
η(x)+
1
α
EQ(x)
[(
Z(x,y)−η(x)
)
+
]]
=Eλ min
η
[
η +
1
α
EQ(x)
[(
Z(x,y)−η
)
+
]]
≤Eλ min
η
[
η +
1
α
EQ′(x)
[(
Z′(x,y)−η
)
+
]]
= ρ [Z′,λ ⊗Q′].
Therefore, the assumptions of Theorem 4.3 are satisfied, and the risk form ρ [·, ·] can be disintegrated into
a marginal and conditional form. Using the dual representation of the Average Value at Risk in (14), we
obtain the explicit formula:
ρ [Z,P] =EPX
[
AVaRα
[
Z(x,y),PY |X
]]
.
This means that ρX [ · ,PX ] =EPX [ · ] and ρY |X [·,PY |X ] =AVaRα [ · ,PY |X ].
The risk form ρ [·, ·] is not law invariant on the product space, because pairs [Z,P] having identical
distribution may have different conditional and marginal distributions. This can be seen on the case of
X = Y = [0,1] with the Lebesgue measure P on X ×Y and two functions: Z(x,y) = x and Z′(x,y) = y.
Then [Z,P]∼ [Z′,P]. However,
ρ [Z,P] =min
η(·)
∫ 1
0
∫ 1
0
[
η(x)+
1
α
(
x−η(x)
)
+
]
dy dx
=
∫ 1
0
min
η
[
η +
1
α
(
x−η
)
+
]
dx=
∫ 1
0
x dx=
1
2
,
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and
ρ [Z′,P] =min
η(·)
∫ 1
0
∫ 1
0
[
η(x)+
1
α
(
y−η(x)
)
+
]
dy dx
≥
∫ 1
0
min
η
∫ 1
0
[
η +
1
α
(
y−η
)
+
]
dy dx=
∫ 1
0
AVaRα(Y ) dx= AVaRα(Y ).
We observe that the minimizing η in the second line of the formula above is in fact constant and equal to
1−α . Therefore, it can be used in the first line, the inequality becomes an equation, and ρ [Z′,P] = 1−α/2.
We conclude that ρ [Z,P] 6= ρ [Z′,P], unless α = 1. This example illustrates the fact that the concept of law
invariance on product spaces is excessively demanding. Therefore, we do not assume law invariance of risk
forms on product spaces.
5 Composite disintegration
We now generalize our results to the product of multiple Polish spaces X j, j = 1, . . . ,n, with their corre-
sponding Borel σ -algebras B(X j), j = 1, . . . ,n. For a nonempty set of indices J ⊂ {1, . . . ,n}, we write
XJ =×
j∈J
X j, and J
c = {1, . . . ,n}\ J.
Let P be a probability measure on X =×nj=1X j. For every J such that Jc 6= /0, we can disintegrate P into
its marginal PXJ ∈P(XJ) and a transition kernel PXJc |XJ : XJ →P(XJc) as follows:
P(dxJ,dxJc) = PXJ(dxJ)PXJc |XJ(dxJc |xJ).
For the case Jc = /0, trivially P(dxJ) = PX (dxJ). We denote the set of transition kernels from XJ to P(XJc)
by QXJc |XJ .
Exactly as in Section 4, a monotonic, translation equivariant, and normalized risk form ρ : B(X )×
P(X )→R on the product space induces a family of conditional risk operators ρXJc |XJ :B(X )×QXJc |XJ →
B(XJ), as follows:
ρXJc |XJ [Z,Q](xJ) = ρ [Z,δxJ ⊗Q], xJ ∈XJ. (15)
If the risk form ρ has the support property, then for each xJ ∈ XJ the value of (10) depends only on the
function Z(xJ, ·) ∈ B(XJc) and the measure Q(xJ) ∈ P(XJc). As in Section 4, we define the conditional
risk forms functionals ρXJc |xJ :B(XJc)×P(XJc)→R, x ∈X , as follows:
ρXJc |xJ [Z(xJ, ·),Q(xJ)] = ρXJc |XJ [Z,Q](xJ), xJ ∈XJ. (16)
Definition 5.1. A risk form ρ :B(X )×P(X )→R is conditionally consistent with respect to XJ, where
/0 6= J ⊂ {1, . . . ,n}, if for all Z,Z′ ∈B(X ) and all Q,Q′ ∈QXJc |XJ the inequality
ρXJc |XJ [Z,Q]≤ ρXJc |XJ [Z
′,Q′],
implies that
ρ [Z,λ ⊗Q]≤ ρ [Z′,λ ⊗Q′], ∀λ ∈P(XJ).
The following corollary results directly from Theorem 4.3.
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Corollary 5.2. If a risk form ρ :B(X )×P(X )→R is monotonic, normalized, translation equivariant,
and conditionally consistent with respect to XJ , where /0 6= J ⊂ {1, . . . ,n}, then a risk form ρXJ :B(XJ)×
P(XJ)→R exists, such that for all [Z,P] ∈B(X )×P(X ) the following formula holds:
ρ [Z,P] = ρXJ
[
ρXJc |XJ [Z,PXJc |XJ ],PXJ
]
, (17)
where the marginal risk form ρXJ is uniquely defined by the equation (13)with (X j,XJc) replacing (X ,Y ).
It is monotonic, normalized, translation equivariant, and has the support property.
A question arises what is the relation between the marginal and conditional risk forms for different
subspaces.
Theorem 5.3. Suppose /0 6= J ⊂ L ⊂ {1, . . . ,n}. If a risk form ρ : B(X )×P(X )→ R is monotonic,
normalized, translation equivariant, and conditionally consistent with respect to both XJ and XL, then the
following statements are true:
(i) For all xJ ∈ XJ the conditional risk forms ρXJc |xJ are monotonic, normalized, translation equivariant,
and conditionally consistent with respect to XL\J;
(ii) For all xL ∈XL we have
(
ρXJc |xJ
)
XLc |xL\J
= ρXLc |xL ;
(iii) The marginal risk form ρXL is monotonic, normalized, translation equivariant, and conditionally con-
sistent with respect to XJ;
(iv) We have ρXJ =
(
ρXL
)
XJ
.
Proof. The monotonicity, normalization, and translation equivariance of the marginal and conditional forms
follow from the corresponding properties of ρ via formula (17) by considering special classes of functions
inB(X ): the functions that depend only on xJ (for the marginal), and the functions that depend only on xJc
(for the conditionals). The proof is identical to the last part of the proof of Theorem 4.3.
It remains to prove conditional consistency of the conditional and marginal forms and the tower formulae
(ii) and (iv). For a fixed xJ ∈XJ, we verify Definition 5.1 for the conditional risk form ρXJc |xJ with respect
to XL\J . Let K = L\ J, and let Z,Z
′ ∈B(XJc) and Q,Q
′ ∈QXLc |XK . Suppose(
ρXJc |xJ
)
XLc |XK
[Z,Q]≤
(
ρXJc |xJ
)
XLc |XK
[Z′,Q′],
which means that
ρXJc |xJ [Z,δxK ⊗Q]≤ ρXJc |xJ [Z
′,δxK ⊗Q
′], ∀xK ∈XK . (18)
We can formally extend the functions Z and Z′ to the entire domain X by setting Z¯(xJ,xJc) = Z(xJc) and
Z¯′(xJ,xJc) = Z
′(xJc). We can also define the kernels Q¯ and Q¯
′ in QXLc |XL by setting Q¯(xJ ,xK) =Q(xK) and
Q¯′(xJ,xK) = Q
′(xK). Then
ρXJc |xJ [Z,δxK ⊗Q] = ρ [Z¯,δxL ⊗ Q¯].
A similar equation is true for Z′ and Q′. Then (18) can be written as follows:
ρ [Z¯,δxL ⊗ Q¯]≤ ρ [Z¯
′,δxL ⊗ Q¯
′].
By the conditional consistency of ρ ,
ρ [Z¯,ψ ⊗ Q¯]≤ ρ [Z¯′,ψ ⊗ Q¯′], ∀ψ ∈P(XJ).
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Let λ ∈ P(XK). By setting ψ = δxJ ⊗λ in the last displayed inequality, and using the fact that Z¯, Z¯
′, Q¯,
and Q¯′ do not depend on xJ , we conclude that
ρXJc |xJ [Z,λ ⊗Q]≤ ρXJc |xJ [Z
′,λ ⊗Q′].
This proves the conditional consistency of the conditional risk form ρXJc |xJ .
To verify (ii), consider f ∈B
(
XLc
)
, Q ∈QXLc |XL , and the natural extension f¯ of f to the entire space
X , defined by f¯ (xL,xLc) = f (xLc). We obtain the chain of equalities:
ρXLc |xL [ f ,Q] = ρ
[
f¯ ,δxL ⊗Q
]
= ρ
[
f¯ ,δxJ ⊗δxK ⊗Q
]
= ρXJc |xJ
[
f¯ ,δxK ⊗Q
]
=
(
ρXJc |xJ
)
XLc |xK
[ f ,Q].
Consider now the marginal risk form ρXL . Let K = L\ J and Q,Q
′ ∈QXK |XJ . Suppose
ρXL[Z,δxJ ⊗Q]≤ ρXL [Z
′,δxJ ⊗Q
′], ∀xJ ∈XJ, (19)
where Z,Z′ ∈ B(XL). We can formally extend the functions Z and Z
′ to the entire domain X by setting
Z¯(xL,xLc) = Z(xL) and Z¯′(xL,xLc) = Z
′(xL). We can also define the kernels Q¯ and Q¯
′ in QXJc |XJ by setting
Q¯ = Q×M and Q¯′ = Q′×M, where M is an arbitrary kernel in QXLc |XJ . Since the functions Z¯ and Z¯
′ do
not depend on xLc , the relations (19) can be equivalently written as
ρ [Z¯,δxJ ⊗ Q¯]≤ ρ [Z¯
′,δxJ ⊗ Q¯
′], ∀xJ ∈XJ.
By the conditional consistency of ρ with respect to XJ,
ρ [Z¯,λ ⊗ Q¯]≤ ρ [Z¯′,λ ⊗ Q¯′], ∀λ ∈P(XJ).
Since Z¯ and Z¯′ do not depend on xLc , we conclude that
ρXL [Z,λ ⊗Q]≤ ρXL[Z
′,λ ⊗Q′],
which proves the conditional consistency of the marginal risk form ρXL .
It remains to verify the tower property (iv). For f ∈B
(
XJ
)
, we define
f (xJ ,xJc) = f¯ (xL) = f (xJ).
From (13) and the tower property for marginal measures, we obtain the chain of equalities:
ρXJ
[
f ,PXJ
]
= ρ [ f ,P] = ρXL
[
f¯ ,PXL
]
=
(
ρXL
)
XJ
[
f ,
(
PXL
)
XJ
]
=
(
ρXL
)
XJ
[
f ,PXJ
]
,
which is (iv).
6 Risk in Two-Stage Partially Observable Systems
6.1 Fixed Observation Distribution
Let us start from the following simple setting. A random vector (X ,Y ) is distributed in the product of Polish
spaces X ×Y according to a measure P. For a bounded measurable function c : X ×Y → R, we can
evaluate the risk of c(X ,Y ) by a risk form ρ [c,P].
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However, we know that we shall be able to observe the value of X . After X is observed, we might refine
our risk evaluation of c(X ,Y ). Thus, a question arises: if a future possibility to observe X exists, what should
be our present evaluation of the risk of c(X ,Y ), before X is observed. Note that Y is never observed.
Let us start with the problem of risk evaluation after X is observed. We can disintegrate P into its
marginal PX on X and a transition kernel PY |X from X to P(Y ):
P(dx,dy) = PX (dx)PY |X (dy|x).
Suppose the risk form ρ is monotonic, normalized, has the translation property and the support property.
Then the correct evaluation of the risk after X = x is observed is
ρY |x
[
c(x, ·),PY |X (x)
]
= ρ
[
c,δx ⊗PY |X
]
.
This is nothing else, but the conditional risk form defined in (11). As a function of x, we obtain the condi-
tional risk operator ρY |X
[
c,PY |X
]
. Now, to evaluate the overall risk, we calculate ρX
[
ρY |X
[
c,PY |X
]
,PX
]
.
We thus arrive to the following conclusion from Theorem 4.3. If the risk form ρ : B(X ×Y )×P(X ×
Y )→R is normalized, translation equivariant, conditionally consistent, and has the support property, then
ρ [c,P] = ρX
[
ρY |X
[
c,PY |X
]
,PX
]
.
It follows that the two risk evaluations: without and with the perspective of inspection, are identical. The
mere existence of inspection does not affect risk.
When a possibility of control exists, the situation is different. Suppose there are two Polish spaces
U1 and U2, which we call control spaces. At stage one, a control u ∈ U1 ⊂ U1 is chosen, where U1 is
a subset of U1. Then an observation of X is made. After observing the value of X , we choose control
u2 ∈U2(X ,u1) ⊂ U2 to minimize the risk of c(X ,Y,u1,u2). The risk is measured by the form ρ [·, ·]. Here
U2 :X ×U1⇒U2 is a measurable multifunction representing the feasible set at the second stage. We shall
use the symbol pi(·)⋖U2(·,u1) to indicate that the function pi is a measurable selection ofU2(·,u1).
We may look at this problem from two perspectives. Let us start from the functional perspective. Since
u2 can be chosen after X is observed, we may represent it as a measurable function: u2 = pi(x), x ∈ X .
Therefore, the overall cost has the form:
Zu1,pi(x,y) = c(x,y,u1,pi(x)), (x,y) ∈X ×Y . (20)
The distribution of (X ,Y ) is P. The problem takes on the form
min
u1,pi
ρ
[
Zu1,pi ,P
]
s.t. u1 ∈U1,
pi(·)⋖U2(·,u1).
(21)
We now derive a two-stage representation of this problem.
Theorem 6.1. We assume the following:
(i) The risk form ρ is monotonic, normalized, translation equivariant, has the support property, and is
conditionally consistent;
(ii) The multifunction U2 is upper-semicontinuous and has nonempty and compact values;
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(iii) The function c is uniformly bounded, measurable, and lower-semicontinuous with respect to its second
argument.
Then problem (21) is equivalent to the two-stage problem:
min
u1∈U1
ρX
[
V (·,u1),PX
]
, (22)
where V (·, ·) is the optimal value of the following second stage problem:
V (x,u1) = min
u2∈U2(x,u1)
ρY |x
[
c(x, ·,u1,u2),PY |X (x)
]
, x ∈X , u1 ∈U1. (23)
Proof. Since ρ [·, ·] satisfies the assumptions of Theorem 4.3, the risk of the function Zu1,pi can be calculated
by the risk disintegration formula:
ρ
[
Zu1,pi ,P
]
= ρX
[
ρY |X
[
Zu1,pi ,PY |X
]
,PX
]
= ρX
[
x 7→ ρY |x
[
c(x, ·,u1,pi(x)),PY |X (x)
]
,PX
]
.
Then problem (21) takes on the form:
min
u1,pi
ρX
[
x 7→ ρY |x
[
c(x, ·,u1,pi(x)),PY |X (x)
]
,PX
]
,
subject to the same constraints. Due to the monotonicity of the marginal risk form ρX , the smaller the
values of the function x 7→ ρY |x
[
c(x, ·,u1,pi(x)), the smaller the value of ρX . Since u2 = pi(x) may depend
on x, we may carry out the minimization with respect to u2 inside the argument of ρX :
inf
u1∈U1
inf
pi(·)⋖U2(·,u1)
ρX
[
x 7→ ρY |x
[
c(x, ·,u1,pi(x)),PY |X (x)
]
,PX
]
= inf
u1∈U1
ρX
[
x 7→ inf
u2∈U2(x,u1)
ρY |x
[
c(x, ·,u1,u2),PY |X (x)
]
,PX
]
.
The only condition for the validity of this transformation is the measurability and boundedness of the optimal
value function (23). This follows from Berge’s theorem (see, e.g., [3, Th. 1.4.16]), which can be applied
due to the assumptions (ii) and (iii). In fact, they also guarantee that the optimal value function is lower
semicontinuous with respect to u1.
We conclude that problem (21) reduces to the marginal risk optimization (22).
Theorem 6.1 provides us with the second perspective on the problem. It has a hierarchical structure,
similar to its expected-value full information counterpart: after X = x is observed, the second stage problem
(23) is to minimize the conditional risk. Then, the first stage problem takes on the form of minimizing
the marginal risk (22) of the second-stage optimal value. The most important conclusion is that the risk
disintegration formula allows us to write the overall problem in a hierarchical structure. The extended two-
stage risk-averse model, which is introduced and analyzed in [25] (see also [18]) is a special case of this
problem.
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6.2 Controlled Observation Distribution
Now we consider a more complex situation. There are still two Polish control spaces U1 and U2. However,
after a control u1 ∈U1 ⊂U1 is chosen, the distribution of the observation X depends on u1. The dependence
is described by a controlled kernel K : Y ×U1 → P(X ). After observing X , we choose control u2 ∈
U2(X ,u1)⊂U2 to minimize the risk of c(X ,Y,u1,u2). The risk is measured by the form ρ [·, ·].
Assume the same conditions on U1, U2 and ρ as in the previous subsection. Let PY be the marginal
distribution of Y . After the first decision u1 will be chosen, the joint distribution of (Y,X) will become
M(u1) = PY ⊗K(·,u1),
that is, M(dy,dx|u1) = PY (dy)K(dx|y,u1). Therefore, denoting the second stage decision by u2 = pi(x) (it
may depend on x), our problem is to find
min
u1,pi
ρ
[
Zu1,pi ,M(u1)
]
,
s.t. u1 ∈U1,
pi(·)⋖U2(·,u1).
(24)
where the function Zu1,pi(·, ·) is given by (20).
Let us develop a two-stage version of the functional problem (24). The marginal distribution of the
observation result is
MX (u1) =
∫
Y
K(y,u1) PY (dy)
where the integral is understood in the weak sense. Since the space Y is standard, the measure M(u1) can
be disintegrated into the marginal MX (u1) and a transition kernel Γ : X ×U1→P(Y ) as follows
M(u1) =MX (u1)⊗Γ (u1),
which reads M(dx,dy|u1) =MX (dx|u1)Γ (dy|x,u1). The transition kernel Γ is called the Bayes operator.
Example 6.2. Assume that the joint distribution M(u1) of (X ,Y ) has a density q(·, · | u1) with respect to a
finite product measure µX ⊗µY on X ×Y . Then the Bayes operator has the form
Γ (A|x,u1) =
∫
A
∫
Y
q(x′,y′ | u1)MY (dy) µY (dy
′)∫
Y
∫
Y
q(x′,y′ | u1)MY (dy) µY (dy′)
, ∀A ∈B(Y ).
If the formula above has a zero denominator, we can formally define Γ (x,u1) to be an arbitrarily selected
distribution on Y . 
With the use of the Bayes operator, we can equivalently write problem (24) as a two-stage problem.
Theorem 6.3. We assume the following:
(i) The risk form ρ is monotonic, normalized, translation equivariant, conditionally consistent, and has the
support property;
(ii) The multifunction U2 is upper-semicontinuous and has nonempty and compact values;
(iii) The function c is uniformly bounded, measurable, and lower-semicontinuous with respect to its second
argument.
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Then problem (24) is equivalent to the two-stage problem:
min
u1∈U1
ρX
[
V (·,u1),PX
]
,
where V (·, ·) is the optimal value of the following second stage problem:
V (x,u1) = min
u2∈U2(x,u1)
ρY |x
[
c(x, ·,u1,u2),Γ (x,u1)
]
, x ∈X , u1 ∈U1.
Proof. With the use of the Bayes formula, we can write problem (24) as follows:
min
u1∈U1
min
pi(·)⋖U2(·,u1)
ρ
[
Zu1,pi ,PX (u1)⊗Γ (u1)
]
.
Since the risk form ρ satisfies the assumptions of Theorem 4.3, we can disintegrate it to obtain the following
equivalent form:
min
u1∈U1
min
pi(·)⋖U2(·,u1)
ρX
[
x 7→ ρY |x
[
c(x, ·,u1,pi(x)),Γ (x,u1)
]
,PX (u1)
]
.
The remaining considerations are the same as in the proof of Theorem 6.1. Due to the monotonicity of
the marginal risk form ρX , the smaller the values of the function x 7→ ρY |x
[
c(x, ·,u1,pi(x)),Γ (x,u1)
]
, the
smaller the value of ρX . Since u2 = pi(x) may depend on x, we may carry out the minimization with respect
to u2 inside the argument of ρX :
inf
u1∈U1
inf
pi(·)⋖U2(·,u1)
ρX
[
x 7→ ρY |x
[
c(x, ·,u1,pi(x)),Γ (x,u1)
]
,PX (u1)
]
= inf
u1∈U1
ρX
[
x 7→ inf
u2∈U2(x,u1)
ρY |x
[
c(x, ·,u1,u2),Γ (x,u1)
]
,PX (u1)
]
.
The only difference is that the new marginal distribution and the Bayes operator are the disintegration com-
ponents of the probability measure and feature in the risk disintegration formula. The “inf” operation in the
second stage problem can be replaced by “min” because of conditions (ii) and (iii).
7 Conclusions
Our work initiates systematic research of risk measures considered as functionals of two arguments: a
function on a space X and an underlying probability measure on the σ -algebra of Borel subsets of X .
Such functionals, which we call risk forms, occur in two- and multi-stage optimization models, in which the
probability measure depends on decisions, and in models, in which only partial observation is available and
Bayesian updates of the probability measure are employed.
Two main results: the Kusuoka representation and the risk disintegration formula, generalize the classi-
cal properties of risk measures to the new setting. The derivation of the dual and Kusuoka representations
hinges on novel duality theory for functionals of quantile functions [8]. The risk disintegration formula uses
a new concept of conditional consistency.
For both contributions, essential is the boundedness of the functions under consideration. It allows us to
consider arbitrary probability measures on the spaces involved. In the first group of results, duality between
bounded functions and finitely additive measures plays a role; consistency with the increasing convex order
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allows to pass to countably additive measures. In the second group of results, the very concept of conditional
consistency uses Dirac delta measures (in products with conditional measures), which are natural in a space
of bounded functions.
The theory of risk measures is well-developed in the spaces of integrable functions. A fixed underlying
probability measure is essential for defining the space of functions. A fundamental challenge is to extend
the theory of risk forms to important classes of unbounded functions. It may require to precisely define both
domains of the risk form: a broader class of functions and a narrower class of probability measures, so that
properties of the forms can be preserved. In particular, one could conjecture that a generalized Kusuoka
representation could be developed in such a broader setting, but this requires further research.
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