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Abstract – The exponential increase of multimedia services by the mobile users requires seamless connectivity with cost- 
effective Quality of Service (QoS) provisioning. For providing such on-demand QoS, the network needs to utilize the radio 
channels among the Mobile Hosts (MHs) effectively. We use vector genetic algorithm (VGA) for temporal imploration of 
sharable channel(s) from the neighbouring cell(s) to fulfill the needs of a cell. We propose a new micro-level temporal 
channel imploration mechanism (MiCi), which promptly allocates available borrowing channel(s) of the neighbouring cell(s) 
to the needy cell. The novelty of MiCi is scalability, high availability, and on-demand allocation of the channels to the 
desired cells. The performance of our model has been tested by simulation against a standard FCA scheme as well as a 
Greedy Borrowing Heuristic. In all the test cases MiCi shows promising results in comparison to both the schemes. 
 
Index Terms: Channel allocation, micro-level, QoS, MH, VGA. 
 
 
1. INTRODUCTION 
In a mobile cellular network each cell is assigned a set of 
channels to provide services to the individual MHs. The rapidly 
increasing demand of multimedia services with on-demand QoS 
provisioning to the MHs has become a major concern of mobile 
network  designates  [1].  The  Channel  Assignment  Problem 
(CAP) concerns with allocation of available channels among the 
cells, so as to optimize the channel utilization. Since no adjacent 
cells can share any channel, CAP can be shown to be equivalent 
to graph-colouring problem, which is known to be NP-complete 
[2]. Obtaining an optimal solution for a large search space is 
impractical due  to  exponential time  complexity. As a  result, 
most of the proposed CAP in the literature is either based on 
some heuristics [3-5] or some evolutionary approach [6-14]. 
 
An inherent demerit of neural networks is convergence to 
local optima [13] and simulated annealing though guarantees 
global optimal solution, but suffers from a slow convergence 
rate  [14].  GA-based approaches have  been  acknowledged to 
provide  near   optimal  global  solution  with   faster   rate   of 
convergence [6-11]. 
 
Several researchers have used different GA-based 
approaches  [6-11]   on   macro-level  channel   allocation   and 
compared  their  performance  with  Fixed  Channel  Allocation 
(FCA)  [7]  and  some  heuristic  methods  [6]  with  different 
network parameters. However, none of the discussed methods 
have so far focused on micro-level channel allocation to the 
cells. 
 
Our proposed model Micro-level Channel imploring (MiCi) 
borrows channel(s) from the neighbouring cell(s) by temporal 
requesting to the cells in which sharable channels are available. 
It exploits the inherent potential of GA with the incorporation of 
seeding for initialization of the population and non-trivial single 
point crossover which does not lose the original information in 
next generation iteration process. 
 
The CAP and various approaches are described in Section 
2. Our proposed network model, Vector GA (VGA) and its use 
in solving the addressed problem is discussed in Section 3. The 
simulation environment, its parameters and performance results 
are presented in Section 4. Section 5 concludes this paper. 
 
2. THE CHANNEL ALLOCATION PROBLEM (CAP) 
The available bandwidths or channels are critical resources 
of a cellular network. This resource needs to be allocated among 
the  cells  so  as  to  maximize  its  utilization.  Any  bandwidth 
addition to a mobile network is an expensive task [15]. 
 
The CAP is to allocate the available channels among the 
cells in a “fair share” manner to improve the overall performance 
of the network. When the number of MHs exceeds the number of 
available channels in a cell, the probability of call blocking, call 
dropping  and  packet  loss  rate  increase.  In  such  situations 
channel(s)  may  be  borrowed  from  the  neighbouring cells  (if 
available) to  fulfill the  QoS  demands of  the  users. Now the 
problem is to determine when and from whom, how much to 
borrow. Several methods like FCA (Fixed Channel Allocation) 
[4, 5], DCA (Dynamic Channel Allocation) [3, 4, 10, 12, 15] and 
HCA  (Hybrid  Channel  Allocation)  [3,  6,  7]  with  different 
performance  metrics  have  been  proposed  earlier.  Our  work 
focuses on the FCA scheme with channel borrowing optimized 
using a Vector Genetic Algorithm (VGA) on a micro level. 
 
An  MH  can  move  from  one  cell  to  another  cell.  The 
transition of the MH from one to its neighbouring cell  may 
suffer blocking due to non-availability of required channel in the 
new cell.  The objective of  CAP is  to  minimize the  average 
blocking probability. There are several metrics which may be 
used to evaluate the performance such as the average number of 
“hot cells” in the network region. A cell is termed to be hot if it 
does not  possess a  channel to  allocate to  a  host  in  case  of 
handoff. 
 
Several methods like channel sharing and cell splitting also 
address this problem. Considering the type of borrowing from 
other cells, channel borrowing schemes can also be enumerated 
as macro-level or micro-level. In macro-level approach, all the 
cells of the network are evaluated and then a decision is taken 
based on the performance metrics obtained. However in a micro- 
level approach, the evaluation of the problem is only considered 
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Figure 1. Our Network Model 
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Figure 2(a) 
 
 
Figure 2(b) 
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b) The VGA Structure 
The structure of VGA is as follows: 
 
VGA( ) { 
Initialize population by seeding; 
Evaluate the population; 
While (termination condition not sa
Perform fitness test; 
Select parents; 
Perform crossover; 
Perform mutation; 
Recombine population; 
} 
} 
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Number of Cells 25 
Channel Per Cell 10 
Iterations 20 
Host Distribution Uniform 
Number of Hosts 200 to 250 
Max. Supported Host 250 
0 2 - - 0 2 - -        
    0 5 0 0 0 0 0 0 
0 1 - - 0 1 - -        
    1 0 9 1 1 0 9 1 
0 0 - - 0 0 - -        
    6 0 4 2 3 0 4 2 
2 0 - - 3 0 - -        
    0 1 11 2 0 1 11 2 
2 0 - - 1 0 - -        
    0 3 13 0 0 3 13 0 
1 0 - - 1 0 - -        
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0 1 - - 0 1 - -        
0 1 - - 0 3 - - 
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Parent A Parent B g) Sample Input Output of VGA 
Input Output 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4 An example of crossover operation between Parent A 
and Parent B 
 
The  crossover  operation  defined  in  our  VGA  scheme 
utilises the data in the first two columns of a member of the 
population matrix. The fixed cut point is taken which divides the 
matrix into two portions, the first row and the rest of the matrix. 
For the 2
nd 
half of the child matrix, the values for the parents are 
compared and the lower value is copied into the child. Then the 
copied  values  are  compared  with  the  original  request  to 
determine the  magnitude of  difference and this difference is 
subtracted from the original value of blocked host for the cell 
requesting for channels. The crossover operation produces only 
one child. The parents are removed from the population and the 
child is re-inserted into the population after the child succeeded 
in its fitness test. An example of the said crossover operation is 
illustrated in Figure 4. Values marked by “-” are ignored during 
the crossover operation. 
 
Child Original Request 
0 4 14 0 0 4 14 0 
 
Figure 5. A sample input and output of VGA 
 
A  request  for  five  channels  is  made  and  the  corresponding 
information of the neighbours is passed to the VGA and the 
return is displayed as shown in Figure 6. 
 
h) GA Termination Conditions 
The  proposed  VGA  terminates  if  any  one  of  the  following 
conditions are reached: 
1. the size of the population reduces to 1 
2. the fittest chromosome doesn’t require any channel 
3. the  size  of  the  population  is  2  and  both  members 
represent the same solution. 
 
4. EXPERIMENTAL STUDY 
In  this  section  we  present  the  results  of  the  simulation 
studies, carried out by us. 
 
Simulation Environment 
As  a  benchmark the  standard  FCA  has  been  used.  The 
micro-level VGA borrowing scheme is compared against the 
FCA and Greedy Borrowing Heuristic scheme. The standard test 
conditions are described as follows: 
 
A uniform host distribution indicates an equal number of 
hosts present in each cell. Maximum supported hosts is the total 
number of host which can be supported by the entire network 
region under ideal conditions, i.e. Number-of-cells * Channels- 
per-Cell. 
Table 1. Simulation Parameters 
 
 
 
 
Figure 5(a) Figure 5(b) 
(a) A child (solution) produced from Parent A and Parent B 
(b) An original request 
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 Avg. Number of Blocked Hosts 
Number of Hosts 200 210 220 230 240 250 
FCA 
(Benchmark) 
8.7 12.15 17.85 19.6 24.6 27.8 
SB (Greedy 
Borrowing) 
0.45 1.6 4 4.8 9.55 12.5 
VGA (Proposed) 0 0.9 3.25 2 5.3 3.75 
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and 250 number of MHs separately, and then the average value
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Figure 7. Comparison with 210 MHs 
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Figure 8. Blocking performance with 220 MHs 
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layer approach and the VGA carries problem specific knowledge 
and future considerations for the stability of the network. The 
method essentially tries to  borrow channels from neighbours 
without depleting channels of any specific neighbour 
completely. Further considerations made include the location of 
the cell from where the channel is being borrowed and future 
state of that cell. The cells are populated with such hosts and 
they are free to roam around but not free to leave the region. 
When a host leaves a cell and enters another cell, a hand-off is 
initiated and if required the VGA is invoked by MiCi. The VGA 
is required for MiCi only if the cell into which the host moves 
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Our simulation results show that, compared to FCA and 
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