Although the sample size for simple logistic regression can be readily determined using currently available methods, the sample size calculation for multiple logistic regression requires some additional information, such as the coefficient of determination (R 2 cov ) of a covariate of interest with other covariates, which is often unavailable in practice. The response variable of logistic regression follows a logit-normal distribution which can be generated from a logistic transformation of a normal distribution. Using this property of logistic regression, we propose new methods of determining the sample size for simple and multiple logistic regressions using a normal transformation of outcome measures. Simulation studies and a motivating example show several advantages of the proposed methods over the existing methods: (i) no need for R 2 cov for multiple logistic regression, (ii) available interim or group-sequential designs, and (iii) much smaller required sample size.
Introduction
Logistic regression analysis has been widely used to fit models for probability of disease given marker values and to test the effect of a specific covariate on the binary response variable often in the presence of other covariates. The sample size determination for logistic regression is not straightforward due to its non-linearity, however. Several methods have been introduced for its sample size calculation. Whittemore 1 proposed a method by approximating the Fisher information matrix when the probability of response was small. Self and Mauritsen 2 introduced a general and flexible approach by approximating the power of score tests. Hsieh 3 presented sample size tables for logistic regression, in particular, with normally distributed covariates using Whittemore 1 's formula. Later, Hsieh et al. 4 proposed more accurate and simple formulae to calculate sample size for logistic regression models, which were implemented in PASS 12 (NCSS, Kaysville, Utah, USA).
The aforementioned methods can be readily applied to determine the sample size for simple logistic regression. However, the sample size calculation for multiple logistic regression requires some additional information, such as the coefficient of determination (R 2 cov ) of a covariate of interest with other covariates, which is occasionally difficult to obtain in practice. Indeed, a biochemical or drug industry is not often willing to share some sensitive information with outside investigators due to confidentiality concerns, as described in the motivating example in Section 2. In this case, the sample size would be determined either by using simple logistic regression, which underestimates the required sample size, or by guessing the required R 2 cov values subjectively. These practices will yield either under-or over-powered designs.
Some researchers focused on the sample size calculation for a transformed outcome measure. 5, 6 The simulation studies in Jin and Zhao 6 showed that skewness increases the required sample size and the sample size is decreased the most by transformation to a normal distribution. In fact, the response variable of a logistic regression follows a logit-normal (LN) distribution which is generated from the logistic transformation of a normal distribution. 7 These properties of logistic regression have inspired us to develop a transformation-based approach to determine the sample size. Our approach is first to transform a logistic outcome measure into a normal distribution and then the sample size is determined by the t-test. The sample size determination using a transformed outcome measure has three major advantages over the existing methods: (i) no need for R 2 cov in the case of multiple logistic regression; (ii) straightforward implementation of interim or groupsequential designs based on a transformed outcome measure; and (iii) much smaller required sample size. It should be noted that our approach would be applied when a logistic outcome measure is continuous and comes from a logistic regression model. When a logistic outcome measure is either binary or ordinal, the proposed approach would not be used.
Motivating example
Prostate cancer (PrC) is the second leading cause of cancer-related death in men. Although prostate specific antigen (PSA) blood testing remains the most widely used tool for PrC detection, important efforts have been conducted to determine alternative biomarkers to overcome its lack of specificity. Recently, it has been discovered that sarcosine, alanine, glutamate and glycine are metabolic biomarkers of PrC progression. 8, 9 Using these metabolic biomarkers, a PrC diagnostic algorithm (a logistic regression model) was developed which also took into account clinical information such as PSA and prostate volume. The outcome measure of this logistic algorithm will be called the M-score.
A new study was planned to validate the M-score by comparing with the PrC biopsy result in African American (AA) men who were referred for prostate biopsy for any clinical indication. The primary hypothesis was that the M-score, which has not been extensively studied in AA men, would have similar test characteristics in AA men as it did in European American men. The question that we were asked as statisticians was: how many AA men need to be included in the study? In the previous study, the M-score was elevated in AA PrC patients compared to those with benign prostate disease using a small sample size of 18. Based on this previous result, the study was designed to detect a difference of 10 points in the mean M-score of AA men with vs. those without PrC, based on biopsy results. Since the M-score was generated from a logistic regression model, a sample size could be determined based on a logistic regression model. However, covariates included in the logistic model were blinded and the biopsy result, positive or negative, was the only covariate available to us.
Methods
An LN distribution is a probability distribution of a random variable whose logit follows a normal distribution. If a random variable X follows a normal distribution, then its logistic Y ¼ logisticðxÞ is
. In this paper, we are interested in determining the sample size when an outcome measure follows an LN distribution. Suppose there are two independent groups that have been randomly and independently drawn from an LN distribution, and each group has n 0 and n 1 observations, respectively, Y 01 , Y 02 , . . . , Y 0n 0 and Y 11 , Y 12 , . . . , Y 1n 1 , with n ¼ n 0 þ n 1 . That is, we assume that
where LN stands for a logit-normal distribution with mean of i and standard deviation (SD) of i , i ¼ 0, 1, and j ¼ 1, 2, . . . , n i . An investigator wishes to test the null hypothesis that the two population means are equal H 0 : 0 ¼ 1 . The probability density function (pdf) of an LN distribution is
where logitð yÞ $ Nð, Þ and N stand for a normal distribution. The pdf depends on the mean and SD of logitðYÞ rather than those of Y, so the best approach to the sample size determination for an LN distribution is to use a normal distribution that logitðYÞ follows. This approach requires that all the individual logit transformations, logit Y ij À Á , i ¼ 0, 1; j ¼ 1, 2, . . . , n i , must be available in order to calculate the mean and SD for a normal distribution. However, as in the motivating example, no information (i.e. individual observations, Y ij ) was available to calculate the mean and SD of logitðYÞ. The mean ð Þ and SD ð Þ of Y are the only available information, and no analytical solution exists to recover the mean and SD of logitðYÞ from those of Y. Therefore, two approaches are proposed to estimate the mean and SD of logitðYÞ: the delta method and optimization.
Delta method
The delta method is employed to approximate the mean and SD of logitðYÞ. Suppose Y follows an LN distribution with mean of and SD of . Then a logit of Y, X ¼ log it Y ð Þ, follows a normal distribution with mean of and SD of by definition of an LN distribution. Since logit
, then by the delta method, the estimates of mean and SD of X are % log 1 À ð3Þ
where and are the mean and SD of an LN random variable Y.
Optimization
The delta method is the first-order approximation to the mean and variance of a transformed variable and the logit function is non-linear over the range of values being examined. Thus, the delta method-based approximation may not fit well particularly when the coefficient of variation is higher. To circumvent this difficulty, an optimization method is used to estimate the mean and SD of logitðYÞ. The estimates ð,Þ are obtained by minimizing the function in equation (5) as followŝ
where and are the mean and SD of an LN random variableY;
Var Yj, ð Þ¼
The first and second terms in equation (5) are the relative bias between the true value and the estimate, so minimizing equation (5) is reducing the relative bias for both estimates. Note that equations (6) and (7) are the mean and variance of an LN distribution. Since there is no analytical solution available for them, a numerical integration was used to obtain these values. The numerical integration was carried out by adaptive quadrature 10 of functions implemented in the function 'quadinf' of an R package pracma. In order to optimize equation (5), the R function 'nlminb' was used for optimization.
The pdf f Y yj, ð Þ, given in equation (2), of an LN distribution, however, numerically becomes a function that has non-zero values only at both y ¼ 0 and y ¼ 1, as SD () of a corresponding normal distribution increases. In other words, given , the pdf f Y yj, ð Þgoes to y ð Þ þ ð1 À yÞ as ! 1, where y ð Þ ¼ 0 if y 6 ¼ 0 and 1 if y ¼ 0. For example, Supplementary Information Figure S1 (a) (available at: http://smm.sagepub.com/) displays the density plots of a logit-normal distribution when the mean () of a corresponding normal distribution is zero and its SD () ranges from 01 to 1000. This plot shows that the pdf has two modes when ! 10 and seems to numerically end up to a function y ð Þ þ ð1 À yÞ for large . In fact, this makes numerical integration difficult to obtain an accurate integration. To investigate the behavior of the numerical integration, the corresponding areas under each of the pdfs of Supplementary Information Figure S1 (a) are computed and plotted in Supplementary Figure S1 (b). In this figure, although all the areas under the pdfs are supposed to be equal to one, some areas under the pdf numerically become less than one when ! 20.
In particular, the aforementioned numerical difficulty occurs when the optimization method (M2) is applied to the three cases ( 0:1 or ! 0:9;
! 0:3), ( ¼ 0:2 or 0:8; ! 0:4) and (0:3 0:7; ! 0:5). In other cases, the developed optimization-based approach holds wellposedness. For example, the traces of the objective function in equation (5) are investigated when ( 0 ¼ 0:3, 1 ¼ 0:7) and ð 0 ¼ 0:1, 1 ¼ 0:9) using the optimization method (M2), as shown in Supplementary Information Figure S2 (available at: http://smm.sagepub.com/). Due to the characteristic of an LN distribution, it can be observed that the absolute true mean () and true SD () of the corresponding normal distribution of an LN distribution LNð, Þ is the exactly same as those of LN 1 À , ð Þ . Therefore, in the ideal case, it should be expected that the contour plot of the objective function of 0 ¼ 0:3 is symmetric to that of 1 ¼ 0:7 regardless of the SD ( ). Indeed, the solution areas (i.e. darkest blue color) are symmetric to each other until ¼ 0:3. However, as becomes more than 0.3, their solution areas become asymmetric, as can be seen in Supplementary Information Figure S3 (a) to (e) (available at: http://smm.sagepub.com/). This phenomenon grows worse when ð 0 ¼ 0:1, 1 ¼ 0:9). In this case, even when the SD ð ) is 0.1, their solution areas (darkest blue color) become dissimilar (see Supplementary Information Figure S3 (f) to (h)).
Sample size determination
The sample size determination for an LN distribution is considered in this section. As mentioned in the motivating example, the means and SDs of two groups whose populations follow an LN distribution are the only available information for sample size calculation. To this end, three approaches can be used. The first uses the test on proportions, since Y 2 ð0, 1Þ, the second uses the simple logistic regression with one binary covariate (i.e. R 2 cov ¼ 0), and the third uses the t-test with or without transformation to a normal distribution. It should be noted that the second approach will underestimate the sample size when there are other covariates, resulting in an underpowered study design. In this regard, the following five methods are considered in this work: (1) Using the t-test with the delta method (M1), (2) Using the t-test with the optimization (M2), (3) Using the t-test without transformation (M3), (4) Using the test on proportions (M4), and (5) Using the simple logistic regression with one binary covariate (M5).
Software
An R package ssLogitNorm is developed for the power and sample size determination for an LN distribution and it is freely available at http://cansur.sourceforge.net. The brief instruction on how to use the R package ssLogitNorm can be found in the Supplementary Information (available at: http://smm.sagepub.com/).
Simulation studies
Because there is no analytical solution of the mean and SD of an LN distribution, Monte Carlo simulation was performed to find the true mean and true SD of an LN distribution corresponding to those of a normal distribution. In particular, the normal distributions were chosen corresponding to the LN distributions with the difference in mean (Á) of 0.1 and 0.2 and the same SD (i.e. ¼ 0.10, 0.20 and 0.30) as can be seen in Table 1 . Due to the characteristic of the LN distribution, it can be observed that the absolute true mean () and true SD () of the corresponding normal distribution of an LN distribution LNð, Þ are exactly the same as those of LN 1 À , ð Þ . For instance, the corresponding normal distribution of LN 0:6, 0:2 ð Þ is N 0:49, 0:99 ð Þ , while that of LN 0:4, 0:2 ð Þ is N À0:49, 0:99 ð Þin Table 1 . Note that the corresponding normal distributions were unable to be discovered when (, ) is (0.1, 0.3) or (0.9, 0.3) due to the difficulty caused by numerical integration, as discussed in Section 3.2. Using these values, the two proposed approaches to a normal transformation are evaluated in terms of bias in estimates of mean and SD. The sample size calculation is further compared with other methods. Table 1 displays the results of a normal transformation using the delta method and the optimization approach. As the mean () of an LN distribution is closer to 0.5, the estimates of a corresponding normal distribution have small bias for both methods. As the SD ( ) of an LN Notes. Á is the difference in mean between two logit-normal random variables, 1 ¼ 0 þ Á, where i is the logit-normal mean of the ith group; LN and Normal stand for a logit-normal distribution and its corresponding normal distribution, respectively. Bias is calculated as the difference between true and estimate (i.e. true-estimate); is the logit-normal standard deviation of both groups; i and i are the mean and standard deviation of a normal distribution of the ith group, respectively. distribution increases, the bias of the estimates increases for the delta method, but the optimization approach appears to show no such a trend. As expected, the method M2 has the merit of better approximating the mean () and SD () of a corresponding normal distribution than M1 does. Note that because no true value is available when (, ) is (0.1, 0.3) or (0.9, 0.3), no bias is given in these cases in Table 1 .
The proposed methods are further evaluated by the sample size determination. The sample sizes are estimated when ( ¼ 0:1, ¼ 0:1), ( ¼ 0:05, ¼ 0:2), and ( ¼ 0:05, ¼ 0:1) with two-sided two sample test and their estimates are shown in Table 2 . Note that the sample size in the table is per group. Since the proposed methods are based on a normal distribution, the true sample sizes for a normal distribution can be obtained, which are in the column 'True' in the table. When the SD ( ) of an LN distribution is smaller, both the delta (M1) and the optimization (M2) approaches achieve very similar sample sizes to those of the true sample size. However, as the SD ( ) increases, the sample size of M1 becomes larger than the true sample size, while M2 maintains the sample size similar to the true sample size regardless of the size of SD ( ). This better performance of M2 is because the transformation to a normal distribution of M2 outperforms that of M1 as shown in Table 1 . However, in the cases of Á ¼ 0:
Þ , due to the aforementioned numerical difficulty, M2 fails to estimate the required sample size. On the contrary, M1 does not suffer from the numerical difficulty, even in the above cases, owing to the analytical solutions (i.e. equations (3) and (4)) and therefore, calculates the required sample sizes for all cases.
In addition, using the t-test (M3), the test on proportions (M4), and the simple logistic regression with one binary covariate (M5), the sample sizes have been determined. These M3, M4, and M5 methods calculate the sample size without transformation, which is different from M1 and M2. The sample size of M3 is similar to that of M1, while the sample size of M4 and M5 are much larger than that of other methods. In particular, the sample sizes of M4 and M5 are comparable when 0 ! 0:5, while M4 has much larger sample size than M5 does when 0 0:4 in Table 2 .
Application to the motivating example
The five methods M1 to M5 are applied to the motivating example for the sample size determination using the outcomes obtained from the previous study, as described in Section 2. There are two groups: PrC biopsy positive (Group 1) and negative (Group 2). It is planned to determine the sample size when the means and SDs of the M-scores are (0.69, 0.11) and (0.59, 0.18), respectively, for Group 1 and Group 2. Note that the sample size for M5 is calculated under the assumption that there is no other covariate (i.e. R 2 cov ¼ 0), using PASS 12 (NCSS, Kaysville, Utah, USA) where the method of Hsieh et al. 4 is implemented. When ¼ 0:05 and ¼ 0:2 with a two-sided two-sample test, the estimated sample sizes of M1, M2, and M3 are, respectively, 35, 44, 36 per group, while those of M4 and M5 are 462 and 350 per group, respectively. Similar to the simulation studies, M4 has the largest sample size and the methods M1 to M3 have the similar sample size. Since, R 2 cov 6 ¼ 0 in this motivating example, the sample size determined by simple logistic regression is underestimated. Nevertheless, comparing M2 with M5, the required sample size of M2 is more than seven times smaller than that of M5.
Discussion
Logistic regression is one of the most popular methods in diagnostic classification. It is known that the response variable of the logistic regression follows a logit-normal distribution. 7 . However, due to the complexity of an LN distribution, it is difficult to estimate the sample size directly. Therefore, two transformation-based approaches were introduced for the sample size determination for an LN distribution.
There are several studies showing that a transformation to a normal distribution can reduce the required sample size. 5, 6 In fact, our simulation studies show consistent results with those previous studies. One approach to consider is using the t-test without transformation (M3). The estimated sample size of M3 is very close to that of M1 when the SD is small in our simulation studies and, likewise, the methods M1 and M3 result in similar sample sizes of 35 and 36 per group, respectively, in the motivating example. Nevertheless, it should be noted that the outcome analysis is different from each other. Namely, M3 analyzes the outcomes in the raw scale, while M1 analyzes the transformed outcomes. For example, the estimated density plots for M1 and M3 are depicted in Figure 1 using the results estimated from the motivating example. The density plot of M1 is the estimated LN density plot, and that of M3 is a normal density plot. Although the methods M1 and M3 result in very similar sample sizes, the distribution of M1 is left-skewed, while that of M3 is symmetric. In addition, it can be seen that the distribution of M3 is right-truncated. Therefore, the M3-based analysis could mislead the outcome analysis, especially when the true logit-normal density is excessively skewed. One drawback of the optimization approach (M2) is the instability of the numerical integration when it is applied to the three cases ( 0:1 or ! 0:9; ! 0:3), ( ¼ 0:2 or 0:8; ! 0:4) and (0:3 0:7; ! 0:5), as discussed in Section 3.2. However, this will not prevent the proposed optimization method (M2) from being used for trial design because it is usually adequate for practitioners to contemplate the study with a small . Furthermore, because the delta method (M1) does not suffer from numerical difficulty, M1 can calculate the required sample size even though is large. Therefore, when the variance is large, one might instead use M1 that estimates the sample size smaller than M4 and M5 do.
Several major benefits of using the proposed methods are as follows. First, in case of multiple logistic regression, the proposed methods require no R 2 cov between a covariate of interest and other covariates. In particular, in the motivating example, the underestimated sample size is inescapable if the logistic regression with one binary covariate (M5) is used while ignoring other covariates (i.e. R 2 cov ¼ 0). On the contrary, the proposed methods calculate the sample size solely depending on the response variable, irrespective of covariates, meaning that the descriptive statistics of the response variable are the only required information.
Second, interim or group-sequential designs can be implemented with ease based on a transformed outcome measure. In order to save time and resources as well as to reduce study patients' exposure to an inferior treatment, there is a high demand for interim or groupsequential designs. However, such designs using logistic regression are not straightforward due to their complexity. On the other hand, the t-test has available versions of interim or group-sequential designs. Therefore, the proposed methods can be readily used to generate interim and groupsequential designs based on the normal-transformed outcome measures.
Third, the proposed methods have much smaller required sample sizes than other methods do. As shown in the simulation studies, the methods M4 and M5 yield the largest sample sizes among the five methods. Jin and Zhao 6 show that the required sample size can be decreased the most when the outcome measure of interest follows a normal distribution. This implies that the proposed methods can achieve the same power and significance level as do the methods M4 and M5 but with much smaller sample sizes. In particular, when the variance of the response variable is small, either method M1 or M2 can be used, but M2 will be a better choice when the variance is large. In addition, an R package ssLogitNorm is publicly available, which can be run in a web browser. The ssLogitNorm package is user-friendly and developed in an interactive web application platform.
