We analyze the costs, and describe the implementation, of three hashed-based join algorithms for a general-purpose shared-memory multiprocessor. The three algorithms considered are the Hashed Loops, GRACE and Hybrid algorithms. We also describe the results of a set of experiments which validate the cost models presented and demonstrate the relative performance of the three algorithms.
Introduction
The LauRel project 10] is aimed at extending current relational database technology in three areas: data modelling, exploitation of parallelism, and structuring of the stored database. As part of this project, we are building a prototype database system which runs on a general-purpose shared-memory multiprocessor system. A key objective of this implementation is to exploit the parallelism o ered by the underlying architecture. One of the ways to help achieve this objective is to develop e cient parallel algorithms to perform the basic operations used in the query processing module of such a database system. Once these parallel algorithms have been developed, reliable and realistic cost models are required for query optimization purposes. The formulation of these cost models is more complex in a parallel environment because resources such as the number of processors and the number of disks are now parameters in the models.
In this paper, we analyze the costs, and describe implementations, of three popular hash-based join algorithms for a shared-memory multiprocessor system. The three algorithms studied are the Hashed Loops, GRACE and Hybrid algorithms. Cost models of the three algorithms are presented and then validated with respect to the implementations.
The remainder of the paper is structured in the following manner. Section 2 presents a brief survey of related work. Section 3 describes the Query Processing Environment of the LauRel system. We outline the system architecture, and the programming model used in the algorithms' implementation. Section 4 discusses our approach to performing the cost analysis. Section 5 describes the implementation of the algorithms and outlines their cost models. Section 6 presents the results of a set of experiments carried out to validate the cost models and to examine the performance of the algorithms. Finally, Section 7 contains our conclusions.
Related Work
The join operation is one of the most frequently-used, and most expensive, operations in a relational system. It has therefore received a great deal of attention and algorithms for a variety of environments have been proposed. Recent work has resulted in a number of attractive alternatives to the traditional nested loops and sort-merge algorithms.
One environment where join algorithms have been studied is machines with large main memories 6, 19] . Another popular environment for this work has been distributed-memory, or shared-nothing multiprocessor systems 1, 3, 7, 9, 12, 16, 20] . In most of these studies it has been found that, for the join of large sequential les, hash-based algorithms outperform the nested loops and the sort-merge algorithms. In the case of large main memory, the hash-based algorithms were able to take full advantage of the memory to reduce the amount of I/O required. In the case of a multiprocessor system, the hash-based algorithms are easily parallelized and the work involved can be easily partitioned among the available processors.
Our environment, which is a shared-memory multiprocessor, or shared-everything, system, has features in common with both of the previous environments. We have one large main memory which must be used to its full advantage | the performance of hashed-based algorithms is very sensitive to the amount of main memory available. We also have the advantage of parallel processors so that the work of the join can be partitioned. These similarities led us to expect that hash-based algorithms would also be superior in a shared-everything environment.
The key di erence between the shared-nothing and shared-everything environments is the replacement of communication costs in a shared-nothing system by the cost of contention for sharedmemory in a shared-everything system. This di erence leads to very di erent implementations of the same algorithms.
Work on database systems in the shared-everything environment has not been as wide-spread as in the shared-nothing environment. The Volcano project 8] has goals similar to our LauRel project and is also implemented on a general-purpose shared-memory multiprocessor. Volcano deals with the standard relational model while LauRel has a nested relational model. Qadah and Irani 14] have studied join algorithms for a specialized shared-memory database machine, and Lu, Tan and
Shan 11] have also developed cost models for a set of hash-based join algorithms on a general purpose shared-memory multiprocessor. The latter work is most closely related to the research described in this paper. The main contribution of our work beyond these other research e orts is the validation of our cost models with respect to actual implementations of the algorithms.
Query Processing Environment

Multiprocessor System Architecture
The LauRel system, as mentioned earlier, is being designed to run on a general-purpose sharedmemory multiprocessor system. The machine used is a Sequent Symmetry 17]. The architecture of the system, which is shown in Figure 1 , consists of a number of processors, memory modules, disk controllers, and other I/O controllers, which are all linked together by a high-speed bus. Our machine is currently con gured with ten processors, thirty-two MBytes of main memory, and two architecture diagram goes here The processors operate on a \peer" basis, that is, all processors are considered equal, and they all have access to the shared memory and I/O units. A process runs on any available processor until it blocks or is interrupted. There is a single copy of the operating system kernel and any processor can execute kernel functions. The shared memory provides an e cient means of communication among the processors and access to shared data structures is controlled by an e cient locking mechanism.
The system architecture places a number of constraints on how we implement the join algorithms. First, the number of processors in this kind of system is relatively small (the Sequent Symmetry has a maximum of 32 processors) when compared to other architectures so the partitioning of the work must be at a coarse level. Second, the use of shared memory for the major data structures introduces the need to synchronize access to these data structures. The shared memory is a source of contention among the processors and any implementation must attempt to minimize this contention. Third, because of the increased processing capacity, database computations run a strong risk of being I/O-bound. An implementation must therefore make maximum use of the available parallelism in the disk subsystem and of the available main memory in order to reduce the amount of I/O performed.
The Programming Model
We have adopted a programming model based on light-weight tasks (hereafter referred to as tasks) with an unlimited degree of parallelism. These tasks are implemented using the System, which was developed to provide light-weight concurrency on uniprocessor and multiprocessor hardware running the UNIX 1 operating system 5]. The System uses a shared-memory model of concurrency 1 UNIX is a registered trademark of AT&T Bell Laboratories and provides mechanisms to create tasks within the shared memory, to synchronize execution of the tasks and to facilitate communication between the tasks.
A task is a program component with its own thread of control which is scheduled separately and independently from threads associated with other tasks. The tasks are light-weight because of the low execution time cost and space overhead for creating a task and the many forms of communication which are easily and e ciently implemented for them 5].
Tasks are run on one or more virtual processors. A virtual processor is conceptually a hardware processor that executes tasks but is actually a UNIX process that is subsequently scheduled for execution on the physical processors by the underlying operating system. Thus the System is not in direct control of the processors but controls the scheduling of tasks on active virtual processors.
The System uses a single task queue and multiple servers, that is, a task in the ready state will be executed by the rst available processor. This automatically balances the load of the system. The System has its own Kernel and does not depend upon the UNIX kernel to perform context switches between tasks. This provides a signi cant decrease in execution and communication overhead compared with standard UNIX processes. In some cases the improvement is two orders of magnitude. As well, the only limiting factor on the number of active tasks in a single program is the amount of memory available to that program.
An important advantage of this programming model is that tasks provide a way of separating the \logical" and \physical" resources. This allows programs to be written and executed without having to know exactly what physical resources will be available. It also allows for sharing of resources at the system level, that is, applications running under the System do not monopolize system resources.
A second advantage of this approach is that tasks allow both data partitioning and functional partitioning. Functional partitioning means that individual operations can be written as separate tasks and then executed in parallel. Data partitioning means that the data can be split into several streams which can then be processed in parallel. Our join implementations take advantage of both types of parallelism.
A third advantage of this approach is that the System provides automatic load balancing.
Kernel Overhead table goes here A disadvantage of our programming model is the additional overhead required to manage and synchronize tasks. However, investigation by Buhr and Stroobosscher 5] indicates that this additional overhead is not unreasonable given the above advantages. Table 1 shows the overhead involved in the three most common System operations in our code, namely task creation and deletion, task context switch, and P/V on a semaphore followed by a context switch. These timings were taken on a Sequent Symmetry S27 running 16MHz i386 processors.
Approach to Cost Analysis
Each algorithm is composed of a number of phases, where each phase is, in turn, made up of a set of functions. The phases of an algorithm are executed sequentially while the functions within a phase can be performed in parallel. An execution of an algorithm may require the work of one or more phases to be performed in several passes where each pass performs the phases on a portion of the data.
We chose to compare the performance of the algorithms with respect to response time since one of the main objectives of this work is to measure the degree to which the di erent algorithms can exploit the available parallelism. Response time may not be the best criterion, however, for query optimization in a real system. Reducing response time in a parallel system is usually achieved by dedicating a larger amount of resources (CPU, memory, disks) to the transaction but this results in the delay of the other active transactions and a decrease in the overall system throughput. A more appropriate criterion suggested by Pirahesh et. al. 13 ] is to maximize the use of given limited resources to minimize the response time up to a threshold. This threshold is de ned as that response time below which minimization is not signi cant.
The two main components of the cost of executing a join are the processing and the disk I/O.
We do not consider any other costs, such as the cost of communication with the user, in our models.
We assume that the processing is always evenly distributed among the available processors so that elapsed processing time for an operation on p processors is T=p if T is the elapsed time of the operation run on a single processor. Similarly, if data is spread across d parallel disks, the transfer rate for the data is IO=d if IO is the transfer rate for a single disk.
Most of the previous analyses of join algorithms 1, 6, 19, 20] have assumed that there is no overlap between processing and disk I/O. Response time has been calculated as the sum of the processing and the I/O times. It is important to account for this overlap, however, in order to arrive at a more realistic cost estimate and to more cost-e ectively allocate resources to a query. We ignore any processing related to a disk access so that I/O tasks have no associated processing cost. We also assume that if more than one le is being read or written during a phase then these les are stored on independent sets of disks so that their I/O overlap and the I/O time for the phase is just the maximum of the di erent I/O times.
We assume perfect overlap between the processing and I/O components of a phase of an algorithm so that the response time for phase i, T i , is A second important aspect of our cost models is the representation of the possible contention among processors for locations in the shared memory. Contention can occur between two or more processors whenever they wish to write to the same memory location at the same time. This means that shared variables or data structures must be guarded by some kind of lock and access to them synchronized. Whenever a processor wishes to access a memory location that is already locked then that processor is forced to wait.
We de ne a contention point to be a point in the execution of a task where contention with other concurrent tasks can occur. Thus, representing contention in our cost model involves identifying each of the contention points and attributing a cost to the average delay encountered at that point.
For example, a contention point in the Hashed Loops algorithm occurs whenever a build task must acquire a new bu er of R-tuples. If the cost of acquiring this bu er, ignoring contention, is t buf , then the estimated cost, with contention is
where is the expected number of other tasks also at that contention point.
There are two kinds of contention points in our algorithms:
1. We say that a contention point is single-path if all active tasks 2 with that contention point must acquire a single lock at that point. For example the lock associated with the pointer to the head of a queue of bu ers is a single-path contention point.
2. We say that a contention point is multiple-path if all active tasks with that contention point acquire one of a set of locks at that point. For example, the set of locks associated with the entries in the hash table is a multiple-path contention point. When inserting a tuple into the table the lock required, and hence the path taken, by a task is determined by the tuple currently being processed.
We model multiple-path contention with the same technique as described by Lu, Tan and
Shan 11]. We formulate the problem of estimating the degree of interference at a multiple-path contention point as follows: 2 We equate the terms \active tasks" and \processors" in this discussion since, for the analysis, we assume there is always the maximum number of any kind of task active, i.e. one task per processor p. This approximation is pessimistic since it assumes all active processors will interfere at a singlepath contention point. However, most of the single-path contention points occur at interface points to I/O tasks so an I/O-bound computation is likely to have all processors waiting at these points.
We tried other more complicated representations but did not achieve any better approximations to the actual execution times of the algorithms. Contention points are represented in the cost models by symbols.
The cost models used in our analysis are described in a notation similar to that used by Shapiro 19] ; it is summarized in Appendix A. The parameter values used for the models are given in Appendix B. The models assume a uniform distribution of join attribute values across the relations and ignore the possibility of table or bucket over ow. The e ect of this assumption is examined in some of the experiments of Section 6 where non-uniform distributions are used.
Hash-Based Join Algorithms
The basic approach of all hash-based algorithms to joining two relations R and S is to build a hash table on the join attributes of one relation, say R, and then to probe this table with the hash values of the join attributes of tuples from the other relation S. 3 The result tuples are then formed by combining the matching tuples from R and S.
Each algorithm is implemented as a series of phases. Each function performed within a phase is implemented by a set of identical tasks. Performing the functions of a phase in parallel is an instance of functional partitioning and using several identical tasks to perform a single function is an instance of data partitioning. The completion of each phase is a synchronization point in the implementation.
It is usually the case that the amount of memory available is smaller than either of the relations, so the algorithms must perform the join in several passes. In each pass, a portion of R is read into memory and a hash table built for those tuples, then all or a portion of S is processed against that tuple. The key di erences among the three algorithms discussed below have to do with how the portions of R and S are determined.
The CPU costs for a type of task in a given phase are expressed in the cost models as the amount of processing required per block of input data to that type of task times the average number of blocks processed per task. We assume that, if we have p processors, then we always have p instances of each type of processing task so the CPU costs for a phase is just the sum of the task costs.
Disk I/O is performed by a set of read and write tasks. The bu er space for a relation is managed by a pair of queues, for full and empty bu ers respectively. Each bu er holds one disk block. During input, a read task takes one or more bu ers from an empty queue, lls them with tuples, and adds them to a full queue. Full bu ers are removed from the full queue by a processing task and the used bu er is later returned to the empty queue. During output, when an output bu er becomes full it is placed in a full queue. A write task takes one or more bu ers from a full queue, writes the data to disk, and then adds those bu er to a queue of empty bu ers.
Hashed Loops pseudo-code goes here During the build phase of the algorithm, read tasks read, in parallel, a much of R as will t into the available bu er space. At the same time, a set of parallel build tasks create a hash table for this portion of R by taking the data a block at at time, hashing each tuple on its join attribute, and then inserting a pointer to that tuple into the appropriate location in the table.
The hash table is a shared data structure and so access by the build tasks must be synchronized.
The hash tables are structured such that there is a lock on every entry in the In the second, or join, phase, the read tasks read all of S in parallel, into the available bu er space for S. In parallel, a set of join tasks take blocks of S as they become available, hash each tuple in the block on its join attribute, probe the hash table for matches, and then write any result tuples to an output bu er. The join tasks are not required to lock a hash table entry since they only read the table. When a match is found, a join task locks an output bu er pointer to obtain space in the output bu er and then copies the matching tuples to the output bu er. The lock on the bu er pointer is held only long enough to acquire space to place the result. It is not held during the copying of the tuples. When a join task nishes processing all the tuples in a block it places the block on the empty queue for reuse by the read tasks. A parallel set of write tasks take the output bu ers as they become full and write the result tuples back to disk. TcpuS is the cost of comparing the tuples of the S relation with each of the A hash tables constructed and TcpuRS is the cost of moving result tuples to the output bu er. pb is the expected number of probes required with a table search. Contention at the full and empty queues for the S GRACE pseudo-code goes here 
GRACE
The GRACE algorithm 9] has four separate phases. The rst two phases \partition", R and S into disjoint subsets, say R 1 ; R 2 ; :::; R B and S 1 ; S 2 ; :::; S B . The value B is chosen such that each partition from R ts into main memory. The partitioning is done by hashing on the join attribute value, so that only corresponding partitions need to be considered for the join. After the partitioning phase, the Hashed-Loops algorithm is applied to the corresponding partitions. Some implementations of the algorithm proceed by creating many partitions, so that each partition will be small. Then at the next stage, as many partitions of R as will t into memory are brought in for the hashed- This required minimum amount of memory is larger by a factor of p 2 than other reported minimums but, given that we can use double bu ering during the partitioning, we feel this is a justi able expense. We use any extra memory to create a larger number of buckets, each with fewer tuples (on average) and then use bucket tuning to combine these smaller buckets into memory size buckets during the second phase.
The \partition" phases are implemented with parallel sets of read tasks which read the original relations, write tasks which write out the buckets, and partition tasks which take a block of input at a time and assign tuples from that block to a bucket using a hash function. The partition tasks acquire space for a tuple in the appropriate bu er by locking a bucket pointer and incrementing it. The contention at the bu ers for the B buckets is represented by 4 = Y(kRk; B; p) and contention at the R input queues is given by 5 = p. TreadR and TwriteRi are, respectively, the time to read R and the time to write the buckets R 1 ; :::; R B . Random writes are assumed since we cannot predict when a bu er for a particular bucket will become full. We also assume that buckets are written so that they can be read back sequentially in the subsequent phases.
S is partitioned in exactly the same manner as R. The Contention at the input and result bu er queues is given by 10 = p. The times to read the S buckets and write the results are given by TreadSi and TwriteRS respectively.
Hybrid
The Hybrid algorithm 6] is a variation of the GRACE algorithm. During the partitioning phase, instead of using extra memory to increase the number of buckets, it introduces an R 0 bucket and builds a hash table for it. The relation R is therefore partitioned into B+1 buckets, R 0 ; R 1 ; : : : ; R B . Bucket R 0 is kept in memory, and only partitions 1; : : : B are written out to disk. When S is partitioned, any tuples hashing to the corresponding S 0 are immediately joined with tuples in R 0 to create result tuples. The advantage gained is that tuples in the 0 buckets do not have to be written to disk and read in again for subsequent joining. After the partitioning phase is over, a part of the join has already been computed. Depending on the amount of memory available and the size of the 0 bucket, the amount of I/O can be reduced substantially. As in GRACE, buckets 1; : : : ; B are joined using hashed-loops after the partitioning phase is over. A pseudo-code description of the Hybrid algorithm is given in Figure 4 Our parallel version of the Hybrid algorithm is basically our GRACE algorithm augmented with our Hashed Loops for the 0 buckets. During the partitioning of R the build tasks for R 0 run in parallel with the partition tasks for R. Similarly, during the partitioning of S the join tasks for S 0 run in parallel with the partition tasks of S.
The restriction upon the minimum amount of main memory found in the GRACE algorithm also holds for the Hybrid algorithm. TcpuSi, TcpuS0 and TcpuRS0 calculate the CPU costs associated with processing buckets S 1 ; :::; S B , processing bucket S 0 and moving the result tuples from the zero buckets, respectively. Contention at the input bu er queues and at the S 0 bucket bu ers are represented by 14 In validating our cost models we looked for two things. First, that the cost models mirrored the real behaviour of the algorithms as parameters such as the number of CPUs or amount of main memory changed. Second, that the response times predicted by the cost models were reasonably close to the real response time (for uniformly distributed data) in all cases. As a target, we de ned \reasonably close" to be within 25% of the real response times.
We ran experiments to compare both processing times (ignoring I/O), and real response times (including I/O). These experiments also show the e ect of two important parameters, the number of CPUs and the amount of main memory, on the performance of the three algorithms. Ideally, the performance of an algorithm should improve as more resources are provided. When the number of CPUs was varied, the amount of main memory available was held constant at 50% of R, that is, half of the R relation could t into the available memory. When the amount of memory was varied the number of CPUs was held constant at six. The amount of main memory available is always expressed as a percentage of the outer relation R. Skewed versions of these two queries were produced by taking S (R) join attribute values from a Bradford-Zipf distribution. In the case of skewed S, we generated the S relation with the skewed distribution and then randomly selected values to ll in the R relation. In the case of skewed R, the R relation was generated with the skewed distribution and the S relation was generated with a uniform distribution. In all cases the size of the result relation was kept at approximately 10240 tuples. The case of skewed R and skewed S was too hard to control and to normalize with respect to the other data and so is not presented here.
The times were collected using the microsecond clock available on the Sequent machine. For each phase of an algorithm, our programs emitted (created) the appropriate number of processing tasks at the beginning of the phase and then absorbed (killed) them at the end of the phase. Clock readings were obtained before emitting the tasks and then after the nal task was absorbed. The total time for an algorithm is the sum of the times of all the phases.
The experiments were all run when the Sequent system was lightly loaded. The times shown for the processing time experiments (excluding I/O) are the averages of ten runs under a particular set of conditions. There were relatively small standard deviations for these experiments. The times shown for the execution time experiments (including I/O) are the minimums of ten runs under a particular set of conditions. The I/O times were signi cantly a ected by demands from even a lightly loaded system and a reasonable mean could not be always obtained.
Since our I/O system consisted of only four disks, we were forced to arrange les such that each relation (R, S, temporaries, and result) was placed on a separate disk. A partitioned relation produced by either the Grace or the Hybrid algorithm was viewed as a single le. Random writes were used to place each partition in contiguous blocks on disk so that sequential reads could be used to input the partitions in the next phase. We used the raw disk interface to access our les and bypassed the UNIX le system. This approach provided us with more control over the physical layout of the les on the disk and allowed us to obtain relatively accurate disk access time measurements.
We decided to structure our I/O code to optimize sequential reads. After experimenting with a number of di erent con gurations, we chose an arrangement where we have two processes issuing I/O requests to each disk. Two processes per disk means that, while one request is being serviced by the disk, a second request can be processed and queued at the disk. Thus extra rotational delays are not incurred. Sequential reads return 32K bytes (one track) at a time and writes send 8K bytes at a time. This con guration achieves a data rate of approximately 1.9 MBytes/sec for the sequential reads. The unit data size used by the processing tasks is independent of the block sizes handled by the I/O processes. In all the experiments the processing tasks process 8K blocks of data at a time. Decoupling the block size used by processing tasks from the block size used by the I/O tasks gives us exibility when deciding upon the number of processing tasks and the unit data size these tasks will handle. We can see that, in all cases, the cost models mirror the behaviour of the algorithms for uniformly distributed data and produce estimates within 25% of the real response times. The cost models produce slightly pessimistic estimates for all three algorithms in all the conditions tested.
The experiments also show that the amount of processing performed by all three algorithms, as long as over ow is not encountered, is not signi cantly a ected by skew in the data.
Comparing the processing times of the three algorithms as the number of processors is increased, we see that, for this set of parameter values, Hashed Loops has the lowest processing costs while Grace and Hybrid have similar processing costs. The higher processing costs for Grace and Hybrid are incurred mainly in the partition phase of both algorithms and can be attributed to the movement of tuples from the input bu ers to the appropriate bucket bu er. Hashed Loops, on the other hand, does not move tuples once they are placed in the input bu ers. Hashed Loops and Grace achieve virtually linear speed-ups as the number of processors is increased from one to ve and slightly less than linear speed-ups for six to eight processors. Hybrid, on the other hand, does not achieve as signi cant a speed-up as the number of processors is increased. In all the algorithms, the less than perfect speed-up is caused by contention for shared resources (memory and system bus).
The contention is most pronounced in the partition phase of the Hybrid algorithm. For this set of parameters, approximately 50% of relation R goes into the R 0 partition. Before a tuple can be placed in the R 0 bu ers a lock must be acquired to reserve a location in that bu er. A signi cant portion of the contention occurring in the partition phase of the Hybrid algorithm is for this lock. This fact is also demonstrated by the memory graph for Hybrid in Figure 7 (b) which shows processing time increasing as the size of main memory, and the percentage of R going to R 0 , increases. One way to avoid this contention is to use multiple R 0 pointers into the bu er area so that all tasks do not have to compete for a single lock.
The cost model was a valuable tool in the analysis of the above problem. We initially used the model to examine the response times under a variety of conditions and were able to hypothesize the cause of the increasing processing times from these results. We later veri ed, by monitoring the activity on the R 0 bu er pointer as the number of tasks was increased, that it was in fact the cause of the problem. The Hybrid algorithm has the best response time performance for relatively small memory sizes (less than 20% of R in memory). Hashed Loops performs poorly in these cases because it must make a relatively large number of passes over the larger relation S. Hashed Loops has the best response times for memory sizes in the range 20% to 80% of R in main memory, and the two algorithms have similar response times for relatively large amounts of main memory, that is greater 
Conclusions
In this paper we have dealt with the important issue of producing validated cost models for query processing in parallel environments. We described cost models for three well-known hashed-based join algorithms, namely Hashed Loops, GRACE and Hybrid, for a shared-everything environment.
These cost models represent the processing and I/O response times for the algorithms and take into account the important aspects of CPU { I/O overlap and contention for shared memory. We also outlined implementations of the three algorithms in a shared-everything environment. Finally, we presented the results of a set of experiments which validated our cost models with respect to the implementations.
In verifying our cost models we were looking for two properties. First, that the cost models \mirrored" the behaviour of the real algorithms as di erent parameters were varied. Second, that for uniformly distributed data, the response time predicted by the cost models for a particular set of parameter values was reasonably close to the real response time. Both of these properties were true for the range of experiments we conducted so, based on the results of these experiments, we conclude that our cost models are a good representation of the performance of the three algorithms.
We should acknowledge, however, that our range of experiments was limited by the available hardware. We were not able to run experiments where the relations were spread across parallel disks. We believe that the cost models will prove reliable for these cases as well and plan to run experiments with the parallel disks as soon as su cient hardware is available.
Our implementation of the algorithms used a programming model based on light-weight tasks with an unlimited degree of concurrency. We found this approach to be very useful. It simpli ed the programming e ort but still allowed us to produce e cient implementations.
We can also make the following speci c observations about implementing database programs in a shared-memory multiprocessor environment:
Moving tuples in main memory is relatively expensive so it is important that pointers be used as much as possible rather than moving the tuples themselves.
The issue of Locking Granularity is extremely important in a shared-memory environment.
Locks should be organized so that a program must only lock exactly what it needs and it should hold the lock for as short a time as possible. This observation is demonstrated by the di erent amounts of contention that occurred for two heavily used data structures -the hash table and the R 0 bu er pool in the Hybrid algorithm. The hash table had an individual lock for each entry and contention was never a problem. However, the contention for the single lock guarding the R 0 bu er pool had a signi cant e ect on the processing time of the algorithm.
The main problem with system development in our environment is the lack of traditional programming tools such as a parallel debugger.
The results of our experiments indicate that our implementations of all three algorithms, in a CPU-bound situation, are able to take advantage of multiple CPUs and achieve speed-ups in their processing times. Hashed Loops has the smallest processing times for the given join problem. GRACE and Hybrid do not perform as well as Hashed Loops largely because they must move every tuple to the appropriate bucket. Hashed Loops, on the other hand, only moves those tuples that become part of the result of the join.
Hashed Loops and Hybrid are also able to take advantage of increases in the amount of main memory available and reduce the amount of I/O they perform which in turn reduces their response times. The response time of the Grace algorithm is not a ected by increases in the main memory.
The Hybrid algorithm has the best response times for relatively small amounts of main memory (less than 20% of R). Hashed Loops has the best response times when the amount of main memory ranges from 20% to 80% of R. The two algorithms have similar response times when the amount of main memory is 80% of R or greater. So, perhaps surprisingly, the simple Hashed Loops algorithm should be the preferred implementation for a large portion of the joins performed in a database system in a shared-everything environment.
Hashed Loops is also able to take advantage of increases in the amount of main memory available and reduce its processing time for a problem. Hashed Loops is able to convert an increase in main memory into a decrease in the number of times it must process a tuple of S. The bene ts obtained by GRACE and Hybrid are again limited by the fact that both must move every tuple. In practice, when the amount of available memory is 100% of R both the GRACE and Hybrid programs can avoid the need to partition the relations and just execute Hashed Loops.
Another interesting observation is that our implementations are relatively insensitive to skewed data, given that over ow is not forced in either Grace or Hybrid. This fact is due to the structure of the algorithms. In any phase, the parallel tasks all work on a common data structure rather than each working on an independent stream as in implementations for shared-nothing architectures. Thus our implementations are not susceptible to the problems of most of the work being concentrated in one of the streams and hence decreasing the e ective paralellism. Hashed Loops, because it cannot over ow, is virtually insensitive to data skew. We are currently carrying out a sensitivity analysis of the algorithms to data skew and dealing with the problem of over ow in the 
