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Abstract
For certain Sheffer sequences (sn)
∞
n=0 on C, Grabiner (1988) proved that, for each α ∈ [0, 1],
the corresponding Sheffer operator zn 7→ sn(z) extends to a linear self-homeomorphism of
Eαmin(C), the Fre´chet topological space of entire functions of order at most α and minimal
type (when the order is equal to α > 0). In particular, every function f ∈ Eαmin(C) admits
a unique decomposition f(z) =
∑∞
n=0 cnsn(z), and the series converges in the topology of
Eαmin(C). Within the context of a complex nuclear space Φ and its dual space Φ′, in this
work we generalize Grabiner’s result to the case of Sheffer operators corresponding to Sheffer
sequences on Φ′. In particular, for Φ = Φ′ = Cn with n ≥ 2, we obtain the multivariate
extension of Grabiner’s theorem. Furthermore, for an Appell sequence on a general co-nuclear
space Φ′, we find a sufficient condition for the corresponding Sheffer operator to extend to
a linear self-homeomorphism of Eαmin(Φ′) when α > 1. The latter result is new even in the
one-dimensional case.
Keywords: Infinite dimensional holomorphy; nuclear and co-nuclear spaces; se-
quence of polynomials of binomial type; Sheffer operator; Sheffer sequence; spaces of
entire functions.
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1 Introduction
Let (sn)
∞
n=0 be a sequence of monic polynomials on C. (Although all polynomials
sequences in this paper are assumed to be monic, this assumption is not essential for
our purposes but allows us to slightly simplify the notations.) Then (sn)
∞
n=0 is called a
Sheffer sequence if its (exponential) generating function has the form
∞∑
n=0
un
n!
sn(z) =
exp[za(u)]
r(a(u))
, (1.1)
where a(u) =
∑∞
n=0 anu
n and r(u) =
∑∞
n=0 rnu
n are formal power series in u ∈ C
satisfying a0 = 0, a1 = 1 and r0 = 1. In the special case r(u) ≡ 1, (sn)∞n=0 is called a
sequence of polynomials of binomial type, since it satisfies
sn(z1 + z2) =
n∑
k=0
(
n
k
)
sk(z1)sn−k(z2).
In the special case a(u) ≡ u, the Sheffer sequence (sn)∞n=0 is called an Appell sequence.
Modern umbral calculus (e.g. [25, 34]) studies Sheffer sequences and related operators.
Let P(C) denote the space of polynomials on C. A Sheffer sequence (sn)∞n=0 forms a
basis in P(C). Hence, we can define a linear operatorS acting on P(C) bySzn = sn(z).
The operator S is called a Sheffer operator. In the special case where (sn)
∞
n=0 is a
sequence of polynomials of binomial type, the operator S is called an umbral operator.
The umbral, and more general Sheffer operators play a fundamental role in umbral
calculus.
Grabiner [12] determined Banach and Fre´chet spaces of entire functions between
which Sheffer operators (in particular, umbral operators) can be extended as continuous
linear operators, or even linear homeomorphisms.
Let us now briefly recall one of the central results of [12]. Recall that an entire
function f : C → C is of order at most α > 0 and minimal type (when the order is
equal to α) if f satisfies the estimate
sup
z∈C
|f(z)| exp(−t|z|α) <∞ for each t > 0.
We denote by Eαmin(C) the linear space of such functions. This space is endowed with a
natural Fre´chet topology. Note that Eα1min(C) ⊂ Eα2min(C) for α1 < α2. We further denote
E0min(C) :=
⋂
α>0 Eαmin(C), the Fre´chet topological space of entire functions of order 0
(the lower index min in the notation E0min(C) being kept just for consistency with the
case α > 0). Note that P(C) is a dense subset of Eαmin(C) for each α ≥ 0. The following
result is Theorem (3.13) and part of Theorem (6.6) in [12].
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Theorem 1.1 ( [12]). Assume that functions a(u) and r(u) are holomorphic on a
neighborhood of zero. Let a Sheffer sequence (sn)
∞
n=0 be defined by (1.1). Then, for
each α ∈ [0, 1], the Sheffer operator S corresponding to (sn)∞n=0 extends by continuity
to a linear self-homeomorphism of the space Eαmin(C). In particular, each function
f ∈ Eαmin(C) admits a unique representation
f(z) =
∞∑
n=0
cnsn(z), cn ∈ C, (1.2)
where the series on the right-hand side of formula (1.2) converges in the topology of
Eαmin(C).
Many extensions of umbral calculus to the case of polynomials of several, or even
infinitely many variables were discussed e.g. in [2, 8, 9, 31–33, 36], for a longer list of
such papers see the introduction to [9]. However, in the multivariate case, no analog
of Grabiner’s results was proved for Sheffer sequences.
In infinite dimensional (stochastic) analysis, one often meets examples of sequences
of polynomials defined on a co-nuclear space. More precisely, one considers a Gel’fand
triple Φ ⊂ H0 ⊂ Φ′, where Φ is a nuclear space that is topologically (i.e., densely and
continuously) embedded into a Hilbert space H0, and Φ′ is the dual of the space Φ (i.e.,
a co-nuclear space) and the dual pairing between elements of Φ′ and Φ is given by a
continuous extension of the scalar product inH0. Usually, H0 = L2(Rd, dx) with d ∈ N,
while Φ is either S, the Schwartz space of smooth rapidly decreasing functions on Rd,
or D, the space of smooth functions on Rd with compact support. To study stochastic
analysis related to a probability measure on Φ′ (called a generalized stochastic process),
one uses sequences of polynomials on Φ′.
In paper [11], the definition of a Sheffer sequence on Φ′ was given and general
properties of Sheffer sequences were studied. This research was motivated by numerous
available examples of such sequences of polynomials: Hermite polynomials in Gaussian
white noise analysis (e.g. [4, 13, 14]), Charlier polynomials in analysis related to the
Poisson point process (e.g. [15,18,22]), Laguerre polynomials in analysis related to the
gamma random measure (e.g. [21,22]), Meixner polynomials in analysis related to the
Meixner white noise measure (e.g. [28, 29]), falling factorials on Φ′ appearing in the
theory of point processes (e.g. [5, 17, 19]), and a class of sequences of polynomials on
Φ′ with a generating function of a certain exponential type appearing in biorthogonal
analysis related to a rather general probability measures on Φ′ (e.g. [1, 23]).
We assume that Φ′ is a complex co-nuclear space, in which case Φ′ =
⋃
τ∈T H−τ ,
a union of complex Hilbert spaces H−τ . By analogy with [4, Chapter 2, Section 5.4]
or [23, Section 2.2], one can naturally define Eαmin(Φ′), the space of entire functions on
Φ′ of order at most α ≥ 0 and minimal type (when the order is equal to α > 0).
It should be noted that, when the nuclear space Φ is countably-Hilbert (i.e., the set
T is countable), functions from Eαmin(Φ′) are entire on the space Φ′ equipped with the
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inductive limit topology of the H−τ spaces, see Corollary 2.12 below. If, however, T is
not a countable set, functions from Eαmin(Φ′) are entire on each Hilbert space H−τ but it
is not known whether they are continuous (hence entire) with respect to the inductive
limit topology on Φ′.
One of the central results of Gaussian white noise analysis is an internal description
of the Hida Test Space [4, Chapter 2, Section 5.4], see also [27, Section 3] and [26,
30]. By analogy with Theorem 1.1, this result can now be stated as follows: The
Sheffer operator corresponding to the sequence of Hermite polynomials on Φ′ extends by
continuity to a linear self-homeomorphism of the space E2min(Φ′). (Note that Grabiner’s
paper [12] does not deal with spaces Eαmin(C) where α > 1.)
Furthermore, in paper [23] (see also [20]), for a class of Sheffer polynomials on Φ′
(which includes the Hermite and Charlier polynomials), a similar result was proved for
a smaller space of test functions (which is nowadays referred to as the Kondratiev Test
Space, cf. [16]). Again by analogy with Theorem 1.1, this result can now be stated as
follows: For each Sheffer sequence considered in [23], the corresponding Sheffer operator
extends by continuity to a linear self-homeomorphism of the space E1min(Φ′).
The main result of the present paper (Theorem 3.3) is a direct extension of Theo-
rem 1.1: If the infinite dimensional analogs of the functions a(u) and r(u) satisfy an
assumption generalizing that of Theorem 1.1, then for each α ∈ [0, 1], the correspond-
ing Sheffer operator extends by continuity to a linear self-homeomorphism of the space
Eαmin(Φ′). In the special case Φ = H0 = Φ′ = C, we recover Theorem 1.1. Further-
more, by choosing Φ = H0 = Φ′ = Cn with n ≥ 2, we obtain the (finite-dimensional)
multivariate extension of Theorem 1.1.
Using the ideas from the proof of Theorem 3.3, we also obtain the following result
(Theorem 3.10) regarding Appell sequences on Φ′: Let α > 1 and assume that the
infinite dimensional analog of the function r(u) satisfies a certain assumption, which
depends on α. Then the corresponding Sheffer operator extends by continuity to a linear
self-homeomorphism of Eαmin(Φ′). This result contains the internal description of the
Hida Test Space as a special case. It should be noted that this result is new even in
the one-dimensional case Φ′ = C.
The paper is organized as follows. In Section 2, we collect the required preliminaries
of complex analysis on nuclear and co-nuclear spaces. The proofs of several new propo-
sitions appearing in this section are given in Appendix. In Subsection 2.1, we recall the
definitions of nuclear and co-nuclear spaces and the construction of a Gel’fand triple. In
Subsection 2.2, we define and discuss holomorphic functions on nuclear and co-nuclear
spaces. Here our standard reference for complex analysis on locally convex topological
spaces is Dineen’s book [10]. In Subsection 2.3, we discuss the spaces Eαmin(Φ′). For
each α > 0, we obtain a new useful representation of Eαmin(Φ′) as the projective limit
of certain Banach spaces. This result develops further the theory from [4, Chapter 2,
Section 5.4] and [23, Section 2.2].
In Section 3, we discuss the umbral and Sheffer operators. First, in Subsection 3.1,
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we recall the required definitions and results from [11], regarding Sheffer sequences on
Φ′. Next, in Subsection 3.2, we formulate and prove the main results of the paper.
Finally, in Section 4, we discuss some examples of Sheffer sequences on Φ′. We
show, in particular, that every Sheffer sequence on C satisfying the assumptions of
Theorem 1.1 can be lifted to a Sheffer sequence on Φ′ = S ′ or D′ that satisfies the
assumption of our main result, Theorem 3.3.
2 Complex analysis on nuclear and co-nuclear spaces
2.1 Preliminaries on complex nuclear and co-nuclear spaces
Let us first recall the definition of a nuclear space, for details see e.g. [6, Chapter 14,
Section 2.2]. Consider a family of real separable Hilbert spaces (Hτ,R)τ∈T , where T is
an arbitrary index set. Assume that, for any τ1, τ2 ∈ T , there exists a τ3 ∈ T such that
Hτ3,R ⊂ Hτ1,R and Hτ3,R ⊂ Hτ2,R and both embeddings are continuous. Further assume
that, for each τ1 ∈ T , there exists a τ2 ∈ T such that Hτ2,R ⊂ Hτ1,R, and the embedding
operator is of Hilbert–Schmidt class. Consider the set ΦR :=
⋂
τ∈T Hτ,R and assume
that ΦR is dense in each Hilbert space Hτ,R. We introduce in ΦR the projective limit
topology of the Hτ,R spaces. Then the linear topological space ΦR is called nuclear.
Let us assume that, for some τ0 ∈ T , each Hilbert space Hτ,R with τ ∈ T is
continuously embedded into H0,R := Hτ0,R. We will call H0,R the center space. Let Φ′R
denote the dual space of ΦR with respect to the center space H0,R, i.e., the dual pairing
between Φ′R and ΦR is obtained by continuously extending the inner product on H0,R,
see e.g. [6, Chapter 14, Section 2.3] for details. The space Φ′R is often called co-nuclear.
We will use the notation (ω, ξ)H0,R for the dual pairing between ω ∈ Φ′R and ξ ∈ ΦR.
By the Schwartz theorem (e.g. [6, Chapter 14, Theorem 2.1]), Φ′R =
⋃
τ∈T H−τ,R,
where H−τ,R denotes the dual space of Hτ,R with respect to the center space H0,R. We
endow Φ′R with the topology of the inductive limit of the H−τ,R spaces. (Note that this
is the locally convex inductive limit, i.e., the inductive limit is taken in the category of
locally convex spaces and continuous linear maps.) Thus, we obtain the real Gel’fand
triple
ΦR = proj lim
τ∈T
Hτ,R ⊂ H0,R ⊂ ind lim
τ∈T
H−τ,R = Φ′R.
The above construction can now be extended to the complex case. For each τ ∈ T ,
we define the Hilbert space Hτ as the complexification of Hτ,R. (We assume that the
inner product on Hτ is linear in the first variable and antilinear in the second variable.)
As a result, we obtain a complex nuclear space Φ that is the complexification of ΦR.
Similarly, we define complex Hilbert spaces H−τ and their inductive limit Φ′. Each
ω ∈ Φ′ determines a linear continuous functional on Φ by the formula 〈ω, ξ〉 := (ω, ξ)H0 ,
where ξ denotes the complex conjugate of ξ. Hence, Φ′ is the dual of the complex
nuclear space Φ (i.e., a complex co-nuclear space). Thus, we get the complex Gel’fand
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triple
Φ = proj lim
τ∈T
Hτ ⊂ H0 ⊂ ind lim
τ∈T
H−τ = Φ′. (2.1)
Remark 2.1. As the dual of the locally convex topological vector space Φ, the space
Φ′ can be endowed with several standard topologies, in particular, the weak topol-
ogy σ(Φ′,Φ) (e.g. [35, Chapter II, Subsection 5.2]), the Mackey topology τ(Φ′,Φ)
(e.g. [35, Chapter IV, Subsection 2.2]), and the strong topology β(Φ′,Φ) (e.g. [35, Chap-
ter IV, Section 5]). In fact, the inductive limit topology on Φ′, that we use in this paper,
coincides with the Mackey topology τ(Φ′,Φ), see e.g. [35, Chapter IV, Subsection 4.4].
If the set T is countable (i.e., Φ is a countably-Hilbert nuclear space), then the in-
ductive limit/Mackey topology also coincides with the strong topology β(Φ′,Φ), see
e.g. [3, Theorem 4.16]. Furthermore, in the latter case, Φ′ is a nuclear space itself, see
e.g. [35, Chapter IV, Subsection 9.6].
Below, we will denote by ⊗ the tensor product and by  the symmetric tensor prod-
uct. Let n ∈ N. Starting with Gel’fand triple (2.1), one constructs its nth symmetric
tensor power as follows:
Φn := proj lim
τ∈T
Hnτ ⊂ Hn0 ⊂ ind lim
τ∈T
Hn−τ =: Φ′n,
see e.g. [4, Section 2.1] for details. In particular, Φn is a complex nuclear space and
Φ′n is its dual. We will also define Φ0 = H00 = Φ′0 := C. The norm in each Hilbert
space Hnτ (n ∈ N) will be denoted by ‖ · ‖τ . Similarly, we will use the notation ‖ · ‖−τ
for the norms in Hn−τ .
2.2 Holomorphic mappings on complex nuclear and co-nuclear
spaces
Let us first recall some definitions and statements related to holomorphic mappings
between locally convex spaces [10]. Let E and F be complex locally convex topological
vector spaces. Let U be an open subset of E. A mapping f : U → F is called Gaˆteaux
holomorphic if, for any ξ ∈ U , η ∈ E and Ψ ∈ F ′, the C-valued function
z 7→ 〈Ψ, f(ξ + zη)〉 ∈ C
is holomorphic on some neighborhood of zero in C. If additionally the mapping
f : U → F is continuous, then f is called holomorphic.
We note that, if F = C, the above definition of a Gaˆteaux holomorphic function
f : U → C means that, for any ξ ∈ U and η ∈ E, the function z 7→ f(ξ + zη) ∈ C is
holomorphic on some neighborhood of zero in C.
A function f : E → C that is holomorphic on a whole locally convex space E is
called entire.
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Below we will use the spaces Φ and Φ′ from the Gel’fand triple (2.1). The space
Φ′, equipped with the inductive limit topology, is a locally convex space. By using
the results of [10, Section 3.1], it is not difficult to show that each entire function
f : Φ′ → C has the property that, for each τ ∈ T , the restriction f H−τ is an entire
function on H−τ . However, the converse statement is, generally speaking, not true. We
will say that a function f : Φ′ → C is restricted-entire on Φ′ if its restriction is entire
on H−τ for each τ ∈ T . (See Corollary 2.12 below which shows that, in the case of
a countably-Hilbert nuclear space Φ, the functions from the spaces appearing in this
paper are actually entire on Φ′.)
For the proofs of the following two propositions, see Appendix.
Proposition 2.2. Let f : Φ′ → C be a restricted-entire function on Φ′. Then there
exist kernels ϕ(n) ∈ Φn such that, for all ω ∈ Φ′,
f(ω) =
∞∑
n=0
〈ω⊗n, ϕ(n)〉. (2.2)
Here ω⊗0 := 1.
Let E,F be complex locally convex topological vector spaces. We denote by L(E,F )
the space of continuous linear operators acting from E into F . We will also denote
L(E) := L(E,E).
Proposition 2.3. Let G be a separable complex Hilbert space. Let U be an open neigh-
borhood of zero in Φ, and let F : U → G be holomorphic. Then there exist U ′, an open
neighborhood of zero in Φ that is a subset of U , τ ∈ T , and operators An ∈ L(Hnτ ,G)
(n ∈ N) such that, for all ξ ∈ U ′, F (ξ) = F (0) + ∑∞n=1Anξ⊗n, where the series
converges in G. Furthermore, for some C1 ≥ 0, we have ‖An‖L(Hnτ ,G) ≤ Cn1 for all
n ∈ N.
The following two corollaries are now immediate.
Corollary 2.4. Let U be an open neighborhood of zero in Φ, and let f : U → C
be holomorphic. Then there exist U ′, an open neighborhood of zero in Φ that is a
subset of U , τ ∈ T , and ρ(n) ∈ Hn−τ (n ∈ N) such that, for all ξ ∈ U ′, f(ξ) =
f(0) +
∑∞
n=1〈ρ(n), ξ⊗n〉. Furthermore, for some C2 ≥ 0, we have ‖ρ(n)‖−τ ≤ Cn2 for all
n ∈ N.
Corollary 2.5. Let U be an open neighborhood of zero in Φ and let F : U → Φ
be holomorphic. Then there exist operators An ∈ L(Φn,Φ) (n ∈ N) for which the
following statements hold:
(a) For each τ ∈ T , there exists Uτ , an open neighborhood of zero in Φ, that is a
subset of U , such that, for all ξ ∈ Uτ , F (ξ) = F (0) +
∑∞
n=1Anξ
⊗n, where the series
converges in the Hτ space.
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(b) For each τ ∈ T , there exist τ ′ ∈ T and C3 ≥ 0 such that, for each n ∈ N, An
extends to a bounded linear operator Aτn ∈ L(Hnτ ′ ,Hτ ) with ‖Aτn‖L(Hn
τ ′ ,Hτ )
≤ Cn3 .
Remark 2.6. Below we will drop the upper index τ in the notation Aτn, hence we will use
the same symbol An for all extensions of the operator An ∈ L(Φn,Φ) to an operator
from L(Hnτ ′ ,Hτ ).
Let us now fix arbitrary operators An ∈ L(Φn,Φ) (n ∈ N) and consider the formal
power series F : Φ→ Φ given by
F (ξ) = F (0) +
∞∑
n=1
Anξ
⊗n, (2.3)
where F (0) is a fixed element of Φ. Note that, for a fixed ξ ∈ Φ, we get F (zξ) =
F (0) +
∑∞
n=1 z
nAnξ
⊗n, which is a formal series in powers of z ∈ C with coefficients
from Φ. See [11] for further details on such formal power series.
Assume that the operators An satisfy the following condition:
(QH) For each τ ∈ T , there exist τ ′ ∈ T and C4 ≥ 0 such that An ∈ L(Hnτ ′ ,Hτ ) and
‖An‖L(Hn
τ ′ ,Hτ )
≤ Cn4 for all n ∈ N, .
Definition 2.7. We will say that a formal power series F : Φ → Φ given by (2.3) is
quasi-holomorphic on a neighborhood of zero if the operators An ∈ L(Φn,Φ) satisfy
condition (QH).
By Corollary 2.5, if U is an open neighborhood of zero in Φ and a function
F : U → Φ is holomorphic, then it is also quasi-holomorphic. Note, however, that, for
a sequence of operators An satisfying the condition (QH), it may happen that the F (ξ)
given by the convergent series (2.3) belongs to Φ only for ξ = 0.
2.3 Spaces Eαmin(Φ′)
Let α > 0. For τ ∈ T and l ∈ N0 := {0, 1, 2, . . . }, we denote by Eαl (H−τ ) the vector
space of all entire functions f : H−τ → C that satisfy
nτ,l,α(f) := sup
ω∈H−τ
|f(ω)| exp(−2−l‖ω‖α−τ ) <∞. (2.4)
The function nτ,l,α(·) determines a norm on Eαl (H−τ ).
We now define Eαmin(Φ′) as the set of all functions f : Φ′ → C such that the res-
triction of f to each Hilbert space H−τ (τ ∈ T ) belongs to Eαl (H−τ ) for all l ∈ N0.
We call Eαmin(Φ′) the space of (restricted-)entire functions on Φ′ of order at most α and
minimal type (when the order is equal to α). We endow Eαmin(Φ′) with the topology of
the projective limit:
Eαmin(Φ′) := proj lim
τ∈T, l∈N0
Eαl (H−τ ),
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compare with [4, 20, 23]. For any 0 < α < α′, we obviously have Eαmin(Φ′) ⊂ Eα′min(Φ′),
and the embedding is continuous. So, we also define
E0min(Φ′) := proj lim
α>0
Eαmin(Φ′). (2.5)
We will now present an alternative description of Eαmin(Φ′). Recall that, by Propo-
sition 2.2, each function f ∈ Eαmin(Φ′) with α ≥ 0 has a representation (2.2) with
ϕ(n) ∈ Φn. Let τ ∈ T , l ∈ N0, and α > 0. Let Eαl (H−τ ) denote the vector space of all
entire functions f : H−τ → C of the form (2.2) with ϕ(n) ∈ Hnτ that satisfy
‖f‖τ,l,α :=
∞∑
n=0
(n!)1/α 2ln‖ϕ(n)‖τ <∞. (2.6)
The function ‖ ·‖τ,l,α determines a norm on Eαl (H−τ ), which makes the latter a Banach
space.
For the proof of the following theorem, see Appendix.
Theorem 2.8. For each α > 0, the following equality of topological spaces holds:
Eαmin(Φ′) = proj lim
τ∈T, l∈N0
Eαl (H−τ ).
Remark 2.9. The reader is advised to compare Theorem 2.8 with [23, Theorem 2.5],
which deals with the case α ∈ [1, 2] and a different collection of norms as compared
with ‖ · ‖τ,l,α.
The following corollary is immediate.
Corollary 2.10. Let α ∈ [0,∞) and let f ∈ Eαmin(Φ′). Represent f in the form (2.2)
(see Proposition 2.2). Then the series
∑∞
n=0〈ω⊗n, ϕ(n)〉 converges in the topology of
Eαmin(Φ′).
Remark 2.11. By analogy with the proof of Theorem 2.8, it is not difficult to show
that, for each α ∈ [0,∞), Eαmin(Φ′) is a nuclear space.
Corollary 2.12. Assume T = N0 and for each τ ∈ N0, the Hilbert space Hτ+1 is
continuously embedded into Hτ (equivalently, Φ is a countably-Hilbert nuclear space).
Let α ≥ 0. Then, each function f ∈ Eαmin(Φ′) is entire on the space Φ′ equipped with
the inductive limit topology.
The proof of Corollary 2.12 is a modification of the proof of [24, Theorem 3.2]. We
leave the details to the interested reader.
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3 Umbral and Sheffer operators
Let us first briefly recall some definitions and results from [11].
Remark 3.1. It should be noted that paper [11] deals with the real Gel’fand triple
D ⊂ L2(Rd, dx) ⊂ D′, where D is the nuclear space of all smooth compactly supported
functions on Rd. In fact, all the results of [11] can be immediately extended to the
complexification of this real Gel’fand triple. Furthermore, it is easy to see that the
results of [11] that we will use in the present paper are true for an arbitrary complex
Gel’fand triple (2.1).
3.1 Sheffer sequences on Φ′
A function p : Φ′ → C is called a polynomial on Φ′ if p(ω) = ∑nk=0〈ω⊗k, ϕ(k)〉, where
ϕ(k) ∈ Φk, k = 0, 1, . . . , n, n ∈ N0. If ϕ(n) 6= 0, one says that p is a polynomial of
degree n. We denote by P(Φ′) the linear space of all polynomials on Φ′.
Assume that, for each n ∈ N0, a mapping P (n) : Φ′ → Φ′n is of the form P (n)(ω) =∑n
k=0 Un,k ω
⊗k with Un,k ∈ L(Φ′k,Φ′n). Furthermore, assume that, for each n ∈ N0,
Un,n = 1, the identity operator on Φ
′n. Then we call (P (n))∞n=0 a sequence of monic
polynomials on Φ′.
Note that
〈P (n)(ω), ϕ(n)〉 = 〈ω⊗n, ϕ(n)〉+
n−1∑
k=0
〈ω⊗k, Vk,nϕ(n)〉, ϕ(n) ∈ Φn.
Here Vk,n := U
∗
n,k ∈ L(Φn,Φk), i.e., Vk,n is the adjoint operator of Un,k. In particular,
〈P (n)(·), ϕ(n)〉 ∈ P(Φ′). Note also that each P (n)(ω) ∈ Φ′n is completely determined
by the values
(〈P (n)(ω), ξ⊗n〉)
ξ∈Φ.
Let (P (n))∞n=0 be sequence of monic polynomials on Φ
′. Then each polynomial
p : Φ′ → C of degree n has a unique representation p(ω) = ∑nk=0〈P (k)(ω), ϕ(k)〉 with
ϕ(k) ∈ Φk. Define a linear mapping S : P(Φ′)→ P(Φ′) by
S〈ω⊗n, ϕ(n)〉 := 〈P (n)(ω), ϕ(n)〉, ϕ(n) ∈ Φn, n ∈ N0. (3.1)
Then S is a bijective mapping.
Let (P (n))∞n=0 be a sequence of monic polynomials on Φ
′. We say that (P (n))∞n=0 is
of binomial type if, for any n ∈ N and any ω, ζ ∈ Φ′,
P (n)(ω + ζ) =
n∑
k=0
(
n
k
)
P (k)(ω) P (n−k)(ζ).
Here P (k)(ω) P (n−k)(ζ) ∈ Φ′n is the symmetrization of P (k)(ω)⊗ P (n−k)(ζ) ∈ Φ′⊗n.
By [11, Theorem 4.1], a sequence of monic polynomials, (P (n))∞n=0 , is of binomial type
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if and only if it has the generating function
∞∑
n=0
1
n!
〈P (n)(ω), ξ⊗n〉 = exp [〈ω,A(ξ)〉], ω ∈ Φ′, (3.2)
where
A(ξ) =
∞∑
k=1
Akξ
⊗k, (3.3)
with Ak ∈ L(Φk,Φ), k ∈ N, and A1 = 1, the identity operator on Φ.
Remark 3.2. For A(ξ) as in formula (3.3), there exists a formal power series B(ξ) =∑∞
k=1Bkξ
⊗k with Bk ∈ L(Φk,Φ), k ∈ N, and B1 = 1, that is the compositional
inverse of A(ξ), i.e., A(B(ξ)) = B(A(ξ)) = ξ. Hence, formula (3.2) implies
∞∑
n=0
1
n!
〈P (n)(ω), (B(ξ))⊗n〉 = exp [〈ω, ξ〉], ω ∈ Φ′. (3.4)
Let (S(n))∞n=0 be a sequence of monic polynomials on Φ
′. We call (S(n))∞n=0 a Sheffer
sequence if it has the generating function
∞∑
n=0
1
n!
〈S(n)(ω), ξ⊗n〉 = exp[〈ω,A(ξ)〉]
ρ(A(ξ))
, (3.5)
where A(ξ) is as in formula (3.3) and
ρ(ξ) =
∞∑
n=0
〈ρ(n), ξ⊗n〉, (3.6)
with ρ(n) ∈ Φ′n, n ∈ N, and ρ(0) = 1. The sequence of polynomials of binomial type,
(P (n))∞n=0, with generating function (3.2) is called the basic sequence for the Sheffer
sequence (S(n))∞n=0.
A Sheffer sequence (S(n))∞n=0 with generating function (3.5) in which A(ξ) = ξ is
called an Appell sequence on Φ′. Thus, in this case, the sequence (S(n))∞n=0 has the
generating function
∞∑
n=0
1
n!
〈S(n)(ω), ξ⊗n〉 = exp[〈ω, ξ〉]
ρ(ξ)
, (3.7)
where ρ(ξ) is given by (3.6). Equivalently, an Appell sequence is a Sheffer sequence for
which the basic sequence is (ω⊗n)∞n=0.
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3.2 Sheffer homeomorphisms
Let (S(n))∞n=0 be a Sheffer sequence on Φ
′. Consider the bijective linear mapping
S : P(Φ′) → P(Φ′) given by the formula (3.1) in which P (n) is replaced by S(n).
Then S is called the Sheffer operator corresponding to the Sheffer sequence (S(n))∞n=0.
In the special case where (S(n))∞n=0 is of binomial type, we will denote the corresponding
Sheffer operator by U and call it an umbral operator.
The following theorem is the main result of the paper.
Theorem 3.3. Let (S(n))∞n=0 be a Sheffer sequence with generating function (3.5).
Assume that ρ is holomorphic on a neighborhood of zero in Φ. Let B(ξ) denote the
compositional inverse of A(ξ), and assume that the formal power series A(ξ) and B(ξ)
are quasi-holomorphic on a neighborhood of zero in Φ (see Definition 2.7). Let α ∈
[0, 1]. Then the corresponding Sheffer operator S extends by continuity to a linear
self-homeomorphism of Eαmin(Φ′).
Remark 3.4. Let O be an open neighborhood of zero in Cn and let f : O → Cn (n ∈ N)
be a holomorphic function such that f(0) = 0 and the differential (the Jacobian matrix)
of f at 0 is the identity operator on Cn. Then, as we know from complex multivariate
analysis, the function f is invertible on a neighborhood of zero and its inverse function,
f−1, is holomorphic. Hence, it would be natural to expect that if A(ξ) =
∑∞
k=1Akξ
⊗k
with A1 = 1 is quasi-holomorphic on a neighborhood of zero in Φ, then so is its
compositional inverse B(ξ). It is an open problem whether this is indeed the case.
Remark 3.5. In view of Theorem 2.8 and the definition of the projective limit topol-
ogy, a linear operator A : Eαmin(Φ′) → Eαmin(Φ′) is continuous if and only if for any
τ ∈ T and l ∈ N0 there exist τ ′ ∈ T and l′ ∈ N0 such that A extends to A ∈
L(Eαl′(H−τ ′),Eαl (H−τ )).
Before proving Theorem 3.3, let us first formulate an immediate corollary.
Corollary 3.6. Let (S(n))∞n=0 be a Sheffer sequence as in Theorem 3.3.
(i) Let α ∈ [0, 1]. Each function f ∈ Eαmin(Φ′) admits a unique representation as
f(ω) =
∞∑
n=0
〈S(n)(ω), ϕ(n)〉, (3.8)
where ϕ(n) ∈ Φn, n ∈ N0, and the series on the right-hand side of (3.8) converges in
Eαmin(Φ′).
(ii) Let α ∈ (0, 1] and let f ∈ Eαmin(Φ′) be of the form (3.8). For each τ ∈ T and
l ∈ N0, define
|||f |||τ,l,α :=
∞∑
n=0
(n!)1/α 2ln‖ϕ(n)‖τ <∞. (3.9)
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Then ||| · |||τ,l,α determines a norm on Eαmin(Φ′), and we denote by Eαl,τ the Banach space
obtained as the completion of Eαmin(Φ′) in this norm. Then
Eαmin(Φ′) = proj lim
τ∈T, l∈N0
Eαl,τ .
Remark 3.7. Note that we do not state that, for given α ∈ (0, 1], τ ∈ T , and l ∈ N0,
Eαl,τ consists of entire functions on H−τ . Nevertheless, for a given τ ∈ T , one can find
τ ′ ∈ T and l′ ∈ N0 such that Eαl′,τ ′ consists of entire functions on H−τ .
Proof of Theorem 3.3. In view of definition (2.5), it is sufficient to prove the result for
α ∈ (0, 1]. We divide the proof of this case into several steps.
Step 1. We will first prove the result for the umbral operator U corresponding to a
sequence of polynomials of binomial type, (P (n))∞n=0. By (3.2) and (3.3), we have
∞∑
n=0
1
n!
〈P (n)(ω), ξ⊗n〉 =
∞∑
m=0
1
m!
( ∞∑
k=1
〈A∗kω, ξ⊗k〉
)m
= 1 +
∞∑
n=1
n∑
m=1
1
m!
∑
k1,...,km∈N
k1+···+km=n
〈(A∗k1ω) · · ·  (A∗kmω), ξ⊗n〉.
(3.10)
Hence, for n ∈ N,
P (n)(ω) = n!
n∑
m=1
1
m!
∑
k1,...,km∈N
k1+···+km=n
(A∗k1ω) · · ·  (A∗kmω). (3.11)
Let p(ω) =
∑N
n=0〈ω⊗n, ϕ(n)〉 ∈ P(Φ′). Then by (3.11) and the definition of U,
Up(ω) =
N∑
n=0
〈P (n)(ω), ϕ(n)〉
= ϕ(0) +
N∑
n=1
n!
n∑
m=1
1
m!
∑
k1,...,km∈N
k1+···+km=n
〈ω⊗m, (Ak1 ⊗ · · · ⊗ Akm)ϕ(n)〉
= ϕ(0) +
N∑
m=1
〈
ω⊗m,
1
m!
N∑
n=m
n!
∑
k1,...,km∈N
k1+···+km=n
(Ak1 ⊗ · · · ⊗ Akm)ϕ(n)
〉
= ϕ(0) +
N∑
m=1
〈
ω⊗m,
1
m!
∞∑
k1=1
· · ·
∞∑
km=1
(k1 + · · ·+ km)! (Ak1 ⊗ · · · ⊗ Akm)ϕ(k1+···+km)
〉
,
(3.12)
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where we set ϕ(n) = 0 for n ≥ N + 1. Fix τ ∈ T and l ∈ N0. Then, by (2.6) and (3.12),
‖Up‖τ,l,α ≤ |ϕ(0)|+
N∑
m=1
2lm(m!)
1
α
−1
×
∞∑
k1=1
· · ·
∞∑
km=1
(k1 + · · ·+ km)! ‖(Ak1 ⊗ · · · ⊗ Akm)ϕ(k1+···+km)‖τ . (3.13)
By (QH), there exist τ ′ ∈ T and a constant C5 ≥ 0 such that, for all k ∈ N,
‖Ak‖L(Hk
τ ′ ,Hτ )
≤ Ck5 . Hence, by (3.13),
‖Up‖τ,l,α ≤ |ϕ(0)|+
N∑
m=1
2lm(m!)
1
α
−1
∞∑
k1=1
· · ·
∞∑
km=1
(k1 + · · ·+km)!Ck1+···+km5 ‖ϕ(k1+···+km)‖τ ′ .
(3.14)
We evidently have, for each l′ ∈ N0,
‖ϕ(k)‖τ ′ ≤ 2−l′k(k!)−1/α‖p‖τ ′,l′,α , k ∈ N0. (3.15)
By (3.14) and (3.15),
‖Up‖τ,l,α ≤ |ϕ(0)|+
N∑
m=1
2lm(m!)
1
α
−1
∞∑
k1=1
· · ·
∞∑
km=1
(
(k1 + · · ·+ km)!
)1− 1
α
×
(
C5
2l′
)k1+···+km
‖p‖τ ′,l′,α. (3.16)
Since k1 + · · ·+ km ≥ m and 1− 1α ≤ 0, formula (3.16) implies
‖Up‖τ,l,α ≤ |ϕ(0)|+
N∑
m=1
2lm
( ∞∑
k=1
(
C5
2l′
)k)m
‖p‖τ ′,l′,α
= |ϕ(0)|+
N∑
m=1
2lm
(
C5
2l′ − C5
)m
‖p‖τ ′,l′,α
≤ ‖p‖τ ′,l′,α
∞∑
m=0
(
2lC5
2l′ − C5
)m
= ‖p‖τ ′,l′,α
(
1− 2
lC5
2l′ − C5
)−1
(3.17)
for l′ ∈ N0 satisfying 2l′ > C5(1 + 2l). Hence, by Theorem 2.8, U extends by continuity
to U ∈ L(Eαmin(Φ′)).
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Step 2. By using formula (3.4) and analogously to (3.10), (3.11), we see that
ω⊗n = n!
n∑
m=1
1
m!
∑
k1,...,km∈N
k1+···+km=n
(B∗k1  · · · B∗km)P (m)(ω).
Hence, analogously to (3.12), we find, for p(ω) =
∑N
n=0〈ω⊗n, ϕ(n)〉 ∈ P(Φ′),
p(ω) = ϕ(0)
+
N∑
m=1
〈
P (m)(ω),
1
m!
∞∑
k1=1
· · ·
∞∑
km=1
(k1 + · · ·+ km)! (Bk1 ⊗ · · · ⊗Bkm)ϕ(k1+···+km)
〉
.
This implies
U−1p(ω) = ϕ(0)
+
N∑
m=1
〈
ω⊗m,
1
m!
∞∑
k1=1
· · ·
∞∑
km=1
(k1 + · · ·+ km)! (Bk1 ⊗ · · · ⊗Bkm)ϕ(k1+···+km)
〉
.
Analogously to (3.13)–(3.17), we now conclude that U−1 can be extended by continuity
to an operator U′ ∈ L(Eαmin(Φ′)). Since U′ = U−1 on P(Φ′), we get UU′p = U′Up = p
for each p ∈ P(Φ′). By continuity, this implies UU′f = U′Uf = f for all f ∈ Eαmin(Φ′).
Therefore, U ∈ L(Eαmin(Φ′)) is a bijective mapping and U−1 = U′ ∈ L(Eαmin(Φ′)). Thus,
the statement of the theorem (hence also the statement of Corollary 3.6) are proved in
the case of a sequence of polynomials of binomial type.
Step 3. Let now (S(n))∞n=0 be a Sheffer sequence and let (P
(n))∞n=0 be its basic se-
quence. We will use the lemma below, which follows from [11], Theorem 6.2, the state-
ment (SS4) with ω = 0, and Corollary 6.6.
Lemma 3.8. Let sequences of polynomials (P (n))∞n=0 and (S
(n))∞n=0 have generating
functions (3.2) and (3.5), respectively. Then, for each n ∈ N,
S(n)(ω) =
n∑
k=0
n!
(n− k)! θ
(k)  P (n−k)(ω), (3.18)
P (n)(ω) =
n∑
k=0
n!
(n− k)! κ
(k)  S(n−k)(ω), (3.19)
where θ(k),κ(k) ∈ Φ′k, k ∈ N0, are given through the formulas
1
ρ(A(ξ))
=
∞∑
k=0
〈θ(k), ξ⊗k〉, (3.20)
ρ(A(ξ)) =
∞∑
k=0
〈κ(k), ξ⊗k〉. (3.21)
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By Corollary 2.4, there exist τ ∈ T and C6 ≥ 0 such that the function ρ extends
by continuity to a holomorphic function ρ : Uτ → C, where
Uτ := {ξ ∈ Hτ | ‖ξ‖τ < C−16 }
is an open neighborhood of zero in Hτ . Furthermore, by the definition of a quasi-
holomorphic formal power series, there exists an open neighborhood of zero in Φ,
denoted by V , such that the formal power series A(ξ) determines a holomorphic func-
tion A : V → Hτ . Without loss of generality, we may assume that A(V ) ⊂ Uτ . Hence,
the function ρ(A(·)) : V → C is holomorphic. Since A(0) = 0 and ρ(0) = 1, this also
implies that 1/ρ(A(·)) is holomorphic on a neighborhood of zero.
We define a bijective linear mapping S˜ : P(Φ′)→ P(Φ′) by
S˜〈P (n)(ω), ϕ(n)〉 = 〈S(n)(ω), ϕ(n)〉 ϕ(n) ∈ Φn, n ∈ N0.
For ϕ(n) ∈ Φn and Ψ(k) ∈ Φ′k with k < n, we denote by 〈Ψ(k), ϕ(n)〉 the element
of Φ(n−k) that satisfies〈
Γ(n−k), 〈Ψ(k), ϕ(n)〉〉 = 〈Γ(n−k) Ψ(k), ϕ(n)〉 for all Γ(n−k) ∈ Φ′(n−k).
Let p(ω) =
∑N
n=0〈P (n)(ω), ϕ(n)〉 ∈ P(Φ′). By (3.18), we get
S˜p(ω) = ϕ(0) +
N∑
n=1
n∑
k=0
n!
k!
〈
P (k)(ω), 〈θ(n−k), ϕ(n)〉〉
=
N∑
n=0
n! 〈θ(n), ϕ(n)〉+
N∑
k=1
〈
P (k)(ω),
N∑
n=k
n!
k!
〈θ(n−k), ϕ(n)〉
〉
. (3.22)
Let ||| · |||τ,l,α (τ ∈ T , l ∈ N0) denote the norms on Eαmin(Φ′) as defined in Corol-
lary 3.6, (ii), but associated with the sequence of polynomials (P (n))∞n=0. Let τ ∈ T be
fixed. In view of (3.20) and Corollary 2.4, without loss of generality we may assume
that, for some C7 ≥ 1, we have ‖θ(n)‖−τ ≤ Cn7 for all n ∈ N. By (3.9),
‖ϕ(n)‖τ ≤ (n!)−1/α2−ln|||p|||τ,l,α, n = 0, 1, . . . , N, l ∈ N0.
Hence, by (3.22), we get for l, l′ ∈ N0,
|||S˜p|||τ,l,α =
∣∣∣∣∣
N∑
n=0
n! 〈θ(n), ϕ(n)〉
∣∣∣∣∣+
N∑
k=1
(k!)1/α2lk
∥∥∥∥∥
N∑
n=k
n!
k!
〈θ(n−k), ϕ(n)〉
∥∥∥∥∥
τ
≤
N∑
n=0
n! ‖θ(n)‖−τ‖ϕ(n)‖τ +
N∑
k=1
(k!)1/α2lk
N∑
n=k
n!
k!
‖θ(n−k)‖−τ‖ϕ(n)‖τ
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≤
(
N∑
n=0
Cn7 (n!)
1− 1
α2−l
′n +
N∑
n=1
n∑
k=1
(k!)
1
α
−12lkCn−k7 (n!)
1− 1
α2−l
′n
)
|||p|||τ,l′,α (3.23)
≤
(
N∑
n=0
Cn7 2
−l′n +
N∑
n=1
n∑
k=1
(
k!
n!
) 1
α
−1
2lkCn−k7 2
−l′n
)
|||p|||τ,l′,α
≤ C8|||p|||τ,l′,α,
where
C8 :=
∞∑
n=0
(
C7
2l′
)n
+
∞∑
n=0
n
(
2lC7
2l′
)n
<∞
for sufficiently large l′ ∈ N. Hence, S˜ extends by continuity to S˜ ∈ L(Eαmin(Φ′)).
Step 4. Finally, using formulas (3.19) and (3.21), analogously to Steps 2 and 3,
we prove that S˜−1 extends by continuity to a linear continuous operator on Eαmin(Φ′).
Therefore, S˜ ∈ L(Eαmin(Φ′)) is a self-homeomorphism, hence so is S = S˜U.
Now a natural question arises as to whether it is possible to extend the result of
Theorem 3.3 to α > 1. The following proposition, which deals with the one-dimensional
case only, immediately implies that this not always possible.
Proposition 3.9. (i) Let (sn)
∞
n=0 be a Sheffer sequence on C, and let S be the corre-
sponding Sheffer operator. Assume that, for some α > 1, S extends by continuity to
S ∈ L(Eαmin(C)). Denote by
G(u, z) :=
∞∑
n=0
un
n!
sn(z) (3.24)
the generating function of (sn)
∞
n=0. Then, for all (u, z) ∈ C2, the series on the right-
hand side of (3.24) converges in C, and G : C2 → C is an entire function.
(ii) Let (pn)
∞
n=0 be a sequence of polynomials on C of binomial type, and let U
be the corresponding umbral operator. Then, for each α > 1, U cannot be extended
by continuity to U ∈ L(Eαmin(C)), unless pn(z) = zn (in which case U is the identity
operator).
Proof. (i) Fix u ∈ C and define expu(z) := euz =
∑∞
n=0
un
n!
zn. Obviously, expu ∈
Eαmin(C). Hence,
(S expu)(z) =
∞∑
n=0
un
n!
sn(z) = G(u, z), (3.25)
and the series converges in Eαmin(C), in particular, it converges point-wise. Note that
G(u, ·) ∈ Eαmin(C), in particular, G(u, ·) is an entire function on C. Furthermore, by
(3.25), for each fixed z ∈ C, G(·, z) is an entire function on C. It is easy to see that
the function G : C2 → C is continuous, hence it is entire.
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(ii) Assume there exists α > 1 such that U extends by continuity to U ∈ L(Eαmin(C)).
By (i), the corresponding generating function G(u, z) =
∑∞
n=0
un
n!
pn(z) is entire on C2.
Recall that G(u, z) = exp[za(u)]. Since a(u) = ∂
∂z
∣∣∣
z=0
G(u, z), a(u) is an entire function
on C. By Remark 3.5 and the continuity of U, there exists l ∈ N0 such that U extends to
U ∈ L(Eαl (C),Eα0 (C)). Hence, there exists C9 > 0 such that ‖G(u, ·)‖0,α ≤ C9‖ expu ‖l,α
for all u ∈ C (we obviously dropped τ from the notation ‖ · ‖τ,l,α). Therefore,
∞∑
n=0
(n!)
1
α
−1|a(u)|n ≤ C9
∞∑
n=0
(n!)
1
α
−1 2ln|u|n. (3.26)
For s ∈ [0,∞), define φ(s) := ∑∞n=0(n!) 1α−1sn. Then, inequality (3.26) becomes
φ(|a(u)|) ≤ C9φ(2l|u|). (3.27)
As easily seen, there exists a constant C10 > 0 such that C9φ(2
ls) ≤ φ(C10s) for all
s ≥ 1. Hence, (3.27) implies
φ(|a(u)|) ≤ φ(C10|u|) for |u| ≥ 1. (3.28)
Since the function φ : [0,∞)→ R is monotone increasing, formula (3.28) implies that
|a(u)| ≤ C10|u| for |u| ≥ 1. Because a(u) is an entire function, a(0) = 0 and a′(0) = 1,
this implies that a(u) = u.
In the case of an Appell sequence, we will now find a sufficient condition for the cor-
responding Sheffer operator S to extend by continuity to a linear self-homeomorphism
of Eαmin(Φ′) for α > 1.
Theorem 3.10. Let (S(n))∞n=0 be an Appell sequence with generating function (3.7),
and let β ∈ (1,∞). Assume that there exist τ ∈ T and a constant C11 ≥ 1 such that
‖θ(n)‖−τ ≤ Cn11(n!)
1
β
−1, ‖ρ(n)‖−τ ≤ Cn11(n!)
1
β
−1, n ∈ N, (3.29)
where θ(n) and ρ(n) are given by (3.20) (with A(ξ) = ξ) and (3.6), respectively. Then,
for each α ∈ [0, β], the corresponding Sheffer operator S extends by continuity to a
linear self-homeomorphism of Eαmin(Φ′).
Remark 3.11. Note that, in the limiting case β = 1, the estimates (3.29) become
‖θ(n)‖−τ ≤ Cn11 and ‖ρ(n)‖−τ ≤ Cn11, which means that the function ρ(·) is holomorphic
on a neighborhood of zero in Φ.
Proof of Theorem 3.10. Note that, when β is increasing, the right-hand side of the
inequalities (3.29) is decreasing. Therefore, it is sufficient to prove the statement of the
theorem only for the space Eαmin(Φ′) when α = β. To this end, we just need to slightly
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modify Steps 3 and 4 of the proof of Theorem 3.3. We will use the notation from that
proof. So, analogously to (3.23), we obtain
‖Sp‖τ,l,α ≤
( N∑
n=0
Cn11(n!)
1+ 1
α
−1− 1
α2−l
′n
+
N∑
n=1
n∑
k=1
(k!)
1
α
−12lkCn−k11
(
(n− k)!) 1α−1(n!)1− 1α2−l′n)‖p‖τ,l′,α
≤
(
N∑
n=0
Cn112
−l′n +
N∑
n=1
(
2lC11
2l′
)n n∑
k=1
(
n
k
)1− 1
α
)
‖p‖τ,l′,α
≤
(
N∑
n=0
Cn112
−l′n +
N∑
n=1
(
2lC11
2l′
)n n∑
k=1
(
n
k
))
‖p‖τ,l′,α
≤
(
N∑
n=0
Cn112
−l′n +
N∑
n=1
(
2l+1C11
2l′
)n)
‖p‖τ,l′,α
= C12‖p‖τ,l′,α,
where C12 <∞ for a sufficiently large l′ ∈ N0. Hence, S extends by continuity to S ∈
L(Eαmin(Φ′)). The rest of the proof is similar to Step 4 of the proof of Theorem 3.3.
Let us now apply our results to the finite-dimensional setting. Let d ∈ N and choose
Φ = H0 = Φ′ = Cd. In particular, the index set T contains only one element. Note
also the result from the multivariate complex analysis that is recalled in Remark 3.4.
Hence, we get the following corollary.
Corollary 3.12. (i) Let (S(n))∞n=0 be a Sheffer sequence on Cd with the generating
function (3.5). Assume that there exists U , an open neighborhood of zero in Cd, such
that the functions A : U → Cd and ρ : U → C are holomorphic. Then, for each
α ∈ [0, 1], the corresponding Sheffer operator S : P(Cd)→ P(Cd) extends by continuity
to a linear self-homeomorphism of Eαmin(Cd).
(ii) Let (S(n))∞n=0 be an Appell sequence on Cd with generating function (3.7). As-
sume that there exist β ∈ (1,∞) and a constant C13 ≥ 1 such that
‖θ(n)‖ ≤ Cn13(n!)
1
β
−1, ‖ρ(n)‖ ≤ Cn13(n!)
1
β
−1, n ∈ N, (3.30)
where θ(n) and ρ(n) are given by (3.20) (with A(ξ) = ξ) and (3.6), respectively, and ‖ ·‖
denotes the norm on Cd. Then, for each α ∈ [0, β], the corresponding Sheffer operator
S extends by continuity to a linear self-homeomorphism of Eαmin(Cd).
4 Examples
We will now consider some examples of application of our results.
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4.1 Hermite polynomials on Cd
Let C : Rd → Rd be a symmetric, strictly positive linear operator. Let µ denote the
centered Gaussian measure on Rd with correlation operator C:∫
Rd
ei〈ω,ξ〉 dµ(ω) = exp
[
− 1
2
〈Cξ, ξ〉
]
, ξ ∈ Rd.
We extend C by linearity to a linear operator on Cd, and consider the entire function
ρ : Cd → C given by
ρ(ξ) = exp
[
1
2
〈Cξ, ξ〉
]
. (4.1)
Let (S(n))∞n=0 be the corresponding Appell sequence on Cd with the generating func-
tion (3.7). Then (S(n))∞n=0 is a sequence of multivariate Hermite polynomials. In par-
ticular, for any m,n ∈ N0, f (m) ∈ (Rd)m, g(n) ∈ (Rd)n, one has∫
Rd
〈S(m)(ω), f (m)〉〈S(n)(ω), g(n)〉 dµ(ω) = δm,nn! (C⊗nf (n), g(n))(Rd)n ,
where δm,n is the Kronecker symbol, see e.g. [4, Chapter 2, Section 2.2]
Let ∆˜ ∈ (Cd)⊗2 be given by 〈∆˜, ξ1 ⊗ ξ2〉 = 〈Cξ1, ξ2〉 for all ξ1, ξ2 ∈ Cd. (In fact,
∆˜ ∈ (Rd)⊗2 ⊂ (Cd)⊗2.) Let ∆ ∈ (Cd)2 denotes the symmetrization of ∆˜. In particular,
for all ξ ∈ Cd, 〈∆, ξ⊗2〉 = 〈Cξ, ξ〉. Then, by (4.1),
ρ(ξ) = 1 +
∑
k∈N, k even
1
(k/2)! 2k/2
〈∆(k/2), ξ⊗k〉, ξ ∈ Cd, (4.2)
and similarly
1
ρ(ξ)
= 1 +
∑
k∈N, k even
(−1)k/2
(k/2)! 2k/2
〈∆(k/2), ξ⊗k〉, ξ ∈ Cd. (4.3)
It easily follows from (4.2) and (4.3) that the functions ρ(ξ) and 1/ρ(ξ) satisfy condition
(3.30) with β = 2. Hence, by Corollary 3.12, (ii), for each α ∈ [0, 2], the corresponding
Sheffer operator S extends by continuity to a linear self-homeomorphism of Eαmin(Cd).
4.2 Infinite dimensional Hermite polynomials
The above considerations related to the multivariate Hermite polynomials admit a
straightforward generalization to the case of a general Gel’fand triple (2.1). Let τ ∈ T
and let C ∈ L(Hτ,R,H−τ,R) be such that, for each ξ ∈ Hτ,R, ξ 6= 0, we have 〈Cξ, ξ〉 > 0.
20
Let µ denote the Gaussian measure on Φ′R (equipped with the cylinder σ-algebra) with
correlation operator C:∫
Φ′R
ei〈ω,ξ〉 dµ(ω) = exp
[
− 1
2
〈Cξ, ξ〉
]
, ξ ∈ ΦR
(see e.g. [4, Chapter 2, Section 1.9]). Similarly to Subsection 4.1, we define an entire
function ρ : Φ → C by formula (4.1). Let (S(n))∞n=0 be the corresponding Appell
sequence on Φ′ with generating function (3.7). Then (S(n))∞n=0 is a sequence of Hermite
polynomials on Φ′. In particular, for any m,n ∈ N0, f (m) ∈ ΦmR , g(n) ∈ ΦnR , one has∫
Φ′R
〈S(m)(ω), f (m)〉〈S(n)(ω), g(n)〉 dµ(ω) = δm,nn! 〈C⊗nf (n), g(n)〉 .
Consider the continuous bilinear form 〈Cξ1, ξ2〉 on H2τ . Let τ ′ ∈ T be such that
Hτ ′ ⊂ Hτ and the embedding operator is of Hilbert–Schmidt class. Then, by the
Kernel Theorem, there exists ∆˜ ∈ H⊗2−τ ′ satisfying 〈∆˜, ξ1 ⊗ ξ2〉 = 〈Cξ1, ξ2〉 for all
ξ1, ξ2 ∈ Hτ ′ . Let ∆ ∈ H2−τ ′ denote the symmetrization of ∆˜. In particular, for all
ξ ∈ Φ, we have 〈∆, ξ⊗2〉 = 〈Cξ, ξ〉. Hence, analogously to Subsection 4.1, we conclude
from Theorem 3.10, that, for each α ∈ [0, 2], the corresponding Sheffer operator S
extends by continuity to a linear self-homeomorphism of Eαmin(Φ′).
For α = 2, this result was shown in [4, Chapter 2, Section 5.4] and, in the case
of the standard Gaussian measure (C = 1), it is a fundamental result of (Gaussian)
white noise analysis, see also [26, 27, 30]. It gives an internal description of the space
of test functions whose dual space is called the space of Hida distributions. For α = 1
and C = 1, this result was shown in [20, Theorem 9]. In this case, it gives an inner
description of the space of test functions whose dual space is nowadays called the space
of Kondratiev distributions.
4.3 Lifted Sheffer sequences
Let H0,R = L2(Rd, dx), the real L2-space on Rd, so that H0 = L2(Rd → C, dx). By
the nuclear space Φ we will now understand either D, the space of all complex-valued
smooth functions on Rd with compact support, or S, the Schwartz space of complex-
valued rapidly decreasing smooth functions on Rd.
Let us now briefly recall the construction of lifting of a Sheffer sequence on C to a
Sheffer sequence on Φ′ = D′ or S ′, see [11] for details. For each k ∈ N, we define an
operator Dk ∈ L(Φk,Φ) by
(Dkf (k))(x) := f (k)(x, . . . , x), f (k) ∈ Φn, x ∈ Rd (4.4)
(D1 being the identity operator on Φ). In particular, for ξ ∈ Φ, we get Dkξ⊗k = ξk.
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Let (sn)
∞
n=0 be a Sheffer sequence on C with generating function (1.1). We write
the generating function in the form
∞∑
n=0
un
n!
sn(z) = exp
[
za(u)− c(a(u))],
where c(u) := log r(u). We write a(u) =
∑∞
k=1 aku
k with a1 = 1 and c(u) =
∑∞
k=1 cku
k.
Let (S(n))∞n=0 be a Sheffer sequence on Φ
′. We say that (S(n))∞n=0 is the lifting of
the Sheffer sequence (sn)
∞
n=0 if the generating function of (S
(n))∞n=0 is of the form
∞∑
n=0
1
n!
〈S(n)(ω), ξ⊗n〉 = exp [〈ω,A(ξ)〉 − C(A(ξ))],
where
A(ξ) =
∞∑
k=1
akDkξ⊗k =
∞∑
k=1
akξ
k = a(ξ), (4.5)
C(ξ) =
∞∑
k=1
ck
∫
Rd
(Dkξ⊗k)(x) dx =
∞∑
k=1
ck
∫
Rd
ξk(x) dx =
∫
Rd
c(ξ(x)) dx. (4.6)
Proposition 4.1. Let (sn)
∞
n=0 be a Sheffer sequence on C with generating function
(1.1). Assume that functions a(u) and r(u) are holomorpohic on a neighborhood of
zero in C (i.e., the assumption of Theorem 1.1 is satisfied). Let (S(n))∞n=0 be the lifting
of the Sheffer sequence (sn)
∞
n=0 to a Sheffer sequence on Φ
′ = D′ or S ′. Then (S(n))∞n=0
satisfies the assumptions of Theorem 3.3, and hence, for each α ∈ [0, 1], the corre-
sponding Sheffer operator S extends by continuity to a linear self-homeomorphism of
Eαmin(Φ′).
Proof. We will prove the proposition for Φ = D, the proof for S being similar. Let T
denote the set of all pairs (m,ϕ) with m ∈ N0 and ϕ ∈ C∞(Rd), ϕ(x) ≥ 1 for all x ∈ Rd.
For each τ = (m,ϕ) ∈ T , we denote by Hτ,R the Sobolev space Wm,2(Rd, ϕ(x) dx), and
let Hτ be its complexification. We have D = proj limτ∈T Hτ , see e.g. [6, Chapter 14,
Subsec. 4.3].
A straightforward generalization of [7, Theorem 7.1] shows that, for m ≥ d+1, Hτ is
a Banach algebra under the pointwise multiplication of functions, i.e., for any f, g ∈ Hτ ,
we have fg ∈ Hτ , and furthermore there exists C14 > 0 such that, for all f, g ∈ Hτ ,
‖fg‖τ ≤ C14‖f‖τ‖g‖τ . This, in turn, implies that, for any f1, f2, . . . , fk ∈ Hτ , we have
f1f2 · · · fk ∈ Hτ and
‖f1f2 · · · fk‖τ ≤ Ck−114 ‖f1‖τ‖f2‖τ · · · ‖fk‖τ .
Let τ ′ ∈ T be such that Hτ ′ ⊂ Hτ and the embedding operator is of Hilbert–
Schmidt class. Then, by the Kernel Theorem and its proof, see [4, Chapter 1, Theorem
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2.3], the operator Dk given by (4.4) extends by continuity to a bounded linear operator
from Hkτ ′ into Hτ , and furthermore there exists a constant C15 > 0 such that
‖Dk‖L(Hk
τ ′ ,Hτ )
≤ Ck15, k ∈ N. (4.7)
The function a(u) =
∑∞
k=1 aku
k is holomorphic on a neighborhood of zero in C.
Hence, there exists a constant C16 > 0 such that |ak| ≤ Ck16 for all k ∈ N. Therefore,
by (4.7), for each τ ∈ T , there exist τ ′ ∈ T and a constant C17 > 0 such that
‖akDk‖L(Hk
τ ′ ,Hτ )
≤ Ck17, k ∈ N.
By (4.5), this implies that the formal power series A(ξ) is quasi-holomorphic on a
neighborhood of zero.
Let b(u) =
∑∞
k=1 bku
k be the compositional inverse of a(u). Then
B(ξ) =
∞∑
k=1
bkDkξ⊗k =
∞∑
k=1
bkξ
k = b(ξ)
is the compositional inverse of A(ξ). Since b(u) is holomorphic on a neighborhood of
zero, we analogously conclude that B(ξ) is quasi-holomorphic on a neighborhood of
zero.
Finally, since r(u) is holomorphic on a neighborhood of zero and r(0) = 1, the
function c(u) is holomorphic on a neighborhood of zero. Therefore, the formal power
series
∑∞
k=1 ckDkξ⊗k =
∑∞
k=1 ckξ
k is quasi-holomorphic on a neighborhood of zero. By
(4.6), this implies that the function ρ(ξ) = exp[C(ξ)] is holomorphic on a neighborhood
of zero.
Let us now present some examples of lifted Sheffer sequences that are important for
different applications of infinite dimensional analysis, and that satisfy the assumption
of Proposition 4.1. For more details and references, see [11].
Example 4.2 (Falling and rising factorials on Φ′). The falling factorials form the se-
quence of monic polynomials on C of binomial type that are explicitly given by
sn(z) = (z)n := z(z − 1)(z − 2) · · · (z − n+ 1).
The generating function of the falling factorials is
G(z, u) = exp[z log(1 + u)] = (1 + u)z.
The corresponding lifted sequence of polynomials of binomial type on Φ′ has the gen-
erating function
∞∑
n=0
1
n!
〈S(n)(ω), ξ⊗n〉 = exp [〈ω, log(1 + ξ)〉].
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Similarly, the rising factorials on C form the sequence of monic polynomials on C
of binomial type that are explicitly given by
sn(z) = (z)
n := (−1)n(−z)n = z(z + 1)(z + 2) · · · (z + n− 1),
and their generating function is
∞∑
n=0
un
n!
sn(z) = exp[−z log(1− u)] = (1− u)−z.
The corresponding rising factorials on Φ′ are of binomial type and have the generating
function ∞∑
n=0
1
n!
〈S(n)(ω), ξ⊗n〉 = exp [〈ω,− log(1− ξ)〉].
Remark 4.3. In the theory of point processes, the so-called K-transform is utilized to
define the correlation measure of a point process, see e.g. [17]. This operator transforms
functions defined on the space of finite configurations into functions defined on the
space of infinite configurations in Rd. In fact, the K-transform can also be understood
as the umbral operator U corresponding to the falling factorials on Φ′. Under this
interpretation, the statement that the umbral operator U extends to a linear self-
homeomorphism of E1min(Φ′) becomes a stronger result than [19, Theorem 5.1].
Example 4.4 (Charlier polynomials on Φ′). The classical Charlier polynomials on C (or
rather R) is a Sheffer sequence with the generating function
∞∑
n=0
un
n!
sn(z) = exp[z log(1 + u)− u].
Its lifting is the sequence of Charlier polynomials on Φ′ and it has the generating
function ∞∑
n=0
1
n!
〈S(n)(ω), ξ⊗n〉 = exp
[
〈ω, log(1 + ξ)〉 −
∫
Rd
ξ(x) dx
]
.
These polynomials play a fundamental role in Poisson analysis as they are orthogonal
with respect to Poisson random measure on Rd. Note that the falling factorials on Φ′
is the basic sequence for the Charlier polynomials on Φ′.
Example 4.5 (Laguerre polynomials on Φ′). The (monic) Laguerre polynomials on C
(or rather R), corresponding to a parameter k ≥ −1, have the generating function
∞∑
n=0
un
n!
sn(z) = exp
[
zu
1 + u
]
(1 + u)−(k+1) = exp
[
zu
1 + u
− (k + 1) log(1 + u)
]
.
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Its lifting gives a sequence of the Laguerre polynomials on Φ′ which has the generating
function
∞∑
n=0
1
n!
〈S(n)(ω), ξ⊗n〉 = exp
[〈
ω,
ξ
1 + ξ
〉
− (k + 1)
∫
Rd
log(1 + ξ(x)) dx
]
.
In particular, for k = −1, this sequence is of binomial type. For k = 0, these polyno-
mials are orthogonal with respect to the gamma random measure on Rd.
Remark 4.6. Note that, in view of Proposition 3.9, for all the Sheffer polynomials on
C appearing in Examples 4.2–4.5, the corresponding Sheffer operator S cannot be
extended to S ∈ L(Eαmin(C)) with α > 1.
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Appendix: Proofs of propositions in Section 2
Proof of Proposition 2.2. Let τ ∈ T . Choose τ ′ ∈ T such that Hτ ′ ⊂ Hτ and the
embedding operator is of Hilbert–Schmidt class. Since the function f H−τ ′ : H−τ ′ → C
is entire, it can be represented in the form f(ω) = f(0)+
∑∞
n=1 ψ
(n)(ω, . . . , ω). Here, for
each n ∈ N, ψ(n) : Hn−τ ′ → C is a symmetric bounded n-linear form, see [10, Section 3.1].
Obviously, we can identify ψ(1) with ϕ(1) ∈ Hτ ′ , so that ψ(1)(ω) = 〈ω, ϕ(1)〉 for all
ω ∈ H−τ ′ . For each n ≥ 2, by using the Kernel Theorem, see e.g. [4, Chapter 1,
Theorem 2.3], we conclude that there exists a unique ϕ(n) ∈ Hnτ such that
ψ(n)(ω, . . . , ω) = 〈ω⊗n, ϕ(n)〉, ω ∈ H−τ ⊂ H−τ ′ .
Since τ ∈ T was arbitrary, we have that, for each n ∈ N, ϕ(n) ∈ ⋂τ∈T Hnτ = Φn.
From here the statement of the proposition follows.
Proof of Proposition 2.3. Without loss of generality, we may assume that G is the
complexification of a real Hilbert space GR, and for any g1, g2 ∈ G, we denote 〈g1, g2〉 :=
(g1, g2)G.
Since the function F is holomorphic, by [10, Section 3.1], there exist U ′, an open
neighborhood of zero in Φ that is a subset of U , and a symmetric continuous n-
linear mapping Ψ(n) : Φn → G (n ∈ N) such that, for all ξ ∈ U ′, F (ξ) = F (0) +∑∞
n=1 Ψ
(n)(ξ, . . . , ξ), where the series converges uniformly on U ′ in the G space. In
particular, ‖F (·)‖G is bounded on U ′. Let C18 := supξ∈U ′ ‖F (ξ)‖G.
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Choose τ ′ ∈ T and r > 0 such that {ξ ∈ Φ | ‖ξ‖τ ′ < 2r} ⊂ U ′. Fix any ξ ∈ Φ with
‖ξ‖τ ′ = r and g ∈ G. Consider the holomorphic function
{z ∈ C | |z| < 2} 3 z 7→ 〈F (zξ), g〉 = 〈F (0), g〉+
∞∑
n=1
zn〈Ψ(n)(ξ, . . . , ξ), g〉 ∈ C.
By applying Cauchy’s Integral Formula on the disk {z ∈ C : |z| ≤ 1}, we get
|〈Ψ(n)(ξ, . . . , ξ), g〉| ≤ C18‖g‖G, n ∈ N.
Therefore, for all ξ ∈ Φ and all g ∈ G,
|〈Ψ(n)(ξ, . . . , ξ), g〉| ≤ C18‖ξ‖
n
τ ′
rn
‖g‖G. (A.1)
By using a consequence of the polarization formula on a Hilbert space (see [10, Propo-
sition 1.44]), we conclude from (A.1) that, for any ξ1, . . . , ξn ∈ Φ and g ∈ G,
|〈Ψ(n)(ξ1, . . . , ξn), g〉| ≤ C18 1
rn
‖ξ1‖τ ′ · · · ‖ξn‖τ ′‖g‖G. (A.2)
In particular, formula (A.2) implies that 〈Ψ(n)(ξ1, . . . , ξn), g〉 extends to a bounded
(n+ 1)-linear form on Hnτ ′ × G that is symmetric in the first n variables.
Let τ ∈ T be such thatHτ ⊂ Hτ ′ and the embedding operator is of Hilbert–Schmidt
class. By using the Kernel Theorem, we conclude that, for each n ∈ N, there exists
Θ(n) ∈ Hn−τ ⊗ G such that, for all ξ1, . . . , ξn ∈ Φ and g ∈ G,
〈Ψ(n)(ξ1, . . . , ξn), g〉 = 〈Θ(n), ξ1  · · ·  ξn ⊗ g〉.
Furthermore, it follows from (A.2) and the proof of the Kernel Theorem that, for all
n ∈ N,
‖Θ(n)‖Hn−τ⊗G ≤ C18
cnτ,τ ′
rn
, (A.3)
where cτ,τ ′ is the Hilbert–Schmidt norm of the operator of embedding of Hτ into Hτ ′ .
For each ϕ(n) ∈ Hnτ , we denote by 〈Θ(n), ϕ(n)〉 the element of G that satisfies, for
all g ∈ G, 〈〈Θ(n), ϕ(n)〉, g〉 = 〈Θ(n), ϕ(n) ⊗ g〉. (A.4)
Now, for each n ∈ N, we define An ∈ L(Hnτ ,G) by the formula Anϕ(n) := 〈Θ(n), ϕ(n)〉
for ϕ(n) ∈ Hnτ . By (A.3), and (A.4),
‖An‖L(Hnτ ,G) ≤ C18
cnτ,τ ′
rn
.
From here the statement of the proposition follows.
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Proof of Theorem 2.8. We start with
Lemma A.1. Let α > 0, τ ∈ T , and l ∈ N0. Then there exists l′ ∈ N0 such that
Eαl′(H−τ ) ⊂ Eαl (H−τ ), the embedding operator is continuous and for all f ∈ Eαl′(H−τ )
nτ,l,α(f) ≤ ‖f‖τ,l′,α. (A.5)
Proof. Let f(ω) be of the form (2.2). Let r ∈ N and p, q ∈ (1,∞) with 1
p
+ 1
q
= 1.
Furthermore, we assume q ≥ α. By, using the Ho¨lder inequality, we get
|f(ω)| ≤
∞∑
n=0
‖ω‖n−τ‖ϕ(n)‖τ
2rn(n!)1/α
2rn(n!)1/α
≤
( ∞∑
n=0
‖ϕ(n)‖pτ2rnp(n!)p/α
)1/p( ∞∑
n=0
(
‖ω‖nα−τ
1
2rnα
1
n!
)q/α)1/q
≤
( ∞∑
n=0
‖ϕ(n)‖τ2rn(n!)1/α
)( ∞∑
n=0
‖ω‖nα−τ
1
2rnα
1
n!
)1/α
= ‖f‖τ,r,α exp
[
1
α2rα
‖ω‖α−τ
]
. (A.6)
For the given α > 0 and l ∈ N0, choose r ∈ N such that 2l ≤ α2rα. Let l′ := r. Then,
by (2.4) and (A.6), formula (A.5) holds.
Lemma A.2. Let α > 0, τ ∈ T , and l ∈ N0. Let τ ′ ∈ T be such that the operator of
embedding of Hτ ′ into Hτ is of Hilbert–Schmidt class. Then there exists l′ ∈ N0 such
that Eαl′ (H−τ ′) ⊂ Eαl (H−τ ), and the embedding operator is continuous, i.e., there exists
C19 > 0 such that, for all f ∈ Eαl′ (H−τ ′),
‖f‖τ,l,α ≤ C19 nτ ′,l′,α(f). (A.7)
Remark A.3. SinceHτ ′ ⊂ Hτ , we getH−τ ⊂ H−τ ′ . So Lemma A.2 states, in particular,
that each function from Eαl′ (H−τ ′) restricted to H−τ belongs to Eαl (H−τ ).
Proof of Lemma A.2. The proof is partially similar to the proof of Proposition 2.3. Let
f : H−τ ′ → C be an entire function and let f be of the form (2.2). For a fixed ω ∈ H−τ ′ ,
‖ω‖−τ ′ = 1, consider the entire function C 3 z 7→ f(zω) =
∑∞
n=0 z
n〈ω⊗n, ϕ(n)〉. By
applying Cauchy’s Integral Formula on the disk {z ∈ C : |z| ≤ ρn} with ρn > 0, and
using (2.4), we obtain
|〈ω⊗n, ϕ(n)〉| ≤ 1
ρnn
nτ ′,l′,α(f) exp(2
−l′ραn), l
′ ∈ N0.
Hence, for all ω ∈ H−τ ′ ,
|〈ω⊗n, ϕ(n)〉| ≤ ‖ω‖
n
−τ ′
ρnn
nτ ′,l′,α(f) exp(2
−l′ραn), l
′ ∈ N0.
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By using a consequence of the polarization formula on a Hilbert space and the Kernel
Theorem, we then get
‖ϕ(n)‖τ ≤
cnτ ′,τ
ρnn
nτ ′,l′,α(f) exp(2
−l′ραn), l
′ ∈ N0. (A.8)
Choosing ρn =
(
2l
′
n/α
)1/α
and using the estimate n! ≤ nn, we get from (A.8)
‖ϕ(n)‖τ ≤ 1
(n!)1/α
(
(αe)1/αcτ ′,τ
2l′/α
)n
nτ ′,l′,α(f).
From here we easily conclude that inequality (A.7) holds for a sufficiently large l′.
Finally, the statement of Theorem 2.8 follows from Lemmas A.1 and A.2.
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