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Abstract
Using a recent result about the invariance problem in linear canonical analysis (LCA), we
introduce a criterion by means of which one can see if this invariance holds when the related
random vectors are transformed by linear maps. Then, the estimation of this criterion is
considered as well as the problem of testing for invariance of LCA. Particularly, a new test for
additional information in canonical analysis is proposed and simulations are used to gain
understanding of the ﬁnite sample performance of this test and to compare it with the
likelihood ratio test.
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1. Introduction
The invariance of linear canonical analysis (LCA) of random vectors under a
transformation ðX1; X2Þ/ðA1X1; A2X2Þ; where A1 and A2 are linear maps, have
been considered in some particular forms in the literature. For example, the
problems of additional information in canonical analysis (see [5,6,11]), in
discriminant analysis (see [6,10]) and, consequently, the problems of selecting
variables in regression analysis and in discriminant analysis may be regarded as
particular cases of this problem of invariance of LCA.
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In this paper we are concerned with this invariance problem. It is well known that
if A1 and A2 are invertible, the invariance property holds. In recent works (see [2]),
general conditions for invariance of LCA were investigated; more precisely, a
necessary and sufﬁcient condition have been determined so that the invariance holds
even in case A1 and A2 are not invertible. This condition involves some parameters of
the distribution of ðX1; X2Þ and, therefore, cannot be used if this distribution is
unknown, that is a situation which often occurs in practice. Thus, there is an interest
of introducing an inferential procedure which permits to know, from an iid sample of
ðX1; X2Þ; whether or not a given pair ðA1; A2Þ leads to the invariance of the LCA.
In Section 2, a criterion for the invariance of LCA is introduced. Under some
assumptions, a strongly consistent estimator for this criterion is obtained in Section 3
and the asymptotic distribution of this estimator is derived. In Section 4, we
introduce a test for invariance of LCA for a given pair ðA1; A2Þ: The asymptotic
distribution of the test statistic under the null hypothesis is derived and the
consistency of the test is proved. As a particular case, we consider in Section 5 the
problem of testing for additional information in canonical analysis. It is shown how
the results of Section 4 can be used for deﬁning a test for this latter hypothesis,
usable whatever is the distribution of ðX1; X2Þ having ﬁnite fourth moments, hence
both for normal and nonnormal distributions. Results of a simulation study are
given; for an example with normal distribution, they show that this test performs as
well as the likelihood ratio test for additional information in canonical analysis
(see [5]).
In all of the paper, we essentially use covariance operators, but the translation into
matrix terms—however generally obvious—is indicated, and more details can be
found in [4]. This approach is justiﬁed by several reasons. First, it leads to easier
calculations and less complicated expressions in the determination of asymptotic
distributions. Further, recent developments in studying functional data have shown
that it would be of some interest to work with random variables valued into some
(inﬁnite-dimensional) functional spaces. There could be a need to extend the
previous invariance problem to such a framework for which only covariance
operators can be used; this extension is not very difﬁcult when the ﬁnite-dimensional
case (with its functional approach) is known.
2. Invariance of linear canonical analysis
Let X1 (resp. X2) be a centered R
p1 -valued (resp. Rp2 -valued) random variable
(r.v.) deﬁned on a probability space ðO;A; PÞ: Denoting by E the mathematical
expectation and by jj  jjRp1 (resp. jj  jjRp2 ) the euclidean norm in Rp1 (resp. Rp2 ), we
assume that EðjjX1jj4Rp1 ÞoþN (resp. EðjjX2jj4Rp2 ÞoþN). Then, it is possible to
deﬁne the following covariance operators:
V1 ¼ EðX1#X1Þ; V2 ¼ EðX2#X2Þ; V12 ¼ EðX2#X1Þ ¼ Vn21; ð2:1Þ
where # denotes the tensor product of vectors and, for a given operator A; An
denotes its adjoint operator.
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Remark 2.1. (a) Let us recall that when E and F are euclidean spaces and ðu; vÞ is a
pair belonging to E  F ; the tensor product u#v is the linear map from E to F
deﬁned as the following:
8hAE; ðu#vÞðhÞ ¼ /u; hSEv;
where /; SE denotes the inner product in E: When orthonormal bases are chosen in
E and F ; the matrix of u#v relative to these bases is VU 0; where U (resp. V ) is the
matrix of u (resp. v) and U 0 is the transpose of U :
(b) If matricial expressions are prefered to operators, one has to consider
V1 ¼ EðX1X 01Þ; V2 ¼ EðX2X 02Þ; V12 ¼ EðX1X 02Þ ¼ V 021
instead of (2.1).
The linear canonical analysis (LCA) of X1 and X2 is a triple
ððriÞ1pipr; ð fiÞ1pipr; ðgiÞ1piprÞ
obtained from the spectral analysis of the operator T1 ¼ V
1=21 V12V
12 V21V
1=21 (see,
e.g., [3]). In this triple, ðr2i Þ1pipr is the nonincreasing sequence of nonzero
eigenvalues of T1; and fi ¼ /V
1=21 ai; X1SRp1 ; gi ¼ /V
1=22 bi; X2SRp2 ; where ai is a
unit eigenvector of T1 associated with r2i and bi ¼ r
1i V
1=22 V21V
1=21 ai: In what
precedes, we have implicitly supposed that V1 and V2 are invertible, when this
property does not hold the inverses are to be replaced by the Moore–Penrose
inverses. For two Euclidean spaces E and F ; we denote byLðE; FÞ the vector space
of linear maps from E to F : Letting ðA1; A2Þ be a pair belonging to LðRp1 ;Rq1Þ 
LðRp2 ;Rq2Þ; we denote by
ððmiÞ1pips; ðhiÞ1pips; ðkiÞ1pipsÞ
the LCA of the random vectors Y1 ¼ A1X1 and Y2 ¼ A2X2:
Deﬁnition 2.1. The LCA of X1 and X2 is said to be invariant for the pair ðA1; A2Þ if
the following assertions hold:
(i) r ¼ s and ri ¼ mi ði ¼ 1;y; rÞ:
(ii) For all iAf1;y; rg; one has fi ¼ hi and gi ¼ ki:
A necessary and sufﬁcient condition for this invariance property is given below.
We denote by Aw the Moore–Penrose inverse of the operator A; the following result
was shown in [2].
Theorem 2.1. The LCA of X1 and X2 is invariant for the pair ðA1; A2Þ if, and only if,
the two following equalities hold:
V12 ¼ V1An1ðA1V1An1ÞwA1V12; V21 ¼ V2An2ðA2V2An2ÞwA2V21:
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Remark 2.2. When X1 and X2 are partitioned as
X1 ¼
X11
X12
 !
; X2 ¼
X21
X22
 !
;
where, for ði; jÞAf1; 2g2; Xij is a pij-dimensional random vector, Fujikoshi [5]
considered the hypothesis that the pair ðX12; X22Þ provides no additional information
about the LCA of X1 and X2; that is this latter LCA is the same as that of X11 and
X21: Clearly, this problem is a particular case of the preceding invariance problem,
obtained by taking
A1 ¼ ðIp11 0Þ; A2 ¼ ðIp21 0Þ; ð2:2Þ
where, for pANn; Ip denotes the p-dimensional identity matrix. Then, using the
condition of Theorem 2.1. with the pair ðA1; A2Þ deﬁned by (2.2), the conditions
given in [5] for having no additional information are found again. Thus, the result in
Theorem 2.1 is a generalization of that of [5].
Let jj  jj be the norm associated with the inner product of operators deﬁned by
/A j BS ¼ trðABnÞ; we put
j1ðA1Þ ¼ jjV12 
 V1An1ðA1V1An1ÞwA1V12jj2;
j2ðA2Þ ¼ jjV21 
 V2An2ðA2V2An2ÞwA2V21jj2
and
jðA1; A2Þ ¼ j1ðA1Þ þ j2ðA2Þ;
then, it is deduced from the previous theorem that the invariance of the LCA of X1
and X2 for the pair ðA1; A2Þ is equivalent to jðA1; A2Þ ¼ 0: Then, jðA1; A2Þ can be
seen as a measure of the loss involved by transforming the pair ðX1; X2Þ; it will be
termed the loss function.
More explicit expressions, which will be useful later, can be obtained for j1ðA1Þ
and j2ðA2Þ: Indeed, for ðl; kÞAf1; 2g2; considering the operators
Wl ¼ AlVlAnl ; Wl;l ¼ AlVl ; Wl;k ¼ AlVlk ðif lakÞ;
and putting
R1 ¼ V12V21; R2 ¼ V21V12; S1 ¼ W n1;1W w1 W1;2; S2 ¼ W n2;2W w2 W2;1;
we have
j1ðA1Þ ¼ trðR1 þ S1Sn1 
 2V12Sn1Þ;
j2ðA2Þ ¼ trðR2 þ S2Sn2 
 2V21Sn2Þ:
In most practical situations, the distribution of ðX1; X2Þ is unknown but an iid
sample of this pair is observed. Then, the result in Theorem 2.1 cannot be used and,
therefore, it is of interest to have the possibility to know from an inference approach
whether or not a given pair ðA1; A2Þ leads to the invariance of the LCA.
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3. Estimation of the loss function
To evaluate the loss function in practice, an estimate of jðA1; A2Þ is needed. Let
fðX ðiÞ1 ; X ðiÞ2 Þg1pipn be an iid sample from ðX1; X2Þ; we consider the following random
operators:
V
ðnÞ
1 ¼ n
1
Xn
i¼1
ðX ðiÞ1 
 %X1Þ#ðX ðiÞ1 
 %X1Þ; ð3:1Þ
V
ðnÞ
2 ¼ n
1
Xn
i¼1
ðX ðiÞ2 
 %X2Þ#ðX ðiÞ2 
 %X2Þ; ð3:2Þ
V
ðnÞ
12 ¼ n
1
Xn
i¼1
ðX ðiÞ2 
 %X2Þ#ðX ðiÞ1 
 %X1Þ ¼ V ðnÞ
n
12 ð3:3Þ
with
%X1 ¼ n
1
Xn
i¼1
X
ðiÞ
1 ; %X2 ¼ n
1
Xn
i¼1
X
ðiÞ
2 :
Then, for ðl; kÞAf1; 2g2; lak; let us deﬁne
W
ðnÞ
l ¼ AlV ðnÞl Anl ; W ðnÞl;l ¼ AlV ðnÞl ; W ðnÞl;k ¼ AlV ðnÞlk ; ð3:4Þ
and putting
R
ðnÞ
1 ¼ V ðnÞ12 V ðnÞ21 ; RðnÞ2 ¼ V ðnÞ21 V ðnÞ12 ;
S
ðnÞ
1 ¼ W
ðnÞ*
1;1 W
ðnÞw
1 W
ðnÞ
1;2 ; S
ðnÞ
2 ¼ W
ðnÞ*
2;2 W
ðnÞw
2 W
ðnÞ
2;1 ;
it is natural to consider, as an estimator of jðA1; A2Þ; the random variable
jðnÞðA1; A2Þ ¼ jðnÞ1 ðA1Þ þ jðnÞ2 ðA2Þ
with
jðnÞ1 ðA1Þ ¼ jjV ðnÞ12 
 SðnÞ1 jj2 ¼ trðRðnÞ1 þ SðnÞ1 S
ðnÞ*
1 
 2V ðnÞ12 S
ðnÞ*
1 Þ;
jðnÞ2 ðA2Þ ¼ jjV ðnÞ21 
 SðnÞ2 jj2 ¼ trðRðnÞ2 þ SðnÞ2 S
ðnÞ*
2 
 2V ðnÞ21 S
ðnÞ*
2 Þ:
Remark 3.1. If one prefers to use matricial expressions instead of operators then the
formulas
V
ðnÞ
1 ¼ n
1
Xn
i¼1
ðX ðiÞ1 
 %X1ÞðX ðiÞ1 
 %X1Þ0;
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V
ðnÞ
2 ¼ n
1
Xn
i¼1
ðX ðiÞ2 
 %X2ÞðX ðiÞ2 
 %X2Þ0;
V
ðnÞ
12 ¼ n
1
Xn
i¼1
ðX ðiÞ1 
 %X1ÞðX ðiÞ2 
 %X2Þ0 ¼ V ðnÞ
0
12
are to be considered in the place of (3.1)–(3.3).
Now, we are concerned in determining asymptotic properties of jðnÞðA1; A2Þ:
First, we will study its consistency and secondly, its asymptotic distribution will be
given. For doing that, the following assumption is needed:
ðAÞ For l ¼ 1; 2; rankðV ðnÞl Þ almost surely converges to rankðVlÞ; as n-þN:
Remark 3.2. From the strong law of large numbers V
ðnÞ
l converges almost surely
uniformly to Vl ðl ¼ 1; 2Þ; but this does not ensure that the assumption ðAÞ is
satisﬁed (see [8]). As we will see later, ðAÞ is a sufﬁcient condition for having a
strongly consistent estimator for the loss function. Without loss of generality, it is
possible to assume that the coordinates of X1 and X2 are linearly independent, then
Vl ðl ¼ 1; 2Þ is of full rank. However, in practice, empirical covariance matrices are
often of full rank. This shows that assumption ðAÞ is not very restrictive.
Lemma 3.1. If ðAÞ holds, then for l ¼ 1; 2; the r.v. rankðW ðnÞl Þ converges almost
surely, as n-þN; to rankðWlÞ:
Proof. Denoting byPE the orthogonal projector onto a subspace E and by RðAÞ the
range of A; we have
rankðW ðnÞl Þ ¼ trðPRðAl V ðnÞl Anl ÞÞ ¼ trðPRðAl V ðnÞ1=2l ÞÞ ¼ trðPAlðRðV ðnÞ1=2l ÞÞÞ: ð3:5Þ
From the strong law of large numbers, it is seen that for l ¼ 1; 2; the random
operator V
ðnÞ
l converges almost surely uniformly, as n-þN; to Vl : Then,
assumption ðAÞ implies that, for l ¼ 1; 2; the V ðnÞwl converges almost surely
uniformly, as n-þN; to V wl (see [8]). Thus, from the equality
P
RðV ðnÞ1=2
l
Þ ¼ V
ðnÞ1=2
l ðV ðnÞl ÞwV ðnÞ
1=2
l ;
we deduce that P
RðV ðnÞ1=2
l
Þ converges almost surely uniformly, as n-þN; to
P
RðV1=2
l
Þ ¼ V
1=2
l V
w
l V
1=2
l : Consequently, using Lemma A.1 (see Appendix), we can
state that P
AlðRðV ðnÞ
1=2
l
ÞÞ converges almost surely uniformly, as n-þN; to
P
Al ðRðV1=2l ÞÞ
: Thus, from (3.5), we deduce that the r.v. rankðW ðnÞl Þ converges almost
surely as, n-þN; to rankðWlÞ ¼ trðPAlðRðV1=2l ÞÞÞ: &
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As a consequence of this lemma, we have the following proposition which shows
that jðnÞðA1; A2Þ is a strongly consistent estimator of jðA1; A2Þ:
Theorem 3.1. If assumption ðAÞ holds, then the r.v. jðnÞðA1; A2Þ converges almost
surely, as n-þN; to jðA1; A2Þ:
Proof. Since, for lAf1; 2g; V ðnÞl converges almost surely uniformly, as n-þN; to
Vl ; we deduce from (3.4) that W
ðnÞ
l (resp. W
ðnÞ
l;l ) converges almost surely uniformly as
n-þN to Wl (resp. Wl;l). Thus, by Lemma 3.1, it follows that W ðnÞ
w
l converges
almost surely uniformly, as n-þN; to W wl : Further, using the strong law of large
numbers, it is easily seen that V
ðnÞ
12 converges almost surely uniformly, as n-þN;
to V12: All the preceding convergence properties permit to conclude that jðnÞðA1; A2Þ
converges almost surely as n-þN to jðA1; A2Þ: &
Now, our purpose is to determine the asymptotic distribution of jðnÞðA1; A2Þ:
Identifying any linear map with its matrix relative to canonical bases, each operator
T of LðRp1þp2Þ can be partitioned in the form
T ¼ T11 T12
T21 T22
 !
;
where for ðl; kÞAf1; 2g2; Tlk belongs to LðRpk ;Rpl Þ: Then, let us consider the
operators uk ðk ¼ 1; 2; 3; 4Þ deﬁned on LðRp1þp2Þ by u1ðTÞ ¼ T11; u2ðTÞ ¼ T12;
u3ðTÞ ¼ T21; u4ðTÞ ¼ T22; and
a1ðTÞ ¼ u1ðTÞAn1W w1 W1;2 
 W n1;1W w1 A1u1ðTÞAn1W w1 W1;2
þ W n1;1W w1 A1u2ðTÞ 
 u2ðTÞ; ð3:6Þ
a2ðTÞ ¼ u4ðTÞAn2W w2 W2;1 
 W n2;2W w2 A2u4ðTÞAn2W w2 W2;1
þ W n2;2W w2 A2u3ðTÞ 
 u3ðTÞ: ð3:7Þ
The ðp1 þ p2Þ-dimensional random vector Z ¼ ðX1X2Þ admits a covariance operator V
such that V1 ¼ u1ðVÞ; V12 ¼ u2ðVÞ; V2 ¼ u4ðVÞ: Putting
ZðiÞ ¼ X
ðiÞ
1
X
ðiÞ
2
 !
; %Z ¼
%X1
%X2
 !
; Vn ¼ n
1
Xn
i¼1
ðZðiÞ 
 %ZÞ#ðZðiÞ 
 %ZÞ;
it is easily seen that Hn ¼
ﬃﬃﬃ
n
p ðVn 
 VÞ converges in distribution, as n-þN; to a
random operator H having the normal distribution inLðRp1þp2Þ; with expectation 0
and the following covariance operator:
G ¼ EððZ#Z 
 VÞ#B ðZ#Z 
 VÞÞ; ð3:8Þ
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where#
B
denotes the tensor product associated with the inner product of operators
/A j BS ¼ trðABnÞ:
Remark 3.3. When matricial expressions are used, one has to take Vn ¼
n
1
Pn
i¼1ðZðiÞ 
 %ZÞðZðiÞ 
 %ZÞ0 and G ¼ EðvecðZZ0 
 VÞðvecðZZ0 
 VÞÞ0Þ; where
vec denotes the usual vectorization operator (see [4]).
Now, the required asymptotic distribution is given in the following theorem; the
proof use techniques which are similar to those of [9] and is given in the appendix.
Theorem 3.2. If ðAÞ holds, then the r.v. ﬃﬃﬃnp ðjðnÞðA1; A2Þ 
 jðA1; A2ÞÞ converges in
distribution, as n-þN; to the centered Gaussian r.v. U defined as
U ¼ 2 tr½a1ðHÞðS1 
 V12Þn þ 2 tr½a2ðHÞðS2 
 V21Þn;
where H has the limiting distribution of
ﬃﬃﬃ
n
p ðVn 
 VÞ:
The variance of U is given below. Considering the operators F ¼ an1ðS1 
 V12Þ and
C ¼ an2ðS2 
 V21Þ; we have:
Proposition 3.1. The variance of U is s2 ¼ 4/GðFþCÞ jFþCS; where G is defined
by (3.8).
Proof. Using the equality
U ¼ 2/a1ðHÞ j S1 
 V12Sþ 2/a2ðHÞ j S2 
 V21S;
it is easy to obtain the following expansion:
s2 ¼ 4E½/a1ðHÞ j S1 
 V12S2 þ 4E½/a2ðHÞ j S2 
 V21S2
þ 8E½/a1ðHÞ j S1 
 V12S/a2ðHÞ j S2 
 V21S: ð3:9Þ
Each term in (3.9) can be expanded. For the ﬁrst one, we have
E½/a1ðHÞ j S1 
 V12S2
¼ E½/ða1ðH#
B
HÞan1ÞðS1 
 V12Þ j S1 
 V12S
¼ /a1Gan1ðS1 
 V12Þ j S1 
 V12S ¼ /GF jFS;
by a similar reasoning, we also obtain
E½/a2ðHÞ j S2 
 V21S2 ¼ /GC jCS;
E½/a1ðHÞ j S1 
 V12S/a2ðHÞ j S2 
 V21S ¼ /GF jCS:
Thus
s2 ¼ 4½/GF jFSþ 2/GF jCSþ/GC jCS ¼ 4/GðFþCÞ jFþCS: &
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Remark 3.4. In order to make the previous results useful, we need to estimate s2:
Since H and Z#Z have the same covariance operator, we have
/GF jFS ¼ E½/a1ðZ#Z 
 VÞ j S1 
 V12S2;
/GC jCS ¼ E½/a2ðZ#Z 
 VÞ j S2 
 V21S2;
/GF jCS ¼ E½/a1ðZ#Z 
 VÞ j S1 
 V12S/a2ðZ#Z 
 VÞ j S2 
 V21S:
Let us put T ðiÞ ¼ ZðiÞ#ZðiÞ 
 Vn; and
#s21 ¼ n
1
Xn
i¼1
/aðnÞ1 ðT ðiÞÞ j SðnÞ1 
 V ðnÞ12 S2;
#s22 ¼ n
1
Xn
i¼1
/aðnÞ2 ðT ðiÞÞ j SðnÞ2 
 V ðnÞ21 S2;
#s12 ¼ n
1
Xn
i¼1
/aðnÞ1 ðT ðiÞÞ j SðnÞ1 
 V ðnÞ12 S/aðnÞ2 ðT ðiÞÞ j SðnÞ2 
 V ðnÞ21 S;
where aðnÞl ðl ¼ 1; 2Þ is obtained by replacing each covariance operator of in (3.6) and
(3.7) by its usual estimator. Then, it is easily seen that
#s2 ¼ 4 #s21 þ 8 #s12 þ 4 #s22
is a strongly consistent estimator of s2: This result is useful in constructing an
approximate conﬁdence interval for jðA1; A2Þ: If one prefers to use matricial
expressions then ZZ0 (resp. ZðiÞZðiÞ
0
) is to be taken instead of Z#Z (resp.
ZðiÞ#ZðiÞ).
4. A test for invariance of canonical analysis
We deﬁne a test for the invariance of the LCA of X1 and X2 for the pair ðA1; A2Þ of
linear transformations as the test of H0 against H1; with
H0: jðA1; A2Þ ¼ 0;
H1: jðA1; A2Þ40:
The results of the preceding section lead us to take jðnÞðA1; A2Þ as the test statistic.
Since the exact distribution of this r.v. is unknown, it will be an asymptotic test. In
all this section, assumption ðAÞ is supposed to be satisﬁed.
4.1. Asymptotic distribution under the null hypothesis
Theorem 3.2 cannot be applied in order to determine the approximated critical
region of the test because if the hypothesis H0 holds, then S1 ¼ V12; S2 ¼ V21 and
thus
ﬃﬃﬃ
n
p
jðnÞðA1; A2Þ converges in probability, as n-þN; to 0. Nevertheless, we
have the following proposition which give the asymptotic distribution under the null
hypothesis.
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Theorem 4.1. Under H0; the r.v. njðnÞðA1; A2Þ converges in distribution as, n-þN;
to Q ¼ jja1ðHÞjj2 þ jja2ðHÞjj2; where H has the limiting distribution of
ﬃﬃﬃ
n
p ðVn 
 VÞ:
Proof. We have the equalities
njðnÞ1 ðA1Þ ¼ njjV ðnÞ12 
 V12 
 ðSðnÞ1 
 V12Þjj2 ¼ jju2ðHnÞ 

ﬃﬃﬃ
n
p ðSðnÞ1 
 V12Þjj2;
njðnÞ2 ðA2Þ ¼ njjV ðnÞ21 
 V21 
 ðSðnÞ2 
 V21Þjj2 ¼ jju3ðHnÞ 

ﬃﬃﬃ
n
p ðSðnÞ2 
 V21Þjj2;ﬃﬃﬃ
n
p ðSðnÞ1 
 V12Þ ¼ bðnÞ1 ðHnÞ;ﬃﬃﬃ
n
p ðSðnÞ2 
 V21Þ ¼ bðnÞ2 ðHnÞ;
where bðnÞ1 (resp. b
ðnÞ
2 ) is the random operator introduced in the proof of Theorem 3.2
and which converges almost surely uniformly, as n-þN; to the operator b1 ¼
a1 þ u2 (resp. b2 ¼ a2 þ u3). We deduce that
njðnÞðA1; A2Þ ¼ NðLnðHnÞÞ;
where Ln is the linear map deﬁned by
LnðuÞ ¼ ððbðnÞ1 
 u2ÞðuÞ; ðbðnÞ2 
 u3ÞðuÞÞALðRp2 ;Rp1Þ LðRp1 ;Rp2Þ
and N is the continuous map such that
Nðu; vÞ ¼ jjujj2 þ jjvjj2AR:
Ln converges almost surely uniformly as n-þN to the operator L deﬁned by
L : uALðRp1þp2Þ/LðuÞ ¼ ða1ðuÞ; a2ðuÞÞALðRp2 ;Rp1Þ LðRp1 ;Rp2Þ:
Then, it follows that LnðHnÞ converges in distribution, as n-þN; to LðHÞ: Since
N is continuous, we can deduce (see, e.g., [1]) that the r.v. NðLnðHnÞÞ converges in
distribution as, n-þN; to
Q ¼ NðLðHÞÞ ¼ jja1ðHÞjj2 þ jja2ðHÞjj2: &
4.2. Consistency of the test
For a given signiﬁcance level aA0; 1½; the approximated critical region of the
test is
CðnÞða; A1; A2Þ ¼ foAO; njðnÞðA1; A2ÞðoÞ4qag;
where qa is the fractile of the distribution of Q; corresponding to 1
 a: The
following theorem shows the consistency of the test.
Theorem 4.2. Under H1; for all aA0; 1½; one has
lim
n-þN PðC
ðnÞða; A1; A2ÞÞ ¼ 1:
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Proof. Since jðA1; A2Þ40; it is possible to consider a real e such that
0oeojðA1; A2Þ: From the inequality
P½jjðnÞðA1; A2Þ 
 jðA1; A2ÞjoepP½jðnÞðA1; A2Þ4jðA1; A2Þ 
 e
and from the fact that jðnÞðA1; A2Þ converges in probability, as n-þN; to
jðA1; A2Þ; we deduce that
lim
n-þNP½j
ðnÞðA1; A2Þ4jðA1; A2Þ 
 e ¼ 1: ð4:1Þ
Let n0 be an integer such that
8nXn0; n
1qaojðA1; A2Þ 
 e;
then, for all nXn0; we have
P½jðnÞðA1; A2Þ4jðA1; A2Þ 
 epP½jðnÞðA1; A2Þ4n
1qa;
and from (4.1) we deduce that P½njðnÞðA1; A2Þ4qa converges to 1, as n-þN: &
4.3. Some remarks about the implementation of the test
The distribution of Q depends on some parameters of that of ðX1; X2Þ: Since this
latter distribution is unknown, these parameters are to be replaced by strongly
consistent estimates, so that the critical value qa corresponding to a given signiﬁcance
level a could be approximated. In this subsection, we will show how to get this
approximation from an iid sample of ðX1; X2Þ: Since it is to show how to do in
practice, we will only use matricial expressions. We denote by vec the vectorization
operator (see [4]). Putting
T1 ¼ vecða1ðHÞÞ; T2 ¼ vecða2ðHÞÞ;
we have
jja1ðHÞjj2 ¼ tr½a1ðHÞa1ðHÞn ¼ T 01T1;
jja2ðHÞjj2 ¼ tr½a2ðHÞa2ðHÞn ¼ T 02T2;
and thus, Q is a quadratic form of a random vector:
Q ¼ T 0T ;
where T is the 2p1p2-dimensional random vector deﬁned by T
0 ¼ ðT 01; T 02Þ0: It is easily
seen that T is a centered normal random vector with a covariance matrix L
partitioned as
L ¼ L11 L12
L21 L22
 !
;
with L11 ¼ EðT1T 01Þ; L12 ¼ EðT1T 02Þ ¼ L021; L22 ¼ EðT2T 02Þ:
In order to determine the critical value, we may use the distribution function of Q
or an approximate of it. Both depend on the eigenvalues of L through formulas
given in [7]. Since L is unknown, we must replace it by a strongly consistent estimate.
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Since H has the same covariance matrix than ZZ0 
 V ; one has L11 ¼ Eðg1g01Þ
where g1 ¼ vecða1ðZZ0 
 VÞÞ: Similarly, putting g2 ¼ vecða2ðZZ0 
 VÞÞ; we have
L12 ¼ Eðg1g02Þ; L22 ¼ Eðg2g02Þ:
For i ¼ 1;y; n; let us put
gðnÞ1;i ¼ vecðaðnÞ1 ðZðiÞZðiÞ
0 
 VnÞÞ;
gðnÞ2;i ¼ vecðaðnÞ2 ðZðiÞZðiÞ
0 
 VnÞÞ;
where aðnÞ1 and a
ðnÞ
2 are the operators obtained by replacing in (3.6) and (3.7) each
covariance matrix by its usual estimator. Then, we can consider the following
strongly consistent estimator #Ln of L:
#Ln ¼
LðnÞ11 L
ðnÞ
12
LðnÞ21 L
ðnÞ
22
 !
;
with
LðnÞ11 ¼
1
n
Xn
i¼1
gðnÞ1;i g
ðnÞ0
1;i ; L
ðnÞ
12 ¼
1
n
Xn
i¼1
gðnÞ1;i g
ðnÞ0
2;i ¼ LðnÞ
0
21 ; L
ðnÞ
22 ¼
1
n
Xn
i¼1
gðnÞ2;i g
ðnÞ0
2;i :
5. Testing for additional information in canonical analysis
Let X1 and X2 be partitioned as
X1 ¼
X11
X12
 !
; X2 ¼
X21
X22
 !
;
where, for ði; jÞAf1; 2g2; Xij is a pij-dimensional random vector. The hypothesis that
the pair ðX12; X22Þ provide no additional information about the LCA of X1 and X2
have been considered in the literature (see, e.g., [5,6,11]). When ðX1; X2Þ is assumed
to be normally distribued, Fujikoshi [5] proposed a test for the previous hypothesis
based on the likelihood ratio criterion, and the nonnull distribution of the test
statistic was derived by Suzukawa and Sato [11]. Since all these results may not be
used if the distribution of ðX1; X2Þ is nonnormal, there is an interest of introducing a
test for additional information in canonical analysis which can be used even if
ðX1; X2Þ is not normally distributed.
This can be done (see Remark 2.2) using the preceding test for invariance of LCA
with the pair ðA1; A2Þ consisting of the matrices of orders p11  p1 and p21  p2;
respectively, deﬁned as
A1 ¼ ðIp11 0Þ; A2 ¼ ðIp21 0Þ; ð5:1Þ
where Ip denotes the p-dimensional identity matrix. The main advantage of this test
is that it can be used whatever is the distribution of ðX1; X2Þ having ﬁnite fourth
moments.
Now, we present some results from our simulation studies in order to gain
understanding of the ﬁnite sample performance of the previous test for additional
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information. The chosen model consists of two bivariate random vectors X1 ¼
ðX 011; X 012Þ0 and X2 ¼ ðX 021; X 022Þ0 such that Z ¼ ðX 01; X 02Þ0 has the centered four-
dimensional normal distribution with covariance matrix given by
V ¼
1 0 r r=2
0 1 r=2 
r
r r=2 1 0
r=2 
r 0 1
0
BBB@
1
CCCA:
It is easy to see that for the previous model, the null hypothesis that the pair
ðX12; X22Þ provide no additional information about the LCA of X1 and X2 is
equivalent to r ¼ 0: The proposed test is derived from the test for invariance of
canonical analysis by taking A1 ¼ A2 ¼ ð1; 0Þ:
The simulation experiment was carried out using several sample sizes n ¼ 25; 50,
100, 200, 300, 500 and taking r ¼ 0:0; 0.2, 0.4, 0.6, 0.8. In order to examine the
numerical accuracy of the proposed test, we ﬁrst computed empirical sizes. Table 1
reports size performances of the test at 1%, 5% and 10% nominal signiﬁcance level,
based on 1000 replications.
Table 1
Rejection percentage out of 1000 replications under the null hypothesis ðr ¼ 0:0Þ; for several values of the
signiﬁcance level a
n a ¼ 1% a ¼ 5% a ¼ 10%
25 1.0 5.0 10.1
50 0.8 4.6 10.1
100 1.0 5.0 10.7
200 1.4 4.9 10.1
300 1.4 4.9 9.6
500 1.6 5.0 10.7
Table 2
Rejection percentages out of 1000 replications for the proposed test (INV) and the likelihood ratio test
(LRT)
n r ¼ 0:2 r ¼ 0:4 r ¼ 0:6 r ¼ 0:8
INV LRT INV LRT INV LRT INV LRT
25 12.6 15.1 52.8 55.7 90.0 94.8 99.6 100.0
50 28.1 26.8 89.0 89.5 99.9 100.0 100.0 100.0
100 52.7 49.2 99.7 99.6 100.0 100.0 100.0 100.0
200 86.2 83.9 100.0 100.0 100.0 100.0 100.0 100.0
300 97.7 96.6 100.0 100.0 100.0 100.0 100.0 100.0
500 99.9 99.9 100.0 100.0 100.0 100.0 100.0 100.0
Level of signiﬁcance a ¼ 0:05:
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Further, we computed empirical powers for the proposed test and the
likelihood ratio test introduced in [5], under the alternatives given by r ¼ 0:2; 0.4,
0.6, 0.8. Table 2 reports power performances at the 5% level, based on 1000
replications.
Since the distribution of ðX1; X2Þ is normal, this example has been chosen to favor
the likelihood ratio test. Nevertheless, the results in Table 2 indicate that this test
does not perform better than the proposed test. This shows the interest of this latter
test. Firstly, it is usable whatever is the distribution of ðX1; X2Þ having ﬁnite fourth
moments, and secondly, when this distribution is normal, it could perform as well as
the likelihood ratio test.
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Appendix
In this section we ﬁrstly prove a result which have been used in the proof of
Lemma 3.1, and secondly the proof of Theorem 3.2 is given.
Let ðH;/; SHÞ be an euclidean space. We consider a subspace E of H and a
sequence ðEnÞnAN of subspaces of H: We denote by P (resp. Pn) the orthogonal
projector onto E (resp. En). The sequence ðEnÞnAN is said to be uniformly convergent
to E if ðPnÞnAN converges uniformly to P:
Lemma A.1. If ðEnÞnAN converges uniformly to E; then for all operator A inLðHÞ; the
sequence ðAðEnÞÞnAN of subspaces of H converges uniformly to AðEÞ:
Proof. Denoting by RðTÞ the range of the operator T ; it is easily seen that
AðEnÞ ¼ RðAPnÞ ¼ RðAPnðAPnÞnÞ ¼ RðAPnAnÞ;
and similarly
AðEÞ ¼ RðAPAnÞ:
Since APnAn converges uniformly to APAn; we have the following spectral
decompositions:
APAn ¼
Xr
j¼1
ljPj; APnAn ¼
Xr
j¼1
X
iAIj
lðnÞi P
ðnÞ
i ;
where flj; j ¼ 1;y; rg is the strictly decreasing sequence of nonzero eigenvalues of
APAn; Pj is the orthogonal projector onto the eigenspace of APAn associated with
lj; for jAf1;y; rg the set flðnÞi ; iAIjg consists of the eigenvalues of APnAn which
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converge to lj and P
ðnÞ
i is the orthogonal projector onto the eigenspace of APnA
n
associated with lðnÞi : Moreover, it is known that, for jAf1;y; rg; the operatorP
iAIj P
ðnÞ
i converges uniformly to Pj: Then, from the equalities
PRðAPAnÞ ¼
Xr
j¼1
Pj; PRðAPnAnÞ ¼
Xr
j¼1
X
iAIj
P
ðnÞ
i ;
where PF stands for the orthogonal projector onto the subspace F of H; we deduce
that PRðAPnAnÞ converges uniformly to PRðAPAnÞ: &
Proof of Theorem 3.2. From the equalityﬃﬃﬃ
n
p ðjðnÞðA1; A2Þ 
 jðA1; A2ÞÞ
¼ ﬃﬃﬃnp ðjðnÞ1 ðA1Þ 
 j1ðA1ÞÞ þ ﬃﬃﬃnp ðjðnÞ2 ðA2Þ 
 j2ðA2ÞÞ; ðA:1Þ
it is seen that the required asymptotic distribution can be obtained by expanding
each term of that sum. First, we haveﬃﬃﬃ
n
p ðjðnÞ1 ðA1Þ 
 j1ðA1ÞÞ
¼ trð ﬃﬃﬃnp ðRðnÞ1 
R1Þþ ﬃﬃﬃnp ðSðnÞ1 SðnÞn1 
S1Sn1Þ
2 ﬃﬃﬃnp ðV ðnÞ12 SðnÞn1 
V12Sn1ÞÞ; ðA:2Þ
and further,ﬃﬃﬃ
n
p ðRðnÞ1 
 R1Þ ¼
ﬃﬃﬃ
n
p ðV ðnÞ12 
 V12ÞV ðnÞ21 þ
ﬃﬃﬃ
n
p
V12ðV ðnÞ12 
 V21Þ
¼ u2ðHnÞV ðnÞ21 þ V12u3ðHnÞ; ðA:3Þ
ﬃﬃﬃ
n
p ðV ðnÞ12 SðnÞ
n
1 
 V12Sn1Þ
¼ ﬃﬃﬃnp ðV ðnÞ12 
 V12ÞSðnÞn1 þ ﬃﬃﬃnp V12ðSðnÞ1 
 S1Þn
¼ u2ðHnÞSðnÞ
n
1 þ
ﬃﬃﬃ
n
p
V12ðSðnÞ1 
 S1Þn; ðA:4Þ
ﬃﬃﬃ
n
p ðSðnÞ1 SðnÞ
n
1 
 S1Sn1Þ ¼
ﬃﬃﬃ
n
p ðSðnÞ1 
 S1ÞSðnÞ
n
1 þ
ﬃﬃﬃ
n
p
S1ðSðnÞ1 
 S1Þn: ðA:5Þ
More explicit expressions can be obtained by expanding
ﬃﬃﬃ
n
p ðSðnÞ1 
 S1Þ; we haveﬃﬃﬃ
n
p ðSðnÞ1 
 S1Þ ¼
ﬃﬃﬃ
n
p ðW ðnÞ1;1 
 W1;1ÞnW ðnÞ
w
1 W
ðnÞ
1;2 þ
ﬃﬃﬃ
n
p
W n1;1ðW ðnÞ
w
1 
 W w1 ÞW ðnÞ1;2
þ ﬃﬃﬃnp W n1;1W w1 ðW ðnÞ1;2 
 W1;2Þ;
putting P1 ¼ PkerðW1Þ; PðnÞ1 ¼ PkerðW ðnÞ
1
Þ and using Theorem 3.10 in [8, p. 345], we
obtain ﬃﬃﬃ
n
p ðW ðnÞw1 
 W w1 Þ ¼ 

ﬃﬃﬃ
n
p
W
ðnÞw
1 ðW ðnÞ1 
 W1ÞW w1 þ
ﬃﬃﬃ
n
p ðW ðnÞw1 Þ2ðW ðnÞ1 
 W1ÞP1

 ﬃﬃﬃnp PðnÞ1 ðW ðnÞ1 
 W1ÞðW w1 Þ2
G.M. Nkiet / Journal of Multivariate Analysis 84 (2003) 1–18 15
¼ 
 W ðnÞw1 A1u1ðHnÞAn1W w1 þ ðW ðnÞ
w
1 Þ2A1u1ðHnÞAn1P1

 PðnÞ1 A1u1ðHnÞAn1ðW w1 Þ2:
Thus,
ﬃﬃﬃ
n
p ðSðnÞ1 
 S1Þ equals bðnÞ1 ðHnÞ; where bðnÞ1 is the random operator from
LðRp1þp2Þ to LðRp2 ;Rp1Þ deﬁned as
bðnÞ1 ðTÞ ¼ u1ðTÞAn1W ðnÞ
w
1 W
ðnÞ
1;2 
 W n1;1W ðnÞ
w
1 A1u1ðTÞAn1W w1 W ðnÞ1;2
þ W n1;1ðW ðnÞ
w
1 Þ2A1u1ðTÞAn1P1W ðnÞ1;2

 W n1;1PðnÞ1 A1u1ðTÞAn1ðW w1 Þ2W ðnÞ1;2 þ W n1;1W w1 u2ðTÞ: ðA:6Þ
Then, from (A.2) to (A.5), it followsﬃﬃﬃ
n
p ðjðnÞ1 ðA1Þ 
 j1ðA1ÞÞ ¼ ZðnÞ1 ðHnÞ þ ZðnÞ2 ðHnÞ þ ZðnÞ3 ðHnÞ; ðA:7Þ
where the ZðnÞk ’s are random operators from LðRp1þp2Þ to R deﬁned as
ZðnÞ1 ðTÞ ¼ trðu2ðTÞV ðnÞ21 þ V ðnÞ12 u3ðTÞÞ ¼ 2 trðu2ðTÞV ðnÞ21 Þ;
ZðnÞ2 ðTÞ ¼ trðbðnÞ1 ðTÞSðnÞ
n
1 þ S1bðnÞ1 ðTÞnÞ;
ZðnÞ3 ðTÞ ¼ 
2 trðu2ðTÞSðnÞ
n
1 þ V12bðnÞ1 ðTÞnÞ:
Now, let us determine, for kAf1; 2; 3g; an operator Zk to which ZðnÞk converges
almost surely uniformly as n-þN: We have
P
ðnÞ
1 ¼ PkerðW ðnÞ
1
Þ ¼ Iq1 
 W
ðnÞ
1 ðW ðnÞ
2
1 ÞwW ðnÞ1 ;
and since (from Lemma 3.1) the r.v. rankðW ðnÞ21 Þ (which is equal to rankðW ðnÞ1 Þ)
converges almost surely, as n-þN; to rankðW1Þ ¼ rankðW 21 Þ; it is ensured that
ðW ðnÞ21 Þw converges almost surely as n-þN to ðW w1 Þ2: Thus, PðnÞ1 converges almost
surely uniformly, as n-þN; to Iq12W1ðW 21 ÞwW1; that is the projector P1: We
deduce that bðnÞ1 converges almost surely uniformly as n-þN to the operator b1
deﬁned as
b1ðTÞ ¼ u1ðTÞAn1W w1 W1;2 
 W n1;1W w1 A1u1ðTÞAn1W w1 W1;2
þ W n1;1ðW w1 Þ2A1u1ðTÞAn1P1W1;2
þ W n1;1P1A1u1ðTÞAn1ðW w1 Þ2W1;2 þ W n1;1W w1 A1u2ðTÞ:
The expression of b1 can be simpliﬁed. First, since
P1 ¼ PkerðA1V1An1Þ ¼ PkerðV1=21 An1Þ;
it is easily seen that
W n1;1P1 ¼ V1An1P1 ¼ V1=21 ðV1=21 An1P1Þ ¼ 0:
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Further, for lAf1; 2g; considering the linear map
Ll : uARpl/LlðuÞ ¼ /u; XlSRplAL2ðO;A; PÞ
which adjoint operator is
Lnl : fAL
2ðO;A; PÞ/Lnl ð f Þ ¼ Eð fXlÞARpl ;
it is easy to verify that
V1 ¼ Ln1L1; V12 ¼ Ln1L2:
Thus, it is easily seen that RðV1Þ ¼ RðLn1Þ; and from
V12 ¼ Ln1L2 ¼ PRðLn1ÞL
n
1L2 ¼ PRðV1ÞLn1L2 ¼ V1Vw1V12
it follows
P1W1;2 ¼ P1A1V12 ¼ P1A1V1V w1V12 ¼ ðV1An1P1ÞnVw1V12 ¼ 0;
consequently, we have
b1ðTÞ ¼ a1ðTÞ þ u2ðTÞ;
where a1 is the operator deﬁned by (3.6).
An obvious consequence of the previous convergence results is that for
kAf1; 2; 3g; ZðnÞk converges almost surely uniformly, as n-þN; to Zk; with
Z1ðTÞ ¼ 2 trðu2ðTÞV21Þ;
Z2ðTÞ ¼ 2 trðb1ðTÞSn1Þ;
Z3ðTÞ ¼ 
2 trðu2ðTÞSn1 þ b1ðTÞV21Þ:
Similarly, we can writeﬃﬃﬃ
n
p ðjðnÞ2 ðA2Þ 
 j2ðA2ÞÞ ¼ xðnÞ1 ðHnÞ þ xðnÞ2 ðHnÞ þ xðnÞ3 ðHnÞ; ðA:8Þ
where, for kAf1; 2; 3g; xðnÞk is a random operator from LðRp1þp2Þ to R which
converges almost surely uniformly as n-þN to xk; with
x1ðTÞ ¼ 2 trðu3ðTÞV12Þ;
x2ðTÞ ¼ 2 trðb2ðTÞSn2Þ;
x3ðTÞ ¼ 
2 trðu3ðTÞSn2 þ b2ðTÞV12Þ;
where b2 ¼ a2 þ u3; a2 being the operator deﬁned by (3.7). Thus, we have the
equality
ﬃﬃﬃ
n
p ðjðnÞðA1; A2Þ 
 jðA1; A2ÞÞ ¼
X3
k¼1
ðZðnÞk þ xðnÞk ÞðHnÞ;
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from which we deduce that
ﬃﬃﬃ
n
p ðjðnÞðA1; A2Þ 
 jðA1; A2ÞÞ converges in distribution
as n-þN to
U ¼
X3
k¼1
ZkðHÞ þ
X3
k¼1
xkðHÞ
¼ 2 tr½ðb1ðHÞ 
 u2ðHÞÞðS1 
 V12Þn þ 2 tr½ðb2ðHÞ 
 u3ðHÞÞðS2 
 V21Þn
¼ 2 tr½a1ðHÞðS1 
 V12Þn þ 2 tr½a2ðHÞðS2 
 V21Þn:
The r.v. H has a centered normal distribution, and since the map
T/2 tr½a1ðTÞðS1 
 V12Þn þ 2 tr½a2ðTÞðS2 
 V21Þn
is linear, the r.v. U has also a centered normal distribution. &
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