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We use Monte Carlo (MC) methods to simulate a two-dimensional (2D) bond-diluted Ising model on the
square lattice which has frustration between the nearest-neighbor interaction J1 and the next-nearest-neighbor
interaction J2. In this paper, we use the parallel tempering algorithm to study the thermodynamics for different
diluted ratio x and give the phase diagram. The presence of both frustration and disorder results in a spin-glass
phase, which exists between the stripe antiferromagnetic phase and the Ne´el phase. We present the ground-state
energy of T → 0 and the size-dependence of Edwards-Anderson (EA) order parameter for the spin glass phase.
By scaling the mean energy and the EA order parameter from the simulated annealing with the Kibble-Zurek
(KZ) mechanism, we obtain two different dynamic exponents zE and zq for the spin glass phase. Experimentally,
this model has close implication with the FeAs plane of the iron-based superconductor BaFe2(As1−xPx)2, where
a spin-glass like phase was found.
I. INTRODUCTION
Lots of theoretical and experimental efforts have been ded-
icated to study the properties of spin glass [1], in which spins
are freezing and disordered. The theoretical model of spin
glass was proposed by Edwards and Anderson [2]. The mean-
field theory is the original idea for studying spin glass, models
like Edwards-Anderson model and Sherrington-Kirkpatrick
model [3] are based on it. Until the Almeida-Thouless line [4]
is found, the replica symmetry breaking begin to be consid-
ered in spin glass. In experiment, some of the characteris-
tic phenomena have been observed in spin glass, such as the
rather sharp cusp in the frequency-dependent susceptibility in
low fields [5] and remanence [6, 7] and hysteresis below the
freezing temperature [8, 9]. The behaviors of spin glass can
be observed in experiment by methods such as nuclear mag-
netic resonance (NMR) and neutron scattering (NS). Among
the spin-glass systems, the two-dimensional (2D) Ising spin
glass (ISG) is a special one since it only exists at temperature
T = 0 [10]. The commonly discussed 2D ISG models, for
example, square lattice with Gaussian or bimodal couplings,
which contain randomly distributed ferromagnetic and antifer-
romagnetic interactions. In recent years, there are many stud-
ies [11–15] focusing on the low-temperature behaviors and
phase transition on 2D ISG .
Besides the frustrated interactions, disorder plays important
role in the spin glass such as dilutions. Bond dilution can be
realized by changing the interactions between two spins. Site
dilution can be achieved by removing or changing a certain
portion of the spins on the lattice. A considerable number
of investigations [16–19] focusing on locating transition point
and critical behaviors by renormalization-group methods and
Monte Carlo methods. Diluted spin models can be realized in
many materials. For example, FexZn1−xF2 and MnxZn1−xF2
which are prepared by a substitution of the nonmagnetic iso-
morph ZnF2 for the magnetic ones FeF2(MnF2), can be de-
scribed as a three-dimensional diluted Ising model [20]. Mod-
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ulation of pairing symmetry with bond dilution in iron-based
superconductors has been studied by Ref. [21]. In this pa-
per, we study a 2D bond-diluted Ising model with the nearest-
neighbor interaction J1 and the next-nearest-neighbor interac-
tion J2 on the square lattice, which is similar to the FeAs plane
of the iron-based superconductor BaFe2(As1−xPx)2. Since the
spin size of the Fe atoms are generally large, we can use Ising
spins to describe the magnetism. The random distribution of P
atoms can lead to an effective J2 dilution on the square lattice.
A spin-glass-like behavior in BaFe2(As1−xPx)2 was found by
nuclear magnetic resonance (NMR) and triple-axis spectrom-
eter (TRISP) measurements [22], where the superconductiv-
ity also happens [23, 24]. However a systematic study on the
magnetism was lack.
Fundamentally, it is also interesting to understand the ther-
modynamics of the 2D bond-diluted J1 − J2 Ising model,
which is different from the clean J1 − J2 Ising model [25–27].
Our study shows that the system really has a spin-glass phase
which can be controlled by the bond dilution and frustration.
In this paper, we use the highly efficient Monte Carlo
(MC) methods (parallel tempering and simulated annealing)
to study the 2D bond-diluted J1 − J2 Ising model. We study
the thermodynamics of the ordered phase as the dilution ratio
x. A spin-glass phase is found in between the stripe antiferro-
magnetic phase and the Ne´el phase. In the spin-glass phase,
we find two different dynamic exponents which are obtained
from the simulated annealing results of the mean energy and
Edwards-Anderson (EA) order parameter. This unusual be-
havior is similar to the results of the 2D ±J ISG model in
Ref.[15]. The phase diagram can help to understand the ex-
perimental phase diagram of BaFe2(As1−xPx)2.
The rest of the paper is organized as follows. In Sec. II
we introduce the model and methods. Numerical results are
presented in Sec. III, including the spin-glass phase and its
dynamical properties. In Sec. IV we discuss the comparabil-
ity of our results with the experimental results. Conclusions
are given in Sec. V. Additional results, which discusses the
connections with the 2D ±J ISG model are given in appendix
A.
2FIG. 1. (Color online). 2D square-lattice Ising model with two types
of interaction. The solid thick line represents the nearest-neighbor
interaction J1. The blue double line represents the next-nearest-
neighbor interaction J2. The J2 always come in pairs in a plaquette,
and can be broken in pairs as show by the red dashed line.
II. MODEL AND METHODS
A. Model
We here study a bond-diluted J1− J2 Ising model on the 2D
square lattice, as shown in Fig. 1. The structure of this model
is very similar to the FeAs plane of the iron-based supercon-
ductor BaFe2(As1−xPx)2. The Hamiltonian of the model is
H = J1
∑
<i, j>
σiσ j + J2
∑
<i′, j′>
δi′ j′σi′σ j′ , σi = ±1, (1)
where J1 is the nearest-neighbor interaction, J2 is the next-
nearest-neighbor interaction, and δi′ j′ represents the bond di-
lution (1 represents the existence of J2-bond, 0 means the
bond dilution, shown in Fig. 1). We define the bond dilution
ratio as x = 1 − N(J2)pair/N, where N is the total number of
J2-bonds without the bond dilution. Here we set J1 = J2 = 1,
In BaFe2(As1−xPx)2, both magnetism and superconductiv-
ity occur in the FeAs plane. In the FeAs plane, the As atoms
sit alternatively above and below the center of each plaque-
tte on the square lattice which is formed by the Fe atoms, as
shown in Fig. 2. In the FeAs plane, the P atoms can be ran-
domly substituted for the As atoms.
In our study, we consider the spin magnetism on the Fe
atoms. The spin on the Fe atoms can be considered as Ising
spins because of the high anisotropy. The nearest-neighbor
interaction between the Fe atom is defined as the J1. The As
atoms generate the superexchange interactions between the Fe
atoms, while the P atoms can not. An As atom constructs
a pair of J2 between four Fe atoms. When the As atom is
substituted for the P atom, the J2 are broken in pairs. The x
is the doping ratio of the P atoms, which equals to the diluted
radio we defined.
In this model, when the J1 and J2 exist simultaneously, oc-
curring a competitive relationship because the J1 and J2 both
are antiferromagnetic and form a triangular structure. Our ran-
dom dilution results in a disordered distribution of the J2, just
FIG. 2. (Color online). This is the FeAs plane of BaFe2(As1−xPx)2.
The Fe atoms form a square lattice. Here the x is the doping ratio of
BaFe2(As1−xPx)2. When x > 0, a part of the As atoms are substituted
by the P atoms.
as the disordered doping in BaFe2(As1−xPx)2 material. The
competitive interactions cause frustration, and the disorder is
introduced into the system by randomly diluting. Due to the
combination of frustration and disorder, our study obtain an
interesting discovery.
B. Parallel tempering
For complex systems, the energy landscape has many sep-
arated local minima. The simulation of complex systems by
using the conventional MC usually requires long relaxation
time. In conventional MC studies, simulations of higher tem-
peratures are generally sampled in large volumes of phase
space, whereas the low temperature ones maybe trapped in lo-
cal energy minima during the timescale of a typical computer
simulation. To overcome this problem, many different MC
methods have been discussed[28]. The form of parallel tem-
pering MC, now frequently used, can dates back to the study
of Geyer[29]. In the developmental process of the parallel
tempering have many similar forms, such as Replica Monte
Carlo[30], simulated tempering[31], and expanded ensemble
method[32]. All of these methods simulate the complex sys-
tems over a wide temperature range, helping complex systems
to escape from metastable states and speeding up the equilib-
rium process.
The parallel tempering method we used here allows the sys-
tem to exchange the complete configuration between differ-
ent temperatures, ensuring that the lower temperature system
can access a set of representative regions of phase space. We
briefly summarize the sampling procedure of the parallel tem-
pering method. The operation is implemented in two stages,
including simple single-temperature MC stage and parallel
tempering stage. In the simple MC stage, N non-interacting
replicas of the system are simulated simultaneously by re-
spectively performing single-temperature Metropolis update
at N different temperatures, T1,T2,...,TN . The parallel tem-
pering stage carries out replica exchange, where two repli-
cas at neighboring temperatures swap the complete configura-
tion. The swapping probability pswap between two neighbor-
ing temperatures, Ti and Ti+1, is given by:
pswap = min{1, exp[(
1
Ti+1
−
1
Ti
)(Ei+1 − Ei)]}, (2)
3where Ei and Ei+1 are the energy of the replica at temperature
Ti and Ti+1 respectively.
Now, the parallel tempering MC is widely considered as a
powerful method to study the complex systems. In this paper,
we try to use the improved form, which adjusts the distribu-
tion of the temperatures or the steps of the two stages [33–
35]. These improvements can make the computation more
efficient.
C. Simulated annealing
Simulated annealing is so named due to the fact that it has
the similar process with physical annealing [36]. In physi-
cal annealing, a crystal is heated and then cooled slowly until
attaining one of the most common crystal lattice structures,
so that the defects of crystal can be removed. If the cool-
ing is sufficiently slow, the final configuration can approach
a superior structure. Numerically, simulated annealing estab-
lishes the connection between the thermodynamic behaviors
of physical annealing and the search for global minima of a
discrete optimization problem [37, 38].
For the spin systems with rough energy landscape, simu-
lated annealing is a sequential MC process. In the begin-
ning, finding the equilibrium state in initial temperature by
using standard Metropolis update is necessity. Then slowly
decreasing temperature step by step until the critical temper-
ature, while updating the system in the temperature of every
step. Simulated annealing is a powerful algorithm in explor-
ing the energy landscape of complex systems, and capable of
escaping from local minimums. Even though the simulated
annealing and the parallel tempering play a similar role [39]
in detecting the ground states of complex systems, however
the differences between them are distinct. Simulated anneal-
ing is a non-equilibrium process, which does not give any
meaningful results during the annealing process except for the
non-equilibrium results obtained from the critical tempera-
ture. The non-equilibrium results obtained after the annealing
process are related to the annealing velocity and the system
size. The study of phase transitions with simulated anneal-
ing is based on the Kibble-Zurek mechanism [40, 41], which
is originally used in the non-equilibrium scaling of the defect
density in condensed-matter physics and now is successfully
used to describe non-equilibrium physics at both classical and
quantum phase transitions.
III. NUMERICAL RESULTS
A. The ordered phase
From the Hamiltonian, we can easily find the ground state
of the system is the Ne´el state when the dilution ratio x = 1,
which implies that the system has no J2 interaction. When
the dilution ratio x = 0, the antiferromagnetic interactions J1
and J2 exist simultaneously, thus introducing frustrations into
the system. However the J1- and J2-bonds are distributed in
an ordered pattern, so the ground state of the system exhibits
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FIG. 3. (Color online) The results of the x = 0.1, where the dilution
of the system is not enough to changes the order of the ground state.
(a) The order parameter shows that the ground state has a stripe an-
tiferromagnetic order. The results of Binder cumulant are shown in
(b), and (c) corresponds to the specific heat. By the polynomial fit-
ting to the data, we obtain the cross-points which corresponds to the
critical temperature Tc(L).
the stripe antiferromagnetic order. In this section, we focus
on how the ground state changes as a function of x. Under
different dilutions, we investigate the critical temperature of
the ordered phases to the paramagnetic phase. We use an or-
der parameter ms [26] to describe the stripe antiferromagnetic
order, which can be defined as
m2s =m
2
x + m
2
y,
m2x =
1
N
N∑
i=1
σi(−1)
xi ,
m2y =
1
N
N∑
i=1
σi(−1)
yi .
(3)
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FIG. 4. (Color online) The Tc(L) obtained from the specific heat (C)
and the Binder cumulant (Bm). When x = 0.1, the system exists
the long-range order. Using the form Tc(L) = Tc(∞) + a/L
b, we can
extrapolate the Tc(L) to infinite size and finally get the corresponding
critical temperature Tc(∞) of x. Here a, b are fitting parameters, and
the critical temperature Tc(∞) = 1.708(9).
The Ne´el order parameter is defined as
mN =
1
N
N∑
i=1
σi(−1)
xi+yi . (4)
To locate the critical temperatures, we use the Binder cu-
mulant [42] defined as
Bm =
〈m4〉
〈m2〉2
, (5)
where m represent ms or mN . Specific heat (C), is also com-
puted in order to study the phase transition from an ordered
state to the paramagnetic state. We show results of x = 0.1 in
Fig. 3 and perform the same analysis for the rest of x.
We obtain the critical temperatures Tc(L) from the cross-
points of the curves for L and 2L. By performing the power-
law fitting, and we obtain the critical temperature Tc for the
thermodynamic limit. In Fig. 4, we give an instance with x =
0.1.
When changing the dilution ratio x, we can obtain a series
of critical points. From Fig. 5(a) we find that, as the disorder
increasing, the critical temperature of the system decreases
continuously to 0 where the long-range order disappears. By
sweeping the whole range of x in [0, 1], we can find that the
stripe antiferromagnetic phase has the xc = 0.31(1), and the
Ne´el phase has the xc = 0.73(2). The phase diagram obtained
here can help to understand the experimental phase diagram
of BaFe2(As1−xPx)2, as discussed in Sec. IV.
B. The spin-glass phase
In the following, we study the spin-glass phase which ap-
pears in the intermediate region of the x (0.31 < x < 0.73).
The Edwards-Anderson (EA) order parameter q [2] is de-
fined as
q = 〈σ
(1)
i
σ
(2)
i
〉, (6)
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FIG. 5. (Color online) (a) is the phase diagram. By computing
the critical temperature through a series dilution ratio x, we get two
smooth phase boundaries. Below the critical temperatures, the sys-
tem is in the stripe antiferromagnetic phase or the Ne´el phase, while
the upper region is the paramagnetic phase. When the x changes
from the both sides to the middle, the critical temperature gradually
decreases until the critical point can not be measured due to the dis-
appearance of the long-range order. Since we can not find the xc
value of T = 0 by using classical MC, the xc at T = 0 is obtained by
extrapolating from the neighboring points. Here the xc of the stripe
antiferromagnetic phase is 0.31(1), and the xc of the Ne´el phase is
0.73(2). (b) The results of order parameters m2s andm
2
N . T = 0.00003
is used. The solid points show the results of m2s , and the open points
correspond to m2
N
.
which measures the auto-correlation of spin σi between the
two replicas. As pointed out in Ref.[2], the spin glass should
have the characteristics: the magnetization |m| = 0 and the
EA order parameter |q| > 0. The magnetization here is ms
or mN which is used as the order parameter of the ordered
phase, while the results of ms or mN are shown in Fig. 5(b).
The results of EA order parameter are described in Sec IIIB 1
where shows the existence of the spin-glass phase.
1. Equilibrium finite-size scaling
Here, we discuss the differences among the 2D ISGmodels.
From the perspective of energy landscape, the 2D ISG model
with Gaussian coupling has a non-degenerate ground state,
implying the EA order parameter |q|T=0 = 1, while the 2D
±J ISG model has infinitely degenerate ground states. From
this point of view, our model is more similar to the 2D ±J ISG
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FIG. 6. (Color online) (a) shows the equilibrium 〈q2〉 of the different
system sizes vs T when x = 0.5. In the region of T → 0, the 〈q2〉 has
a weak temperature dependence, and the values continue to decrease
when the size increases. (b) The results of 〈q2〉 vs x, while we use
the dashed line to mark the spin-glass region. The minimum value
appears at x = 0.5. L = 24 and T = 0.00002 are used.
model, in which the |q| can be expressed as a function of size
when T = 0 [15].
As pointed out before, the 2D ISG only exists at T = 0, such
that it is difficult for classical MC simulations to achieve the
exact zero-temperature results. However one can still obtain
the 2D ISG properties considering the weak dependence of the
EA order parameter on temperature when T → 0, as shown in
Fig.6(a).
The EA order parameter is an important criterion to define
and describe spin glass. Here we show the 〈q2〉 values within
the spin-glass region in Fig.6(b). Since the minimum of 〈q2〉
appearing at x = 0.5 where represents the most disordered
state of the model, we take the fixed value x = 0.5 as a sample
in the following discussion.
We use the finite-size scaling relation [15] A(T, L) =
L−κΘs f (TLΘs ) where Θs is the entropy exponent. The value of
Θs in 2D ±J ISG model [43] is obtained by scaling spin-glass
correlation function. We obtain the same result Θs  0.5 by
performing the same scaling as Ref.[43] in our model which
shown in Appendix A. In order to find the value of 〈q2eq〉 in
the thermodynamic limit, we include a finite-size correction
term [15]:
〈q2eq(L)〉 − 〈q
2
eq(∞)〉 ∝ L
−Θs . (7)
In Ref.[44], the ground-state energy of spin glass is given
by the finite-size correction, which is eventually written as
E(L)0 − E(∞)0 ∝ L
−(d+1/ν). The ν of the case we studied here
is discussed in Appendix A. Thus, we have ν → ∞, which
leads to the correction of the ground-state energy to be writ-
ten as
〈E0(L)〉 − 〈E0(∞)〉 ∝ L
−2 (d = 2). (8)
From the correction of the EA order parameter and the
ground-state energy, we obtain the size-dependent relation-
ship and the thermodynamic limit of 〈q2eq(L)〉 and 〈E0(L)〉 as
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FIG. 7. (Color online). We show the equilibrium results 〈q2eq(L)〉
(a) and 〈E0(L)〉 (b) of x = 0.5 and T → 0. Extrapolating the data
to infinite size by the form of size correction, we obtain the results
〈q2eq(∞)〉 = 0.649(4) and 〈E0(∞)〉 = −1.4279(2).
shown in Fig. 7. Here we obtain 〈q2eq(∞)〉 = 0.649(4) and
〈E0(∞)〉 = −1.4279(2). From the value of 〈q
2
eq(∞)〉 is greater
than zero, according to the characteristic of the spin glass:
|m| = 0 and |q| > 0, we can confirm that the spin-glass phase
exists between the two ordered phases.
2. Kibble-Zurek scaling
In the calculations, a large number of updates are required
to approach the equilibrium state, especially as T → 0. There-
fore, we consider the model at x = 0.5 by using simulated an-
nealing, which allows us anneal the system to T = 0 quickly
and obtain the non-equilibrium results.
For nonlinear annealing[45], we have
T = υ(tmax − t)
r, (9)
where υ is the annealing velocity. The υ can be defined as
υ = (Tini − Tc)/t
r
max, where tmax is the number of the total MC
annealing steps from an initial temperature Tini to the critical
temperature Tc, which is zero for the 2D ISG. The critical an-
nealing velocity can be obtained from the Kibble-Zurekmech-
anism and expressed as υKZ(L) ∝ L
−(zr+Θs). When the anneal-
ing velocity υ is slower than the critical velocity υKZ(L), the
Kibble-Zurek scaling form of a singular quantity can be writ-
ten by the annealing velocity and the system size:
A(υ, L) = L−κΘsF(υ/υKZ) = L
−κΘsF(υLzr+Θs). (10)
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FIG. 8. (Color online) (a) Rescaling the 〈q2〉 by 〈q2〉/〈q2eq〉 and fitting
the data, we can obtain the result of zr + Θs when r = 1. (b) shows
the results zr+Θs vs r. Annealing with a series of different r, we can
obtain zq = 7.68(4) and Θs = 0.48(4).
The z is the dynamic exponent which is defined by the relax-
ation time τ and the equilibrium-spatial-correlation length ξ:
τ ∝ ξz. (11)
In order to ensure the correctness of the annealing results,
we regenerate the distribution of J2 before each annealing. To
ensure that the annealing process starts from the paramagnetic
state, we use a sufficiently high Tini = 5. According to Eq (9),
we perform the annealing from the initial temperature to zero
temperature. For the accuracy of results, numerous statistics
are necessary, so we perform thousands of the annealing pro-
cesses to average the results.
Before fitting the results, we rewrite the Kibble-Zurek scal-
ing form of the EA order parameter as
〈q2(υ, L)〉 = 〈q2eq(L)〉F(υL
zr+Θs), (12)
where 〈q2eq(L)〉 is given by the previous equilibrium finite-size
scaling form in Eq (7). When υ → 0, 〈q2(υ, L)〉 → 〈q2eq(L)〉.
In Fig. 8(a), we define that 〈q2r 〉 = 〈q
2〉/〈q2eq〉, and the results
can be well fitted on a straight line for υ < υKZ(L). By taking
r equals to 1, 2 and 4, we obtain the results of z and Θs from
zr + Θs, as shown in Fig. 8(b).
The Kibble-Zurek scaling form of the mean energy can be
written as
〈E(υ, L) − E0(∞)〉 = L
−2F(υLzr+Θs). (13)
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FIG. 9. (Color online) (a) We use the mean energy minus the equi-
librium ground-state energy of infinite size and mulyiplied L2 vs
υLzr+Θs . Here are the results of r = 1. (b) The results of zr + Θs
vs r. We perform the same treatment as Fig. 8(b), but the result is
different: zE = 8.44(2), Θs = 0.51(3).
The annealing results of the mean energy are shown in Fig. 9,
which are analyzed by the same technique as in Fig. 8.
By checking the finite-size corrections to the scaling form
of the EA order parameter and the mean energy, we obtain two
different dynamic exponents zq and zE for the mean energy
and the EA order parameter respectively. As Fig. 8 and Fig. 9
show, results of different annealing velocities and different
sizes can be rescaled according to Eq (12) and Eq (13). The
results zr+Θs of three different annealing paths r = 1, 2, 4 are
consistent, and the entropy exponent obtained from zqr + Θs
and zEr + Θs confirm Θs  0.5.
A similar situation was found in the 2D ±J ISG model
shown in Ref.[15], where a detailed explanation is given by
using the droplet theory. Here we discuss this unusual sit-
uation from the characteristic of the spin glass. The spin
glass has short-range order and long-range disorder, imply-
ing the spin glass has some ordered clusters, while the clus-
ters have no correlation among them. When the ordered clus-
ters show up, the EA order parameter begins to access the
stabilized value. Considering the energy landscape of spin
glass, the clusters are ordered in both the ground state and the
metastable state (local minimums). In the annealing process
with the slow velocity, the system first enters the metastable
state where the value of the EA order parameter begins to sta-
bilize, but the energy continues to change until the system fi-
nally reaches the ground state. Therefore, the relaxation time
τ for the EA order parameter is shorter than for the energy,
7while for the same system (with same correlation length ξ)
the dynamic exponent zq is smaller than zE .
IV. DISCUSSION
The model we studied here has a very similar structure
with the FeAs plane of the iron-based superconducting ma-
terial BaFe2(As1−xPx)2, as detailed in Sec. II A. The super-
conducting behaviors of BaFe2(As1−xPx)2 have already been
studied in experiments [22–24]. Our research focuses on the
magnetism, however it still has important implications to the
real materials. Comparing the Fig. 5(a) with the experimen-
tal phase diagram for superconductivity of BaFe2(As1−xPx)2
in Ref. [22–24], we can get some interesting coincidence.
The stripe antiferromagnetic phase in Fig. 5(a) (0 ≤ x <
0.31) has a similar distribution with the phase obtained from
the experiment which has antiferromagnetic order. Even
the critical point of the stripe antiferromagnetic phase xc =
0.31(1) is very similar to the experimental results. In the
right side of the phase diagram, we obtain an Ne´el phase in
0.73 < x ≤ 1. It is possible that the Ne´el phase can suppress
the appearance of the superconductivity. Our spin-glass phase
appears at 0.31 < x < 0.73, where exists superconductivity
and the long-range magnetic order does not exist. The spin-
glass phase is a special magnetic phase which does not exhibit
the global magnetism and the long-range order. This character
provides an advantageous environment for the emergence of
superconductivity. The simultaneous appearance of supercon-
ductivity and spin glass was claimed in other superconducting
materials [46]. For BaFe2(As1−xPx)2, the spin-glass-like be-
havior was suggested by the NMR and TRISP measurements
for samples near the optimal region [22].
V. CONCLUSIONS
By using the two different MC methods (parallel temper-
ing and simulated annealing), we study a bond-diluted J1 − J2
Ising model by changing the dilution ratio x from 0 to 1. There
are both the frustration and disorder in the model. By using
the parallel temperature MC, different thermodynamic quan-
tities are calculated for different x, and an interesting phase
diagram is found in which a spin-glass phase exists. In the
region 0 ≤ x < 0.31, a stripe antiferromagnetic phase is found
due to the frustration and the order on the system is not com-
pletely broken. In the region of 0.73 < x ≤ 1, the system
maintains the Ne´el order as in x = 1 until the dilution ratio
reaches the critical point. The spin-glass phase is found in the
region 0.31 < x < 0.73 and discussed from the equilibrium
finite-size scaling where the scaling forms are similar with
the 2D ±J ISG model. We perform the simulated annealing
at the typical value x = 0.5, from that we obtain two differ-
ent dynamic exponents zq and zE of the mean energy and the
EA order parameter respectively by using the Kibble-Zurek
mechanism. It is an unusual phenomenon, two different dy-
namic exponents are obtained from the same annealing pro-
cess. Since we have obtained some results similar to the 2D
±J ISG model, which allows us to connect our model with the
the 2D ±J ISG model which is a classical 2D ISGmodel, even
though the distribution of interactions is very different.
The magnetism of iron-based superconducting material
BaFe2(As1−xPx)2 on Fe can be described by the model we
studied here. In this material, the next-nearest-neighbor in-
teractions J2 are controlled by the As atoms, which can be
substituted with the P atoms. An interesting discovery is that
our phase diagram is similar to the experimental phase dia-
gram of BaFe2(As1−xPx)2, which helps us to understand the
magnetism behind the material.
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Appendix A: Connections with the 2D ±J ISG model
The 2D ±J ISG model is a classical spin-glass model. As
mentioned in Sec. III B 1, the properties of the 2D ISG are
different in different models. Since the spin glass here has a
similar behavior as the 2D ±J ISG model with the EA order
parameter, so we pay more attention to the scaling form of 2D
±J ISG model for other physical quantities.
Thomas et al [47] used the droplet theory to discuss the 2D
±J ISG model in Ref. [43]. They gave a scaling of the correla-
tion functionG(~r) at T → 0 by using the entropy exponentΘs.
The correlation functionG0(~r) = [〈σ~0σ~r〉
2
0
] at large r behaved
as
G0(~r) −G0(∞) ∼ r
−Θs , (A1)
where Θs  0.5 and r represents the distance between two
spins.
To determine the value of Θs in the spin glass here, we per-
form the same scaling forG0(~r), as shown in Fig. 10(a). From
the scaling results, we find Θs  0.5 is applicable here. So
in Eq (7), we use 0.5 as the value of Θs when we perform the
scaling of 〈q2〉.
Correlation length is a commonly used physical quantity in
the study of spin glass. The value of the critical exponent ν
can be determined by ξ ∼ |T − Tc|
−ν. In the MC simulations,
ξ can be obtained from the susceptibility of spin glass χSG:
χSG(k) =
1
N
∑
i, j
[〈σiσ j〉
2]ave
ik·(Ri−R j), (A2)
ξL =
1
2 sin(|kmin|/2)
[
χSG(0)
χSG(kmin)
− 1
]1/2
, (A3)
where kmin = (2π/L, 0).
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FIG. 10. (Color online). (a) The behavior of the correlation func-
tion G0 at large r. Here x = 0.5, L = 48, T = 0.00002. By using
Θs = 0.5, we can get a good linear fitting, so we can say that here
Θs  0.5 is also established. (b)ln(ξ) vs 1/T , which reflects the
correlation length diverging exponentially at x = 0.5. We can extrap-
olate the results for L = 100 and deduce that the ξ has the form of
ξ ∼ exp(2βJ) when T → 0 and L → ∞. Finally, we can get ν → ∞.
In the study of the 2D ±J ISG model, one of the points is
ν → ∞, like in Ref. [48]. We confirm that the correlation
length ξ in our study is exponentially diverged by performing
the same analysis as in the Ref. [48], and the results are shown
in Fig. 10(b). Therefore, we also have the result of ν → ∞
here. This result is used for the equilibrium finite-size scaling
form of ground-state energy in the Eq (8).
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