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Cap´ıtulo 1
Introduccio´n
En esta tesis se estudia la presencia de comportamientos perio´dicos en un
conjunto de series de la Bolsa de Madrid. Los modelos perio´dicos se caracterizan por
dividir la serie en estaciones. Esto permite que los para´metros del modelo cambien
de una estacio´n a otra, y que shocks similares tengan diferentes efectos segu´n el
momento del an˜o donde tengan lugar.
Los modelos perio´dicos se presentan como una alternativa a los modelos uni-
variantes ARIMA, donde cada dato pasado recibe una ponderacio´n que no var´ıa en
el tiempo.
Tiao y Grupe (1980) desarrollaron de forma teo´rica este tipo de modelos, pero
no es hasta finales de los 80, cuando encuentran su aplicacio´n en series econo´micas.
Osborn (1988) al estudiar el consumo trimestral de bienes duraderos del Reino
Unido encuentra que esta serie tiene un comportamiento diferente al que presentan
el ingreso, la riqueza y la inflacio´n.
La autora justifica este hecho argumentando que la funcio´n de utilidad de
los consumidores presenta estacionalidad, debido a que e´stos cambian sus pautas de
consumo a lo largo del an˜o. Las pagas extraordinarias, las vacaciones estivales o las
Navidades son ejemplos de los acontecimientos que esta´n detra´s de este comporta-
miento estacional.
Con objeto de aportar evidencia emp´ırica a favor de su hipo´tesis, Osborn
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2ajusta un modelo perio´dico para el consumo donde se permite a los para´metros del
modelo variar de un trimestre a otro. La autora encuentra que estas variaciones son
significativas y persistentes a lo largo del tiempo.
Con el anterior trabajo queda demostrado, que el consumo de bienes dura-
deros del Reino Unido trimestral presenta comportamiento perio´dico, pero ¿existen
ma´s series donde se observe esta conducta?
Intentando responder la anterior pregunta, Franses y Romijn (1993) estudian
25 variables macroecono´micas trimestrales del Reino Unido. Para ello estiman un
vector autorregresivo de correccio´n del error (VECM) que permite la presencia de
relaciones de cointegracio´n entre los distintos trimestres. Encuentran que en 17 de
ellas, la dina´mica que siguen las variables es ma´s compleja que la que recoge un
modelo autorregresivo (AR) con diferencias estacionales.
Todo lo anterior muestra que existen series temporales cuya dina´mica se
modeliza mejor utilizando especificaciones perio´dicas. El problema que surge es co´mo
detectar estos comportamientos de forma sencilla y eficiente.
Flores y Novales (1997) proponen un contraste para localizar comportamien-
tos perio´dicos en series temporales. Los autores contrastan la hipo´tesis nula que
el proceso generador de los datos es un modelo univariante, frente a la hipo´tesis
alternativa de que es un modelo perio´dico.
Este contraste se construye con la varianza de los errores de previsio´n, por lo
que al aplicarlo, se espera que seleccione aquel modelo que mejores previsiones ob-
tiene dentro de la muestra. Sin embargo ¿sera´ el modelo seleccionado el que mejores
previsiones obtiene fuera de la muestra?
En esta tesis, siguiendo el trabajo de Flores y Novales (1997), se estudia si
el contraste propuesto por estos autores es una herramienta va´lida para seleccio-
nar aquel modelo que mejores previsiones extramuestrales consigue. Para ello se
comprueba tanto el taman˜o como la potencia del contraste.
Se han citado ejemplos de trabajos donde el modelo perio´dico ajusta mejor
1. Introduccio´n 3
los datos, sin embargo, a lo largo de la literatura se encuentran muchos trabajos
donde estos modelos perio´dicos no preve´n mejor que los univariantes fuera de la
muestra.
En Novales y Flores (1997) los autores encuentran que los modelos perio´dicos
preve´n mejor que los univariantes cuando los primeros se restringen de forma ade-
cuada. Adema´s, observan que no siempre es un mismo modelo el que mejor preve´ en
todas las estaciones en las que se divide la serie. Esto es, para una misma serie,
hay estaciones para las que preve´ mejor el modelo perio´dico y otras para las que
preve´ mejor el univariante.
Este resultado abre la posibilidad de combinar ambos modelos para prever
una u´nica serie temporal. Esto es, usar modelos diferentes para prever cada una de
las estaciones. Estos modelos compuestos se pueden ver como un tipo de modelos
de cambio de re´gimen, en los que hay dos reg´ımenes, uno el modelo univariante y
otro el modelo perio´dico, y se cambia de un re´gimen a otro en funcio´n de un criterio
determinado. La pregunta que surge de forma automa´tica es ¿co´mo decidir para
cada estacio´n, el modelo con el que se deben calcular las previsiones?
En esta tesis se propone un me´todo sencillo. Se calcula la previsio´n extra-
muestral para una estacio´n concreta, usando el modelo que mejores previsiones in-
tramuestrales haya tenido para esa estacio´n. Si el modelo elegido es el correcto, es
de esperar que el buen comportamiento predictivo dentro de la muestra se traslade
a fuera de la muestra.
Este procedimiento de seleccio´n entre los dos reg´ımenes, el univariante y el
perio´dico, supone una ganancia frente a los modelos de cambio de re´gimen. Estos
modelos tienen muy malos resultados en previsio´n debido a la dificultad para selec-
cionar el re´gimen correcto. En este trabajo se estudia si estos modelos compuestos
consiguen mejores previsiones que los modelos univariantes y/o los modelos perio´di-
cos.
Para responder a todas estas cuestiones se eligen como objeto de estudio
4series bursa´tiles. Ma´s concretamente, la cotizacio´n ma´xima diaria del IBEX-35 y
todos los componentes que formaron parte del ı´ndice para las fechas comprendidas
entre el 05/01/2004 y el 29/06/2007.
La eleccio´n de estas series, permite generalizar un feno´meno que ha centrado
la atencio´n de un nu´mero importante de trabajos, el efecto d´ıa de la semana. Desde
finales de los 80 se ha mostrado intere´s en estudiar este comportamiento, tanto
en Espan˜a como en otras bolsas extranjeras, encontra´ndose resultados que pueden
sugerir la existencia de este efecto.
Si se centra la atencio´n en el caso de Espan˜a, varios autores han encontrado
este feno´meno en la Bolsa espan˜ola. Tal es el caso de Rubio (1991) y Mart´ınez Abas-
cal (1993).
Posteriormente, Pen˜a (1995) sen˜ala que este efecto desaparece debido a la
implantacio´n de la Ley del Mercado de Valores, introducida a mediados de 1989. Este
autor defiende que era la falta de eficiencia en el mercado lo que posibilitaba el efecto
d´ıa de la semana. Sin embargo, en trabajos ma´s recientes como el de Caceres et al.
(2006) y el de Garc´ıa Blando´n (2008), vuelve a presentarse este efecto, invalidando,
en parte, las conclusiones del trabajo de Pen˜a (1995).
Es por ello, que en esta tesis se ha propuesto buscar comportamientos perio´di-
cos a series de la Bolsa espan˜ola. Mientras que en la mayor parte de la literatura del
efecto d´ıa de la semana, se usan variables ficticias que dan como resultado diferentes
rendimientos medios para cada d´ıa, en este trabajo, no so´lo se va a permitir a cada
d´ıa de la semana tener un rendimiento medio diferente, si no que se le va a permitir
que tenga una dina´mica diferente.
De esta manera, sobre estas series de la Bolsa de Madrid, se realizan dos
experimentos. En un primer experimento se estima un modelo AR y un modelo
perio´dico en forma de vector autorregresivo (VAR) ortogonalizado para cada una de
las variables. Estos VAR se estiman para las series en niveles. Usando el contraste de
Flores y Novales se selecciona para cada una de las variables cual es el modelo que
1. Introduccio´n 5
ha generado los datos con mayor probabilidad. Una vez seleccionados los modelos
se comprueba si e´stos son los que mejores previsiones consiguen. Adema´s se estudia
si un u´nico modelo es el que mejor preve´ para todos los d´ıas. Se construyen los
modelos compuestos pertinentes y se comprueba la capacidad predictiva de e´stos.
Como medida de precisio´n de las previsiones se usa la ra´ız del error cuadra´tico medio
(RECM).
Ante la sospecha de sobreparametrizacio´n de los modelos perio´dicos, se realiza
un segundo experimento. Se estiman modelos perio´dicos en forma de VECM, don-
de las series son estacionarias. Esto permite realizar contrastes de significatividad
individual sobre los para´metros del VECM, eliminando aquellos estad´ısticamente
iguales a 0. Con estos modelos perio´dicos restringidos y los modelos AR estimados
con anterioridad, se repiten los pasos del experimento anterior.
La tesis se organiza en cinco cap´ıtulos de la siguiente manera:
En el Cap´ıtulo 2, “Un repaso a la literatura”, aparecen los trabajos en los
que se ha sustentado esta investigacio´n. Se hace un recorrido por la evolucio´n que
han tenido los modelos perio´dicos a lo largo del tiempo, y las conclusiones a las que
han llegado diferentes autores sobre su capacidad predictiva. Adema´s, se presenta el
contraste de estacionalidad que se usa como herramienta para discriminar entre el
modelo univariante y el modelo perio´dico. Tambie´n se hace un repaso a los diferen-
tes modelos de cambio de re´gimen, sus diferentes aplicaciones y sus resultados en
previsio´n. Por u´ltimo, se hace una revisio´n de diferentes medidas de precisio´n para
evaluar previsiones.
En el Cap´ıtulo 3, “Experimento I: caso sin restringir”, se presenta el ana´lisis
univariante de las 25 series objeto de estudio, y la estimacio´n de los modelos VAR
ortogonalizados para las series en niveles. Se calcula el contraste de estacionalidad y
se computan las previsiones, para cada variable, con los modelos AR y perio´dicos. El
cap´ıtulo concluye con la construccio´n de los modelos compuestos y la comprobacio´n
de su capacidad predictiva. En el ape´ndice de este cap´ıtulo se presenta un ana´lisis
6detallado y minucioso de la estimacio´n de los modelos multivariantes para cada una
de las variables objeto de estudio.
En el Cap´ıtulo 4, “Experimento II: caso restringido”, se estiman los modelos
VECM, donde se eliminan aquellos para´metros que no son significativos. Se repite
el ca´lculo del contraste y el estudio de la precisio´n predictiva. Para concluir, se
construyen los modelos compuestos y se calculan sus previsiones. En el ape´ndice se
analizan, de forma detallada, las relaciones de cointegracio´n para cada una de las
variables, as´ı como la estimacio´n de los modelos multivariantes.
En el Cap´ıtulo 5, “Conclusiones y Extensiones” se presentan las principales
conclusiones y extensiones de esta tesis.
Cap´ıtulo 2
Revisio´n de la literatura
2.1 Introduccio´n
En este cap´ıtulo se presenta una revisio´n de los diferentes temas abarcados
en la tesis.
En una primera parte se hace un repaso a los modelos perio´dicos. Se revisa
la literatura para situar en que momento se empezaron a aplicar estos modelos en
economı´a. Se estudian los resultados que estos modelos han tenido en previsio´n.
En este apartado tambie´n se presenta el contraste de estacionalidad univa-
riante, y se hace un breve repaso a la literatura del efecto d´ıa de la semana.
Ante el ejercicio que se hace en esta tesis de usar modelos diferentes para
prever las diferentes estaciones de una misma variable, se presenta un repaso a
los modelos de cambio de re´gimen. Se enumeran diferentes aplicaciones que se han
realizado con ellos, y se estudian los resultados que han tenido en previsio´n.
Posteriormente se estudian diferentes medidas de precisio´n de las previsiones.
A parte del tan utilizado error cuadra´tico medio (ECM), se repasan un conjunto de
medidas usadas en la literatura, enumerando los problemas de calcular cada una de
ellas.
En los diferentes ape´ndices con los que finaliza el cap´ıtulo, aparecen los desa-
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rrollos teo´ricos de los modelos expuestos en cada una da las diferentes secciones.
2.2 Modelos perio´dicos
Tanto en la teor´ıa econo´mica, como al analizar los datos reales, el compor-
tamiento de los agentes econo´micos muestra pautas estacionales. Este feno´meno se
presenta tanto en series de consumo como en series de produccio´n. La explicacio´n
de este comportamiento en las series de consumo se encuentra en la existencia de
pagas extraordinarias, fiestas naviden˜as o vacaciones. Mientras que detra´s de las
de produccio´n se encuentran los cierres de balance, la presentacio´n de cuentas o el
vencimiento de pagos.
Una forma de modelizar este tipo de comportamiento es a trave´s de los mode-
los perio´dicos, los cuales permiten cambiar el valor de los para´metros en las diferentes
estaciones en que esta´ dividido el an˜o. La forma teo´rica que tienen estos modelos
aparece presentada en el Ape´ndice 2.A.
Las propiedades teo´ricas de los modelos perio´dicos ya aparecen en Tiao y
Grupe (1980). Sin embargo, su aplicacio´n al campo de la economı´a no fue inmediata.
En el trabajo de Osborn et al. (1988), los autores quieren comprobar si existen
relaciones de largo plazo entre las variables que intervienen dentro de la funcio´n de
consumo de bienes no duraderos del Reino Unido. Al analizar las posibles relaciones
de cointegracio´n entre las variables, comparan la gra´fica del consumo de bienes no
duraderos con la del ingreso, y se percatan de que ambas tienen una tendencia
creciente similar, pero que “los movimientos estacionales en el consumo son muy
marcados y parecen no tener relacio´n con las caracter´ısticas estacionales del ingreso,
la riqueza y la inflacio´n”. Esto hace que los o´rdenes de integracio´n del ingreso y del
consumo difieran.
Buscando una explicacio´n a este comportamiento diferente del consumo, Os-
born (1988) plantea la idea de que los consumidores hacen diferentes elecciones de
consumo a lo largo del an˜o, lo que significa que la funcio´n de utilidad de los agentes
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presenta estacionalidad. Para comprobar la estacionalidad de la funcio´n de utilidad
identifica y modeliza un modelo perio´dico, donde los para´metros var´ıan de un tri-
mestre a otro, y encuentra que estas variaciones son significativas y persistentes a
lo largo del tiempo.
Ma´s adelante Osborn y Smith (1989) estudian si existe una mejora en las
previsiones especificando modelos perio´dicos. Para este trabajo analizan tanto el
agregado de consumo de bienes no duraderos trimestral en el Reino Unido, como 5
de sus componentes. Comparan la precisio´n de los modelos perio´dicos con modelos
ARIMA univariantes convencionales. La conclusio´n a la que llegan es que no existe
una gran mejora a la hora de prever el agregado usando el modelo perio´dico, pero
s´ı que existe una mejora en el caso de los componentes.
Las conclusiones emp´ıricas de este trabajo encuentran su respaldo teo´rico en
Osborn (1991). Aqu´ı la autora presenta los resultados teo´ricos de no identificar un
modelo perio´dico cuando la serie presenta comportamiento estacional, concluyendo
que se produce una pe´rdida de precisio´n en la previsio´n al usar un modelo ARIMA
univariante subespecificado.
Hasta la fecha todas las aplicaciones de los modelos perio´dicos se hab´ıan he-
cho analizando series de consumo. En Franses y Romijn (1993) se ampl´ıa el tipo
de series a las que se ajusta un modelo perio´dico. Se analizan 25 variables ma-
croecono´micas trimestrales del Reino Unido, entre las que se encuentran series del
consumo privado, el consumo pu´blico, la inversio´n, tanto pu´blica como privada, las
exportaciones y las importaciones, la fuerza de trabajo, la productividad, la masa
monetaria, el tipo de intere´s y el tipo de cambio. Se ajustan modelos perio´dicos de
correccio´n del error, cuya forma teo´ricas se presenta en el Ape´ndice 2.A. En este
trabajo se encuentra que en 17 de las 25 series estudiadas hay evidencia de que el
proceso generador de los datos es un modelo perio´dico de correccio´n del error. Este
resultado muestra que el comportamiento estacional es, en un gran nu´mero de ca-
sos, mucho ma´s complejo que lo que se cre´ıa hasta ese momento, y que los modelos
habituales usados en la literatura, donde no se permit´ıa a los para´metros cambiar
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entre estaciones, pod´ıan estar subespecificados. Este trabajo acaba indicando que si
se modeliza este comportamiento perio´dico, es de esperar que haya ganancias en la
previsio´n, al contar con un modelo que ajusta mejor los datos.
En el trabajo anterior, los autores obtienen que en 8 de los 25 casos no hay
evidencia de que los para´metros del modelo cambien entre los diferentes trimestres.
No se debe perder de vista que estos 8 casos se pueden considerar modelos perio´dicos
donde los para´metros de las estaciones esta´n restringidos a ser los mismos, y donde
todos los trimestres reciben la misma perturbacio´n aleatoria. Basa´ndose en esta
idea, Flores y Novales (1997) proponen un contraste de estacionalidad univariante.
En este contraste la hipo´tesis nula es que el modelo que ha generado la serie es un
proceso univariante, frente a la alternativa que considera que ha sido un modelo
multivariante. Aplicando este contraste a 23 de las series anteriores, encuentran
que en 8 de ellas el modelo univariante no sera´ un caso restringido del perio´dico,
facilitando una herramienta estad´ıstica que permita decidir cuando la estacionalidad
presenta un comportamiento ma´s complejo. El desarrollo teo´rico de este contraste
aparecen en el Ape´ndice 2.B.
Ahora bien, cabe preguntarse si la estimacio´n de estos modelos perio´dicos
lleva a una mejor previsio´n que la que se obtiene con otros modelos ma´s sencillos.
Herwartz (1997) analiza series trimestrales de consumo e ingreso de Reino Unido,
Alemania, Suecia y Japo´n, para estudiar la precisio´n de las previsiones realizadas
con modelos perio´dicos. Para ello estima modelos autorregresivos no perio´dicos, y los
compara con sus contrapartes perio´dicas. Los resultados que encuentra son dispares.
Por un lado, los modelos perio´dicos obtienen mejores resultados en las previsiones
ex-post. Sin embargo, los resultados de las previsiones ex-ante muestran que para
todas las series de consumo y la de ingreso de Suecia, los modelos no perio´dicos tienen
mejores resultados. En las series de ingreso de Japo´n, Reino Unido y Alemania, el
modelo perio´dico es superior, tanto ex-ante como ex-post. Cuando se restringe el
modelo perio´dico, todos los anteriores resultados se mantienen, salvo que para la
serie del ingreso sueco, tanto ex-ante, como ex-post, ahora es ma´s preciso el modelo
2. Revisio´n de la literatura 11
perio´dico.
Wells (1997b) estudia series de producto, consumo e inversio´n de la economı´a
estadounidense. Llega a la conclusio´n de que el consumo y la inversio´n esta´n coin-
tegrados estacionalmente con el producto, indicando que estas variables comparten
una tendencia estacional estoca´stica. Este trabajo se cuestiona la costumbre de tra-
bajar con datos ajustados de estacionalidad, ya que este ha´bito puede impedir un
mejor ajuste de los datos, y por tanto empeorar la precisio´n de las previsiones. Debi-
do a este resultado, en Wells (1997a) se plantea especificar modelos con integracio´n
perio´dica como el desarrollado en Franses (1994). Aplica este tipo de modelos a 15
series macroecono´micas de Estados Unidos y lo compara con otros procedimientos
no perio´dicos. Divide las series en dos bloques, uno con las 8 series de cara´cter finan-
ciero y otro con las 7 restantes. De estas u´ltimas, 5 de ellas presentan integracio´n
perio´dica, mientras que en el caso de las denominadas series de cara´cter financiero,
los resultados son ma´s ambiguos. Sin embargo, a la hora de realizar una compara-
cio´n de las previsiones, no parece existir una mejora en la precisio´n al aplicar estos
modelos perio´dicos.
Sobre las mismas series usadas por Wells (1997a) pero ampliadas a Reino
Unido, Suecia, Alemania, Japo´n e Italia, Lo¨f y Franses (2001) concluyen que los
modelos donde las variables presentan diferencias estacionales tienen como resul-
tado, generalmente, previsiones ma´s precisas que aquellas realizadas con modelos
perio´dicos.
Sin embargo, Novales y Flores (1997) s´ı encuentran que puede haber una
ganancia en la previsio´n al aplicar modelos no perio´dicos. En este trabajo, los au-
tores eligen las 17 series que Franses y Romijn (1993) encuentran que siguen un
modelo perio´dico integrado y realizan un ejercicio de previsio´n para comprobar si
existe alguna ganancia al usar estos modelos ma´s complejos. Para ello comparan
dos modelos univariantes donde los para´metros no cambian de un trimestre a otro,
con cuatro modelos perio´dicos con diferentes tipos de restricciones. Estos autores
encuentran que cuando no se restringen los modelos perio´dicos e´stos no parecen pre-
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ver mejor que los modelos con para´metros constantes entre trimestres. Sin embargo,
al restringir apropiadamente los para´metros del modelo perio´dico e´stos mejoran las
previsiones.
Ma´s recientemente, Rodrigues y Gouveia (2004) encuentran resultados si-
milares a los de los anteriores autores. Analizando datos mensuales de ocupacio´n
hotelera de la regio´n portuguesa del Algarve segu´n la nacionalidad de los hue´spedes,
llegan a la conclusio´n de que los modelos perio´dicos ajustan bien estas variables, y
cuando estos son convenientemente restringidos, se aprecian mejoras en la previsio´n
frente a modelos autorregresivos univariantes en primeras diferencias.
Aunque los modelos perio´dicos no se han aplicado mucho a series bursa´tiles,
hay muchos trabajos que defienden la presencia de comportamiento estacional en
este tipo de variables. Toda la literatura referente al efecto fin de la semana trata
de estudiar el diferente comportamiento de los agentes a lo largo de la semana, lo
cual da como resultado diferentes rendimientos medios segu´n el d´ıa.
Si se centra la atencio´n en la Bolsa espan˜ola, hay varios trabajos de principios
de los noventa que defienden la existencia del efecto d´ıa de la semana.
Por citar so´lo un par de ellos, Rubio (1991) encuentra que los lunes presentan
un rendimiento medio superior y significativo para datos comprendidos entre 1984
y 1988. Lo mismo encuentra Martinez Abascal (1993) para datos entre 1985 y 1989.
Esto contrasta con lo encontrado hasta la fecha en otros pa´ıses, donde el rendimiento
de los viernes tiende a ser ma´s elevado, mientras que el rendimiento de los lunes
tiende a ser anormalmente bajo.
Estos dos trabajos utilizan datos anteriores al 29 de julio de 1989. En es-
ta fecha se introdujo la Ley del Mercado de Valores, momento en que comenzo´ a
funcionar el mercado continuo.
En el trabajo de Pen˜a (1994) se defiende que la introduccio´n de las anteriores
reformas eliminan el anterior efecto lunes. El autor llega a la conclusio´n que este
efecto d´ıa de semana en la Bolsa espan˜ola se deb´ıa a la falta de eficiencia del mercado.
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Sin embargo, en trabajos ma´s reciente, s´ı que aparece efecto d´ıa de la semana.
Caceres et al (2006), introduciendo variables ficticias, tanto para explicar el rendi-
miento medio como la varianza condicionada, encuentran que el IBEX-35 tiene un
comportamiento diferente los lunes y los jueves, con respecto al resto de la semana.
Estudian valores comprendidos entre julio de 1997 y marzo de 2004.
Por su parte, Garc´ıa Blando´n (2008) tambie´n encuentra efecto fin de semana,
al introducir variables ficticias en una regresio´n que tiene como variable dependiente
el rendimiento diario del IBEX-35. Este autor comprueba, analizando datos com-
prendidos entre enero de 1995 y mayo de 2006, que mientras el rendimiento de los
lunes, martes, mie´rcoles y jueves, no afecta de manera significativa al rendimiento
del siguiente d´ıa, “el rendimiento del mercado durante el viernes, si afecta de manera
importante al rendimiento del mercado del lunes siguiente”.
Por todo lo anterior, parece que hay varios trabajos en la literatura que de-
fienden la existencia de comportamientos estacionales en series bursa´tiles espan˜olas.
Casi todos los trabajos analizados aqu´ı se centran en regresiones donde se introducen
variables ficticias. Sin embargo, se puede intentar otro tipo de aproximacio´n al pro-
blema. Se puede estimar un modelo perio´dico que permita una dina´mica diferente a
cada d´ıa de la semana, de esta manera se puede identificar el efecto fin de semana
encontrado en la literatura, y permitir la existencia de efectos en otros d´ıas de la
semana.
Resumiendo, todos los trabajos anteriormente presentados parecen indicar
que hay ciertas variables econo´micas cuya estacionalidad presenta un comporta-
miento complejo que puede modelizarse a trave´s de los modelos perio´dicos. Sin
embargo, aunque parece que estos modelos ajustan bien las series reales, no parece
que exista unanimidad a la hora de justificar que su estimacio´n conlleve una ganan-
cia en la previsio´n. En uno de los primeros trabajos que analizan la precisio´n de
los modelos perio´dicos, Osborn y Smith (1989) defienden su uso, ya que mejoran la
capacidad predictiva. Hay autores como Novales y Flores (1997) y como Rodrigues
y Gouveia (2004) que encuentran mejoras en la precisio´n de las previsiones, siempre
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y cuando los modelos perio´dicos sean restringidos cuidadosamente. Por otro lado,
Herwartz (1997) y Wells (1997b), no encuentran mejoras que justifiquen claramente
la modelizacio´n ma´s compleja de estos modelos perio´dicos.
Ahora bien si se busca una mejora en la previsio´n, quiza´ exista la posibilidad
de usar un modelo diferente para cada una de las estaciones. Esto se puede entender
como un modelo de cambio de re´gimen, donde uno de los estados es la modelizacio´n
simple, y el otro, la modelizacio´n compleja. Ante esta perspectiva, en la siguiente
seccio´n se hace un repaso a la literatura de los modelos de cambio de re´gimen.
2.3 Modelos de cambio de re´gimen
Muchas series econo´micas, tanto financieras como reales, sufren grandes cam-
bios en su comportamiento, asociados a crisis financieras o cambios importantes en
las pol´ıticas gubernamentales. Esto hace que muchas variables econo´micas parezcan
tener pautas diferentes en estos “per´ıodos de cambio”, frente a las observadas a largo
plazo. Este comportamiento estar´ıa dando lugar a la necesidad de introducir mode-
los no lineales. Una forma de modelizar esto es a trave´s de los modelos de cambio
de re´gimen, que permiten variar la media poblacional condicionada y la varianza
poblacional condicionada de acuerdo a un proceso estoca´stico.
Los modelos de cambio de re´gimen se dividen en dos grupos, segu´n sea la
variable que define la transicio´n, st. Si es endo´gena, es decir, si hay retroalimenta-
cio´n entre la variable objeto de estudio y st, se tienen los modelos de regresio´n de
transicio´n suave (STR), autorregresivos de transicio´n suave (STAR), autorregresi-
vos de transicio´n suave logar´ıtmica (LSTAR), autorregresivos de transicio´n suave
exponencial (ESTAR) y autorregresivos de umbral (SETAR), entre otros. Si st es
exo´gena, se tienen los modelos de ajuste de Markov.
En el Ape´ndice 2.C del final del cap´ıtulo se presentan de forma teo´rica los
modelos de cambio de re´gimen ma´s habituales. Aqu´ı so´lo se hace una descripcio´n de
sus usos y sus resultados en previsio´n.
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Estos modelos de cambio de re´gimen han tenido muchas aplicaciones en la
pra´ctica. El modelo STR y modelo STAR se han usado para validar la hipo´tesis de
la paridad del poder de compra. Sin embargo esta no ha sido su u´nica aplicacio´n. El
modelo STAR se ha usado para modelizar asimetr´ıas en variables macroecono´micas,
como la produccio´n industrial y la tasa de desempleo; y tambie´n se ha utilizado
para representar no linealidades en la inflacio´n. Por otro lado, el modelo STR se ha
aplicado a modelizar la demanda de dinero, como aparece en Tera¨svirta y Eliasson
(2001), y a investigar la posible utilidad del diferencial de tipos de intere´s para prever
la tasa de crecimiento, Paya et al. (2003).
El modelo SETAR, ha tenido aplicaciones similares al modelo STAR. Se ha
utilizado para validar la paridad del poder de compra, y para modelizar asimetr´ıas
en los tipos de intere´s. Adema´s, se han aplicado a la modelizacio´n del tipo de cambio,
Henry et al. (2001).
El modelo conocido como momentum-TAR, desarrollado en Enders y Granger
(1998), es un caso especial de modelo SETAR, y se ha utilizado para modelizar
asimetr´ıas en las tasas de crecimiento, es decir, para representar variables cuyo
crecimiento es ra´pido (lento), pero su vuelta al nivel inicial es lento (ra´pido).
Por otro lado, los modelos de ajuste de Markov se han aplicado a situaciones
donde existen varios reg´ımenes, pero el cambio entre reg´ımenes no es observable.
Esto quiere decir que no existen datos para la variable que explica el cambio, o no es
posible encontrar una variable proxy. Uno de los campos donde se ha aplicado este
tipo de modelos es a la modelizacio´n de los tipos de intere´s bajo diferentes pol´ıticas
monetarias.
En la literatura se encuentran diferentes trabajos que intentan explicar el
comportamiento predictivo de los modelos de cambio de re´gimen. Tera¨svirta y An-
derson (1992) plantean que los modelos no lineales explican caracter´ısticas de las
variables que no se dan con mucha frecuencia. Si estas caracter´ısticas no aparecen
en el momento en el que se realiza la previsio´n, no existira´ ningu´n tipo de ventaja
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a la hora de usar los modelos de cambio de re´gimen en vez de modelos lineales ma´s
simples.
Otra razo´n por la que estos modelos fallan a la hora de prever puede ser
porque el modelo no lineal so´lo prevea mejor en alguno de los reg´ımenes. Montgomery
et al. (1998) preve´n la tasa de desempleo trimestral estadounidense usando dos
modelos diferentes de cambio de re´gimen y un modelo lineal autorregresivo. Estos
autores comprueban que los modelos no lineales preve´n mejor cuando el origen de
la previsio´n se encuentra en un per´ıodo de recesio´n, mientras que si se originan en
un per´ıodo de expansio´n la precisio´n del modelo lineal es mayor.
Una explicacio´n diferente al mal rendimiento en previsio´n de los modelos de
cambio de re´gimen se puede deber a que estos “sobreajustan”. Granger y Tera¨svirta
(1991) encuentran que cuando la evidencia de no linealidad es de´bil, los modelos
no lineales “sobreajustan” el proceso y se ven peores resultados en la previsio´n. Es
por ello, que la evidencia de no linealidad debe ser muy clara para plantearse la
estimacio´n de un modelo de cambio de re´gimen.
Por u´ltimo, Dacco y Satchell (1999) se preguntan la razo´n por la que, aun
sabiendo que un modelo no lineal es la mejor especificacio´n, estos tienen peores
resultados a la hora de prever que modelos mucho ma´s sencillos, como por ejemplo
un paseo aleatorio. Ellos comprueban que si hay el menor error a la hora de decidir
en cual de los reg´ımenes se haya la variable, el incremento en el ECM de los errores
de previsio´n hace que sea ma´s interesante usar modelos ma´s simples. A esta misma
conclusio´n llega Krolzig (2000), el cual encuentra que la capacidad predictiva del
modelo no lineal muestra una dependencia muy fuerte de la correcta identificacio´n
del re´gimen en que se encuentra la variable en el momento de calcular la previsio´n.
En la literatura se encuentran gran nu´mero de trabajos que comparan la pre-
cisio´n de las previsiones de los modelos lineales frente a los modelos no lineales. Estos
trabajos abarcan desde previsio´n de variables macroecono´micas, hasta rendimientos
bursa´tiles, pasando por la modelizacio´n del tipo de cambio, y se han aplicado a series
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de muy diferentes pa´ıses. Se pasa ahora a repasar una muestra de esta literatura.
Clements y Krolzig (1998) comparan las previsiones hechas por un modelo
SETAR y un modelo autorregresivo con ajuste de Markov, con autorregresivos li-
neales, para prever el PIB trimestral de Estados Unidos, usando datos posteriores
a la Segunda Guerra Mundial. Comparan diferentes horizontes de previsio´n desde 1
trimestre a 16 trimestres. Un resultado interesante que hallan, que tambie´n aparece
posteriormente en el trabajo de Stock y Watson (1999), es que las mejoras en las
previsiones intramuestrales, so´lo se trasladan fuera de ella si las caracter´ısticas “no
lineales” de la serie aparecen al final de la muestra. La conclusio´n a la que llegan es
que para el PIB americano los modelos no lineales son superiores a los lineales reco-
giendo ciertas caracter´ısticas del ciclo empresarial. Pero no es cierto que los modelos
no lineales prevean siempre mejor que los lineales, para horizontes de previsio´n ma´s
cortos los modelos lineales se comportan mejor.
Un trabajo ampliamente citado es el de Stock y Watson (1999). Los auto-
res usan 49 modelos de previsio´n diferentes para prever 215 series macroecono´micas
estadounidenses mensuales. Dentro de estos modelos se incluyen modelos autorregre-
sivos lineales, redes neuronales y modelos LSTAR. Construyen modelos segu´n tres
horizontes de previsio´n: 1, 6 y 12 meses. Las conclusiones no son muy halagu¨en˜as:
los modelos no lineales no lo hacen mejor que los lineales a un horizonte de previsio´n
de 6 y 12 meses. S´ı que se observa que lo hacen mejor a 1 mes, pero la mejora es
pequen˜a, es decir, el incremento en la precisio´n no parece compensar el aumento de
la complejidad a la hora de modelizar y estimar el modelo no lineal. Tanto es as´ı,
que los autores acaban recomendando el uso del modelo autorregresivo si so´lo es
posible usar un me´todo de previsio´n.
En una revisio´n de las conclusiones del anterior trabajo, Tera¨svirta et al.
(2005) usan 47 series mensuales de los pa´ıses del G7. La conclusio´n fundamental a la
que llegan es la gran importancia que tiene una correcta modelizacio´n de los modelos
no lineales para que se pueda hablar de ventajas a la hora de prever. En cuanto a la
validacio´n de la precisio´n de las previsiones, concluyen que los modelos LSTAR lo
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hacen mejor que los lineales, algo que no queda claro al comparar las redes neuronales
con los modelos lineales. Los autores se muestran ambiguos a la hora de recomendar
la construccio´n de modelos no lineales, sen˜alando que las ventajas de usar estos
modelos dependen de lo grande que sea el coste de especificar cuidadosamente un
modelo no lineal frente a la mejora de la previsio´n. Una cr´ıtica a este trabajo, que
los propios autores sen˜alan, es que so´lo comprueban la precisio´n de las previsiones
dentro de la muestra, mientras que no se preocupan en comprobar la precisio´n
extramuestral, que es donde habitualmente fallan este tipo de modelos.
Siliverstovs y van Dijk (2003) preve´n tasas de crecimiento de la produccio´n
industrial para los pa´ıses del G7. Usan modelos autorregresivos lineales, estos mis-
mos con cambios estructurales, modelos SETAR, modelos autorregresivos con ajuste
de Markov, y comparan las ventajas predictivas de cada uno de ellos. Comparan que
modelo es mejor a la hora de hacer una previsio´n puntual, una previsio´n por interva-
los y una previsio´n de la distribucio´n de probabilidad. La conclusio´n a la que llegan
es que los modelos autorregresivos lineales son ma´s precisos a la hora de hacer pre-
visiones puntuales, tanto a horizontes de previsio´n largos como cortos. Mientras que
el modelo autorregresivo con ajuste de Markov es ma´s preciso en los otros dos casos,
es decir, en las previsiones por intervalos y en las previsiones de la distribucio´n de
probabilidad. Esto significa que los modelos no lineales son ma´s precisos a la ho-
ra de describir la incertidumbre alrededor de las realizaciones futuras de una serie
temporal.
Los trabajos de Marcellino (2002),(2004) dentro del contexto de la Unio´n
Europea tambie´n son interesantes. En Marcellino (2002) estudia 480 variables ma-
croecono´micas de pa´ıses de la zona euro. Compara modelos lineales (entre ellos
autorregresivos lineales y paseos aleatorios) con modelos no lineales (como modelos
STAR y redes neuronales). Estima 8 modelos diferentes en total y calcula previsio-
nes para 1, 3 y 6 meses de horizonte de previsio´n. Los resultados le indican que para
el 30% de las series funcionan mejor los modelos no lineales. Es decir, si se dan no
linealidades en el proceso generador de las series, entonces es factible esperar que
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haya una mejora en previsio´n usando un modelo no lineal. En este mismo trabajo
se estudian series de produccio´n industrial, desempleo e inflacio´n para los 11 pa´ıses
que originariamente formaron parte del Unio´n Monetaria Europea (UME). En el
caso de las series de desempleo en el 50% de los casos lo hacen mejor los modelos
no lineales, y se consiguen resultados muy similares en el caso de la inflacio´n. Una
idea interesante que obtiene es la siguiente: en media los modelos lineales parecen
superiores a los no lineales, porque estos u´ltimos o lo hacen muy bien o lo hacen
muy mal, por eso en media no suelen ser preferidos. Pero no se puede ignorar que en
un 30% de las series estudiadas por estos autores, los modelos no lineales lo hacen
mejor que los lineales.
Siguiendo con su estudio anterior en Marcellino (2004) se preve´n los agregados
de las series, esto es, se plantea la idea de hacer previsiones para las series de la UME
agregadas, en vez de hacer previsiones independientes para cada uno de los pa´ıses.
Al agregar las series se piensa que la serie resultante tendra´ un comportamiento ma´s
suave y se ajustara´ mejor con modelos lineales al haber promediado los shocks de
cada uno de los pa´ıses. Pero en contra de esto se observa que la agregacio´n introduce
ma´s no linealidades. Llega a la conclusio´n de que para un gran nu´mero de series la
especificacio´n no lineal es superior a la lineal, siendo por tanto mejor el resultado
de los primeros modelos a la hora de prever. Sin embargo, en media, los modelos
lineales no lo hacen del todo mal, por lo que habra´ que sopesar si merece la pena
mayor trabajo a la hora de construir un modelo no lineal.
Un campo donde parece plausible la aparicio´n de no linealidades es la mo-
delizacio´n del tipo de cambio. En Boero y Marrocu (2002) se encuentra un estudio
sobre los capacidad predictiva de varios modelos para prever el tipo de cambio de
tres monedas frente al do´lar estadounidense. Para ello comparan el desempen˜o de
los modelos SETAR, STAR y GARCH no lineales, con autorregresivos lineales. Usan
datos mensuales y semanales. Los modelos SETAR son lo que mejor resultados ob-
tienen tanto dentro como fuera de la muestra. Sin embargo cuando se computan
previsiones puntuales y se calcula la precisio´n de la previsio´n por el ECM, no se
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aprecian ganancias significativas al aplicar modelos no lineales. En cambio, cuando
se hace el ana´lisis sobre la densidad de probabilidad o se condicionan las previsio-
nes a cada uno de los reg´ımenes, entonces s´ı que existen ganancias importantes en
previsio´n al usar los modelos no lineales. Esta u´ltima conclusio´n coincide con la
encontrada por Siliverstovs y van Dijk (2003).
Dentro de esta a´rea, Kilian y Taylor (2003) intentan explicar la incoherencia
entre dos hechos: que los modelos econo´micos de tipo de cambio implican condiciones
de largo plazo en las cuales se debe tener en cuenta la presencia de no linealidades,
frente al hecho que es dif´ıcil batir al paseo aleatorio a la hora de realizar previsiones
del tipo de cambio. Las razones que encuentran para explicar este hecho son: 1) habi-
tualmente se comparan modelos lineales frente al paseo aleatorio, 2) aunque se usen
modelos no lineales los datos disponibles para hacer previsio´n fuera de la muestra
no son muchos (so´lo se deber´ıan usar datos post Bretton-Woods) y 3) la fortaleza
de la unio´n entra las no linealidades de los tipo de cambio y los fundamentos de la
economı´a se incrementa cuando aumenta la distancia entre el tipo de cambio obser-
vado y el de equilibrios. Los autores proponen un contraste estad´ıstico que compara
la precisio´n relativa de modelo ESTAR con un paseo aleatorio. Para ello usan datos
de siete pa´ıses y comparan su tipo de cambio frente al do´lar estadounidense. La
conclusio´n a la que llegan es que el modelo no lineal mejora las previsiones sobre
todo a horizontes de previsio´n largos. Por ejemplo, cuando se usa un horizonte de
previsio´n de tres an˜os, el modelo no lineal mejora al paseo aleatorio, con un nivel
del 90% de confianza, en seis de los siete pa´ıses. Sin embargo, las mejoras so´lo se
observan dentro de la muestra. Fuera de la muestra so´lo en dos de los 7 casos mejora
el modelo no lineal al paseo aleatorio.
Otro campo donde tambie´n se han buscando no linealidades en las variables es
el de las finanzas. Aqu´ı se puede sen˜alar el trabajo de Bradley y Jansen (2004). Estos
autores deciden modelizar los rendimientos bursa´tiles con modelos no lineales, debido
a la presencia de grandes shocks en los mercados bursa´tiles. Proponen modelos que
tengan dina´micas diferentes despue´s de un shock. Buscan tambie´n una relacio´n entre
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los shocks bursa´tiles y el sector real, y prueban a comprobar si las no linealidades
de los shocks se trasladan a la produccio´n industrial. Para ello analizan la serie
mensual del ı´ndice de produccio´n industrial estadounidense y una serie mensual
de lo que denominan exceso de rentabilidad del ı´ndice S&P500, medido como la
variacio´n porcentual del ı´ndice S&P500 menos el rendimiento mensual de los Bonos
del Tesoro americanos a tres meses. Al exceso de rentabilidad del S&P500 le aplican
un modelo lineal autorregresivo, un modelo LSTAR restringido y otro sin restringir,
y un modelo de mu´ltiples reg´ımenes STAR. A la produccio´n industrial se le ajustan
los mismos modelos, salvo que so´lo se estima un modelo LSTAR sin restringir.
Adicionalmente se estima un modelo no lineal donde se incorpora la variable CDR
(current depth of recession)1. En su trabajo aparece un comportamiento ya visto con
anterioridad: los modelos no lineales son superiores en previsio´n a los lineales dentro
de la muestra, pero en cambio este resultado cambia al analizar la precisio´n de las
previsiones extramuestrales. Los modelos lineales y el modelo con CDR se comportan
de forma muy similar a la hora de predecir los rendimientos bursa´tiles, y ambos son
mejores que los modelos no lineales. En cuanto a la produccio´n industrial los modelos
no lineales mejoran su comportamiento para hacerlo igual que los lineales, que lo
hacen a su vez peor que el modelo con CDR.
En el trabajo de Bredin et al. (2008) se estudia la relacio´n no lineal entre
los rendimientos bursa´tiles y ciertas variables macroecono´micas como son: tipos
de intere´s, tipo de cambio, inflacio´n, produccio´n industrial y cambios en el precio
del petro´leo, para seis pa´ıses: Canada, Francia, Alemania, Japo´n, Reino Unido y
Estados Unidos. Especifican un modelo STR para capturar esta relacio´n y calculan
previsiones un per´ıodo hacia delante. Dentro de la muestra las previsiones realizadas
por el modelo no lineal son las ma´s precisas, mientras que fuera de la muestra el
1CDRt = max{Yi}
t
i=1
− Yt, variable introducida por Beaudry y Koop (1993) donde Y es el
nivel del producto. CDR toma el valor de 0 siempre y cuando el actual nivel de producto sea
superior al nivel de producto que se alcanzo´ en el anterior pico. Por otro lado, CDR toma valor
positivo durante la recesio´n, cuando el producto esta´ cayendo, y durante el per´ıodo que dure la
recuperacio´n, es decir, mientras el producto no alcance el nivel al que llego´ en el anterior pico.
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modelo no lineal es ma´s preciso que el paseo aleatorio, pero su precisio´n a la hora de
realizar previsiones puntuales es similar a la regresio´n lineal. Donde si se demuestra
superior el modelo no lineal es en captar el signo del rendimiento, es decir si subira´ la
cotizacio´n o disminuira´ con respecto al per´ıodo anterior.
Uno de los resultados recurrentes en la literatura es el hecho que para muchos
feno´menos econo´micos parece mucho ma´s apropiado ajustar un modelo no lineal a
uno lineal. De hecho, en gran multitud de los trabajos desarrollados en los anteriores
pa´rrafos, la precisio´n de los modelos no lineales dentro de la muestra es dif´ıcil de
batir por los modelos lineales. Sin embargo, este buen resultado no suele reflejarse
en la precisio´n de las previsiones fuera de la muestra. Es por ello que Enders y
Pascalau (2010) proponen un contraste que indique de antemano si merecera´ la pena
estimar un modelo no lineal para obtener mejoras en la previsio´n extramuestral.
Sus conclusiones son que cuando el contraste rechaza claramente la presencia de
linealidad, el modelo no lineal mejora las previsiones fuera de la muestra del lineal.
Los modelos que comparan son el autorregresivo simple con un modelo LSTAR y
otro ESTAR. Las series que usan son series de tipo de cambio de diferentes pa´ıses
de la OCDE.
Resumiendo, parece que los modelos de cambio de re´gimen baten a los mo-
delos lineales en las previsiones dentro de la muestra, pero parece que esto no se
traslada a las previsiones extramuestrales. Esto ocurre aun cuando parece claro que
la variable a analizar presenta no linealidades. Esto hace que se cuestione el uso de
los modelos de cambio de re´gimen si el u´nico objetivo es la previsio´n. No parece que
la complejidad que lleva aparejada este tipo de modelos se traduzca en un mejora
predictiva. Sin embargo muchos autores han intentado identificar las causas de es-
te mal rendimiento de los modelos de cambio de re´gimen en previsio´n. Casi todos
coinciden en sen˜alar a la dif´ıcil identificacio´n del re´gimen correcto como una de las
causas principales de esta falta de precisio´n a la hora de prever.
Sin embargo, como indica Tera¨svirta (2006) se tiene que sen˜alar que uno de
los problemas a la hora del desarrollo de estos modelos, es que hay muchos estudios
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emp´ıricos que buscan la comparacio´n con los modelos lineales, y se echa en falta el
desarrollo de una teor´ıa que explique en profundidad estos modelos.
Para un estudio ma´s detallado de este tipo de modelos revisar Tera¨svirta
(2006) y Hamilton (2008).
2.4 Eleccio´n de una medida de precisio´n
Si se trata de elegir entre diferente me´todos de previsio´n, hay que fijar un
criterio que permita escoger entre ellos. La lo´gica indica que se quiere tener el modelo
que mejor prevea, pero para conseguir este fin se debe elegir algu´n instrumento
para medir la precisio´n de las previsiones realizadas con cada uno de los modelos.
El problema de lo anterior es que no todas las medidas de precisio´n usadas en la
literatura de previsio´n dan una respuesta una´nime. Esto es, segu´n se fije una unidad
de medida esto afecta a la decisio´n de que modelo usar para realizar la previsio´n.
La medida cla´sica usada en la literatura ha sido el ECM, o su ra´ız (RECM),
habitualmente preferida a la primera porque esta´ en las mismas unidades que los
datos reales. La razo´n fundamental por la que se ha usado tan ampliamente esta
medida de precisio´n es por su relevancia teo´rica desde el punto de vista estad´ıstico.
Sin embargo, enfrentado a los datos, Armstrong (2001) sen˜ala diferentes motivos por
los que se deber´ıa tener en cuenta otra medida. La primera razo´n que argumenta es
que una buena medida de precisio´n no deber´ıa verse afectada por la escala de los
datos, algo que no ocurre con el ECM. En segundo lugar, a no ser que el estudio
de los valores extremos sea parte del ejercicio de previsio´n, lo ideal ser´ıa contar con
una medida que no se viera muy afectada por la presencia de los mismos. El ECM,
al ser una medida basada en la media, puede verse muy afectada por la presencia
de estos valores extremos, con lo cual podr´ıa ser interesante calcular una medida de
precisio´n basada en la mediana en lugar de la media. Sin embargo, como el mismo
Armstrong indica, a pesar de lo anterior el ECM es una medida muy usada en el
a´mbito acade´mico.
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Con anterioridad a este trabajo-resumen, Armstrong y Collopy (1992) com-
paran emp´ıricamente seis medidas de precisio´n. Para ello usan una amplio nu´mero
de series econo´micas de diferentes sectores y pa´ıses (90 anuales y 101 trimestrales) y
aplican 11 me´todos de previsio´n diferentes, todos ellos explicados y desarrollados en
Makridakis et al. (1982). Las seis medidas de precisio´n que analizan son: RECM, la
media del error porcentual absoluto (MEPA), la mediana del error porcentual absolu-
to (MdEPA), la mediana del error relativo absoluto (MdERA), la media geome´trica
del error relativo absoluto (MGERA) y el mejor porcentaje (MP).
El autor sen˜ala que tanto MEPA como MdEPA, presentan tres inconvenien-
tes. El primero es que estas medidas ser´ıan indefinidas si yt+h = 0, y su distribucio´n
ser´ıa muy asime´trica cuando yt+h tuviera valores muy pro´ximos a 0. Esto hace que
de forma habitual MEPA sea significativamente ma´s grande que MdEPA. El se-
gundo de los inconvenientes es que so´lo sirven para datos escalados donde el 0 sea
la magnitud de referencia. El tercer inconveniente es que penaliza ma´s los errores
de previsio´n positivos que los errores de previsio´n negativos, lo que influira´ en la
asimetr´ıa de la distribucio´n. Esto hizo que Makridakis (1993) propusiera la media
sime´trica del error porcentual absoluto (sMEPA) y la mediana sime´trica del error
porcentual absoluto (MdEPA), es decir las versiones sime´tricas de las anteriores.
Con estas medidas sime´tricas se corrige ligeramente el problema que surge
con valores cercanos a 0. Sin embargo Koehler (2001) indica que estas medidas no
son tan sime´tricas como su nombre puede indicar. De hecho para iguales valores
de yt+h, la sMEPA y la sMdEPA penalizan ma´s las previsiones cuando superan al
verdadero valor que cuando no lo alcanzan.
Las conclusiones a la que se llega en Armstrong y Collopy (1992) es que las
mejores medidas para elegir el me´todo de estimacio´n son la MdERA o la MdEPA, las
medidas de precisio´n basadas en la mediana. En cambio, para calibrar los para´metros
de un modelo de previsio´n determinado, la mejor medida ser´ıa la MGEPA.
Clements y Hendry (1993) notan que mientras que los modelos lineales son
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invariantes a ciertos factores, los errores cuadra´ticos medios de las previsiones hechas
por estos modelos no son invariantes. Es por ello que proponen una alternativa, el
GFESM (General Forecast Error Second Moment Matriz), que se construye “api-
lando” los errores de previsio´n para cada uno de los horizontes de previsio´n. En
el caso en que so´lo se cuente con una previsio´n un per´ıodo hacia delante, se tiene
que GFESM=ECM. Una cr´ıtica a esta medida se puede encontrar en Armstrong y
Fildes (1995).
En el Ape´ndice 2.D se presentan los desarrollos matema´ticos de las medidas
descritas con anterioridad.
Hasta el momento se ha hecho un repaso por ciertas medidas de precisio´n,
pero la literatura se ha hecho eco de contrastes que comprueban si varias medidas
de precisio´n son estad´ısticamente iguales.
Uno de los contrastes ma´s utilizados en la literatura es el contraste de Die-
bold y Mariano (1995). Estos autores comprueban, que la diferencia de medias de
dos funciones de pe´rdida de precisio´n, sigue una distribucio´n normal. Bajo esta dis-
tribucio´n construyen un contraste, donde la hipo´tesis nula es igualdad de las dos
medidas de precisio´n.
Posteriormente, McCracken (2007) comprueba que si los modelos que se com-
paran esta´n anidados, no es cierto que la distribucio´n del estad´ıstico anterior sea
normal. Este autor obtiene los valores cr´ıticos para el contraste de Diebold y Ma-
riano para modelos anidados, bajo ciertas condiciones. Estas condiciones son que la
funcio´n de pe´rdida de la previsio´n, tiene que ser funcio´n de los errores de previsio´n, y
los modelos que se comparan han tenido que ser estimados con mı´nimos cuadrados.
Aunque el contraste de Diebold y Mariano tiene gran relevancia en la litera-
tura, se piensa que sus resultados pueden verse afectados por su falta de potencia.
En Dell’Aquila y Ronchetti (2004), los autores ilustran con varios ejemplos esta
caracter´ıstica del contraste.
En uno de los ejemplos obtienen series de errores de dos normales con dife-
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rentes varianzas. El contraste deber´ıa rechazar la igualdad de precisio´n de las dos
previsiones, sin embargo el contraste no la rechaza. Repitiendo el ejercicio, calculan
que la potencia del contraste es del 27,2% para 128 observaciones. Posteriormente,
los autores introducen un valor extremo en una de las series de residuos, para con-
seguir artificialmente que las dos series de errores sean aun ma´s diferentes, y de esa
manera incrementar la tasa de rechazo del contraste, y comprueban que ocurre todo
lo contrario. Con la introduccio´n de valores at´ıpicos, la potencia del contraste cae al
4,6%.
Descubren que cuando las diferencias nume´ricas en los errores cuadra´ticos
son muy pequen˜as, un valor que sea lo suficiente diferente a los otros puede hacer
que el contraste de Diebold y Mariano no se rechace todas las veces que se debiera.
2
2.A Ape´ndice: Modelos perio´dicos
Un modelo perio´dico se puede escribir como:
ySn+s =
S∑
j=1
[µj + τj(Sn+ s)]Dj,Sn+s + xSn+s (2.1)
xSn+s =
S∑
j=1
pj∑
i=1
φijDj,Sn+sxSn+s−i + εSn+s (2.2)
donde S representa la periodicidad de los datos, mientras pj es el orden del com-
ponente autorregresivo para la estacio´n j, p = ma´x(p1, p2, ..., pS), Dj,Sn+s es una
variable ficticia estacional que es igual a 1 en la estacio´n j y cero en el resto de
2En otro de los ejemplos, tienen observaciones de dos distribuciones normales independientes,
para las que la precisio´n predictiva es la misma. An˜aden artificialmente valores extremos que hacen
que las series cambien, y por tanto, se espera que el contraste sen˜ale que ambas previsiones no
son iguales. Sin embargo, se encuentran con que la tasa de rechazo del contraste cae, en vez de
incrementarse como se habr´ıa esperado. El contraste no detecta la diferencia entre las dos series.
En el u´ltimo ejemplo, comprueban la escasa potencia del contraste cuando la distribucio´n tiene
colas ma´s grandes que la distribucio´n normal.
2. Revisio´n de la literatura 27
casos, y εSn+s ∼ iid(0, σ
2
S). El modelo representado en (2.1) y (2.2) requiere estimar
(3S +
∑S
j=1 pj) para´metros.
El anterior proceso es no estacionario, ya que las varianzas y covarianzas
pueden variar a lo largo del an˜o segu´n la estacio´n, pero s´ı que ser´ıa estacionario
para cada estacio´n a lo largo de los an˜os.
Sustituyendo (2.2) en (2.1), el modelo para la estacio´n s es:
φS(B)ySn+s = φs(B) [µs + τs(Sn+ s)] + εSn+s (2.3)
donde φj(B) = 1− φ1,jB − ...− φpj,jB
pj
Otra forma de representar el anterior modelo que facilita el paso a una ver-
sio´n multivariante es la siguiente. Sea Yt una serie con periodicidad S, un proceso
autorregresivo perio´dico de orden h , PAR(h) se representa como:
Yt =
S∑
s=1
µsDst +
h∑
j=1
S∑
s=1
φjsDstYt−j + εt (2.4)
donde εt sigue un proceso ruido blanco, aunque seguramente con varianzas espec´ıfi-
cas para cada estacio´n. Dst es una variable ficticia para cada una de las estaciones,
siendo igual a 1 cuando Yt es una observacio´n de esa estacio´n y 0 si lo es de las otras.
El ı´ndice t varia desde 1 hasta 4N , siendo N el nu´mero de an˜os.
Aunque la representacio´n (2.4) es la t´ıpica de un proceso perio´dico, se va
a proponer una representacio´n alternativa de Yt, que surge de un VAR ortogona-
lizado para el vector de estaciones. Este vector de estaciones yT , va a resultar de
descomponer la serie anterior en S series, ysT , una para cada estacio´n, resultando:
yT = (Y1T , ..., YST ), donde cada componente de yT ser´ıa una serie anual para una
determinada estacio´n.
El proceso VAR(p) para yT ser´ıa:
yT = δ + Φ1yT−1 + Φ2yT−2 + · · ·+ ΦpyT−p + aT (2.5)
donde aT es un proceso ruido blanco vectorial (4 × 1), con matriz de varianzas
y covarianzas Σ. La diagonalizacio´n de Σ tiene la forma de A0ΣA
′
0 = Λ, donde
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A0 es una matriz triangular inferior con unos en su diagonal principal. Esta matriz
esta´ definida de manera u´nica y es consistente con la interpretacio´n de la correlacio´n
contempora´nea entre aiT y ajT , (1 ≤ i < j ≤ S), dos componentes cualesquiera de
aT , como los efectos dentro del an˜o entre la estacio´n i y la estacio´n j. Los residuos
pueden ser ortogonalizados premultiplicando (2.5) por A0:
A0yT = µ+ A1yT−1 + · · ·+ ApyT−p + εT (2.6)
donde Aj = A0Φj para j = 1, 2, . . . , p, µ = A0δ y εT = A0aT , con V ar(εT ) = Λ,
diagonal. Se va a denominar a (2.6) VAR(p)ortogonalizado.
Cualquier modelo PAR se puede escribir como un VAR ortogonalizado res-
tringido. Por ejemplo, un PAR(1) se puede escribir como un VAR(1) ortogonalizado
con la siguiente estructura:
A0 =

1 0 0 0
−φ2 1 0 0
0 −φ3 1 0
0 0 −φ4 1
 y A1 =

0 0 0 −φ1
0 0 0 0
0 0 0 0
0 0 0 0
 (2.7)
Lo contrario tambie´n es cierto, es decir, un VAR(p) ortogonalizado no res-
tringido es un PAR(h) con h ≤ (p+1)s−1. La demostracio´n de esto se encuentra en
Tiao y Grupe (1980). Es por esto que el VAR(p) ortogonalizado y el PAR(h) pueden
considerarse representaciones equivalentes del mismo proceso, por ello se denominan
indistintamente modelos perio´dicos a ambos.
En un paso ma´s avanzado del proceso se puede estudiar la presencia de cointe-
gracio´n entre las distintas estaciones. Bajo los supuestos de que todas las estaciones
son al menos I(1) y que sus niveles son generados por un proceso VAR(p), el nu´mero
de relaciones de cointegracio´n puede ser estudiado por Johansen y Juselius (1990)
y Engle y Granger (1987). La presencia de relaciones de cointegracio´n da como
resultado el modelo de correccio´n del error:
∇yT = δ − Bα
′yT−1 + Γ1∇yT−1 + Γ2∇yT−2 + · · ·+ Γp−1∇yT−p+1 + aT (2.8)
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donde ∇yT = yT −yT−1, las filas de la matriz α
′ de taman˜o (r×s) son los r vectores
de cointegracio´n, y V ar(aT ) = Σ.
De nuevo, si se diagonaliza Σ se puede obtener el modelo de correccio´n del
error ortogonalizado:
A0∇yT = µ− (A0B)α
′yT−1+A0Γ1∇yT−1+A0Γ2∇yT−2+ · · ·+A0Γp−1∇yT−p+1+ εT
(2.9)
este es el modelo denominado por Franses y Romijn (1993) como modelo perio´dico
de correccio´n del error. Se puede comprobar la significatividad de los coeficientes de
(2.9) a trave´s de un simple estad´ıstico t.
Este es el tipo de modelo perio´dico que se especifica en el cap´ıtulo 4 de la
presente tesis.
2.B Ape´ndice: Contraste de estacionalidad univa-
riante
Para que los modelos anteriores puedan ser comparables a un modelo univa-
riante se necesita homocedasticidad entre las estaciones, pero tambie´n que el com-
portamiento estad´ıstico sea el mismo para todas las estaciones. Flores y Novales
(1997) proponen un contraste de razo´n de verosimilitud que contrasta conjuntamen-
te la homocedasticidad de los residuos ε con la validez de las restricciones que hay
que imponer para que un proceso VAR estacional no sea ma´s que un AR.
Bajo normalidad, si se tiene un modelo AR, la funcio´n soporte de verosimi-
litud restringida es:
lnLR = −
ns
2
ln(2pi)−
ns
2
ln(σ2u)−
1
2σ2u
ns∑
j=1
u2j (2.10)
donde uj denota el error en un modelo univariante autorregresivo.
Si por el contrario, se tiene una representacio´n multivariante, entonces supo-
niendo normalidad del vector de taman˜o s de los residuos, se tiene la funcio´n soporte
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de verosimilitud no restringida:
lnLNR = −
ns
2
ln(2pi)−
ns
2
ln |Σ| −
1
2
n∑
t=1
a′tΣ
−1at (2.11)
donde Σ es la matriz de covarianzas de taman˜o (s × s) y at es el vector, con espe-
ranza 0, de los residuos en t de las s estaciones. El valor de la funcio´n soporte de
verosimilitud es invariante a las transformaciones lineales que transforman at en εt,
por lo cual se puede usar tanto el VAR ortogonalizado como el no ortogonalizado
para hacer el contraste.
La estimacio´n ma´ximo veros´ımil de uj es:
σˆ2u =
∑ns
j=i uˆ
2
j
ns
(2.12)
mientras que la estimacio´n ma´ximo veros´ımil para la matriz de varianzas Σ
Σˆ =
∑n
t=i aˆtaˆ
′
t
n
(2.13)
lo que deja las expresiones (2.10) y (2.11) como:
lnLR = −
ns
2
ln(2pi)−
ns
2
ln(σˆ2u)−
ns
2
(2.14)
lnLNR = −
ns
2
ln(2pi)−
ns
2
ln |Σˆ| −
ns
2
(2.15)
as´ı que el contraste de razo´n de verosimilitud para comprobar si un modelo univarian-
te estacional ARIMA es una versio´n restringida de una representacio´n multivariante
VAR, consiste en comprobar la significatividad del estad´ıstico:
λ = −2 (lnLR − lnLNR) = n
{
s ln
(
1
ns
ns∑
j=1
uˆ2j
)
− ln
∣∣∣∣∣ 1n
n∑
t=1
aˆtaˆ
′
t
∣∣∣∣∣
}
(2.16)
Este contraste se basa en el desarrollado por Lu¨tkepolt (1993) para contrastar
varianzas y coeficientes que var´ıan en el tiempo en un modelo PAR. Como en aquel,
este contraste sigue una distribucio´n asinto´tica χ2 con J grados de libertad, donde
J tiene la forma:
J = (s− 1)(ps+ 2) +
s(s− 1)
2
= (s− 1)
{
s
(
p+
1
2
)
+ 2
}
(2.17)
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2.C Ape´ndice: Modelos de cambio de re´gimen
Los modelos de cambio de re´gimen son una aplicacio´n pra´ctica de los modelos
no lineales. El proceso generador de datos se entiende como lineal, pero va cambiando
de un re´gimen a otro en base a algu´n tipo de regla.
Los primeros modelos que se presentan en esta seccio´n consideran que el
cambio de un re´gimen a otro se realiza a trave´s de una variable de transicio´n, st,
endo´gena, es decir, que existe “feedback” entre la variable objeto de estudio, yt, y
st.
El u´ltimo modelo presentado, el modelo de ajuste de Markov, considera que
st es exo´gena, por lo que no existira´ ningu´n tipo de retroalimentacio´n entre yt y st.
2.C.1 Modelo de regresio´n dina´mica no lineal
Un modelo general de regresio´n dina´mica no lineal puede definirse como:
yt = f(zt; θ) + εt (2.18)
donde zt = (w
′
t,x
′
t) es un vector de variables explicativas, wt = (1, yt−1, ..., yt−p)
′ y
xt = (x1t, ..., xkt)
′ vector de variables exo´genas. Adema´s, εt ∼ iid(0, σ
2), y se supone
que yt es estacionaria.
Los modelos que se van a desarrollar a lo largo de esta seccio´n son casos
particulares del modelo 2.18.
2.C.2 Modelo de regresio´n de transicio´n suave
El modelo de regresio´n de transicio´n suave (STR: smooth transition regression
model) aparece en el trabajo de Bacon y Watts (1971). Estos autores consideran dos
l´ıneas de regresio´n y desarrollan un modelo en el que la transicio´n de una l´ınea a otra
es suave. Ellos utilizaron la funcio´n hiperbo´lica para caracterizar esta transicio´n. En
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general este modelo STR se define como:
yt = φ
′zt + θ
′ztG(γ, c, st) + εt (2.19)
donde zt viene definido como en (2.18), φ = (φ0, φ1, ..., φm)
′ y θ = (θ0, θ1, ..., θm)
′
son vectores de para´metros, y εt ∼ iid(0, σ
2). G(γ, c, st) es la funcio´n de transicio´n,
donde γ es un para´metro que representa la pendiente, y c = (c1, c2, ..., cK)
′, es un
vector de para´metros de localizacio´n, c1 ≤ c2 ≤ · · · ≤ cK . La funcio´n de transicio´n
es una funcio´n acotada de la variable st, siendo continua para cualquier valor de st.
Si se usa la funcio´n log´ıstica como funcio´n de transicio´n se tiene:
G(γ, c, st) =
(
1 + exp
{
−γ
K∏
k=1
(st − ck)
})−1
, γ > 0 (2.20)
La ecuacio´n (2.19) junto con la (2.20) definen el modelo de regresio´n de
transicio´n suave log´ıstico (LSTR). Los valores ma´s comunes de K son K = 1 y
K = 2. Para K = 1, los para´metros φ′+θG(γ, c, st), cambian mono´tonamente como
funcio´n de st desde φ a φ + φθ. A este modelo se le denomina LSTR1. Cuando
K = 2, los para´metros cambian de forma sime´trica alrededor de (c1 + c2)/2, donde
esta funcio´n log´ıstica alcanza su valor mı´nimo. Este modelos se denomina LSTR2.
Una variacio´n del modelo LSTR2 es el modelo de regresio´n de transicio´n
suave exponencial (ESTR), modelo en el cual la funcio´n de transicio´n es:
G(γ, c, st) = 1− exp
{
−γ(st − c)
2
}
, γ > 0 (2.21)
esta funcio´n de transicio´n es una aproximacio´n a (2.20) con K = 2 y c1 = c2.
La variable de transicio´n st es una variable estoca´stica, y generalmente un
elemento de zt. Cuando xt no aparece en (2.19) y st = yt−d o´ st =△ yt−d, el
modelo STR se convierte en el modelo autorregresivo de transicio´n suave (STAR:
smooth transition autoregressive model). Segu´n la funcio´n de transicio´n utilizada
en el modelo STAR, se puede tener el modelo ESTAR, cuando la funcio´n es la
exponencial, o el modelo LSTAR, cuando se utiliza la log´ıstica.
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2.C.3 Regresio´n cambiante y modelo autorregresivo de um-
bral
Otro modelo de cambio de re´gimen son las regresiones cambiantes (SR: swit-
ching regression), que son lineales por tramos y tienen la forma general de:
yt =
r+1∑
j=1
(
φ′jzt + εjt
)
I(cj−1 < st ≤ cj) (2.22)
donde zt = (w
′
t,x
′
t)
′ tiene la misma forma que en (2.18), st es una variable aleatoria
continua que marca el cambio de re´gimen, c0, c1, ..., cr+1 son para´metros que marcan
el umbral para el cambio, c0 = −∞, cr+1 = +∞. Adema´s, εjt ∼ iid(0, σ
2
j ), j =
1, 2, ..., r. I(cj−1 < st ≤ cj) es una funcio´n indicador, que tomara´ valor 1 cuando
sucede cj−1 < st ≤ cj y 0 en caso contrario.
El modelo (2.22) es un modelo lineal por tramos, donde en general, los puntos
de cambio entre tramos son desconocidos. Una alternativa bastante popular en la
literatura es un modelo como el anterior pero con so´lo dos reg´ımenes:
yt = (φ
′
1zt + ε1t) I(st ≤ c1) + (φ
′
2zt + ε2t) {1− I(st ≤ c1)} (2.23)
Notar que este modelo es un caso especial de (2.19) con K = 1 en (2.20).
Cuando no hay presencia de xt y st = yt−d, con d > 0, entonces (2.22) se
convierte en un modelo autorregresivo de umbral SETAR (self-exciting threshold au-
toregressive). Un modelo SETAR con dos reg´ımenes es un caso especial de LSTAR1
cuando γ →∞.
Enders y Granger (1998) sugirieron un caso especial del modelo SETAR,
consistente en dos reg´ımenes y con st =△ yt−d. Este modelo es conocido como
momentum-TAR (momentum threshold autoregressive).
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2.C.4 Modelo de ajuste de Markov
En el modelo (2.22), la variable que define el cambio, st, es una variable
continua observable. Si esta variable fuera no observable y pudiera tomar un nu´mero
finito de valores discretos, adema´s de ser independiente de yt para todos los retardos,
se tendr´ıa un modelo autorregresivo de ajuste de Markov del tipo:
yt =
r∑
j=1
α′jztI(st = j) + εt (2.24)
donde st sigue una cadena de Markov, generalmente de orden 1. Si el orden es igual
a 1, la probabilidad condicional del evento st = i dado st−k, k = 1, 2, ..., depende
so´lo de st−1 y es igual a:
pij = P (st = i|st−1 = j) , i, j = 1, ..., r (2.25)
tal que
∑r
i=1 pij = 1. Las probabilidades de transicio´n no son conocidas y deben ser
estimadas. El error εt se supone que no depende del re´gimen ni del valor de st.
Hamilton (1989) propone un modelo autorregresivo de ajuste de Markov
(Markov-switching autoregressive model) muy comu´n en diferentes aplicaciones eco-
nome´tricas. En este modelo, la constante var´ıa en funcio´n del valor de la variable
latente st y sus retardos. La forma de este modelo es:
yt = µst +
p∑
j=1
αj(yt−j − µst−j) + εt (2.26)
donde el comportamiento de st viene definido por (2.25), y µst = µ
(i) para st = i,
tal que µ(i) 6= µ(j), i 6= j. Por otro lado, yt−j y µst−j en (2.26) comparten el mismo
coeficiente αj por razones de identificacio´n.
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2.D Ape´ndice:Criterios para seleccionar previsio-
nes
En la literatura aparecen muchos trabajos que quieren comparar la capacidad
predictiva de diferentes modelos. Sin embargo, la decisio´n de que modelo preve´ mejor
depende de la medida de precisio´n que se elija para valorar esas previsiones. En esta
seccio´n se hace un repaso a diferentes medidas que han aparecido en la literatura.
Sea yt+h el dato real en el momento t + h y sea ft(h) la previsio´n de yt+h
realizada en el momento t con un horizonte de previsio´n h. Se define el error de
previsio´n como et+h = yt+h − ft(h).
La medida cla´sica usada en la literatura ha sido el ECM:
ECM =
N∑
n=1
(et+h)
2
N
(2.27)
o su ra´ız (RECM), habitualmente preferida a (2.27) porque esta´ en las mismas
unidades que los datos reales .
Tanto el ECM como el RECM son medidas de error absoluto, por lo que puede
ser conveniente calcular medidas de error relativas. As´ı se puede calcular la media
del error porcentual absoluto (MEPA) y la mediana del error porcentual absoluto
(MdEPA). En estas medidas se relativiza el error de previsio´n al verdadero valor de
la variable.
Para calcular tanto la MEPA como la MdEPA se define el error porcentual
absoluto (pt+h) como:
pt+h = 100 ·
∣∣∣∣et+hyt+h
∣∣∣∣ (2.28)
la MEPA se halla calculando la media aritme´tica de los errores porcentuales. Mien-
tras que para calcular la MdEPA, se calcula la mediana de los errores porcentuales.
Un inconveniente que presentan estas dos u´ltimas medidas es que penalizan
ma´s los errores de previsio´n positivos que los errores de previsio´n negativos, lo que
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influye en la asimetr´ıa de la distribucio´n. Esto hizo que Makridakis (1993) propusiera
las sMEPA y la sMdEPA, es decir, las versiones “sime´tricas” de las anteriores. Los
errores porcentuales “sime´tricos” tendra´n la forma:
st+h = 200 ·
|et+h|
(yt+h + ft+h)
(2.29)
Con estas medidas se corrige ligeramente el problema que surge con valores cercanos
a 0. Sin embargo Koehler (2001) indica que estas medidas no son tan “sime´tricas”
como su nombre pudiera indicar. De hecho, para iguales valores de yt+h, el valor
(2.29) penaliza ma´s las previsiones cuando superan al verdadero valor que cuando
no lo alcanzan.
Otras medidas relativas son la media geome´trica del error relativo absoluto
(MGERA) y la mediana del error relativo absoluto (MdERA). Para obtenerlas se
debe calcular antes el error relativo absoluto (rt+h):
rt+h =
∣∣∣∣et+he∗t+h
∣∣∣∣ (2.30)
donde e∗t+h es el error de previsio´n obtenido al usar un modelo de previsio´n de control,
generalmente un paseo aleatorio. Con los errores calculados segu´n (2.30) so´lo resta
calcular la mediana y la media geome´trica para obtener las anteriores medidas de
precisio´n. Un inconveniente serio de estas medidas ser´ıa los casos en que e∗t+h sea
pequen˜o. Para solucionar esto, Armstrong y Collopy (1992) proponen “winsorizar”
rt+h de la siguiente manera:
wrt+h =

0, 01 si rt+h < 0, 01
rt+h si 0,01 ≤ rt+h ≤ 10
10 si rt+h > 10
(2.31)
as´ı se asegura que e∗t+h nunca sea demasiado pequen˜o.
Clements y Hendry (1993) notan que mientras que los modelos lineales son
invariantes a ciertos factores, los errores cuadra´ticos medios de las previsiones hechas
por estos modelos no son invariantes. Es por ello que proponen una alternativa, el
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GFESM (General Forecast Error Second Moment Matriz), que se construye “api-
lando” los errores de previsio´n para cada uno de los horizontes de previsio´n de la
siguiente manera:
|φh = |E[EE
′]|
donde
E ′ = [e′t+1, e
′
t+2, ....., e
′
t+h−1, e
′
t+h]
en el caso en que so´lo se cuente con con una previsio´n un per´ıodo hacia delan-
te, se tiene que GFESM=ECM. Una cr´ıtica a esta medida se puede encontrar en
Armstrong y Fildes (1995).
Hyndman y Koehler (2005) proponen la media del error escalado absoluto
(MEEA). En ella, escalan los errores basa´ndose en el error absoluto medio cometido
por un paseo aleatorio dentro de la muestra, de la siguiente manera:
qt+h =
et+h
1
N − 1
N∑
i=2
|e∗i |
(2.32)
qt sera´ menor que 1 cuando los errores provengan de un modelo que preve´ mejor que
un paseo aleatorio, y sera´ mayor que 1 en caso contrario. Con estos errores escalados
se calcula la media.
Hassani et al. (2009), proponen un ratio de la ra´ız del error cuadra´tico medio
RRMSE:
RRMSE =
(
N∑
i=1
(yˆT+h,i − yT+h,i)
2
) 1
2
(
N∑
i=1
(y˜T+h,i − yT+h,i)
2
) 1
2
(2.33)
donde yˆT+h es la previsio´n h per´ıodos hacia delante obtenidos por el modelo uni-
variante y y˜T+h es la previsio´n h per´ıodos hacia delante obtenidos por el modelo
multivariante. De tal modo que si RRMSE > 1, el modelo univariante preve´ peor
que el multivariante.
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Por u´ltimo, una forma sencilla de determinar que modelo obtiene mejores
previsiones es calculando el mejor porcentaje (MP). Para calcularlo se define la
variable ficticia:
jt+h =
 1 si |et+h| < |e∗t+h|0 en caso contrario (2.34)
y con (2.34) se calcula MP =
N∑
i=1
jt+h,i
N
. De esta manera se elige el modelo cuyo
MP sea mayor.
Cap´ıtulo 3
Experimento I: Caso sin restringir
3.1 Introduccio´n
En este cap´ıtulo se compara la capacidad predictiva de un modelo univariante
lineal con un modelo perio´dico, de la forma de un VAR(p) ortogonalizado, donde
las variables a estudiar son las diferentes estaciones de un serie temporal.
En una primera seccio´n se presentan las series a analizar y se estudia el orden
de integracio´n de las variables. Una vez hecho esto, se pasan a estimar los modelos
autorregresivos lineales identificados para cada una de las variables.
Posteriormente, se identifican y estiman los modelos perio´dicos para cada
una de las series objeto de estudio. En este cap´ıtulo, los modelos VAR se estiman
con las variables en niveles, lo que hace que no sea posible realizar contrastes de
significatividad individual sobre los para´metros del modelo.
Para cada una de las variables se aplica el contraste de estacionalidad uni-
varivante desarrollado por Flores y Novales (1997). Se usa este contraste como he-
rramienta para seleccionar el modelo correcto que genera cada una de las series.
Se comprueba si el modelo seleccionado es aquel que mejores previsiones obtiene
dentro de la muestra. Tambie´n se estudia si aquel modelo que mejores previsiones
intramuestrales obtiene, tambie´n es el que mejor preve´ fuera de la muestra.
Se comprueba si el contraste consigue elegir el modelo que mejor preve´ fuera
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de la muestra. Adema´s, se estudia si el modelo que mejor preve´ la variable en
conjunto, tambie´n es la que mejor preve´ para cada uno de los d´ıas de la semana. Si
esto no es as´ı, se construye un modelo compuesto. Este modelo compuesto se elabora
eligiendo el modelo que mejor preve´ cada d´ıa dentro de la muestra, y se estudia si
este comportamiento se traslada fuera de la muestra.
3.2 Datos y Ana´lisis univariante
En esta seccio´n se presenta un resumen de los datos utilizados y de los resul-
tados ma´s importantes del ana´lisis univariante.
Se analizan series diarias de la cotizacio´n ma´xima del Ibex-35 para el per´ıodo
comprendido entre el 05/01/2004 hasta el 29/06/2007, y aquellos de sus compo-
nentes que no salieron del ı´ndice general en ese per´ıodo. Esto hace un total de 910
observaciones para 25 series diferentes. Debido al taman˜o de la muestra, e´sta se
adjunta en un CD junto con diferentes programas usados en la estimacio´n de los
diferentes modelos.
Para la construccio´n de los modelos se escoge la submuestra desde el 05/01/2004
hasta el 29/12/2006. Es decir se cuentan con 780 observaciones para realizar la iden-
tificacio´n y estimacio´n de los modelos univariantes.
Utilizando ana´lisis gra´ficos se concluye que todas las series son integradas de
orden 1, I(1). Un resumen de las estimaciones de los modelos univariantes aparece
en la tabla 3.1.
Tabla 3.1: Modelos univariantes sin intervenir
∇ lnV alor
Valor φ1 φ2 φ3 µ
(%)
σˆa
(%)
Q(5) At´ıpicos superiores a 3σ
IBEX 0,14
(0,04)
– – 0,06
(0,02)
0,6 4,6 02/04/04, 10/05/04, 19/05/04, 18/04/05, 19/10/05,
15/05/06, 18/05/06, 19/07/06, 27/09/06, 28/11/06
Continu´a en la pa´gina siguiente
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Tabla 3.1: Continuacio´n
∇ lnV alor
Valor φ1 φ2 φ3 µ
(%)
σˆa
(%)
Q(5) At´ıpicos superiores a 3σ
ABE 0,07
(0,03)
– – 0,07
(0,03)
0,9 4,4 20/07/04, 03/09/04, 03/06/05, 29/06/05, 04/07/05,
01/09/05, 11/10/05, 17/10/05, 15/12/05, 24/04/06,
19/05/06, 03/07/06, 01/09/06, 08/11/06
ACS 0,12
(0,03)
– – 0,13
(0,04)
1,0 2,1 02/03/04, 09/07/04, 22/02/06, 14/10/05, 19/10/05,
18/05/06, 08/06/06, 13/06/06, 04/10/06, 31/10/06
ACX 0,13
(0,03)
– – 0,10
(0,04)
1,1 5,2 10/05/04, 16/11/04, 04/02/05, 08/03/05, 27/01/06,
24/10/06, 25/10/06
ALT 0,10
(0,03)
−0,09
(0,03)
– 0,07
(0,04)
1,0 3,6 12/02/04, 12/05/04, 15/12/04, 17/12/04, 20/12/04,
23/01/06, 26/01/06, 09/02/06, 13/03/06, 07/12/06
ANA 0,11
(0,03)
– – 0,10
(0,04)
1,3 3,3 16/12/04, 19/10/05, 15/11/05, 30/11/05, 25/01/06,
09/02/06, 15/02/06, 21/03/06, 08/06/06, 15/06/06,
20/10/06, 01/12/06
BBVA 0,12
(0,03)
– – – 1,0 6,3 12/02/04, 13/05/04, 30/07/04, 07/10/04,11/10/06,
12/10/06, 30/11/06
BKT 0,07
(0,03)
– – 0,08
(0,04)
1,2 1,4 13/09/04, 01/03/05, 09/02/06, 20/02/06, 16/03/06,
20/04/06, 11/05/06, 12/05/06, 23/10/06
BTO – – – 0,06
(0,03)
0,9 6,4 16/01/04, 15/03/04, 04/10/04, 28/01/05, 14/02/05,
20/02/06, 27/02/06, 12/06/06, 03/07/06, 20/09/06,
05/10/06, 06/10/06, 28/11/06
ELE 0,18
(0,03)
– – 0,09
(0,04)
1,1 5,1 16/03/04, 06/09/05, 07/09/05, 21/02/06, 03/07/06,
27/07/06, 26/09/06, 27/09/06
ENG 0,13
(0,03)
– – 0,08
(0,04)
1,1 1,9 10/12/04, 16/12/04, 16/02/05, 22/02/05, 19/10/05,
24/10/05, 18/05/06, 27/09/06, 08/12/06, 20/12/06,
21/12/06
FCC 0,08
(0,03)
– – 0,12
(0,04)
1,1 5,1 16/12/04, 19/01/06, 03/03/06, 18/05/06, 08/06/06,
15/06/06, 21/07/06, 28/09/06, 22/12/06
FER 0,18
(0,03)
– – 0,10
(0,04)
1,2 3,2 02/03/04, 09/07/04, 22/02/05, 14/10/05, 19/10/05,
18/05/06, 08/06/06, 13/06/06, 31/10/06
GAM 0,12
(0,03)
– – 0,10
(0,05)
1,4 4,5 26/02/04, 27/02/04, 26/05/04, 04/08/04, 16/11/04,
02/09/05, 27/09/05, 21/02/06, 04/05/06, 04/10/06,
GAS 0,12
(0,03)
−0,10
(0,03)
– – 1,0 1,3 28/10/04, 04/11/04, 21/02/05, 22/02/06, 23/02/06,
27/02/06, 28/02/06, 01/03/06, 26/05/06, 27/07/06,
28/07/06, 26/09/06, 27/09/06, 28/09/06
Continu´a en la pa´gina siguiente
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Tabla 3.1: Continuacio´n
∇ lnV alor
Valor φ1 φ2 φ3 µ
(%)
σˆa
(%)
Q(5) At´ıpicos superiores a 3σ
IBE 0,07
(0,03)
– – 0,09
(0,03)
1,0 2,5 06/09/05, 21/02/06, 07/06/06
IBLA 0,06
(0,03)
−0,08
(0,03)
– – 1,4 6,1 13/01/04, 12/03/04, 04/05/04, 29/07/05, 10/08/05,
15/12/05, 24/02/06, 15/05/06, 13/09/06, 04/10/06
IDR 0,12
(0,03)
−0,07
(0,03)
– – 1,0 2,8 29/03/04, 19/05/04, 14/06/04, 29/06/05, 23/01/06,
03/04/06, 08/06/06, 15/06/06, 19/07/06, 25/07/06,
20/09/06, 28/11/06
ITX – – – 0,12
(0,04)
1,2 2,0 11/02/04, 25/03/04, 14/06/05, 21/09/05, 14/06/06,
13/12/06
MVC 0,12
(0,03)
−0,13
(0,03)
0,11
(0,03)
0,06
(0,02)
1,9 20,9 02/01/06, 01/03/06, 20/03/06, 21/09/06, 25/09/06,
26/19/06, 28/09/06, 04/10/06, 13/10/06, 18/10/06
19/10/06, 25/10/06
POP 0,11
(0,03)
– – – 0,8 4,2 12/01/04, 22/07/04, 27/01/05, 31/01/05, 15/02/05,
21/03/06, 22/03/06, 24/03/06, 12/04/06, 15/05/06,
18/05/06, 29/06/06, 06/10/06, 25/10/06
REP 0,13
(0,03)
−0,07
(0,03)
– – 1,1 3,9 22/09/05, 23/09/05, 06/10/05, 21/10/05, 29/11/05,
26/01/06, 18/05/06, 27/09/06, 11/10/06, 17/10/06
SAN 0,09
(0,03)
−0,07
(0,03)
– – 0,9 2,3 29/04/04, 10/05/04, 19/05/04, 26/07/04, 27/07/04,
26/09/05, 26/10/05
TEF – – – – 0,9 1,7 12/01/04, 02/04/04, 10/05/04, 01/10/04, 21/06/05,
12/05/06, 26/05/06
UNF – – – 0,12
(0,04)
1,1 1,0 17/02/04, 15/03/04, 21/03/05, 22/03/05, 05/09/05,
06/09/05, 07/09/05, 22/09/05, 23/09/05, 27/09/05,
24/11/05, 02/03/06, 18/15/06, 25/09/06
Fin de la tabla
3.3 Modelos Multivariantes
En este apartado, para cada uno de las 25 variables anteriores se construye
el modelo perio´dico. Para ello se va a dividir cada serie diaria en cinco series, una
para cada d´ıa de la semana: (lt, mt, xt, jt y vt). Con estas cinco variables se va a
identificar y estimar un VAR ortogonalizado en niveles
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A cada serie se le realiza un profundo ana´lisis de identificacio´n, estimacio´n
y diagnosis. Los resultados de este proceso aparecen en el ape´ndice 3.B. Para ca-
da serie se presentan dos criterios de seleccio´n del orden del VAR: el criterio de
Akaike y el criterio de Schwarz. En la gran mayor´ıa de los casos los dos criterios
coinciden. En aquellos casos donde no lo hacen, se elige el orden ma´s pequen˜o y en
la etapa de diagnosis, si aparece estructura en el correlograma de los residuos, se
decidira´ incrementar el orden del mismo.
Todas las series analizadas se identifican como VAR(1). Cada uno de los
modelos estimados aparecen en el ape´ndice 3.B, junto el gra´fico de los residuos, y
la tabla con los valores para los primeros 5 retardos de la funcio´n de correlacio´n
cruzada (CCF).
3.4 Contraste
En esta seccio´n se presentan los resultados del contraste de estacionalidad
desarrollado por Flores y Novales (1997). Para cada variable se decide el modelo
que con mayor probabilidad haya generado los datos. Si no se rechaza la hipo´tesis
nula, se selecciona el AR como modelo correcto. Si se rechaza la hipo´tesis nula, se
elige el modelo perio´dico. Los resultados aparecen en la tabla 3.2.
La aplicacio´n del contraste sugiere que en 22 de los 25 casos, el modelo pe-
rio´dico es la especificacio´n correcta al 95% de confianza. Es decir, en un 88% de las
series analizadas, se encuentra evidencia estad´ıstica para pensar que cada d´ıa de la
semana tiene una dina´mica diferente.
Las variables donde el contraste indica que el AR es el modelo elegido son:
Acciona, Ferrovial e Iberdrola.
La principal conclusio´n del anterior resultado es que para 22 de las variables
analizadas, se puede pensar en ajustar una especificacio´n perio´dica, lo que implica
que cada d´ıa de la semana responde diferente ante un shock igual, y este modelo no
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es equivalente al modelo univariante estimado. So´lo en 3 de las variables es igual el
modelo univariante lineal que su contraparte perio´dica, estad´ısticamente hablando.
En la siguiente seccio´n se comprueba si el modelo seleccionado por el contraste
es aquel que mejor preve´, tanto dentro como fuera de la muestra.
Tabla 3.2: Contraste de estacionalidad univariante
Valores lnLr lnLsr Estad´ıstico
IBEX -51,23 -50,70 82,89
ABE -46,97 -46,56 62,96
ACS -46,33 -45,79 84,30
ACX -45,27 -44,85 65,45
ALT -46,27 -45,67 92,99
ANA -43,56 -43,25 48,58*
BBVA -46,99 -46,36 97,57
BKT -46,04 -45,32 111,47
BTO -48,02 -47,27 116,42
ELE -45,85 -44,93 143,26
ENG -46,19 -45,32 135,35
FCC -45,41 -44,92 76,37
FER -43,94 -43,74 31,00*
GAM -42,90 -42,50 61,60
GAS -47,04 -46,15 137,09
IBE -46,79 -46,46 51,04*
IBLA -43,22 -42,61 95,38
IDR -45,97 -45,59 58,45
ITX -45,64 -44,65 96,95
MVC -41,25 -39,69 240,99
POP -49,21 -48,74 73,00
REP -45,43 -45,00 67,27
SAN -47,36 -46,79 89,27
TEF -47,92 -47,53 58,50
UNF -45,48 -45,07 62,88
El valor cr´ıtico para una χ238 al 95%, es 53,38.
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3.5 Previsiones
En un primer momento se presenta la precisio´n de las previsiones dentro de la
muestra, esto es, para el per´ıodo comprendido entre el 05/01/2004 y el 29/12/2006.
En la tabla 3.3 aparecen los RECM para cada uno de los valores, tanto para el total
de la series, como para cada uno de los d´ıas. Los ı´ndices subrayados son aquellos para
los que el contraste selecciona el modelo univariante. En negrita aparece sen˜alado
el RECM del modelo que mejor preve´ para el global de la serie. Por u´ltimo, se
recuadran los RECM de los d´ıas donde el modelo que mejor preve´ no es el que
mejor lo hace para el global. Todos los valores aparecen multiplicados por diez mil.
Tabla 3.3: Precisio´n de las previsiones dentro de la muestra
RECM RECM RECM
AR(p) VAR(p) AR(p) VAR(p) AR(p) VAR(p)
IBEX 0,628 0,601 ABE 0,950 0,919 ACS 1,027 0,996
l 0,684 0,652 l 0,974 0,961 l 1,279 1,281
m 0,524 0,506 m 0,885 0,873 m 0,963 0,927
x 0,639 0,616 x 0,939 0,930 x 1,031 0,981
j 0,669 0,635 j 0,944 0,941 j 0,970 0,956
v 0,612 0,583 v 1,004 0,888 v 0,839 0,762
ACX 1,128 1,091 ALT 1,039 1,003 ANA 1,272 1,259
l 0,972 0,938 l 1,012 0,983 l 1,096 1,098
m 1,079 1,022 m 0,894 0,849 m 1,250 1,239
x 1,198 1,153 x 1,008 0,950 x 1,317 1,311
j 1,062 1,050 j 1,302 1,293 j 1,389 1,360
v 1,299 1,264 v 0,930 0,878 v 1,288 1,269
BBVA 1,093 0,927 BKT 1,217 1,069 BTO 0,933 0,804
l 1,461 1,168 l 1,103 1,001 l 1,210 0,868
m 0,771 0,785 m 0,936 0,863 m 0,837 0,718
x 0,958 0,841 x 1,261 1,105 x 0,752 0,745
j 0,915 0,934 j 1,617 1,326 j 0,816 0,704
v 1,220 0,859 v 1,052 0,994 v 0,978 0,954
ELE 1,122 1,086 ENG 1,045 1,000 FCC 1,126 1,091
l 1,048 1,019 l 1,003 0,968 l 1,143 1,119
m 1,621 1,568 m 0,904 0,864 m 1,016 0,968
x 0,983 0,941 x 1,028 1,009 x 1,046 1,016
j 0,916 0,887 j 1,251 1,187 j 1,293 1,244
v 0,875 0,855 v 1,007 0,940 v 1,110 1,086
Continu´a en la pa´gina siguiente
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Tabla 3.3: Continuacio´n
RECM RECM RECM
AR(p) VAR(p) AR(p) VAR(p) AR(p) VAR(p)
FER 1,228 1,270 GAM 1,426 1,382 GAS 0,991 0,941
l 1,274 1,264 l 1,199 1,190 l 0,830 0,821
m 1,080 1,308 m 1,416 1,394 m 0,880 0,862
x 1,025 1,155 x 1,517 1,440 x 1,239 1,183
j 1,328 1,346 j 1,656 1,593 j 1,075 0,984
v 1,392 1,268 v 1,297 1,257 v 0,869 0,802
IBE 0,960 0,969 IBLA 1,380 1,347 IDR 1,047 1,033
l 0,880 0,800 l 1,200 1,077 l 1,109 1,106
m 1,024 0,931 m 1,161 1,259 m 0,945 0,938
x 1,007 1,322 x 1,742 1,694 x 1,115 1,073
j 0,778 0,814 j 1,233 1,223 j 1,114 1,123
v 1,080 0,882 v 1,477 1,402 v 0,934 0,908
ITX 1,167 1,082 MVC 1,889 1,759 POP 0,764 0,727
l 1,066 0,948 l 1,763 1,604 l 0,797 0,688
m 0,989 0,872 m 1,509 1,361 m 0,745 0,706
x 1,320 1,247 x 2,257 2,176 x 0,815 0,780
j 1,390 1,358 j 2,365 2,149 j 0,807 0,777
v 1,012 0,894 v 1,333 1,300 v 0,643 0,679
REP 1,111 1,072 SAN 0,929 0,887 TEF 0,922 0,829
l 1,030 1,108 l 1,131 1,068 l 0,978 0,815
m 1,215 1,122 m 0,778 0,741 m 0,810 0,759
x 0,953 0,908 x 0,885 0,863 x 0,843 0,827
j 1,288 1,211 j 0,930 0,894 j 0,850 0,826
v 1,035 0,987 v 0,884 0,840 v 1,096 0,911
UNF 1,106 1,066
l 1,271 1,268
m 1,144 1,059
x 0,865 0,849
j 1,159 1,100
v 1,050 1,009
Fin de la tabla
Si se fija la atencio´n en los 3 valores para los que el contraste no se ha
rechazado, en dos de ellos, Ferrovial e Iberdrola, la previsio´n dentro de la muestra
del modelo autorregresivo es mejor que la del modelo perio´dico. En cambio Acciona,
la mejor previsio´n dentro de la muestra la consigue el modelo perio´dico.
Sin embargo, para los 22 valores para los que se ha rechazado el contraste, la
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mejor previsio´n dentro de la muestra la consigue el modelo multivariante.
Otra caracter´ıstica que destaca es que para varias series, el modelo que mejor
preve´ para el global de la serie, no es el modelo que mejor preve´ para cada uno de los
d´ıas. Por sen˜alar un ejemplo, el modelo perio´dico preve´ mejor el valor BBVA, pero
es el modelo univariante el que mejor resultado en previsio´n tiene para el martes y
el jueves.
Se comprueba si estas caracter´ısticas intramuestrales se dan fuera de la mues-
tra. Si esto es as´ı, el modelo perio´dico sera´ el que mejor lo har´ıa en 23 de los 25 casos
considerados, es decir, el 92% de las veces. Aunque existe la posibilidad de que el
modelo univariante fuera superior para algu´n d´ıa concreto.
En la tabla 3.4 se presenta el resultado global para cada serie, y tambie´n la
precisio´n de cada modelo para prever dentro de la semana, para el per´ıodo compren-
dido entre 01/01/2007 hasta el 29/06/2007. Al igual que en la anterior tabla todos
los valores esta´n multiplicados por diez mil.
Tabla 3.4: Precisio´n de las previsiones fuera de la muestra
RECM RECM RECM
AR(p) VAR(p) AR(p) VAR(p) AR(p) VAR(p)
IBEX 0,827 0,850 ABE 0,919 0,984 ACS 1,113 1,137
l 0,731 0,731 l 0,960 1,009 l 0,927 0,923
m 0,667 0,586 m 0,652 0,619 m 0,806 0,802
x 1,067 1,126 x 0,900 0,998 x 1,511 1,575
j 0,823 0,854 j 0,989 1,074 j 1,166 1,160
v 0,790 0,859 v 1,045 1,134 v 1,020 1,067
ACX 1,592 1,691 ALT 1,812 1,843 ANA 2,033 2,075
l 1,436 1,436 l 1,001 0,907 l 2,000 1,978
m 0,845 0,909 m 0,728 0,972 m 1,884 1,917
x 1,778 2,206 x 0,644 0,707 x 2,371 2,431
j 1,897 1,896 j 3,536 3,565 j 2,034 2,131
v 1,772 1,716 v 1,402 1,416 v 1,835 1,870
Continu´a en la pa´gina siguiente
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Tabla 3.4: Continuacio´n
RECM RECM RECM
AR(p) VAR(p) AR(p) VAR(p) AR(p) VAR(p)
BBVA 1,173 1,180 BKT 1,371 1,421 BTO 1,078 1,097
l 0,960 0,990 l 1,114 1,117 l 1,410 1,261
m 1,004 1,055 m 1,241 1,265 m 0,940 0,863
x 1,293 1,362 x 1,815 1,919 x 1,265 1,209
j 0,903 1,224 j 1,325 1,491 j 0,812 0,873
v 1,570 1,187 v 1,251 1,157 v 0,820 1,206
ELE 0,694 0,705 ENG 1,196 1,249 FCC 1,401 1,385
l 0,698 0,647 l 1,208 1,302 l 1,105 1,102
m 0,733 0,692 m 0,769 0,861 m 0,853 0,865
x 0,678 0,726 x 1,541 1,495 x 2,055 2,063
j 0,695 0,747 j 1,158 1,292 j 1,347 1,196
v 0,662 0,710 v 1,177 1,211 v 1,351 1,391
FER 1,321 1,402 GAM 1,774 1,910 GAS 1,397 1,438
l 1,420 1,397 l 1,739 1,722 l 1,024 1,092
m 1,075 1,209 m 1,336 1,627 m 1,786 1,689
x 1,493 1,670 x 2,001 2,333 x 1,457 1,592
j 1,236 1,243 j 1,941 1,917 j 1,373 1,405
v 1,341 1,440 v 1,779 1,874 v 1,229 1,337
IBE 1,373 1,432 IBLA 1,650 1,839 IDR 1,036 1,069
l 1,020 1,157 l 1,242 1,727 l 0,821 0,815
m 1,161 1,218 m 2,111 2,052 m 1,248 1,274
x 1,698 1,894 x 1,878 2,234 x 0,863 1,006
j 1,349 1,374 j 1,246 1,608 j 1,065 1,061
v 1,529 1,399 v 1,592 1,463 v 1,123 1,136
ITX 1,158 1,218 MVC 1,657 1,732 POP 1,121 1,125
l 1,213 1,198 l 1,553 1,705 l 1,048 1,118
m 1,128 1,086 m 2,489 2,455 m 0,978 0,973
x 1,215 1,380 x 1,238 1,008 x 1,579 1,618
j 1,097 1,328 j 1,156 1,466 j 1,053 0,918
v 1,132 1,065 v 1,501 1,704 v 0,794 0,823
REP 1,453 1,226 SAN 1,018 1,106 TEF 0,931 0,931
l 0,861 0,895 l 0,901 1,125 l 0,820 0,825
m 1,050 0,801 m 0,864 0,838 m 0,698 0,647
x 1,471 1,259 x 1,228 1,328 x 1,210 1,184
j 1,473 1,187 j 0,867 0,863 j 0,884 0,875
v 2,093 1,755 v 1,167 1,280 v 0,938 1,034
Continu´a en la pa´gina siguiente
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Tabla 3.4: Continuacio´n
RECM RECM RECM
AR(p) VAR(p) AR(p) VAR(p) AR(p) VAR(p)
UNF 1,378 1,386
l 0,918 0,975
m 1,607 1,642
x 1,563 1,537
j 1,393 1,437
v 1,298 1,238
Fin de la tabla
A la vista de los resultados, estos no pueden ser ma´s desalentadores. En 23
de los 25 casos, el modelo univariante es el modelo con mejor previsio´n fuera de la
muestra. So´lo para FCC y Repsol el modelo perio´dico tiene mejor precisio´n a la hora
de prever.
Llama la atencio´n los casos de BBVA, Banco Popular, Telefo´nica y Unio´n
Fenosa, donde los dos modelos tienen unos resultados muy similares, aunque en
todos ellos el modelo univariante es superior al perio´dico.
La calidad predictiva extramuestral del modelo perio´dico es bastante inferior
a la del modelo univariante, en el 92% de los casos preve´ mejor este u´ltimo. Queda
claro que la fortaleza predictiva del modelo perio´dico dentro de la muestra no se
traduce en mejoras de previsio´n fuera de la muestra.
Al igual que pasa con las previsiones dentro de la muestra, el modelo que
mejor lo hace para el global de la serie fuera de la muestra no tiene porque ser el
que mejores resultados obtiene para todos los d´ıas de la semana. Se comprueba si
estos d´ıas coinciden y se puede usar esta informacio´n para mejorar la previsio´n.
Volviendo a la tabla 3.3, en 17 de los 25 casos el modelo que mejor preve´ el
global de la serie, es tambie´n el que mejor preve´ para cada uno de los d´ıas. Para
las 8 variables restantes, Acciona, BBVA, Ferrovial, Iberdrola, Iberia, Indra, Banco
Popualr y Repsol, no todos los d´ıas un modelo es el mejor para calcular las previ-
siones.
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Es por esto que se plantea prever cada d´ıa fuera de la muestra con el modelo
que mejores previsio´n haya obtenido dentro de la muestra para ese d´ıa. Los resultados
de este experimento aparecen en la tabla 3.5.
Tabla 3.5: Precisio´n de las previsiones modelos compuestos
RECM
AR(p) VAR(p) Compuesto
ANA 2,033 2,075 2,080
BBVA 1,173 1,180 1,102
FER 1,321 1,402 1,338
IBE 1,373 1,432 1,377
IBLA 1,650 1,839 1,852
IDR 1,036 1,069 1,069
POP 1,121 1,125 1,121
REP 1,453 1,226 1,221
Los resultados no tan buenos como se esperaba ya que en muy pocos ca-
sos, usando la informacio´n intramuestral, se consiguen mejoras en las previsiones
extramuestrales.
So´lo hay dos valores donde el modelo compuesto es el que mejores previsiones
obtiene. Estas series son BBVA y Repsol. Para el resto de las series, el modelo
compuesto no consigue batir al modelo univariante, que es el modelo que mejores
previsiones fuera de la muestra hab´ıa conseguido, para todos los casos considerados.
Se considera interesante realizar un contraste de igualdad de precisio´n en las
previsiones de los modelos. Se decide optar por el contraste de Diebold y Mariano
(1995) debido a su relevancia en la literatura. Se lleva a cabo de la siguiente mane-
ra: al ser un contraste de comparacio´n entre dos modelos, se comprueba primero si
estad´ısticamente son iguales las previsiones fuera de la muestra del modelo univa-
riante y del modelo perio´dico. Si son iguales, se elige aquel con menor RECM para
comprobar si sus previsiones son iguales a las del modelo compuesto. Si se tiene
que las previsiones del modelo univariante y del modelo perio´dico son diferentes,
entonces se compara el modelo compuesto con el modelo que se haya seleccionado
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con el contraste de estacionalidad univariante.
Los resultados se presentan en la tabla 3.6:
Tabla 3.6: Contraste de Diebold-Mariano
ANA VAR(p) Compuesto BBVA VAR(p) Compuesto
AR(p) 1,601
(1,007)
1,676
(1,031)
AR(p) 0,200∗
(1,007)
1,103
(1,064)
FER VAR(p) Compuesto IBE VAR(p) Compuesto
AR(p) 1,858
(1,007)
0,417∗
(1,064)
AR(p) 1,150
(1,007)
0,194∗
(1,086)
IBLA VAR(p) Compuesto IDR VAR(p) Compuesto
AR(p) 1,847
(1,007)
AR(p) 1,318
(1,007)
VAR(p) 0,484∗
(1,031)
VAR(p) 0,101∗
(1,031)
POP VAR(p) Compuesto REP VAR(p) Compuesto
AR(p) 0,303∗
(1,007)
0,361∗
(1,031)
AR(p) 2,467
(1,007)
VAR(p) VAR(p) 0,525∗
(1,031)
Como valores cr´ıticos se toman los obtenidos por McCracken (2007). En la
tabla 3.6, debajo del valor del estad´ıstico, aparece el valor cr´ıtico de McCracken al
95% de confianza. Los valores para los que el contraste indica que las dos previsiones
son iguales, se sen˜alan con un asterisco.
Los resultados indican que todas las previsiones de los modelos compuestos,
salvo las de Acciona y BBVA, son estad´ısticamente iguales a las del modelo perio´dico
o a las del modelo univariante. Sin embargo, estos resultados pueden estar afectados
por la falta de potencia del contraste de Diebold y Mariano.
3.6 Conclusiones
En este cap´ıtulo se ha estimado, para 25 valores bursa´tiles, un modelo uni-
variante y un modelo perio´dico, en forma de VAR ortogonalizado, cuyas variables
son los cinco d´ıas de la semana laborable.
Todos los modelos univariantes han resultado ser autorregresivos de orden 1,
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2 o´ 3, menos en el caso de Banesto, Inditex, Telefo´nica y Unio´n Fenosa, donde las
variables siguen un paseo aleatorio.
Por su parte se han identificado y estimado modelos VAR(1) para todas las
variables.
Al aplicar el contraste de estacionalidad univariante desarrollado por Flores
y Novales (1997) en 22 de los 25 casos se ha rechazado la hipo´tesis nula al 95% de
nivel de confianza. Este resultado indica que en un 80% de las series analizadas,
se encuentra evidencia estad´ıstica para pensar que cada d´ıa de la semana puede
tener un dina´mica diferente. Los valores donde el contraste indica que el modelo
univariante es la especificacio´n correcta son: Acciona, Ferrovial e Iberdrola.
Al calcular las previsiones dentro de la muestra, el contraste demuestra que
consigue identificar de manera correcta el modelo que mejores previsiones intramues-
trales tiene. En 24 de los 25 casos el contraste elige el modelo que mejor preve´ dentro
de la muestra.
Sin embargo, estos resultado no se trasladan fuera de la muestra. Si es cierto,
que cuando el contraste selecciona el modelo univariante, este´ es el que mejores
previsiones fuera de la muestra obtiene. Sin embargo, en los 23 casos que selecciona
el modelo perio´dico, so´lo en 2 de ellos, es el modelo perio´dico el que mejor preve´.
Estos dos valores son FCC y Repsol.
Adema´s se encuentra otro resultado adicional, para 8 series el modelo que
mejor preve´ el global de la serie, no es el modelo que mejor predice para cada uno
de los d´ıas.
Al construir un modelo compuesto para estas 8 variables, so´lo en 2 de ellos,
Repsol y BBVA, e´ste consigue mejorar la previsio´n de los anteriores modelos. Para los
6 casos restantes parece que las caracter´ısticas dentro de la muestra no se trasladan
fuera de ella.
Resumiendo, en este primer experimento, el contraste no ha demostrado que
sea capaz de seleccionar aquel modelo con el que se puede prever mejor. Adema´s,
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aunque existen 8 series donde un u´nico modelo no es el mejor para prever todos los
d´ıas, cuando se componen los dos modelos usando al informacio´n intramuestral, no
existe ninguna mejora salvo en un par de casos.
Se cree que estos resultados se deben a la sobreparametrizacio´n del modelo
perio´dico. Esto esta´ haciendo que se rechace el contraste de estacionalidad univa-
riante ma´s veces de las que es adecuado. Por ello, en el pro´ximo cap´ıtulo, se repite el
experimento pero ajustando modelos perio´dicos de correccio´n del error. Estos mo-
delos se construyen con series estacionarias y por tanto se puede realizar contraste
de significatividad individual para cada para´metro. De esta manera se eliminaran
del modelo aquellos que sean estad´ısticamente iguales a 0.
3.A Ape´ndice: Descripcio´n gra´fica de las series
En los gra´ficos siguientes se presentan la diferencia regular del logaritmo de
cada una de las series objeto de estudio.
Gra´fico 3.1: Rendimientos de los valores
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Gra´fico 3.2: Cont: Rendimientos de los valores
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Gra´fico 3.3: Cont: Rendimientos de los valores
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Gra´fico 3.4: Cont: Rendimientos de los valores
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3.B Ape´ndice: Estimacio´n modelos VAR
3.B.1 IBEX-35
3.B.1.1 Eleccio´n orden del VAR
En la tabla 3.7 se muestran los estad´ısticos de Akaike y de Schwarz para
diversos ordenes del VAR.
Tabla 3.7: IBEX-35: Eleccio´n del orden del VAR
Retardos 1 2 3 4
AIC -50,83 -50,76 -50,66 -50,46
SC -50,26 -49,67 -49,08 -48,37
Los dos criterios no difieren y por ello se estima un VAR(1) con constante.
3.B.1.2 Estimacio´n modelo VAR
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados. Los resultados aparecen en la tabla 3.8.
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Tabla 3.8: IBEX-35: Estimacio´n del VAR(1) ortogonalizado
Variable
dependiente
Ecuacionesa
lt mt xt jt vt
µ −0,0058
(0,028)
0,012
(0,022)
−0,015
(0,027)
−0,018
(0,028)
0,012
(0,026)
lt 1,07
(0,06)
−0,21
(0,13)
0,036
(0,138)
0,040
(0,127)
mt 1,09
(0,10)
0,017
(0,139)
−0,031
(0,138)
xt 1,04
(0,08)
−0,29
(0,11)
jt 1,27
(0,08)
lt−1 −0,24
(0,10)
0,070
(0,083)
−0,033
(0,100)
0,035
(0,104)
0,11
(0,09)
mt−1 0,32
(0,14)
−0,10
(0,11)
−0,091
(0,133)
−0,19
(0,14)
−0,18
(0,13)
xt−1 −0,077
(0,124)
−0,053
(0,097)
0,18
(0,12)
0,14
(0,12)
0,096
(0,114)
jt−1 −0,33
(0,14)
0,067
(0,114)
0,028
(0,138)
−0,019
(0,143)
−0,19
(0,13)
vt−1 1,32
(0,09)
−0,057
(0,110)
0,034
(0,133)
−0,064
(0,138)
0,18
(0,13)
aLa tabla muestra los coeficientes estimados del modelo VAR donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (3.1).
Σu =


4, 41E − 05 4, 73E − 05 4, 26E − 05 4, 69E − 05 4, 75E − 05
4, 73E − 05 7, 78E − 05 7, 52E − 05 8, 16E − 05 8, 14E − 05
4, 26E − 05 7, 52E − 05 1, 13E − 04 1, 21E − 04 1, 20E − 04
4, 69E − 05 8, 16E − 05 1, 21E − 04 1, 71E − 04 1, 82E − 04
4, 75E − 05 8, 14E − 05 1, 20E − 04 1, 82E − 04 2, 30E − 04


(3.1)
El gra´fico 3.5 muestra los residuos del VAR(1). Por otro lado, en la tabla 3.9
se presentan las funciones de correlacio´n cruzadas. En ninguna de ellas se aprecian
correlaciones significativas, por lo cual, estos resultados sugieren que el modelo de la
tabla 3.8 representa de forma adecuada la correlacio´n dina´mica entre las variables.
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59Gra´fico 3.5: IBEX-35: Residuos del VAR(1)
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Tabla 3.9: IBEX-35: Funcio´n de correlacio´n cruzada residual del VAR(1)
Retardos r11 r12 r13 r14 r15
1 -0,045 -0,031 -0,025 -0,027 -0,034
2 0,116 0,021 0,101 0,111 0,083
3 0,044 -0,030 0,011 0,035 -0,024
4 -0,090 -0,143 -0,122 -0,114 -0,139
5 0,027 0,004 0,014 0,027 -0,001
r21 r22 r23 r24 r25
1 -0,081 -0,044 -0,037 -0,032 -0,037
2 0,059 0,033 0,164* 0,160 0,148
3 0,034 -0,018 0,037 0,043 -0,036
4 -0,092 -0,126 -0,118 -0,050 -0,066
5 0,034 -0,011 -0,033 0,030 0,016
r31 r32 r33 r34 r35
1 -0,100 -0,072 -0,058 -0,053 -0,049
2 0,024 0,063 0,145 0,140 0,095
3 0,027 0,012 0,031 0,013 -0,060
4 -0,050 -0,034 -0,036 0,002 -0,006
5 0,119 0,038 0,052 0,109 0,083
r41 r42 r43 r44 r45
1 -0,074 -0,056 -0,044 -0,040 -0,036
2 0,029 0,038 0,115 0,092 0,051
3 0,036 0,015 0,053 0,021 -0,040
4 -0,075 -0,026 -0,038 -0,003 -0,007
5 0,090 0,058 0,066 0,094 0,092
r51 r52 r53 r54 r55
1 -0,092 -0,071 -0,054 -0,050 -0,045
2 0,041 0,030 0,098 0,075 0,035
3 -0,043 -0,002 0,033 0,005 -0,017
4 -0,044 -0,015 -0,021 0,023 0,012
5 0,075 0,094 0,093 0,089 0,082
DT= 2√
T
= 0,161. En * significativos al 95%.
3.B.2 Abertis
3.B.2.1 Eleccio´n orden del VAR
En la tabla 3.10 aparecen los estad´ısticos de Akaike y de Schwarz para diversos
ordenes del VAR.
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Tabla 3.10: Abertis: Eleccio´n del orden del VAR
Retardos 1 2 3 4
AIC -32,39 -32,22 -31,98 -31,89
SC -31,80 -31,14 -30,39 -29,80
Al no diferir los dos criterios se estima un VAR(1) con constante.
3.B.2.2 Estimacio´n modelo VAR
Los para´metros se estiman de forma conjunta por mı´nimos cuadrados gene-
ralizados. Los resultados aparecen en la tabla 3.11.
Tabla 3.11: Abertis: Estimacio´n del VAR(1) ortogonalizado
Variable
dependiente
Ecuacionesa
lt mt xt jt vt
µ 0,0032
(0,012)
0,013
(0,011)
0,019
(0,012)
0,014
(0,012)
−0,0038
(0,0114)
lt 1,08
(0,07)
−0,058
(0,124)
−0,11
(0,12)
−0,17
(0,12)
mt 1,07
(0,09)
0,095
(0,126)
−0,013
(0,120)
xt 1,03
(0,08)
−0,030
(0,113)
jt 1,18
(0,08)
lt−1 0,077
(0,090)
0,10
(0,08)
0,075
(0,088)
−0,13
(0,09)
−0,012
(0,008)
mt−1 0,10
(0,13)
−0,15
(0,12)
−0,057
(0,125)
−0,067
(0,127)
0,027
(0,120)
xt−1 −0,18
(0,12)
−0,062
(0,108)
−0,032
(0,11)
0,22
(0,12)
0,079
(0,112)
jt−1 −0,13
(0,13)
0,11
(0,12)
0,071
(0,128)
−0,0070
(0,1308)
−0,24
(0,12)
vt−1 1,11
(0,09)
−0,078
(0,115)
−0,073
(0,123)
−0,036
(0,125)
0,18
(0,12)
aLa tabla muestra los coeficientes estimados del modelo VAR donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (3.2).
Σu =


9, 51E − 05 1, 02E − 04 1, 04E − 04 1, 06E − 04 1, 05E − 04
1, 02E − 04 1, 88E − 04 1, 95E − 04 2, 07E − 04 2, 19E − 04
1, 04E − 04 1, 95E − 04 2, 91E − 04 3, 06E − 04 3, 32E − 04
1, 06E − 04 2, 07E − 04 3, 06E − 04 4, 14E − 04 4, 57E − 04
1, 05E − 04 2, 19E − 04 3, 32E − 04 4, 57E − 04 5, 89E − 04


(3.2)
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Los residuos del VAR(1) aparecen en el gra´fico 3.6. Por otro lado, en la tabla
3.12 se presentan las funciones de correlacio´n cruzadas. Siete de las correlaciones
son significativas, adema´s algunas son significativas en el primer y segundo retardo.
Puede plantearse la necesidad de incrementar el orden del VAR, pero en este primer
experimento sin restringir, se decide estimar el VAR(1), por lo que se considera que
modelo de la tabla 3.11 es adecuado.
Tabla 3.12: Abertis: Funcio´n de correlacio´n cruzada residual del VAR(1)
Retardos r11 r12 r13 r14 r15
1 -0,205* 0,007 -0,004 0,016 -0,009
2 -0,057 -0,047 -0,019 0,033 0,037
3 0,091 0,016 -0,024 0,102 -0,093
4 0,008 -0,093 0,015 -0,044 0,033
5 -0,001 -0,023 0,047 -0,043 -0,045
r21 r22 r23 r24 r25
1 -0,147 -0,003 -0,003 0,012 0,001
2 -0,019 -0,040 0,013 0,063 -0,002
3 0,146 0,124 0,051 -0,063 -0,005
4 -0,108 0,103 0,215* -0,040 0,022
5 0,046 0,059 0,073 -0,012 0,015
r31 r32 r33 r34 r35
1 -0,077 -0,002 0,006 0,006 -0,004
2 0,036 0,011 0,005 0,070 0,052
3 -0,077 0,180* -0,014 -0,005 0,004
4 0,036 0,082 0,056 -0,077 0,164*
5 -0,142 -0,028 -0,012 -0,009 -0,075
r41 r42 r43 r44 r45
1 -0,024 0,003 0,002 -0,004 0,002
2 -0,057 0,027 0,004 0,018 -0,028
3 -0,069 -0,010 -0,003 0,024 0,094
4 -0,005 -0,018 0,003 -0,030 -0,172*
5 -0,102 -0,102 -0,017 -0,052 -0,106
r51 r52 r53 r54 r55
1 0,114 -0,013 -0,009 -0,011 0,046
2 -0,061 0,063 0,015 0,076 -0,235*
3 -0,111 0,105 0,047 -0,005 -0,072
4 0,085 0,052 -0,177* 0,103 0,037
5 0,128 0,034 0,030 -0,076 0,001
DT= 2√
T
= 0,161. En * significativos al 95%.
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63Gra´fico 3.6: Abertis: Residuos del VAR(1)
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3.B.3 ACS
3.B.3.1 Eleccio´n orden del VAR
En la tabla 3.13 se muestran los estad´ısticos de Akaike y de Schwarz para
diversos ordenes del VAR.
Tabla 3.13: ACS: Eleccio´n del orden del VAR
Retardos 1 2 3 4
AIC -31,75 -31,66 -31,55 -31,44
SC -31,16 -30,57 -29,96 -29,35
Ambos criterios coinciden en sen˜alar que lo ma´s correcto es estimar un
VAR(1) con constante.
3.B.3.2 Estimacio´n modelo VAR
Se estiman de forma conjunta todos los para´metros por mı´nimos cuadrados
generalizados. En la tabla 3.14 se muestran los resultados.
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Tabla 3.14: ACS: Estimacio´n del VAR(1) ortogonalizado
Variable
dependiente
Ecuacionesa
lt mt xt jt vt
µ 0,0025
(0,0025)
−4,84E − 05
(0,0065)
0,017
(0,0069)
−0,00087
(0,0066)
−0,00059
(0,00541)
lt 1,03
(0,06)
−0,25
(0,11)
−0,046
(0,108)
0,050
(0,088)
mt 1,14
(0,09)
−0,024
(0,124)
0,074
(0,101)
xt 1,04
(0,08)
−0,49
(0,10)
jt 1,38
(0,07)
lt−1 0,053
(0,111)
0,064
(0,082)
−0,14
(0,09)
−0,084
(0,085)
0,17
(0,07)
mt−1 −0,075
(0,161)
−0,038
(0,119)
0,14
(0,13)
0,20
(0,12)
−0,18
(0,10)
xt−1 0,037
(0,166)
−0,039
(0,122)
−0,067
(0,13)
−0,10
(0,12)
−0,084
(0,102)
jt−1 −0,21
(0,21)
−0,062
(0,154)
0,045
(0,164)
0,051
(0,158)
0,18
(0,13)
vt−1 1,19
(0,13)
0,049
(0,120)
0,14
(0,13)
−0,024
(0,124)
−0,095
(0,101)
aLa tabla muestra los coeficientes estimados del modelo VAR donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (3.3).
Σu =


1, 69E − 04 1, 73E − 04 1, 55E − 04 1, 48E − 04 1, 50E − 04
1, 73E − 04 2, 69E − 04 2, 63E − 04 2, 58E − 04 2, 54E − 04
1, 55E − 04 2, 63E − 04 3, 62E − 04 3, 62E − 04 3, 48E − 04
1, 48E − 04 2, 58E − 04 3, 62E − 04 4, 57E − 04 4, 78E − 04
1, 50E − 04 2, 54E − 04 3, 48E − 04 4, 78E − 04 5, 76E − 04


(3.3)
Los residuos del VAR(1) aparecen en el gra´fico 3.7. Por su parte, en la tabla
3.15 se muestran las funciones de correlacio´n cruzadas. Aunque cinco correlaciones
son estad´ısticamente distintas de 0, no parece necesario incrementar el orden del
VAR(1), por lo que se considera que el modelo de la tabla 3.14 representa de forma
adecuada la relacio´n existente entre las variables.
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Tabla 3.15: ACS: Funcio´n de correlacio´n cruzada residual del VAR(1)
Retardos r11 r12 r13 r14 r15
1 -0,038 -0,024 -0,032 -0,036 -0,028
2 -0,126 -0,023 -0,029 -0,014 -0,030
3 0,070 0,057 0,042 -0,008 -0,027
4 -0,093 -0,120 -0,075 -0,174* -0,187*
5 -0,107 -0,018 0,019 0,022 0,019
r21 r22 r23 r24 r25
1 -0,034 -0,018 -0,023 -0,028 -0,020
2 -0,210* -0,094 -0,076 -0,073 -0,093
3 0,000 0,003 0,002 -0,057 -0,053
4 -0,079 -0,101 -0,053 -0,106 -0,139
5 -0,144 -0,050 0,005 0,028 0,047
r31 r32 r33 r34 r35
1 -0,008 0,003 -0,003 -0,010 -0,006
2 -0,124 -0,044 -0,024 0,007 -0,018
3 0,047 0,075 0,054 -0,003 0,013
4 -0,132 -0,107 -0,085 -0,105 -0,113
5 -0,162* -0,065 -0,035 0,019 0,051
r41 r42 r43 r44 r45
1 0,022 0,027 0,016 0,006 0,008
2 -0,109 -0,024 -0,023 -0,002 -0,030
3 0,066 0,102 0,055 -0,004 0,035
4 -0,168* -0,145 -0,123 -0,157 -0,161*
5 -0,157 -0,092 -0,051 -0,015 0,041
r51 r52 r53 r54 r55
1 -0,049 -0,030 -0,031 -0,037 -0,032
2 -0,080 -0,022 -0,038 -0,009 -0,037
3 0,125 0,142 0,084 0,044 0,078
4 -0,125 -0,109 -0,096 -0,151 -0,169*
5 -0,157 -0,093 -0,054 -0,031 0,014
DT= 2√
T
= 0,161. En * significativos al 95%.
3.B.4 Acerinox
3.B.4.1 Eleccio´n orden del VAR
Para determinar el orden del VAR se computan los estad´ısticos de Akaike y
de Schwarz, que se presentan en la tabla 3.16.
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Tabla 3.16: Acerinox: Eleccio´n del orden del VAR
Retardos 1 2 3 4
AIC -30,70 -30,53 -30,33 -30,12
SC -30,11 -29,44 -28,75 -28,03
Los dos criterios no difieren y por ello se decide estimar un VAR(1) con
constante.
3.B.4.2 Estimacio´n modelo VAR
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados. Los resultados aparecen en la tabla 3.17.
Tabla 3.17: Acerinox: Estimacio´n del VAR(1) ortogonalizado
Variable
dependiente
Ecuacionesa
lt mt xt jt vt
µ −0,0017
(0,0122)
−0,018
(0,013)
−0,035
(0,015)
1,24E − 06
(0,014)
0,029
(0,017)
lt 1,11
(0,09)
−1,64E − 05
(0,14)
0,073
(0,130)
−0,040
(0,158)
mt 1,05
(0,09)
−0,17
(0,11)
−0,023
(0,141)
xt 1,25
(0,07)
−0,15
(0,14)
jt 1,21
(0,10)
lt−1 0,031
(0,075)
0,035
(0,079)
−0,037
(0,090)
0,067
(0,082)
0,10
(0,10)
mt−1 −0,13
(0,10)
−0,035
(0,109)
0,040
(0,124)
−0,073
(0,113)
−0,20
(0,14)
xt−1 0,16
(0,11)
−0,073
(0,116)
−0,029
(0,132)
−0,086
(0,120)
−0,089
(0,146)
jt−1 −0,22
(0,11)
0,31
(0,11)
−0,018
(0,134)
0,22
(0,12)
0,21
(0,15)
vt−1 1,16
(0,06)
−0,34
(0,12)
0,0099
(0,14)
−0,16
(0,13)
−0,032
(0,155)
aLa tabla muestra los coeficientes estimados del modelo VAR donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (3.4).
Σu =


9, 62E − 05 1, 07E − 04 1, 12E − 04 1, 15E − 04 1, 16E − 04
1, 07E − 04 2, 26E − 04 2, 37E − 04 2, 36E − 04 2, 41E − 04
1, 12E − 04 2, 37E − 04 3, 87E − 04 4, 03E − 04 4, 20E − 04
1, 15E − 04 2, 36E − 04 4, 03E − 04 5, 35E − 04 5, 77E − 04
1, 16E − 04 2, 41E − 04 4, 20E − 04 5, 77E − 04 7, 90E − 04


(3.4)
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En el gra´fico 3.8 se presentan los residuos del VAR(1), mientras que la funcio´n
de correlacio´n cruzada aparece en la tabla 3.18. So´lo una de las correlacio´n cruzada
es significativa, por lo que se considera que el modelo de la tabla 3.17 representa de
forma adecuada la correlacio´n dina´mica entre las variables.
Tabla 3.18: Acerinox: Funcio´n de correlacio´n cruzada residual del VAR(1)
Retardos r11 r12 r13 r14 r15
1 -0,045 -0,031 -0,025 -0,027 -0,034
2 0,116 0,021 0,101 0,111 0,082
3 0,044 -0,030 0,011 0,035 -0,024
4 -0,090 -0,143 -0,122 -0,114 -0,139
5 0,027 0,004 0,014 0,027 -0,001
r21 r22 r23 r24 r25
1 -0,080 -0,044 -0,037 -0,032 -0,037
2 0,059 0,033 0,164* 0,160 0,148
3 0,034 -0,017 0,037 0,042 -0,036
4 -0,092 -0,126 -0,118 -0,050 -0,066
5 0,034 -0,011 -0,033 0,030 0,016
r31 r32 r33 r34 r35
1 -0,100 -0,072 -0,058 -0,053 -0,049
2 0,024 0,063 0,145 0,140 0,095
3 0,027 0,012 0,031 0,012 -0,060
4 -0,050 -0,034 -0,036 0,002 -0,006
5 0,119 0,038 0,052 0,109 0,083
r41 r42 r43 r44 r45
1 -0,074 -0,056 -0,044 -0,040 -0,036
2 0,029 0,038 0,115 0,092 0,051
3 0,036 0,015 0,053 0,021 -0,040
4 -0,075 -0,026 -0,038 -0,002 -0,007
5 0,090 0,058 0,066 0,094 0,092
r51 r52 r53 r54 r55
1 -0,092 -0,071 -0,054 -0,050 -0,045
2 0,041 0,030 0,097 0,074 0,035
3 -0,043 -0,002 0,033 0,005 -0,017
4 -0,044 -0,015 -0,021 0,023 0,012
5 0,075 0,094 0,093 0,089 0,082
DT= 2√
T
= 0,161. En * significativos al 95%.
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3.B.5 Altadis
3.B.5.1 Eleccio´n orden del VAR
En la tabla 3.19 se muestran los estad´ısticos de Akaike y de Schwarz para
diversos ordenes del VAR.
Tabla 3.19: Altadis: Eleccio´n del orden del VAR
Retardos 1 2 3 4
AIC -31.69 -31.50 -31.44 -31.31
SC -31.10 -30.41 -29.86 -29.22
Los dos criterios coinciden en sen˜alar que se debe estimar un VAR(1).
3.B.5.2 Estimacio´n modelo VAR
Se estiman, por mı´nimos cuadrados generalizados, todos los para´metros de
forma conjunta. Los resultados aparecen en la tabla 3.20.
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Tabla 3.20: Altadis: Estimacio´n del VAR(1) ortogonalizado
Variable
dependiente
Ecuacionesa
lt mt xt jt vt
µ 0,024
(0,017)
0,0094
(0,0151)
0,024
(0,017)
−0,0031
(0,0234)
0,026
(0,016)
lt 1,12
(0,07)
−0,24
(0,13)
0,073
(0,130)
−0,15
(0,12)
mt 1,22
(0,09)
−0,14
(0,18)
0,21
(0,13)
xt 1,09
(0,11)
−0,36
(0,10)
jt 1,10
(0,06)
lt−1 −0,21
(0,09)
0,045
(0,083)
−0,20
(0,09)
0,12
(0,13)
0,046
(0,088)
mt−1 0,19
(0,14)
−0,11
(0,12)
0,21
(0,14)
−0,11
(0,18)
−0,12
(0,13)
xt−1 0,12
(0,11)
0,17
(0,09)
−0,030
(0,110)
0,095
(0,148)
0,066
(0,101)
jt−1 −0,13
(0,11)
−0,064
(0,100)
0,14
(0,11)
−0,015
(0,155)
0,052
(0,106)
vt−1 1,02
(0,09)
−0,16
(0,10)
−0,11
(0,12)
−0,10
(0,16)
0,15
(0,11)
aLa tabla muestra los coeficientes estimados del modelo VAR donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (3.5).
Σu =


1, 00E − 04 1, 12E − 04 1, 13E − 04 1, 14E − 04 9, 31E − 05
1, 12E − 04 2, 00E − 04 2, 17E − 04 2, 16E − 04 1, 85E − 04
1, 13E − 04 2, 17E − 04 3, 33E − 04 3, 40E − 04 2, 83E − 04
1, 14E − 04 2, 16E − 04 3, 40E − 04 5, 21E − 04 4, 78E − 04
9, 31E − 05 1, 85E − 04 2, 83E − 04 4, 78E − 04 5, 28E − 04


(3.5)
En el gra´fico 3.9 aparecen los residuos del VAR(1). Por otro lado, en la tabla
3.21 se presentan las funciones de correlacio´n cruzadas. Aparecen cinco correlaciones
significativas, sin embargo se considera que el modelo de la tabla 3.20 representa
adecuadamente la relacio´n entre las variables.
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73Gra´fico 3.9: Altadis: Residuos del VAR(1)
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Tabla 3.21: Altadis: Funcio´n de correlacio´n cruzada residual del VAR(1)
Retardos r11 r12 r13 r14 r15
1 -0,087 -0,060 -0,031 -0,025 -0,026
2 0,017 -0,035 -0,048 -0,037 -0,009
3 0,092 0,113 0,148 0,178* 0,108
4 -0,176* -0,181* -0,061 -0,067 -0,102
5 0,071 0,037 -0,053 0,037 0,023
r21 r22 r23 r24 r25
1 -0,065 -0,055 -0,032 -0,029 -0,028
2 0,020 0,001 0,010 -0,036 -0,010
3 0,010 0,052 0,039 0,099 0,039
4 -0,121 -0,133 0,002 0,019 -0,036
5 0,083 0,063 -0,004 0,070 0,046
r31 r32 r33 r34 r35
1 -0,079 -0,067 -0,046 -0,043 -0,044
2 0,017 -0,007 0,010 -0,037 -0,037
3 0,022 0,030 0,003 0,071 -0,008
4 -0,096 -0,075 0,010 0,047 -0,004
5 0,160 0,124 0,025 0,082 0,060
r41 r42 r43 r44 r45
1 -0,075 -0,078 -0,059 -0,061 -0,060
2 -0,118 -0,089 -0,044 -0,146 -0,161*
3 0,003 -0,007 0,016 0,104 0,030
4 -0,079 -0,078 -0,031 0,006 -0,018
5 0,135 0,077 -0,010 0,046 0,049
r51 r52 r53 r54 r55
1 -0,062 -0,073 -0,052 -0,057 -0,058
2 -0,142 -0,131 -0,077 -0,196* -0,205*
3 -0,017 -0,023 -0,001 0,068 -0,018
4 -0,083 -0,060 -0,047 -0,006 -0,034
5 0,149 0,095 0,003 0,054 0,075
DT= 2√
T
= 0,161. En * significativos al 95%.
3.B.6 Acciona
3.B.6.1 Eleccio´n orden del VAR
Los estad´ısticos de Akaike y de Schwarz se muestran en la tabla 3.22. Los dos
criterios no difieren y por ello se decide estimar un VAR(1).
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Tabla 3.22: Acciona: Eleccio´n del orden del VAR
Retardos 1 2 3 4
AIC -28,99 -28,85 -28,76 -28,71
SC -28,40 -27,76 -27,17 -26,62
3.B.6.2 Estimacio´n modelo VAR
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados. Los resultados aparecen en la tabla 3.23.
Tabla 3.23: Acciona: Estimacio´n del VAR(1) ortogonalizado
Variable
dependiente
Ecuacionesa
lt mt xt jt vt
µ 0,00045
(0,01124)
0,0056
(0,0125)
0,00098
(0,0137)
0,012
(0,014)
−0,0029
(0,0128)
lt 1,03
(0,09)
−0,069
(0,136)
0,11
(0,14)
−0,12
(0,08)
mt 1,08
(0,09)
−0,16
(0,13)
0,011
(0,118)
xt 1,10
(0,09)
−0,093
(0,116)
jt 1,07
(0,07)
lt−1 −0,13
(0,07)
−0,11
(0,08)
0,073
(0,088)
0,12
(0,09)
0,12
(0,08)
mt−1 0,19
(0,10)
0,20
(0,11)
−0,15
(0,12)
−0,23
(0,13)
0,011
(0,112)
xt−1 −0,12
(0,10)
−0,31
(0,11)
0,072
(0,123)
0,24
(0,13)
−0,093
(0,116)
jt−1 −0,041
(0,100)
0,23
(0,11)
−0,070
(0,123)
−0,18
(0,13)
−0,087
(0,115)
vt−1 1,11
(0,07)
−0,038
(0,13)
0,10
(0,14)
−0,0097
(0,1486)
0,18
(0,13)
aLa tabla muestra los coeficientes estimados del modelo VAR donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (3.6).
Σu =


1, 32E − 04 1, 35E − 04 1, 31E − 04 1, 38E − 04 1, 21E − 04
1, 35E − 04 3, 02E − 04 3, 04E − 04 3, 02E − 04 2, 83E − 04
1, 31E − 04 3, 04E − 04 4, 99E − 04 5, 17E − 04 4, 99E − 04
1, 38E − 04 3, 02E − 04 5, 17E − 04 7, 50E − 04 7, 48E − 04
1, 21E − 04 2, 83E − 04 4, 99E − 04 7, 48E − 04 9, 15E − 04


(3.6)
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En la tabla 3.24 se presentan las funciones de correlacio´n cruzadas, donde se
observa que tres de ellas son estad´ısticamente distintas de cero, una de ellas en el
primer retardo. Sin embargo se considera que el modelo de la tabla 3.23 representa de
forma adecuada la correlacio´n. La representacio´n gra´fica de los residuos del VAR(1)
aparece en el gra´fico 3.10.
Tabla 3.24: Acciona: Funcio´n de correlacio´n cruzada residual del VAR(1)
Retardos r11 r12 r13 r14 r15
1 0,011 0,023 0,021 0,011 0,025
2 -0,042 0,120 0,160 0,056 0,058
3 0,059 -0,015 0,080 0,107 0,137
4 0,029 -0,007 0,012 -0,025 0,006
5 -0,060 0,041 0,055 0,066 0,059
r21 r22 r23 r24 r25
1 -0,062 -0,039 -0,030 -0,025 -0,013
2 0,005 0,080 0,099 0,058 0,051
3 0,057 -0,07 0,054 0,088 0,088
4 0,028 0,089 0,018 0,034 0,038
5 0,027 0,180* 0,107 0,158 0,142
r31 r32 r33 r34 r35
1 -0,128 -0,085 -0,074 -0,066 -0,053
2 0,085 0,080 0,138 0,130 0,148
3 0,053 -0,022 0,009 0,000 -0,020
4 0,061 0,127 0,082 0,061 0,073
5 0,027 0,100 0,029 0,075 0,060
r41 r42 r43 r44 r45
1 -0,124 -0,076 -0,067 -0,063 -0,044
2 0,059 0,070 0,167* 0,148 0,152
3 0,040 0,016 0,013 0,039 0,039
4 0,035 0,060 -0,001 -0,047 -0,039
5 0,049 0,054 0,005 0,050 0,026
r51 r52 r53 r54 r55
1 -0,172* -0,114 -0,097 -0,085 -0,069
2 -0,027 0,001 0,089 0,099 0,121
3 -0,014 -0,010 0,004 0,005 -0,005
4 0,048 0,099 0,018 -0,023 -0,040
5 0,025 0,060 0,033 0,096 0,058
DT= 2√
T
= 0,161. En * significativos al 95%.
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3.B.7 BBVA
3.B.7.1 Eleccio´n orden del VAR
Para determinar el orden del VAR se calculan los estad´ısticos de Akaike y de
Schwarz que aparecen en la tabla 3.25.
Tabla 3.25: BBVA: Eleccio´n del orden del VAR
Retardos 1 2 3 4
AIC -32,41 -32,40 -32,19 -32,11
SC -31,82 -31,32 -30,61 -30,02
Al coincidir los dos estad´ısticos, se decide estimar un VAR(1).
3.B.7.2 Estimacio´n modelo VAR
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados. Los resultados aparecen en la tabla 3.26.
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Tabla 3.26: BBVA: Estimacio´n del VAR(1) ortogonalizado
Variable
dependiente
Ecuacionesa
lt mt xt jt vt
lt 1,10
(0,05)
−0,22
(0,11)
−0,0057
(0,1277)
0,040
(0,118)
mt 1,14
(0,09)
−0,19
(0,14)
−0,048
(0,133)
xt 1,19
(0,09)
−0,24
(0,12)
jt 1,26
(0,08)
lt−1 −0,092
(0,120)
−0,10
(0,08)
0,044
(0,087)
0,041
(0,097)
0,11
(0,09)
mt−1 0,27
(0,17)
0,071
(0,118)
−0,11
(0,13)
−0,015
(0,142)
−0,12
(0,13)
xt−1 −0,27
(0,17)
0,041
(0,113)
0,17
(0,12)
−0,036
(0,136)
0,081
(0,126)
jt−1 0,082
(0,175)
−0,019
(0,117)
−0,11
(0,13)
−0,074
(0,141)
−0,12
(0,13)
vt−1 0,99
(0,11)
−0,090
(0,090)
0,089
(0,100)
0,088
(0,111)
0,045
(0,103)
aLa tabla muestra los coeficientes estimados del modelo VAR donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en 3.7.
Σu =


1, 44E − 04 1, 58E − 04 1, 48E − 04 1, 46E − 04 1, 47E − 04
1, 58E − 04 2, 38E − 04 2, 36E − 04 2, 36E − 04 2, 36E − 04
1, 48E − 04 2, 36E − 04 3, 10E − 04 3, 25E − 04 3, 30E − 04
1, 46E − 04 2, 36E − 04 3, 25E − 04 4, 33E − 04 4, 63E − 04
1, 47E − 04 2, 36E − 04 3, 30E − 04 4, 63E − 04 5, 77E − 04


(3.7)
En la tabla 3.27 se presentan las funciones de correlacio´n cruzadas. En ella
aparecen cuatro correlaciones significativas, sin embargo,se considera que el modelo
de la tabla 3.26 representa de forma adecuada la dina´mica de las variables. El gra´fico
3.11 muestra los residuos del VAR(1).
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Tabla 3.27: BBVA: Funcio´n de correlacio´n cruzada residual del VAR(1)
Retardos r11 r12 r13 r14 r15
1 -0,082 -0,051 -0,041 -0,038 -0,036
2 -0,035 -0,079 -0,083 -0,071 -0,106
3 0,050 0,043 0,036 0,037 0,016
4 0,015 0,035 0,019 -0,017 -0,050
5 -0,043 -0,034 0,039 0,115 0,136
r21 r22 r23 r24 r25
1 -0,071 -0,045 -0,036 -0,029 -0,024
2 -0,009 -0,054 -0,091 -0,100 -0,164*
3 0,095 0,073 0,070 0,098 0,077
4 -0,015 -0,030 -0,042 -0,031 -0,029
5 -0,040 -0,037 0,006 0,072 0,089
r31 r32 r33 r34 r35
1 -0,128 -0,088 -0,073 -0,061 -0,053
2 -0,039 -0,074 -0,108 -0,121 -0,191*
3 0,089 0,064 0,073 0,098 0,064
4 -0,038 -0,055 -0,065 -0,029 -0,010
5 -0,041 -0,030 -0,006 0,055 0,091
r41 r42 r43 r44 r45
1 -0,142 -0,098 -0,083 -0,069 -0,058
2 -0,053 -0,090 -0,094 -0,086 -0,162*
3 0,174* 0,123 0,113 0,122 0,106
4 -0,080 -0,102 -0,110 -0,080 -0,074
5 -0,063 -0,051 -0,004 0,040 0,071
r51 r52 r53 r54 r55
1 -0,125 -0,085 -0,077 -0,060 -0,051
2 -0,050 -0,103 -0,058 -0,053 -0,155
3 0,152 0,098 0,068 0,055 0,038
4 -0,029 -0,060 -0,091 -0,095 -0,090
5 -0,073 -0,049 -0,001 0,038 0,082
DT= 2√
T
= 0,161. En * significativos al 95%.
3.B.8 Bankinter
3.B.8.1 Eleccio´n orden del VAR
En la tabla 3.28 se muestran los estad´ısticos de Akaike y de Schwarz para
diversos ordenes del VAR. En ella se observa que ambos criterios coinciden por lo
que se estima un VAR(1) con constante.
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Tabla 3.28: Bankinter: Eleccio´n del orden del VAR
Retardos 1 2 3 4
AIC -31,46 -31,37 -31,18 -31,12
SC -30,87 -30,29 -29,60 -29,03
3.B.8.2 Estimacio´n modelo VAR
Todos los para´metros del modelo se estiman de forma conjunta por mı´nimos
cuadrados generalizados. Los resultados aparecen en la tabla 3.29.
Tabla 3.29: Bankinter: Estimacio´n del VAR(1) ortogonalizado
Variable
dependiente
Ecuacionesa
lt mt xt jt vt
µ −0,0025
(0,0085)
0,0084
(0,0074)
0,015
(0,008)
−0,027
(0,011)
0,0055
(0,0055)
lt 0,99
(0,07)
−0,10
(0,11)
0,20
(0,18)
−0,070
(0,127)
mt 1,16
(0,09)
−0,26
(0,19)
0,060
(0,143)
xt 1,18
(0,12)
0,12
(0,12)
jt 0,84
(0,06)
lt−1 −0,062
(0,094)
−0,11
(0,08)
−0,0068
(0,0867)
0,11
(0,13)
0,10
(0,09)
mt−1 −0,029
(0,139)
0,19
(0,12)
−0,095
(0,129)
0,12
(0,19)
−0,057
(0,142)
xt−1 0,079
(0,113)
−0,033
(0,099)
0,12
(0,10)
−0,11
(0,15)
−0,074
(0,115)
jt−1 −0,33
(0,09)
0,0079
(0,0828)
−0,027
(0,087)
−0,26
(0,13)
0,038
(0,097)
vt−1 1,34
(0,08)
−0,049
(0,119)
−0,051
(0,125)
0,021
(0,184)
0,033
(0,138)
aLa tabla muestra los coeficientes estimados del modelo VAR donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (3.8).
Σu =


1, 02E − 04 1, 01E − 04 1, 07E − 04 1, 21E − 04 1, 14E − 04
1, 01E − 04 1, 78E − 04 1, 96E − 04 2, 06E − 04 2, 01E − 04
1, 07E − 04 1, 96E − 04 3, 00E − 04 3, 26E − 04 3, 16E − 04
1, 21E − 04 2, 06E − 04 3, 26E − 04 5, 38E − 04 4, 98E − 04
1, 14E − 04 2, 01E − 04 3, 16E − 04 4, 98E − 04 5, 65E − 04


(3.8)
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El gra´fico 3.12 muestra los residuos del VAR(1). Por otro lado, en la tabla
3.30 se presentan las funciones de correlacio´n cruzadas. Cuatro de las correlaciones
son significativas, sin embargo, se considera que el modelo de la tabla 3.29 representa
de forma adecuada la correlacio´n dina´mica entre las variables.
Tabla 3.30: Bankinter: Funcio´n de correlacio´n cruzada residual del VAR(1)
Retardos r11 r12 r13 r14 r15
1 -0,040 -0,021 -0,019 0,002 0,002
2 0,023 0,055 0,096 0,147 0,160
3 0,148 0,123 0,072 0,050 0,077
4 -0,044 -0,023 0,027 0,070 0,106
5 -0,094 -0,032 0,009 0,089 0,068
r21 r22 r23 r24 r25
1 0,001 0,006 0,002 0,011 0,010
2 0,028 0,026 0,069 0,065 0,061
3 0,036 0,125 0,079 0,036 0,057
4 0,039 0,022 0,066 0,064 0,118
5 -0,134 -0,072 0,011 0,048 0,091
r31 r32 r33 r34 r35
1 0,024 0,018 0,007 0,013 0,017
2 0,025 0,061 0,103 0,062 0,073
3 0,092 0,158 0,096 0,058 0,078
4 0,032 0,055 0,112 0,057 0,133
5 -0,178* -0,085 0,000 0,016 0,064
r41 r42 r43 r44 r45
1 0,008 0,003 -0,005 0,006 0,008
2 -0,016 0,006 0,073 -0,007 -0,043
3 0,176* 0,136 0,049 0,042 0,072
4 -0,042 0,008 0,055 -0,010 0,046
5 -0,030 0,006 0,098 0,192* 0,168*
r51 r52 r53 r54 r55
1 -0,072 -0,050 -0,045 -0,016 -0,016
2 -0,007 -0,017 0,065 0,029 -0,010
3 0,079 0,107 0,032 -0,021 0,020
4 -0,084 -0,010 0,059 -0,009 0,023
5 -0,081 -0,041 0,036 0,142 0,128
DT= 2√
T
= 0,161. En * significativos al 95%.
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3.B.9 Banesto
3.B.9.1 Eleccio´n orden del VAR
En la tabla 3.31 se muestran los estad´ısticos de Akaike y de Schwarz para
diversos ordenes del VAR.
Tabla 3.31: Banesto: Eleccio´n del orden del VAR
Retardos 1 2 3 4
AIC -33,44 -33,31 -33,29 -33,07
SC -32,85 -32,23 -31,70 -30,98
Los dos criterios no difieren al sen˜alar que se debe estimar un VAR(1).
3.B.9.2 Estimacio´n modelo VAR
En la tabla 3.32 aparece la estimacio´n por mı´nimos cuadrados generalizados.
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Tabla 3.32: Banesto: Estimacio´n del VAR(1) ortogonalizado
Variable
dependiente
Ecuacionesa
lt mt xt jt vt
µ 0,013
(0,011)
0,0050
(0,0090)
0,0037
(0,0102)
−0,013
(0,009)
−0,013
(0,014)
lt 1,27
(0,07)
−0,19
(0,14)
−0,069
(0,124)
0,027
(0,191)
mt 1,12
(0,09)
−0,050
(0,114)
0,16
(0,18)
xt 1,17
(0,07)
−0,75
(0,18)
jt 1,44
(0,13)
lt−1 −0,053
(0,095)
0,034
(0,079)
0,00037
(0,08952)
0,22
(0,08)
−0,18
(0,12)
mt−1 0,091
(0,134)
0,068
(0,111)
−0,027
(0,126)
−0,29
(0,11)
0,014
(0,172)
xt−1 −0,31
(0,15)
−0,052
(0,127)
0,15
(0,14)
0,089
(0,126)
0,33
(0,19)
jt−1 0,30
(0,13)
−0,0064
(0,1129)
−0,056
(0,128)
0,021
(0,111)
−0,28
(0,17)
vt−1 0,97
(0,06)
−0,32
(0,08)
0,0049
(0,1003)
−0,087
(0,087)
0,23
(0,13)
aLa tabla muestra los coeficientes estimados del modelo VAR donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (3.9).
Σu =


7, 83E − 05 9, 98E − 05 9, 70E − 05 1, 03E − 04 9, 44E − 05
9, 98E − 05 1, 80E − 04 1, 83E − 04 1, 98E − 04 1, 81E − 04
9, 70E − 05 1, 83E − 04 2, 55E − 04 2, 81E − 04 2, 48E − 04
1, 03E − 04 1, 98E − 04 2, 81E − 04 3, 62E − 04 3, 48E − 04
9, 44E − 05 1, 81E − 04 2, 48E − 04 3, 48E − 04 4, 68E − 04


(3.9)
Los residuos del VAR(1) aparecen en el gra´fico 3.13. Por su parte, en la
tabla 3.33 se presentan las funciones de correlacio´n cruzadas. Nueve de ellas son
significativas, algunas de ellas en el segundo retardo, sin embargo, de momento no
se incrementa el orden del VAR estimado y se considera que el modelo de la tabla
3.32 representa correctamente la correlacio´n dina´mica entre las variables.
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Tabla 3.33: Banesto: Funcio´n de correlacio´n cruzada residual del VAR(1)
Retardos r11 r12 r13 r14 r15
1 -0,051 0,018 0,003 0,002 0,015
2 -0,234* -0,011 -0,061 0,032 -0,043
3 0,085 -0,043 -0,040 -0,058 0,029
4 0,003 0,031 0,105 -0,016 0,021
5 -0,039 0,029 -0,058 0,152 -0,021
r21 r22 r23 r24 r25
1 0,029 -0,023 0,007 0,010 0,019
2 -0,047 0,079 -0,064 0,078 -0,102
3 0,033 -0,049 -0,009 -0,092 -0,179*
4 0,086 -0,057 -0,013 0,091 -0,001
5 0,064 0,016 0,054 -0,064 0,121
r31 r32 r33 r34 r35
1 -0,082 0,022 -0,027 0,000 -0,010
2 -0,004 -0,042 -0,050 -0,146 -0,023
3 0,017 -0,129 -0,208* -0,083 0,027
4 0,062 -0,045 -0,063 0,093 0,002
5 -0,004 -0,134 0,097 0,026 -0,090
r41 r42 r43 r44 r45
1 -0,012 0,022 -0,011 0,001 -0,025
2 0,012 0,040 0,122 -0,066 0,011
3 0,057 -0,043 -0,084 -0,094 0,181*
4 -0,032 0,041 0,047 -0,031 -0,143
5 -0,200* -0,146 0,117 -0,115 0,109
r51 r52 r53 r54 r55
1 -0,017 0,047 0,006 0,021 -0,010
2 -0,001 -0,019 0,185* 0,032 -0,014
3 0,005 0,190* -0,148* -0,033 -0,135
4 0,205* 0,057 0,076 0,044 -0,008
5 0,091 0,071 -0,035 -0,025 -0,067
DT= 2√
T
= 0,161. En * significativos al 95%.
3.B.10 Endesa
3.B.10.1 Eleccio´n orden del VAR
Los estad´ısticos de Akaike y de Schwarz aparecen en la tabla 3.34 para di-
versos ordenes del VAR. Ambos criterios sugieren que el modelo a estimar es un
VAR(1)
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Tabla 3.34: Endesa: Eleccio´n del orden del VAR
Retardos 1 2 3 4
AIC -31,27 -31,06 -30,87 -30,78
SC -30,68 -29,98 -29,29 -28,7
3.B.10.2 Estimacio´n modelo VAR
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados. Los resultados aparecen en la tabla 3.35.
Tabla 3.35: Endesa: Estimacio´n del VAR(1) ortogonalizado
Variable
dependiente
Ecuacionesa
lt mt xt jt vt
µ 0,012
(0,009)
−0,013
(0,015)
−0,0023
(0,0088)
−0,0020
(0,0085)
−0,0035
(0,0082)
lt 1,32
(0,13)
−0,30
(0,10)
0,20
(0,10)
0,19
(0,09)
mt 1,16
(0,05)
−0,14
(0,10)
−0,070
(0,100)
xt 1,06
(0,08)
−0,26
(0,11)
jt 1,28
(0,08)
lt−1 0,034
(0,053)
0,0037
(0,0832)
0,034
(0,049)
0,015
(0,047)
−0,0099
(0,0453)
mt−1 0,031
(0,114)
−0,21
(0,18)
−0,029
(0,105)
−0,092
(0,101)
0,028
(0,098)
xt−1 −0,020
(0,134)
0,11
(0,21)
−0,10
(0,12)
−0,0020
(0,1179)
−0,055
(0,114)
jt−1 −0,19
(0,15)
−0,033
(0,243)
−0,052
(0,142)
0,099
(0,137)
−0,026
(0,132)
vt−1 1,14
(0,10)
−0,19
(0,21)
0,20
(0,12)
−0,142
(0,119)
−0,071
(0,116)
aLa tabla muestra los coeficientes estimados del modelo VAR donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (3.10).
Σu =


1, 07E − 04 1, 41E − 04 1, 31E − 04 1, 41E − 04 1, 56E − 04
1, 41E − 04 4, 45E − 04 4, 74E − 04 4, 68E − 04 4, 71E − 04
1, 31E − 04 4, 74E − 04 5, 98E − 04 5, 95E − 04 5, 96E − 04
1, 41E − 04 4, 68E − 04 5, 95E − 04 6, 76E − 04 7, 03E − 04
1, 56E − 04 4, 71E − 04 5, 96E − 04 7, 03E − 04 8, 14E − 04


(3.10)
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En la tabla 3.36 se presentan las funciones de correlacio´n cruzadas. Aunque
una correlacio´n es significativa, se considera que el modelo de la tabla 3.35 representa
bien la relacio´n entre las variables. El gra´fico con los residuos del VAR(1) se muestra
en 3.14.
Tabla 3.36: Endesa: Funcio´n de correlacio´n cruzada residual - Modelo VAR(1)
Retardos r11 r12 r13 r14 r15
1 -0,032 0,004 0,009 0,010 0,011
2 0,037 0,039 -0,010 -0,039 -0,058
3 -0,144 0,006 0,034 0,010 -0,018
4 0,144 0,135 0,109 0,074 0,043
5 0,027 0,041 0,070 0,031 0,030
r21 r22 r23 r24 r25
1 -0,087 -0,020 -0,013 -0,007 -0,004
2 -0,055 -0,066 -0,116 -0,128 -0,153
3 -0,065 0,000 0,037 0,026 0,054
4 0,074 0,066 0,044 0,023 0,019
5 0,094 0,042 0,048 0,054 0,054
r31 r32 r33 r34 r35
1 -0,063 -0,011 -0,006 -0,001 0,000
2 -0,088 -0,087 -0,139 -0,141 -0,155
3 -0,056 0,009 0,043 0,041 0,059
4 0,026 0,029 0,015 -0,012 -0,007
5 0,116 0,014 0,013 0,022 0,025
r41 r42 r43 r44 r45
1 -0,076 -0,017 -0,011 -0,006 -0,003
2 -0,058 -0,054 -0,097 -0,109 -0,135
3 -0,143 -0,052 -0,018 -0,003 0,016
4 0,028 0,005 -0,004 -0,034 -0,030
5 0,080 -0,012 -0,002 -0,005 -0,009
r51 r52 r53 r54 r55
1 -0,074 -0,020 -0,013 -0,012 -0,008
2 -0,011 -0,012 -0,039 -0,042 -0,079
3 -0,218* -0,093 -0,054 -0,045 -0,031
4 -0,002 -0,040 -0,056 -0,090 -0,095
5 0,090 0,030 0,038 0,034 0,016
DT= 2√
T
= 0,161. En * significativos al 95%.
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3.B.11 Enagas
3.B.11.1 Eleccio´n orden del VAR
En la tabla 3.37 se muestran los estad´ısticos de Akaike y de Schwarz para
diversos ordenes del VAR.
Tabla 3.37: Enagas: Eleccio´n del orden del VAR
Retardos 1 2 3 4
AIC -31,61 -31,56 -31,46 -31,32
SC -31,03 -30,47 -29,88 -29,23
Ambos criterios sugieren que se debe estimar un VAR(1).
3.B.11.2 Estimacio´n modelo VAR
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados. Los resultados aparecen en la tabla 3.38.
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Tabla 3.38: Enagas: Estimacio´n del VAR(1) ortogonalizado
Variable
dependiente
Ecuacionesa
lt mt xt jt vt
µ −0,0058
(0,0079)
0,0025
(0,015)
0,010
(0,008)
0,017
(0,010)
0,0032
(0,0079)
lt 1,18
(0,07)
−0,43
(0,14)
−0,19
(0,17)
−0,32
(0,14)
mt 1,25
(0,09)
−0,066
(0,168)
0,51
(0,13)
xt 1,28
(0,10)
−0,48
(0,11)
jt 1,17
(0,06)
lt−1 0,10
(0,09)
0,11
(0,08)
−0,025
(0,093)
0,081
(0,113)
0,0083
(0,0902)
mt−1 0,0018
(0,1344)
−0,088
(0,123)
0,0079
(0,1380)
−0,24
(0,17)
0,012
(0,134)
xt−1 −0,067
(0,121)
−0,033
(0,111)
0,076
(0,124)
0,26
(0,15)
−0,059
(0,121)
jt−1 −0,10
(0,12)
−0,068
(0,107)
−0,079
(0,120)
−0,24
(0,15)
0,14
(0,12)
vt−1 1,07
(0,08)
−0,046
(0,111)
0,19
(0,12)
0,11
(0,15)
0,016
(0,121)
aLa tabla muestra los coeficientes estimados del modelo VAR donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (3.11).
Σu =


9, 69E − 05 1, 14E − 04 1, 01E − 04 1, 04E − 04 1, 01E − 04
1, 14E − 04 2, 15E − 04 2, 20E − 04 2, 47E − 04 2, 56E − 04
1, 01E − 04 2, 20E − 04 3, 33E − 04 3, 93E − 04 3, 80E − 04
1, 04E − 04 2, 47E − 04 3, 93E − 04 6, 15E − 04 6, 23E − 04
1, 01E − 04 2, 56E − 04 3, 80E − 04 6, 23E − 04 7, 36E − 04


(3.11)
Los residuos del VAR(1) aparecen en el gra´fico 3.15. En la tabla 3.39 aparecen
las funciones de correlacio´n cruzadas. Se aprecia que seis de ellas son significativas,
aunque alguna de ellas aparece en retardos como el primero y el segundo, se decide
elegir el modelo de la tabla 3.38 como aquel que representa correctamente la dina´mica
de las variables.
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Tabla 3.39: Enagas: Funcio´n de correlacio´n cruzada residual del VAR(1)
Retardos r11 r12 r13 r14 r15
1 0,119 -0,037 0,034 0,048 0,013
2 -0,113 -0,118 -0,103 0,052 -0,050
3 0,059 0,020 -0,013 -0,016 -0,012
4 0,010 -0,014 0,001 0,034 0,038
5 0,072 -0,024 -0,082 0,068 0,013
r21 r22 r23 r24 r25
1 0,162* -0,015 0,022 -0,015 0,013
2 0,038 -0,016 0,066 -0,003 -0,031
3 -0,052 -0,001 -0,163* -0,017 0,035
4 -0,170* -0,056 -0,015 0,044 -0,153
5 -0,136 0,021 0,022 -0,028 0,076
r31 r32 r33 r34 r35
1 0,105 -0,010 0,017 -0,011 0,003
2 -0,176* 0,044 0,050 0,009 -0,068
3 -0,052 0,054 0,029 0,005 0,010
4 0,034 0,026 -0,110 0,062 0,006
5 -0,040 0,026 -0,179* 0,092 -0,041
r41 r42 r43 r44 r45
1 -0,024 0,024 -0,006 0,010 -0,016
2 0,073 -0,077 -0,128 -0,073 -0,152
3 0,138 -0,009 -0,121 0,083 0,151
4 0,106 -0,185* 0,055 0,148 -0,014
5 -0,083 -0,218 0,003 -0,001 0,001
r51 r52 r53 r54 r55
1 -0,145 0,022 -0,019 0,029 -0,013
2 -0,067 0,041 -0,014 0,052 0,019
3 0,000 0,144 -0,052 0,031 -0,158
4 0,042 0,111 0,071 -0,057 -0,094
5 0,121 -0,022 0,010 -0,057 0,085
DT= 2√
T
= 0,161. En * significativos al 95%.
3.B.12 FCC
3.B.12.1 Eleccio´n orden del VAR
Los estad´ısticos de Akaike y de Schwarz aparecen en la tabla 3.40 para diver-
sos ordenes del VAR. Ambos no difieren en sen˜alar que se debe estimar un VAR(1).
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Tabla 3.40: FCC: Eleccio´n del orden del VAR
Retardos 1 2 3 4
AIC -30,83 -30,66 -30,46 -30,36
SC -30,24 -29,58 -28,88 -28,27
3.B.12.2 Estimacio´n modelo VAR
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados. Los resultados aparecen en la tabla 3.41.
Tabla 3.41: FCC: Estimacio´n del VAR(1) ortogonalizado
Variable
dependiente
Ecuacionesa
lt mt xt jt vt
µ −0,010
(0,011)
0,011
(0,009)
0,0041
(0,0105)
−0,0066
(0,0127)
0,0032
(0,0112)
lt 1,17
(0,07)
0,028
(0,130)
0,14
(0,16)
−0,087
(0,139)
mt 0,92
(0,09)
−0,27
(0,14)
0,20
(0,13)
xt 1,23
(0,10)
−0,15
(0,12)
jt 1,02
(0,07)
lt−1 −0,22
(0,09)
0,031
(0,079)
−0,090
(0,087)
0,066
(0,106)
0,10
(0,09)
mt−1 0,27
(0,13)
0,059
(0,108)
0,16
(0,12)
−0,24
(0,14)
−0,15
(0,13)
xt−1 −0,10
(0,12)
−0,26
(0,10)
−0,18
(0,12)
0,36
(0,14)
0,044
(0,128)
jt−1 −0,10
(0,11)
0,29
(0,09)
0,21
(0,11)
−0,079
(0,131)
−0,056
(0,115)
vt−1 1,15
(0,08)
−0,29
(0,10)
−0,051
(0,119)
−0,21
(0,14)
0,064
(0,128)
aLa tabla muestra los coeficientes estimados del modelo VAR donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (3.12).
Σu =


1, 27E − 04 1, 49E − 04 1, 40E − 04 1, 51E − 04 1, 53E − 04
1, 49E − 04 2, 64E − 04 2, 47E − 04 2, 54E − 04 2, 64E − 04
1, 40E − 04 2, 47E − 04 3, 38E − 04 3, 70E − 04 3, 66E − 04
1, 51E − 04 2, 54E − 04 3, 70E − 04 5, 67E − 04 5, 63E − 04
1, 53E − 04 2, 64E − 04 3, 66E − 04 5, 63E − 04 6, 82E − 04


(3.12)
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Los residuos del VAR(1) aparecen en el gra´fico 3.16. Por otro lado, en la
tabla 3.42 se presentan las funciones de correlacio´n cruzadas. Aunque diez de ellas
son significativas, se considera que el modelo de la tabla 3.41 es el adecuado para
representar la relacio´n entre las variables.
Tabla 3.42: FCC: Funcio´n de correlacio´n cruzada residual del VAR(1)
Retardos r11 r12 r13 r14 r15
1 -0,057 -0,051 -0,049 -0,035 -0,032
2 -0,188* -0,169* -0,126 -0,052 -0,073
3 0,001 0,021 0,054 0,057 0,076
4 0,017 0,029 0,021 0,056 0,097
5 0,080 0,155 0,172* 0,196* 0,207*
r21 r22 r23 r24 r25
1 -0,035 -0,038 -0,042 -0,041 -0,037
2 -0,189* -0,172* -0,092 -0,023 -0,090
3 -0,044 -0,024 0,005 0,031 0,047
4 0,018 0,014 0,001 0,069 0,079
5 0,028 0,129 0,140 0,177* 0,234*
r31 r32 r33 r34 r35
1 -0,080 -0,080 -0,084 -0,066 -0,058
2 -0,136 -0,124 -0,047 0,051 -0,023
3 -0,120 -0,100 -0,084 -0,051 -0,017
4 0,039 0,021 -0,036 -0,010 0,007
5 -0,016 0,038 0,072 0,127 0,163*
r41 r42 r43 r44 r45
1 -0,134 -0,118 -0,114 -0,086 -0,080
2 -0,096 -0,133 -0,064 0,044 -0,014
3 -0,036 -0,024 0,042 0,077 0,084
4 -0,037 -0,064 -0,120 -0,126 -0,081
5 -0,028 -0,007 0,035 0,102 0,115
r51 r52 r53 r54 r55
1 -0,106 -0,099 -0,095 -0,073 -0,072
2 -0,128 -0,200* -0,118 0,004 -0,059
3 -0,050 -0,043 0,015 0,044 0,057
4 0,005 -0,039 -0,129 -0,151 -0,116
5 0,018 0,055 0,119 0,145 0,134
DT= 2√
T
= 0,161. En * significativos al 95%.
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3.B.13 Ferrovial
3.B.13.1 Eleccio´n orden del VAR
En la tabla 3.43 se muestran los estad´ısticos de Akaike y de Schwarz para
diversos ordenes del VAR.
Tabla 3.43: Ferrovial: Eleccio´n del orden del VAR
Retardos 1 2 3 4
AIC -29,16 -29,04 -28,85 -28,67
SC -28,57 -27,96 -27,27 -26,58
Ambos criterios coinciden en sen˜alar que se debe estimar un VAR(1).
3.B.13.2 Estimacio´n modelo VAR
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados. Los resultados aparecen en la tabla 3.44.
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Tabla 3.44: Ferrovial: Estimacio´n del VAR(1) ortogonalizado
Variable
dependiente
Ecuacionesa
lt mt xt jt vt
µ −0,0015
(0,014)
0,044
(0,015)
−0,0016
(0,0136)
−0,0063
(0,0159)
0,024
(0,015)
lt 1,36
(0,07)
0,094
(0,124)
0,018
(0,146)
−0,22
(0,14)
mt 0,91
(0,07)
−0,055
(0,122)
0,087
(0,116)
xt 1,08
(0,10)
−0,28
(0,12)
jt 1,24
(0,08)
lt−1 −0,10
(0,07)
0,19
(0,07)
0,029
(0,068)
0,14
(0,08)
0,018
(0,08)
mt−1 0,19
(0,11)
−0,17
(0,11)
−0,17
(0,10)
−0,14
(0,12)
0,049
(0,114)
xt−1 −0,08
(0,121)
−0,24
(0,12)
0,049
(0,112)
0,070
(0,131)
−0,094
(0,124)
jt−1 −0,12
(0,12)
0,34
(0,13)
0,0066
(0,1165)
−0,097
(0,136)
−0,15
(0,13)
vt−1 1,11
(0,08)
−0,51
(0,12)
0,082
(0,117)
−0,026
(0,137)
0,34
(0,13)
aLa tabla muestra los coeficientes estimados del modelo VAR donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (3.13).
Σu =


1, 66E − 04 2, 26E − 04 2, 21E − 04 2, 30E − 04 2, 07E − 04
2, 26E − 04 4, 84E − 04 4, 62E − 04 4, 78E − 04 4, 57E − 04
2, 21E − 04 4, 62E − 04 5, 78E − 04 6, 06E − 04 5, 81E − 04
2, 30E − 04 4, 78E − 04 6, 06E − 04 8, 21E − 04 8, 39E − 04
2, 07E − 04 4, 57E − 04 5, 81E − 04 8, 39E − 04 1, 04E − 03


(3.13)
Los residuos del VAR(1) aparecen en el gra´fico 3.17. Por otro lado, en la tabla
3.45 se presentan los valores de la funcio´n de correlacio´n cruzada, en ella se aprecia
que dos de las correlaciones son estad´ısticamente distintas de 0. Aun as´ı, se cree que
el modelo de la tabla 3.44 representa de forma adecuada la correlacio´n dina´mica
entre las variables.
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101Gra´fico 3.17: Ferrovial: Residuos del VAR(1)
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Tabla 3.45: Ferrovial: Funcio´n de correlacio´n cruzada residual del VAR(1)
Retardos r11 r12 r13 r14 r15
1 -0,055 -0,036 -0,030 -0,019 -0,022
2 -0,167* -0,091 -0,122 -0,079 -0,055
3 0,091 0,048 0,021 0,002 -0,023
4 0,094 0,014 0,060 0,032 -0,018
5 0,017 0,001 -0,010 0,015 0,046
r21 r22 r23 r24 r25
1 -0,015 -0,006 -0,009 -0,003 -0,006
2 -0,181* -0,104 -0,089 -0,059 -0,033
3 0,119 0,098 0,058 0,078 0,070
4 0,095 0,005 0,068 0,054 -0,001
5 0,048 0,019 0,009 0,051 0,127
r31 r32 r33 r34 r35
1 -0,052 -0,033 -0,034 -0,013 -0,014
2 -0,149 -0,035 -0,053 0,019 0,037
3 0,153 0,110 0,045 0,081 0,079
4 0,091 0,048 0,085 0,024 -0,026
5 0,011 -0,001 0,001 0,038 0,136
r41 r42 r43 r44 r45
1 -0,038 -0,023 -0,020 -0,005 -0,004
2 -0,099 -0,025 -0,040 0,001 -0,002
3 0,127 0,124 0,059 0,087 0,098
4 0,058 0,057 0,068 -0,005 -0,039
5 0,020 -0,024 -0,028 -0,021 0,057
r51 r52 r53 r54 r55
1 -0,085 -0,060 -0,052 -0,036 -0,029
2 -0,089 -0,057 -0,066 -0,022 -0,050
3 0,069 0,084 0,045 0,078 0,097
4 0,038 0,066 0,069 0,007 -0,033
5 -0,013 -0,042 -0,013 -0,013 0,037
DT= 2√
T
= 0,161. En * significativos al 95%.
3.B.14 Gamesa
3.B.14.1 Eleccio´n orden del VAR
Los estad´ısticos de Akaike y de Schwarz para diversos ordenes del VAR apa-
recen en la tabla 3.46. Los dos criterios no difieren y por ello se decide estimar un
VAR(1).
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Tabla 3.46: Gamesa: Eleccio´n del orden del VAR
Retardos 1 2 3 4
AIC -28,32 -28,16 -28,06 -28,05
SC -27,73 -27,08 -26,48 -25,96
3.B.14.2 Estimacio´n modelo VAR
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados. Los resultados aparecen en la tabla 3.47.
Tabla 3.47: Gamesa: Estimacio´n del VAR(1) ortogonalizado
Variable
dependiente
Ecuacionesa
lt mt xt jt vt
µ 0,0051
(0,0124)
0,016
(0,014)
−0,019
(0,015)
−0,0070
(0,0169)
0,023
(0,013)
lt 1,24
(0,09)
−0,42
(0,15)
−0,16
(0,17)
0,074
(0,131)
mt 1,16
(0,08)
0,21
(0,14)
0,033
(0,112)
xt 0,97
(0,09)
−0,25
(0,09)
jt 1,21
(0,06)
lt−1 −0,050
(0,069)
0,032
(0,082)
−0,056
(0,085)
0,12
(0,09)
−0,056
(0,075)
mt−1 0,074
(0,101)
−0,057
(0,118)
−0,041
(0,123)
−0,17
(0,14)
0,081
(0,108)
xt−1 −0,028
(0,089)
0,033
(0,104)
0,20
(0,11)
0,0083
(0,1214)
−0,052
(0,096)
jt−1 −0,090
(0,111)
0,0051
(0,1299)
−0,095
(0,136)
−0,075
(0,150)
−0,043
(0,12)
vt−1 1,09
(0,08)
−0,26
(0,14)
0,27
(0,15)
0,10
(0,16)
−0,0061
(0,1290)
aLa tabla muestra los coeficientes estimados del modelo VAR donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (3.14).
Σu =


1, 48E − 04 1, 84E − 04 1, 50E − 04 1, 61E − 04 1, 75E − 04
1, 84E − 04 4, 31E − 04 4, 21E − 04 4, 71E − 04 4, 92E − 04
1, 50E − 04 4, 21E − 04 6, 43E − 04 6, 90E − 04 6, 99E − 04
1, 61E − 04 4, 71E − 04 6, 90E − 04 1, 01E − 03 1, 08E − 03
1, 75E − 04 4, 92E − 04 6, 99E − 04 1, 08E − 03 1, 32E − 03


(3.14)
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Los residuos del VAR(1) aparecen en el gra´fico 3.18. Por otro lado, en la
tabla 3.48 se presentan las funciones de correlacio´n cruzadas. Dos de ellas presentan
correlaciones significativas, sin embargo, se considera que el modelo de la tabla 3.47
es apropiado para representar la relacio´n entre las variables.
Tabla 3.48: Gamesa: Funcio´n de correlacio´n cruzada residual del VAR(1)
Retardos r11 r12 r13 r14 r15
1 0,017 0,010 0,010 -0,001 -0,006
2 -0,022 0,040 0,020 -0,006 0,044
3 -0,06 -0,012 0,050 0,094 0,090
4 -0,165* -0,183* -0,128 -0,081 -0,093
5 0,144 0,058 -0,053 -0,089 -0,089
r21 r22 r23 r24 r25
1 -0,078 -0,046 -0,046 -0,037 -0,037
2 -0,072 0,016 0,064 0,024 0,070
3 0,044 0,088 0,062 0,100 0,079
4 -0,094 -0,117 -0,090 -0,056 -0,102
5 0,046 -0,001 -0,064 -0,096 -0,109
r31 r32 r33 r34 r35
1 -0,095 -0,055 -0,058 -0,032 -0,029
2 -0,103 0,011 0,057 0,015 0,043
3 -0,019 0,033 0,020 0,015 -0,034
4 -0,104 -0,107 -0,040 -0,060 -0,078
5 0,027 -0,010 -0,079 -0,074 -0,071
r41 r42 r43 r44 r45
1 -0,058 -0,034 -0,042 -0,019 -0,019
2 -0,062 0,012 0,058 -0,010 0,028
3 -0,009 0,083 0,023 0,020 -0,013
4 -0,082 -0,081 -0,070 -0,049 -0,054
5 -0,044 -0,104 -0,132 -0,127 -0,088
r51 r52 r53 r54 r55
1 -0,052 -0,030 -0,034 -0,012 -0,014
2 -0,010 0,038 0,050 -0,005 0,038
3 -0,032 0,106 0,058 0,067 0,035
4 -0,059 -0,036 -0,073 -0,064 -0,089
5 -0,031 -0,090 -0,113 -0,120 -0,070
DT= 2√
T
= 0,161. En * significativos al 95%.
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105Gra´fico 3.18: Gamesa: Residuos del VAR(1)
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3.B.15 Gas Natural
3.B.15.1 Eleccio´n orden del VAR
En la tabla 3.49 se muestran los estad´ısticos de Akaike y de Schwarz para
diversos ordenes del VAR.
Tabla 3.49: Gas Natural: Eleccio´n del orden del VAR
Retardos 1 2 3 4
AIC -32,46 -32,39 -32,34 -32,20
SC -31,87 -31,3 -30,75 -30,11
Los dos criterios no difieren y por ello se decide estimar un VAR(1).
3.B.15.2 Estimacio´n modelo VAR
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados. Los resultados aparecen en la tabla 3.50.
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Tabla 3.50: Gas Natural: Estimacio´n del VAR(1) ortogonalizado
Variable
dependiente
Ecuacionesa
lt mt xt jt vt
lt 1,25
(0,09)
−0,54
(0,18)
−0,0060
(0,1650)
−0,18
(0,12)
mt 1,22
(0,11)
0,15
(0,13)
0,19
(0,10)
xt 0,86
(0,08)
−0,48
(0,08)
jt 1,35
(0,06)
lt−1 −0,13
(0,07)
0,10
(0,08)
0,23
(0,11)
−0,036
(0,098)
0,018
(0,074)
mt−1 0,15
(0,10)
−0,084
(0,105)
−0,23
(0,14)
−0,11
(0,12)
−0,053
(0,095)
xt−1 0,026
(0,085)
−0,16
(0,09)
0,0014
(0,1253)
0,27
(0,11)
0,040
(0,084)
jt−1 −0,21
(0,13)
0,26
(0,14)
0,27
(0,20)
−0,24
(0,17)
0,056
(0,131)
vt−1 1,18
(0,08)
−0,37
(0,14)
0,048
(0,193)
0,10
(0,17)
0,039
(0,126)
aLa tabla muestra los coeficientes estimados del modelo VAR donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (3.15).
Σu =


6, 69E − 05 8, 38E − 05 6, 58E − 05 6, 92E − 05 6, 66E − 05
8, 38E − 05 1, 81E − 04 1, 75E − 04 1, 78E − 04 1, 78E − 04
6, 58E − 05 1, 75E − 04 3, 19E − 04 3, 01E − 04 2, 77E − 04
6, 92E − 05 1, 78E − 04 3, 01E − 04 3, 93E − 04 4, 09E − 04
6, 66E − 05 1, 78E − 04 2, 77E − 04 4, 09E − 04 5, 04E − 04


(3.15)
Los residuos del VAR(1) se muestran en el gra´fico 3.19. Por otro lado, en la
tabla 3.51 se presentan las funciones de correlacio´n cruzadas. Aunque ocho de las
correlaciones de la tabla son significativas, se considera que el modelo de la tabla
3.50 representa de forma adecuada la correlacio´n dina´mica entre las variables.
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Tabla 3.51: Gas Natural: Funcio´n de correlacio´n cruzada residual del VAR(1)
Retardos r11 r12 r13 r14 r15
1 0,005 -0,013 -0,046 -0,026 -0,021
2 -0,051 -0,056 -0,060 -0,061 -0,122
3 -0,067 0,011 0,177* 0,088 0,043
4 0,116 0,161* 0,197* 0,163* 0,112
5 0,087 0,106 0,152 0,091 0,031
r21 r22 r23 r24 r25
1 -0,032 -0,026 -0,047 -0,028 -0,021
2 -0,012 -0,023 -0,053 -0,073 -0,126
3 -0,046 -0,007 0,088 0,094 0,074
4 0,136 0,194* 0,233* 0,295* 0,185*
5 -0,061 -0,040 0,067 0,040 0,031
r31 r32 r33 r34 r35
1 -0,024 0,002 0,015 -0,001 -0,008
2 0,004 0,079 0,090 0,015 -0,001
3 0,061 0,001 0,044 0,044 0,021
4 0,032 0,053 0,144 0,130 0,121
5 -0,127 -0,081 0,019 -0,006 0,013
r41 r42 r43 r44 r45
1 -0,034 -0,004 -0,011 -0,018 -0,020
2 -0,047 -0,011 0,011 -0,075 -0,109
3 0,059 -0,001 0,064 0,067 0,046
4 -0,006 0,042 0,108 0,106 0,118
5 -0,084 -0,036 0,015 0,003 0,034
r51 r52 r53 r54 r55
1 -0,067 -0,033 -0,051 -0,047 -0,044
2 0,010 -0,025 -0,023 -0,092 -0,142
3 0,009 -0,052 0,031 0,033 -0,010
4 -0,054 -0,022 0,042 0,058 0,083
5 -0,107 -0,017 0,053 0,053 0,095
DT= 2√
T
= 0,161. En * significativos al 95%.
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109Gra´fico 3.19: Gas Natural: Residuos del VAR(1)
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3.B.16 Iberdrola
3.B.16.1 Eleccio´n orden del VAR
En la tabla 3.52 se muestran los estad´ısticos de Akaike y de Schwarz para
diversos ordenes del VAR. Los dos criterios difieren, mientras que el de Akaike indica
que se debe estimar un VAR(3), Schwarz se inclina por un VAR(1). Se comienza
estimando un VAR(1) con constante, y se deja que sea la funcio´n de correlacio´n
cruzada la que indique si es necesario incrementar el orden del VAR.
Tabla 3.52: Iberdrola: Eleccio´n del orden del VAR
Retardos 1 2 3 4
AIC -32,22 -32,42 -32,43 -32,30
SC -31,63 -31,37 -30,85 -30,21
3.B.16.2 Estimacio´n modelo VAR
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados. Los resultados aparecen en la tabla 3.53.
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Tabla 3.53: Iberdrola: Estimacio´n del VAR(1) ortogonalizado
Variable
dependiente
Ecuacionesa
lt mt xt jt vt
µ 0,0099
(0,0049)
0,0013
(0,0058)
−0,011
(0,015)
0,0047
(0,0051)
−0,0031
(0,0056)
lt 1,26
(0,09)
−0,28
(0,20)
−0,034
(0,124)
−0,058
(0,135)
mt 1,25
(0,12)
−0,070
(0,096)
0,38
(0,10)
xt 0,99
(0,05)
−0,67
(0,10)
jt 1,45
(0,09)
lt−1 −0,0049
(0,0701)
0,19
(0,08)
0,12
(0,12)
−0,061
(0,073)
0,050
(0,080)
mt−1 0,044
(0,097)
−0,30
(0,11)
−0,11
(0,16)
0,083
(0,102)
−0,093
(0,111)
xt−1 −0,026
(0,104)
0,23
(0,12)
0,0063
(0,1755)
0,081
(0,108)
0,060
(0,118)
jt−1 −0,081
(0,132)
−0,17
(0,15)
−0,0011
(0,2210)
−0,19
(0,14)
−0,060
(0,149)
vt−1 1,06
(0,07)
−0,21
(0,13)
0,022
(0,191)
0,20
(0,12)
−0,058
(0,130)
aLa tabla muestra los coeficientes estimados del modelo VAR donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (3.16).
Σu =


6, 62E − 05 8, 32E − 05 8, 57E − 05 7, 70E − 05 8, 22E − 05
8, 32E − 05 1, 94E − 04 2, 20E − 04 2, 02E − 04 2, 15E − 04
8, 57E − 05 2, 20E − 04 4, 31E − 04 4, 10E − 04 3, 84E − 04
7, 70E − 05 2, 02E − 04 4, 10E − 04 4, 59E − 04 4, 63E − 04
8, 22E − 05 2, 15E − 04 3, 84E − 04 4, 63E − 04 5, 71E − 04


(3.16)
Los residuos del VAR(1) aparecen en el gra´fico 3.20. Por otro lado, en la tabla
3.54 se presentan las funciones de correlacio´n cruzadas. Diez de ellas son significati-
vas, pero de momento se considera el modelo 3.53 lo suficientemente adecuado para
representar la correlacio´n dina´mica entre las variables, y no se estima un VAR(3)
como sugiere el criterio de Akaike.
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Tabla 3.54: Iberdrola: Funcio´n de correlacio´n cruzada residual del VAR(1)
Retardos r11 r12 r13 r14 r15
1 -0,094 0,003 -0,013 -0,012 0,002
2 -0,013 -0,087 -0,020 0,022 0,115
3 0,095 0,194* -0,125 0,004 -0,105
4 0,057 0,021 0,126 0,023 -0,008
5 -0,088 -0,086 0,114 -0,048 0,073
r21 r22 r23 r24 r25
1 -0,035 0,003 -0,008 0,008 -0,007
2 0,153 -0,115 -0,070 0,094 0,087
3 -0,146 0,070 0,040 0,110 0,024
4 -0,080 0,075 0,030 0,093 -0,110
5 -0,007 -0,084 -0,015 0,129 -0,019
r31 r32 r33 r34 r35
1 -0,222* 0,093 0,018 -0,056 0,014
2 -0,207* 0,228* -0,085 0,247* 0,356*
3 0,164* 0,059 -0,097 -0,182* 0,028
4 -0,041 0,024 -0,090 -0,053 -0,163*
5 -0,038 -0,033 -0,010 0,002 0,062
r41 r42 r43 r44 r45
1 0,044 0,014 -0,005 0,027 0,013
2 -0,102 -0,024 -0,082 0,030 -0,273*
3 -0,046 -0,005 0,033 -0,044 -0,020
4 -0,116 -0,094 0,010 0,035 -0,117
5 0,001 0,027 0,056 -0,065 0,085
r51 r52 r53 r54 r55
1 0,026 0,018 0,011 0,002 0,005
2 0,040 0,115 0,018 0,039 -0,061
3 -0,098 0,157 0,060 -0,114 -0,048
4 0,071 0,048 -0,078 0,008 -0,123
5 -0,093 -0,067 -0,031 0,131 0,048
DT= 2√
T
= 0,161. En * significativos al 95%.
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3.B.17 Iberia
3.B.17.1 Eleccio´n orden del VAR
En la tabla 3.55 se muestran los estad´ısticos de Akaike y de Schwarz para
diversos ordenes del VAR.
Tabla 3.55: Iberia: Eleccio´n del orden del VAR
Retardos 1 2 3 4
AIC -28,65 -28,69 -28,56 -28,37
SC -28,06 -27,61 -26,97 -26,28
Los dos criterios no coinciden al indicar el orden del VAR a estimar. Por un
lado, el criterio de Akaike indica que se debe estimar un VAR(2), mientras que el
criterio de Schwarz se inclina por un VAR(1). Se empieza estimando un VAR(1)
y se deja que sea la funcio´n de correlacio´n cruzada la que indique si es necesario
incrementar el orden del VAR.
3.B.17.2 Estimacio´n modelo VAR
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados. Los resultados aparecen en la tabla 3.56.
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Tabla 3.56: Iberia: Estimacio´n del VAR(1) ortogonalizado
Variable
dependiente
Ecuacionesa
lt mt xt jt vt
lt 1,11
(0,10)
−0,37
(0,18)
0,015
(0,131)
0,016
(0,150)
mt 1,17
(0,11)
−0,095
(0,105)
0,064
(0,122)
xt 1,05
(0,06)
−0,26
(0,12)
jt 1,12
(0,09)
lt−1 0,016
(0,067)
0,024
(0,079)
−0,21
(0,10)
−0,17
(0,08)
−0,052
(0,090)
mt−1 −0,017
(0,087)
0,029
(0,104)
0,077
(0,139)
0,10
(0,10)
0,015
(0,116)
xt−1 0,11
(0,09)
−0,21
(0,11)
0,16
(0,15)
−0,011
(0,108)
−0,070
(0,124)
jt−1 −0,30
(0,10)
0,37
(0,12)
−0,23
(0,17)
−0,015
(0,122)
0,015
(0,140)
vt−1 1,19
(0,06)
−0,33
(0,14)
0,37
(0,19)
0,12
(0,14)
0,14
(0,16)
aLa tabla muestra los coeficientes estimados del modelo VAR donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (3.17).
Σu =


1, 22E − 04 1, 36E − 04 1, 14E − 04 1, 08E − 04 1, 02E − 04
1, 36E − 04 3, 22E − 04 3, 26E − 04 3, 13E − 04 2, 88E − 04
1, 14E − 04 3, 26E − 04 6, 42E − 04 6, 43E − 04 5, 75E − 04
1, 08E − 04 3, 13E − 04 6, 43E − 04 8, 02E − 04 7, 52E − 04
1, 02E − 04 2, 88E − 04 5, 75E − 04 7, 52E − 04 9, 18E − 04


(3.17)
El gra´fico 3.21 muestra los residuos del VAR(1). Por otro lado, en la tabla 3.57
se presentan las funciones de correlacio´n cruzadas. En ninguna de ellas se aprecian
correlaciones significativas, por lo cual estos resultados sugieren que el modelo de la
tabla 3.56 representa de forma adecuada la correlacio´n dina´mica entre las variables.
Por lo tanto no es necesario incrementar el orden del VAR como indica el criterio
de Akaike.
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Tabla 3.57: Iberia: Funcio´n de correlacio´n cruzada residual del VAR(1)
Retardos r11 r12 r13 r14 r15
1 0,081 0,064 0,047 0,043 0,040
2 -0,045 -0,049 -0,062 -0,062 0,002
3 -0,070 -0,004 0,004 0,042 0,051
4 -0,062 -0,023 -0,001 0,017 0,019
5 -0,086 -0,152 -0,078 -0,100 -0,099
r21 r22 r23 r24 r25
1 0,116 0,061 0,029 0,025 0,016
2 -0,159 -0,128 -0,089 -0,046 0,015
3 -0,061 -0,026 -0,039 -0,038 -0,031
4 -0,100 -0,048 -0,005 0,059 0,046
5 -0,044 -0,007 0,074 0,072 0,023
r31 r32 r33 r34 r35
1 0,031 -0,018 -0,029 -0,024 -0,030
2 -0,110 -0,078 -0,008 0,029 0,007
3 -0,094 -0,034 -0,048 -0,071 -0,069
4 -0,120 -0,098 -0,074 -0,031 -0,015
5 -0,043 0,024 0,103 0,110 0,061
r41 r42 r43 r44 r45
1 -0,006 -0,045 -0,050 -0,038 -0,044
2 -0,122 -0,130 -0,037 0,006 -0,005
3 -0,099 -0,066 -0,066 -0,081 -0,085
4 -0,106 -0,064 -0,062 -0,026 -0,004
5 -0,050 0,030 0,116 0,142 0,103
r51 r52 r53 r54 r55
1 -0,049 -0,063 -0,057 -0,051 -0,056
2 -0,091 -0,081 0,043 0,089 0,058
3 -0,121 -0,078 -0,064 -0,074 -0,108
4 -0,128 -0,070 -0,061 -0,023 -0,008
5 -0,080 -0,010 0,103 0,125 0,064
DT= 2√
T
= 0,161. En * significativos al 95%.
3.B.18 Indra
3.B.18.1 Eleccio´n orden del VAR
Los estad´ısticos de Akaike y de Schwarz para diversos ordenes del VAR se
presentan en la tabla 3.58. Los dos criterios no difieren, as´ı que se estima un VAR(1)
sin constante.
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Tabla 3.58: Indra: Eleccio´n del orden del VAR
Retardos 1 2 3 4
AIC -31,39 -31,21 -31,07 -30,88
SC -30,81 -30,13 -29,48 -28,79
3.B.18.2 Estimacio´n modelo VAR
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados. Los resultados aparecen en la tabla 3.59.
Tabla 3.59: Indra: Estimacio´n del VAR(1) ortogonalizado
Variable
dependiente
Ecuacionesa
lt mt xt jt vt
lt 1,15
(0,07)
−0,21
(0,14)
0,21
(0,15)
−0,099
(0,116)
mt 1,15
(0,07)
−0,14
(0,14)
0,15
(0,11)
xt 0,99
(0,09)
−0,38
(0,09)
jt 1,26
(0,06)
lt−1 −0,028
(0,095)
−0,039
(0,081)
0,035
(0,09)
0,064
(0,101)
0,051
(0,08)
mt−1 −0,057
(0,132)
0,0027
(0,1128)
−0,11
(0,13)
−0,071
(0,140)
−0,025
(0,110)
xt−1 0,15
(0,11)
0,068
(0,099)
−0,030
(0,116)
0,088
(0,123)
−0,090
(0,097)
jt−1 −0,26
(0,14)
−0,050
(0,125)
0,27
(0,15)
−0,19
(0,16)
0,14
(0,12)
vt−1 1,19
(0,10)
−0,14
(0,12)
−0,099
(0,139)
0,053
(0,148)
−0,014
(0,116)
aLa tabla muestra los coeficientes estimados del modelo VAR donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (3.18).
Σu =


1, 20E − 04 1, 39E − 04 1, 34E − 04 1, 38E − 04 1, 32E − 04
1, 39E − 04 2, 47E − 04 2, 55E − 04 2, 46E − 04 2, 36E − 04
1, 34E − 04 2, 55E − 04 3, 83E − 04 3, 71E − 04 3, 46E − 04
1, 38E − 04 2, 46E − 04 3, 71E − 04 4, 93E − 04 5, 03E − 04
1, 32E − 04 2, 36E − 04 3, 46E − 04 5, 03E − 04 6, 05E − 04


(3.18)
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En la tabla 3.60 se presentan las funciones de correlacio´n cruzadas. So´lo en dos
de ellas se aprecian correlaciones significativas, por lo cual estos resultados sugieren
que el modelo de la tabla 3.59 representa de forma adecuada la correlacio´n dina´mica
entre las variables. Por su parte, los residuos del VAR(1) aparecen en el gra´fico 3.22.
Tabla 3.60: Indra: Funcio´n de correlacio´n cruzada residual del VAR(1)
Retardos r11 r12 r13 r14 r15
1 0,037 0,024 0,018 0,020 0,021
2 -0,078 -0,042 -0,002 -0,093 -0,128
3 0,010 -0,005 -0,022 -0,012 0,010
4 -0,092 -0,096 -0,076 -0,035 -0,034
5 -0,026 -0,093 -0,087 -0,072 -0,089
r21 r22 r23 r24 r25
1 0,017 0,004 0,005 0,002 0,007
2 -0,027 0,012 0,052 -0,057 -0,084
3 -0,035 -0,024 0,002 0,040 0,037
4 -0,034 -0,093 -0,102 -0,057 -0,025
5 0,031 -0,007 -0,037 -0,005 -0,030
r31 r32 r33 r34 r35
1 -0,048 -0,041 -0,026 -0,022 -0,013
2 -0,044 0,024 0,058 -0,071 -0,098
3 -0,091 -0,021 -0,023 0,031 0,018
4 -0,060 -0,086 -0,090 -0,046 -0,004
5 0,051 0,022 -0,026 0,007 0,001
r41 r42 r43 r44 r45
1 -0,075 -0,062 -0,045 -0,042 -0,030
2 -0,097 -0,011 0,050 -0,094 -0,127
3 -0,096 -0,077 -0,099 -0,047 -0,043
4 -0,162* -0,135 -0,115 -0,098 -0,062
5 0,050 0,043 0,002 0,049 0,033
r51 r52 r53 r54 r55
1 -0,080 -0,066 -0,049 -0,052 -0,041
2 -0,116 -0,056 0,013 -0,100 -0,114
3 -0,132 -0,103 -0,131 -0,069 -0,046
4 -0,165* -0,113 -0,096 -0,103 -0,080
5 0,066 0,062 0,035 0,077 0,037
DT= 2√
T
= 0,161. En * significativos al 95%.
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3.B.19 Inditex
3.B.19.1 Eleccio´n orden del VAR
En la tabla 3.61 se muestran los estad´ısticos de Akaike y de Schwarz para
diversos ordenes del VAR.
Tabla 3.61: Inditex: Eleccio´n del orden del VAR
Retardos 1 2 3 4
AIC -31,07 -30,94 -30,74 -30,74
SC -30,48 -29,85 -29,16 -28,65
Los dos criterios coinciden en indicar que se debe estimar un VAR(1) con
constante.
3.B.19.2 Estimacio´n modelo VAR
Se estiman de forma conjunta todos los para´metros por mı´nimos cuadrados
generalizados. Los resultados aparecen en la tabla 3.62.
122 3.B. Ape´ndice: Estimacio´n modelos VAR
Tabla 3.62: Inditex: Estimacio´n del VAR(1) ortogonalizado
Variable
dependiente
Ecuacionesa
lt mt xt jt vt
µ −0,0058
(0,0100)
−0,0024
(0,0093)
−0,0061
(0,0133)
0,025
(0,014)
−0,0053
(0,0098)
lt 1,15
(0,07)
−0,062
(0,174)
0,087
(0,190)
−0,050
(0,109)
mt 1,07
(0,12)
−0,25
(0,16)
0,090
(0,108)
xt 1,16
(0,09)
−0,095
(0,088)
jt 1,08
(0,05)
lt−1 −0,16
(0,09)
0,042
(0,081)
0,26
(0,12)
−0,043
(0,129)
0,048
(0,086)
mt−1 0,18
(0,11)
0,059
(0,102)
−0,21
(0,15)
0,030
(0,161)
0,073
(0,107)
xt−1 −0,056
(0,089)
−0,13
(0,08)
−0,051
(0,120)
0,089
(0,131)
−0,15
(0,09)
jt−1 0,17
(0,11)
0,15
(0,10)
−0,14
(0,14)
0,014
(0,157)
−0,029
(0,105)
vt−1 0,87
(0,08)
−0,28
(0,10)
0,12
(0,15)
−0,091
(0,164)
0,043
(0,110)
aLa tabla muestra los coeficientes estimados del modelo VAR donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (3.19).
Σu =


9, 22E − 05 1, 06E − 04 1, 08E − 04 1, 07E − 04 1, 10E − 04
1, 06E − 04 2, 00E − 04 2, 09E − 04 2, 01E − 04 2, 09E − 04
1, 08E − 04 2, 09E − 04 3, 78E − 04 3, 95E − 04 4, 03E − 04
1, 07E − 04 2, 01E − 04 3, 95E − 04 6, 07E − 04 6, 28E − 04
1, 10E − 04 2, 09E − 04 4, 03E − 04 6, 28E − 04 7, 35E − 04


(3.19)
En el gra´fico 3.23 aparecen los residuos del VAR(1). Por otro lado, en la tabla
3.63 se presentan las funciones de correlacio´n cruzadas. Una de ellas es significativa,
y aunque se trata de r41, en el primer retardo, se considera que no es necesario
incrementar el orden del VAR(1) y que el modelo de la tabla 3.62 es adecuado para
representar la relacio´n entre las variables.
3
.
E
x
p
e
r
im
e
n
to
I:
C
a
so
sin
r
e
str
in
g
ir
123Gra´fico 3.23: Inditex: Residuos del VAR(1)
124 3.B. Ape´ndice: Estimacio´n modelos VAR
Tabla 3.63: Inditex: Funcio´n de correlacio´n cruzada residual del VAR(1)
Retardos r11 r12 r13 r14 r15
1 -0,027 -0,015 0,000 -0,005 0,009
2 -0,007 -0,041 0,124 0,103 0,037
3 -0,106 -0,018 0,000 0,075 0,079
4 -0,049 -0,131 -0,141 -0,065 -0,022
5 -0,063 -0,034 -0,026 -0,032 -0,011
r21 r22 r23 r24 r25
1 0,011 0,009 0,022 0,014 0,027
2 -0,011 -0,017 0,140 0,132 0,066
3 -0,128 -0,023 0,019 0,086 0,077
4 -0,012 -0,073 -0,095 -0,067 -0,058
5 0,036 0,011 0,002 -0,012 -0,014
r31 r32 r33 r34 r35
1 -0,104 -0,078 -0,042 -0,037 -0,022
2 -0,017 -0,044 0,085 0,090 0,005
3 -0,114 -0,037 -0,062 0,000 -0,018
4 -0,013 -0,060 -0,074 -0,107 -0,052
5 0,056 -0,002 -0,044 -0,054 -0,049
r41 r42 r43 r44 r45
1 -0,173* -0,128 -0,078 -0,068 -0,049
2 -0,043 -0,078 0,055 0,053 -0,044
3 -0,068 -0,016 -0,084 -0,056 -0,077
4 0,102 0,044 -0,034 -0,082 -0,049
5 -0,011 0,020 -0,032 -0,084 -0,063
r51 r52 r53 r54 r55
1 -0,151 -0,114 -0,067 -0,057 -0,039
2 -0,063 -0,094 0,056 0,070 -0,033
3 -0,053 -0,002 -0,081 -0,043 -0,079
4 0,063 -0,005 -0,111 -0,144 -0,107
5 -0,035 0,032 -0,054 -0,101 -0,080
DT= 2√
T
= 0,161. En * significativos al 95%.
3.B.20 Metrovacesa
3.B.20.1 Eleccio´n orden del VAR
En la tabla 3.64 se muestran los estad´ısticos de Akaike y de Schwarz para
diversos ordenes del VAR. Los dos criterios difieren, mientras que el de Akaike indica
que se debe estimar un VAR(3), Schwarz se inclina por un VAR(1). Se comienza
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estimando un VAR(1) con constante, y sera´ la funcio´n de correlacio´n cruzada la que
indique si es necesario incrementar el orden del VAR.
Tabla 3.64: Metrovacesa: Eleccio´n del orden del VAR
Retardos 1 2 3 4
AIC -26,67 -26,63 -26,72 -26,68
SC -26,08 -25,55 -25,14 -24,59
3.B.20.2 Estimacio´n modelo VAR
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados. Los resultados aparecen en la tabla 3.65.
Tabla 3.65: Metrovacesa: Estimacio´n del VAR(1) ortogonalizado
Variable
dependiente
Ecuacionesa
lt mt xt jt vt
µ −0,0015
(0,0115)
−0,0036
(0,0107)
0,023
(0,017)
−0,0066
(0,0174)
−0,011
(0,011)
lt 1,28
(0,08)
−0,32
(0,20)
−0,16
(0,21)
−0,14
(0,13)
mt 1,37
(0,13)
−0,21
(0,17)
0,20
(0,11)
xt 1,09
(0,08)
−0,28
(0,07)
jt 1,15
(0,05)
lt−1 −0,33
(0,08)
0,037
(0,079)
0,26
(0,12)
−0,098
(0,130)
−0,073
(0,080)
mt−1 0,41
(0,11)
−0,028
(0,107)
−0,23
(0,17)
0,13
(0,17)
0,17
(0,11)
xt−1 −0,0092
(0,0824)
−0,35
(0,08)
0,011
(0,129)
0,33
(0,13)
−0,087
(0,083)
jt−1 −0,15
(0,11)
0,36
(0,11)
−0,38
(0,18)
−0,43
(0,18)
0,095
(0,114)
vt−1 1,08
(0,09)
−0,30
(0,12)
0,33
(0,19)
0,36
(0,19)
−0,027
(0,120)
aLa tabla muestra los coeficientes estimados del modelo VAR donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
126 3.B. Ape´ndice: Estimacio´n modelos VAR
La matriz de covarianzas se presenta en (3.20).
Σu =


2, 13E − 04 2, 74E − 04 2, 97E − 04 2, 32E − 04 2, 06E − 04
2, 74E − 04 5, 36E − 04 6, 29E − 04 5, 29E − 04 4, 96E − 04
2, 97E − 04 6, 29E − 04 1, 20E − 03 1, 13E − 03 1, 04E − 03
2, 32E − 04 5, 29E − 04 1, 13E − 03 1, 56E − 03 1, 54E − 03
2, 06E − 04 4, 96E − 04 1, 04E − 03 1, 54E − 03 1, 72E − 03


(3.20)
Los residuos del VAR(1) aparecen en el gra´fico 3.24. Por otro lado, en la
tabla 3.66 se presentan las funciones de correlacio´n cruzadas. En ella se aprecia que
existen dudas si el VAR(1) es la mejor forma de representar estas cinco variables.
Aparecen varias correlaciones significativas, en los retardos 2 y 3, existiendo una
duda razonable en si se debe estimar un VAR(3), tal y como indicaba el criterio de
Akaike. Al analizar las series en niveles y no poder hacer contraste de significatividad
individual, el identificar un VAR(3) incrementa mucho el nu´mero de para´metros a
estimar, por eso se decide estimar un VAR(1), ya que se piensa que el estimar un
VAR(3) en niveles, llevara´ al contraste a rechazar ma´s fa´cilmente la hipo´tesis nula
de que el modelo univariante es la especificacio´n correcta.
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Tabla 3.66: Metrovacesa: Funcio´n de correlacio´n cruzada residual del VAR(1)
Retardos r11 r12 r13 r14 r15
1 0,026 -0,057 -0,056 0,004 0,017
2 0,091 0,057 0,067 0,184* 0,181*
3 -0,078 -0,168* -0,202* -0,206* -0,207*
4 0,030 0,013 0,079 0,065 -0,004
5 -0,125 -0,122 -0,006 -0,029 -0,043
r21 r22 r23 r24 r25
1 -0,028 -0,109 -0,091 -0,014 0,000
2 0,148 0,133 0,115 0,228* 0,216*
3 0,009 -0,136 -0,175* -0,236* -0,222*
4 -0,017 -0,043 -0,033 0,007 -0,035
5 -0,102 -0,122 -0,028 -0,082 -0,093
r31 r32 r33 r34 r35
1 -0,007 -0,062 -0,050 -0,003 0,003
2 0,168* 0,160 0,127 0,166* 0,142
3 -0,014 -0,070 -0,085 -0,157 -0,149
4 0,026 -0,072 -0,048 0,072 0,064
5 -0,098 -0,123 -0,048 -0,127 -0,127
r41 r42 r43 r44 r45
1 0,020 -0,038 -0,036 0,003 0,006
2 0,138 0,151 0,100 0,121 0,104
3 0,003 -0,040 -0,021 -0,108 -0,107
4 0,037 -0,043 -0,030 0,110 0,107
5 -0,060 -0,057 -0,001 -0,085 -0,087
r51 r52 r53 r54 r55
1 0,035 -0,007 0,003 0,025 0,022
2 0,150 0,176* 0,130 0,126 0,094
3 -0,023 -0,067 -0,047 -0,087 -0,092
4 0,011 -0,078 -0,064 0,051 0,043
5 -0,044 -0,062 -0,009 -0,106 -0,104
DT= 2√
T
= 0,161. En * significativos al 95%.
3.B.21 Banco Popular
3.B.21.1 Eleccio´n orden del VAR
Los estad´ısticos de Akaike y de Schwarz para diversos ordenes del VAR apa-
recen en la tabla 3.67. Los dos criterios difieren, mientras que el de Akaike indica
que se debe estimar un VAR(2), Schwarz se inclina por un VAR(1). Se comienza
3. Experimento I: Caso sin restringir 129
estimando un VAR(1) con constante.
Tabla 3.67: Banco Popular: Eleccio´n del orden del VAR
Retardos 1 2 3 4
AIC -34,63 -34,71 -34,58 -34,43
SC -34,04 -33,63 -32,99 -32,39
3.B.21.2 Estimacio´n modelo VAR
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados. Los resultados aparecen en la tabla 3.68.
Tabla 3.68: Banco Popular: Estimacio´n del VAR(1) ortogonalizado
Variable
dependiente
Ecuacionesa
lt mt xt jt vt
lt 1,09
(0,08)
−0,12
(0,13)
0,15
(0,13)
0,031
(0,118)
mt 1,07
(0,12)
−0,0066
(0,1367)
−0,095
(0,120)
xt 0,89
(0,08)
−0,28
(0,10)
jt 1,22
(0,07)
lt−1 −0,090
(0,084)
0,052
(0,084)
−0,087
(0,093)
0,11
(0,09)
−0,11
(0,08)
mt−1 0,097
(0,120)
−0,030
(0,119)
0,0069
(0,1323)
−0,16
(0,13)
0,095
(0,116)
xt−1 −0,053
(0,101)
−0,17
(0,10)
0,21
(0,11)
0,0075
(0,1132)
−0,093
(0,100)
jt−1 −0,17
(0,12)
0,13
(0,12)
−0,035
(0,136)
0,077
(0,136)
0,15
(0,12)
vt−1 1,21
(0,08)
−0,079
(0,127)
−0,22
(0,14)
−0,063
(0,141)
0,086
(0,125)
aLa tabla muestra los coeficientes estimados del modelo VAR donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (3.21).
Σu =


5, 33E − 05 5, 84E − 05 6, 66E − 05 6, 70E − 05 5, 88E − 05
5, 84E − 05 1, 16E − 04 1, 38E − 04 1, 31E − 04 1, 11E − 04
6, 66E − 05 1, 38E − 04 2, 27E − 04 2, 12E − 04 1, 82E − 04
6, 70E − 05 1, 31E − 04 2, 12E − 04 2, 60E − 04 2, 46E − 04
5, 88E − 05 1, 11E − 04 1, 82E − 04 2, 46E − 04 2, 87E − 04


(3.21)
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En la tabla 3.69 se presentan las funciones de correlacio´n cruzadas. Aunque
aparecen cuatro correlaciones significativas en el tercer retardo,se considera que el
modelo de la tabla 3.68 representa de forma adecuada la correlacio´n dina´mica entre
las variables. Por otro lado, el gra´fico 3.25 muestra los residuos del VAR(1).
Tabla 3.69: Banco Popular: Funcio´n de correlacio´n cruzada residual del VAR(1)
Retardos r11 r12 r13 r14 r15
1 0,071 0,068 0,055 0,066 0,037
2 -0,012 0,014 0,006 -0,037 -0,024
3 0,136 0,165* 0,118 0,139 0,100
4 0,109 0,033 0,067 0,042 0,050
5 0,067 -0,004 -0,007 0,013 0,006
r21 r22 r23 r24 r25
1 0,152 0,115 0,087 0,092 0,074
2 0,027 0,042 -0,001 -0,028 -0,033
3 0,164* 0,181* 0,145 0,172* 0,113
4 0,155 0,074 0,091 0,091 0,103
5 0,047 0,002 -0,006 -0,001 0,006
r31 r32 r33 r34 r35
1 0,156 0,105 0,081 0,080 0,066
2 -0,029 -0,018 -0,024 -0,003 -0,013
3 0,041 0,026 -0,003 0,047 0,049
4 0,056 0,024 0,058 0,079 0,083
5 0,032 0,005 -0,004 0,001 0,039
r41 r42 r43 r44 r45
1 0,028 0,026 0,021 0,027 0,016
2 -0,033 -0,022 -0,046 -0,058 -0,097
3 0,022 -0,050 -0,084 0,004 0,034
4 0,080 0,032 0,063 0,100 0,113
5 0,030 0,016 0,004 0,014 0,044
r51 r52 r53 r54 r55
1 -0,071 -0,037 -0,032 -0,022 -0,038
2 -0,051 0,010 0,019 0,008 -0,063
3 -0,019 -0,064 -0,111 -0,021 0,015
4 0,128 0,054 0,073 0,090 0,090
5 0,020 0,009 0,012 0,035 0,054
DT= 2√
T
= 0,161. En * significativos al 95%.
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3.B.22 Repsol
3.B.22.1 Eleccio´n orden del VAR
En la tabla 3.70 se muestran los estad´ısticos de Akaike y de Schwarz para
diversos ordenes del VAR.
Tabla 3.70: Repsol: Eleccio´n del orden del VAR
Retardos 1 2 3 4
AIC -30,85 -30,81 -30,78 -30,74
SC -30,26 -29,72 -29,20 -28,65
Los dos criterios no difieren, por lo que se estima un VAR(1).
3.B.22.2 Estimacio´n modelo VAR
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados. Los resultados aparecen en la tabla 3.71.
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Tabla 3.71: Repsol: Estimacio´n del VAR(1) ortogonalizado
Variable
dependiente
Ecuacionesa
lt mt xt jt vt
lt 0,99
(0,08)
−0,42
(0,09)
0,23
(0,13)
−0,17
(0,11)
mt 1,25
(0,07)
−0,17
(0,16)
0,26
(0,13)
xt 1,22
(0,11)
−0,31
(0,12)
jt 1,19
(0,08)
lt−1 −0,14
(0,08)
0,016
(0,086)
0,064
(0,069)
0,016
(0,092)
0,14
(0,07)
mt−1 0,18
(0,14)
0,079
(0,150)
0,020
(0,121)
−0,22
(0,16)
−0,061
(0,132)
xt−1 −0,13
(0,13)
−0,028
(0,132)
−0,12
(0,11)
0,25
(0,14)
−0,19
(0,12)
jt−1 0,18
(0,13)
0,072
(0,131)
0,044
(0,106)
−0,24
(0,14)
−0,027
(0,116)
vt−1 0,92
(0,09)
−0,14
(0,12)
0,16
(0,10)
−0,093
(0,130)
0,17
(0,11)
aLa tabla muestra los coeficientes estimados del modelo VAR donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (3.22).
Σu =


1, 27E − 04 1, 26E − 04 1, 04E − 04 1, 34E − 04 1, 38E − 04
1, 26E − 04 2, 59E − 04 2, 71E − 04 3, 15E − 04 3, 36E − 04
1, 04E − 04 2, 71E − 04 3, 83E − 04 4, 44E − 04 4, 61E − 04
1, 34E − 04 3, 15E − 04 4, 44E − 04 6, 71E − 04 7, 18E − 04
1, 38E − 04 3, 36E − 04 4, 61E − 04 7, 18E − 04 8, 73E − 04


(3.22)
El gra´fico 3.26 muestra los residuos del VAR(1). Por otro lado, en la tabla
3.72 se presentan las funciones de correlacio´n cruzadas. En cinco de ellas, en el
segundo retardo, se aprecian correlaciones significativas, sin embargo, se considera
que la forma adecuada de representar la relacio´n entre las variables es el modelo que
aparece en la tabla 3.71.
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Tabla 3.72: Repsol: Funcio´n de correlacio´n cruzada residual del VAR(1)
Retardos r11 r12 r13 r14 r15
1 0,010 -0,034 -0,041 -0,017 -0,025
2 -0,166* -0,125 -0,103 -0,095 -0,076
3 0,023 0,019 0,102 0,104 0,080
4 -0,051 -0,111 -0,069 -0,109 -0,127
5 0,028 0,023 -0,016 0,041 0,036
r21 r22 r23 r24 r25
1 -0,002 -0,036 -0,028 -0,013 -0,012
2 -0,164* -0,158 -0,133 -0,101 -0,085
3 0,014 -0,042 -0,024 -0,021 -0,019
4 0,004 -0,038 0,032 -0,067 -0,096
5 -0,040 -0,054 -0,049 0,020 0,030
r31 r32 r33 r34 r35
1 -0,008 -0,035 -0,018 -0,007 -0,004
2 -0,180* -0,171 -0,141 -0,105 -0,088
3 0,070 0,027 0,019 0,008 0,016
4 0,086 0,032 0,095 -0,023 -0,058
5 -0,0579 -0,070 -0,080 -0,006 0,025
r41 r42 r43 r44 r45
1 -0,008 -0,038 -0,023 -0,012 -0,009
2 -0,189* -0,168* -0,143 -0,109 -0,091
3 0,048 -0,003 0,001 -0,012 -0,001
4 0,039 -0,000 0,051 -0,042 -0,075
5 0,008 -0,022 -0,048 0,005 0,026
r51 r52 r53 r54 r55
1 0,000 -0,039 -0,029 -0,012 -0,013
2 -0,136 -0,127 -0,110 -0,092 -0,071
3 -0,006 -0,035 0,009 0,000 0,012
4 0,032 -0,021 0,023 -0,073 -0,120
5 0,001 -0,045 -0,077 -0,029 -0,016
DT= 2√
T
= 0,161. En * significativos al 95%.
3.B.23 Banco Santander
3.B.23.1 Eleccio´n orden del VAR
En la tabla 3.73 se muestran los estad´ısticos de Akaike y de Schwarz para
diversos ordenes del VAR. Al no diferir los dos criterios se estima un VAR(1).
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Tabla 3.73: Banco Santander: Eleccio´n del orden del VAR
Retardos 1 2 3 4
AIC -32,79 -32,75 -32,63 -32,41
SC -32,20 -31,66 -31,04 -30,32
3.B.23.2 Estimacio´n modelo VAR
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados. Los resultados aparecen en la tabla 3.74.
Tabla 3.74: Banco Santander: Estimacio´n del VAR(1) ortogonalizado
Variable
dependiente
Ecuacionesa
lt mt xt jt vt
lt 0,92
(0,07)
−0,17
(0,11)
0,15
(0,12)
0,18
(0,11)
mt 1,05
(0,10)
−0,076
(0,13)
−0,15
(0,12)
xt 1,06
(0,09)
−0,23
(0,11)
jt 1,19
(0,08)
lt−1 −0,31
(0,12)
0,045
(0,084)
−0,10
(0,10)
−0,062
(0,104)
0,013
(0,096)
mt−1 0,44
(0,16)
−0,083
(0,114)
0,018
(0,134)
0,066
(0,139)
−0,098
(0,130)
xt−1 −0,088
(0,140)
0,043
(0,098)
0,12
(0,11)
−0,021
(0,121)
0,074
(0,112)
jt−1 −0,43
(0,15)
0,0083
(0,1114)
−0,045
(0,131)
0,057
(0,136)
−0,11
(0,13)
vt−1 1,39
(0,10)
0,059
(0,108)
0,13
(0,13)
−0,17
(0,13)
0,13
(0,12)
aLa tabla muestra los coeficientes estimados del modelo VAR donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (3.23).
Σu =


1, 17E − 04 1, 08E − 04 9, 37E − 05 1, 08E − 04 1, 13E − 04
1, 08E − 04 1, 58E − 04 1, 47E − 04 1, 60E − 04 1, 53E − 04
9, 37E − 05 1, 47E − 04 2, 17E − 04 2, 32E − 04 2, 22E − 04
1, 08E − 04 1, 60E − 04 2, 32E − 04 3, 35E − 04 3, 42E − 04
1, 13E − 04 1, 53E − 04 2, 22E − 04 3, 42E − 04 4, 27E − 04


(3.23)
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En la tabla 3.75 se presentan las funciones de correlacio´n cruzadas. Dos de
ellas son estad´ısticamente distintas de 0, y aunque corresponden con primeros re-
tardos, se considera que el modelo de la tabla 3.74 representa de forma adecuada
la correlacio´n dina´mica entre las variables. Por su parte, el gra´fico 3.27 muestra los
residuos del VAR(1).
Tabla 3.75: Banco Santander: Funcio´n de correlacio´n cruzada residual del VAR(1)
Retardos r11 r12 r13 r14 r15
1 -0,049 -0,042 -0,037 -0,033 -0,029
2 -0,008 0,017 0,034 0,086 0,045
3 -0,060 -0,039 -0,006 0,045 0,058
4 -0,055 0,001 0,098 0,082 0,102
5 0,004 0,055 0,050 0,019 0,039
r21 r22 r23 r24 r25
1 -0,065 -0,055 -0,048 -0,041 -0,029
2 0,052 0,100 0,053 0,077 0,016
3 -0,064 -0,043 -0,023 0,024 0,024
4 -0,054 0,001 0,071 0,112 0,141
5 -0,050 -0,023 -0,048 -0,051 -0,052
r31 r32 r33 r34 r35
1 -0,174* -0,149 -0,132 -0,115 -0,094
2 0,044 0,115 0,104 0,105 0,016
3 -0,012 -0,003 0,017 0,040 0,000
4 -0,083 -0,012 0,024 0,053 0,089
5 -0,020 -0,013 -0,093 -0,078 -0,068
r41 r42 r43 r44 r45
1 -0,177* -0,153 -0,137 -0,117 -0,098
2 -0,015 0,038 0,069 0,080 -0,011
3 0,021 -0,026 0,002 0,032 0,044
4 -0,131 -0,088 -0,035 -0,023 0,006
5 -0,017 -0,026 -0,072 -0,087 -0,081
r51 r52 r53 r54 r55
1 -0,142 -0,130 -0,120 -0,101 -0,080
2 -0,006 0,017 0,078 0,110 -0,013
3 0,020 -0,027 -0,013 -0,006 -0,011
4 -0,112 -0,099 -0,049 -0,047 -0,011
5 -0,019 0,002 -0,046 -0,086 -0,083
DT= 2√
T
= 0,161. En * significativos al 95%.
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3.B.24 Telefo´nica
3.B.24.1 Eleccio´n orden del VAR
En la tabla 3.76 se muestran los estad´ısticos de Akaike y de Schwarz para
diversos ordenes del VAR.
Tabla 3.76: Telefo´nica: Eleccio´n del orden del VAR
Retardos 1 2 3 4
AIC -33,39 -33,27 -33,15 -32,97
SC -32,90 -32,28 -31,67 -30,88
Los dos criterios indican que se debe estimar un VAR(1)
3.B.24.2 Estimacio´n modelo VAR
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados. Los resultados aparecen en la tabla 3.77.
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Tabla 3.77: Telefo´nica: Estimacio´n del VAR(1) ortogonalizado
Variable
dependiente
Ecuacionesa
lt mt xt jt vt
lt 0,90
(0,07)
−0,045
(0,114)
0,036
(0,116)
0,056
(0,127)
mt 1,02
(0,09)
−0,064
(0,124)
−0,13
(0,13)
xt 1,12
(0,08)
−0,11
(0,14)
jt 1,21
(0,09)
lt−1 −0,17
(0,09)
0,13
(0,0)
0,0050
(0,0880)
0,039
(0,089)
−0,11
(0,10)
mt−1 0,34
(0,12)
−0,16
(0,11)
−0,080
(0,122)
−0,050
(0,124)
0,018
(0,136)
xt−1 −0,28
(0,12)
−0,16
(0,11)
0,19
(0,12)
−0,089
(0,127)
0,17
(0,14)
jt−1 −0,087
(0,12)
0,27
(0,11)
−0,047
(0,122)
0,14
(0,12)
−0,12
(0,14)
vt−1 1,19
(0,07)
0,0058
(0,1124)
−0,044
(0,121)
−0,12
(0,12)
0,0038
(0,1356)
aLa tabla muestra los coeficientes estimados del modelo VAR donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (3.24).
Σu =


7, 22E − 05 6, 53E − 05 6, 33E − 05 6, 91E − 05 7, 26E − 05
6, 53E − 05 1, 19E − 04 1, 18E − 04 1, 27E − 04 1, 29E − 04
6, 33E − 05 1, 18E − 04 1, 88E − 04 2, 04E − 04 2, 15E − 04
6, 91E − 05 1, 27E − 04 2, 04E − 04 2, 94E − 04 3, 21E − 04
7, 26E − 05 1, 29E − 04 2, 15E − 04 3, 21E − 04 4, 39E − 04


(3.24)
Los residuos del VAR(1) aparecen en el gra´fico 3.28. Por otro lado, en la tabla
3.78 se presentan las funciones de correlacio´n cruzadas. Seis de ellas son significativas,
y salvo por la r21, todas las dema´s sugieren que el modelo de la tabla 3.77 representa
de forma adecuada la correlacio´n dina´mica entre las variables.
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Tabla 3.78: Telefo´nica: Funcio´n de correlacio´n cruzada residual del VAR(1)
Retardos r11 r12 r13 r14 r15
1 -0,076 -0,043 0,053 0,041 0,017
2 0,034 -0,130 0,051 0,023 -0,025
3 0,097 0,026 0,025 0,069 -0,032
4 -0,003 -0,097 -0,071 -0,033 0,050
5 0,016 -0,113 0,068 -0,085 -0,088
r21 r22 r23 r24 r25
1 -0,168* -0,027 -0,029 -0,015 0,007
2 -0,005 0,015 0,020 0,061 -0,022
3 -0,055 0,076 0,101 -0,008 0,191*
4 -0,096 0,031 -0,004 -0,017 0,090
5 -0,113 -0,062 -0,051 -0,016 -0,005
r31 r32 r33 r34 r35
1 -0,060 0,026 -0,003 0,017 -0,015
2 -0,045 0,100 -0,024 -0,049 0,051
3 0,046 -0,094 -0,006 -0,146 -0,145
4 0,121 0,184* 0,023 0,049 0,039
5 -0,065 -0,071 0,052 0,075 0,006
r41 r42 r43 r44 r45
1 -0,095 -0,026 0,002 0,008 0,006
2 -0,026 0,011 -0,021 0,014 -0,089
3 0,017 -0,180* 0,062 0,006 0,052
4 -0,106 -0,103 0,224* -0,045 -0,036
5 -0,064 0,002 0,089 0,016 -0,011
r51 r52 r53 r54 r55
1 -0,133 -0,026 -0,033 0,002 0,007
2 0,055 0,026 0,064 -0,016 -0,083
3 -0,042 0,035 -0,091 -0,172* 0,067
4 0,123 0,004 -0,053 0,023 -0,042
5 0,052 0,012 0,035 0,018 0,004
DT= 2√
T
= 0,161. En * significativos al 95%.
3.B.25 Unio´n Fenosa
3.B.25.1 Eleccio´n orden del VAR
En la tabla 3.79 se muestran los estad´ısticos de Akaike y de Schwarz para
diversos ordenes del VAR. Los dos criterios difieren, mientras que el de Akaike no
discrimina entre un VAR(1) o un VAR(3), Schwarz se inclina por un VAR(1). Se
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comienza estimando un VAR(1) con constante.
Tabla 3.79: Unio´n Fenosa: Eleccio´n del orden del VAR
Retardos 1 2 3 4
AIC -30,99 -30,92 -30,99 -30,91
SC -30,40 -29,83 -29,41 -28,82
3.B.25.2 Estimacio´n modelo VAR
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados. Los resultados aparecen en la tabla 3.80.
Tabla 3.80: Unio´n Fenosa: Estimacio´n del VAR(1) ortogonalizado
Variable
dependiente
Ecuacionesa
lt mt xt jt vt
µ −0,0019
(0,0077)
0,0056
(0,0065)
0,0034
(0,0052)
0,0074
(0,0068)
0,0064
(0,0064)
lt 0,87
(0,07)
−0,069
(0,080)
0,015
(0,104)
−0,040
(0,097)
mt 1,00
(0,06)
−0,21
(0,14)
0,21
(0,13)
xt 1,26
(0,11)
−0,15
(0,14)
jt 0,97
(0,08)
lt−1 −0,13
(0,09)
−0,032
(0,078)
0,0027
(0,0631)
−0,050
(0,082)
−0,088
(0,076)
mt−1 −0,025
(0,155)
0,13
(0,13)
0,076
(0,106)
0,12
(0,14)
0,085
(0,128)
xt−1 0,15
(0,17)
0,087
(0,143)
−0,17
(0,11)
−0,16
(0,15)
−0,062
(0,140)
jt−1 −0,12
(0,13)
−0,35
(0,11)
0,029
(0,095)
0,12
(0,12)
0,160
(0,115)
vt−1 1,14
(0,10)
0,29
(0,11)
0,12
(0,09)
−0,099
(0,124)
−0,083
(0,115)
aLa tabla muestra los coeficientes estimados del modelo VAR donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (3.25).
Σu =


1, 17E − 04 1, 08E − 04 9, 37E − 05 1, 08E − 04 1, 13E − 04
1, 08E − 04 1, 58E − 04 1, 47E − 04 1, 60E − 04 1, 53E − 04
9, 37E − 05 1, 47E − 04 2, 17E − 04 2, 32E − 04 2, 22E − 04
1, 08E − 04 1, 60E − 04 2, 32E − 04 3, 35E − 04 3, 42E − 04
1, 13E − 04 1, 53E − 04 2, 22E − 04 3, 42E − 04 4, 27E − 04


(3.25)
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Los residuos del VAR(1) aparecen en el gra´fico 3.29. Por otro lado, en la
tabla 3.81 se presentan las funciones de correlacio´n cruzadas. En cuatro de ellas se
aprecian correlaciones significativas, sin embargo, se considera que el modelo de la
tabla 3.80 representa de forma adecuada la correlacio´n dina´mica entre las variables.
Tabla 3.81: Unio´n Fenosa: Funcio´n de correlacio´n cruzada residual del VAR(1)
Retardos r11 r12 r13 r14 r15
1 -0,044 -0,066 -0,059 -0,038 -0,023
2 -0,111 -0,157 -0,149 -0,171* -0,074
3 0,056 0,095 -0,001 0,006 0,087
4 -0,112 -0,165* -0,137 -0,126 -0,084
5 -0,013 -0,070 -0,067 -0,056 -0,101
r21 r22 r23 r24 r25
1 -0,026 -0,032 -0,022 -0,009 -0,004
2 -0,109 -0,109 -0,054 -0,083 -0,049
3 -0,034 -0,005 -0,051 -0,006 0,003
4 -0,037 -0,044 -0,040 -0,054 -0,031
5 0,088 0,061 0,039 0,027 -0,037
r31 r32 r33 r34 r35
1 -0,047 -0,046 -0,031 -0,017 -0,013
2 -0,044 -0,028 0,046 -0,008 0,018
3 0,065 0,071 -0,015 0,002 0,001
4 0,016 -0,025 -0,033 -0,032 -0,019
5 0,090 0,045 0,005 0,000 -0,043
r41 r42 r43 r44 r45
1 -0,019 -0,029 -0,016 -0,005 -0,006
2 0,068 0,104 0,113 0,027 0,031
3 0,080 0,121 0,026 0,033 0,052
4 0,061 0,024 -0,009 -0,031 -0,040
5 0,004 -0,067 -0,113 -0,135 -0,164*
r51 r52 r53 r54 r55
1 -0,019 -0,029 -0,016 -0,005 -0,006
2 0,068 0,104 0,113 0,027 0,031
3 0,080 0,120 0,026 0,033 0,052
4 0,061 0,024 -0,009 -0,031 -0,040
5 0,004 -0,067 -0,113 -0,135 -0,164*
DT= 2√
T
= 0,161. En * significativos al 95%.
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145Gra´fico 3.29: Unio´n Fenosa: Residuos del VAR(1)
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Cap´ıtulo 4
Experimento II: Caso restringido
4.1 Introduccio´n
En este cap´ıtulo, se compara la precisio´n predictiva de los modelos perio´dicos
restringidos del estilo de los aplicados por Novales y Flores (1997), con los modelos
univariantes simples.
Los modelos univariantes son los mismos que los presentados en el cap´ıtulo
anterior, ya que las series objeto de estudio son las mismas.
En el anterior cap´ıtulo, los modelos VAR con las series en niveles no mejo-
raban las previsiones de los modelos univariantes, en casi ninguno de los casos. Se
modelizan ahora las series estacionarias para poder contrastar la significatividad de
los para´metros del modelo.
Al realizar el ana´lisis univariante de las series diarias, todas ellas son I(1). El
modelo perio´dico se construye sobre las cinco series, que son cada uno de los d´ıas
laborables de una semana. Si se toma una diferencia regular sobre las series de los
d´ıas, es similar a tomar una diferencial estacional a la serie diaria. Por ello se estima
un modelo perio´dico de correccio´n del error del tipo de los aplicados en Franses y
Romijn (1993).
Para construir este modelo VEC, se parte del orden del modelo VAR estimado
en el cap´ıtulo anterior. Al eliminar los para´metros no significativos, se observa en
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los gra´ficos de los residuos y en la funcio´n de correlacio´n cruzada, que en muchos
casos hay que incrementar el orden del VEC estimado.
Posteriormente, a estos modelos se les aplica el contraste de estacionalidad
univariante desarrollado por Flores y Novales (1997) y se compara la precisio´n a
la hora de prever de los modelos seleccionados por el contraste, tanto dentro de la
muestra, como fuera de ella.
El cap´ıtulo finaliza comprobando la posibilidad de construir modelos com-
puestos, y estudiando la capacidad predictiva de e´stos.
4.2 Estimacio´n modelos VEC
Para el estudio de las relaciones de cointegracio´n en el vector de variables en
niveles ,(lt, mt, xt, jt, vt), se usa el me´todo de Engle y Granger (1987). Para ello se
representan gra´ficamente las relaciones de cointegracio´n obtenidas del contraste y
se estudia su estacionariedad. Por el me´todo de Engle y Granger se obtienen cuatro
relaciones de cointegracio´n para todas las series.
Estas cuatro relaciones de cointegracio´n son las que aparecen en Franses y
Romijn (1993) e indican que las series diarias son I(1).
Se comienza identificando modelos VEC(0), ya que se parte de los VAR(1)
estimados en el cap´ıtulo anterior. Al ser ahora las series estacionarias, se pueden
eliminar los para´metros no significativos de los modelos. Al hacer esto aparecen
correlaciones significativas en los retardos de las funciones de correlacio´n cruzadas,
lo que hace que se incremente el orden del VEC.
En el ape´ndice 4.A aparecen, para cada una de las series y de forma detalla-
da, el estudio de la existencia de las relaciones de cointegracio´n, el VEC estimado
restringido, con el gra´fico de los residuos y la tabla con los valores de las funciones de
correlacio´n cruzadas, y el VEC ortogonalizado, que es la representacio´n del modelo
compuesto.
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4.3 Contraste
En esta seccio´n se aplica el contraste de estacionalidad desarrollado por Flores
y Novales (1997) a las variables modelizadas en la seccio´n anterior. Los resultados
aparecen en la tabla 4.1.
Tabla 4.1: Contraste de estacionalidad univariante
Valores lnLr lnLsr Estad´ısticoa VEC(p)
IBEX -51,15 -50,70 72,75 0
ABE -47,03 -46,56 72,38* 1
ACS -46,60 -45,79 124,16 2
ACX -45,31 -44,85 71,35* 2
ALT -46,22 -45,67 83,61* 2
ANA -43,64 -43,25 59,82* 1
BBVA -47,15 -46,36 121,75 1
BKT -45,88 -45,32 87,56 0
BTO -48,27 -47,27 154,46 2
ELE -45,85 -44,93 141,87 1
ENG -46,50 -45,32 181,23 2
FCC -45,69 -44,92 117,50 2
FER -43,89 -43,74 24,74* 2
GAM -42,78 -42,50 43,22* 0
GAS -47,09 -46,15 147,11 1
IBE -47,22 -46,46 118,44 1
IBLA -42,73 -42,61 17,97* 0
IDR -45,90 -45,59 46,99* 0
ITX -45,48 -44,65 70,63 0
MVC -41,75 -39,69 313,71 2
POP -49,40 -48,74 102,56 1
REP -45,81 -45,00 124,82 2
SAN -47,55 -46,79 117,32 1
TEF -48,05 -47,53 79,88 1
UNF -45,48 -45,07 62,88 0
aLos valores cr´ıticos para una χ2p al 95%, con p=38, 58, 78 , son respectivamente 53,38 , 76,78
y 99,62.
Los resultados cambian notablemente en relacio´n al cap´ıtulo anterior. Cuando
se estima un VAR(1) sin restringir, so´lo en 3 casos se elige el modelo univariante
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como el correcto. Ahora, con los modelos perio´dicos restringidos, para 8 casos de
25, el modelo univariante es el modelo elegido al 95% de confianza. Las variables
seleccionadas son: Abertis, Acerinox, Altadis, Acciona, Ferrovial, Gamesa, Iberia e
Indra.
Al tener la posibilidad de restringir los para´metros de los modelos perio´dicos,
se pasa de 3 casos a 8 donde se elige la especificacio´n univariante sobre el modelo
perio´dico. Es decir, se incrementa casi un 170% los casos donde no se rechaza el
contraste de estacionalidad univariante. Aunque el porcentaje se ha incrementado
favorablemente a una modelizacio´n univariante, todav´ıa hay un gran nu´mero de
variables para las que el modelo perio´dico es una forma alternativa de representar
la dina´mica de las variables.
En la siguiente seccio´n se repite el ejercicio de previsio´n realizado en el anterior
cap´ıtulo, para comprobar si la seleccio´n de modelos realizada por el contraste elige
aquel modelo que mejor preve´.
4.4 Previsiones
En la tabla 4.2 aparecen las previsiones dentro de la muestra, para poder
comparar la capacidad predictiva del modelo autorregresivo con el modelo perio´di-
co. Igual que en el cap´ıtulo anterior, aparecen las medidas de previsio´n para la serie
completa, y para cada uno de los d´ıas de la semana. Los ı´ndices subrayados son
aquellos para los que el contraste selecciona el modelo univariante. En negrita apa-
rece sen˜alado el RECM del modelo que mejor preve´ para el global de la serie. Por
u´ltimo, se recuadran los RECM de los d´ıas donde el modelo que mejor preve´ no es
el que mejor lo hace para el global. Todos los RECM esta´n multiplicados por diez
mil.
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Tabla 4.2: Precisio´n de las previsiones dentro de la muestra
RECM RECM RECM
AR(p) VEC(p) AR(p) VEC(p) AR(p) VEC(p)
IBEX 0,628 0,619 ABE 0,950 1,079 ACS 1,027 0,980
l 0,684 0,653 l 0,974 1,127 l 1,279 1,277
m 0,524 0,505 m 0,885 0,987 m 0,963 0,909
x 0,639 0,634 x 0,939 0,984 x 1,031 0,971
j 0,669 0,696 j 0,944 0,948 j 0,970 0,940
v 0,612 0,591 v 1,004 1,308 v 0,839 0,719
ACX 1,128 1,146 ALT 1,039 1,076 ANA 1,272 1,293
l 0,972 0,974 l 1,012 1,068 l 1,096 1,109
m 1,079 1,091 m 0,894 0,951 m 1,250 1,262
x 1,198 1,222 x 1,008 1,054 x 1,317 1,353
j 1,062 1,079 j 1,302 1,325 j 1,389 1,427
v 1,299 1,330 v 0,930 0,939 v 1,288 1,293
BBVA 1,093 0,920 BKT 1,217 1,187 BTO 0,933 0,816
l 1,461 1,180 l 1,103 1,012 l 1,210 0,864
m 0,771 0,783 m 0,936 0,870 m 0,837 0,699
x 0,958 0,834 x 1,261 1,247 x 0,752 0,779
j 0,915 0,929 j 1,617 1,643 j 0,816 0,705
v 1,220 0,816 v 1,052 1,007 v 0,978 0,997
ELE 1,122 1,081 ENG 1,045 0,980 FCC 1,126 1,066
l 1,048 1,014 l 1,003 0,950 l 1,143 1,110
m 1,621 1,561 m 0,904 0,875 m 1,016 0,936
x 0,983 0,935 x 1,028 0,995 x 1,046 1,008
j 0,916 0,884 j 1,251 1,136 j 1,293 1,193
v 0,875 0,846 v 1,007 0,921 v 1,110 1,062
FER 1,228 1,421 GAM 1,426 1,432 GAS 0,991 0,924
l 1,274 1,281 l 1,199 1,214 l 0,830 0,826
m 1,080 1,322 m 1,416 1,433 m 0,880 0,864
x 1,025 1,085 x 1,517 1,523 x 1,239 1,109
j 1,328 1,332 j 1,656 1,685 j 1,075 0,981
v 1,392 1,939 v 1,297 1,364 v 0,869 0,804
IBE 0,960 0,928 IBLA 1,380 1,393 IDR 1,046 1,047
l 0,880 0,845 l 1,200 1,224 l 1,109 1,129
m 1,024 0,995 m 1,161 1,164 m 0,945 0,946
x 1,007 1,108 x 1,742 1,778 x 1,115 1,126
j 0,778 0,782 j 1,233 1,235 j 1,114 1,121
v 1,080 0,876 v 1,477 1,472 v 0,934 0,940
Continu´a en la pa´gina siguiente
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Tabla 4.2: Continuacio´n
RECM RECM RECM
AR(p) VEC(p) AR(p) VEC(p) AR(p) VEC(p)
ITX 1,167 1,147 MVC 1,889 1,829 POP 0,764 0,722
l 1,066 0,996 l 1,763 1,508 l 0,797 0,695
m 0,989 0,986 m 1,509 1,284 m 0,745 0,709
x 1,320 1,305 x 2,257 2,061 x 0,815 0,792
j 1,390 1,400 j 2,365 2,400 j 0,807 0,748
v 1,012 0,977 v 1,333 1,672 v 0,643 0,657
REP 1,111 1,040 SAN 0,929 0,881 TEF 0,922 0,919
l 1,030 1,080 l 1,131 1,092 l 0,978 0,841
m 1,215 1,084 m 0,778 0,746 m 0,810 0,763
x 0,953 0,888 x 0,885 0,834 x 0,843 0,829
j 1,288 1,209 j 0,930 0,892 j 0,850 0,826
v 1,035 0,903 v 0,884 0,799 v 1,096 1,251
UNF 1,106 1,078
l 1,271 1,273
m 1,144 1,075
x 0,865 0,864
j 1,159 1,109
v 1,050 1,029
Fin de la tabla
De las 8 series cuya modelizacio´n es univariante, de acuerdo con el contraste,
en los 8 casos, la mejor previsio´n intramuestral la obtiene el modelo univariante.
Adema´s, para estos 8 casos, el modelo perio´dico no bate al modelo univariante para
ninguno de los d´ıas. Con lo cual no es posible construir modelos compuestos para
estas variables.
En los 17 valores donde se rechaza el contraste, en todos ellos el modelo
perio´dico genera previsiones ma´s precisas que el modelo univariante. Sin embargo,
para estos 17 casos, no siempre el modelo perio´dico es el que mejor preve´ todos los
d´ıas. De hecho, so´lo en 6 de los 17 casos, el modelo perio´dico se comporta mejor
para todos los d´ıas. Estos ı´ndices son: ACS, Endesa, Enagas, FCC, Gas Natural y
Santander.
En la tabla 4.3 se comprueba si las anteriores pautas se trasladan a las pre-
visiones fuera de la muestra.
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Tabla 4.3: Precisio´n de las previsiones fuera de la muestra
RECM RECM RECM
AR(p) VEC(p) AR(p) VEC(p) AR(p) VEC(p)
IBEX 0,827 0,826 ABE 0,919 1,015 ACS 1,113 1,167
l 0,731 0,738 l 0,960 0,962 l 0,927 0,916
m 0,667 0,584 m 0,652 0,623 m 0,806 0,883
x 1,067 1,047 x 0,900 1,038 x 1,511 1,580
j 0,823 0,835 j 0,989 1,063 j 1,166 1,235
v 0,790 0,857 v 1,045 1,276 v 1,020 1,081
ACX 1,592 1,629 ALT 1,812 2,196 ANA 2,033 2,086
l 1,436 1,518 l 1,001 0,973 l 2,000 1,949
m 0,845 0,778 m 0,728 2,655 m 1,884 1,976
x 1,778 1,946 x 0,644 0,797 x 2,371 2,430
j 1,897 1,850 j 3,536 3,592 j 2,034 2,178
v 1,772 1,773 v 1,402 1,603 v 1,835 1,846
BBVA 1,173 1,220 BKT 1,371 1,396 BTO 1,078 1,066
l 0,960 0,938 l 1,114 1,039 l 1,410 1,188
m 1,004 1,087 m 1,241 1,341 m 0,940 0,847
x 1,293 1,375 x 1,815 1,771 x 1,265 1,309
j 0,903 1,265 j 1,325 1,494 j 0,812 0,814
v 1,570 1,375 v 1,251 1,224 v 0,820 1,087
ELE 0,694 0,689 ENG 1,196 1,339 FCC 1,401 1,368
l 0,698 0,621 l 1,208 1,327 l 1,105 1,184
m 0,733 0,612 m 0,769 0,904 m 0,853 0,862
x 0,678 0,680 x 1,541 1,387 x 2,055 1,994
j 0,695 0,749 j 1,158 1,639 j 1,347 1,131
v 0,662 0,766 v 1,177 1,331 v 1,351 1,398
FER 1,321 1,604 GAM 1,774 1,792 GAS 1,397 1,437
l 1,420 1,356 l 1,739 1,723 l 1,024 1,063
m 1,075 1,215 m 1,336 1,421 m 1,786 1,726
x 1,493 1,699 x 2,001 2,007 x 1,457 1,619
j 1,236 1,345 j 1,941 1,938 j 1,373 1,365
v 1,341 2,203 v 1,779 1,811 v 1,229 1,316
IBE 1,373 1,526 IBLA 1,650 1,655 IDR 1,036 1,046
l 1,020 1,047 l 1,242 1,255 l 0,821 0,821
m 1,161 1,266 m 2,111 2,110 m 1,248 1,237
x 1,698 2,106 x 1,878 1,930 x 0,863 0,906
j 1,349 1,695 j 1,246 1,189 j 1,065 1,064
v 1,529 1,278 v 1,592 1,591 v 1,123 1,147
Continu´a en la pa´gina siguiente
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Tabla 4.3: Continuacio´n
RECM RECM RECM
AR(p) VEC(p) AR(p) VEC(p) AR(p) VEC(p)
ITX 1,158 1,163 MVC 1,657 1,770 POP 1,121 1,069
l 1,213 1,216 l 1,553 1,676 l 1,048 1,037
m 1,128 1,197 m 2,489 2,340 m 0,978 0,926
x 1,215 1,173 x 1,238 1,042 x 1,579 1,440
j 1,097 1,256 j 1,156 1,590 j 1,053 0,934
v 1,132 0,948 v 1,501 1,943 v 0,794 0,915
REP 1,453 1,362 SAN 1,018 1,149 TEF 0,931 0,940
l 0,861 1,039 l 0,901 1,092 l 0,820 0,875
m 1,050 0,864 m 0,864 0,868 m 0,698 0,667
x 1,471 1,225 x 1,228 1,280 x 1,210 1,192
j 1,473 1,239 j 0,867 0,852 j 0,884 0,888
v 2,093 2,100 v 1,167 1,514 v 0,938 1,000
UNF 1,378 1,375
l 0,918 0,989
m 1,607 1,626
x 1,563 1,497
j 1,393 1,467
v 1,298 1,197
Fin de la tabla
Fuera de la muestra, los modelos univariantes son los que mejor preve´n en
los 8 casos en los que fueron seleccionados por el contraste.
En 7 de los 17 casos restantes, el modelo perio´dico tiene mejores resultados
que el modelo univariante. En el anterior cap´ıtulo, en so´lo 2 casos el modelo pe-
rio´dico consegu´ıa las mejores previsiones. Esto es un incremento importante, pero
se considera que todav´ıa no es suficiente mejora.
Estos 7 casos son: Ibex-35, Banesto, Endesa, FCC, Banco Popular, Repsol y
Unio´n Fenosa. Dentro de e´stos se encuentran los dos u´nicos casos para los que el
modelo perio´dico ten´ıa mejores resultados en el anterior cap´ıtulo, que eran FCC y
Repsol.
En estos 7 casos, el contraste de estacionalidad univariante fue rechazado
para el 95% de confianza.
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Se comprueba si se pueden construir modelos compuestos. Igual que en el
anterior cap´ıtulo, se comprueba que´ modelo preve´ mejor para cada uno de los d´ıas
dentro de la muestra, y se usa esos modelos para calcular las previsiones fuera de la
muestra. Los resultados de los modelos compuestos constru´ıdos aparecen en la tabla
4.4.
Tabla 4.4: Precisio´n de las previsiones modelos compuestos
RECM
AR(p) VEC(p) Compuesto
IBEX 0,827 0,826 0,824
BBVA 1,173 1,220 1,139
BKT 1,371 1,396 1,361
BTO 1,078 1,066 1,006
IBE 1,373 1,526 1,344
ITX 1,158 1,163 1,131
MVC 1,657 1,770 1,610
POP 1,121 1,069 1,050
REP 1,453 1,362 1,337
TEF 0,931 0,940 0,927
UNF 1,378 1,375 1,365
Los resultados no podr´ıan ser mejores. Para todas las series para las que se
ha constru´ıdo un modelo compuesto, este modelo compuesto es el ma´s preciso a la
hora de prever.
Se aplica el contraste de igualdad de precisio´n en las previsiones de Diebold
y Mariano (1995). Los resultados se muestran en la tabla 4.5:
Igual que en el anterior cap´ıtulo se usan los valores cr´ıticos de McCracken
(2007). Debajo del valor del estad´ıstico aparece el valor cr´ıtico al 95% obtenido por
McCracken. Los modelos cuyas previsiones son iguales, segu´n el contraste, aparecen
sen˜aladas con un asterisco.
La tabla 4.5 indica que en 3 de los 11 casos, el modelo compuesto no da
previsiones estad´ısticamente diferentes a las obtenidas por los otros modelos. Estos
casos son : IBEX-35, Bankinter e Inditex.
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Tabla 4.5: Contraste de Diebold-Mariano
IBEX VEC(p) Compuesto BBVA VEC(p) Compuesto
AR(p) 0,496∗
(1,281)
0,735∗
(1,342)
AR(p) 1,154
(1,007)
VEC(p) VEC(p) 1,535
(1,064)
BKT VEC(p) Compuesto BTO VEC(p) Compuesto
AR(p) 0,328∗
(1,342)
0,288∗
(1,416)
AR(p) 0,877∗
(1,007)
1,550
(1,064)
IBE VEC(p) Compuesto ITX VEC(p) Compuesto
AR(p) 1,624
(1,007)
AR(p) 0,701∗
(1,064)
0,893∗
(1,122)
VEC(p) 1,702
(1,031)
VEC(p)
MVC VEC(p) Compuesto POP VEC(p) Compuesto
AR(p) 1,091
(1,007)
AR(p) 1,849
(1,007)
VEC(p) 1,702
(1,122)
VEC(p) 1,306
(1,064)
REP VEC(p) Compuesto TEF VEC(p) Compuesto
AR(p) 1,220
(1,007)
AR(p) 1,100
(1,007)
VEC(p) 1,195
(1,064)
VEC(p) 1,349
(1,031)
UNF VEC(p) Compuesto
AR(p) 0,179∗
(1,086)
0,365∗
(1,122)
4.5 Conclusiones
En este cap´ıtulo se construyen, para las 25 series objeto de estudio, un mo-
delo perio´dico de correccio´n del error. Este modelo se ha restringido eliminando los
para´metros no significativos. Los modelos univariantes estimados son los mismos del
cap´ıtulo anterior.
Los resultados obtenidos han sido importantes por varias razones. Cuando se
estima un VEC, y este se restringe de una manera apropiada, el contraste de estacio-
nalidad univariante desarrollado por Flores y Novales (1997), ha demostrado ser una
herramienta que puede seleccionar aquel modelo que mejor preve´. Se ha obtenido
que en el 100% de los casos considerados, cuando el contraste selecciona el modelo
univariante, este modelo es el que obtiene mejores previsiones tanto dentro de la
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muestra como fuera de la muestra. Adema´s, el modelo univariante preve´ mejor den-
tro de la muestra para todos los d´ıas de la semana, imposibilitando la construccio´n
de un modelo compuesto.
El otro resultado importante es la posibilidad de construir modelos compues-
tos que mejoran las previsiones. En el cap´ıtulo anterior, so´lo en 2 casos (BBVA y
Repsol) de los 8 donde se pudo construir un modelo compuesto, e´ste fue el que
mejores previsiones realizo´.
En este cap´ıtulo se han podido construir 11 modelos compuestos frente a los
8 de antes, un incremento del 37,5%. Adema´s en los 11 casos, el modelo compuesto
ha sido el que mejores previsiones ha generado.
4.A Ape´ndice: Estimacio´n modelos VEC
Para todos los valores se comprueba si existen las cuatro relaciones de cointe-
gracio´n que aparecen en Franses y Romijn (1993) y que permiten escribir el VECM,
cuando la serie original diaria es I(1):
ecm1t = vt − jt
ecm2t = jt − xt
ecm3t = xt −mt
ecm4t = mt − lt (4.1)
Para comprobarlo, para todas las series, se usa el me´todo de Engle y Granger
(1987), y se presenta
4.A.1 IBEX-35
4.A.1.1 Relaciones de cointegracio´n
En la tabla 4.6 se presenta el test ADF que muestra, efectivamente, la pre-
sencia de las cuatro relaciones de cointegracio´n, segu´n el me´todo de Engle y Granger
158 4.A. Ape´ndice: Estimacio´n modelos VEC
(1987).
Tabla 4.6: IBEX-35: Test de cointegracio´n, me´todo de Engle-Granger
Variable
p = 0
dependiente
ecm1t -10,35
ecm2t -11,81
ecm3t -10,76
ecm4t -12,95
Valor cr´ıtico(95%):-5,28
(Phillips y Ouliaris (1990)).
Los gra´ficos de los residuos de estas relaciones de cointegracio´n se presentan
en el gra´fico 4.1 , y en ellos se observa el cara´cter estacionario de e´stas.
Gra´fico 4.1: IBEX-35: Relaciones de cointegracio´n
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4.A.1.2 Estimacio´n modelo VEC
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados, salvo los de las relaciones de cointegracio´n, que se restringen. Los
resultados aparecen en la tabla 4.7.
Tabla 4.7: IBEX-35: Estimacio´n del VEC(0)
Variable
dependiente
Ecuacionesa
∇lt ∇mt ∇xt ∇jt ∇vt
µ 0,002
(0,001)
0,002
(0,001)
0,003
(0,001)
ecm1t−1 1,31
(0,09)
1,36
(0,11)
1,25
(0,13)
1,31
(0,17)
0,48
(0,19)
ecm2t−1 0,97
(0,07)
1,04
(0,08)
0,98
(0,06)
ecm3t−1 0,87
(0,06)
0,88
(0,06)
ecm4t−1 1,13
(0,06)
aLa tabla muestra los coeficientes estimados del modelo VEC donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (4.2).
Σu =


4, 30E − 05 4, 63E − 05 4, 18E − 05 4, 63E − 05 4, 65E − 05
4, 63E − 05 7, 59E − 05 7, 36E − 05 8, 01E − 05 7, 93E − 05
4, 18E − 05 7, 36E − 05 1, 10E − 04 1, 18E − 04 1, 17E − 04
4, 63E − 05 8, 01E − 05 1, 18E − 04 1, 68E − 04 1, 78E − 04
4, 65E − 05 7, 93E − 05 1, 17E − 04 1, 78E − 04 2, 26E − 04


(4.2)
El gra´fico 4.2 muestra los residuos del VEC(0). Por otro lado, en la tabla 4.8
se presentan las funciones de correlacio´n cruzadas. En ninguna de ellas se aprecian
correlaciones significativas, por lo cual, el modelo de la tabla 4.7 representa de forma
adecuada la correlacio´n dina´mica entre las variables.
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Tabla 4.8: IBEX-35: Funcio´n de correlacio´n cruzada residual del VEC(0)
Retardos r11 r12 r13 r14 r15
1 -0,016 0,041 0,062 0,066 0,070
2 0,035 -0,011 -0,057 -0,006 -0,061
3 -0,009 0,059 0,066 0,069 0,049
4 -0,033 -0,034 0,012 0,010 0,035
5 -0,014 -0,009 0,077 0,077 0,073
r21 r22 r23 r24 r25
1 -0,009 0,062 0,076 0,081 0,085
2 0,063 0,049 -0,001 0,027 -0,047
3 0,008 0,099 0,091 0,102 0,070
4 -0,054 -0,029 0,034 0,079 0,095
5 -0,048 -0,033 0,020 0,046 0,055
r31 r32 r33 r34 r35
1 -0,088 -0,006 0,019 0,038 0,046
2 0,011 0,030 0,015 0,048 -0,019
3 0,018 0,090 0,046 0,021 -0,038
4 -0,046 0,003 0,086 0,126 0,132
5 -0,067 -0,065 -0,057 -0,010 0,021
r41 r42 r43 r44 r45
1 -0,114 -0,035 0,029 0,048 0,058
2 -0,057 -0,043 -0,018 0,001 -0,089
3 0,042 0,069 0,041 0,039 0,025
4 -0,135 -0,074 0,012 0,017 0,025
5 -0,082 -0,073 -0,044 -0,017 0,005
r51 r52 r53 r54 r55
1 -0,154 -0,096 -0,013 0,007 0,025
2 -0,046 -0,052 0,021 0,041 -0,063
3 0,003 0,035 -0,002 -0,031 -0,045
4 -0,122 -0,053 -0,007 -0,008 -0,005
5 -0,070 -0,049 -0,032 -0,014 0,003
DT= 2√
T
= 0, 161. En * significativos al 95%.
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La forma correcta de mostrar el modelo perio´dico es a trave´s del VEC orto-
gonalizado. A trave´s de la matriz 4.2, se puede obtener la matriz A0 con la que se
ortogonaliza el modelo:
A0 =


1 0 0 0 0
−1, 08 1 0 0 0
0, 21 −1, 10 1 0 0
−0, 05 −0, 01 −1, 05 1 0
−0, 02 0, 02 0, 31 −1, 28 1


(4.3)
Premultiplicando el modelo de la tabla 4.7 por la matriz 4.3 se obtiene el
modelo ortogonalizado que representa el modelo perio´dico, que aparece en la tabla
4.9.
Tabla 4.9: IBEX-35: Modelo VEC(0) ortogonalizado
Variable
dependiente
Ecuaciones
∇lt ∇mt ∇xt ∇jt ∇vt
µ 0,0020 -0,0001 0,0011
ecm1t−1 1,31 -0,054 0,037 -0,079 -0,80
ecm2t−1 0,97 -0,0069 0,047 -1,09 0,31
ecm3t−1 0,87 -0,060 -0,78 -0,051 -0,0005
ecm4t−1 1,13 -1,21 0,24 -0,060 -0,027
∇lt 1,08 -0,21 0,053 0,024
∇mt 1,10 0,0057 -0,023
∇xt 1,05 0,31
∇jt 1,28
4.A.2 Abertis
4.A.2.1 Relaciones de cointegracio´n
La existencia de las cuatro relaciones de cointegracio´n se muestra en la tabla
4.10.
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Tabla 4.10: Abertis: Test de cointegracio´n, me´todo de Engle-Granger
Variable
p = 0
dependiente
ecm1t -10,92
ecm2t -12,24
ecm3t -12,70
ecm4t -13,54
Valor cr´ıtico(95%):-5,28
(Phillips y Ouliaris (1990)).
Los gra´ficos de los residuos de estas relaciones de cointegracio´n se presentan
en el gra´fico 4.3 , y en ellos se observa el cara´cter estacionario de e´stas.
Gra´fico 4.3: Abertis: Relaciones de cointegracio´n
4.A.2.2 Estimacio´n modelo VEC
Los para´metros se estiman de forma conjunta por mı´nimos cuadrados ge-
neralizados, salvo las relaciones de cointegracio´n anteriores, que se restringen. Los
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resultados aparecen en la tabla 4.11.
Tabla 4.11: Abertis: Estimacio´n del VEC(1)
Variable
dependiente
Ecuacionesa
∇lt ∇mt ∇xt ∇jt ∇vt
µ 0,001
(0,001)
0,002
(0,001)
0,003
(0,001)
0,003
(0,002)
0,004
(0,002)
ecm1t−1 1,29
(0,11)
1,44
(0,16)
1,45
(0,20)
1,48
(0,24)
0,39
(0,29)
ecm2t−1 1,17
(0,11)
1,42
(0,15)
1,53
(0,19)
0,59
(0,23)
0,45
(0,28)
ecm3t−1 1,01
(0,11)
1,20
(0,16)
0,28
(0,20)
0,55
(0,24)
0,50
(0,29)
ecm4t−1 1,13
(0,12)
0,18
(0,17)
0,20
(0,21)
0,38
(0,26)
0,34
(0,31)
∇jt−1 −0,20
(0,08)
∇vt−1 −0,19
(0,08)
−0,34
(0,11)
−0,42
(0,14)
−0,48
(0,16)
−0,22
(0,21)
aLa tabla muestra los coeficientes estimados del modelo VEC donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (4.4).
Σu =


8, 82E − 05 9, 27E − 05 9, 30E − 05 9, 43E − 05 9, 43E − 05
9, 27E − 05 1, 72E − 04 1, 77E − 04 1, 88E − 04 2, 02E − 04
9, 30E − 05 1, 77E − 04 2, 70E − 04 2, 84E − 04 3, 13E − 04
9, 43E − 05 1, 88E − 04 2, 84E − 04 3, 89E − 04 4, 36E − 04
9, 43E − 05 2, 02E − 04 3, 13E − 04 4, 36E − 04 5, 64E − 04


(4.4)
Los residuos del VEC(1) aparecen en el gra´fico 4.4. Por otro lado, en la
tabla 4.12 se presentan las funciones de autocorrelacio´n cruzadas. So´lo se aprecian
dos correlaciones cruzadas significativa al 95%, ambas en un tercer retardo, por lo
que se considera que el modelo de la tabla 4.11 representa de forma adecuada la
correlacio´n dina´mica entre las variables.
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Tabla 4.12: Abertis: Funcio´n de correlacio´n cruzada residual del VEC(1)
Retardos r11 r12 r13 r14 r15
1 -0,036 -0,041 -0,040 -0,027 -0,026
2 -0,082 -0,095 -0,105 -0,075 -0,048
3 0,092 0,081 0,052 0,096 0,049
4 0,018 -0,048 -0,036 -0,047 -0,042
5 0,005 -0,027 0,005 -0,022 -0,045
r21 r22 r23 r24 r25
1 -0,041 -0,052 -0,051 -0,035 -0,028
2 -0,086 -0,104 -0,106 -0,060 -0,034
3 0,155 0,173* 0,147 0,148 0,105
4 -0,048 -0,035 0,058 0,033 0,038
5 0,038 0,024 0,068 0,035 0,026
r31 r32 r33 r34 r35
1 -0,036 -0,047 -0,045 -0,029 -0,022
2 -0,070 -0,086 -0,090 -0,032 0,007
3 0,087 0,184* 0,157 0,157 0,116
4 -0,035 0,001 0,093 0,049 0,083
5 -0,038 -0,041 0,008 -0,014 -0,035
r41 r42 r43 r44 r45
1 -0,035 -0,047 -0,045 -0,032 -0,021
2 -0,101 -0,101 -0,099 -0,041 -0,016
3 0,046 0,135 0,118 0,124 0,103
4 -0,047 -0,019 0,069 0,025 0,023
5 -0,095 -0,124 -0,073 -0,095 -0,119
r51 r52 r53 r54 r55
1 -0,029 -0,047 -0,045 -0,037 -0,024
2 -0,115 -0,087 -0,074 -0,001 0,016
3 0,005 0,126 0,125 0,124 0,103
4 -0,013 0,029 0,067 0,047 0,041
5 -0,063 -0,081 -0,033 -0,071 -0,096
DT= 2√
T
= 0, 161. En * significativos al 95%.
Para representar un modelo perio´dico, lo correcto es hacerlo con un VEC
ortogonalizado. Para obtener la matriz A0 con la que se ortogonaliza el modelo, se
utiliza la matriz 4.4.
A0 =


1 0 0 0 0
−1, 04 1 0 0 0
0, 07 −1, 09 1 0 0
0, 11 −0, 09 −1, 03 1 0
0, 15 0, 01 0, 01 −1, 17 1


(4.5)
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Premultiplicando el modelo de la tabla 4.11 por la matriz 4.5 se obtiene el
modelo ortogonalizado que representa el modelo perio´dico, que se muestra en la
tabla 4.13.
Tabla 4.13: Abertis: Modelo VEC(1) ortogonalizado
Variable
dependiente
Ecuaciones
∇lt ∇mt ∇xt ∇jt ∇vt
µ 0,0010 0,0010 0,0010 -0,0001 0,0007
ecm1t−1 1,29 0,089 0,027 -0,012 -1,11
ecm2t−1 0,17 0,21 0,11 -1,00 -0,016
ecm3t−1 1,01 0,14 -0,92 0,26 0,036
ecm4t−1 1,13 -0,99 0,09 0,28 0,063
∇lt 1,04 -0,071 -0,11 -0,15
∇mt 1,06 0,094 -0,012
∇xt 1,03 -0,014
∇jt 1,17
∇jt−1 -0,20
∇vt−1 -0,19 -0,14 -0,080 -0,032 0,30
4.A.3 ACS
4.A.3.1 Relaciones de cointegracio´n
La existencia de las relaciones de cointegracio´n se muestra en la tabla 4.14.
Tabla 4.14: ACS: Test de cointegracio´n, me´todo de Engle-Granger
Variable
p = 0
dependiente
ecm1t -13,20
ecm2t -12,77
ecm3t -12,13
ecm4t -13,26
Valor cr´ıtico(95%):-5,28
(Phillips y Ouliaris (1990)).
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Los gra´ficos de los residuos de estas relaciones de cointegracio´n se presentan
en el gra´fico 4.5, y en ellos se observa el cara´cter estacionario de e´stas.
Gra´fico 4.5: ACS: Relaciones de cointegracio´n
4.A.3.2 Estimacio´n modelo VEC
Los para´metros se estiman de forma conjunta por mı´nimos cuadrados gene-
ralizados, salvo los de las relaciones de cointegracio´n que se han restringido. Los
resultados aparecen en la tabla 4.15.
4. Experimento II: Caso restringido 169
Tabla 4.15: ACS: Estimacio´n del VEC(2)
Variable
dependiente
Ecuacionesa
∇lt ∇mt ∇xt ∇jt ∇vt
µ 0,002
(0,001)
0,003
(0,001)
ecm1t−1 1,21
(0,13)
1,40
(0,17)
1,40
(0,18)
1,46
(0,22)
0,48
(0,24)
ecm2t−1 1,01
(0,10)
1,12
(0,13)
1,08
(0,09)
0,45
(0,13)
ecm3t−1 1,06
(0,09)
1,19
(0,11)
0,18
(0,07)
ecm4t−1 1,11
(0,13)
0,19
(0,12)
∇lt−1 0,20
(0,10)
0,34
(0,09)
0,10
(0,06)
0,06
(0,04)
∇mt−1 −0,18
(0,10)
−0,21
(0,09)
∇xt−1 0,28
(0,09)
∇jt−1 0,22
(0,09)
∇vt−1 −0,11
(0,07)
−0,13
(0,10)
−0,29
(0,12)
∇xt−2 −0,053
(0,041)
−0,028
(0,052)
−0,082
(0,068)
−0,14
(0,05)
∇jt−2 0,21
(0,10)
0,51
(0,13)
0,37
(0,14)
∇vt−2 −0,15
(0,06)
−0,16
(0,10)
−0,40
(0,13)
−0,41
(0,15)
aLa tabla muestra los coeficientes estimados del modelo VEC donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (4.6).
Σu =


1, 63E − 04 1, 66E − 04 1, 56E − 04 1, 49E − 04 1, 51E − 04
1, 66E − 04 2, 51E − 04 2, 52E − 04 2, 44E − 04 2, 43E − 04
1, 56E − 04 2, 52E − 04 3, 50E − 04 3, 46E − 04 3, 32E − 04
1, 49E − 04 2, 44E − 04 3, 46E − 04 4, 31E − 04 4, 54E − 04
1, 51E − 04 2, 43E − 04 3, 32E − 04 4, 54E − 04 5, 46E − 04


(4.6)
Los residuos del VEC(2) aparecen en el gra´fico 4.6. Por su parte, en la tabla
4.16 se muestran las funciones de correlacio´n cruzadas. Hay que sen˜alar que seis
correlaciones son estad´ısticamente distintas de 0, todas ellas en el retardo 4, pero
no se cree necesario incrementar el orden del VEC(2), por lo que se considera que
el modelo de la tabla 4.15 representa de forma adecuada la relacio´n existente entre
las variables.
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Tabla 4.16: ACS: Funcio´n de correlacio´n cruzada residual del VEC(2)
Retardos r11 r12 r13 r14 r15
1 -0,062 -0,036 -0,046 -0,049 -0,046
2 -0,076 -0,043 -0,012 -0,008 -0,022
3 0,065 0,040 0,028 0,012 -0,007
4 -0,080 -0,118 -0,085 -0,169* -0,202*
5 -0,084 -0,003 0,020 0,021 0,014
r21 r22 r23 r24 r25
1 -0,061 -0,044 -0,032 -0,027 -0,027
2 -0,075 -0,036 -0,008 -0,013 -0,034
3 -0,016 -0,025 -0,025 -0,067 -0,066
4 -0,072 -0,090 -0,065 -0,105 -0,162*
5 -0,114 -0,037 0,006 0,033 0,049
r31 r32 r33 r34 r35
1 -0,066 -0,042 -0,049 -0,056 -0,058
2 -0,085 -0,043 -0,027 -0,036 -0,059
3 0,016 0,029 0,031 -0,016 -0,033
4 -0,131 -0,102 -0,097 -0,117 -0,143
5 -0,149 -0,073 -0,030 0,043 0,070
r41 r42 r43 r44 r45
1 -0,060 -0,035 -0,041 -0,051 -0,048
2 -0,071 -0,016 -0,005 -0,034 -0,055
3 0,037 0,069 0,061 0,009 -0,011
4 -0,162* -0,138 -0,124 -0,153 -0,173*
5 -0,141 -0,096 -0,048 0,005 0,057
r51 r52 r53 r54 r55
1 -0,044 -0,023 -0,025 -0,033 -0,028
2 -0,048 0,000 0,000 -0,029 -0,045
3 0,095 0,113 0,097 0,041 0,022
4 -0,113 -0,105 -0,090 -0,138 -0,171*
5 -0,155 -0,107 -0,054 -0,021 0,022
DT= 2√
T
= 0, 162. En * significativos al 95%.
Para representar correctamente un modelo perio´dico, es necesario hacerlo
con un VEC ortogonalizado. Para obtener la matriz A0 con la que se ortogonaliza
el modelo, se utiliza la matriz 4.6.
A0 =


1 0 0 0 0
−1, 02 1 0 0 0
0, 20 −1, 13 1 0 0
0, 02 0, 06 −1, 04 1 0
−0, 02 −0, 14 0, 57 −1, 43 1


(4.7)
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Premultiplicando el modelo de la tabla 4.15 por la matriz 4.7 se obtiene el
modelo ortogonalizado que representa el modelo perio´dico, el cual aparece en la
tabla 4.17.
Tabla 4.17: ACS: Modelo VEC(2) ortogonalizado
Variable
dependiente
Ecuaciones
∇lt ∇mt ∇xt ∇jt ∇vt
µ 0,0020 0,0001
ecm1t−1 1,21 0,17 0,047 0,11 -1,03
ecm2t−1 1,01 0,097 0,014 -1,05 0,90
ecm3t−1 1,06 0,11 -0,96 -0,095 -0,093
ecm4t−1 1,11 -0,94 0,0069 0,033 -0,053
∇lt 1,02 -0,20 -0,020 0,023
∇mt 1,13 -0,058 0,14
∇xt 1,04 -0,58
∇jt 1,43
∇lt−1 0,20 0,13 -0,25 -0,012 -0,089
∇mt−1 -0,18 -0,028 0,20 -0,016 0,035
∇xt−1 0,28
∇jt−1 0,22 -0,14
∇vt−1 -0,11 0,12
∇xt−2 -0,053 0,026 -0,061 -0,062 0,16
∇jt−2 0,21 0,29 -0,23
∇vt−2 -0,14 -0,0065 -0,24 0,087
4.A.4 Acerinox
4.A.4.1 Relaciones de cointegracio´n
La existencia de las cuatro relaciones de cointegracio´n se muestra en la tabla
4.18.
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Tabla 4.18: Acerinox: Test de cointegracio´n, me´todo de Engle-Granger
Variable
p = 0
dependiente
ecm1t -11,96
ecm2t -13,89
ecm3t -11,46
ecm4t -11,29
Valor cr´ıtico(95%):-5,28
(Phillips y Ouliaris (1990)).
Los gra´ficos de los residuos de estas relaciones de cointegracio´n se presentan
en el gra´fico 4.7 , y en ellos se observa el cara´cter estacionario de e´stas.
Gra´fico 4.7: Acerinox: Relaciones de cointegracio´n
4.A.4.2 Estimacio´n modelo VEC
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados, salvo los de las relaciones de cointegracio´n que se restringen. Los
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resultados aparecen en la tabla 4.19.
Tabla 4.19: Acerinox: Estimacio´n del VEC(2)
Variable
dependiente
Ecuacionesa
∇lt ∇mt ∇xt ∇jt ∇vt
µ 0,002
(0,001)
0,004
(0,001)
0,005
(0,002)
ecm1t−1 1,17
(0,05)
0,97
(0,07)
1,05
(0,08)
0,99
(0,07)
ecm2t−1 0,92
(0,06)
0,96
(0,08)
1,10
(0,09)
ecm3t−1 1,11
(0,06)
1,23
(0,12)
0,34
(0,14)
0,34
(0,17)
0,51
(0,21)
ecm4t−1 0,92
(0,07)
0,14
(0,07)
∇lt−1 −0,15
(0,07)
−0,097
(0,074)
∇mt−1 0,098
(0,062)
0,14
(0,07)
∇xt−1 −0,10
(0,06)
−0,11
(0,07)
−0,19
(0,09)
∇jt−1 −0,14
(0,06)
∇vt−2 0,10
(0,05)
0,14
(0,06)
0,15
(0,06)
0,14
(0,07)
0,15
(0,09)
aLa tabla muestra los coeficientes estimados del modelo VEC donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (4.8).
Σu =


8, 59E − 05 9, 23E − 05 1, 01E − 04 1, 04E − 04 1, 05E − 04
9, 23E − 05 2, 01E − 04 2, 16E − 04 2, 16E − 04 2, 21E − 04
1, 01E − 04 2, 16E − 04 3, 65E − 04 3, 85E − 04 3, 98E − 04
1, 04E − 04 2, 16E − 04 3, 85E − 04 5, 20E − 04 5, 55E − 04
1, 05E − 04 2, 21E − 04 3, 98E − 04 5, 55E − 04 7, 64E − 04


(4.8)
En el gra´fico 4.8 se presentan los residuos del VEC(2), mientras que la funcio´n
de correlacio´n cruzada aparece en la tabla 4.20. Ninguna correlacio´n cruzada es
significativa, por lo que se considera que el modelo 4.19 representa de forma adecuada
la correlacio´n dina´mica entre las variables.
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Tabla 4.20: Acerinox: Funcio´n de correlacio´n cruzada residual del VEC(2)
Retardos r11 r12 r13 r14 r15
1 0,032 -0,004 -0,012 0,003 -0,014
2 0,057 0,022 0,059 0,036 0,001
3 0,057 -0,023 -0,004 0,021 -0,054
4 -0,040 -0,092 -0,093 -0,096 -0,121
5 0,010 -0,034 -0,016 0,000 -0,044
r21 r22 r23 r24 r25
1 -0,030 -0,052 -0,048 -0,017 -0,037
2 -0,003 -0,023 0,027 0,013 0,010
3 0,035 -0,011 0,027 0,039 -0,035
4 -0,066 -0,108 -0,102 -0,034 -0,035
5 0,005 -0,054 -0,063 0,010 -0,010
r31 r32 r33 r34 r35
1 -0,021 -0,023 -0,026 0,007 -0,022
2 -0,039 -0,025 0,033 0,019 -0,005
3 0,012 0,001 0,046 0,044 -0,021
4 -0,014 -0,004 0,004 0,047 0,047
5 0,048 -0,022 0,022 0,098 0,063
r41 r42 r43 r44 r45
1 -0,011 -0,005 -0,011 0,021 -0,014
2 -0,027 -0,036 0,030 0,022 -0,016
3 0,039 0,014 0,076 0,058 0,000
4 -0,040 0,002 0,005 0,040 0,031
5 0,029 0,006 0,042 0,089 0,078
r51 r52 r53 r54 r55
1 -0,003 -0,018 -0,020 0,035 -0,003
2 -0,011 -0,048 0,003 0,008 -0,014
3 -0,045 -0,018 0,039 0,018 0,001
4 -0,002 0,006 0,015 0,050 0,027
5 0,019 0,043 0,057 0,061 0,051
DT= 2√
T
= 0, 162. En * significativos al 95%.
Para poder representar de forma correcta un modelo perio´dico, es necesario
hacerlo a trave´s de un VEC ortogonalizado. Para obtener la matriz A0 con la que
se ortogonaliza el modelo, se utiliza la matriz 4.8.
A0 =


1 0 0 0 0
−1, 08 1 0 0 0
−0, 04 −1, 16 1 0 0
−0, 06 0, 19 −1, 15 1 0
0, 06 −0, 01 0, 18 −1, 21 1


(4.9)
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Premultiplicando el modelo de la tabla 4.19 por la matriz 4.9 se obtiene el
modelo ortogonalizado que representa el modelo perio´dico, el cual se muestra en la
tabla 4.21.
Tabla 4.21: Acerinox: Modelo VEC(2) ortogonalizado
Variable
dependiente
Ecuaciones
∇lt ∇mt ∇xt ∇jt ∇vt
µ 0,0010 0,0029 0,0003
ecm1t−1 1,17 -0,29 -0,028 -0,11 -0,95
ecm2t−1 0,92 -0,023 0,039 -1,14 0,24
ecm3t−1 1,11 0,037 -1,01 0,11 0,21
ecm4t−1 0,92 -0,99 0,10 -0,22 0,079
∇lt 1,08 0,043 0,058 -0,058
∇mt 1,06 -0,19 0,015
∇xt 1,15 -0,18
∇jt 1,21
∇lt−1 -0,15 0,060 0,11 -0,0096 -0,0070
∇mt−1 0,098 0,032 -0,15 0,020 0,0037
∇xt−1 -0,10 0,11 -0,13 -0,056
∇jt−1 -0,14 0,17 -0,026
∇vt−2 0,10 0,035 -0,0030 -0,012 0,0082
4.A.5 Altadis
4.A.5.1 Relaciones de cointegracio´n
En la tabla 4.22 se muestra la existencia de las cuatro relaciones de cointe-
gracio´n.
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Tabla 4.22: Altadis: Test de cointegracio´n, me´todo de Engle-Granger
Variable
p = 0
dependiente
ecm1t -12,66
ecm2t -11,37
ecm3t -11,50
ecm4t -12,33
Valor cr´ıtico(95%):-5,28
(Phillips y Ouliaris (1990)).
Los gra´ficos de los residuos de estas relaciones de cointegracio´n se presentan
en el gra´fico 4.9, y en ellos se observa el cara´cter estacionario de e´stas.
Gra´fico 4.9: Altadis: Relaciones de cointegracio´n
4.A.5.2 Estimacio´n modelo VEC
Se estiman, por mı´nimos cuadrados generalizados, todos los para´metros de
forma conjunta, salvo las relaciones de cointegracio´n que se restringen . Los resulta-
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dos aparecen en la tabla 4.23.
Tabla 4.23: Altadis: Estimacio´n del VEC(2)
Variable
dependiente
Ecuacionesa
∇lt ∇mt ∇xt ∇jt ∇vt
µ 0,002
(0,001)
0,002
(0,001)
0,004
(0,001)
0,005
(0,001)
ecm1t−1 1,03
(0,08)
0,99
(0,12)
0,64
(0,18)
0,74
(0,18)
−0,28
(0,18)
ecm2t−1 0,99
(0,07)
0,82
(0,07)
0,77
(0,11)
−0,29
(0,09)
ecm3t−1 1,08
(0,08)
1,06
(0,08)
0,29
(0,14)
0,44
(0,17)
ecm4t−1 1,29
(0,10)
0,24
(0,11)
0,31
(0,16)
0,46
(0,13)
∇lt−1 −0,12
(0,08)
0,17
(0,07)
∇mt−1 −0,055
(0,045)
0,26
(0,10)
∇xt−1 −0,30
(0,10)
∇jt−1 −0,068
(0,045)
−0,15
(0,10)
−0,26
(0,07)
∇vt−1 0,19
(0,11)
∇lt−2 0,064
(0,028)
0,051
(0,028)
∇xt−2 0,11
(0,04)
∇jt−2 −0,17
(0,06)
−0,16
(0,07)
−0,25
(0,10)
−0,39
(0,09)
−0,30
(0,08)
∇vt−2 0,14
(0,06)
0,15
(0,08)
0,29
(0,10)
aLa tabla muestra los coeficientes estimados del modelo VEC donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (4.10).
Σu =


1, 00E − 04 1, 13E − 04 1, 18E − 04 1, 18E − 04 9, 72E − 05
1, 13E − 04 2, 03E − 04 2, 26E − 04 2, 23E − 04 1, 91E − 04
1, 18E − 04 2, 26E − 04 3, 49E − 04 3, 51E − 04 2, 90E − 04
1, 18E − 04 2, 23E − 04 3, 51E − 04 5, 10E − 04 4, 61E − 04
9, 72E − 05 1, 91E − 04 2, 90E − 04 4, 61E − 04 5, 04E − 04


(4.10)
Los gra´ficos de los residuos del VEC(2) aparecen en el gra´fico 4.10. Por otro
lado, en la tabla 4.24 se presentan las funciones de correlacio´n cruzadas. Dos de las
correlaciones son significativas al 95%, en el retardo 4, sin embargo se considera que
el modelo de la tabla 4.23 representa adecuadamente la relacio´n entre las variables.
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Tabla 4.24: Altadis: Funcio´n de correlacio´n cruzada residual del VEC(2)
Retardos r11 r12 r13 r14 r15
1 -0,006 0,005 0,020 0,011 0,010
2 0,021 0,004 0,000 -0,038 -0,044
3 0,089 0,059 0,048 0,071 0,064
4 -0,162* -0,183* -0,069 -0,063 -0,104
5 0,047 -0,009 -0,082 0,015 0,004
r21 r22 r23 r24 r25
1 -0,025 -0,013 0,006 -0,021 -0,016
2 0,013 0,022 0,043 -0,026 -0,025
3 0,008 0,019 -0,014 0,060 0,042
4 -0,120 -0,143 -0,017 -0,007 -0,073
5 0,060 0,027 -0,025 0,068 0,049
r31 r32 r33 r34 r35
1 -0,041 -0,019 0,004 -0,025 -0,017
2 0,022 0,040 0,055 -0,012 -0,013
3 0,008 -0,006 -0,038 0,069 0,054
4 -0,102 -0,098 -0,003 0,003 -0,061
5 0,125 0,086 -0,004 0,069 0,046
r41 r42 r43 r44 r45
1 -0,038 -0,014 -0,006 -0,044 -0,042
2 0,007 0,051 0,082 -0,015 -0,027
3 -0,027 -0,041 -0,043 0,035 0,002
4 -0,127 -0,135 -0,061 -0,072 -0,102
5 0,145 0,078 0,000 0,103 0,095
r51 r52 r53 r54 r55
1 -0,047 -0,017 -0,016 -0,050 -0,048
2 0,010 0,062 0,095 -0,003 -0,013
3 -0,063 -0,069 -0,069 0,017 -0,024
4 -0,149 -0,129 -0,088 -0,100 -0,133
5 0,142 0,080 -0,003 0,105 0,113
DT= 2√
T
= 0, 162. En * significativos al 95%
Para poder representar de forma correcta un modelo perio´dico, es necesario
hacerlo a trave´s de un VEC ortogonalizado. Para obtener la matriz A0 con la que
se ortogonaliza el modelo, se utiliza la matriz 4.10.
A0 =


1 0 0 0 0
−1, 13 1 0 0 0
0, 23 −1, 22 1 0 0
−0, 08 0, 11 −1, 04 1 0
0, 16 −0, 23 0, 35 −1, 07 1


(4.11)
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Premultiplicando el modelo de la tabla 4.23 por la matriz 4.11 se obtiene el
modelo ortogonalizado que representa el modelo perio´dico, el cual se muestra en la
tabla 4.25.
Tabla 4.25: Altadis: Modelo VEC(2) ortogonalizado
Variable
dependiente
Ecuaciones
∇lt ∇mt ∇xt ∇jt ∇vt
µ 0,0020 -0,0023 0,0025 0,0018 0,0017
ecm1t−1 1,03 -0,16 -0,33 0,10 -0,92
ecm2t−1 0,99 -0,30 0,0032 -0,79 -0,051
ecm3t−1 1,08 -0,15 -1,05 0,32 0,059
ecm4t−1 1,29 -1,21 0,32 0,057 -0,23
∇lt 1,13 -0,23 0,076 -0,16
∇mt 1,22 -0,11 0,23
∇xt 1,04 -0,35
∇jt 1,07
∇lt−1 -0,12 0,30 -0,22
∇mt−1 -0,055 0,067 -0,0061 0,28
∇xt−1 -0,30
∇jt−1 -0,068 0,077 -0,17 -0,096 0,22
∇vt−1 0,19 -0,19 0,066
∇lt−2 0,064 -0,021 -0,048 0,0008 -0,0017
∇xt−2 0,11 -0,12
∇jt−2 -0,17 0,033 -0,096 -0,14 0,039
∇vt−2 0,14 -0,0097 0,14 -0,29 0,089
4.A.6 Acciona
4.A.6.1 Relaciones de cointegracio´n
Se comprueba la existencia de las cuatro relaciones de cointegracio´n en la
tabla 4.26.
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Tabla 4.26: Acciona: Test de cointegracio´n, me´todo de Engle-Granger
Variable
p = 0
dependiente
ecm1t -11,96
ecm2t -13,89
ecm3t -11,46
ecm4t -11,29
Valor cr´ıtico(95%):-5,28
(Phillips y Ouliaris (1990)).
Los gra´ficos de los residuos de estas relaciones de cointegracio´n se presentan
en el gra´fico 4.11 , y en e´l se observa el cara´cter estacionario de e´stas.
Gra´fico 4.11: Acciona: Relaciones de cointegracio´n
4.A.6.2 Estimacio´n modelo VEC
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados, salvo los de las relaciones de cointegracio´n que se restringen. Los
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resultados aparecen en la tabla 4.27.
Tabla 4.27: Acciona: Estimacio´n del VEC(1)
Variable
dependiente
Ecuacionesa
∇lt ∇mt ∇xt ∇jt ∇vt
ecm1t−1 1,14
(0,07)
1,25
(0,14)
1,57
(0,20)
1,70
(0,25)
0,95
(0,28)
ecm2t−1 1,08
(0,06)
1,43
(0,14)
1,71
(0,20)
0,60
(0,25)
0,80
(0,28)
ecm3t−1 0,96
(0,06)
1,00
(0,14)
0,33
(0,19)
0,62
(0,24)
0,61
(0,27)
ecm4t−1 1,29
(0,09)
0,51
(0,16)
0,57
(0,20)
0,62
(0,26)
0,58
(0,29)
∇lt−1 0,18
(0,06)
0,16
(0,07)
0,14
(0,06)
0,25
(0,08)
0,21
(0,08)
∇mt−1 −0,17
(0,06)
−0,13
(0,06)
∇xt−1 −0,13
(0,05)
∇vt−1 −0,12
(0,10)
−0,37
(0,15)
−0,41
(0,19)
−0,65
(0,22)
aLa tabla muestra los coeficientes estimados del modelo VEC donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (4.12).
Σu =


1, 22E − 04 1, 28E − 04 1, 26E − 04 1, 28E − 04 1, 15E − 04
1, 28E − 04 2, 92E − 04 2, 96E − 04 2, 91E − 04 2, 76E − 04
1, 26E − 04 2, 96E − 04 4, 82E − 04 4, 96E − 04 4, 80E − 04
1, 28E − 04 2, 91E − 04 4, 96E − 04 7, 16E − 04 7, 17E − 04
1, 15E − 04 2, 76E − 04 4, 80E − 04 7, 17E − 04 8, 77E − 04


(4.12)
El gra´fico 4.12 muestra los residuos del VEC(1). Por otro lado, en la tabla 4.28
se presentan las funciones de correlacio´n cruzadas. So´lo una de ellas es significativa,
por lo cual estos resultados sugieren que el modelo de la tabla 4.27 representa de
forma adecuada la correlacio´n dina´mica entre las variables.
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Tabla 4.28: Acciona: Funcio´n de correlacio´n cruzada residual del VEC(1)
Retardos r11 r12 r13 r14 r15
1 0,031 0,037 -0,004 -0,023 -0,025
2 -0,050 -0,020 0,052 -0,032 -0,019
3 0,051 -0,025 0,085 0,079 0,114
4 0,000 -0,027 -0,005 -0,057 -0,022
5 -0,091 0,042 0,039 0,043 0,047
r21 r22 r23 r24 r25
1 0,023 0,009 -0,021 -0,031 -0,030
2 -0,025 -0,004 0,032 -0,008 -0,007
3 0,024 -0,082 0,062 0,069 0,072
4 0,013 0,080 0,015 0,022 0,032
5 0,034 0,183* 0,096 0,147 0,134
r31 r32 r33 r34 r35
1 -0,002 0,001 -0,010 -0,023 -0,016
2 0,069 0,042 0,060 0,013 0,022
3 0,058 0,021 0,059 0,027 0,002
4 0,049 0,121 0,068 0,039 0,055
5 0,037 0,091 0,022 0,068 0,058
r41 r42 r43 r44 r45
1 -0,005 0,000 -0,017 -0,028 -0,027
2 0,060 0,009 0,054 0,020 0,027
3 0,073 0,071 0,066 0,067 0,056
4 0,014 0,056 -0,010 -0,069 -0,056
5 0,054 0,040 -0,006 0,040 0,022
r51 r52 r53 r54 r55
1 -0,015 -0,016 -0,032 -0,047 -0,044
2 -0,035 -0,039 0,006 -0,025 -0,013
3 0,010 0,053 0,063 0,039 0,020
4 0,052 0,105 0,027 -0,021 -0,036
5 0,039 0,049 0,028 0,090 0,056
DT= 2√
T
= 0, 161. En * significativos al 95%.
Es necesario obtener un VEC ortogonalizado para poder representar de forma
correcta un modelo perio´dico. Para obtener la matriz A0 con la que se ortogonaliza
el modelo, se utiliza la matriz 4.12.
A0 =


1 0 0 0 0
−1, 05 1 0 0 0
0, 05 −1, 03 1 0 0
−0, 05 0, 14 −1, 04 1 0
0, 09 −0, 005 0, 11 −1, 09 1


(4.13)
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Premultiplicando el modelo de la tabla 4.27 por la matriz 4.13 se obtiene
el modelo ortogonalizado que representa el modelo perio´dico, el cual aparece en la
tabla 4.29.
Tabla 4.29: Acciona: Modelo VEC(1) ortogonalizado
Variable
dependiente
Ecuaciones
∇lt ∇mt ∇xt ∇jt ∇vt
ecm1t−1 1,14 0,060 0,35 0,080 -0,64
ecm2t−1 1,08 0,31 0,28 -1,13 0,41
ecm3t−1 0,96 -0,0030 -0,65 0,35 0,054
ecm4t−1 1,29 -0,85 0,11 0,0027 0,073
∇lt 1,05 -0,051 0,048 -0,087
∇mt 1,03 -0,14 0,045
∇xt 1,10 -0,11
∇jt 1,09
∇lt−1 0,18 -0,028 -0,019 0,11 -0,036
∇mt−1 -0,17 0,053 0,12 -0,0096 -0,015
∇xt−1 -0,13 0,14
∇vt−1 -0,12 -0,25 -0,018 -0,24
∇lt−2 0,064 -0,021 -0,048 0,0008 -0,0017
4.A.7 BBVA
4.A.7.1 Relaciones de cointegracio´n
Se comprueba la existencia de las relaciones de 4.1 en la tabla 4.30.
Tabla 4.30: BBVA: Test de cointegracio´n, me´todo de Engle-Granger
Variable
p = 0
dependiente
ecm1t -11,52
ecm2t -12,20
ecm3t -11,57
ecm4t -10,88
Valor cr´ıtico(95%):-5,28
(Phillips y Ouliaris (1990)).
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Los gra´ficos de los residuos de estas relaciones de cointegracio´n se presentan
en el gra´fico 4.13 , y en e´l se observa el cara´cter estacionario de e´stas.
Gra´fico 4.13: BBVA: Relaciones de cointegracio´n
4.A.7.2 Estimacio´n modelo VEC
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados, menos los de las relaciones de cointegracio´n, que se restringen. Los
resultados aparecen en la tabla 4.31.
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Tabla 4.31: BBVA: Estimacio´n del VEC(1)
Variable
dependiente
Ecuacionesa
∇lt ∇mt ∇xt ∇jt ∇vt
µ −0,002
(0,001)
−0,001
(0,001)
0,002
(0,001)
0,004
(0,001)
ecm1t−1 0,98
(0,10)
0,89
(0,12)
0,97
(0,11)
1,07
(0,09)
ecm2t−1 1,01
(0,09)
0,92
(0,11)
0,85
(0,09)
ecm3t−1 0,87
(0,08)
0,83
(0,08)
0,23
(0,10)
ecm4t−1 1,01
(0,07)
∇lt−1 −0,071
(0,028)
−0,11
(0,04)
−0,14
(0,06)
−0,19
(0,10)
∇mt−1 0,25
(0,09)
∇xt−1 0,16
(0,06)
∇jt−1 −0,19
(0,07)
−0,47
(0,11)
∇vt−1 0,072
(0,035)
0,18
(0,08)
aLa tabla muestra los coeficientes estimados del modelo VEC donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (4.14).
Σu =


1, 39E − 04 1, 53E − 04 1, 40E − 04 1, 35E − 04 1, 32E − 04
1, 53E − 04 2, 30E − 04 2, 24E − 04 2, 20E − 04 2, 13E − 04
1, 40E − 04 2, 24E − 04 2, 88E − 04 2, 98E − 04 2, 95E − 04
1, 35E − 04 2, 20E − 04 2, 98E − 04 3, 96E − 04 4, 15E − 04
1, 32E − 04 2, 13E − 04 2, 95E − 04 4, 15E − 04 5, 05E − 04


(4.14)
En la tabla 4.32 se presentan las funciones de correlacio´n cruzadas. En ellas
no aparece ninguna correlacio´n significativa, por lo que se considera que el modelo
de la tabla 4.31 representa de forma adecuada la relacio´n entre las variables. Los
residuos del VEC(1) aparecen en el gra´fico 4.14.
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Tabla 4.32: BBVA: Funcio´n de correlacio´n cruzada residual del VEC(1)
Retardos r11 r12 r13 r14 r15
1 -0,065 -0,013 -0,029 -0,011 -0,009
2 -0,036 -0,082 -0,090 -0,072 -0,110
3 0,046 0,057 0,052 0,045 0,009
4 0,073 0,071 0,062 0,024 -0,026
5 -0,046 -0,041 0,018 0,097 0,104
r21 r22 r23 r24 r25
1 -0,055 0,011 -0,006 0,011 0,017
2 -0,002 -0,026 -0,037 -0,022 -0,073
3 0,072 0,065 0,058 0,080 0,060
4 0,046 0,005 0,006 0,013 -0,015
5 -0,034 -0,049 -0,016 0,059 0,077
r31 r32 r33 r34 r35
1 -0,045 0,030 0,004 0,022 0,022
2 -0,046 -0,044 -0,049 -0,031 -0,077
3 0,044 0,037 0,038 0,062 0,039
4 0,026 -0,016 -0,013 0,017 0,003
5 -0,026 -0,034 -0,018 0,052 0,091
r41 r42 r43 r44 r45
1 -0,035 0,027 0,011 0,036 0,041
2 -0,070 -0,069 -0,043 -0,027 -0,077
3 0,137 0,098 0,079 0,088 0,076
4 -0,026 -0,071 -0,073 -0,050 -0,069
5 -0,054 -0,059 -0,016 0,033 0,059
r51 r52 r53 r54 r55
1 -0,018 0,007 -0,010 0,027 0,037
2 -0,063 -0,089 -0,054 -0,036 -0,080
3 0,125 0,075 0,036 0,030 0,025
4 0,022 -0,037 -0,056 -0,070 -0,095
5 -0,068 -0,056 -0,010 0,027 0,063
DT= 2√
T
= 0, 161. En * significativos al 95%.
Para representar de forma correcta un modelo perio´dico, es necesario obtener
un VEC ortogonalizado. Para conseguir la matriz A0 con la que se ortogonaliza el
modelo, se utiliza la matriz 4.14.
A0 =


1 0 0 0 0
−1, 10 1 0 0 0
0, 25 −1, 14 1 0 0
0, 02 0, 18 −1, 18 1 0
−0, 06 0, 09 0, 21 −1, 23 1


(4.15)
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Premultiplicando el modelo de la tabla 4.31 por la matriz 4.15 se obtiene el
modelo ortogonalizado que representa el modelo perio´dico, el cual se muestra en la
tabla 4.33.
Tabla 4.33: BBVA: Modelo VEC(1) ortogonalizado
Variable
dependiente
Ecuaciones
∇lt ∇mt ∇xt ∇jt ∇vt
µ -0,0020 0,0012 0,0006 0,0018 0,0016
ecm1t−1 0,98 -0,19 0,19 0,10 -1,09
ecm2t−1 1,01 -0,20 0,055 -0,82 0,20
ecm3t−1 0,88 -0,14 -0,73 0,16 0,25
ecm4t−1 1,01 -1,11 0,25 0,017 -0,065
∇lt 1,10 -0,25 -0,017 0,064
∇mt 1,14 -0,18 -0,092
∇xt 1,18 -0,21
∇jt 1,23
∇lt−1 -0,071 -0,026 -0,028 -0,051
∇mt−1 0,26
∇xt−1 0,16 -0,20
∇jt−1 -0,19 -0,23
∇vt−1 0,072 -0,082 0,013 0,18
4.A.8 Bankinter
4.A.8.1 Relaciones de cointegracio´n
En la tabla 4.34 se muestra la existencia de las relaciones de cointegracio´n.
Tabla 4.34: Bankinter: Test de cointegracio´n, me´todo de Engle-Granger
Variable
p = 0
dependiente
ecm1t -13,20
ecm2t -5,87
ecm3t -11,22
ecm4t -11,10
Valor cr´ıtico(95%):-5,28
(Phillips y Ouliaris (1990)).
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Los residuos de estas relaciones de cointegracio´n se presentan en el gra´fico
4.15 , y en e´l se observa el cara´cter estacionario de e´stas.
Gra´fico 4.15: Bankinter: Relaciones de cointegracio´n
4.A.8.2 Estimacio´n modelo VEC
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados, salvo los de las relaciones de cointegracio´n, que se restringen. Los
resultados aparecen en la tabla 4.35.
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Tabla 4.35: Bankinter: Estimacio´n del VEC(0)
Variable
dependiente
Ecuacionesa
∇lt ∇mt ∇xt ∇jt ∇vt
ecm1t−1 1,35
(0,08)
1,34
(0,14)
1,30
(0,10)
1,56
(0,18)
0,50
(0,18)
ecm2t−1 1,05
(0,05)
1,01
(0,05)
1,02
(0,05)
ecm3t−1 0,93
(0,10)
0,85
(0,08)
ecm4t−1 0,96
(0,06)
aLa tabla muestra los coeficientes estimados del modelo VEC donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (4.16).
Σu =


9, 95E − 05 1, 04E − 04 9, 95E − 05 1, 16E − 04 1, 08E − 04
1, 04E − 04 2, 97E − 04 1, 93E − 04 3, 19E − 04 3, 10E − 04
9, 95E − 05 1, 93E − 04 1, 75E − 04 1, 99E − 04 1, 93E − 04
1, 16E − 04 3, 19E − 04 1, 99E − 04 5, 32E − 04 4, 93E − 04
1, 08E − 04 3, 10E − 04 1, 93E − 04 4, 93E − 04 5, 59E − 04


(4.16)
El gra´fico 4.16 muestra los residuos del VEC(0). Por otro lado, en la tabla
4.36 se presentan las funciones de correlacio´n cruzadas. Cuatro de las correlaciones
son significativas, sin embargo, se considera que el modelo de la tabla 4.35 representa
de forma adecuada la correlacio´n dina´mica entre las variables.
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Tabla 4.36: Bankinter: Funcio´n de correlacio´n cruzada residual del VEC(0)
Retardos r11 r12 r13 r14 r15
1 -0,040 -0,020 -0,017 0,002 0,003
2 0,024 0,056 0,098 0,147 0,160
3 0,148 0,125 0,075 0,049 0,078
4 -0,045 -0,020 0,034 0,068 0,106
5 -0,094 -0,029 0,014 0,087 0,069
r21 r22 r23 r24 r25
1 -0,001 0,003 -0,001 0,009 0,008
2 0,025 0,023 0,067 0,056 0,053
3 0,033 0,124 0,080 0,027 0,049
4 0,038 0,024 0,069 0,055 0,112
5 -0,139 -0,072 0,014 0,037 0,082
r31 r32 r33 r34 r35
1 0,021 0,013 0,002 0,010 0,013
2 0,020 0,057 0,100 0,046 0,060
3 0,087 0,155 0,096 0,045 0,066
4 0,030 0,055 0,114 0,044 0,123
5 -0,187* -0,086 0,004 -0,001 0,049
r41 r42 r43 r44 r45
1 0,010 0,004 -0,006 0,010 0,011
2 -0,012 0,008 0,075 0,002 -0,035
3 0,179* 0,136 0,047 0,051 0,080
4 -0,042 0,012 0,060 -0,006 0,051
5 -0,026 0,012 0,104 0,198* 0,175*
r51 r52 r53 r54 r55
1 -0,071 -0,051 -0,046 -0,014 -0,016
2 -0,006 -0,017 0,064 0,032 -0,008
3 0,080 0,106 0,029 -0,017 0,023
4 -0,084 -0,007 0,063 -0,010 0,024
5 -0,080 -0,039 0,038 0,143 0,130
DT= 2√
T
= 0, 161. En * significativos al 95%.
Se necesita ortogonalizar el VEC, para representar de forma correcta el mo-
delo perio´dico. Para conseguir la matriz A0 con la que se ortogonaliza el modelo, se
utiliza la matriz 4.16.
A0 =


1 0 0 0 0
−1, 04 1 0 0 0
−0, 51 −0, 47 1 0 0
−0, 23 −1, 20 0, 31 1 0
0, 08 −0, 13 −0, 04 −0, 85 1


(4.17)
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Premultiplicando el modelo de la tabla 4.35 por la matriz 4.17 se obtiene
el modelo ortogonalizado que representa el modelo perio´dico, el cual aparece en la
tabla 4.37.
Tabla 4.37: Bankinter: Modelo VEC(0) ortogonalizado
Variable
dependiente
Ecuaciones
∇lt ∇mt ∇xt ∇jt ∇vt
ecm1t−1 1,35 -0,062 -0,016 0,040 -0,94
ecm2t−1 1,05 -0,079 0,0054 -1,14 -0,085
ecm3t−1 0,93 -0,12 -0,87 -1,23 -0,032
ecm4t−1 0,97 -1,00 -0,49 -0,23 0,079
∇lt 1,04 0,51 0,23 -0,082
∇mt 0,47 1,20 0,13
∇xt -0,31 0,041
∇jt 0,85
4.A.9 Banesto
4.A.9.1 Relaciones de cointegracio´n
En la tabla 4.38 se muestra la existencia de estas relaciones de cointegracio´n.
Tabla 4.38: Banesto: Test de cointegracio´n, me´todo de Engle-Granger
Variable
p = 0
dependiente
ecm1t -11,28
ecm2t -13,14
ecm3t -9,68
ecm4t -12,58
Valor cr´ıtico(95%):-5,28
(Phillips y Ouliaris (1990)).
Los gra´ficos de los residuos de estas relaciones de cointegracio´n se presentan
en el gra´fico 4.17 , y en e´l se observa el cara´cter estacionario de e´stas.
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Gra´fico 4.17: Banesto: Relaciones de cointegracio´n
4.A.9.2 Estimacio´n modelo VEC
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados, menos los de las relaciones de cointegracio´n, que se restringen. Los
resultados aparecen en la tabla 4.39.
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Tabla 4.39: Banesto: Estimacio´n del VEC(2)
Variable
dependiente
Ecuacionesa
∇lt ∇mt ∇xt ∇jt ∇vt
µ 0,002
(0,001)
ecm1t−1 1,14
(0,09)
0,96
(0,07)
0,96
(0,08)
1,07
(0,09)
ecm2t−1 1,34
(0,11)
1,25
(0,11)
0,95
(0,07)
ecm3t−1 1,18
(0,09)
1,07
(0,08)
ecm4t−1 1,12
(0,10)
∇lt−1 0,17
(0,06)
0,19
(0,06)
∇jt−1 −0,10
(0,04)
0,11
(0,05)
∇vt−1 −0,14
(0,07)
−0,17
(0,06)
∇lt−2 −0,16
(0,03)
−0,21
(0,04)
∇mt−2 −0,43
(0,09)
∇xt−2 −0,10
(0,03)
0,27
(0,09)
∇jt−2 0,13
(0,04)
∇vt−2 −0,18
(0,06)
−0,15
(0,06)
−0,082
(0,044)
−0,18
(0,05)
aLa tabla muestra los coeficientes estimados del modelo VEC donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (4.18).
Σu =


7, 46E − 05 9, 43E − 05 9, 13E − 05 9, 42E − 05 8, 30E − 05
9, 43E − 05 1, 68E − 04 1, 69E − 04 1, 80E − 04 1, 61E − 04
9, 13E − 05 1, 69E − 04 2, 32E − 04 2, 53E − 04 2, 17E − 04
9, 42E − 05 1, 80E − 04 2, 53E − 04 3, 26E − 04 3, 08E − 04
8, 30E − 05 1, 61E − 04 2, 17E − 04 3, 08E − 04 4, 04E − 04


(4.18)
Los residuos del VEC(2) aparecen en el gra´fico 4.18. Por su parte, en la
tabla 4.40 se presentan las funciones de correlacio´n cruzadas. En ninguna de ellas
se aprecian correlaciones significativas, por lo cual estos resultados sugieren que el
modelo de la tabla 4.39 representa correctamente la correlacio´n dina´mica entre las
variables.
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Tabla 4.40: Banesto: Funcio´n de correlacio´n cruzada residual del VEC(2)
Retardos r11 r12 r13 r14 r15
1 -0,025 0,032 0,002 0,018 0,019
2 -0,051 -0,044 -0,066 -0,043 -0,077
3 0,076 0,038 0,000 -0,015 0,019
4 -0,040 -0,035 0,036 0,031 0,013
5 -0,051 -0,040 -0,085 -0,022 -0,038
r21 r22 r23 r24 r25
1 -0,021 0,038 0,005 0,024 0,032
2 -0,050 -0,016 -0,038 -0,017 -0,063
3 0,098 0,062 0,027 0,023 0,036
4 0,021 -0,005 0,052 0,060 0,039
5 -0,014 -0,010 -0,018 0,029 0,020
r31 r32 r33 r34 r35
1 -0,021 0,016 -0,028 -0,001 0,009
2 -0,044 -0,025 -0,048 -0,031 -0,064
3 0,090 0,045 -0,003 -0,014 0,003
4 0,035 0,001 0,036 0,059 0,065
5 -0,027 -0,056 -0,032 0,000 -0,020
r41 r42 r43 r44 r45
1 -0,025 -0,017 -0,035 -0,006 0,006
2 -0,051 -0,034 -0,038 -0,042 -0,068
3 0,105 0,067 0,010 -0,018 0,000
4 0,001 -0,032 0,001 0,031 0,024
5 -0,102 -0,137 -0,077 -0,062 -0,055
r51 r52 r53 r54 r55
1 -0,052 -0,030 -0,005 0,008 0,020
2 -0,040 -0,007 -0,008 -0,019 -0,068
3 0,097 0,078 0,021 -0,010 0,013
4 0,081 0,073 0,117 0,147 0,102
5 -0,056 -0,074 -0,012 -0,013 -0,026
DT= 2√
T
= 0, 162. En * significativos al 95%.
Se necesita ortogonalizar el VEC, para representar de forma correcta el mo-
delo perio´dico. Para conseguir la matriz A0 con la que se ortogonaliza el modelo, se
utiliza la matriz 4.18.
A0 =


1 0 0 0 0
−1, 27 1 0 0 0
0, 16 −1, 10 1 0 0
0, 14 0, 01 −1, 15 1 0
0, 01 −0, 22 0, 77 −1, 42 1


(4.19)
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Premultiplicando el modelo de la tabla 4.39 por la matriz 4.19 se obtiene el
modelo ortogonalizado que representa el modelo perio´dico, el cual se presenta en la
tabla 4.41.
Tabla 4.41: Banesto: Modelo VEC(2) ortogonalizado
Variable
dependiente
Ecuaciones
∇lt ∇mt ∇xt ∇jt ∇vt
µ 0,0020
ecm1t−1 1,14 -0,49 0,088 0,13 -0,98
ecm2t−1 1,34 -0,45 -0,21 -0,89 0,48
ecm3t−1 1,19 -0,43 -0,98 0,18 -0,22
ecm4t−1 1,12 -1,42 0,18 0,16 0,012
∇lt 1,27 -0,16 -0,14 -0,011
∇mt 1,10 -0,012 0,22
∇xt 1,15 -0,77
∇jt 1,42
∇lt−1 0,17 -0,018 -0,18 0,026 -0,040
∇jt−1 -0,11 0,12 0,11 -0,13
∇vt−1 -0,14 0,18 -0,023 -0,19 0,23
∇lt−2 -0,16 -0,034 0,18
∇mt−2 -0,43
∇xt−2 -0,10 0,11 -0,0012 0,30
∇jt−2 0,13 -0,18
∇vt−2 -0,19 0,080 0,058 -0,11 0,22
4.A.10 Endesa
4.A.10.1 Relaciones de cointegracio´n
La existencia de estas cuatro relaciones de cointegracio´n se comprueba en la
tabla 4.42
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Tabla 4.42: Endesa: Test de cointegracio´n, me´todo de Engle-Granger
Variable
p = 0
dependiente
ecm1t -11,34
ecm2t -11,66
ecm3t -12,00
ecm4t -12,23
Valor cr´ıtico(95%):-5,28
(Phillips y Ouliaris (1990)).
En el gra´fico 4.19 aparecen los residuos de estas relaciones de cointegracio´n.
En ellos se aprecia el cara´cter estacionario de e´stas.
Gra´fico 4.19: Endesa: Relaciones de cointegracio´n
4.A.10.2 Estimacio´n modelo VEC
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados, salvo los de las relaciones de cointegracio´n, que se restringen. Los
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resultados aparecen en la tabla 4.43.
Tabla 4.43: Endesa: Estimacio´n del VEC(1)
Variable
dependiente
Ecuacionesa
∇lt ∇mt ∇xt ∇jt ∇vt
µ 0,002
(0,001)
0,003
(0,001)
0,005
(0,001)
ecm1t−1 1,07
(0,08)
1,17
(0,13)
1,19
(0,13)
1,13
(0,10)
ecm2t−1 0,80
(0,10)
0,97
(0,10)
0,96
(0,08)
ecm3t−1 0,77
(0,09)
1,00
(0,07)
ecm4t−1 0,96
(0,06)
∇lt−1 −0,086
(0,039)
−0,078
(0,040)
−0,051
(0,029)
∇mt−1 −0,10
(0,05)
−0,036
(0,025)
∇jt−1 0,11
(0,06)
−0,21
(0,08)
∇vt−1 0,17
(0,08)
aLa tabla muestra los coeficientes estimados del modelo VEC donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (4.20).
Σu =


1, 03E − 04 1, 34E − 04 1, 24E − 04 1, 34E − 04 1, 51E − 04
1, 34E − 04 4, 26E − 04 4, 56E − 04 4, 51E − 04 4, 57E − 04
1, 24E − 04 4, 56E − 04 5, 80E − 04 5, 78E − 04 5, 84E − 04
1, 34E − 04 4, 51E − 04 5, 78E − 04 6, 57E − 04 6, 88E − 04
1, 51E − 04 4, 57E − 04 5, 84E − 04 6, 88E − 04 7, 98E − 04


(4.20)
En la tabla 4.44 se presentan las funciones de correlacio´n cruzadas. Aunque
una correlacio´n es significativa, se considera que el modelo de la tabla 4.43 representa
bien la relacio´n entre las variables. El gra´fico 4.20 muestra los residuos del VEC(1).
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Tabla 4.44: Endesa: Funcio´n de correlacio´n cruzada residual del VEC(1)
Retardos r11 r12 r13 r14 r15
1 -0,030 -0,005 0,015 0,031 0,044
2 0,025 0,022 0,010 0,010 -0,010
3 -0,151 -0,011 0,016 -0,005 -0,040
4 0,138 0,113 0,085 0,051 0,010
5 0,010 0,015 0,041 0,005 -0,004
r21 r22 r23 r24 r25
1 -0,044 -0,022 0,000 0,024 0,051
2 -0,033 -0,001 -0,038 -0,035 -0,049
3 -0,065 0,002 0,043 0,037 0,063
4 0,054 0,058 0,038 0,020 0,005
5 0,076 0,032 0,041 0,045 0,042
r31 r32 r33 r34 r35
1 -0,028 -0,029 -0,002 0,023 0,052
2 -0,069 -0,035 -0,075 -0,064 -0,066
3 -0,056 0,015 0,054 0,057 0,074
4 0,009 0,026 0,015 -0,008 -0,016
5 0,100 0,006 0,011 0,020 0,024
r41 r42 r43 r44 r45
1 -0,035 -0,021 0,014 0,043 0,074
2 -0,044 -0,028 -0,054 -0,050 -0,056
3 -0,145 -0,051 -0,010 0,010 0,027
4 0,002 -0,007 -0,008 -0,033 -0,040
5 0,061 -0,027 -0,009 -0,012 -0,016
r51 r52 r53 r54 r55
1 -0,051 -0,032 0,006 0,040 0,073
2 -0,008 -0,028 -0,049 -0,038 -0,042
3 -0,216* -0,091 -0,046 -0,037 -0,029
4 -0,025 -0,053 -0,059 -0,086 -0,102
5 0,063 0,011 0,026 0,020 0,001
DT= 2√
T
= 0, 161. En * significativos al 95%.
Se necesita ortogonalizar el VEC, para representar de forma correcta el mo-
delo perio´dico. Para conseguir la matriz A0 con la que se ortogonaliza el modelo, se
utiliza la matriz 4.20.
A0 =


1 0 0 0 0
−1, 31 1 0 0 0
0, 32 −1, 17 1 0 0
−0, 21 0, 14 −1, 06 1 0
−0, 21 0, 088 0, 23 −1, 27 1


(4.21)
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Premultiplicando el modelo de la tabla 4.43 por la matriz 4.21 se obtiene el
modelo ortogonalizado que representa el modelo perio´dico, el cual se presenta en la
tabla 4.45.
Tabla 4.45: Endesa: Modelo VEC(1) ortogonalizado
Variable
dependiente
Ecuaciones
∇lt ∇mt ∇xt ∇jt ∇vt
µ 0,0020 0,0009 0,0017
ecm1t−1 1,08 -0,24 0,17 -0,18 -1,29
ecm2t−1 0,80 -0,080 0,090 -1,06 0,14
ecm3t−1 0,77 0,025 -0,96 -0,013 -0,073
ecm4t−1 0,96 -1,25 0,31 -0,20 -0,20
∇lt 1,31 -0,32 0,21 0,21
∇mt 1,17 -0,14 -0,088
∇xt 1,06 -0,23
∇jt 1,27
∇lt−1 -0,086 0,023 0,020 0,039
∇mt−1 -0,10 0,13 -0,033 -0,014 0,068
∇jt−1 0,11 -0,15 0,036 -0,023 -0,24
∇vt−1 0,17
4.A.11 Enagas
4.A.11.1 Relaciones de cointegracio´n
En la tabla 4.46 se comprueba la existencia de las relaciones de cointegracio´n.
Tabla 4.46: Enagas: Test de cointegracio´n, me´todo de Engle-Granger
Variable
p = 0
dependiente
ecm1t -12,99
ecm2t -13,11
ecm3t -12,26
ecm4t -13,74
Valor cr´ıtico(95%):-5,28
(Phillips y Ouliaris (1990)).
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Los gra´fico de los residuos de estas relaciones de cointegracio´n se presentan
en el gra´fico 4.21 , y en ellos se observa el cara´cter estacionario de e´stas.
Gra´fico 4.21: Enagas: Relaciones de cointegracio´n
4.A.11.2 Estimacio´n modelo VEC
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados, menos los de las relaciones de cointegracio´n, que se restringen. Los
resultados aparecen en la tabla 4.47.
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Tabla 4.47: Enagas: Estimacio´n del VEC(2)
Variable
dependiente
Ecuacionesa
∇lt ∇mt ∇xt ∇jt ∇vt
µ 0,001
(0,001)
0,002
(0,001)
0,002
(0,001)
0,003
(0,002)
0,006
(0,002)
ecm1t−1 0,99
(0,11)
0,96
(0,12)
1,13
(0,12)
1,18
(0,12)
0,25
(0,19)
ecm2t−1 0,91
(0,11)
0,82
(0,13)
0,90
(0,14)
−0,19
(0,13)
ecm3t−1 0,83
(0,09)
0,74
(0,10)
ecm4t−1 0,77
(0,13)
−0,46
(0,17)
−0,29
(0,18)
−0,20
(0,16)
∇lt−1 0,27
(0,08)
0,36
(0,18)
0,39
(0,21)
∇mt−1 −0,29
(0,14)
−0,42
(0,19)
∇xt−1 0,053
(0,039)
0,12
(0,10)
0,20
(0,15)
∇jt−1 −0,20
(0,12)
∇vt−1 0,065
(0,086)
0,22
(0,10)
0,061
(0,098)
0,11
(0,11)
0,18
(0,12)
∇jt−2 0,15
(0,05)
∇vt−2 −0,087
(0,036)
−0,063
(0,047)
−0,29
(0,09)
−0,48
(0,15)
−0,30
(0,15)
aLa tabla muestra los coeficientes estimados del modelo VEC donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (4.22).
Σu =


8, 68E − 05 1, 03E − 04 9, 05E − 05 9, 35E − 05 8, 96E − 05
1, 03E − 04 1, 93E − 04 1, 94E − 04 2, 08E − 04 2, 18E − 04
9, 05E − 05 1, 94E − 04 2, 84E − 04 3, 08E − 04 2, 98E − 04
9, 35E − 05 2, 08E − 04 3, 08E − 04 4, 27E − 04 4, 37E − 04
8, 96E − 05 2, 18E − 04 2, 98E − 04 4, 37E − 04 5, 49E − 04


(4.22)
Los residuos del VEC(2) aparecen en el gra´fico 4.22 y en la tabla 4.48 la
funcio´n de correlacio´n cruzada. En ella se aprecia que ninguna de las correlaciones
es significativa. Estos resultados sugieren que el modelo de la tabla 4.47 representa
correctamente las variables.
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Tabla 4.48: Enagas: Funcio´n de correlacio´n cruzada residual del VEC(2)
Retardos r11 r12 r13 r14 r15
1 0,041 -0,007 -0,007 -0,015 -0,016
2 -0,018 -0,021 -0,021 -0,009 -0,024
3 0,127 0,137 0,104 0,076 0,086
4 -0,003 -0,027 -0,033 -0,019 0,001
5 0,103 0,075 -0,014 -0,001 0,031
r21 r22 r23 r24 r25
1 0,050 -0,014 -0,022 -0,025 -0,026
2 0,005 0,008 0,000 -0,006 -0,029
3 0,069 0,079 0,031 0,003 0,019
4 -0,101 -0,108 -0,101 -0,071 -0,096
5 0,031 0,035 -0,027 -0,008 0,041
r31 r32 r33 r34 r35
1 0,017 -0,059 -0,064 -0,065 -0,062
2 -0,035 -0,019 -0,008 -0,010 -0,029
3 0,021 0,046 0,007 -0,008 0,008
4 -0,124 -0,120 -0,151 -0,112 -0,138
5 0,018 0,039 -0,058 -0,020 0,034
r41 r42 r43 r44 r45
1 -0,006 -0,068 -0,041 -0,040 -0,048
2 -0,062 -0,031 -0,029 -0,040 -0,043
3 0,021 0,016 -0,022 -0,001 0,026
4 -0,085 -0,121 -0,145 -0,077 -0,127
5 -0,043 -0,078 -0,160 -0,114 -0,053
r51 r52 r53 r54 r55
1 -0,021 -0,070 -0,032 -0,027 -0,037
2 -0,054 -0,013 -0,029 -0,046 -0,044
3 -0,007 0,014 -0,045 -0,011 0,025
4 -0,089 -0,094 -0,084 -0,026 -0,101
5 0,000 -0,054 -0,119 -0,104 -0,047
DT= 2√
T
= 0, 162. En * significativos al 95%.
Se necesita ortogonalizar el VEC, para representar de forma correcta el mo-
delo perio´dico. Para conseguir la matriz A0 con la que se ortogonaliza el modelo, se
utiliza la matriz 4.22.
A0 =


1 0 0 0 0
−1, 17 1 0 0 0
0, 48 −1, 27 1 0 0
0, 19 0, 12 −1, 32 1 0
0, 39 −0, 58 0, 52 −1, 20 1


(4.23)
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Premultiplicando el modelo de la tabla 4.47 por la matriz 4.23 se obtiene el
modelo ortogonalizado que representa el modelo perio´dico, el cual apacerec en la
tabla 4.49.
Tabla 4.49: Enagas: Modelo VEC(2) ortogonalizado
Variable
dependiente
Ecuaciones
∇lt ∇mt ∇xt ∇jt ∇vt
µ 0,0010 0,0008 -0,0001 0,0008 0,0027
ecm1t−1 0,99 -0,20 0,39 -0,013 -0,99
ecm2t−1 0,91 -0,26 0,30 -1,11 0,59
ecm3t−1 0,83 0,23 -0,55 0,25 -0,11
ecm4t−1 0,77 -1,36 0,66 0,27 0,66
∇lt 1,17 -0,48 -0,19 -0,39
∇mt 1,27 -0,12 0,58
∇xt 1,32 -0,52
∇jt 1,20
∇lt−1 0,27 0,057 0,096
∇mt−1 -0,29 -0,076
∇xt−1 -0,053 -0,062 0,025 0,13 0,068
∇jt−1 -0,20
∇vt−1 0,065 0,14 -0,18 0,065 -0,014
∇jt−2 0,15 -0,18
∇vt−2 -0,087 0,039 -0,26 -0,12 0,12
4.A.12 FCC
4.A.12.1 Relaciones de cointegracio´n
En la tabla 4.50 se comprueba la existencia de las relaciones de cointegracio´n.
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Tabla 4.50: FCC: Test de cointegracio´n, me´todo de Engle-Granger
Variable
p = 0
dependiente
ecm1t -11,90
ecm2t -14,29
ecm3t -12,79
ecm4t -12,49
Valor cr´ıtico(95%):-5,28
(Phillips y Ouliaris (1990)).
Los gra´ficos de los residuos de estas relaciones de cointegracio´n se presentan
en el gra´fico 4.23 , y en ellos se observa el cara´cter estacionario de e´stas.
Gra´fico 4.23: FCC: Relaciones de cointegracio´n
4.A.12.2 Estimacio´n modelo VEC
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados, menos los de las relaciones de cointegracio´n, que se restringen. Los
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resultados aparecen en la tabla 4.51.
Tabla 4.51: FCC: Estimacio´n del VEC(2)
Variable
dependiente
Ecuacionesa
∇lt ∇mt ∇xt ∇jt ∇vt
µ 0,001
(0,001)
0,002
(0,001)
0,003
(0,002)
0,005
(0,002)
0,006
(0,002)
ecm1t−1 1,35
(0,12)
1,14
(0,17)
1,10
(0,16)
1,03
(0,14)
ecm2t−1 1,23
(0,13)
1,49
(0,17)
1,60
(0,16)
0,65
(0,21)
0,64
(0,21)
ecm3t−1 1,11
(0,11)
1,07
(0,12)
0,34
(0,15)
0,41
(0,18)
ecm4t−1 1,39
(0,14)
0,45
(0,18)
0,54
(0,16)
0,39
(0,16)
∇lt−1 0,15
(0,08)
0,27
(0,10)
0,23
(0,09)
−0,18
(0,11)
∇mt−1 0,30
(0,10)
0,55
(0,13)
∇jt−1 −0,22
(0,08)
−0,17
(0,11)
−0,30
(0,14)
−0,39
(0,15)
∇vt−1 −0,19
(0,10)
−0,074
(0,15)
−0,12
(0,15)
−0,20
(0,17)
−0,12
(0,14)
∇mt−2 −0,077
(0,029)
∇jt−2 0,14
(0,06)
∇vt−2 −0,14
(0,07)
−0,23
(0,09)
−0,24
(0,11)
−0,12
(0,09)
−0,18
(0,12)
aLa tabla muestra los coeficientes estimados del modelo VEC donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (4.24).
Σu =


1, 20E − 04 1, 38E − 04 1, 28E − 04 1, 37E − 04 1, 35E − 04
1, 38E − 04 2, 40E − 04 2, 21E − 04 2, 26E − 04 2, 30E − 04
1, 28E − 04 2, 21E − 04 3, 06E − 04 3, 36E − 04 3, 26E − 04
1, 37E − 04 2, 26E − 04 3, 36E − 04 5, 14E − 04 5, 03E − 04
1, 35E − 04 2, 30E − 04 3, 26E − 04 5, 03E − 04 6, 04E − 04


(4.24)
El gra´fico 4.24 muestra los residuos del VEC(2). Por otro lado, en la tabla
4.52 se presentan las funciones de correlacio´n cruzadas. Aunque diez de ellas son
significativas, lo son para los retardos cuatro y cinco, por lo que se considera que el
modelo de la tabla 4.51 es el adecuado para representar la relacio´n entre las variables.
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Tabla 4.52: FCC: Funcio´n de correlacio´n cruzada residual del VEC(2)
Retardos r11 r12 r13 r14 r15
1 -0,013 -0,004 -0,005 -0,006 0,001
2 -0,032 -0,030 -0,012 0,039 0,012
3 0,015 0,059 0,091 0,096 0,139
4 -0,024 -0,017 -0,008 0,049 0,086
5 0,081 0,148 0,167* 0,189* 0,195*
r21 r22 r23 r24 r25
1 -0,027 -0,011 -0,001 -0,008 -0,006
2 -0,036 -0,053 -0,031 0,011 -0,007
3 -0,046 0,004 0,036 0,061 0,105
4 -0,025 -0,044 -0,043 0,039 0,042
5 0,026 0,106 0,122 0,165* 0,219*
r31 r32 r33 r34 r35
1 -0,056 -0,037 -0,035 -0,027 -0,031
2 -0,028 -0,025 -0,018 0,024 0,004
3 -0,122 -0,096 -0,037 0,017 0,047
4 -0,010 -0,033 -0,094 -0,068 -0,058
5 -0,009 0,037 0,073 0,136 0,169*
r41 r42 r43 r44 r45
1 -0,049 -0,029 -0,044 -0,029 -0,032
2 -0,029 -0,015 -0,009 0,035 0,009
3 -0,045 -0,036 0,038 0,080 0,091
4 -0,094 -0,121 -0,169* -0,179* -0,137
5 -0,029 -0,020 0,023 0,093 0,105
r51 r52 r53 r54 r55
1 -0,052 -0,031 -0,047 -0,030 -0,032
2 -0,028 -0,019 -0,011 0,031 0,005
3 -0,049 -0,060 0,001 0,048 0,067
4 -0,059 -0,111 -0,186* -0,203* -0,180*
5 0,016 0,044 0,110 0,142 0,131
DT= 2√
T
= 0, 161. En * significativos al 95%.
Se necesita ortogonalizar el VEC, para representar de forma correcta el mo-
delo perio´dico. Para conseguir la matriz A0 con la que se ortogonaliza el modelo, se
utiliza la matriz 4.24.
A0 =


1 0 0 0 0
−1, 17 1 0 0 0
−0, 04 −0, 90 1 0 0
−0, 14 0, 29 −1, 25 1 0
0, 10 −0, 20 0, 14 −1, 01 1


(4.25)
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Premultiplicando el modelo de la tabla 4.51 por la matriz 4.25 se obtiene el
modelo ortogonalizado que representa el modelo perio´dico, el cual se presenta en la
tabla 4.53.
Tabla 4.53: FCC: Modelo VEC(2) ortogonalizado
Variable
dependiente
Ecuaciones
∇lt ∇mt ∇xt ∇jt ∇vt
µ 0,0010 0,0009 0,0012 0,0017 0,0011
ecm1t−1 1,35 -0,39 0,016 -0,19 -0,98
ecm2t−1 1,24 0,085 0,21 -1,08 0,038
ecm3t−1 1,11 -0,19 -1,01 0,49 -0,024
ecm4t−1 1,39 -1,13 0,075 -0,34 -0,26
∇lt 1,14 0,040 0,14 -0,10
∇mt 0,90 -0,29 0,20
∇xt 1,25 -0,14
∇jt 1,01
∇lt−1 0,15 0,091 -0,020 -0,21 -0,18
∇mt−1 0,30 0,25
∇jt−1 -0,22 0,027 -0,15 -0,069
∇vt−1 -0,19 0,15 -0,050 -0,040 0,055
∇mt−2 -0,077 0,096 -0,011
∇jt−2 0,14 -0,17 0,019
∇vt−2 -0,14 -0,065 -0,033 0,13 -0,058
4.A.13 Ferrovial
4.A.13.1 Relaciones de cointegracio´n
En la tabla 4.54 se muestra la existencia de las relaciones de cointegracio´n.
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Tabla 4.54: Ferrovial: Test de cointegracio´n, me´todo de Engle-Granger
Variable
p = 0
dependiente
ecm1t -10,26
ecm2t -13,31
ecm3t -10,54
ecm4t -13,94
Valor cr´ıtico(95%):-5,28
(Phillips y Ouliaris (1990)).
Los gra´ficos de los residuos de estas relaciones de cointegracio´n se presentan
en el gra´fico 4.25 , y en ellos se observa el cara´cter estacionario de e´stas.
Gra´fico 4.25: Ferrovial: Relaciones de cointegracio´n
4.A.13.2 Estimacio´n modelo VEC
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados, menos los de las relaciones de cointegracio´n, que se restringen. Los
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resultados aparecen en la tabla 4.55.
Tabla 4.55: Ferrovial: Estimacio´n del VEC(2)
Variable
dependiente
Ecuacionesa
∇lt ∇mt ∇xt ∇jt ∇vt
µ 0,002
(0,001)
0,002
(0,002)
0,004
(0,002)
0,006
(0,002)
0,007
(0,003)
ecm1t−1 1,26
(0,11)
1,30
(0,18)
1,50
(0,19)
1,46
(0,23)
0,74
(0,27)
ecm2t−1 1,21
(0,13)
1,50
(0,21)
1,93
(0,21)
0,61
(0,26)
0,71
(0,30)
ecm3t−1 0,97
(0,11)
0,99
(0,13)
ecm4t−1 1,27
(0,14)
0,22
(0,17)
0,34
(0,12)
∇lt−1 0,14
(0,09)
0,31
(0,12)
0,36
(0,10)
0,14
(0,07)
∇mt−1 −0,088
(0,067)
−0,24
(0,08)
−0,082
(0,066)
∇xt−1 0,11
(0,06)
0,41
(0,11)
0,22
(0,14)
0,23
(0,10)
∇jt−1 −0,15
(0,08)
∇vt−1 −0,20
(0,10)
−0,29
(0,15)
−0,43
(0,14)
−0,34
(0,17)
−0,45
(0,22)
∇lt−2 0,068
(0,032)
∇xt−2 0,12
(0,05)
0,14
(0,08)
0,17
(0,10)
∇vt−2 −0,14
(0,07)
−0,29
(0,11)
−0,34
(0,11)
−0,25
(0,13)
−0,24
(0,15)
aLa tabla muestra los coeficientes estimados del modelo VEC donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (4.26).
Σu =


1, 53E − 04 2, 10E − 04 2, 01E − 04 2, 15E − 04 1, 93E − 04
2, 10E − 04 4, 62E − 04 4, 34E − 04 4, 56E − 04 4, 41E − 04
2, 01E − 04 4, 34E − 04 5, 29E − 04 5, 64E − 04 5, 57E − 04
2, 15E − 04 4, 56E − 04 5, 64E − 04 7, 80E − 04 8, 02E − 04
1, 93E − 04 4, 41E − 04 5, 57E − 04 8, 02E − 04 9, 95E − 04


(4.26)
Los residuos del VEC(2) aparecen en el gra´fico 4.26. Por otro lado, en la tabla
4.56 se presentan los valores de la funcio´n de correlacio´n cruzada. En ella se aprecia
que ninguna correlacio´n es estad´ısticamente distinta de 0, as´ı que el modelo de la
tabla 4.55 representa de forma adecuada la correlacio´n dina´mica entre las variables.
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CGra´fico 4.26: Ferrovial: Residuos del VEC(2)
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Tabla 4.56: Ferrovial: Funcio´n de correlacio´n cruzada residual del VEC(2)
Retardos r11 r12 r13 r14 r15
1 -0,031 -0,006 0,002 0,007 0,004
2 -0,025 0,000 0,004 0,016 0,008
3 0,074 0,023 -0,005 -0,011 -0,024
4 0,087 -0,001 0,017 0,022 -0,013
5 0,043 0,018 0,020 0,031 0,054
r21 r22 r23 r24 r25
1 -0,049 -0,008 0,001 0,008 0,002
2 -0,048 -0,019 -0,012 -0,013 -0,006
3 0,110 0,089 0,017 0,013 0,012
4 0,089 0,015 0,064 0,051 0,013
5 0,061 0,046 0,056 0,055 0,129
r31 r32 r33 r34 r35
1 -0,043 0,000 0,007 0,014 0,009
2 -0,055 -0,024 -0,013 -0,003 0,000
3 0,153 0,135 0,056 0,055 0,044
4 0,097 0,066 0,086 0,045 0,005
5 0,021 0,020 0,039 0,041 0,136
r41 r42 r43 r44 r45
1 -0,023 0,006 0,007 0,015 0,013
2 -0,043 -0,002 -0,003 0,018 0,006
3 0,131 0,130 0,061 0,046 0,037
4 0,066 0,074 0,079 0,012 -0,016
5 0,031 0,007 0,016 -0,008 0,069
r51 r52 r53 r54 r55
1 -0,031 -0,011 -0,001 0,012 0,013
2 -0,048 -0,003 -0,004 0,029 0,004
3 0,056 0,078 0,032 0,028 0,027
4 0,046 0,094 0,103 0,029 -0,014
5 0,003 0,001 0,039 0,005 0,057
DT= 2√
T
= 0, 162. En * significativos al 95%.
Se necesita ortogonalizar el VEC, para representar de forma correcta el mo-
delo perio´dico. Para conseguir la matriz A0 con la que se ortogonaliza el modelo, se
utiliza la matriz 4.26.
A0 =


1 0 0 0 0
−1, 37 1 0 0 0
−0, 05 −0, 92 1 0 0
−0, 08 0, 13 −1, 15 1 0
0, 29 −0, 14 0, 30 −1, 23 1


(4.27)
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Premultiplicando el modelo de la tabla 4.55 por la matriz 4.27 se obtiene
el modelo ortogonalizado que representa el modelo perio´dico, el cual aparece en la
tabla 4.57.
Tabla 4.57: Ferrovial: Modelo VEC(2) ortogonalizado
Variable
dependiente
Ecuaciones
∇lt ∇mt ∇xt ∇jt ∇vt
µ 0,0020 -0,0007 0,0021 0,0015 0,0011
ecm1t−1 1,26 -0,43 0,24 -0,19 -0,45
ecm2t−1 1,21 -0,17 0,49 -1,51 0,65
ecm3t−1 0,97 -0,34 -0,96 0,051 0,13
ecm4t−1 1,28 -1,53 0,075 -0,46 0,43
∇lt 1,37 0,50 0,079 -0,29
∇mt 0,92 -0,13 0,15
∇xt 1,15 -0,30
∇jt 1,23
∇lt−1 0,14 0,12 0,064 -0,24 -0,072
∇mt−1 -0,088 0,12 -0,24 0,20 0,0044
∇xt−1 0,11 -0,15 0,41 -0,26 0,11
∇jt−1 2 -0,16 0,18 -0,046
∇vt−1 -0,20 -0,012 -0,16 0,13 0,28
∇lt−2 0,068 -0,062 0,087 -0,0099
∇xt−2 0,12 0,0008 0,034
∇vt−2 -0,14 -0,10 -0,072 0,12 -0,036
4.A.14 Gamesa
4.A.14.1 Relaciones de cointegracio´n
La existencia de las relaciones de cointegracio´n se muestra en la tabla 4.58.
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Tabla 4.58: Gamesa: Test de cointegracio´n, me´todo de Engle-Granger
Variable
p = 0
dependiente
ecm1t -12,60
ecm2t -11,87
ecm3t -10,84
ecm4t -12,60
Valor cr´ıtico(95%):-5,28
(Phillips y Ouliaris (1990)).
Los gra´ficos de los residuos de estas relaciones de cointegracio´n se presentan
en el gra´fico 4.27 , y en e´l se observa el cara´cter estacionario de e´stas.
Gra´fico 4.27: Gamesa: Relaciones de cointegracio´n
4.A.14.2 Estimacio´n modelo VEC
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados, salvo los de las relaciones de cointegracio´n, que se restringen. Los
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resultados aparecen en la tabla 4.59.
Tabla 4.59: Gamesa: Estimacio´n del VEC(0)
Variable
dependiente
Ecuacionesa
∇lt ∇mt ∇xt ∇jt ∇vt
µ 0,001
(0,001)
ecm1t−1 1,05
(0,07)
0,99
(0,10)
0,90
(0,10)
0,93
(0,07)
ecm2t−1 1,01
(0,05)
1,00
(0,07)
0,95
(0,06)
ecm3t−1 0,95
(0,05)
0,91
(0,06)
ecm4t−1 1,03
(0,04)
aLa tabla muestra los coeficientes estimados del modelo VEC donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (4.28).
Σu =


1, 43E − 04 1, 80E − 04 1, 48E − 04 1, 60E − 04 1, 73E − 04
1, 80E − 04 4, 24E − 04 4, 16E − 04 4, 68E − 04 4, 93E − 04
1, 48E − 04 4, 16E − 04 6, 37E − 04 6, 90E − 04 7, 01E − 04
1, 60E − 04 4, 68E − 04 6, 90E − 04 1, 01E − 03 1, 08E − 03
1, 73E − 04 4, 93E − 04 7, 01E − 04 1, 08E − 03 1, 32E − 03


(4.28)
El gra´fico 4.28 muestra los residuos del VEC(0). Por otro lado, en la tabla 4.60
se presentan las funciones de correlacio´n cruzadas. En ninguna de ellas se aprecian
correlaciones significativas, por lo que se considera que el modelo de la tabla 4.59 es
apropiado para representar la relacio´n entre las variables.
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Tabla 4.60: Gamesa: Funcio´n de correlacio´n cruzada residual del VEC(0)
Retardos r11 r12 r13 r14 r15
1 0,008 0,021 0,026 0,026 0,025
2 0,031 0,029 0,037 0,022 0,012
3 0,056 0,017 0,014 0,003 0,009
4 0,071 -0,007 0,016 0,026 -0,008
5 0,043 -0,008 -0,003 0,025 0,046
r21 r22 r23 r24 r25
1 0,016 0,029 0,038 0,035 0,031
2 0,048 0,025 0,034 0,012 0,002
3 0,088 0,051 0,044 0,036 0,050
4 0,071 0,008 0,072 0,069 0,033
5 0,073 0,034 0,041 0,062 0,132
r31 r32 r33 r34 r35
1 0,026 0,034 0,045 0,037 0,033
2 0,055 0,028 0,039 0,016 0,010
3 0,110 0,067 0,063 0,058 0,074
4 0,068 0,050 0,084 0,052 0,014
5 0,034 0,014 0,033 0,064 0,157
r41 r42 r43 r44 r45
1 0,022 0,026 0,037 0,029 0,027
2 0,045 0,027 0,038 0,020 0,016
3 0,090 0,066 0,073 0,062 0,072
4 0,045 0,066 0,080 0,024 -0,005
5 0,048 0,008 0,021 0,024 0,098
r51 r52 r53 r54 r55
1 0,001 0,001 0,010 0,011 0,012
2 0,031 0,020 0,026 0,015 0,007
3 0,012 0,021 0,039 0,042 0,053
4 0,026 0,082 0,100 0,042 -0,002
5 0,013 -0,009 0,038 0,024 0,072
DT= 2√
T
= 0, 161. En * significativos al 95%.
Se necesita ortogonalizar el VEC, para representar de forma correcta el mo-
delo perio´dico. Para conseguir la matriz A0 con la que se ortogonaliza el modelo, se
utiliza la matriz 4.28.
A0 =


1 0 0 0 0
−1, 25 1 0 0 0
0, 42 −1, 16 1 0 0
0, 16 −0, 19 −0, 99 1 0
−0, 065 −0, 060 0, 26 −1, 20 1


(4.29)
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Premultiplicando el modelo de la tabla 4.59 por la matriz 4.29 se obtiene el
modelo ortogonalizado que representa el modelo perio´dico, el cual se muestra en la
tabla 4.61.
Tabla 4.61: Gamesa: Modelo VEC(0) ortogonalizado
Variable
dependiente
Ecuaciones
∇lt ∇mt ∇xt ∇jt ∇vt
µ 0,0010 -0,0013 0,0004 0,0002 -0,0001
ecm1t−1 1,05 -0,32 0,19 0,0081 -1,01
ecm2t−1 1,01 -0,26 0,20 -0,97 0,12
ecm3t−1 0,95 -0,28 -0,66 -0,024 -0,12
ecm4t−1 1,03 -1,29 0,43 0,16 -0,067
∇lt 1,25 -0,42 -0,16 0,065
∇mt 1,16 0,19 0,060
∇xt 0,99 -0,26
∇jt 1,20
4.A.15 Gas Natural
4.A.15.1 Relaciones de cointegracio´n
La existencia de las relaciones de cointegracio´n se muestra en la tabla 4.62.
Tabla 4.62: Gas Natural: Test de cointegracio´n, me´todo de Engle-Granger
Variable
p = 0
dependiente
ecm1t -12,67
ecm2t -13,68
ecm3t -12,16
ecm4t -13,32
Valor cr´ıtico(95%):-5,28
(Phillips y Ouliaris (1990)).
El gra´fico 4.29 muestra los residuos de estas relaciones de cointegracio´n, y en
ellos se observa el cara´cter estacionario de e´stas.
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Gra´fico 4.29: Gas Natural: Relaciones de cointegracio´n
4.A.15.2 Estimacio´n modelo VEC
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados, menos los de las relaciones de cointegracio´n, que se restringen. Los
resultados aparecen en la tabla 4.63.
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Tabla 4.63: Gas Natural: Estimacio´n del VEC(1)
Variable
dependiente
Ecuacionesa
∇lt ∇mt ∇xt ∇jt ∇vt
ecm1t−1 0,95
(0,13)
0,84
(0,16)
0,85
(0,12)
1,00
(0,07)
ecm2t−1 1,10
(0,11)
1,29
(0,13)
1,09
(0,07)
ecm3t−1 0,89
(0,08)
0,83
(0,08)
ecm4t−1 1,06
(0,09)
∇lt−1 −0,045
(0,035)
−0,089
(0,045)
0,18
(0,05)
−0,13
(0,05)
∇mt−1 −0,17
(0,07)
−0,070
(0,040)
∇xt−1 0,20
(0,07)
0,26
(0,08)
∇jt−1 −0,36
(0,11)
−0,46
(0,14)
∇vt−1 0,24
(0,10)
0,30
(0,11)
aLa tabla muestra los coeficientes estimados del modelo VEC donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (4.30).
Σu =


6, 58E − 05 8, 42E − 05 7, 29E − 05 7, 37E − 05 6, 78E − 05
8, 42E − 05 1, 82E − 04 1, 83E − 04 1, 82E − 04 1, 77E − 04
7, 29E − 05 1, 83E − 04 3, 13E − 04 2, 97E − 04 2, 77E − 04
7, 37E − 05 1, 82E − 04 2, 97E − 04 3, 84E − 04 4, 02E − 04
6, 78E − 05 1, 77E − 04 2, 77E − 04 4, 02E − 04 4, 95E − 04


(4.30)
El gra´fico 4.30 muestra los residuos del VEC(1). Por otro lado, en la tabla 4.64
se presentan las funciones de correlacio´n cruzadas. Aunque once de las correlaciones
de la tabla son significativas, son para retardos lejanos como el cuarto y el quinto,
por lo que se considera que el modelo de la tabla 4.63 representa de forma adecuada
la relacio´n dina´mica entre las variables.
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Tabla 4.64: Gas Natural: Funcio´n de correlacio´n cruzada residual del VEC(1)
Retardos r11 r12 r13 r14 r15
1 0,004 0,003 -0,025 -0,016 -0,021
2 -0,054 -0,012 -0,020 -0,046 -0,047
3 -0,080 0,000 0,163* 0,082 0,039
4 0,174* 0,206* 0,217* 0,209* 0,167*
5 0,066 0,082 0,128 0,078 0,018
r21 r22 r23 r24 r25
1 -0,039 -0,026 -0,022 -0,016 -0,026
2 -0,018 0,028 0,006 -0,024 -0,027
3 -0,041 -0,003 0,080 0,093 0,080
4 0,164* 0,215* 0,257* 0,267* 0,230*
5 -0,051 -0,039 0,054 0,039 0,033
r31 r32 r33 r34 r35
1 -0,022 -0,010 -0,006 -0,013 -0,029
2 0,005 0,035 0,032 -0,023 -0,022
3 0,104 0,041 0,047 0,055 0,054
4 0,012 0,045 0,133 0,149 0,157
5 -0,097 -0,047 0,032 0,011 0,036
r41 r42 r43 r44 r45
1 -0,024 -0,008 0,034 0,018 -0,006
2 -0,027 0,012 0,032 -0,023 -0,040
3 0,093 0,036 0,077 0,080 0,064
4 -0,018 0,030 0,109 0,108 0,125
5 -0,063 -0,023 0,020 0,014 0,051
r51 r52 r53 r54 r55
1 -0,068 -0,052 0,015 -0,002 -0,027
2 0,035 0,032 0,051 0,015 -0,022
3 0,047 -0,009 0,047 0,051 0,019
4 -0,056 -0,034 0,045 0,052 0,076
5 -0,086 -0,015 0,051 0,053 0,098
DT= 2√
T
= 0, 161. En * significativos al 95%
Se necesita ortogonalizar el VEC, para representar de forma correcta el mo-
delo perio´dico. Para conseguir la matriz A0 con la que se ortogonaliza el modelo, se
utiliza la matriz 4.30.
A0 =


1 0 0 0 0
−1, 28 1 0 0 0
0, 46 −1, 22 1 0 0
−0, 01 −0, 10 −0, 88 1 0
0, 23 −0, 20 0, 47 −1, 36 1


(4.31)
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Premultiplicando el modelo de la tabla 4.63 por la matriz 4.31 se obtiene
el modelo ortogonalizado que representa el modelo perio´dico, el cual apacere en la
tabla 4.65.
Tabla 4.65: Gas Natural: Modelo VEC(1) ortogonalizado
Variable
dependiente
Ecuaciones
∇lt ∇mt ∇xt ∇jt ∇vt
ecm1t−1 0,95 -0,37 0,25 0,16 -0,90
ecm2t−1 1,10 -0,12 0,016 -1,10 0,51
ecm3t−1 0,89 -0,31 -0,61 -0,085 0,040
ecm4t−1 1,06 -1,36 0,48 -0,0066 0,24
∇lt 1,28 -0,46 0,0063 -0,23
∇mt 1,22 0,097 0,20
∇xt 0,88 -0,47
∇jt 1,36
∇lt−1 -0,045 -0,031 0,27 -0,15 -0,038
∇mt−1 -0,17 0,080 0,015
∇xt−1 0,20 0,0093 -0,23 -0,026 -0,0067
∇jt−1 -0,36 0,0008 0,40 0,047 0,0087
∇vt−1 0,24 -0,012 -0,25 -0,030 -0,0035
4.A.16 Iberdrola
4.A.16.1 Relaciones de cointegracio´n
En la tabla 4.66 se muestra la existencia de las relaciones de cointegracio´n.
Tabla 4.66: Iberdrola: Test de cointegracio´n, me´todo de Engle-Granger
Variable
p = 0
dependiente
ecm1t -10,60
ecm2t -13,35
ecm3t -12,14
ecm4t -14,34
Valor cr´ıtico(95%):-5,28
(Phillips y Ouliaris (1990)).
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Los gra´fico de los residuos de estas relaciones de cointegracio´n se presentan
en el gra´fico 4.31 , y en ellos se observa el cara´cter estacionario de e´stas.
Gra´fico 4.31: Iberdrola: Relaciones de cointegracio´n
4.A.16.2 Estimacio´n modelo VEC
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados, menos los de las relaciones de cointegracio´n, que se restringen. Los
resultados aparecen en la tabla 4.67.
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Tabla 4.67: Iberdrola: Estimacio´n del VEC(1)
Variable
dependiente
Ecuacionesa
∇lt ∇mt ∇xt ∇jt ∇vt
µ 0,001
(0,001)
0,003
(0,001)
ecm1t−1 1,15
(0,11)
1,48
(0,18)
2,52
(0,25)
2,25
(0,28)
0,96
(0,33)
ecm2t−1 1,11
(0,11)
1,12
(0,16)
1,72
(0,25)
0,72
(0,27)
0,63
(0,33)
ecm3t−1 1,03
(0,09)
1,24
(0,14)
0,75
(0,19)
0,63
(0,21)
0,55
(0,25)
ecm4t−1 1,07
(0,10)
0,61
(0,18)
0,57
(0,22)
0,44
(0,27)
∇lt−1 −0,10
(0,06)
−0,20
(0,06)
∇mt−1 0,10
(0,07)
0,19
(0,08)
∇xt−1 0,28
(0,09)
0,43
(0,09)
0,49
(0,14)
∇jt−1 0,15
(0,07)
0,40
(0,10)
−0,32
(0,14)
∇vt−1 −0,11
(0,07)
−0,39
(0,12)
−1,38
(0,18)
−1,04
(0,20)
−0,66
(0,25)
aLa tabla muestra los coeficientes estimados del modelo VEC donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (4.32).
Σu =


6, 50E − 05 8, 01E − 05 7, 61E − 05 6, 97E − 05 7, 75E − 05
8, 01E − 05 1, 83E − 04 1, 93E − 04 1, 80E − 04 1, 99E − 04
7, 61E − 05 1, 93E − 04 3, 27E − 04 3, 24E − 04 3, 22E − 04
6, 97E − 05 1, 80E − 04 3, 24E − 04 3, 83E − 04 4, 04E − 04
7, 75E − 05 1, 99E − 04 3, 22E − 04 4, 04E − 04 5, 19E − 04


(4.32)
Los residuos del VEC(1)aparecen en el gra´fico 4.32. Por otro lado, en la
tabla 4.68 se presentan las funciones de correlacio´n cruzadas. So´lo una de ellas es
significativa, por lo que se cree que el modelo de la tabla 4.67 es una forma adecuada
de representar la correlacio´n dina´mica entre las variables.
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Tabla 4.68: Iberdrola: Funcio´n de correlacio´n cruzada residual del VEC(1)
Retardos r11 r12 r13 r14 r15
1 0,064 0,031 0,027 0,020 0,016
2 0,022 0,045 0,005 0,009 0,054
3 0,100 0,198* 0,100 0,081 0,054
4 0,137 0,121 0,116 0,102 0,069
5 -0,065 -0,114 -0,069 -0,069 -0,061
r21 r22 r23 r24 r25
1 0,097 0,039 0,033 0,020 0,010
2 0,114 0,085 0,002 0,014 0,047
3 -0,056 0,063 0,015 0,038 0,036
4 0,057 0,096 0,153 0,158 0,099
5 -0,039 -0,124 -0,102 -0,053 -0,030
r31 r32 r33 r34 r35
1 0,059 0,008 -0,003 -0,004 -0,003
2 -0,074 -0,009 -0,045 -0,045 -0,012
3 -0,011 0,086 -0,029 -0,049 -0,042
4 0,036 0,107 0,109 0,098 0,039
5 0,001 -0,126 -0,121 -0,076 -0,024
r41 r42 r43 r44 r45
1 0,037 0,001 -0,001 -0,003 -0,002
2 -0,104 -0,028 -0,086 -0,090 -0,058
3 -0,019 0,054 -0,032 -0,053 -0,049
4 -0,006 0,030 0,017 0,028 -0,032
5 -0,024 -0,115 -0,101 -0,070 -0,016
r51 r52 r53 r54 r55
1 0.041 0.017 0.031 0.021 0.013
2 -0.057 0.010 -0.069 -0.075 -0.048
3 -0.074 0.045 0.002 -0.027 -0.042
4 0.003 0.020 -0.010 0.014 -0.050
5 -0.067 -0.134 -0.129 -0.081 -0.017
DT= 2√
T
= 0, 161. En * significativos al 95%.
Se necesita ortogonalizar el VEC, para representar de forma correcta el mo-
delo perio´dico. Para conseguir la matriz A0 con la que se ortogonaliza el modelo, se
utiliza la matriz 4.32.
A0 =


1 0 0 0 0
−1, 22 1 0 0 0
0, 27 −1, 17 1 0 0
0, 01 0, 15 −1, 08 1 0
0, 05 −0, 39 0, 65 −1, 44 1


(4.33)
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Premultiplicando el modelo de la tabla 4.67 por la matriz 4.33 se obtiene el
modelo ortogonalizado que representa el modelo perio´dico, el cual se presenta en la
tabla 4.69.
Tabla 4.69: Iberdrola: Modelo VEC(1) ortogonalizado
Variable
dependiente
Ecuaciones
∇lt ∇mt ∇xt ∇jt ∇vt
µ 0,0010 0,0016
ecm1t−1 1,15 0,075 1,09 -0,24 -1,14
ecm2t−1 1,11 -0,23 0,70 -0,96 0,35
ecm3t−1 1,03 -0,021 -0,42 0,016 -0,29
ecm4t−1 1,07 -1,31 0,90 -0,071 0,070
∇lt 1,22 -0,27 -0,0099 -0,055
∇mt 1,17 -0,15 -0,39
∇xt 1,08 -0,65
∇jt 1,44
∇lt−1 -0,11 -0,077 0,21 -0,032 0,074
∇mt−1 0,10 0,063 -0,19 0,029 -0,067
∇xt−1 0,28 0,13 0,056
∇jt−1 0,15 0,23 -0,41 -0,12
∇vt−1 -0,12 -0,25 -0,95 0,40 0,075
4.A.17 Iberia
4.A.17.1 Relaciones de cointegracio´n
Se muestra la existencia de las relaciones de cointegracio´n en la tabla 4.70.
Tabla 4.70: Iberia: Test de cointegracio´n, me´todo de Engle-Granger
Variable
p = 0
dependiente
ecm1t -11,36
ecm2t -11,44
ecm3t -11,08
ecm4t -13,05
Valor cr´ıtico(95%):-5,28
(Phillips y Ouliaris (1990)).
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El gra´fico 4.33 muestra los residuos de estas relaciones de cointegracio´n, y en
ellos se observa el cara´cter estacionario de e´stas.
Gra´fico 4.33: Iberia: Relaciones de cointegracio´n
4.A.17.2 Estimacio´n modelo VEC
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados, menos los de las relaciones de cointegracio´n, que se restringen. Los
resultados aparecen en la tabla 4.71.
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Tabla 4.71: Iberia: Estimacio´n del VEC(2)
Variable
dependiente
Ecuacionesa
∇lt ∇mt ∇xt ∇jt ∇vt
µ 0,001
(0,001)
ecm1t−1 1,20
(0,10)
1,11
(0,10)
0,95
(0,09)
1,18
(0,10)
ecm2t−1 0,96
(0,11)
1,20
(0,13)
1,14
(0,17)
0,33
(0,19)
0,52
(0,20)
ecm3t−1 0,98
(0,08)
0,94
(0,07)
0,19
(0,09)
0,38
(0,12)
ecm4t−1 1,00
(0,09)
0,18
(0,10)
∇lt−1 0,035
(0,067)
0,27
(0,07)
0,22
(0,07)
∇mt−1 0,30
(0,07)
0,35
(0,09)
∇xt−1 0,11
(0,05)
0,18
(0,06)
0,082
(0,073)
∇jt−1 −0,14
(0,07)
−0,34
(0,08)
∇vt−1 −0,052
(0,090)
−0,20
(0,07)
−0,21
(0,08)
∇lt−2 0,098
(0,041)
∇mt−2 −0,11
(0,05)
∇xt−2 0,076
(0,039)
∇jt−2 −0,079
(0,049)
−0,17
(0,06)
∇vt−2 −0,054
(0,076)
−0,30
(0,08)
−0,20
(0,08)
−0,23
(0,06)
aLa tabla muestra los coeficientes estimados del modelo VEC donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (4.34).
Σu =


1, 30E − 04 1, 52E − 04 1, 40E − 04 1, 37E − 04 1, 38E − 04
1, 52E − 04 3, 56E − 04 3, 97E − 04 3, 90E − 04 3, 81E − 04
1, 40E − 04 3, 97E − 04 7, 32E − 04 7, 48E − 04 6, 93E − 04
1, 37E − 04 3, 90E − 04 7, 48E − 04 9, 21E − 04 8, 79E − 04
1, 38E − 04 3, 81E − 04 6, 93E − 04 8, 79E − 04 1, 02E − 03


(4.34)
Los residuos del VEC(2) aparecen en el gra´fico 4.34. Por otro lado, en la tabla
4.72 se presentan las funciones de correlacio´n cruzadas. En dos casos se aprecian
correlaciones significativas en el retardo quinto. Sin embargo, se piensa que el modelo
de la tabla 4.71 representa de forma adecuada la relacio´n entre las variables.
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Tabla 4.72: Iberia: Funcio´n de correlacio´n cruzada residual del VEC(2)
Retardos r11 r12 r13 r14 r15
1 -0,015 -0,013 -0,011 -0,007 0,007
2 -0,003 0,006 0,023 -0,003 -0,001
3 -0,032 0,030 0,018 0,004 0,026
4 -0,066 -0,078 -0,076 -0,062 -0,063
5 -0,042 -0,062 -0,040 -0,048 -0,063
r21 r22 r23 r24 r25
1 -0,035 -0,017 -0,022 -0,021 0,004
2 -0,028 -0,029 0,008 0,003 -0,020
3 0,024 0,048 0,009 -0,001 -0,004
4 -0,106 -0,103 -0,086 -0,036 -0,044
5 0,010 0,094 0,104 0,113 0,054
r31 r32 r33 r34 r35
1 -0,034 -0,022 -0,030 -0,037 0,003
2 -0,069 -0,045 0,007 0,017 -0,026
3 -0,040 0,003 -0,017 -0,028 -0,040
4 -0,134 -0,120 -0,110 -0,078 -0,054
5 -0,023 0,079 0,121 0,141 0,072
r41 r42 r43 r44 r45
1 -0,046 -0,025 -0,034 -0,040 0,000
2 -0,072 -0,045 0,022 0,045 -0,003
3 -0,022 0,001 -0,017 -0,023 -0,046
4 -0,139 -0,105 -0,123 -0,094 -0,058
5 -0,055 0,073 0,133 0,171* 0,120
r51 r52 r53 r54 r55
1 -0,058 -0,034 -0,041 -0,043 0,000
2 -0,051 -0,042 0,024 0,038 -0,004
3 -0,031 -0,018 -0,044 -0,043 -0,075
4 -0,153 -0,090 -0,113 -0,081 -0,059
5 -0,080 0,047 0,144 0,177* 0,105
DT= 2√
T
= 0, 162. En * significativos al 95%.
Se necesita ortogonalizar el VEC, para representar de forma correcta el mo-
delo perio´dico. Para conseguir la matriz A0 con la que se ortogonaliza el modelo, se
utiliza la matriz 4.34.
A0 =


1 0 0 0 0
−1, 15 1 0 0 0
0, 56 −1, 32 1 0 0
−0, 02 0, 10 −1, 09 1 0
−0, 05 −0, 07 0, 23 −1, 11 1


(4.35)
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Premultiplicando el modelo de la tabla 4.71 por la matriz 4.35 se obtiene el
modelo ortogonalizado que representa el modelo perio´dico, el cual se presenta en la
tabla 4.73.
Tabla 4.73: Iberia: Modelo VEC(2) ortogonalizado
Variable
dependiente
Ecuaciones
∇lt ∇mt ∇xt ∇jt ∇vt
µ 0,0010 -0,0011
ecm1t−1 1,20 -0,28 0,16 0,24 -1,22
ecm2t−1 0,96 0,10 0,095 -0,80 0,29
ecm3t−1 0,98 -0,19 -0,68 0,27 0,048
ecm4t−1 1,00 -1,16 0,56 -0,015 0,14
∇lt 1,15 -0,56 0,015 0,048
∇mt 1,32 -0,099 0,071
∇xt 1,09 -0,23
∇jt 1,11
∇lt−1 0,035 0,23 -0,11 -0,22 0,032
∇mt−1 0,30 0,018
∇xt−1 0,11 0,049 -0,088 -0,073 0,0014
∇jt−1 -0,14 0,15 -0,38
∇vt−1 -0,052 -0,14 0,23 -0,23 0,25
∇lt−2 0,098 -0,11 0,023
∇mt−2 -0,11 0,12 -0,025
∇xt−2 0,076 -0,088 0,043 -0,0011 -0,0036
∇jt−2 -0,079 0,091 -0,044 0,0012 -0,16
∇vt−2 -0,054 -0,23 0,16 -0,043 0,23
4.A.18 Indra
4.A.18.1 Relaciones de cointegracio´n
Se muestra la existencia de las relaciones de cointegracio´n en la tabla 4.74.
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Tabla 4.74: Indra: Test de cointegracio´n, me´todo de Engle-Granger
Variable
p = 0
dependiente
ecm1t -12,38
ecm2t -13,07
ecm3t -11,08
ecm4t -11,71
Valor cr´ıtico(95%):-5,28
(Phillips y Ouliaris (1990)).
Los gra´ficos de los residuos de estas relaciones de cointegracio´n se presentan
en el gra´fico 4.35 , y en ellos se observa el cara´cter estacionario de e´stas.
Gra´fico 4.35: Indra: Relaciones de cointegracio´n
4.A.18.2 Estimacio´n modelo VEC
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados, salvo los de las relaciones de cointegracio´n, que se restringen. Los
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resultados aparecen en la tabla 4.75.
Tabla 4.75: Indra: Estimacio´n del VEC(0)
Variable
dependiente
Ecuacionesa
∇lt ∇mt ∇xt ∇jt ∇vt
µ 0,002
(0,001)
0,004
(0,001)
0,003
(0,002)
ecm1t−1 1,15
(0,08)
1,17
(0,11)
0,94
(0,12)
1,02
(0,07)
ecm2t−1 0,95
(0,06)
0,92
(0,08)
1,06
(0,07)
ecm3t−1 1,01
(0,06)
0,99
(0,06)
ecm4t−1 0,99
(0,05)
aLa tabla muestra los coeficientes estimados del modelo VEC donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (4.36).
Σu =


1, 17E − 04 1, 36E − 04 1, 31E − 04 1, 35E − 04 1, 29E − 04
1, 36E − 04 2, 42E − 04 2, 50E − 04 2, 41E − 04 2, 31E − 04
1, 31E − 04 2, 50E − 04 3, 75E − 04 3, 63E − 04 3, 38E − 04
1, 35E − 04 2, 41E − 04 3, 63E − 04 4, 81E − 04 4, 89E − 04
1, 29E − 04 2, 31E − 04 3, 38E − 04 4, 89E − 04 5, 89E − 04


(4.36)
En la tabla 4.76 se presentan las funciones de correlacio´n cruzadas. So´lo en dos
de ellas se aprecian correlaciones significativas, por lo cual estos resultados sugieren
que el modelo de la tabla 4.75 representa de forma adecuada la relacio´n entre las
variables. Por su parte, el gra´fico 4.36 muestra los residuos del VEC(0).
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Tabla 4.76: Indra: Funcio´n de correlacio´n cruzada residual del VEC(0)
Retardos r11 r12 r13 r14 r15
1 0,041 0,057 0,083 0,066 0,068
2 -0,085 -0,048 -0,003 -0,089 -0,127
3 0,006 -0,008 -0,023 -0,017 0,010
4 -0,113 -0,105 -0,084 -0,036 -0,033
5 -0,019 -0,084 -0,086 -0,078 -0,096
r21 r22 r23 r24 r25
1 0,027 0,050 0,096 0,070 0,073
2 -0,036 0,005 0,052 -0,054 -0,086
3 -0,044 -0,030 -0,001 0,035 0,039
4 -0,060 -0,102 -0,113 -0,062 -0,029
5 0,039 0,003 -0,033 -0,006 -0,030
r31 r32 r33 r34 r35
1 -0,043 -0,011 0,065 0,042 0,050
2 -0,057 0,011 0,050 -0,075 -0,109
3 -0,098 -0,026 -0,025 0,027 0,020
4 -0,087 -0,094 -0,102 -0,051 -0,010
5 0,064 0,041 -0,009 0,020 0,011
r41 r42 r43 r44 r45
1 -0,073 -0,053 0,022 0,003 0,018
2 -0,115 -0,032 0,034 -0,101 -0,137
3 -0,101 -0,079 -0,097 -0,046 -0,040
4 -0,186* -0,142 -0,128 -0,108 -0,071
5 0,061 0,061 0,019 0,061 0,042
r51 r52 r53 r54 r55
1 -0,082 -0,077 -0,019 -0,028 -0,009
2 -0,131 -0,076 -0,006 -0,111 -0,125
3 -0,134 -0,105 -0,131 -0,068 -0,044
4 -0,183* -0,117 -0,111 -0,119 -0,097
5 0,074 0,080 0,051 0,085 0,040
DT= 2√
T
= 0, 161. En * significativos al 95%
Se necesita ortogonalizar el VEC, para representar de forma correcta el mo-
delo perio´dico. Para conseguir la matriz A0 con la que se ortogonaliza el modelo, se
utiliza la matriz 4.36.
A0 =


1 0 0 0 0
−1, 16 1 0 0 0
0, 21 −1, 15 1 0 0
−0, 22 0, 15 −0, 99 1 0
0, 12 −0, 18 0, 39 −1, 26 1


(4.37)
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Premultiplicando el modelo de la tabla 4.75 por la matriz 4.37 se obtiene el
modelo ortogonalizado que representa el modelo perio´dico, el cual se presenta en la
tabla 4.77.
Tabla 4.77: Indra: Modelo VEC(0) ortogonalizado
Variable
dependiente
Ecuaciones
∇lt ∇mt ∇xt ∇jt ∇vt
µ 0,0020 0,0020 -0,0012
ecm1t−1 1,15 -0,17 -0,16 0,017 -0,99,
ecm2t−1 0,96 -0,19 0,20 -1,12 0,36
ecm3t−1 1,01 -0,19 -0,92 -0,067 -0,059
ecm4t−1 0,99 -1,15 0,21 -0,21 0,11
∇lt 1,17 -0,21 0,22 -0,11
∇mt 1,15 -0,15 0,18
∇xt 0,99 -0,39
∇jt 1,26
4.A.19 Inditex
4.A.19.1 Relaciones de cointegracio´n
Se muestra la existencia de las relaciones de cointegracio´n en la tabla 4.78.
Tabla 4.78: Inditex: Test de cointegracio´n, me´todo de Engle-Granger
Variable
p = 0
dependiente
ecm1t -11,88
ecm2t -13,35
ecm3t -13,22
ecm4t -12,85
Valor cr´ıtico(95%):-5,28
(Phillips y Ouliaris (1990)).
Los gra´ficos de los residuos de estas relaciones de cointegracio´n se presentan
en el gra´fico 4.37 , y en e´l se observa el cara´cter estacionario de e´stas.
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Gra´fico 4.37: Inditex: Relaciones de cointegracio´n
4.A.19.2 Estimacio´n modelo VEC
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados, menos los de las relaciones de cointegracio´n, que se restringen. Los
resultados aparecen en la tabla 4.79.
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Tabla 4.79: Inditex: Estimacio´n del VEC(0)
Variable
dependiente
Ecuacionesa
∇lt ∇mt ∇xt ∇jt ∇vt
µ 0,002
(0,001)
0,003
(0,001)
ecm1t−1 1,08
(0,09)
1,18
(0,09)
1,21
(0,08)
1,15
(0,07)
ecm2t−1 1,01
(0,08)
0,82
(0,07)
0,92
(0,06)
ecm3t−1 1,17
(0,10)
1,06
(0,07)
ecm4t−1 1,05
(0,06)
aLa tabla muestra los coeficientes estimados del modelo VEC donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (4.38).
Σu =


1, 61E − 04 1, 42E − 04 1, 32E − 04 1, 40E − 04 1, 40E − 04
1, 42E − 04 2, 39E − 04 2, 33E − 04 2, 48E − 04 2, 51E − 04
1, 32E − 04 2, 33E − 04 3, 02E − 04 3, 36E − 04 3, 25E − 04
1, 40E − 04 2, 48E − 04 3, 36E − 04 4, 99E − 04 4, 82E − 04
1, 40E − 04 2, 51E − 04 3, 25E − 04 4, 82E − 04 5, 74E − 04


(4.38)
Los residuos del VEC(0) aparecen en el gra´fico 4.38. Por otro lado, en la tabla
4.80 se presentan las funciones de correlacio´n cruzadas. Una de ellas es significativa,
se considera que no es necesario incrementar el orden del VEC(0) y que el modelo
de la tabla 4.79 es adecuado para representar la relacio´n entre las variables.
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Tabla 4.80: Inditex: Funcio´n de correlacio´n cruzada residual del VEC(0)
Retardos r11 r12 r13 r14 r15
1 -0,039 -0,034 0,016 0,043 0,025
2 0,014 0,023 0,063 0,075 0,059
3 -0,078 0,024 0,004 0,073 0,074
4 -0,064 -0,147 -0,157 -0,078 -0,034
5 -0,036 0,020 0,027 0,002 0,026
r21 r22 r23 r24 r25
1 -0,057 -0,051 0,011 0,043 0,018
2 -0,006 0,005 0,058 0,070 0,047
3 -0,112 0,010 0,017 0,079 0,072
4 -0,016 -0,086 -0,100 -0,077 -0,066
5 0,072 0,071 0,068 0,030 0,025
r31 r32 r33 r34 r35
1 -0,071 -0,069 0,000 0,017 -0,014
2 -0,006 -0,021 0,040 0,045 0,011
3 -0,105 -0,019 -0,075 -0,027 -0,047
4 -0,025 -0,076 -0,068 -0,109 -0,044
5 0,078 0,025 -0,004 -0,026 -0,023
r41 r42 r43 r44 r45
1 -0,104 -0,078 0,015 0,036 0,001
2 -0,041 -0,052 0,038 0,046 0,002
3 -0,056 -0,015 -0,096 -0,082 -0,107
4 0,055 0,001 -0,060 -0,115 -0,084
5 0,011 0,052 0,009 -0,053 -0,034
r51 r52 r53 r54 r55
1 -0,086 -0,071 0,005 0,037 -0,001
2 -0,047 -0,059 0,030 0,049 0,006
3 -0,021 0,017 -0,085 -0,065 -0,104
4 0,023 -0,043 -0,140 -0,184* -0,143
5 -0,004 0,072 -0,005 -0,059 -0,043
DT= 2√
T
= 0, 161. En * significativos al 95%
Se necesita ortogonalizar el VEC, para representar de forma correcta el mo-
delo perio´dico. Para conseguir la matriz A0 con la que se ortogonaliza el modelo, se
utiliza la matriz 4.38.
A0 =


1 0 0 0 0
−0, 88 1 0 0 0
0, 08 −1, 02 1 0 0
−0, 02 0, 21 −1, 27 1 0
0, 06 −0, 22 0, 15 −0, 97 1


(4.39)
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Premultiplicando el modelo de la tabla 4.79 por la matriz 4.39 se obtiene el
modelo ortogonalizado que representa el modelo perio´dico, el cual se presenta en la
tabla 4.81.
Tabla 4.81: Inditex: Modelo VEC(0) ortogonalizado
Variable
dependiente
Ecuaciones
∇lt ∇mt ∇xt ∇jt ∇vt
µ 0,0020 0,0011
ecm1t−1 1,08 0,23 0,097 -0,16 -1,14
ecm2t−1 1,01 -0,074 0,17 -1,01 0,014
ecm3t−1 1,17 0,027 -0,99 0,20 -0,17
ecm4t−1 1,05 -0,92 0,083 -0,020 0,058
∇lt 0,88 -0,080 0,019 -0,055
∇mt 1,02 -0,21 0,22
∇xt 1,27 -0,15
∇jt 0,97
4.A.20 Metrovacesa
4.A.20.1 Relaciones de cointegracio´n
Se muestra la existencia de las relaciones de cointegracio´n en la tabla 4.82.
Tabla 4.82: Metrovacesa: Test de cointegracio´n, me´todo de Engle-Granger
Variable
p = 0
dependiente
ecm1t -14,07
ecm2t -17,89
ecm3t -14,06
ecm4t -13,29
Valor cr´ıtico(95%):-5,28
(Phillips y Ouliaris (1990)).
Los gra´ficos de los residuos de estas relaciones de cointegracio´n se presentan
en el gra´fico 4.39 , y en ellos se observa el cara´cter estacionario de e´stas.
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Gra´fico 4.39: Metrovacesa: Residuos de las relaciones de cointegracio´n
4.A.20.2 Estimacio´n modelo VEC
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados, salvo los de las relaciones de cointegracio´n, que se restringen. Los
resultados aparecen en la tabla 4.83.
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Tabla 4.83: Metrovacesa: Estimacio´n del VEC(2)
Variable
dependiente
Ecuacionesa
∇lt ∇mt ∇xt ∇jt ∇vt
ecm1t−1 0,90
(0,15)
0,88
(0,19)
0,94
(0,25)
1,20
(0,13)
ecm2t−1 1,17
(0,11)
1,50
(0,14)
1,31
(0,16)
−0,30
(0,21)
−0,52
(0,23)
ecm3t−1 0,74
(0,11)
0,64
(0,13)
−0,32
(0,19)
−0,37
(0,20)
−0,48
(0,23)
ecm4t−1 1,04
(0,09)
∇lt−1 −0,15
(0,08)
−0,22
(0,10)
−0,093
(0,100)
∇xt−1 0,37
(0,08)
0,38
(0,07)
−0,22
(0,11)
−0,27
(0,13)
∇jt−1 −0,42
(0,12)
−0,42
(0,13)
−0,36
(0,15)
∇vt−1 0,23
(0,12)
0,27
(0,14)
0,50
(0,19)
0,38
(0,15)
0,50
(0,16)
∇lt−2 −0,090
(0,026)
−0,19
(0,05)
∇mt−2 0,12
(0,05)
∇xt−2 0,15
(0,04)
−0,20
(0,05)
−0,32
(0,08)
−0,23
(0,09)
∇jt−2 −0,18
(0,07)
0,13
(0,06)
∇vt−2 0,21
(0,08)
0,24
(0,09)
0,40
(0,11)
0,31
(0,12)
0,39
(0,12)
aLa tabla muestra los coeficientes estimados del modelo VEC donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (4.40).
Σu =


1, 69E − 04 2, 17E − 04 2, 65E − 04 2, 18E − 04 1, 98E − 04
2, 17E − 04 4, 29E − 04 5, 36E − 04 4, 53E − 04 4, 39E − 04
2, 65E − 04 5, 36E − 04 1, 08E − 03 1, 01E − 03 1, 01E − 03
2, 18E − 04 4, 53E − 04 1, 01E − 03 1, 42E − 03 1, 44E − 03
1, 98E − 04 4, 39E − 04 9, 45E − 03 1, 44E − 03 1, 63E − 03


(4.40)
El gra´fico 4.40 muestra los residuos del VEC(2). Por otro lado, en la tabla
4.84 se presentan las funciones de correlacio´n cruzadas. Ninguna de las correlaciones
de la tabla es significativa, por lo que se considera que el modelo de la tabla 4.83
representa de forma adecuada la correlacio´n dina´mica entre las variables.
4
.
E
x
p
e
r
im
e
n
to
II:
C
a
so
r
e
str
in
g
id
o
255Gra´fico 4.40: Metrovacesa: Residuos del VEC(2)
256 4.A. Ape´ndice: Estimacio´n modelos VEC
Tabla 4.84: Metrovacesa: Funcio´n de correlacio´n cruzada residual del VEC(2)
Retardos r11 r12 r13 r14 r15
1 0,010 0,014 0,004 -0,008 -0,020
2 0,054 -0,011 -0,041 -0,044 -0,044
3 -0,060 -0,064 -0,028 -0,020 -0,017
4 0,045 -0,049 0,026 0,026 -0,017
5 -0,021 -0,021 0,027 -0,017 -0,040
r21 r22 r23 r24 r25
1 0,002 0,007 0,016 0,008 -0,011
2 0,068 0,000 -0,020 -0,032 -0,030
3 0,017 -0,043 -0,030 -0,021 -0,009
4 -0,017 -0,107 -0,092 -0,058 -0,078
5 -0,029 -0,049 -0,014 -0,062 -0,073
r31 r32 r33 r34 r35
1 0,028 0,021 0,042 0,028 -0,003
2 0,055 0,006 -0,042 -0,055 -0,044
3 -0,065 -0,084 -0,063 -0,045 -0,029
4 0,012 -0,115 -0,065 0,017 0,014
5 -0,106 -0,127 -0,062 -0,134 -0,129
r41 r42 r43 r44 r45
1 0,033 0,023 0,041 0,033 -0,010
2 0,048 0,009 -0,050 -0,055 -0,053
3 -0,051 -0,060 -0,016 -0,004 0,006
4 0,034 -0,076 -0,041 0,062 0,064
5 -0,063 -0,045 -0,001 -0,087 -0,087
r51 r52 r53 r54 r55
1 0,022 0,015 0,036 0,032 -0,010
2 0,057 0,019 -0,042 -0,040 -0,043
3 -0,048 -0,059 -0,031 -0,019 -0,016
4 0,004 -0,110 -0,077 0,007 0,007
5 -0,021 -0,019 0,020 -0,086 -0,087
DT= 2√
T
= 0, 162. En * significativos al 95%.
Se necesita ortogonalizar el VEC, para representar de forma correcta el mo-
delo perio´dico. Para conseguir la matriz A0 con la que se ortogonaliza el modelo, se
utiliza la matriz 4.40.
A0 =


1 0 0 0 0
−1, 28 1 0 0 0
0, 11 −1, 30 1 0 0
0, 08 0, 26 −1, 08 1 0
0, 21 −0, 27 0, 31 −1, 18 1


(4.41)
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Premultiplicando el modelo de la tabla 4.83 por la matriz 4.41 se obtiene el
modelo ortogonalizado que representa el modelo perio´dico, el cual se presenta en la
tabla 4.85.
Tabla 4.85: Metrovacesa: Modelo VEC(2) ortogonalizado
Variable
dependiente
Ecuaciones
∇lt ∇mt ∇xt ∇jt ∇vt
ecm1t−1 0,90 -0,27 -0,11 0,47 -1,17
ecm2t−1 1,17 -0,0099 -0,51 -1,25 0,074
ecm3t−1 0,74 -0,31 -1,07 -0,15 0,24
ecm4t−1 1,04 -1,33 0,11 0,083 0,22
∇lt 1,28 -0,11 -0,47 -0,21
∇mt 1,30 -0,26 0,27
∇xt 1,08 -0,31
∇jt 1,18
∇lt−1 -0,15 -0,024 0,17 0,033 -0,0009
∇xt−1 0,37 -0,090 -0,46 -0,091 -0,040
∇jt−1 -0,42 0,12 0,14 0,25 -0,086
∇vt−1 0,23 -0,018 0,17 -0,072 0,19
∇lt−2 -0,090 -0,075 0,23 -0,056 0,033
∇mt−2 0,12 -0,16 0,031 -0,033
∇xt−2 0,15 -0,19 -0,18 -0,095 0,12
∇jt−2 -0,18 0,23 -0,020 0,12 -0,19
∇vt−2 0,21 -0,029 0,11 -0,21 0,33
.
4.A.21 Banco Popular
4.A.21.1 Relaciones de cointegracio´n
En la tabla 4.86 se muestra la existencia de las relaciones de cointegracio´n.
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Tabla 4.86: Banco Popular: Test de cointegracio´n, me´todo de Engle-Granger
Variable
p = 0
dependiente
ecm1t -13,71
ecm2t -11,80
ecm3t -11,00
ecm4t -13,38
Valor cr´ıtico(95%):-5,28
(Phillips y Ouliaris (1990)).
El gra´fico 4.41 muestra los residuos de estas relaciones de cointegracio´n, y en
ellos se observa el cara´cter estacionario de e´stas.
Gra´fico 4.41: Banco Popular: Relaciones de cointegracio´n
4.A.21.2 Estimacio´n modelo VEC
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados, menos los de las relaciones de cointegracio´n, que se restringen. Los
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resultados aparecen en la tabla 4.87.
Tabla 4.87: Banco Popular: Estimacio´n del VEC(1)
Variable
dependiente
Ecuacionesa
∇lt ∇mt ∇xt ∇jt ∇vt
ecm1t−1 1,13
(0,07)
1,08
(0,10)
0,95
(0,13)
0,92
(0,10)
ecm2t−1 1,08
(0,06)
1,09
(0,09)
0,91
(0,10)
0,34
(0,10)
ecm3t−1 0,96
(0,06)
0,76
(0,11)
−0,29
(0,13)
−0,23
(0,10)
ecm4t−1 1,13
(0,06)
0,47
(0,13)
∇lt−1 0,18
(0,07)
∇mt−1 −0,12
(0,04)
−0,29
(0,09)
∇vt−1 0,12
(0,06)
0,23
(0,08)
0,22
(0,07)
aLa tabla muestra los coeficientes estimados del modelo VEC donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (4.42).
Σu =


4, 83E − 05 5, 45E − 05 6, 30E − 05 6, 35E − 05 5, 47E − 05
5, 45E − 05 1, 10E − 04 1, 31E − 04 1, 25E − 04 1, 07E − 04
6, 30E − 05 1, 31E − 04 2, 18E − 04 2, 08E − 04 1, 82E − 04
6, 35E − 05 1, 25E − 04 2, 08E − 04 2, 54E − 04 2, 40E − 04
5, 47E − 05 1, 07E − 04 1, 82E − 04 2, 40E − 04 2, 74E − 04


(4.42)
En la tabla 4.88 se presentan las funciones de correlacio´n cruzadas. Aunque
aparecen cinco correlaciones significativas en el tercer retardo, se considera que el
modelo de la tabla 4.87 representa de forma adecuada la relacio´n entre las variables.
Por otro lado, los residuos del VEC(1) aparecen en el gra´fico 4.42.
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Tabla 4.88: Banco Popular: Funcio´n de correlacio´n cruzada residual del VEC(1)
Retardos r11 r12 r13 r14 r15
1 0,042 0,018 0,022 0,021 0,013
2 -0,020 0,008 -0,005 -0,040 -0,020
3 0,133 0,169* 0,129 0,166* 0,142
4 0,075 0,015 0,052 0,031 0,047
5 0,084 0,014 0,011 0,011 -0,008
r21 r22 r23 r24 r25
1 0,052 0,007 0,020 0,020 0,013
2 -0,008 0,014 -0,023 -0,044 -0,046
3 0,177* 0,178* 0,143 0,191* 0,149
4 0,105 0,031 0,058 0,070 0,093
5 0,046 0,014 0,004 0,004 -0,004
r31 r32 r33 r34 r35
1 0,013 -0,020 0,008 0,003 -0,006
2 -0,027 -0,020 -0,023 -0,005 -0,022
3 0,059 0,028 0,000 0,070 0,080
4 0,015 -0,019 0,023 0,060 0,074
5 0,015 0,009 0,001 0,001 0,028
r41 r42 r43 r44 r45
1 -0,046 -0,035 0,001 0,001 -0,003
2 -0,015 -0,013 -0,011 0,009 -0,012
3 0,019 -0,058 -0,083 0,027 0,065
4 0,041 0,006 0,049 0,091 0,100
5 0,013 0,006 -0,007 -0,001 0,023
r51 r52 r53 r54 r55
1 -0,057 -0,029 0,009 0,004 -0,010
2 -0,049 -0,030 0,008 0,029 -0,020
3 -0,035 -0,075 -0,112 -0,002 0,044
4 0,100 0,045 0,073 0,090 0,082
5 0,003 -0,007 0,000 0,017 0,035
DT= 2√
T
= 0, 161. En * significativos al 95%
Se necesita ortogonalizar el VEC, para representar de forma correcta el mo-
delo perio´dico. Para conseguir la matriz A0 con la que se ortogonaliza el modelo, se
utiliza la matriz 4.42.
A0 =


1 0 0 0 0
−1, 11 1 0 0 0
0, 07 −1, 23 1 0 0
−0, 14 0, 07 −0, 95 1 0
0, 01 0, 07 0, 25 −1, 19 1


(4.43)
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Premultiplicando el modelo de la tabla 4.87 por la matriz 4.43 se obtiene el
modelo ortogonalizado que representa el modelo perio´dico, el cual se presenta en la
tabla 4.89.
Tabla 4.89: Banco Popular: Modelo VEC(1) ortogonalizado
Variable
dependiente
Ecuaciones
∇lt ∇mt ∇xt ∇jt ∇vt
ecm1t−1 1,13 -0,18 -0,30 -0,062 -0,77
ecm2t−1 1,08 -0,11 -0,36 -0,95 0,66
ecm3t−1 0,96 -0,31 -1,16 -0,035 0,26
ecm4t−1 1,13 -1,26 0,078 -0,16 0,48
∇lt 1,11 -0,069 0,14 -0,012
∇mt 1,23 -0,066 -0,066
∇xt 0,95 -0,25
∇jt 1,19
∇lt−1 0,18
∇mt−1 -0,13 -0,15
∇vt−1 0,12 0,082 0,0031 -0,19
4.A.22 Repsol
4.A.22.1 Relaciones de cointegracio´n
En la tabla 4.90 se muestra la existencia de las relaciones de cointegracio´n.
Tabla 4.90: Repsol: Test de cointegracio´n, me´todo de Engle-Granger
Variable
p = 0
dependiente
ecm1t -10,55
ecm2t -12,14
ecm3t -14,10
ecm4t -13,15
Valor cr´ıtico(95%):-5,28
(Phillips y Ouliaris (1990)).
Los gra´ficos de los residuos de estas relaciones de cointegracio´n se presentan
en el gra´fico 4.43 , y en e´l se observa el cara´cter estacionario de e´stas.
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Gra´fico 4.43: Repsol: Relaciones de cointegracio´n
4.A.22.2 Estimacio´n modelo VEC
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados, salvo los de las relaciones de cointegracio´n, que se restringen. Los
resultados aparecen en la tabla 4.91.
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Tabla 4.91: Repsol: Estimacio´n del VEC(2)
Variable
dependiente
Ecuacionesa
∇lt ∇mt ∇xt ∇jt ∇vt
ecm1t−1 1,18
(0,15)
1,22
(0,19)
1,22
(0,22)
1,46
(0,27)
0,46
(0,31)
ecm2t−1 1,44
(0,14)
1,47
(0,18)
1,48
(0,20)
0,54
(0,24)
0,55
(0,27)
ecm3t−1 1,25
(0,15)
1,30
(0,20)
0,26
(0,23)
0,51
(0,29)
0,81
(0,35)
ecm4t−1 1,37
(0,13)
0,47
(0,15)
0,34
(0,15)
0,36
(0,12)
∇lt−1 0,25
(0,09)
0,30
(0,11)
0,35
(0,13)
0,40
(0,17)
0,26
(0,19)
∇mt−1 0,56
(0,14)
∇xt−1 −0,44
(0,13)
∇vt−1 −0,29
(0,12)
−0,42
(0,14)
−0,42
(0,12)
−0,49
(0,17)
−0,40
(0,19)
∇mt−2 0,21
(0,05)
0,041
(0,033)
0,28
(0,08)
∇xt−2 −0,18
(0,05)
−0,28
(0,09)
∇jt−2 −0,098
(0,045)
∇vt−2 −0,20
(0,09)
−0,23
(0,11)
−0,35
(0,12)
−0,47
(0,16)
−0,40
(0,19)
aLa tabla muestra los coeficientes estimados del modelo VEC donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (4.44).
Σu =


1, 16E − 04 1, 15E − 04 9, 46E − 05 1, 18E − 04 1, 19E − 04
1, 15E − 04 2, 31E − 04 2, 38E − 04 2, 77E − 04 2, 98E − 04
9, 46E − 05 2, 38E − 04 3, 34E − 04 3, 90E − 04 4, 08E − 04
1, 18E − 04 2, 77E − 04 3, 90E − 04 6, 01E − 04 6, 56E − 04
1, 19E − 04 2, 98E − 04 4, 08E − 04 6, 56E − 04 8, 04E − 04


(4.44)
El gra´fico 4.44 muestra los residuos del VEC(2). Por otro lado, en la tabla
4.92 se presentan las funciones de correlacio´n cruzadas. En ninguna de ellas se apre-
cian correlaciones significativas, por lo que se considera que la forma adecuada de
representar la relacio´n entre las variables es el modelo de la tabla 4.91.
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Tabla 4.92: Repsol: Funcio´n de correlacio´n cruzada residual del VEC(2)
Retardos r11 r12 r13 r14 r15
1 0,010 0,052 0,057 0,033 0,011
2 -0,020 -0,055 -0,061 -0,092 -0,056
3 0,069 -0,022 -0,021 0,001 -0,015
4 -0,079 -0,111 -0,053 -0,091 -0,098
5 0,052 0,046 0,008 0,055 0,063
r21 r22 r23 r24 r25
1 -0,023 0,015 0,010 -0,006 -0,031
2 0,004 -0,082 -0,047 -0,047 -0,039
3 0,006 -0,057 -0,050 -0,041 -0,028
4 -0,020 -0,062 0,010 -0,083 -0,098
5 -0,030 -0,028 0,010 0,087 0,096
r31 r32 r33 r34 r35
1 -0,035 0,015 0,012 0,005 -0,022
2 0,017 -0,078 -0,034 -0,006 -0,027
3 0,057 0,030 0,030 0,024 0,027
4 0,031 -0,014 0,052 -0,073 -0,100
5 -0,047 -0,019 0,001 0,076 0,090
r41 r42 r43 r44 r45
1 -0,030 0,006 0,007 0,003 -0,016
2 0,006 -0,057 -0,055 -0,035 -0,038
3 0,041 0,003 0,014 0,005 0,006
4 -0,023 -0,069 -0,017 -0,111 -0,128
5 0,017 0,010 0,007 0,063 0,072
r51 r52 r53 r54 r55
1 -0,035 -0,009 -0,009 -0,011 -0,026
2 0,018 -0,051 -0,056 -0,042 -0,034
3 -0,003 -0,042 -0,025 -0,026 -0,013
4 -0,009 -0,075 -0,030 -0,128 -0,158
5 0,010 -0,019 -0,035 0,010 0,016
DT= 2√
T
= 0, 162. En * significativos al 95%.
Se necesita ortogonalizar el VEC, para representar de forma correcta el mo-
delo perio´dico. Para conseguir la matriz A0 con la que se ortogonaliza el modelo, se
utiliza la matriz 4.44.
A0 =


1 0 0 0 0
−0, 99 1 0 0 0
0, 41 −1, 24 1 0 0
−0, 16 0, 15 −1, 22 1 0
0, 22 −0, 31 0, 38 −1, 24 1


(4.45)
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Premultiplicando el modelo de la tabla 4.91 por la matriz 4.45 se obtiene el
modelo ortogonalizado que representa el modelo perio´dico, el cual se presenta en la
tabla 4.93.
Tabla 4.93: Repsol: Modelo VEC(2) ortogonalizado
Variable
dependiente
Ecuaciones
∇lt ∇mt ∇xt ∇jt ∇vt
ecm1t−1 1,19 0,051 0,20 -0,042 -1,00
ecm2t−1 1,44 0,047 0,24 -1,28 0,31
ecm3t−1 1,25 0,064 -0,83 0,18 0,15
ecm4t−1 1,38 -0,89 0,32 -0,22 -0,13
∇lt 0,99 -0,41 0,16 -0,22
∇mt 1,24 -0,15 0,31
∇xt 1,22 -0,38
∇jt 1,24
∇lt−1 0,25 0,061 0,073 -0,018 -0,15
∇mt−1 0,56
∇xt−1 -0,46
∇vt−1 -0,29 -0,13 -0,020 0,0075 0,12
∇mt−2 0,21 -0,17 0,037 -0,028 0,31
∇xt−2 -0,18 0,18 -0,075 0,029 -0,32
∇jt−2 -0,098 0,12 -0,015 0,031
∇vt−2 -0,20 -0,024 -0,16 -0,041 0,098
4.A.23 Banco Santander
4.A.23.1 Relaciones de cointegracio´n
En la tabla 4.94 se muestra la existencia de las relaciones de cointegracio´n.
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Tabla 4.94: Banco Santander: Test de cointegracio´n, me´todo de Engle-Granger
Variable
p = 0
dependiente
ecm1t -10,81
ecm2t -12,30
ecm3t -11,07
ecm4t -13,02
Valor cr´ıtico(95%):-5,28
(Phillips y Ouliaris (1990)).
El gra´fico 4.45 muestra los residuos de estas relaciones de cointegracio´n, y en
ellos se observa el cara´cter estacionario de e´stas.
Gra´fico 4.45: Banco Santander: Relaciones de cointegracio´n
4.A.23.2 Estimacio´n modelo VEC
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados, salvo los de las relaciones de cointegracio´n, que se restringen. Los
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resultados aparecen en la tabla 4.95.
Tabla 4.95: Banco Santander: Estimacio´n del VEC(1)
Variable
dependiente
Ecuacionesa
∇lt ∇mt ∇xt ∇jt ∇vt
µ 0,002
(0,001)
0,003
(0,001)
ecm1t−1 1,33
(0,09)
1,28
(0,10)
1,25
(0,10)
1,22
(0,10)
ecm2t−1 1,13
(0,14)
1,15
(0,15)
1,28
(0,15)
0,40
(0,19)
0,49
(0,22)
ecm3t−1 0,90
(0,10)
0,97
(0,12)
0,28
(0,14)
0,34
(0,18)
0,48
(0,20)
ecm4t−1 1,34
(0,12)
0,30
(0,14)
0,57
(0,17)
0,75
(0,21)
0,57
(0,22)
∇lt−1 0,10
(0,05)
0,13
(0,05)
∇mt−1 0,26
(0,08)
∇xt−1 0,11
(0,08)
0,09
(0,07)
∇jt−1 −0,17
(0,10)
−0,18
(0,10)
−0,32
(0,09)
−0,42
(0,10)
−0,85
(0,14)
∇vt−1 0,35
(0,10)
aLa tabla muestra los coeficientes estimados del modelo VEC donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (4.46).
Σu =


1, 13E − 04 1, 04E − 04 8, 60E − 05 9, 93E − 05 1, 01E − 04
1, 04E − 04 1, 51E − 04 1, 37E − 04 1, 48E − 04 1, 38E − 04
8, 60E − 05 1, 37E − 04 1, 96E − 04 2, 06E − 04 1, 92E − 04
9, 93E − 05 1, 48E − 04 2, 06E − 04 2, 99E − 04 2, 99E − 04
1, 01E − 04 1, 38E − 04 1, 92E − 04 2, 99E − 04 3, 67E − 04


(4.46)
En la tabla 4.96 se presentan las funciones de correlacio´n cruzadas. Ninguna
de ellas es estad´ısticamente distinta de 0, por lo que se considera que el modelo de
la tabla 4.95 representa de forma adecuada la relacio´n entre las variables. Por su
parte, los residuos del VEC(1) aparecen en el gra´fico 4.46.
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CGra´fico 4.46: Banco Santander: Residuos del VEC(1)
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Tabla 4.96: Banco Santander: Funcio´n de correlacio´n cruzada residual del VEC(1)
Retardos r11 r12 r13 r14 r15
1 -0,003 0,004 0,004 0,010 0,029
2 -0,025 0,005 0,009 0,022 0,013
3 -0,042 -0,025 0,008 0,067 0,090
4 -0,044 0,009 0,116 0,105 0,127
5 -0,010 0,055 0,044 0,003 0,006
r21 r22 r23 r24 r25
1 -0,001 0,013 0,013 0,010 0,030
2 0,030 0,084 0,025 0,027 0,007
3 -0,050 -0,034 -0,018 0,037 0,039
4 -0,059 -0,007 0,065 0,114 0,139
5 -0,046 -0,008 -0,025 -0,034 -0,050
r31 r32 r33 r34 r35
1 -0,043 -0,023 -0,037 -0,043 -0,031
2 0,037 0,083 0,024 0,022 0,021
3 0,020 0,025 0,042 0,079 0,048
4 -0,095 -0,031 0,023 0,075 0,110
5 -0,020 0,007 -0,057 -0,049 -0,047
r41 r42 r43 r44 r45
1 -0,030 -0,019 -0,015 -0,014 0,010
2 -0,016 0,008 -0,013 -0,005 -0,010
3 0,057 -0,004 0,018 0,063 0,089
4 -0,142 -0,107 -0,034 0,001 0,028
5 -0,016 -0,011 -0,032 -0,054 -0,063
r51 r52 r53 r54 r55
1 -0,035 -0,026 -0,019 -0,016 0,009
2 -0,008 0,004 -0,016 0,003 0,003
3 0,079 0,001 0,012 0,034 0,049
4 -0,110 -0,112 -0,040 -0,013 0,013
5 -0,019 0,019 -0,011 -0,063 -0,078
DT= 2√
T
= 0, 161. En * significativos al 95%.
Se necesita ortogonalizar el VEC, para representar de forma correcta el mo-
delo perio´dico. Para conseguir la matriz A0 con la que se ortogonaliza el modelo, se
utiliza la matriz 4.46.
A0 =


1 0 0 0 0
−0, 92 1 0 0 0
0, 21 −1, 05 1 0 0
−0, 14 0, 04 −1, 01 1 0
−0, 16 0, 12 0, 24 −1, 18 1


(4.47)
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Premultiplicando el modelo de la tabla 4.95 por la matriz 4.47 se obtiene el
modelo ortogonalizado que representa el modelo perio´dico, el cual se presenta en la
tabla 4.97.
Tabla 4.97: Banco Santander: Modelo VEC(1) ortogonalizado
Variable
dependiente
Ecuaciones
∇lt ∇mt ∇xt ∇jt ∇vt
µ 0,0020 0,0006
ecm1t−1 1,33 0,049 0,18 -0,18 -1,20
ecm2t−1 1,13 0,11 0,31 -1,01 0,29
ecm3t−1 0,90 0,13 -0,55 -0,029 0,12
ecm4t−1 1,34 -0,94 0,54 -0,0007 -0,36
∇lt 0,92 -0,21 0,14 0,16
∇mt 1,05 -0,040 -0,12
∇xt 1,01 -0,24
∇jt 1,18
∇lt−1 0,11 0,029 -0,13
∇mt−1 0,26
∇xt−1 0,11 -0,016 -0,070 -0,013 -0,0072
∇jt−1 -0,17 -0,024 -0,17 -0,073 -0,43
∇vt−1 0,35
4.A.24 Telefo´nica
4.A.24.1 Relaciones de cointegracio´n
Se muestra la existencia de las relaciones de cointegracio´n en la tabla 4.98.
Tabla 4.98: Telefo´nica: Test de cointegracio´n, me´todo de Engle-Granger
Variable
p = 0
dependiente
ecm1t -12,13
ecm2t -11,39
ecm3t -14,10
ecm4t -13,15
Valor cr´ıtico(95%):-5,28
(Phillips y Ouliaris (1990)).
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Los residuos de estas relaciones de cointegracio´n se presentan en el gra´fico
4.47 , y en ellos se observa el cara´cter estacionario de e´stas.
Gra´fico 4.47: Telefo´nica: Relaciones de cointegracio´n
4.A.24.2 Estimacio´n modelo VEC
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados, menos los de las relaciones de cointegracio´n, que se restringen. Los
resultados aparecen en la tabla 4.99.
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Tabla 4.99: Telefo´nica: Estimacio´n del VEC(1)
Variable
dependiente
Ecuacionesa
∇lt ∇mt ∇xt ∇jt ∇vt
µ 0,001
(0,000)
ecm1t−1 1,28
(0,10)
1,31
(0,13)
1,26
(0,16)
1,35
(0,21)
0,59
(0,25)
ecm2t−1 1,20
(0,11)
1,50
(0,14)
1,46
(0,18)
0,71
(0,22)
0,84
(0,27)
ecm3t−1 0,92
(0,11)
1,06
(0,13)
0,22
(0,16)
0,34
(0,20)
0,61
(0,25)
ecm4t−1 1,05
(0,10)
0,20
(0,13)
0,27
(0,17)
0,55
(0,23)
∇lt−1 −0,14
(0,07)
−0,14
(0,06)
∇mt−1 0,14
(0,07)
0,15
(0,06)
∇vt−1 −0,066
(0,078)
−0,21
(0,09)
−0,26
(0,11)
−0,38
(0,14)
−0,58
(0,18)
aLa tabla muestra los coeficientes estimados del modelo VEC donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (4.48).
Σu =


6, 46E − 05 5, 97E − 05 5, 77E − 05 6, 21E − 05 6, 50E − 05
5, 97E − 05 1, 11E − 04 1, 10E − 04 1, 16E − 04 1, 15E − 04
5, 77E − 05 1, 10E − 04 1, 77E − 04 1, 91E − 04 1, 98E − 04
6, 21E − 05 1, 16E − 04 1, 91E − 04 2, 74E − 04 2, 95E − 04
6, 50E − 05 1, 15E − 04 1, 98E − 04 2, 95E − 04 4, 01E − 04


(4.48)
Los residuos del VEC(1) aparecen en el gra´fico 4.48. Por otro lado, en la
tabla 4.100 se presentan las funciones de correlacio´n cruzadas. Tres de ellas son
significativas, sin embargo, se considera que el modelo de la tabla 4.99 representa de
forma adecuada la relacio´n entre las variables.
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Tabla 4.100: Telefo´nica: Funcio´n de correlacio´n cruzada residual - Modelo VEC(1)
Retardos r11 r12 r13 r14 r15
1 -0,029 -0,014 -0,001 0,000 0,001
2 0,002 0,012 0,044 0,066 0,064
3 0,044 0,025 0,048 0,088 0,060
4 0,022 -0,052 -0,088 -0,081 -0,049
5 -0,047 -0,132 -0,070 -0,118 -0,141
r21 r22 r23 r24 r25
1 -0,033 -0,021 -0,005 -0,005 -0,002
2 -0,016 0,014 0,031 0,070 0,063
3 -0,009 0,012 0,077 0,099 0,133
4 -0,056 -0,088 -0,092 -0,091 -0,047
5 -0,082 -0,165* -0,134 -0,159 -0,159
r31 r32 r33 r34 r35
1 -0,043 -0,025 -0,019 -0,024 -0,021
2 -0,015 0,013 0,013 0,040 0,064
3 0,019 0,005 0,060 0,030 0,030
4 0,040 0,070 0,041 0,038 0,065
5 -0,086 -0,180* -0,142 -0,131 -0,127
r41 r42 r43 r44 r45
1 -0,031 -0,033 -0,018 -0,024 -0,024
2 -0,054 -0,009 -0,010 0,021 0,028
3 0,033 -0,068 0,013 -0,005 0,008
4 -0,014 -0,009 0,049 0,037 0,051
5 -0,087 -0,171* -0,109 -0,095 -0,092
r51 r52 r53 r54 r55
1 -0,012 -0,019 -0,012 -0,016 -0,017
2 -0,043 0,012 0,022 0,045 0,035
3 0,028 -0,067 -0,014 -0,062 -0,035
4 0,064 0,054 0,077 0,069 0,068
5 -0,061 -0,131 -0,072 -0,059 -0,052
DT= 2√
T
= 0, 161. En * significativos al 95%.
Se necesita ortogonalizar el VEC, para representar de forma correcta el mo-
delo perio´dico. Para conseguir la matriz A0 con la que se ortogonaliza el modelo, se
utiliza la matriz 4.48.
A0 =


1 0 0 0 0
−0, 93 1 0 0 0
0, 03 −1, 00 1 0 0
−0, 02 0, 04 −1, 10 1 0
−0, 11 0, 18 0, 09 −1, 19 1


(4.49)
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Premultiplicando el modelo de la tabla 4.99 por la matriz 4.49 se obtiene el
modelo ortogonalizado que representa el modelo perio´dico, el cual se presenta en la
tabla 4.101.
Tabla 4.101: Telefo´nica: Modelo VEC(1) ortogonalizado
Variable
dependiente
Ecuaciones
∇lt ∇mt ∇xt ∇jt ∇vt
µ 0,0010 -0,0012
ecm1t−1 1,28 0,13 -0,014 0,0026 -0,82
ecm2t−1 1,20 0,39 -0,0050 -0,85 0,26
ecm3t−1 0,92 0,21 -0,82 0,14 0,31
ecm4t−1 1,05 -0,97 0,23 0,024 0,13
∇lt 0,93 -0,025 0,016 0,11
∇mt 1,00 -0,043 -0,18
∇xt 1,10 -0,091
∇jt 1,19
∇lt−1 -0,14 -0,010 0,13 -0,0038 -0,0093
∇mt−1 0,14 0,023 -0,15 0,0043 0,011
∇vt−1 -0,14 -0,074 -0,060 -0,099 -0,17
4.A.25 Unio´n Fenosa
4.A.25.1 Relaciones de cointegracio´n
En la tabla 4.98 se muestra la existencia de estas relaciones de cointegracio´n.
Tabla 4.102: Unio´n Fenosa: Test de cointegracio´n, me´todo de Engle-Granger
Variable
p = 0
dependiente
ecm1t -13,78
ecm2t -11,34
ecm3t -13,32
ecm4t -12,25
Valor cr´ıtico(95%):-5,28
(Phillips y Ouliaris (1990)).
Los gra´ficos de los residuos de estas relaciones de cointegracio´n se presentan
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en el gra´fico 4.49, y en ellos se observa el cara´cter estacionario de e´stas.
Gra´fico 4.49: Unio´n Fenosa: Relaciones de cointegracio´n
4.A.25.2 Estimacio´n modelo VEC
Se estiman todos los para´metros de forma conjunta por mı´nimos cuadrados
generalizados, salvo los de las relaciones de cointegracio´n, que se restringen. Los
resultados aparecen en la tabla 4.103.
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Tabla 4.103: Unio´n Fenosa: Estimacio´n del VEC(0)
Variable
dependiente
Ecuacionesa
∇lt ∇mt ∇xt ∇jt ∇vt
µ 0,002
(0,000)
0,003
(0,000)
ecm1t−1 1,08
(0,09)
1,18
(0,09)
1,21
(0,08)
1,15
(0,07)
ecm2t−1 1,01
(0,08)
0,82
(0,07)
0,92
(0,06)
ecm3t−1 1,17
(0,10)
1,06
(0,07)
ecm4t−1 1,05
(0,06)
aLa tabla muestra los coeficientes estimados del modelo VEC donde cada columna representa
una ecuacio´n del mismo. Entre pare´ntesis se presentan las desviaciones t´ıpicas.
La matriz de covarianzas se presenta en (4.50).
Σu =


1, 61E − 04 1, 42E − 04 1, 32E − 04 1, 40E − 04 1, 40E − 04
1, 42E − 04 2, 39E − 04 2, 33E − 04 2, 48E − 04 2, 51E − 04
1, 32E − 04 2, 33E − 04 3, 02E − 04 3, 36E − 04 3, 25E − 04
1, 40E − 04 2, 48E − 04 3, 36E − 04 4, 99E − 04 4, 82E − 04
1, 40E − 04 2, 51E − 04 3, 25E − 04 4, 82E − 04 5, 74E − 04


(4.50)
Los residuos del VEC(0) aparecen en el gra´fico 4.50. Por otro lado, en la tabla
4.104 se presentan las funciones de correlacio´n cruzadas. En tres de ellas se aprecian
correlaciones significativas, sin embargo, se considera que el modelo de la tabla 4.103
representa de forma adecuada la correlacio´n dina´mica entre las variables.
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Tabla 4.104: Unio´n Fenosa: Funcio´n de correlacio´n cruzada residual - Modelo VEC(0)
Retardos r11 r12 r13 r14 r15
1 -0,047 -0,013 -0,015 -0,001 0,033
2 -0,099 -0,132 -0,126 -0,148 -0,046
3 0,038 0,078 -0,007 -0,004 0,063
4 -0,138 -0,190* -0,158 -0,144 -0,111
5 -0,003 -0,053 -0,053 -0,041 -0,084
r21 r22 r23 r24 r25
1 -0,043 0,030 0,024 0,027 0,062
2 -0,112 -0,102 -0,053 -0,087 -0,049
3 -0,054 -0,022 -0,055 -0,015 -0,018
4 -0,071 -0,075 -0,066 -0,074 -0,060
5 0,086 0,061 0,038 0,026 -0,040
r31 r32 r33 r34 r35
1 -0,057 0,010 0,000 0,001 0,041
2 -0,051 -0,027 0,046 -0,012 0,015
3 0,036 0,044 -0,030 -0,015 -0,027
4 -0,019 -0,057 -0,057 -0,049 -0,045
5 0,084 0,042 0,003 -0,003 -0,047
r41 r42 r43 r44 r45
1 -0,027 0,038 0,013 0,018 0,061
2 0,065 0,113 0,122 0,033 0,039
3 0,048 0,088 0,007 0,010 0,016
4 0,014 -0,019 -0,039 -0,053 -0,072
5 -0,006 -0,074 -0,120 -0,146 -0,175*
r51 r52 r53 r54 r55
1 -0,075 0,022 0,010 0,024 0,066
2 -0,034 0,014 0,053 -0,043 -0,062
3 0,024 0,110 0,019 0,011 0,033
4 0,013 -0,007 -0,025 -0,024 -0,043
5 -0,011 -0,080 -0,077 -0,115 -0,161*
DT= 2√
T
= 0, 161. En * significativos al 95%.
Se necesita ortogonalizar el VEC, para representar de forma correcta el mo-
delo perio´dico. Para conseguir la matriz A0 con la que se ortogonaliza el modelo, se
utiliza la matriz 4.50.
A0 =


1 0 0 0 0
−0, 88 1 0 0 0
0, 08 −1, 02 1 0 0
−0, 02 0, 21 −1, 27 1 0
0, 06 −0, 22 0, 15 −0, 97 1


(4.51)
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Premultiplicando el modelo de la tabla 4.103 por la matriz 4.51 se obtiene el
modelo ortogonalizado que representa el modelo perio´dico, el cual se presenta en la
tabla 4.105.
Tabla 4.105: Unio´n Fenosa: Modelo VEC(0) ortogonalizado
Variable
dependiente
Ecuaciones
∇lt ∇mt ∇xt ∇jt ∇vt
µ 0,0020 0,0011
ecm1t−1 1,08 0,23 0,097 -0,16 -1,14
ecm2t−1 1,01 -0,074 0,17 -1,01 0,014
ecm3t−1 1,17 0,027 -0,99 0,20 -0,17
ecm4t−1 1,05 -0,92 0,083 -0,020 0,058
∇lt 0,99 -0,080 0,019 -0,055
∇mt 1,02 -0,21 0,22
∇xt 1,27 0,15
∇jt 0,97
Cap´ıtulo 5
Conclusiones y Extensiones
5.1 Conclusiones
Al repasar la literatura aparece un gran nu´mero de variables que se pueden
modelizar mediante modelos perio´dicos. Si la forma ma´s correcta de representar la
dina´mica de estas variables es la forma perio´dica, es de esperar, que este tipo de
modelos generen mejores previsiones que cualquier otra especificacio´n, entre ellas la
modelizacio´n AR lineal.
En esta Tesis se investiga la capacidad del contraste de estacionalidad univa-
riante desarrollado por Flores y Novales (1997) para detectar la presencia de com-
portamientos perio´dicos. Sobre la serie del IBEX-35 y de 24 de sus componentes se
estudia, si el contraste es capaz de seleccionar cua´ndo una variable se puede mode-
lizar con una especificacio´n perio´dica. Se analiza la precisio´n de las previsiones de
este tipo de modelos y se proponen diferentes mejoras para incrementar su capacidad
predictiva.
En un primer experimento se comparan modelos perio´dicos sin restringir con
modelos AR lineales. Se utiliza el contraste de estacionalidad para seleccionar las
variables modelizadas con una especificacio´n perio´dica. En este caso, el contraste
concluye que so´lo 3 de las 25 series vienen generadas por un modelo AR, al 95% de
confianza. Estas 3 variables son: Acciona, Ferrovial e Iberdrola. Este resultado hace
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que en 22 series se haya seleccionado el modelo perio´dico como correcto, es decir, el
88% del total de variables estudiadas.
Sin embargo, al estudiar la capacidad predictiva de los modelos seleccionados,
el contraste no detecta bien el modelo que mejor preve´. Se comienza calculando las
previsiones de cada uno de los modelos dentro de la muestra. En 2 de los 3 casos
seleccionados como AR, e´ste es el modelo que mejor preve´. Estos dos casos son Fe-
rrovial e Iberdrola. En cambio, para Acciona, las mejores previsiones intramuestrales
las consigue el modelo perio´dico.
Por su parte, en las 22 series donde se ha seleccionado el modelo perio´dico,
e´ste es el que mejores previsiones obtiene dentro de la muestra.
Hasta aqu´ı, salvo por el caso de Acciona, el contraste ha demostrado ser una
buena herramienta.
Al calcular las previsiones extramuestrales de las tres series modelizadas con
un especificacio´n autorregresiva, estos modelos son los que consiguen mejores previ-
siones fuera de la muestra. El problema surge al calcular las previsiones extramues-
trales de los 22 modelos donde se ha detectado comportamiento perio´dico. So´lo en 2
de los 22 modelos perio´dicos seleccionados, los correspondientes a FCC y Repsol, la
especificacio´n perio´dica preve´ mejor que los modelos AR. En los 20 casos restantes,
el modelo AR preve´ mejor que el perio´dico.
Estos resultados indican que el contraste de estacionalidad tiene buen taman˜o
para detectar cuando las variables no tienen comportamiento perio´dico, ya que para
las 3 variables para las que no se rechaza la hipo´tesis nula, selecciona bien el modelo
que mejor preve´ fuera de la muestra. Sin embargo, la potencia del contraste es
muy pobre, ya que en los 22 casos donde se ha rechazado la hipo´tesis nula y se ha
seleccionado el modelo perio´dico, so´lo en 2 de ellos se ha obtenido que este modelo
es el que mejores previsiones extramuestrales obtiene.
Al comprobar la posibilidad de construir modelos perio´dicos, en so´lo 8 de
los 25 casos es posible. Se puede construir modelos compuestos para los 3 casos
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sen˜alizados como modelos AR. Sin embargo, so´lo en 2 de los 8 casos, BBVA y
Repsol, ambos sen˜alizados como modelos perio´dicos por el contraste, las previsiones
del modelo compuesto mejoran a las de los modelos simples.
A la vista de los resultados, ni el contraste parece una buena herramienta
para detectar comportamiento perio´dico por su escasa potencia, ni la decisio´n de
construir los modelos compuestos eligiendo para cada d´ıa aquel modelo que mejor
preve´ dentro de la muestra parece ser una buena idea.
Se sospecha que la gran diferencia entre los resultados obtenidos para dentro
y fuera de la muestra puede deberse a problemas de sobreparametrizacio´n. Esto
motiva un segundo experimento, donde se restringuen los modelos perio´dicos.
Los resultados en este segundo experimento cambian notablemente. Al aplicar
el contraste, al 95% de confianza, se obtienen 8 variables donde el modelo seleccio-
nado es el AR. Estas variables son: Abertis, Acerinox, Altadis, Acciona, Ferrovial,
Gamesa, Iberia e Indra. Ahora el 68% de las variables se identifican como perio´dicas
frente al 88% del anterior experimento.
Para los 8 casos sen˜alizados como modelos AR, este modelo es el que mejores
previsiones intramuestrales obtiene. De igual modo, las 17 variables donde se detecta
comportamiento perio´dico, la mejor previsio´n intramuestral la consigue el modelo
perio´dico.
Fuera de la muestra, en los 8 casos seleccionados como autorregresivos, este
tipo de modelos es superior a la hora de calcular las previsiones. Adema´s, el modelo
AR es el mejor modelo para prever todos los d´ıas de la semana. Esto hace que no se
puedan construir modelos compuestos para las 8 variables donde se ha seleccionado
el modelo AR.
En los 17 casos donde se detecta comportamiento perio´dico, en 7 de ellos
e´ste es el modelo que mejor preve´. Estas 7 variables son: IBEX-35, Banesto, Endesa,
FCC, Banco Popular, Repsol y Unio´n Fenosa. Este resultado muestra que la potencia
del contraste ha mejorado notablemente, pasando del 9% al 41%.
286 5.2. Extensiones
Sin embargo, el resultado ma´s importante se obtiene a la hora de estudiar los
modelos compuestos. Al restringir los modelos perio´dicos ahora se pueden construir
9 modelos compuestos. Estos modelos siempre preve´n mejor que los modelos simples.
Al realizar este segundo experimento se ha obtenido un resultado importante.
Restringiendo los modelos perio´dicos, el contraste es una herramienta a tener en
cuenta para la seleccio´n de modelos. Cuando el contraste no rechaza la hipo´tesis
nula, los modelos AR son aquellos que mejor preve´n tanto dentro como fuera de
la muestra. Adema´s, estos modelos son los que mejor preve´n todos los d´ıas, de tal
manera, que no se pueden construir modelos compuestos.
Cuando se rechaza la hipo´tesis nula, ahora en 13 de los 17 casos donde no
se ha seleccionado el modelo AR, es el modelo perio´dico o el modelo compuesto el
que mejor preve´. Es decir, en el 76% de los casos, el contraste acierta al rechazar la
hipo´tesis nula.
Finalmente, en todos los casos donde se ha podido construir modelo com-
puesto, este modelo es el que mejor preve´. Esto indica que el criterio elegido para
construirlos es correcto, y las caracter´ısticas intramuestrales de las variables se tras-
ladan fuera de la muestra.
Como conclusio´n final, se debe sen˜alar la vital importancia de la restriccio´n
de los modelos perio´dicos, para que el contraste de Flores y Novales (1997) pueda
detectar la presencia de comportamientos perio´dicos, y que esto se pueda traducir
en mejoras en la capacidad predictiva de los modelos.
5.2 Extensiones
La seleccio´n de las variables objeto de estudio, se ha visto afectada por la
discusio´n del efecto d´ıa de la semana.
Si se centra la atencio´n dentro de la Bolsa espan˜ola, hay varios trabajos de
principios de los noventa que defienden la existencia de este efecto.
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Por citar so´lo un par de ellos, Rubio (1991) encuentra que los lunes presentan
un rendimiento medio superior y significativo para datos comprendidos entre 1984
y 1988. Lo mismo encuentra Mart´ınez Abascal (1993) para datos entre 1985 y 1989.
Esto contrasta con lo encontrado hasta la fecha en otros pa´ıses, donde el rendimiento
de los viernes tiende a ser ma´s elevado, mientras que el rendimiento de los lunes
tiende a ser anormalmente bajo.
Estos dos trabajos utilizan datos anteriores al 29 de julio de 1989. En es-
ta fecha se introdujo la Ley del Mercado de Valores, momento en que comenzo´ a
funcionar el mercado continuo.
En el trabajo de Pen˜a (1995) se defiende que la introduccio´n de las anteriores
reformas eliminan el anterior efecto lunes. El autor llega a la conclusio´n que este
efecto d´ıa de semana en la Bolsa espan˜ola se deb´ıa a la falta de eficiencia del mercado.
Sin embargo, en trabajos ma´s reciente, s´ı que aparece efecto d´ıa de la semana.
Caceres et al. (2006), introduciendo variables ficticias, tanto para explicar el rendi-
miento medio como la varianza condicionada, encuentran que el IBEX-35 tiene un
comportamiento diferente los lunes y los jueves, con respecto al resto de la semana.
Estudian valores comprendidos entre julio de 1997 y marzo de 2004.
Por su parte, Garc´ıa Blando´n (2008) tambie´n encuentra efecto fin de semana,
al introducir variables ficticias en una regresio´n que tiene como variable dependiente
el rendimiento diario del IBEX-35. Este autor comprueba, analizando datos com-
prendidos entre enero de 1995 y mayo de 2006, que mientras el rendimiento de los
lunes, martes, mie´rcoles y jueves, no afecta de manera significativa al rendimiento
del siguiente d´ıa, “el rendimiento del mercado durante el viernes, si afecta de manera
importante al rendimiento del mercado del lunes siguiente”.
Si bien en este tesis se han aplicado modelos perio´dicos, que permiten que
cada d´ıa tenga un comportamiento diferente, no se ha relacionado este hecho con el
efecto d´ıa de la semana.
Una extensio´n a este trabajo, es comprobar, con la realizacio´n de contrastes
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formales sobre los modelos perio´dicos en forma VECM, como se relaciona la distinta
dina´mica de cada d´ıa, con el efecto d´ıa de la semana encontrado por algunos autores
en la literatura.
Algunos autores justifican la existencia de estos efectos d´ıa de la semana
como una muestra de falta de eficiencia en los mercados. Pen˜a (1995) en su trabajo
defiende que la mejora de la eficiencia del mercado, con la introduccio´n de la Ley
del Mercado de Valores, elimina el efecto d´ıa de la semana. Sin embargo esto es so´lo
cierto para la muestra que estudia, ya que se ha visto, que posteriormente, vuelve a
surgir el efecto d´ıa de la semana para esos mismos valores.
Ma´s recientemente, y usando series no espan˜olas, Doyle y Chen (2009) estu-
dian 13 ı´ndices bursa´tiles de EEUU, Japo´n, Alemania, Reino Unido, Francia y Hong
Kong, y comprueban la existencia de efectos d´ıa de la semana. Los autores defienden
que este efecto es un reto para la hipo´tesis de eficiencia en los mercados.
En esta tesis la deteccio´n de gran cantidad de modelos perio´dicos al analizar
series de cotizaciones, constituye tambie´n una evidencia emp´ırica importante en con-
tra del paseo aleatorio como proceso generador de las series de precios en mercados
eficientes.
Samuelson (1965) fue el primero que aplico´ la hipo´tesis del paseo aleatorio a
los mercados financieros, sen˜alando que si estos fueran eficientes, los precios no se
podr´ıan prever, ya que e´stos incorporan las expectativas y la informacio´n de todos
los agentes que participan en el mercado.
Fama (1970) resume la anterior idea como hipo´tesis de eficiencia de los mer-
cados, segu´n la cual, los precios de los activos incorporan toda la informacio´n dis-
ponible. Por lo tanto, cuanto ma´s eficiente sea un mercado, menos posibilidades
de sacar provecho de la informacio´n adicional habra´ y por tanto menos predecibles
sera´n los precios.
Uniendo las dos ideas, y en un contexto de neutralidad al riesgo, se llega a la
conclusio´n de que si el mercado financiero es eficiente, entonces los valores bursa´tiles
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deben seguir un paseo aleatorio, es decir, es imposible predecir sus valores futuros.
Sin embargo, en Lo y MacKinlay (1999) aparecen varias situaciones donde
no se da esta equivalencia. Los anteriores autores sen˜alan el trabajo de Lucas (1978)
donde se observa que la hipo´tesis del paseo aleatorio no es ni condicio´n necesaria, ni
condicio´n suficiente para la existencia de eficiencia en los mercados. En este trabajo
construye ejemplos de mercados eficientes desde el punto de vista informativo, donde
los precios no siguen paseos aleatorios.
La evidencia emp´ırica sugiere que los precios de las acciones estudiadas no
siguen paseos aleatorios. Au´n ma´s, es posible que existan “efectos lunes”, “efectos
viernes”, “efectos mie´rcoles”, etc, de los que se ha hablado mucho en la literatura.
¿Que´ implicaciones tiene la evidencia emp´ırica encontrada en esta Tesis sobre la
supuesta eficiencia de los mercados bursa´tiles? Esta pregunta queda abierta para
una futura investigacio´n.
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