Measurement error modeling occurs when one cannot observe a c o v ariate, but instead has possibly replicated surrogate versions of this covariate measured with error. The vast majority of the literature in measurement error modeling assumes typically with good reason that given the value of the true but unobserved latent covariate, the replicated surrogates are unbiased for latent covariate and conditionally independent. In the area of nutritional epidemiology, there is some evidence from biomarker studies that this simple conditional independence model may break down due to two causes: a systematic biases depending on a person's body mass index; and b an additional random component of bias, so that the error structure is the same as a one way random e ects model. We investigate this problem, in the context of 1 the estimation of the distribution of usual nutrient i n take; 2 estimating the correlation between a n utrient instrument and usual nutrient i n take; and 3 estimating the true relative risk from an estimated relative risk using the error prone covariate. While systematic bias due to body mass index appears to have little e ect, the additional random e ect in the variance structure is shown to have a potentially important impact on overall results, both on corrections for relative risk estimates and in estimating the distribution of usual nutrient i n take. However, the impact of dietary measurement error on both factors is shown via examples to depend strongly on the data set being used. Indeed, one of our data sets suggests that dietary measurement error may be masking a strong risk of fat on breast cancer, while a second data set suggests this may b e unlikely. Until further understanding of dietary measurement i s a v ailable, measurement error corrections must be done on a study speci c basis. The vast majority of the literature in measurement error modeling assumes typically with good reason that given the value of the true but unobserved latent covariate, the replicated surrogates are unbiased for latent covariate and conditionally independent. In the area of nutritional epidemiology, there is some evidence from biomarker studies that this simple conditional independence model may break down due to two causes: a systematic biases depending on a person's body mass index; and b an additional random component of bias, so that the error structure is the same as a one way random e ects model. We investigate this problem, in the context of 1 the estimation of the distribution of usual nutrient i n take; 2 estimating the correlation between a n utrient instrument and usual nutrient i n take; and 3 estimating the true relative risk from an estimated relative risk using the error prone covariate. While systematic bias due to body mass index appears to have little e ect, the additional random e ect in the variance structure is shown to have a potentially important impact on overall results, both on corrections for relative risk estimates and in estimating the distribution of usual nutrient i n take. However, the impact of dietary measurement error on both factors is shown via examples to depend strongly on the data set being used. Indeed, one of our data sets suggests that dietary measurement error may be masking a strong risk of fat on breast cancer, while a second data set suggests this may b e unlikely. Until further understanding of dietary measurement i s a v ailable, measurement error corrections must be done on a study speci c basis.
INTRODUCTION
The quanti cation of an individual's usual diet is di cult, but is fundamental to discovering relationships between diet and disease and to monitoring dietary behavior among individuals and populations. Various dietary assessment instruments have been devised, of which three main types are most commonly used in contemporary nutritional research. The one that is most convenient and inexpensive to use is the Food Frequency Questionnaire FFQ, which is the instrument of choice in large nutritional epidemiology studies. However, while dietary intake levels reported from FFQ's are correlated with true usual intake, they are thought to involve a systematic bias i.e. under-or-over-reporting at the level of the individual. The other two instruments that are commonly used are the 24-hour food recall and the multiple-day food record, both of which w e denote by FR. Each of these is more work-intensive and more costly, but is thought to involve less bias than a FFQ. However, the large daily variation in a western diet makes a single FR an imprecise measure of true usual intake. Hunter, et al. 1996 reported on a pooled analysis of seven cohort studies of dietary fat and breast cancer, with nutrient i n takes measured by a F F Q. They observed a relative risk of only 1:07 for the highest as opposed to the lowest quintile of energy adjusted total fat intake, with a similar trend across Calories from Fat. This suggests that cohort studies yield an observed relative risk for these quintile medians of approximately 1:10 or less when measuring Calories from Fat from a F F Q.
The essential controversy arises over the meaning of these gures. It is well known Freedman, et al., 1991 that FFQ's contain substantial measurement error, and that this error may have a systematic component, and that bias and measurement error have impacts on relative risks Rosner, et al., 1989; Carroll, et al., 1995. Hunter, et al. examine the impact that bias and measurement error in FFQ's have on this observed relative risk. From their analysis, they conclude that even accounting for errors in FFQ's, the impact of Calories from Fat on breast cancer relative risk is unlikely to be large. Prentice 1996, using data from the Women's Health Trial Vanguard Study Henderson, et al., 1990 , uses a di erent model from Hunter et al., and concludes exactly the opposite, namely that in fact the cohort data are consistent with a potentially large and biologically important e ect of Calories from Fat.
In this article, we re examine this controversy. We consider the errors in variables model of Freedman, et al. 1991 which is essentially the same as that of Hunter et al., and we develop a new linear errors in variables model which has important similarities with Prentice's model. We apply the old and the new model not only to the Women's Health Trial Vanguard Study, but also to data from an American Cancer Society Study. Analysis of the former study essentially reproduces the results of Prentice, but the latter study yields results more in line with the Hunter, et al. conclusions. Thus, the estimated impact of dietary bias and measurement error may depend on the model for the bias and measurement error, but it also may depend on the data used to examine the impact. This paper is organized as follows. In section 2, we describe the usual measurement error model for dietary intake, apply it to the two data sets mentioned above, and discuss some of its potential shortcomings. In section 3, we i n troduce a new measurement error model, and apply it as well to the two data sets. Section 4 has concluding remarks. An appendix collects all technical details.
THE USUAL MODEL
In order to understand the bias and measurement error in FFQ's, as reported by Hunter, et al., in seven of their studies the investigators undertook calibration studies, in which FR's were measured on a subset of the study participants. A model which is similar in many respects to theirs is the linear errors in variables model used by Freedman, et al. 1991 and de ned as follows. In the calibration study the individual reports diet using a FFQ on m 1 occasions m 1 1 and using a FR on m 2 occasions m 2 2. The model relating intake of some nutrient e.g., calories from fat reported on FFQ's denoted by Q and intake reported on FR's denoted by F to long-term usual intake denoted by T is a standard linear errors-in-variables model, namely Q j = 0 + 1 T + r + j ; j = 1 ; ; m 1 ; 1 F j = T + U j ; j = 1 ; ; m 2 : r . Equation error lies at the heart of our discussion. Its interpretation is that even if one could observe an in nite numberof repeated FFQ's m 1 = 1, then the resulting mean would not be exactly linearly related to usual intake, since by the law of large numbers its value would equal 0 + 1 T + r. There is ample evidence that such equation errors occur in nutrition, see Freedman, et al. 1991 .
Model 1 2 is easily t by the method of scoring assuming that all random variables are normally distributed, see the appendix for details of implementation and standard error estimation. Such parameter estimates are model robust in the sense that they are consistent e v en if the normality assumptions do not hold, although of course likelihood inference is dependent u p o n s u c h assumptions.
We illustrate the method using the variable Calories from Fat, with two data sets. The rst data set is the Women's Health Trial Vanguard Study WHTVS, which has n = 8 6 w omen measured with m 1 = m 2 = m 3 = 2. The second data set is a larger study from the American Cancer Society A CS, which has n = 410 with m 1 = 2 , m 2 = 4 and m 3 = 1 . Both studies used a FFQ, but for the WHTVS, each F R w as the average of results from a 4 day food record, while the ACS used 24 hour recalls.
There are a numberof quantities of interest in these nutritional calibration studies. We next de ne these quantities and describe the results of the analyses, which are summarized in Table 1 .
Let B be body mass index BMI.
1. Of major concern is the attenuation of the estimated fat e ect caused by error and bias in the FFQ, namely the slope in the regression of usual intake on FFQ and B. In the case that usual intake is independent o f B , = 1 2 t = 2
q . An auxiliary quantity is what we called deattenuated relative risk, which is calculated as follows. In a logistic regression of a binary response Y on T and B, so that prY = 1 j T = H 0 + 1 T + 2 B where H is the logistic distribution function, the regression calibration approximation Rosner, et al., 1989; Carroll, et al., 1995 states that the observed data also follow a logistic model in Q and B, but with the slope for Q being 1 . Thus, if the observed relative risk for a disease outcome is 1:10, then the estimated relative risk due to T is 1:10 1= .
Since is approximately the same in the WHTVS and in the ACS, these data sets give similar deattenuated relative risks. The results then are in basic agreement with the Hunter, et al. conclusion, namely that with model 1 2, one does not expect the relative risk due to true Calories from Fat intake to be particularly large.
2. Estimating the distribution of usual intake in a population is important for public health purposes, and hence under normality assumptions we m ust estimate the mean t and variance The WHTVS has a larger estimated variance for usual intake, although the estimate is not statistically signi cantly di erent from that for the ACS. The di erence in mean intake is especially pronounced, statistically signi cant and is most likely a di erence between both the populations and the instruments.
3. The estimated correlation QT between the FFQ and usual intake is often taken to be an indicator of the quality of the FFQ being used, as well as how well it works in a given population. The ACS has a much larger and statistically signi cantly di erent estimated correlation, a somewhat puzzling di erence.
4. The amount o f error variance in the FR's is 2 u . The di erence between 4 days dairies used in the WHTVS and 24 hour recalls as used in ACS are re ected in the much greater error variability 2 u of the latter. This is only to be expected, since food records are the average of four days of recording some version of diet, while 24 hour recalls are based only on a single day.
We w ant to emphasize the rst basic conclusion. Using either data set, after taking into account the bias and measurement error in FFQ's, the standard model 1 2 suggests that the estimated relative risk for true Calories from Fat is less than 1:35. The is the basic conclusion of Hunter, et al. 
A NEW MODEL FOR NUTRITIONAL MEASUREMENT ER-ROR
It is interesting to re ect carefully on the meaning of 2. Consider the limit of the mean of a large number of FR's. By the law of large numbers, this limit equals T. Thus, in e ect, the usual linear measurement error model is de ning T to bethe average of many FR's, if such a large number of FR's could beobtained. In most elds, this is usually a perfectly reasonable way to proceed, because such a n a v erage would usually represent the best measure that one could possibly obtain. In other words, measurement error models with additive structure such as 2 implicitly de ne the true" value of the latent, unobservable value as the average of a large number of independent error prone replicates of an instrument at hand.
In nutritional epidemiology, however, it has recently been shown, by comparing reports from food records with precise measurements of energy expenditure determined by the doubly labeled water" method, that many individuals tend to under report energy caloric intake Livingston, et al., 1990; Martin, et al., 1996; Sawaya, et al., 1996 . Moreover each individual may miss report their intake by a di erent a v erage amount. In other words, FR's may be subject to individual speci c bias. In addition, it appears that the extent of under reporting may be related to an individual's body size Mertz, et al., 1991 identi ability under normality assumptions requires that we restrict three of the parameters, or that we h a v e additional information from other experiments, such as biomarker studies. Our approach is a mixture of the two, which w e illustrate for the variable Calories from Fat. In the absence of direct biomarker data satisfying model 1 2, we m ust use indirect information and some reasonable intuition to achieve the three restrictions. We summarize one such approach as follows.
Evidence Mertz, et al., 1991 suggests that food records under report true energy intake b y as much as 20 in those with higher BMI. One might reasonably assume that the same is true of fat intake, in which case the of Calories from Fat would have under report essentially independent of BMI, and thus 3 = 0 . W e took this value as xed in our analysis.
One might reasonably expect that consistent under or over reporting of Calories from Fat is fairly highly correlated in all instruments, i.e., that r;s 0. To allow for possibly very strong correlations, we set r;s = 0:3 and r;s = 0:6. These correspond in broad outline to cases considered by Prentice.
The variability in the error components r and s should be of roughly the same order of magnitude. Evidence for a xed value for the ratio of 2 s to 2 r has been reported for neither Calories from Fat nor total energy intake. Based on discussions with nutritional epidemiologists, we set 2 s = 0 : 5 2 r . However, we did perform sensitivity analyses. If this ratio is below 0:25, then the results are qualitatively in line with the standard model 1 2. For a ratio greater than 0:5 up to 1:5 the range we studied, the results are qualitatively in agreement with model 3 4.
The results from the new model 3 4 are strikingly di erent from those of the standard model 1 2, when r;s = 0 : 6, see Table 2 . Perhaps just as important, the results now depend strongly on which data set is being considered. An examination of Table 2 reveals the following conclusions.
1. The attenuation and hence the corrected relative risk estimates change in important w a ys.
In the WHTVS, instead of an estimated corrected relative risk of 1:32, the new model suggests a corrected relative risk of 1:46 when r;s = 0 : 3 and 3:77 when r;s = 0 : 6. The last estimate is highly variable, but an analysis of the estimated attenuations show that it is statistically signi cantly di erent from the other results, and from the ACS results. This is a practically important di erence, well in line with that observed by Prentice u , correlation of and U = corr ; U, Correlation of FFQ and Usual Intake = QT , A ttenuation is the slope i n Q of the regression of usual intake on the FFQ Q and BMI, and Relative Risk is the deattenuated relative risk assuming that the estimated relative risk from the error prone FFQ's was 1:10.
1996. Our reanalysis of the WHTVS suggests that a small observed relative risk such as observed in the Hunter, et al. study could be masking a large and important e ect, especially if the errors r and s are highly correlated.
In contrast, in the ACS study, the relative risks are essentially una ected by use of the new model. Even strong correlations between r and s do not suggest large deattenuated relative risks.
2. The estimated variance of usual intake T changes in important w a ys.
In the WHTVS, the standard model suggests a variance for usual intake o f 3 4 : 37, while the new model with r;s = 0 : 6 suggests that this is a much more homogeneous population, with a variance of only 10:89, a drop of approximately 70.
The ACS study also shows a large change in the variance of usual intake, from 29:44 to 19:40.
The results though in general suggest that studies based on model 1 2 may greatly overestimate the variability of of the distribution of usual intake.
3. The correlation between usual intake and a single FFQ changes hardly at all in ACS, but changes greatly in WHTVS.
4. In results not shown here, the e ect of BMI is negligible. We would have obtained largely the same results if we had set 2 = 0 .
5. There is strong sensitivity to the value of r;s , the correlation between the error components r and s in model 3 4.
For example, in the WHTVS, if r;s = 0 : 6, the corrected relative risk estimate is 3:77. In contrast, if r;s = 0 : 0, the corrected relative risk estimate is only 1:32. In e ect, the major di erence between the two models in terms of corrected relative risks is in the correlation of the errors r and s.
The same dependence occurs for estimating the variance of usual intake.
As described above, there is no data allowing us to compute an estimate of r;s . There is a real need for experiments which allow us to estimate this correlation.
DISCUSSION
In this paper, we h a v e suggested that evidence points to the possibility that when measuring nutrient i n take, the standard linear errors in variables model may be missing an important component of variability. Our new model 3 4 includes this missing error component, as well as allowance for possible systematic biases. Unfortunately, the model is unidenti ed, although based on subject matter knowledge we are able to make estimates of enough of the parameters to force identi ability. Whether our subject matter based estimates are in fact a fair approximation of the truth is unknown, and can only be tested in future experiments. Our basic conclusion is that no single data set can or should be used as a guide to the" impacts of measurement error. As Carroll & Stefanski 1994 noted: the proper correction for attenuation may vary from study to study ... study speci c corrections are necessary, and using the same correction for attenuation across studies generally leads to biased estimates. Furthermore, neither the direction nor the magnitude of the bias is predictable." On this point, we h a v e shown that in one data set the WHTVS, the impact of dietary measurement error depends strongly on the measurement error model used. In the standard model, this impact is not particularly great, while for the new model, the impact is large and potentially biologically important. However, when we apply these models to the ACS study, no major di erences between the two models arise. Thus, in assessing the potential impact of dietary measurement error, not only is the measurement error important, but potentially as important is the data set used to perform the assessment. It is not a priori clear whether the results of the new model when applied to the seven studies in Hunter, et al. will mirror the WHTVS or the ACS experience. Clearly, our results suggest that the calibration studies of Hunter, et al. should be reanalyzed.
We point out once again that in this example, the major di erence between the old model 1 2 and the new model 3 4 is the possibility of correlated error components s and r in the latter model. The e ect of body mass index is minimal, and in addition, it can beshown that if these two error components have correlation r;s = 0, then the old model and the new model lead to the same deattenuated relative risk estimates. At this stage, there are no data available known to us in which this correlation could be estimated for Calories from Fat or Total Fat. One important factor that does appear to be independent of the data set is that the new model leads to a decreased estimate of the variance of usual intake, this decrease being 70 in the WHTVS study and 40 in the ACS study. Studies such as the Continuing Survey of FoodIntake by Individuals Nusser, et al., 1996 which are used to estimate the distribution of usual intake m a y thus greatly overestimate the variability of the diet in the U.S. population. For example, assuming normality, model 1 2 applied to the WHTVS would suggest that 8 of the population have diets with more than 45 Calories from Fat, while model 3 4 with r;s = 0:6 estimates that only 0:6 of the population have a diet with 45 or more of the Calories coming from Fat.
While our results have focused on the variable Calories from Fat, similar qualitative results are obtained with the logarithm of total fat intake. partial derivatives of the covariance matrix with respect to an arbitrary j be given by
where the derivative is component-wise. Then, using matrix derivatives, the gradient for the maximum likelihood estimator when computed on all the data can be shown to equal n X i=1 ml Z i ; ; where ml Z; = f`1Z;; 2 Z;; :::`pZ;g t :
In this expression,`1 
