Abstract. For α ∈ (0, 2) we study the null controllability of the parabolic operator P u = ut − (|x| α ux)x (1 < x < 1), which degenerates at the interior point x = 0, for locally distributed controls acting only one side of the origin (that is, on some interval (a, b) with 0 < a < b < 1). Our main results guarantees that P is null controllable if and only if it is weakly degenerate, that is, α ∈ (0, 1). So, in order to steer the system to zero, one needs controls to act on both sides of the point of degeneracy in the strongly degenerate case α ∈ [1, 2).
1. Introduction 1.1. Presentation of the problem and main results. Degenerate parabolic equations have received increasing attention in recent years because of their connections with several applied domains such as climate science ( [12, 13] , [65] , [35] , [23] ), populations genetics ( [26, 27] ), vision ( [52] ), and mathematical finance ( [8] )-just to mention a few. Indeed, in all these fields, one is naturally led to consider parabolic problems where the diffusion coefficients lose uniform ellipticity. Different situations may occur: degeneracy (of uniform ellipticity) may take place at the boundary or in the interior of the space domain. Moreover, the equation may be degenerate on a small set or even on the whole domain.
From the point of view of control theory, interesting phenomena have been pointed out for degenerate parabolic equations. We refer the reader to [17, 18] and the discussion below for the study of null controllability of boundary-degenerate parabolic operators. A similar analysis for interior-degenerate equations, associated with certain classes of hypoelliptic diffusion operators, was developed in [5, 6] (see also [7] ) for Grushin type structures, and in [4] for the Heisenberg operator.
In this paper, intrigued by numerical tests (section 8), we investigate the null controllability of a degenerate parabolic operator in one space dimension, which degenerates at a single point inside the space domain, under the action of a locally distributed control supported only on one side of the domain with respect to the point of degeneracy. In formulas, we consider the problem (1.1)      u t − (|x| α u x ) x = h(x, t)χ (a,b) (x), x ∈ (−1, 1)
u(−1, t) = 0 = u(1, t), u(x, 0) = u 0 (x), assuming either 0 < a < b < 1 or −1 < a < b < 0. Observe that this is the most general form a locally distributed control can be reduced to for the above operator. In brief, we will prove that null controllability:
• fails for α ∈ [1, 2),
• holds true when α ∈ [0, 1). Consequently, the controllability properties of the above operator, when degeneracy occurs inside the domain, are quite different from those of boundary degeneracy described in [17, 18] . In particular, in order for (1.1) to be null controllable when α ∈ [1, 2), the control support must lie on both sides of the degeneracy point. We now proceed to describe our results more precisely and comment on the literature on this subject.
The case of boundary degeneracy was addressed in [16, 17] for equations in one space dimension, that is, for the problem For the above equation, by deriving Carleman estimates with degeneracy-adapted weights, it was proved that null controllability holds if and only if α ∈ [0, 2). These results were later extended in various directions-yet still limited to boundary degeneracy, see [18] and the references therein. The analysis of problem (1.1) that we develop in the present paper, based on a detailed study of the associated spectral problem, allows us to discover some interesting properties, both positive and negative from the point of view of null controllability. More precisely, we obtain:
• Negative results for α ∈ [1, 2) . This fact is a little surprising if compared with the behaviour of the usual problem (1.2). The negative result we prove means that, when α ∈ [1, 2), the degeneracy is too strong to allow the control to act on the other side of the domain with respect to the point of degeneracy. However, null controllability still holds true for those initial condition that are supported in the same region as the control.
• Positive results for α ∈ [0, 1). The proof of the fact that the control is sufficiently strong to cross the degeneracy point does require to use fine properties of Bessel functions. We also give a sharp estimate of the blowup rate of the null controllability cost as α → 1 − .
Degenerate parabolic equations with one (or more) degeneracy point inside the domain have also been studied by the flatness method developed by Martin-RosierRouchon in [53, 54, 55] (see also Moyano [59] for some strongly degenerate equations). More specifically, one can use the null controllability result with boundary control derived in [55] to construct a locally distributed control which steers the initial datum to 0 for α ∈ [0, 1). On the other hand, neither our analysis of the cost in the weakly degnerate case, nor our negative result for the strongly degenerate case seem to be attainable by the flatness approach.
Parabolic equations with interior degeneracy were also considered by FragnelliMugnai in [32, 33] , where positive null controllability results were obtained for a general class of coefficients. Their approach, based on Carleman estimates, gives the controllability result when the control region is on both sides of the space domain with respect to the degeneracy point. Indeed, as our negative result shows, strongly degenerate problems (α ∈ [1, 2)) fail to be null controllable otherwise. On the other hand, for weakly degenerate problems, Carleman estimates do not seem to lead to null controllability results with the same generality as we obtain in this paper for problem (1.1) (see Proposition 2.8).
Our method is based on a careful analysis of the spectral problem associated with (1.2). As is known from the work of Kamke [41] , the eigenvalues of problem (1.1) are related to the zeros of Bessel functions. Indeed this fact has been recently used in a clever way for a boundary control problem by Gueye [38] . When degeneracy occurs inside, the problem looks like a simplified version of the one studied in ZhangZuazua [70] in the case of a 1-D fluid-structure model: we solve the problem on both sides of the degeneracy, and we study the transmission conditions. Once the spectral problem is solved, negative results come quite immediately when α ∈ [1, 2) . For the positive part, we combine the moment method with general results obtained in [19] concerning the existence of biorthogonal families under general gap conditions on the square roots of the eigenvalues. Then, we complete the analysis with some L 2 lower bounds for the eigenfunctions on the control region.
The theoretical results of our foundings are completed with a final numerical work which concludes the paper (see section 8) . Starting from the pioneering works of J.-L. Lions (see, e.g., [47] ), numerical approximation of controllability problems for parabolic equations has become an established matter. Among the rich literature, we quote here the basic results in [50] , devoted to the nondegenerate heat equation with boundary control, along with the more recent studies in [9] and the general framework provided in [43] .
Most of the literature is concerned with semi-discretized problems and aims at constructing an approximation of the stabilizing control. We will rather use here a fully discrete approximation, and avoid the problem of convergence of approximate stabilizing controls to a limit solution, which is known to be a very ill-conditioned problem (see [10] for a study of the full discretization, as well as a review of the relevant literature). Therefore, the last section should be understood as a numerical illustration of the theoretical results, while a rigorous study of numerical approximations for this problem will be postponed to future works.
Plan of the paper.
• In section 2, we state our results, distinguishing the weakly degenerate case (α ∈ [0, 1)) from the strongly degenerate one (α ∈ [1, 2)) (the eigenvalues and the eigenfunctions are not the same according to the case we are considering).
• In section 3, we prove the well-posedness of the problem in both cases.
• In section 4, we solve the spectral problem in the strongly degenerate case (α ∈ [1, 2)).
• In section 5, we prove our negative and positive null controllability result for the strongly degenerate case.
• In section 6, we solve the spectral problem associated with the weakly degenerate case (α ∈ [0, 1)).
• In section 7, we prove our positive null controllability result for the weakly degenerate case by combining gap estimates for the eigenvalues with a classical property for the L 2 norm of the eigenfunctions in the control region (in the spirit of Lagnese [44] for a nondegenerate setting).
• In section 8, we provide numerical examples illustrating the above positive and negative controllability results.
Main results

2.1.
The strongly degenerate case: α ∈ [1, 2).
2.1.a. Functional setting and well-posedness when α ∈ [1, 2). We consider
endowed with the natural scalar product
and in [−1, 0),
x dx < ∞ and u(−1) = 0 = u(1) .
is endowed with the natural scalar product
Next, consider
and the operator A : D(A) ⊂ X → X will be defined by
Then the following results hold:
Hence, A is the infinitesimal generator of an analytic semigroup of contractions e tA on X. Given a source term h in L 2 ((−1, 1) × (0, T )) and an initial condition v 0 ∈ X, consider the problem 1) ) given by the variation of constant formula
is called the mild solution of (2.2). We say that a function
is a strict solution of (2.2) if v satisfies v t − (|x| α v x ) x = h(x, t) almost everywhere in (−1, 1) × (0, T ), and the initial and boundary conditions for all t ∈ [0, T ] and all x ∈ [−1, 1]. And one can prove the existence and the uniqueness of the strict solution. 1) , then the mild solution of (2.2) is the unique strict solution of (2.2).
2.1.b. The eigenvalue problem when
The knowledge of the eigenvalues and associated eigenfunctions of the degenerate diffusion operator u → −(|x| α u ) , i.e., the nontrivial solutions (λ, Φ) of
will be essential for our purposes. It is well-known that Bessel functions play an important role in this problem, see, e.g., Kamke [41] . For α ∈ [1, 2), let
Given ν, we denote by J ν the Bessel function of the first kind of order ν (see sections 4.1.b-4.1.e) and by j ν,1 < j ν,2 < · · · < j ν,n < . . . the positive zeros of J ν . When α ∈ [1, 2), we have the following description of the spectrum of the associated operator: Proposition 2.3. The admissible eigenvalues λ for problem (2.3) are given by
να,n . The associated eigenspace is of dimension 2, and an orthonormal basis (in L 2 (−1, 1))) is given by the following eigenfunctions
α,n , n ≥ 1} forms an orthonormal basis of L 2 (−1, 1).
2.1.c. Null controllability when α ∈ [1, 2). The following controllability result is a direct consequence of the above proposition.
Proposition 2.4. Assume that α ∈ [1, 2) and let 0 < a < b < 1. Then null controllability fails, and the initial conditions that can be steered to 0 in time T are exactly those which are supported in [0, 1).
2.2.
The weakly degenerate case: α ∈ [0, 1).
2.2.a. Functional setting and well-posedness when α ∈ [0, 1).
For 0 ≤ α < 1, we consider
and the operator A : D(A) ⊂ X → X will be defined in a similar way by
Proposition 2.5. Given α ∈ [0, 1), we have the following: a) H 1 α (−1, 1) is a Hilbert space; b) A : D(A) ⊂ X → X is a self-adjoint negative operator with dense domain.
Hence, once again, A is the infinitesimal generator of an analytic semigroup of contractions e tA on X. Given a source term h in L 2 ((−1, 1) × (0, T )) and an initial condition v 0 ∈ X, consider the problem (2.8)
given by the variation of constant formula
is called the mild solution of (2.8). We say that a function
is a strict solution of (2. 1) , then the mild solution of (2.8) is the unique strict solution of (2.8).
2.2.b. Eigenvalues and eigenfunctions when
Once again, the knowledge of the eigenvalues and associated eigenfunctions of the degenerate diffusion operator u → −(|x| α u ) , i.e. the solutions (λ, Φ) of
will be essential for our purposes. When α ∈ [0, 1), let
Now we will need the zeros of the Bessel function J να , and also the zeros of the Bessel function of negative order J −να (see subsection 4.1.e). We prove the following description for (2.9):
Proposition 2.7. When α ∈ [0, 1), we have exactly two sub-families of eigenvalues and associated eigenfunctions for problem (2.9), that is:
• the eigenvalues of the form κ 2 α j 2 να,n , associated with the odd functions
• the eigenvalues of the form κ 2 α j 2 −να,n , associated with the even functions
Moreover, the family {Φ
α,n , n ≥ 1} forms an orthogonal basis of L 2 (−1, 1).
2.2.c.
Null controllability when α ∈ [0, 1).
Proposition 2.8. Assume that α ∈ [0, 1) and that 0 < a < b < 1. Then null controllability holds: given u 0 ∈ L 2 (−1, 1), there exists a control h that drives the solution u to 0 in time T .
2.2.d. Blow-up of the control cost as
, consider U ad (α, T ; u 0 ) the set of admissible controls:
Since null controllability holds if and only if α < 1, it is natural to expect that the null controllability cost
blows up when α → 1 − . This is the object of the following result:
Theorem 2.1. a) Estimate from above: there exists some C > 0 independent of α ∈ [0, 1) and of T > 0 such that
b) Estimate from below: there exists some C > 0 independent of α ∈ [0, 1) and of T > 0 such that
Note that Theorem 2.1 proves that the null controllability cost blows up when α → 1 − , and when T → 0 + . Moreover:
• with respect to α: we have a good estimate of the behavior when α → 1 − , but the upper and lower estimates are not of the same order;
• with respect to T : in [20] we prove that the blow-up of the null controllability cost is of the order e C/T ; here we only obtain a weak blow-up estimate, of the order 1/ √ T ; we conjecture that the blow-up rate is of the form e C/T . 
α (−1, 1) and in W 1,2 (ε, 1) and W 1,2 (−1, −ε) for all fixed positive ε. Thus (f j ) j converges to some limit f , which has to be in L 2 α (−1, 1) and in W 1,2 (ε, 1) and W 1,2 (−1, −ε) for all ε ∈ (0, 1). Hence f is locally absolutely continuous on (0, 1] and [−1, 0). Moreover,
, then there exists ε 0 > 0 and a subsequence (f j ) j such that
Using the Cantor diagonal process, one can find a subsequence (f j ) j such that
Then, with the Cauchy criterion applied with ε < ε 0 , we have
≤ ε if i , j are large enough. So, using Fatou's lemma, we obtain 1) . This concludes the proof of Proposition 2.1, part a).
3.1.b. Integration by parts.
Let us prove the following integration by parts formula:
Lemma 3.1.
Proof of Lemma 3.
α (−1, 1), and ε ∈ (0, 1). Decompose
, the usual integration by parts formula gives
and since F and g belong to L 2 (−1, 1), we have
It remains to study the boundary terms: first, because of Dirichlet boundary conditions at ±1, we have
. Now we note that
. Hence F g is absolutely continuous on (0, 1]. Therefore it has a limit as x → 0, there exists L such that
In fact, we claim that L = 0. Indeed:
• first, the function x → x α f (x) belongs to H 1 (−1, 1), hence it has a limit as x → 0 + :
and using the Cauchy-Schwarz inequality, one has
• finally,
if L = 0, then if x is sufficiently close to 0 we have
which is in contradiction with g ∈ L 2 (−1, 1). Hence L = 0.
This implies that
Same property holds on [−1, 0), hence
This concludes the proof of Lemma 3.1.
3.1.c. Proof of Proposition 2.1, part b).
First we note that it is clear that D(A) is dense, since it contains all the functions of class C ∞ , compactly supported in (−1, 1). Next we derive from Lemma 3.1 that
hence A is dissipative. In order to show that A is symmetric, we apply Lemma 3.1 twice to obtain that
Finally, we check that I − A is surjective. Let f ∈ X. Then, by Riesz theorem, there exists one and only one u ∈ H
In particular the above relation holds true for all v of class C ∞ , compactly supported in (−1, 1). Hence, x → |x| α u has a weak derivative given by
This concludes the proof of Proposition 2.1, part b).
3.2.
The weakly degenerate case.
3.2.a. Proof of Proposition 2.5, part a).
We have to check that H
, and since
, we see that (f j ) j is also a Cauchy sequence in
It remains to check that |x| α/2 f ∈ L 2 (−1, 1). This comes from the following remark: up to a sequence, we have
a.e. on (−1, 1), and the Fatou Lemma implies that
, using the same kind of arguments as in Proposition 2.1, part a). This concludes the proof of Proposition 2.5, part a).
3.2.b. Integration by parts.
and since F and g belong to
. Now we note that G and g are absolutely continuous on [−1, 1], hence F g is also absolutely continuous on [−1, 1], hence, and therefore it has a limit as
3.2.c. Proof of Proposition 2.1, part b).
It is similar to the proof of Proposition 2.1, part b), using the integration by parts formula given by Lemma 3.2.
The Sturm-Liouville problem in the strongly degenerate case
The goal of this section is to prove Proposition 2.3: we study the spectral problem (2.3) and the properties of the eigenvalues and eigenfunctions when α ∈ [1, 2).
First, one can observe that if λ is an eigenvalue, then λ > 0: indeed, multiplying (2.3) by Φ and integrating by parts, then
which implies first λ ≥ 0, and next that Φ = 0 if λ = 0. Now we make the following observation: if (λ, Φ) solves (2.3), then
,
In the following, we study (4.1) and (4.2), and then we will be able to solve (2.3).
4.1. The study of (4.1). [38] ) and [20] : assume that Φ is a solution of (4.1) associated to the eigenvalue λ; then one easily checks that the function Ψ defined by
is solution of the following boundary problem: 
The above equation is called Bessel's equation for functions of order ν. Of course the fundamental theory of ordinary differential equations says that the solutions of (4.5) generate a vector space S ν of dimension 2. In the following we recall what can be chosen as a basis of S ν .
4.1.c. Fundamental solutions of Bessel's equation when ν / ∈ N. Assume that ν / ∈ N. When looking for solutions of (4.5) of the form of series of ascending powers of x, one can construct two series that are solutions: 
When ν ∈ N, the two functions J ν and J −ν are linearly independent and therefore the pair (J ν , J −ν ) forms a fundamental system of solutions of (4.5), (see [69, Assume that ν = n ∈ N. When looking for solutions of (4.5) of the form of series of ascending powers of y, one sees that J n and J −n are still solutions of (4.5), where J n is still given by (4.6) and J −n is given by (4.7); when ν = n ∈ N, J −n can be written
.
However now J −n (y) = (−1) n J n (y), hence J n and J −n are linearly dependent, (see [69, 
For any ν ∈ R + , the two functions J ν and Y ν are always linearly independent, see [69, section 3.63, eq. (1), p. 76]. In particular, in the case ν = n ∈ N, the pair (J n , Y n ) forms a fundamental system of solutions of the Bessel's equation for functions of order n.
In the case ν = n ∈ N, it will be useful to expand Y n under the form of a series of ascending powers. This can be done using Hankel's formula, see [69, 
where Γ Γ is the logarithmic derivative of the Gamma function, and satisfies
Γ(1) = −γ (here γ denotes Euler's constant) and
In the case n = 0, the first sum in (4.10) should be set equal to zero. . We denote by (j ν,n ) n≥1 the strictly increasing sequence of the positive zeros of J ν : 0 < j ν,1 < j ν,2 < · · · < j ν,n < . . . and we recall that j ν,n → +∞ as n → +∞.
and the following bounds on the zeros, proved in Lorch and Muldoon [51] :
Assume that ν / ∈ N. Then, as an application of the classical Sturm theorem, the function J −ν has at least one zero between two consecutive zeros of J ν , and at most one, otherwise J ν would have at least another zero inside, which is not possible. Hence J −ν has an increasing sequence of positive zeros, interlaced with the ones of J ν . We will denote them (j −ν,n ) n≥1 . 4.1.f. The solutions of (4.1) when α ∈ [1, 2).
We are going to prove the following Lemma 4.1. Assume that Φ solves (2.3). Define
Then there exists some C + ∈ R (possibly equal to 0), and some m ≥ 1 such that
The proof of Lemma 4.1 is based on the previous results on Bessel functions, and has to be divided in three, according to ν α / ∈ N, ν α ∈ N * , ν α = 0. We study these three cases in the following. ∀x ∈ (0, 1),
Then, using the series expansion of J να and J −να , one obtains
where the coefficientsc
Finally, we look at the boundary condition Φ(1) = 0: if C + = 0 (which is not forbidden), it is automatically satisfied, and if C + = 0, then the boundary condition implies that there is some m ∈ N, m ≥ 1 such that
να,m ; hence in any case, there is some C + and some m ≥ 1 such that (4.13) holds.
In the same way, any Φ(x) := Cx
is solution of (4.1).
4.1.h. Proof of Lemma 4.1 when ν
In this case, we have recalled in subsection 4.1.d that a fundamental system of the differential equation (4.5) is given by J nα and Y nα . Hence, denoting (4.17) ∀x ∈ (0, 1),
we see that the restriction of Φ on (0, 1) is a linear combination of Φ + and Φ +,− . As in the previous case, we are going to study the behavior of Φ +,− near 0. It follows from (4.10) that
We study these three functions that appear in the formula of Φ +,− . First
, and since Φ = C + Φ + + C +,− Φ +,− and x α/2 Φ ∈ L 2 (0, 1), then necessarily C +,− = 0, and Φ = C + Φ + . Then we are in the same position as in the previous case and the conclusion is the same. In this case, the first sum in the decomposition of Y 0 is equal to zero, hence we have Φ +,− = Φ +,−,1 + Φ +,−,3 . Moreover, 1) ), and the conclusion is the same.
This concludes the proof of Lemma 4.1.
4.2.
The study of (4.2) when α ∈ [1, 2). We are going to prove the following • if C − = 0, then C + = 0 since Φ = 0, and therefore λ = κ 2 α j 2 να,m , and
• if C + = 0, then C − = 0 since Φ = 0, and therefore λ = κ 0) ; 
These are necessary conditions, and we have to study if such functions Φ are sufficiently smooth, that is if they belong to H
4.3.b. The eigenvalues and eigenfunctions.
We first prove the following:
and
Proof
α,m (1), and finally, we note that |x|
belongs to H 1 (−1, 1). We obtain that Φ Then the following properties hold true:
• the family {Φ Proof of Lemma 4.4. The orthogonality comes immediately: indeed,
α,n = 0, which implies that
α,n ;
and of course ∀m, n ≥ 1
This proves all the orthogonality properties stated in Lemma 4.4. Now we turn to the properties of completeness. We proceed as in Appendix in [1] . Consider
endowed with its natural scalar product ∀f, g ∈ X (r) , f, g = 
and the operator
Then the following results hold (as in Proposition 2.1): H 
) is the solution of the problem −A (r) u f = f : we claim that T α is self-adjoint and compact, and then it will be sufficient to apply the diagonalization theorem to conclude that the family {Φ . This follows from a result of Brezis [11] and some classical steps (see Appendix in [1] 
• (4.27) implies that the injection of H
• in the same way, (4.27) also implies that we can do the same computations when h < 0 and when α ∈ (1, 2); hence if α ∈ [1, 2) and |h| < min(a, 1 − b), there exists an explicitω α (h) > 0 (independent of u) such that |u(x + h) − u(x)| 2 dx < ε ∀u ∈ F, ∀|h| < δ ,
-and for all ε > 0, there exists 0 < a < b < b such that
Then F is relatively compact in L 2 (a, b).
Using (4.28)-(4.29) and (4.30)-(4.31), we are in position to apply Theorem 4.1, and we obtain that the injection of H
• This implies that the operator T α :
Hence
• the family {Φ • in the same way, the family {Φ This concludes the proof of Lemma 4.4. Finally, we can norm these orthogonal families: using [46] (p. 129), we have
hence the family given by (2.5) and (2.6) forms an orthonormal basis of L 2 (−1, 1). The proof of Proposition 2.3 is complete.
5.
Null controllability when α ∈ [1, 2): proof of Proposition 2.4
Negative results.
In a classical way, null controllability of (1.1) holds if and only if observability holds for the adjoint problem: there exists C > 0 such that any solution w of the ajoint problem
has to satisfy (5.1)
Assume that 0 < a < b < 1. Then the observability inequality (5.1) cannot be satisfied. Indeed, choose n ≥ 1, and consider e λntΦ (l) α,n : it is a solution of the adjoint problem, but since it is supported on the part (−1, 0), it will never satisfy the observability inequality (5.1), hence null controllability does not hold.
More precisely: assume that the initial condition u 0 is partly supported in (−1, 0). Choose n ≥ 1 such that
α,n and integrating by parts, we obtain that
α,n , which clearly implies that the control h (supported in (a, b) ⊂ (0, 1) ) has no influence on the solution u, and u(T ) = 0 is not satisfied.
Positive result.
Now we assume that the initial condition is supported in [0, 1), hence that
α,n = 0, hence
Moreover, multiplying (1.1) by Φ (r) α,n and integrating by parts, we obtain that
Consider u (r) the solution of
in the same way, we have
and then ∀n ≥ 1,
α,n , which implies that u(t)χ (0,1) = u (r) . Now, applying [17] , we know that there exists a control h supported in (a, b) such that u (r) (T ) = 0 (and in [20] we constructed such control, using the moment method). Hence this control drives the solution u of (1.1) to 0 in time T . This concludes the proof of Proposition 2.4.
The Sturm-Liouville problem in the weakly degenerate case
The goal of this section is to prove Proposition 2.7: we study the spectral problem (2.3) and the properties of the eigenvalues and eigenfunctions when α ∈ [0, 1).
Once again, one can observe that if λ is an eigenvalue, then λ > 0: indeed, multiplying (2.3) by Φ and integrating by parts, then
which implies first λ ≥ 0, and next that Φ = 0 if λ = 0. And, once again, we make the following observation: if (λ, Φ) solves (2.3), (4.1) and (4.2) hold true. In the following, we study (4.1) and (4.2) when α ∈ [0, 1), and then we will be able to solve (2.3).
6.1. The study of (4.1) when α ∈ [0, 1). When α ∈ [0, 1), we note that
hence we are in the case where ν α / ∈ N, hence all the solutions Φ of (4.1) are of the form Φ = C + Φ + + C − Φ − , where, once again,
, but this time, using the series expansion of J να and J −να , one obtains 
, and x α/2 Φ − ∈ L 2 (0, 1). Before using the boundary condition Φ(1) = 0, we are going to study (4.2).
The study of (4.2) when α ∈ [0, 1).
Take Φ solution of (4.1). ThenΦ 
Hence, to sum up, if Φ solves (2.3), then there exist C + , C − ,C + ,C − such that
∀x ∈ (−1, 0) . 
The informations given by the space H
Therefore it is natural to introduce
in such a way that Φ (e) is even, Φ (o) is odd, and if Φ solves (2.3), then there exist
The informations given by the boundary conditions.
We have now to use the informations on the boundary conditions: Φ(−1) = 0 = Φ(1). Then, (6.5) implies that We claim the following Lemma 6.1. When α ∈ [0, 1), we have the following orthogonal decomposition:
Moreover,
• the family {Φ Proof of Lemma 6.1. It will be an immediate consequence of the following Lemma 6.2. We have the following properties:
• The restrictions on (0, 1) of Φ • The restrictions on (0, 1) of Φ α,n are the eigenfunctions of the eigenvalue problem (6.6).
Now we turn to the properties of completeness. We proceed as in Appendix in [1] and as in subsection 4.3.c: consider
will be defined by
Then the following results hold (as in Proposition 2.5): H 
) is the solution of the problem −A (r) u f = f . Proceeding as in subsection 4.3.c, it can be seen that T α is self-adjoint and compact, and then the diagonalization theorem allows us to conclude that the restrictions on (0, 1) of Φ Concerning the property of completeness, consider now
Next, consider 
) is the solution of the problem −A (r) u f = f . Proceeding as in subsection 4.3.c, it can be seen that T α is self-adjoint and compact, and then the diagonalization theorem allows us to conclude that the restrictions on (0, 1) of Φ (o) α,n , i.e. the eigenfunctions of T α , form a complete family in L 2 (0, 1). This proves the second statement of Lemma 6.2.
Lemma 6.2 immediately implies Lemma 6.1.
7.
Null controllability when α ∈ [0, 1): proof of Proposition 2.8
We apply the moment method:
7.1. The eigenvalues and eigenfunctions.
Given an initial condition u 0 , we can decompose it on the orthogonal basis of eigenfunctions. The first thing is to order them: since J να (0) = 0 and the zeros of J να and J −να are interlaced (because of Sturm's theorems), we have
hence it is natural to denote
hence in such a way that 0 < λ α,1 < λ α,2 < λ α,3 < λ α,4 < · · · , and the associated normalized eigenfunctions
form an orthonormal basis of L 2 (−1, 1).
The moment problem satisfied by a control
x ∈ (−1, 1).
Next we expand the solution u of (1.1):
Multiplying (1.1) by w α,n (x, t) :=Φ α,n (x)e λα,n(t−T ) , which is solution of the adjoint problem, one gets:
Hence, if h drives the solution u to 0 in time T , we obtain the following moment problem:
Then the moment problem can be written in the following way:
7.3.
A formal solution to the moment problem, using a biorthogonal family.
Assume for a moment that there exists a family (σ
Then let us define
Let us prove that, formally, h is solution of the moment problem (7.2):
Hence, formally, h defined by (7.6) solves the moment problem. It remains to check that all this makes sense, in particular that h ∈ L 2 ((−1, 1) × (0, T )).
The existence of a biorthogonal family.
For the existence of a biorthogonal family satisfying (7.5), we use the following
and that there is some γ min > 0 such that
Then there exists a family (σ + m ) m≥0 which is biorthogonal to the family (e λnt ) n≥0 in L 2 (0, T ):
Moreover, it satisfies: there is some universal constant C u independent of T , γ min and m such that, for all m ≥ 0, we have
To apply it, we need to prove that there is some γ min > 0 such that
and this derives from general results about cylinder functions:
• first the Mac Mahon formula (Watson [69] p. 506) gives
• next, using the Bessel function of second kind Y να defined in (4.9), we have
• and then, since ν α π ∈ [0, π], once again the Mac Mahon formula (Watson [69] p. 506) gives that
• now we are in position to conclude:
and in the same way
there exists γ min (α) > 0 such that (7.11) holds. Then Theorem 7.1 gives the existence of a biorthogonal family (σ + α,m ) m≥1 satisfying (7.5), and we derive from (7.9) that
,mT e Cu √ λα,m/γmin B(T, γ min ).
7.5. A lower bound for the norm of the eigenfunctions on the control region.
The last thing is to obtain a lower bound for b aΦ 2 α,m . We prove the following: Lemma 7.1. Given α ∈ [0, 1), there exists µ(α, a, b) > 0 such that
Proof of Lemma 7.1. Of course, since the Bessel functions are nonzero solutions of a second order ordinary differential equation, we have
We are going to study the behavior of this quantity as m → ∞.
Consider that m is even: m = 2n. Then, using the change of variables z = j να,n x κα , we have
Now we use the classical asymptotic development (Lebedev [46] , formula (5.11.6) p. 122):
and the fact that
And finally, once again with the asymptotic development (7.16), we have
which gives that
Therefore we obtain
This remains true when m is odd (m = 2n + 1), since the main formulae we used concerning Bessel functions remain valid when the order ν ≥ We have all the arguments to conclude:
• there exists a biorthogonal family (σ + α,m ) m≥1 satisfying the biorthogonal properties (7.5) and the L 2 bounds (7.12) (see subsection 7.4); • then consider the control h given by (7.6): using the L 2 bounds (7.12) and the bound from below of the eigenfunctions in the control region (7.13), we obtain that h ∈ L 2 ((−1, 1) × (0, T )), • and using the biorthogonal properties (7.5), we obtain that the relations of the moment problem are all satisfied:
∀n ≥ 1,
• this implies that the solution u of the well-posed problem (1.1) satisfies
hence u(T ) = 0; hence the control h drives the solution u to 0 in time T .
7.7. The cost of controllability as α → 1 − : Proof of Theorem 2.1. The proof of Theorem 2.1 follows from the same arguments used in [19, 20] . First we analyze the behavior of the eigenvalues when α → 1 − , and we use it to understand the behavior of associated biorthogonal families and of the null controllability cost.
The starting point is the following: since the eigenvalues are given by
−να,n , and λ α,2n = κ This will cause the blow-up of the null controllability cost. The first thing to do is to precise the behavior of the gap between successive eigenvalues.
7.7.a. The behavior of the eigenvalues when α → 1 − . It is classical that the function ν → j ν,n is C 1 and increasing, see, e.g., Watson [69] , p. 508. We prove the following uniform result: Lemma 7.2. Given η > 0, there exists 0 < m < M such that
Proof of Lemma 7.2. We get from Watson [69] , p. 508 that
with the following formula ( [69] , p. 181):
Using that
where
We investigate the behavior of F (X) as X → ±∞:
• when X ≥ 0: since d dw e and taking into account that 1 ≤ 1 + e −w ≤ 2, we obtain that
• when X ≤ 0: decomposing
and noting that
we obtain that
Then we derive from (7.20)-(7.22) the following • bounds from below:
• and bounds from above:
This enables us to estimate djν,n dν : • bound from below: consider τ ν,n such that 2j ν,n sinh τ ν,n = 1; then we derive from (7.18), (7.19 ) and (7.23) that
since j ν,n τ ν,n → 1 2 as n → ∞, we obtain the bound from below of (7.17); • bound from above: consider τ ν,n such that 2j ν,n sinh τ ν,n = 2; then we derive from (7.18), (7.19 ) and (7.24) that
it remains to look to the three integrals of the righ-hand side; take ν ∈ [−η, η]; then -first, since j ν,n τ ν,n → 1 as n → ∞, we have that
-next, using the change of variables y = j ν,n sinh t, we have
-finally, in the same way with y = j ν,n sinh t, we have using these three estimates, we obtain the bound from above of (7.17) . This concludes the proof of Lemma 7.2.
We immediately deduce from Lemma 7.2 the following Lemma 7.3. There exists 0 < m * ≤ M * and α * ∈ (0, 1) such that
It follows from Lemma 7.3 that we are in the following situation: there are two subfamilies of eigenvalues: (λ α,2n−1 ) n≥1 and (λ α,2n ) n≥1 , these two subfamilies satisfies the following uniform gap conditions: there exists some γ min > 0 independent of α ∈ [0, 1) such that
and on the other hand
In the following we estimate the null controllability cost when α → 1 − .
7.7.b. Upper bound of the null controllability cost: proof of (2.13).
In the situation described in the previous subsection concerning the eigenvalues, Theorem 7.1 can be applied with some γ min (α) of the order 1 − α, which gives an upper bound of the constructed biorthogonal family of the order e 1/(1−α) . But in fact the proof of Theorem 7.1 gives a much better upper bound: here we do not write everything in detail, but we indicate how to adapt the proof of Theorem 7.1 in [19] (adapted from [64] ) to our present case:
• the counting function: consider
then in our context, one easily sees that there exists c u , C u > 0 independent of n and of α such that
indeed, there is at most only one eigenvalue close to λ α,n ; then, if ρ is small enough (of the order 1 − α), N α,n (ρ) = 0, and if ρ exceeds this threshold value, then N α,n (ρ) takes into account the eigenvalue close to λ α,n , and the others, whose number is O( √ ρ) (see [19] );
• the growth of the Weierstrass product: we use the counting function N α,m to estimate the growth of
and combining the proof of [19] with (7.26), we obtain
hence there exists some C u independent of α ∈ [0, 1) and of m ≥ 1 such that
• then (following [19] ), we obtain the existence of a family (σ + m ) m≥1 biorthogonal to the family (e λα,nt ) n≥1 satisfying
where the (possible) blow-up of σ + m L 2 (0,T ) with respect to the parameter α is controlled by the term
• as noted in subsection 7.5, we need to have an estimate from below for the L 2 norm of the eigenfunctions in the control region, but here it is sufficient to note from (6.1)-(6.2) that the variation of the eigenfunctions with respect to α is bounded, and their norm is uniformy bounded from below by a positive constant when α = 1, hence the same property holds for all α ∈ [0, 1): there exists m * (a, b) > 0 such that
• finally, this allows us to bound from above the null controllability cost: consider the control h given by (7.6): using the L 2 bounds (7.28), we obtain the existence of a control driving the initial condition u 0 to 0 in time T , satisfying, with some C independent of α ∈ [0, 1) and of u 0 :
which gives the estimate (2.13) given in Theorem 2.1.
7.7.c. Lower bound of the null controllability cost: proof of (2.14).
We are going to take advantage on the relations given by the moment method. Consider u 0 = −Φ α,2 , and let h be any control that drives the initial condition u 0 to 0 in time T . Then we deduce from (7.3)-(7.4) that
λα,1t dt = 0, and
where we recall that
The blow-up of the null controllability cost when α → 1 − will come from (7.30) and the fact that
Indeed, first
Then we deduce that
On the other hand, 0 ≤ e λα,2t − e λα,1t ≤ e λα,2t (λ α,2 − λ α,1 )t,
We deduce from (7.32)-(7.33) that
Now we are in position to conclude:
• it follows from Lemma 7.3 that the difference λ α,2 − λ α,1 behaves as 1 − α:
• and from the expressions ofΦ α,1 andΦ α,2 given in (2.10), (2.11) and (7.35):
we deduce from the smoothness of (ν, x) → J ν (x), the fact that ν α = O(1 − α) and the property that j να,1 − j −να,1 = O(1 − α), we obtain that:
Then we deduce from (7.34)-(7.36) that
This gives (2.14), and concludes the proof of Theorem 2.1.
Numerical approximation
We provide in this section a finite element framework for the approximation of the controllability problem, present a direct minimization algorithm for the optimal control problem associated to controllability, and show in the numerical examples that it provides results consistent with the theory. 8.1. Finite element scheme for the state equation. The framework for the finite element approximation of the state equation is quite classical, but we summarize it here for completeness, following [66] . We write the weak formulation of (1.1), using test functions from a finite dimensional space V δ , indexed by a space discretization parameter δ. In its basic form, this space will be chosen as the space of piecewise linear (P 1 ) functions on [−1, 1], with a uniform space grid of step δ and attaining a zero value at the boundary. The weak formulation, for any v δ ∈ V δ and t ∈ (0, T ), reads
We look for a approximations u δ (x, t) and h δ (x, t) of the form
with j a , j b respectively the first and the last index of nodes in [a, b] . We also set N h = j b − j a + 1 to be the dimension of the discretized control space. It clearly suffices to enforce (8.1) for all the functions φ i which generate the space V δ . Then, taking v δ = φ i , the various terms of (8.1) may be written as where the matrix B ∈ R N ×N h is obtained by selecting the columns j a to j b of the mass matrix. In (8.4), u(t) = (u 1 (t) · · · u N (t)) ∈ R N and h(t) = (h ja (t) · · · h j b (t)) ∈ R N h are the vectors of respectively the semi-discretized state and the semi-discretized control (note that, here and in what follows, (·) will denote the transpose of a vector or matrix). The semi-discrete approximation (8.4) can be formally rewritten asu (t) = M −1 Au(t) + M −1 Bh(t), and further discretized with respect to t via a backward Euler scheme, in the form (8.5)
for n ∈ [0, N T − 1] and N T = T /∆t. Note that we have denoted by h n the discrete control on the interval (t n , t n+1 ), although in the implicit setting this would be typically identified with h(t n+1 ). In fact, this is irrelevant since we will later use this variables to minimize the norm of the final state.
In order to obtain a more explicit form, we can write (8.5) as
that is, Convergence of the scheme is proved by standard techniques for nondegenerate diffusions. The degenerate case may be treated along the guidelines in [66, Chap. 18 ] to obtain convergence in the space H 1 α . 8.2. Direct minimization algorithm. The zero-controllability condition has been numerically implemented by a discrete optimal control problem of Mayer type, in which we minimize the norm of the fully discrete solution in the space V δ , i.e., in which minimization has been carried out in a discretize-then-optimize strategy. We are not interested here in computing minimal-norm controls, as obtained for example via the Hilbert Uniqueness Method (see [47] ). The gradient of the discretized functional J δ is computed using the discrete adjoint problem, that is, the backward difference equation
and computing the derivatives with respect to the discrete controls at time t k as (8.9) ∂J ∂h k = R p k .
Note that the form (8.8)-(8.9) results from a completely standard computation on the discrete problem, but might also be obtained by using the same discretization of the state equation on the continuous adjoint equation.
Once computed the gradient, algorithms of Conjugate Gradient or Quasi-Newton type may be applied. In our case, we have used the BFGS Quasi-Newton algorithm. A possible lack of uniqueness of the minimum is known to be correctly handled by this kind of methods. −4 for α = 1.2. The optimal control maintains the known feature of being highly oscillating, but its norm is considerably higher in the second case -this reflects the transition between a zero-controllable situation and a non-controllable one. As a final remark, we note that the agreement between theory and numerics must be understood in a qualitative form: numerical tests show that the value α = 1 works as a threshold between controllable and non-controllable situations. However, in the numerical setting under consideration the transition between the two cases appears to be continuous, and the influence of degeneracy on the null controllability of the discrete system is definitely worth a deeper investigation.
