Virus trafficking is fundamental for infection success and plasmid cytosolic trafficking is a key step of gene delivery. Based on the main physical properties of the cellular transport machinery such as microtubules, motor proteins, our goal here is to derive a mathematical model to study cytoplasmic trafficking. Because experimental results reveal that both active and passive movement are necessary for a virus to reach the cell nucleus, by taking into account the complex interactions of the virus with the microtubules, we derive here an estimate of the mean time a virus reaches the nucleus. In particular, we present a mathematical procedure in which the complex viral movement, oscillating between pure diffusion and a deterministic movement along microtubules, can be approximated by a steady state stochastic equation with a constant effective drift. An explicit expression for the drift amplitude is given as a function of the real drift, the density of microtubules and other physical parameters. The present approach can be used to model viral trafficking inside the cytoplasm, which is a fundamental step of viral infection, leading to viral replication and in some cases to cell damage.
the present approximation, the viral movement has two main components: a Brownian one, which accounts for its free movement, and a drift directed towards the centrosome or MTOC (Microtubules Organization Center), an organelle located near the nucleus. The magnitude of the drift along microtubules depends on many parameters, such as the binding and unbinding rates and the velocity of the motor proteins [4] .
In the present approach, we present a method to approximate a time dependent dynamics of virus trafficking by an effective stochastic equation with a radial steady state drift. The main difficulties we have to overcome arise from the time dependent nature of the trajectories which consists of intermittent epochs of drifts and free diffusion. We propose to derive an explicit expression for the steady state drift amplitude. In this approximation, the effective drift will gather the mean properties of the cytoplasmic organization such as the density of microtubules and its off binding rate.
Our method to find the effective drift can be described as follow: first, we approximate the cell geometry as a two dimensional disk and use a pure Brownian description to approximate the virus diffusion step. This geometrical approximation is valid, for any two dimensional cell such as the in vitro flat skin fibroblast culture cells [3] : indeed, due to their adhesion to the substrate, the thickness of these cells can be neglected in first approximation. Second, when the distribution of the initial viral position is uniform on the cell surface, we will estimate, during the diffusing period, the hitting position on a microtubule. By solving a partial differential equation, inside a sliced shape domain, delimited by two neighboring microtubules, we will provide an estimate of the mean time to the most likely hitting point. Finally, the amplitude of the radial steady state drift will be obtained by an iterative method which assumes that, after a virus has moved a certain distance along a microtubule, it is released at a point uniformly distributed on the final radial distance from the nucleus, ready for a new random walk. This scenario repeats until the virus reaches the nucleus surface. Finally, we will compute the mean time, the mean number of steps before a virus reaches the nucleus and the amplitude of the effective drift by using the following criteria: the Mean First Passage Time (MFPT) to the nucleus of the iterative approximation is equal to the MFPT obtained by solving directly an Ornstein-Uhlenbeck stochastic equation. The explicit computation of the effective drift is a key result in the estimation of the probability and the mean time a single virus or DNA molecule takes to reach a small nuclear pore [5] .
2. Modeling stochastic viral movement inside a biological cell. We approximate the cell as a two dimensional geometrical domain Ω, which is here a disk of radius R and the nucleus located inside is a concentric disk of much smaller radius δ << R. We model the motion of an unattached DNA fragment as a material point, so that the probability of its trapping by actin filaments or microtubules is neglected. The motion of a (DNA) molecule of mass m is described by the overdamped limit of the Langevin equation (Smoluchowski's limit) [6] for the position X(t) of the molecule at time t. When the particle is not bound to a microtubule filament, its movement is described as pure Brownian with a diffusion constant D. When the particle hits a filament, it binds for a certain random time and moves along with a determinist drift. We only take into account the movement toward the nucleus, which is confound here with the MTOC (Microtubule organization center), an organelle where all microtubules converge (see figure (2.1) ). For δ < |X(t)| < R, we describe the overall movement by the stochastic rulė
where V is a constant velocity,ẇ a δ-correlated standard white noise and r the X radial coordinate, the origin of which is the center of the cell. We assume that all filaments starting from the cell surface end on the nucleus surface. The binding time corresponds to a chemical reaction event and we assume that it is exponentially distributed and for simplicity we approximate it by a constant t m . Once a virus enters the cell membrane, its moves according to the rule (2.1), until it hits a nuclear pore. Although nuclear pores occupy a small portion of the nuclear surface, we only consider the virus movement until it hits the nuclear surface D (δ). In this article, our goal is to replace equation (2.1) by a steady state stochastic equatioṅ
where the drift b is radially symmetric. In a first approximation, we consider a constant radial drift b(X) = −B r |r| and compute hereafter the value of the constant amplitude B such that the MFPT of the process (2.2) and (2.1) to the nucleus are equal. 2.1. Modeling viral dynamics in the cytoplasm. Inside the cytosol, microtubules are distributed on the cell surface and converging radially to the MTOC. We denote by ρ this distribution (see figure (2.1) ). We do not take into account in the present analysis, the effect of organelle crowding due to the endoplasmic reticulum, the Golgi apparatus and many others. However, it is always possible to include them indirectly by using an apparent diffusion constant. We consider the fundamental domainΩ defined as the two dimensional slice of angle Θ between two neighboring microtubules. We consider here that microtubules are uniformly distributed and thus Θ = 2π N , where N is the total number of microtubules. Although a virus can drift along microtubules in both directions by using dynein (resp. kinesin) motor proteins for the inward (resp. forward) movement, we only take into account the drift toward the nucleus [7] . It is still unclear what is the precise mechanism used by a virus to select a direction of motion. Attached to a dynein molecule, the virus transport consists in several steps of few nanometers: the length of each step depends on the load of the transported cargo and ATP-concentration [8] . We neglect here the complexity of this process, assuming that ATP molecules are abundant, uniformly distributed over the cell and is not a limiting factor. We thus assume the bound particle moves towards the nucleus with the mean constant velocity V . When the particle is released away from the microtubule, inside the domain, the process can start afresh and the particle diffuses freely. Because the Smoluchowski limit of the Langevin equation does not account for the change in velocity, we release the the particle at a certain distance away from the microtubule, but at a fixed distance from the nucleus (at an angle chosen uniformly distributed), see figure 2.2.
Because microtubules are taken uniformly distributed, we can always release the virus inside the sliceΩ, between two neighboring microtubules. Thus the movement of the virus will be studied inΩ: inside the cytosol, the viral movement is purely Brownian until it hits a microtubule which is now the lateral boundary ofΩ (see figure (2.2) ). We assume that once a virus hits a microtubule, with probability one, the dynamics switches from diffusion to a determinist motion with a constant drift. A virus spends on a microtubule a time that we consider to be exponentially distributed, since this time is the sum of escape time from deep potential wells. We approximate the total time on a microtubule by the mean time t m . Thus a virus moves to a distance d m = V t m along microtubule, which depends only on the characteristic of the virus-microtubule interactions. To summarize, the virus trajectory is a succession of diffusion steps mixed with some periods of attaching and detaching to microtubules. Thus scenario repeats until the virus hits the nucleus surface ( Figure (2.2) ).
2.2.
Computing the MFPT to reach the nucleus. We define the mean time to infection as the MFPT a virus reaches the surface of the disk D (δ) inside the domainΩ (see figure (2.2) ).
To estimate the mean time to infection, we note that we can decompose the overall motion as a repeated fundamental step. This step consists of the free diffusion of the particle inside the domain followed by the motion along the microtubule. The total time of infection τ i is then the sum of times the particle spends in each step. Although the time on microtubule is determinist equal to t m , the diffusing time is not easy to compute and depend on the initial condition. Ultimately τ i depends on the number of times the fundamental step repeats before the particle reaches the nucleus.
Let us now described each step: the first step starts when the virus enter the cell at the periphery r = R = R 0 (at a random angle θ ∈ [0; Θ]) and ends when the virus hits either the lateral boundary or the nucleus. We now consider the first passage time u (R 0 ) to the absorbing boundary and by r(R 0 ) the hitting position. To account for the determinist drift, we move during a deterministic time t m the virus from a distance d m along the microtubule. In that case, the initial random position for the We iterate the process as follow and consider in each step k the distance R k = r(R k−1 ) − d m from which the particle starts and the time u (R k ) + t m it spends inside the step. If we denote by n s the random number of steps necessary to reach the nucleus r = δ, the time to infection τ i is given by
where t r is a residual time, which is the time to reach the nucleus before a full step is completed. We are interested in the estimating the mean first passage MFPT τ of τ i , given by
where < n s > is the mean number of steps and < t r > is the mean residual time. If we introduce the probability density function p m = P r{n s = m} that the number of step is exactly equal to m, we can write
To estimate the MFPT τ , we shall approximate the previous sum by using the mean first passage timeū(R k ) in each step k. To estimateū(R k ), we will solve (in the next paragraph) the Dynkin's equation with the following boundary conditions: insideΩ, the particle is reflected at the periphery r = R, absorbed at the nucleus ∂Ω a and at θ = 0 and θ = Θ. We will also estimate the mean distanced k covered during step k. For that purpose we will estimate the mean exit position r m (R k ), conditioned on the initial position r = R k . Indeed, we will thus
The estimates of the mean distances covered for each fundamental step will ultimately lead to an approximation of the mean number of step n =< n s >: n will be computed such that R n ≥ δ and R n+1 < δ (where
Finally, we will obtain the following approximation for the infection time
The mean residual time < t r > can be equal either toū(R n ) + αt m , where 0 ≤ α < 1 if the virus binds to a microtubule in the last step and travels a distance αd m on the microtubule, or to the MFPT to the nuclear boundary if r m (R n ) < δ.
Mean First Passage Time and Exit point distribution .
In first approximation, under the assumptions of a sufficiently small radius δ << R and an angle Θ << 1 , for the computation of the MFPT and the distribution of exit points, we neglect the nuclear area. We define the full pie wedge Ω R domain of angle Θ. Inside Ω R , we use the boundary conditions described above. Consequently, the MFPT to a microtubule u = u (r, θ) of a virus starting initially at position (r, θ) is solution of the Dynkin's equations [6] 
where ∂Ω R a = {θ = 0} ∪ {θ = Θ} and Ω R r = {r = R}. 3.1. The general solution for the MFPT. In this paragraph only we reparametrize the domain by −Θ/2 ≤ θ ≤ Θ/2. By writing equation (3.1) in polar coordinates and using the separation of variables, the general solution of equation
is given by [9] u (r, θ) = r
where the edge boundary is here located at position θ = ±Θ/2. The sum in the right-hand side is the general solution of the homogeneous problem ∆u = 0 in Ω R . The boundary conditions on the sides of the wedge impose that
while the reflecting condition for r = R reads
Using the uniqueness of Fourrier decomposition and the boundary condition (3.6), we obtain that
By averaging formula (3.4) over an initial uniform distribution, the MFPT to a one of the wedge is given bȳ
where
3.2. Exit points distribution. To estimate the position a virus will attach preferentially to the microtubule, we determine the distribution of exit points, when the viral particle initially started at a radial distance from the nucleus. We recall that the probability density function (pdf) p (r, t|r 0 ) to find a diffusing particle in a volume element dr at time t inside the wedgeΩ, conditioned on the initial position r = r 0 is solution of the diffusion equation
where the initial condition is p (r, 0|r 0 ) = δ (r − r 0 ). The distribution of exit points ǫ (y) is given by 10) where the flux j is defined by
and
Consequently, to obtain the pdf of exit points ǫ, we use the Green function in the wedge domain Ω R . By using a conformal transformation, we hereafter solve a simplified case of an open wedge (i.e. without a reflecting boundary at r = R). This computation could be compared with the general one that will be derived in the next section.
To compute the exit points distribution, we consider the solution of equation (3.11), obtained by the image method and a conformal transformation from the open wedge to the upper complex half-plane. The Green function, solution of equation (3.11) in the upper complex half-plane is given by
where z * 0 the complex conjugate of z 0 . Using the conformal transformation ω = f (z) = z π Θ [10] , that maps the interior of the wedge of opening angle Θ to the upper half plane, the Green function in the wedge is given by
14)
The flux to the line θ is given by
Finally, the exit point distribution for θ = Θ is given by
while for θ = 0 it is given by
A matlab check guarantees that This simple computation is instructive and shall be compared to the full one given in section 3.3.
Exit pdf in a Pie
Wedge. To compute the exit points distribution in a pie wedge with a reflecting boundary at r = R, we search for an explicit solution of the diffusion equation in polar coordinates inside the pie wedge. We first consider the general diffusion equation
where the boundary conditions are given in (3.1). We may often use the change of variable ∀n ∈ N * :
The initial condition is given by
To compute the solution of equation (3.18), we consider the Laplace transformp of the probability p
Using the separation of variables, we havê s) is a superposition of modified Bessel functions of order k : I k (x (s)) and
where A k and B k are real constants. Since K k diverges as x (s) → 0, the interior solution for (x (s) < x 0 (s)) depends only on I k . We denote by D k the exterior solution for(x (s) > x 0 (s)). We use the general notation x ∧ y = min (x, y) and x ∨ y = max (x, y), thus
To determine D k = a k I k + b k K k , we use the reflecting condition at x (s) = x + (s) = R s D and we get that
We choose
The constants A k are determined by integrating equation (3.19) over an infinitesimal interval that includes r 0 . Using the continuity of R k , we get
that is
after some simplifications, we get
Using the recurrent relation between modified Bessel functions (see [11] or page 489 [12] ),
we get
Finally, using this relation and the following Wronskian relation (page 489 [12] ),
we obtain that
We can now express the solutionp for θ < θ 0 bŷ
The exit point distribution ǫ 0 (r) is given by
To obtain an analytical expression for expression (3.20), we use the Laplace relation:
where F = L (f ) is the Laplace transform of the function f . We have
The computation of the integral
e st ds (3.21) uses the residue theorem and the details are given in the Appendix. We have
, and J k are the k-order Bessel's function and α j,k are the roots of the equation:
Consequently, for r < r 0 , using (3.20), we get the following exit distribution (for Θ = 0) :
Because :
we finally obtain that
and, for r > r 0 , a similar computation leads to :
These expressions can be further simplified. Indeed, we rewrite them as follows (for r < r 0 ) :
where ℑm denotes the imaginary part of the expression. We obtain two geometrical series that can be summed. We get: After some rearrangements, we obtain the following exit point distribution on θ = 0, conditioned on the initial position (r 0 , θ 0 ):
24) for 0 ≤ r ≤ R. Similarly, for θ = Θ, we obtain
(3.25) We notice that letting R tends to ∞, we recover the expressions computed in the open wedge case ((3.15) and (3.16)). 
The Mean Exit Radius (MER).
To determine the mean exit distribution radius ǫ (r|r 0 ) for a viral particle starting initially at position r 0 , θ 0 where θ 0 is uniformly distributed between 0 and Θ, we consider ǫ (r|r 0 , θ 0 ) = ǫ 0 (r|r 0 , θ 0 ) + ǫ Θ (r|r 0 , θ 0 ) and estimate the integral
Integrating expressions ((3.24) and (3.25)) we get :
We define the mean exit point as r m (r 0 ) = E (r|r 0 ) conditioned on the initial radius r 0 . Thus,
Using the expansion ln (1 + x) = n≥1 (−1) n+1 x n n for x < 1, we obtain by a direct integration that
28) using the expansion in the first part,
and the approximation Θ << 1, we obtain using the value of the Riemann ζ−function, ζ (2) = 
For Θ small, the second term in the right-hand side of (3.30) is exponentially small.
Approximation of a virus motion by an effective Markovian stochastic equation.
We replace the successive steps of viral dynamics with an effective stochastic equation containing a constant steady state drift.
4.1. Methodology. Virus motion described in paragraph (2.2) consists of a succession of drift and diffusing periods. We start with the stochastic equatioṅ
where r is the radial component of X , B is the amplitude of the drift. The MFPT of the process (4.1) to the nucleus located r = δ, when the initial position is located on the cell surface r = R is solution of
A similar equation can be written in the domainΩ with reflective boundary conditions of the wedge. Both processes in the full domain or inΩ lead to the same MFPT. The solution t(B, r) is given by
where α = B D and
For a fixed radius R, the derivative of the function t (B, R) with respect to B is strictly negative, which shows that B → t (B, R) is strictly decreasing. To determine the value of the amplitude B, we equal the mean time t (B, R) with the MFPT to reach the nucleus within the iterative procedure as described in paragraph (2.2): at time zero, the virus starts at a position r = R = R 0 and reaches the edge boundary in a mean timeū (R 0 ) and at a mean position r m (R 0 ). The viral particle is then transported toward the nucleus over a distance d m during a time t m . Either the particle reaches the nucleus before time t m and then the algorithm is terminated or in a second step, it starts at a position R 1 = r m (R 0 ) − d m . The process iterates until the particle reaches the nucleus. We consider the mean number of fundamental steps (diffusion step and directed motion along a MT step) the virus needs to reach the nucleus is equal to n ≥ 0. The mean time to reach the nucleus computed by equation (4.2) has thus to be equal to the mean time τ = n−1 k=0ū (R k ) + nt m + < t r > of the iterative trajectory. In a first approximation, we neglect the mean residual time < t r > and we thus get the equality:
For a fix radius R, equation (4.4) has a unique solution B, which can be found in practice by any standard numerical method.
Remark. The MFPT of a particle where the trajectory consists of alternating drift (traveling along microtubules) and diffusion periods can either be higher or lower than the MFPT of a pure Brownian particle. Indeed when B < 0, the drift effect is less efficient than pure diffusion. For example, for Θ = On the other hand, for a small diffusion constant D = 1µm 2 s −1 , an efficient microtubules transport obtained for t m = 1s and d m = 5µm leads to a mean positive drift
4.2. Explicit expression of the drift in the limit of Θ << 1. When the number of microtubules is large enough, the condition Θ << 1 is satisfied. Moreover, because a virus entering a cell surface has a deterministic motion, we can assume that the initial position satisfies R 0 < R so that we can neglect any boundary effects and use the open wedge approximation which consists of using formula (3.30) without the boundary layer term. Actually, this approximation is not that restrictive because after the first iteration process (movement along the microtubule followed by the particle release), the boundary layer term is negligible compared to the other term.
To obtain an explicit expression for the amplitude B, we consider the successive approximations
and R 0 = R 0 ;
. . .
(4.10)
Thus the particle reaches the nucleus after n iteration steps which approximatively satisfies R n = δ,
If T n denotes the mean time a viral particle takes to reach the nucleus, then using formula (3.9), we obtain
For Θ << 1, a Taylor expansion gives that
In small diffusion limit D << 1, Θ << 1, the velocity is B ≃
R0−δ
Tn and consequently we obtain for R 0 ≈ R, a second order approximation 13) where d m , t m are the mean distance and the mean time a virus stays on the microtubule, R (resp. δ) is the radius of the cell (resp. nucleus) and Θ = 2π N , where N is the total number of microtubules.
4.3. Justification of the MFPT-criteria.. To justify the use of the MFPTcriteria to estimate the steady state drift, we run numerical simulations of 1,000 viruses inside a two dimensional domain Ω (δ < r < R) with intermittent dynamics, alternating between epochs of free diffusion and directed motion along microtubules and compare the steady state distribution with the one obtained by solving the FokkerPlanck equation for viruses whose trajectories are described by the effective stochastic equation (2.2) with our computed constant drift
We imposed reflecting boundary conditions at the nuclear and the external membrane. The theoretical normalized steady state distribution ρ satisfies
and the solution ρ is given by ρ(r) = e The result of both distributions is presented in figure 4 .1 where we can observe that both curves match very nicely. This result shows that the criteria we have used is at least enough to recover the distribution. For the simulations, we consider the directed run of the virus along a MT (loaded by dynein) lasts t m = 1s and covers a mean distance d m = 0.7µm [13] . The diffusion constant is D = 1.3µm 2 s −1 as observed for the Adeno Associated Virus [14] . The two curves in figure 4.1 fit very nicely except at the neighborhood of the nuclear membrane, where the simulation of the empirical distribution is plagued with a possible boundary layer. Another source of discrepancy comes from the difference of behavior of viruses far and close to the nucleus: viruses far from the nucleus do not bind as often as those located in its neighborhood. Consequently, a constant effective drift cannot account for the radial geometry near the nucleus. A theory for radius dependent effective drift has been derived in [15] .
5. Conclusion. In the limit of a cell containing an excess of microtubules, we have presented here a model to describe the motion of biological particles such as viruses, vesicles and many others moving inside the cell cytoplasm by a complex combination of Brownian motion and deterministic drift. Our procedure consists mainly in approximating an alternative switching mode between diffusion and deterministic drift epochs by a steady state stochastic equation. This procedure consists of estimating the amplitude of the effective drift and is based on the criteria that the MFPTs to the nucleus, computed in both cases are equaled. In that case, this amplitude account for the directed transport along microtubules, the cell geometry and the binding constants. The model has however several limitations. First, we do not take into account directly the backward movement of the virus along the microtubules [16, 17] , which can affect the mean time and the amplitude of the drift. Second, the present computations are given for two dimensional cell geometry only. It can still be applied to many in vitro culture cells, however it is not clear how to generalize our approach to a three dimensional cell geometry. For example, to study the trafficking inside cylindrical axons or dendrites of neuronal cells, a different approach should include this geometrical features. However despite these real difficulties, the present model may be used to analyze plasmid transport in an host cell, at the molecular level, which is one of the fundamental limitation of gene delivery [18, 19, 20, 21] .
Appendix. In this appendix, we provide an explicit computation of integral (3.21) using the method of the residues. This method was previously used in a similar context in ( [12] p 386). We denote by p k j j≥0
the poles of the function
where (x (s) = r . We now compute the residues explicitly.
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To identify the poles, we recall the relation between the k-order Bessel's function J k (that is true for z such that −π < arg (z) < We now compute the residues r 
Taking into account the dominant terms only, we get s) ) .
To further compute this limit, we use the Taylor expansions of I k and K k (p 375 [11] ) expressed in terms of the Γ function: 
we now substitute
. 
