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ABSTRACT Optimization-based parameter tuning has become an inherent part of contemporary antenna
design process. For the sake of reliability, it is typically conducted at the level of full-wave electromag-
netic (EM) simulation models. This may incur considerable computational expenses depending on the cost
of an individual EM analysis, the number of adjustable variables, the type of task (local, global, single-/
multi-objective optimization), and the constraints involved. For these reasons, utilization of conventional
algorithms is often impractical. This paper proposes a novel gradient-based algorithm with numerical
derivatives for expedited antenna optimization. The improvement of computational efficiency is obtained
by employing a rank-one Broyden formula and restricting finite differentiation sensitivity updates to the
principal directions of the Jacobian matrix, i.e., those corresponding to the most significant changes of
the antenna responses. Comprehensive numerical validation carried out using three wideband antennas
indicates that the presented methodology offers considerable savings of sixty percent with respect to the
reference trust-region algorithm. At the same time, virtually no degradation of the design quality is observed.
Furthermore, algorithm reliability is greatly improved (while offering comparable computational efficiency)
over the recent state-of-the-art accelerated gradient-based procedures.
INDEX TERMS Antenna design, design closure, gradient-based optimization, principal component analysis,
electromagnetic (EM) simulation.
I. INTRODUCTION
Design of modern antenna structures is a complex process.
Among several stages involved, the final adjustment of geom-
etry parameters (also referred to as design closure) plays
an increasingly important role [1]–[4]. Although the tuning
process is still predominantly conducted using experience-
driven parameter sweeping, automated adjustment through
rigorous numerical optimization is becoming more and more
widespread [5], [6]. The principal reasons include the neces-
sity of handling multiple and often conflicting objectives
pertaining to both electrical and field characteristics of
the antenna at hand (e.g., impedance matching, gain, axial
ratio, radiation pattern) [7], [8], satisfying various constraints
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(e.g., imposed on antenna size [9], [10]), as well as operat-
ing in highly-dimensional parameter spaces. For the sake of
reliability, carrying out the design closure at the level of full-
wave electromagnetic (EM) simulation models is essentially
imperative, as simpler representations (analytical, equivalent
network) are either unavailable or grossly inaccurate. In par-
ticular, EM analysis is the only versatile tool that permits
accounting for mutual radiator coupling [11], the effects of
connectors and housing [12], feed radiation, or quantify-
ing complex interactions of geometry parameters responsi-
ble for exciting orthogonal modes in circular polarization
antennas [13].
The primary bottleneck of EM-driven design closure
is its high computational cost. Even local optimization
(both gradient-based [14] and derivative-free [15]) typically
involves dozens or hundreds of EM analyses. Whereas global
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search using population-based metaheuristics (evolutionary
algorithms [16], particle swarm optimizers [17], differential
evolution [18], harmony search [19]) or uncertainty quantifi-
cation (statistical analysis [20], robust design [21]) require
significantly larger amounts of objective function evalua-
tions. The cost of these procedures may be prohibitive.
It is not surprising that significant research efforts have
been focused on the development of optimization proce-
dures featuring improved computational efficiency. These
include incorporation of adjoint sensitivities into gradient-
based algorithms [22], [23], which is a very attractive con-
cept; however, the adjoint technology is only supported
by a few commercial solvers (e.g., [24]). Surrogate-based
optimization (SBO) is another class of methods of grow-
ing popularity [25], [26]. The keystone of SBO is shift-
ing the computational burden into a fast replacement model
(surrogate), while referring to an original (high-fidelity)
EM model only occasionally, for design verification and
updating the surrogate. Surrogate-assisted techniques may
involve data-driven models (kriging [27], Gaussian process
regression [28]) or physics-based ones (space mapping [29],
response correction methods [30], adaptive response scal-
ing [31], feature-based optimization [32]). In the context of
global search, efficient global optimizers involving combi-
nation of approximation surrogates and adaptive sampling
techniques [33] are often employed.
Assuming the availability of a decent initial design—
often a result of parameter sweeping conducted at the early
stages of antenna development—local optimization is nor-
mally sufficient. A prerequisite for speeding up local search
algorithms, including direct EM-driven design and variable-
fidelity SBO techniques [34], is a reduction of the number of
antenna simulations at any relevant level of fidelity. Towards
this end, several variations of the trust-region (TR) gradient
search procedures have been recently proposed [35]–[37].
The principal idea is the omission of finite-differentiation
(FD) sensitivity updates for certain variables under specific
circumstances. In [35], the criterion was small design reloca-
tion in particular directions, whereas in [36], suppression of
FD was made dependent on a sufficient alignment between
the design relocation direction and coordinate system basis
vectors. The method of [37] was based on monitoring vari-
ability of antenna response gradients. The aforementioned
algorithms offer significant speedup of up to sixty percent
with respect to the reference TR procedure. Unfortunately,
the improvement of computational efficiency is achieved at
the expense of visible design quality degradation.
This paper proposes an alternative implementation of
the expedited gradient-based procedure. Our methodology
is based on detecting the most important directions in the
parameter space, according to their effects on the antenna
characteristics, and restricting the FD sensitivity updates
to the respective subspaces. Quantification of the direction
importance (averaged over the assumed frequency sweep) is
realized using the principal component analysis (PCA) [38];
here, the antenna response gradients are treated as
observables the correlation of which are determined through
PCA. The FD updates applied along the principal compo-
nents are supplemented by the Broyden formula executed
for the candidate designs rendered by the optimization algo-
rithm. The presented approach has been validated using
three examples of miniaturized wideband monopole antennas
and benchmarked against the reference TR procedure and
the accelerated versions of [35]–[37]. The results indicate
that our methodology permits sixty percent speedup over
the reference algorithm and the efficiency comparable with
[35]–[37]. At the same time, no quality degradation has been
observed, which was the fundamental issue for the methods
reported so far.
II. EXPEDITED OPTIMIZATION USING TRUST-REGION
GRADIENT SEARCH AND PRINCIPAL COMPONENTS
This section formulates the antenna design closure task and
recalls the reference algorithm being the foundation of the
expedited procedure introduced in the work. Subsequently,
the proposed use of principal component analysis is discussed
in detail, and the flow of the algorithm incorporating princi-
pal components as the key accelerating factor is displayed.
A comparison is made with recently reported Jacobian updat-
ing schemes.
A. ANTENNA DESIGN AS AN OPTIMIZATION TASK
Consider a vector x= [x1 . . .xn]T , where xi represents the ith
geometry parameter of the antenna structure at hand. A goal
of the design closure task is the adjustment of x, whilst usually
retaining a fixed antenna topology, so that the performance
figures of choice are improved as much as possible. The task




where x∗ denotes the optimal solution, i.e., the minimizer
of the scalar merit function U (R(x)) with R(x) represent-
ing the relevant antenna characteristics evaluated through
EM analysis. Clearly, the particular formulation of U is
problem-dependent. In the numerical experiments carried out
in Section III, minimization of the in-band reflection is con-
sidered with the minimax merit function defined as
U (R(x)) = max
f ∈F
|S11(x, f )| (2)
where F denotes the operating frequency band.
B. REFERENCE ALGORITHM
Here, an outline of the trust-region (TR) gradient search
procedure with numerical derivatives (e.g., [14]) is provided.
In this work, it is utilized as a reference algorithm. The
procedure yields a series x(i), i = 0, 1, . . ., of approximations
to the optimum design x∗, generated as described below. Let
L(i)(x) = R(x(i))+ JR(x(i)) · (x− x(i)) (3)
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is the Jacobian matrix, representing sensitivities of the
antenna outputs R. Here, Rk stands for the kth response
component, in practice, evaluation of a particular antenna
characteristic at the kth discrete frequency within the fre-
quency band of interest. Unless adjoint sensitivities are avail-
able, JR is estimated through finite differentiation. Given the
current design x(i), the linear model serves to produce the next
approximation, x(i+1) via proxy of the optimum solution x∗
at iteration i = 0, 1, . . .
x(i+1) = arg min
x; −d (i)≤x−x(i)≤d (i)
U (L(i)(x)) (5)
The search process in (5) is bound by a trust region of the
size d(i), so that x(i)− d (i) ≤ x ≤ x(i)+ d (i). The inequality is
understood component-wise to accommodate the variability
in geometric parameter ranges. The result is a hypercubic
search perimeter updated based on gain ratio ρ [39], defined
as the ratio of actual versus linear-model-predicted improve-
ment of the merit function.
ρ =
U (R(x(i+1)))− U (R(x(i)))
U (L(i)(x(i+1)))− U (L(i)(x(i)))
(6)
An implication of the above setup is that the number of EM
simulations needed for an iterationwith an unaltered updating
scheme for the sensitivity matrix is at least n+ 1. The largest
cost driver being the n evaluations required for a full update
of JR. In the case of unsuccessful iterations (5) must be
re-evaluated with d updated based on the current value of the
gain ratio (6), adding an EM simulation for each attempt.
C. EXPEDITED OPTIMIZATION: SENSITIVITY UPDATES
USING PRINCIPAL COMPONENTS
In the following two sub-sections, the proposed TR gradient
search algorithm involving the principal component analysis
(PCA) [38] is formulated. Our procedure utilizes a dedicated
updating scheme for the sensitivity matrix, oriented towards
the identification of the most relevant directions in the param-
eter space through PCA.
The most relevant directions are understood here as those
the change along which has the most significant effect on
the output of the linear model L(i), when averaged over the
frequency band of interest.
In our case of a TR gradient search, the initial computa-
tion of the sensitivity data is a necessary component of the
entire optimization procedure. The gradients described in (4)
display the directions and magnitude of change in antenna
responses at a specific frequency.We consider the modulus of
each gradient as an observable n-dimensional space (n being
the number of design variables) that coincides with the orig-
inal parameter space of the design problem (cf. Fig. 1(a)).
FIGURE 1. Graphical illustration of PCA-based identification of the
principal directions determining the largest (frequency-averaged) antenna
response variability. (a) Antenna response gradients interpreted as
observable vectors. (b) Principal components of the observable set.
In other words, the sensitivity matrix represents a set of
directions whose correlations can be identified via PCA.
The means of the gradient moduli are denoted as µ =
[µ1 . . . µn]T . A mean subtracted matrix S = |JR| − uµT can
be created, where u is an m × 1 (unitary) vector of all ones,
and |JR| is a matrix of the gradient moduli (cf. (4)). From this,





Note that C is a symmetric square matrix that can be diago-
nalized as [39]
C = VEV−1 (8)
where V = [v1 . . .vn] is a matrix of eigenvectors and E is
a diagonal matrix of the corresponding eigenvalues λi, here
assumed to be arranged in descending order λ1 ≥ . . . ≥ λn.
The eigenvectors, here, referred to as principal components,
form an orthogonal basis for an n-dimensional ellipsoid,
fitted to S. The eigenvalues represent the variances of the
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observable set projected onto the one-dimensional subspaces
spanned by the corresponding eigenvectors. A graphical illus-
tration of these concepts can be found in Fig. 1(b).
The relative variance along the ith eigenvector direction is





The major idea of the accelerated optimization procedure
is to limit the finite-differentiation sensitivity updates to
the selected principal component directions found through
(7)-(9). The rationale being that the main design reloca-
tions during the optimization run are to happen along these
directions, therefore more precise sensitivity estimation is
required therein. For the sake of computational efficiency,
we are inclined to use a possibly small number of principal
components. The selection is to be governed by their rela-
tive importance as determined by the values of ϕi (cf. (9)).
By carefully selecting the number of principal components,
one can create a low-dimensional representation of directions
accountable for the major changes of the antenna outputs.
An additional benefit, transferrable into computational
savings, is that relating the sensitivity updates to the principal
components allows for an improved generality of the finite-
differentiation updates, which can now be realized along
arbitrary directions rather than being limited to the coordinate
system axes. This restriction also pertains to the accelerated
versions of the TR algorithm utilized here as benchmark
procedures (cf. Section III.B).
D. EXPEDITED OPTIMIZATION: ALGORITHM FLOW
Here, the flow of the proposed algorithm is presented along
with a method for incorporating the sensitivity updates with
respect to the principal directions (cf. Section II.C).
The primary updating scheme, executed upon finding each
candidate design using (5), is a rank one Broyden formula
[40], where the new Jacobian estimation J(i+1)R is obtained










, i = 0, 1, . . .
(10)
where f (i+1) = R(x(i+1))−R(x(i)), and h(i+1) = x(i+1)− x(i).
The formula improves the current Jacobian estimate along the
direction of h(i+1).
TheBroyden formula is also used for incorporating the data
acquired by design perturbation along the selected principal
components. This is arranged as follows. Let vk be the princi-
pal direction and α > 0 be the finite-differentiation step size.
Then, the updated Jacobian is obtained using (10) with
f (i+1) = R(x(i) + αvk )− R(x(i)) and h(i+1) = αvk (11)
The pseudocode provided below describes the basic
steps of the proposed algorithm. The following notation is
employed:
• K – the number of initial iterations with the Jacobian
estimated using complete (i.e., w.r.t. all parameters)
finite differentiation;
• N – the number of principal directions used for sensitiv-
ity updated thereafter.
The algorithm flow is presented below.
1. Set iteration index i = 1;
2. Update the Jacobian matrix
if i < K:
for j = 1, . . . , n
Update J(i)R in the direction xj via FD;
end
else
Perform PCA where S acts as the input data
for (7), (8);
for j = 1, . . . ,N
Update J(i)R in the direction vj (cf. (11));
end
end
3. Find the candidate design xtmp by solving (5);
4. Compute ρ and update the TR size using (6);
5. Update J(i)R in the direction of xtmp − x
(i); (cf. (10))
6. if the termination condition is not satisfied




In Step 2 of the algorithm, the Jacobian is computed either
through full finite differentiation (i.e., in the directions of
all coordinate system axes), or along the chosen principal
components (cf. (11). Further discussion on the selection of
the parameters controlling this step, K and N , is provided
in the next two paragraphs. In Step 3, the candidate design
xtmp is found by solving the subproblem (5) with the objective
function U (L(i)(x)). In Step 4, the gain ratio ρ is computed,
and the trust region size adjusted. In step 5 the Broyden
formula (10) is used to update the Jacobian along the direction
of themost recent design relocation h(i+1). Figure 2 shows the
flow diagram of the entire optimization process.
In the selection of the control parameters K and N ,
two cost-benefit relationships are considered. Firstly, when
increasing the number of initial iterations using complete FD,
the cost of gathering sensitivity information increases by n for
each iteration (cf. Section II.B). The benefit of updating sen-
sitivity information for more than a single iteration becomes
clear when considering the scope of change, h(i+1), in the first
iterations where the distance to optimum is comparatively
large. In the numerical experiments of Section III, K = 2 has
been chosen as a trade-off between the initial cost of acquiring
accurate sensitivity data and computational benefits due to
using such data in the subsequent iterations.
Regarding the number N of the principal components used
for the Jacobian matrix update, the computational cost of the
updates depends linearly on N . On the other hand, adding
further components quickly results in diminishing returns
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FIGURE 2. Flow diagram of the proposed optimization procedure. Here,
N and K are the user-selected parameters controlling the number of
principal components employed for sensitivity updates and the number
of iterations used for establishing the sensitivity matrix, respectively.
because the antenna response variability along subsequent
principal directions is significantly reduced according to the
descending values of the corresponding eigenvalues. As a
matter of fact, the difference between the first and the second
eigenvalue is already typically large, as can be seen in Fig. 3.
Consequently, the N = 1 was used in the numerical experi-
ments of Section III.
III. RESULTS
This section provides numerical verification of the proposed
optimization algorithm, carried out using the benchmark set
of three wideband antennas. The results are compared to the
reference TR routine (Section II.B) as well as several accel-
erated versions recently reported in the literature [35]–[37].
Results repeatability is validated by means of the statistical
FIGURE 3. Overview of relative variances of antenna response along the
principal components. Plots (a)-(b), (c)-(d), and (e)-(f) correspond to
Antennas I through III considered in Section III.A, respectively. The
left-hand-side plots illustrate the variance distribution by principal
components, created from sensitivity data of representative initial
designs for Antennas I to III. The right-hand-side plots show comparison
of the variance explained by principal components; the data extracted
from the sensitivity matrices of all initial designs (cf. Section III) for
Antennas I through III. Note that the variance levels between the first and
the remaining principal components is significant, which justifies
utilization of N = 1 principal direction in practice.
analysis performed for multiple optimization runs executed
from random initial designs.
A. CASE STUDIES AND EXPERIMENTAL SETUP
The benchmark set consists of three compact wideband
antennas shown in Fig. 4. Antenna I [41] is a standard rectan-
gular monopole featuring a ground plane with L-shape stub
for current path enlargement. Its adjustable parameters are
x = [l0 g a l1 l2 w1 o]T ; with w0 = 2o + a. The feeding
line width is set to wf = 1.7 mm to ensure 50 ohm input
impedance.
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FIGURE 4. Geometries of the benchmark antennas: (a) Antenna I [41],
(b) Antenna II [42], (c) Antenna lII [43]. For Antennas I and II, the ground
plane shown using the light-gray shade.
Antenna II employs a quasi-circular radiator with a mod-
ified ground plane for bandwidth enhancement [42]. The
design variables are x= [L0 dRR rrel dL dwLg L1 R1 dr crel]T .
Antenna III [43] is a uniplanar structure with a driven
element in the form of a fork-shaped radiator fed through
a coplanar waveguide. Its independent geometry variable
vector is x = [l0 l1 l2r l3r l4 l5 w1 w2 w3 w4 g]T , with l2 =
(0.5wf +s+w1)·max{l2r , l3r} and l3 = (0.5wf +s+w1)·l3r ;
wf = 3.5 and s = 0.16 fixed to ensure 50 ohm input
impedance.
All structures are implemented on Rogers RO4350 sub-
strate (dielectric permittivity εr = 3.5, dielectric loss tan
δ = 0.0027, and height h = 0.76 mm). The computational
models for all structures are implemented in CSTMicrowave
Studio and evaluated using its transient solver. The EM mod-
els incorporate SMA connectors.
B. BENCHMARK ALGORITHMS
The benchmark algorithms include the conventional
TR-based routine (e.g., [14]), recalled in Section II.B, along
with the recently reported accelerated versions [35]–[37].
As explained above, the computational overhead of the ref-
erence procedure is primarily determined by the cost of the
antenna response Jacobian estimation through FD, i.e., n EM
additional simulations per each algorithm iteration. The key
concept for expediting the basic TR algorithm is to suppress
the FD-based gradient updates whenever possible. The latter
is decided upon under specific circumstances. The following
grounds for omitting FD have been investigated: (i) small
relative design change between iterations in particular direc-
tions [35], (ii) sufficient alignment between the direction of
the most recent design relocation and the coordinate system
axes [36], and, (iii) low variability of the response sensitivity
throughout the algorithm run [37].
FIGURE 5. Antenna input characteristics for the representative algorithm
runs. Horizontal lines indicate the design specifications; (- - -) initial
design, (—) optimized design: (a) Antenna I, (b) Antenna II, (c) Antenna III.
In [35], the omission of FD for the kth parameter depends
on the selection factors defined as the relative design reloca-
tion (with respect to the TR region size) in the current iteration
ϕik =
∣∣∣x(i+1)k − x(i)k ∣∣∣/d (i)k , k = 1, . . . , n, (12)
where x(i)k , x
(i+1)
k refer to the kth components of the parameter
vectors x(i), x(i+1) in the last two iterations, respectively;
d (i)k is the kth element of the TR size vector d
(i). FD is skipped
for the kth parameter if ϕik is below a user-defined threshold.
Furthermore, the optimization history run is examined in
order to ensure that the part of the Jacobian, pertaining to the
kth parameter, is estimated through FD at least once every few
iterations. The algorithm control parameter is the maximum
allowed number of iterations without FD. Increasing it leads
to higher potential savings but may compromise the design
quality. Typical values range from 3 to 5; more details can be
found in [35].
The expedited procedure of [36] replaces, for the selected
parameters, FD-based updates by a rank-one Broyden for-
mula (cf. (10)). The decision about skipping FD is based on




∣∣∣h(i)T e(k)∣∣∣ / ∣∣∣∣∣∣h(i)∣∣∣∣∣∣ , k = 1, . . . , n, (13)
where h(i+1) = x(i+1) − x(i), and e(k) refer to the standard
basis vectors, i.e., e(k) = [0 . . . 010 . . . 0]T with 1 on the
k-th position. For a given parameter, if the alignment factor
γ
(i)
k exceeds a user-specified threshold 0 ≤ γmin ≤ 1 (algo-
rithm control parameter), the appropriate Jacobian portion is
updated with the Broyden formula. Increasing γmin imposes
a stricter condition for using the Broyden formula and is
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TABLE 1. Optimization results for Antenna I.
TABLE 2. Optimization results for Antenna II.
advantageous from the point of view of design quality; how-
ever, at the cost of reduced computational savings (cf. [36]).
Appointing the appropriate value of the alignment threshold
is not a trivial task; also, cost-accuracy trade-offs depends on
the problem dimensionality.
The last benchmark method [37] involves monitoring of
Jacobian variability between consecutive algorithm itera-





1J (i)k (f )
MJ (i)k (f )
)
(14)
In (14), the standard deviation is calculated over the fre-
quency range of interest F . The following notation is used:
J (i)k (f ) – the k-th column of the Jacobian JR in the ith iteration
of the algorithm,1J (i)k (f ) – the change of the sensitivity w.r.t.
the k-th parameter between iterations;MJk (i) denotes themean
sensitivity for the k-th parameter in subsequent iterations. For
a given parameter k , the lower the value of the factor δk ,
the greater the span of iterations, at which FD is suppressed.
The algorithm control parameter is the highest number of
iterations with FD skipped; typical values vary from 5 to 7.
Increasing it results in improved computational efficiency but
also a higher potential accuracy loss (cf. [37]).
TABLE 3. Optimization results for Antenna III.
FIGURE 6. Experimental results for Antenna I: (a) photograph of the
antenna prototype, (b) reflection responses, (c) realized gain
characteristics, (d) H-plane radiation patterns (from left to right: 4 GHz,
6 GHz, 8 GHz), (e) E-plane radiation patterns (from left to right: 4 GHz,
6 GHz, 8 GHz). Simulations and measurements shown as gray and black
curves, respectively.
C. NUMERICAL RESULTS AND DISCUSSION
The benchmark antennas (cf. Section III.A) have been opti-
mized for best in-band matching within the UWB fre-
quency range from 3.1 GHz to 10.6 GHz. The detailed
description of the optimization task has been provided in
Section II.A. Multiple algorithm runs have been executed
using random initial designs in order to verify reliability of the
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FIGURE 7. Experimental results for Antenna II: (a) photograph of the
antenna prototype, (b) reflection responses, (c) realized gain
characteristics, (d) H-plane radiation patterns (from left to right: 4 GHz,
6 GHz, 8 GHz), (e) E-plane radiation patterns (from left to right: 4 GHz,
6 GHz, 8 GHz). Simulations and measurements shown as gray and black
curves, respectively.
optimization process. The results are compared with those
obtained using the reference algorithm (cf. Section II.B) and
the accelerated procedures (cf. Section III.B).
Tables 1 through 3 gather the numerical data. It should be
noted that the standard deviation of the objective function (the
last column in the tables) is larger than zero even for the refer-
ence algorithm because different initial designs generally lead
to slightly different local optima. This is a result of parameter
redundancy in the antenna structures but also certain level
of numerical noise in EM simulation results, which does not
permit the gradient-based procedures to perfectly allocate the
optimum. An evaluation of the algorithm robustness should
thus be conducted in a relative sense, i.e., by a compari-
son with the reference algorithm quality indicators. Antenna
responses for the representative algorithm runs have been
shown in Fig. 5.
It can be observed that the proposed algorithm performs
consistently over the considered benchmark set. The design
quality demonstrated is on par or, in the case of Antenna III,
even better than the reference algorithm. This is the case
for both the average objective function values but also the
standard deviation, which is equal to that of the reference
FIGURE 8. Experimental results for Antenna III: (a) photograph of the
antenna prototype, (b) reflection responses, (c) realized gain
characteristics, (d) H-plane radiation patterns (from left to right: 4 GHz,
6 GHz, 8 GHz), (e) E-plane radiation patterns (from left to right: 4 GHz,
6 GHz, 8 GHz). Simulations and measurements shown as gray and black
curves, respectively.
procedure and lower than that of all the benchmark algo-
rithms. This confirms the reliability of the routine. High
design quality is achieved while delivering computational
savings of about sixty percent, on the average. In some cases,
the algorithms of [37] and [36] deliver higher savings than
the proposed procedure, yet, at a price of the design quality
degradation and worsened result repeatability. The quality of
designs yielded by the benchmark algorithms [35]–[37] is
similar and noticeably lower than for the method proposed
in this paper.
D. EXPERIMENTAL VALIDATION
The selected optimized designs of Antennas I through III
have been fabricated and measured for additional validation.
Figures 6 through 8 show the photographs of the antenna
prototypes as well as the comparison of the simulated and
measured results. The agreement between both data sets is
good. Slight misalignments result from manufacturing and
assembly inaccuracies as well as the experimental setup,
particularly in the case of E-plane patterns, where a 90-degree
bend (not included in the computational model) has been used
to mount the structures.
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IV. CONCLUSION
The paper proposed a procedure for expedited gradient-based
design optimization of antenna structures using numerical
derivatives. The foundation of the method is the sparse sensi-
tivity updating scheme, which is conducted along the selected
principal directions, determining the maximum variability
of the antenna characteristics, averaged over the frequency
range of interest. This is supplemented by the Jacobianmatrix
enhancement through the rank-one Broyden formula using
EM simulation of the candidate designs rendered during each
iteration of the optimization process.
The comprehensive numerical verification of the pro-
posed procedure indicates that significant (up to almost
60 percent) computational savings can be achieved with
respect to the reference algorithm employing full finite-
differentiation Jacobian updates in each iteration. At the same
time, these benefits are obtained without compromising the
design quality, which is similar or even better—for certain
test problems—than that of the reference algorithm.
This was not the case for the previously reported acceler-
ated algorithms, here, utilized as the benchmark. Although
some exhibit slightly better computational efficiency, their
speedup comes at the expense of quality degradation, some-
times rather significant. All benchmark procedures are based
on suppressing the sensitivity updates for particular antenna
parameters meaning that incorporation of the new EM data is
always restricted to the coordinate system axes. As opposed
to that, the updating direction for the proposed method can,
in principle, be arbitrary. This seems to be one of the impor-
tant factors behind the efficacy of the framework.
The presented approach may be useful to speed up direct
optimization of EM antenna models. It can also be applied
within variable-fidelity design framework, e.g., for solv-
ing optimization sub-problems at the low-fidelity simulation
level.
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