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Abstract 
This thesis proposes an approach utilizing guided techniques to refine depth images. Given a 
depth image and a color image of the same resolution, we can utilize the color image as a guide 
to improve the accuracy of the depth image, by smoothing out edges and removing holes as 
much as possible. This is done utilizing a guided filter, which solves an optimization problem 
relating the depth and color image to smooth and refine the depth image. These guided filters are 
linear-time and much faster than other state-of-the-art methods, while producing comparable 
results. We also integrate an existing guided inpainting model, further removing holes and 
improving the depth map. In this thesis, we show the application of guided filters to the depth 
refinement problem, utilize a guided inpainting model to fill in any holes that may arise in the 
depth image, as well as extend the filter out to the temporal domain to handle temporal 
flickering. This is done via an extension of existing optical-flow methods to compute a weighted 
average of the previous and next neighbors.  We also demonstrate a few experimental results on 
real-time video to show that this method has viability in consumer depth applications. We 
demonstrate results on both datasets and real video to show the accuracy of our method. 
Subject Keywords: Depth Enhancement; Depth Sensor; Guided Filtering; Depth Refinement; Temporal 
Consistency; Video Processing; Image Inpainting 
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1. Introduction 
 In the last several years, depth maps have become increasingly common in the image and video 
processing field. Normally, the field of image processing has been strictly limited to two-dimensional 
images, as those are the most common. However, two-dimensional images are inadequate for some 
applications, especially those involving any kind of inference about the environment. For example, visual 
simultaneous localization and mapping algorithms require an inference of location of several feature 
points relative to the camera, which cannot be extracted from a single image. To solve this, depth 
extraction methods have typically used either processing a pair of stereo images or utilizing the motion of 
the camera to measure the depth. [1]  
 In recent years, the appearance of lower-cost depth cameras provides an alternative to these two 
methods for depth estimation. The release of the Microsoft Kinect allows for higher-quality depth 
mapping at a consumer-level cost. The Kinect utilizes an infrared sensor with a structured light technique 
in order to acquire the depth map. [2] Some filtering is done at the hardware level, namely to try and 
estimate the best depth value among a small window of several calculated depth values. Figure 1 shows a 
pair of sample Kinect depth maps, from the NYU Scene Understanding Dataset. [3] 
 This image presents several immediate issues. First, there is quite a bit of noise in the image in 
the form of depth holes. These holes are a result of the depth camera being unable to estimate the depth 
value at that point. This could be the result of the internal camera processing being unable to process the 
infrared signal, or that the point is too far away for the depth camera to infer the depth. Whatever the 
reason, it is necessary to correct these holes to utilize depth images for any sort of task. 
 One additional issue we notice is in between the two depth images presented in Figure 1. The two 
images themselves have wildly varying edge boundaries, often changing very unpredictably. This is not a 
good result, especially for applications such as scene segmentation. With a boundary that is consistently 
changing, it is difficult to separate objects with specific boundaries.  
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Figure 1: Two neighboring depth maps from the NYU Scene Understanding Dataset. [3] Notice that the edge boundaries 
change and the holes flicker in and out. 
In this thesis, w attempt to address these two problems with the depth images. We utilize several 
components of multiple algorithms to address the missing depth values, and propose an extension of an 
existing algorithm to handle the temporal flickering. These algorithms utilize a guide, which is another 
calibrated image focusing on the same scene. We also attempt to optimize and make this code much faster 
than the original, with our goal being real-time operation. 
 This thesis is organized as the follows: Chapter 2 contains the literature review. Chapter 3 
contains our derivations and theory behind our algorithms. Chapter 4 contains our results, and Chapter 5 
contains our conclusions. 
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2. Literature Review 
 Most of the work in depth image enhancement is related to the bilateral filter, which is a non-
linear edge-aware smoothing filter. [4] The bilateral filter takes advantage of neighboring pixels to 
determine a weight for each pixel. This filter has been widely used in many noise-reduction applications, 
and has been implemented in software packages such as OpenCV. The bilateral filter has been improved 
with applications such as the fast bilateral filter [5] which improve the runtime significantly. The bilateral 
filter has also been generalized to the joint bilateral filter, which proposes a joint filtering approach for 
images – given two captures of the same scene, use one capture to filter the other. [6] Most of these 
approaches have been used in the past for filtering depth images.  
 In the realm of image inpainting, the state of the art is Telea’s inpainting algorithm using a fast-
marching method. [7] This algorithm inpaints color images by utilizing gradients and neighboring pixels, 
advancing into the unknown area by filling in pixels close to the boundary, and moving in only when all 
pixels have been inpainted. This is the standard used by most image processing libraries today, including 
OpenCV, the largest open-source computer vision library. Other inpainting algorithms include using 
Navier-Stokes equations to inpaint holes. [8] 
 Finally, the problem of temporal consistency is not a common one in literature. Min et al. propose 
a patch-based similarity method for enforcing temporal consistency, which we extend out to multiple 
patches in the color image, along with a slightly different weighting scheme. [9] Other methods include 
utilizing block matching to identify similar regions to try to minimize the effects of temporal flickering. 
[10] 
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3. Theory 
3.1 Definition of Guided Filters 
 The guided filter is an optimization based filter designed to reduce noise and smooth our image. 
[11] The filter takes in a guide image 𝐼 (in our case, the color image) and the depth image 𝑝, and 
expresses a filter output 𝑞 as a linear superposition of the filter guide: 
𝑞𝑖 = 𝑎𝑘𝐼𝑖 + 𝑏𝑘 , ∀𝑖 ∈ 𝜔𝑘 (1) 
Here, 𝜔𝑘 is a window inside the image centered at pixel 𝑘, and 𝑎𝑘 and 𝑏𝑘 are constants relating 
the two images together, and 𝑝𝑖 is a pixel inside the image. We want to minimize the difference between 
the input and output image, while taking the guide into account. To do this, we express the difference 
between 𝑞 and 𝑝 in the form of a cost function: 
𝐸(𝑎𝑘 , 𝑏𝑘) =  ∑ (𝑞𝑖 − 𝑝𝑖)
2 + 𝜖𝑎𝑘
2
𝑖∈𝜔𝑘
=  ∑ (𝑎𝑘𝐼𝑖 + 𝑏𝑘 − 𝑝𝑖)
2 + 𝜖𝑎𝑘
2  
𝑖∈𝜔𝑘
(2) 
We add the extra regularization term 𝜖 to prevent the coefficient 𝑎𝑘  from becoming too large and 
overriding the input image. Linear regression can find the minimum of the cost function, and is expressed 
as: 
𝑎𝑘 =  
1
|𝜔|
∑ 𝐼𝑖𝑝𝑖 − 𝜇𝑘?̅?𝑘𝑖∈𝜔𝑘
𝜎2 + 𝜖𝑘
(3) 
𝑏𝑘 = ?̅?𝑘 − 𝑎𝑘𝜇𝑘 (4) 
Here, 𝜇𝑘 is the mean of the color image, and 𝜎𝑘
2 is the variance of the color input image. |𝜔| is the 
number of pixels in our window, and 𝑝𝑘 is the mean of the depth image in our window 𝜔_𝑘 . 
We also need to consider that the output pixel 𝑞𝑖 is used in multiple windows, as 𝑎𝑘 , 𝑏𝑘 will be 
change with different windows. To solve this, we average all the values of 𝑎𝑘 , 𝑏𝑘, so our final filter output 
is: 
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𝑞𝑖 =
1
|𝜔|
∑ (𝑎𝑘𝐼𝑖 + 𝑏𝑘) =  𝑎𝑖𝐼𝑖 + 𝑏𝑖
𝑘:𝑖∈𝜔𝑘
(5) 
This final 𝑞𝑖 will be the final filter output that we see. 
This filter turns out to be a linear-time 𝑂(𝑛) filter. Since we are just computing a weighted 
average using a box-filter, there is no real difference between this filter and any other linear time box-
filter. 
3.2 Depth Refinement Using Guided Filters and Inpainting 
Guided filters have two main parameters that determine the effects of the filter output: the 
regularization term and the scale term. The scale affects the window size – increasing the scale over 
enhances the depth image, as seen by Figure 2. The image itself looks almost exactly like a stenciled 
grayscale image of the original color image.  Figure 3 gives us the output of several different guided 
filters with different parameters. 
 
Figure 2: An over-enhanced depth image, with 𝝈 = 100 and 𝝐 = 𝟏𝟎−𝟔 
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Figure 3: Several images that have been guided filtered. On the left, 𝝐 = 𝟏𝟎−𝟔, right, 𝝐 = 𝟏𝟎−𝟑, vertically, 𝝈 = 3,7,15,45. 
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 However, smoothing the image is not enough to remove holes and other noise in the image. 
Consider Figure 4, which still has many “holes” in the image itself. To remove these holes, we utilize the 
guided inpainting using a fast-marching method algorithm by Gong et al. to recover the information 
missing from the depth image. [12] The algorithm utilizes Telea’s algorithm using a fast-marching 
method, but with a few major changes. [7] Here, we utilize this algorithm, but define a mask which we 
use to refine our depth images.  
 The algorithm inpaints depth maps by using both color and depth image. Given a pixel p in our 
depth image D, the output depth pixel can be defined as: 
𝐷(𝑝) =
∑ 𝜔(𝑝, 𝑞)𝑞=Β(𝑝) [𝐷(𝑞) + ∇𝐷(𝑞)(𝑝 − 𝑞)]
∑ 𝜔(𝑝, 𝑞)𝑞=Β(𝑝)
 (6) 
 Here, 𝐵(𝑝) represents known pixels around a missing value 𝑝, ∇𝐷(𝑞) is the gradient of pixel 𝑞, 
and 𝜔(𝑝, 𝑞) is a weighting function defined by the product of the following two functions: 
𝜔𝑑𝑠𝑡(𝑝, 𝑞) = exp (−
‖𝑝 − 𝑞‖
2𝜎𝑑
2 ) (7) 
𝜔𝑐𝑜𝑙(𝑝, 𝑞) = exp (−
‖𝐼(𝑞) − 𝐼(𝑝)‖2
2𝜎𝑐
2 ) (8) 
Equation (7) gives more weight to pixels closer to the source pixel than ones far away, while 
equation (8) leverages color similarity to weight each pixel when inpainting. These two equations, 
combined with the gradient of the depth image at each of the neighboring pixels, is enough information to 
fill in any holes, as the depth gradient accounts for any edges that may pass through the hole. 
After inpainting a pixel, the algorithm needs to figure out which pixel to fill in next. The next 
pixel’s filling can greatly affect the rest of the pixels we need to inpaint, so it is important we choose the 
next value carefully. This can be done with Telea’s inpainting algorithm using a fast-marching method 
[13] The idea behind this method is that we start at the boundary of a hole, fill in a pixel, and then move 
into the undefined space by picking the next pixel with a minimum distance. Gong et al. [12] modify this 
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algorithm to pick the next pixel with a minimum color distance, allowing for the color image to act as a 
guide to the depth image. This is done via a priority queue, and is effective at preserving edges, since we 
leverage the full color image as a guide to the depth image.  
 We used the guided inpainting code from Gong et al, available publicly from [13]. However, this 
demo requires a mask to be defined for which pixels to inpaint. Thankfully, this is not too difficult – we 
want to inpaint whenever there is a discontinuity in our depth image. We defined these as whenever the 
pixel has a color of 0 (black) or 255 (all white). We loop over all pixels in the image, see if their value is 
one of these, and then fill in our mask appropriately.  
 Figure 4 shows the result of the inpainting algorithm. We notice that most of the depth 
discontinuities are removed or smoothed out. With the addition of the guided filter, we can smooth out 
even more noise and return the image to a usable state. Figure 5 shows the effect this addition has on the 
newly inpainted image. However, these images, while looking nice, are still not completely temporally 
consistent. 
Figure 4: An image, pre-inpainting and post-inpainting. 
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Figure 5: An image, post-inpainting and post-guided filtering. 
3.3 Temporal Refinement with a Patch Similarity Method 
 In addition to the smoothing and inpainting filter, we implemented a temporal patch-based 
method for smoothing the image in the time domain. Temporal artifacts come about, as stated before, 
through noise in the infrared sensor. These holes often blink in and out of images, confusing segmentation 
results and adding a layer of complexity to the image processing. In this thesis, we refine the depth video 
through a patch-based similarity method with multiple patches.  
 Min et. al proposed a patch-based similarity method to refine the temporal images and prevent the 
temporal flickering problem. [10] This method involved calculating the optical flow of a single pixel and 
then calculating a weight for each image utilizing the results of that weight. We extended this method out 
to multiple patches to improve the accuracy of weighting and remove any errors associated with the 
optical flow. 
 To determine which features to utilize when calculating the optical flow, we extract Shi-Tomasi 
corners from the color image to give us strong pixels we can utilize to calculate the optical flow between 
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frames. [14] This is done in OpenCV, which computes these features extremely quickly. An optical flow 
vector is then calculated for each feature between the current frame and the next frame, utilizing the 
Lucas-Kanade method for optical flow. [15] This optical flow does have errors associated with it, which 
are suppressed by our multiple-patch based method.  
 After calculating the optical flow vector, we utilize the original pixel and the pixel calculated in 
the optical flow to weight the two images together. Min et al. [10] utilize a weighting function as follows: 
𝑤𝑛(𝑝, 𝑝𝑛) =
1
𝑍
exp (− ∑
|𝐼𝑡(𝑝 + 𝑚) − 𝐼𝑛(𝑝𝑛 + 𝑚)|
𝜎𝑝
𝑚
) (9) 
This function is computed between two pixels 𝑝 and 𝑝𝑛 on neighboring frames, where we grab a patch 
(whose size is defined by 𝑚) and sum over all the neighboring pixels, dividing by 𝜎𝑝 in the process. 𝑍 is a 
normalization factor between all computed weights when computing the output. These weighting 
functions are then combined to form the refined image, as shown in (10): 
𝐼𝑡,𝑟𝑒𝑓𝑖𝑛𝑒𝑑 = 𝐼𝑡−1𝑤(𝑝𝑡−1, 𝑝𝑡) + 𝐼𝑡𝑤(𝑝𝑡 , 𝑝𝑡) + 𝐼𝑡+1𝑤(𝑝𝑡 , 𝑝𝑡+1) (10) 
 When implementing this method, we found that there was additional “ghosting” effects caused by 
the current image having the exact same weight as its temporal neighbors. This can be seen in Figure 6. 
 We modify this function slightly to include multiple patches and therefore suppress more noise 
and errors. To include all the possible corners, we add an additional summation over all features 
computed in the original image to acquire a slightly more accurate weight: 
𝑤𝑛(𝑝, 𝑝𝑛) =
1
𝑍
exp (− ∑ ∑
|𝐼𝑡(𝑝𝑖 + 𝑚) − 𝐼𝑛(𝑝𝑖,𝑛 + 𝑚)|
𝜎𝑝
𝑚𝑖
) (11) 
 This allows us to take multiple patches into account when computing a weight, and reduces the 
ghosting effect appropriately by increasing the weight of the current frame. The result of this is that 
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optical flow errors are suppressed even further, and any patch errors are suppressed by taking the 
weighted average of all the patches.  
 
Figure 6: Ghosting effects caused by our temporal consistency algorithm. The areas where the ghosting occurs are marked in 
red. 
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4. Experimental Results 
 To test my guided filtering models, we performed experiments on the NYU Scene Understanding 
Dataset v2 [3], which contains multiple Kinect datasets in different indoor scenes, such as a basement, a 
kitchen, and bedrooms. These all contain different videos of an indoor scene, with both depth and color 
images calibrated correctly, so that they match. We tested mainly on the basement dataset. In addition, we 
tried to measure the temporal consistency of the images on the Middlebury Tanks dataset, shown in 
Chapter 4.2.  All experiments were run on a laptop with an Intel i7-3610QM processor and 8 GB of 
RAM. The code we worked on was a mixture of C++ and Python. 
4.1 Basement Results 
 We first tested our algorithms on the NYU Scene Understanding Dataset v2 [3], which contains 
multiple videos from a Kinect v1 sensor of different indoor scenes. The dataset used to test our algorithm 
was a basement scene, containing multiple objects and many depth discontinuities. This data comes with 
a depth image, a color image, and some sensor data. While the images are captures separately and 
recorded, we can utilize the timestamps to match the images together. We assume that the color and depth 
images are already calibrated. All input images were 640 x 480, including both depth and color. Figure 7 
shows the comparison between the color frame, the raw depth map, and the guided inpainted/filtered 
depth map. Figure 8 shows our results with the temporal consistency on. The scale used for the guided 
filter was 3, and the regularization term 𝜖 = 10−3. The default speed was used for the guided inpainting, 
namely, 𝜎𝑑 = 2 and 𝜎𝑐 = 12, with a window size of 10.  The average time for processing per frame was 
about 0.7 seconds. The processing time depended on how many holes needed to be inpainted, typically 
taking anywhere between 0.6-1.4 seconds per frame to finish a frame. The guided filter then took about 
0.05 seconds per frame to filter, and the temporal consistency took about 0.05 seconds per frame to 
evaluate. These time results can be seen in Table 1.  
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Table 1: Processing times for our method. 
Inpainting Processing 
time 
0.7 seconds/frame, on 
average 
Guided Filtering 0.05 seconds/frame 
Total Processing Time 0.733 seconds/frame 
Temporal Consistency 0.02 seconds/frame 
 We notice that the holes in the depth image are all filled in, and although there is still a bit of 
flickering between frames, it is not as noticeable as before. Even further, the flickering is absent inside 
objects. Mainly the flickering is on edges, but is still minimized over the entire video set. This is 
especially seen in Figure 8, where the edges on the pole flicker in and out, but not enough to make too 
much of a difference. A longer video can be seen at [17]. 
 
Figure 7: The original color image, the original depth map, and the inpainted and filtered depth map. 
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Figure 8: Some flickering can be observed on the pole on the left, especially near the top. Areas highlighted in red. 
4.2 Temporal Consistency Evaluation 
 In addition, we tried to evaluate the temporal consistency of our algorithm, on the Tanks dataset 
[18]. The guided inpainting was not utilized here, but rather, we used the guided filtering and the multiple 
patch-based similarity method. To evaluate the method, we added white Gaussian noise with a 𝜇 =  0, 
and a 𝜎 = 10. to each of our images, and then ran them through the algorithm. We measured bad pixels, 
or pixels where there is a difference between the pixel values in the original and the filtered versions. 
Figures 8 through 14 show our results. Figure 15 shows a plot of the percentage of bad pixels for each 
frame. A “bad pixel” is one that differs from the ground truth by at least 2. For the constant weights, we 
used the previous and next neighbors of the frame, with the weights being𝑤𝑡−1 = 0.25, 𝑤𝑡 = 0.5, 𝑤𝑡+1 =
0.25. For our patch-based method, we used a 𝜎 = 20 and a window size of 5. 
 In the frames, we notice a bit of “ghosting”. This is especially evident in Figure 13, where the 
tank cannon appears three times in the image, albeit with different intensities. This is more than likely the 
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reason for why the error jumps a bit higher than the original in the plot of Figure 12. However, generally, 
the multiple-patch based method is equal to or better than no temporal consistency, or with a constant 
weight similarity. The places where the errors do exceed the original are the places with the most depth 
edges, which are difficult to handle temporally. We do notice, qualitatively, that the AWGN is quite 
reduced from the original noisy images.   
 
Figure 9: The original color image. 
 
Figure 10: The ground truth depth image. 
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Figure 11: The ground truth image, with AWGN added. 
 
Figure 12: The noisy image, with only the guided filter applied. 
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Figure 13: The noisy image with a constant-weight applied. 
 
Figure 14: The noisy image, with our patch-based approach. 
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Figure 15: Plot of the percentage of bad pixels in our depth image. 
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5. Conclusion 
 Here, we have presented a method for refining depth maps, especially Kinect-based depth maps. 
To do this, we utilize a guided inpainting method to fill in any holes in our image, moving in from any 
outside border to the center of the hole. We then filter the image, smoothing out any rough edges. Finally, 
we extract patches from the image, compute a weight for temporal neighbor, and apply it to the depth 
images to enforce temporal consistency. The output is a higher-quality depth map, with holes filled in and 
not too many flickering pixels. While this method is relatively quick, it can be improved. Since different 
images have a different number of holes to fill in, the complexity is large and the processing times can 
vary, which is bad in a real-time system. In the future, we will utilize GPU for real-time processing, but 
should implement some form of synchronization. The fast-marching method is inherently sequential, and 
could pose some problems if one tries to parallelize it. A more robust system could also be developed in 
hardware using an FPGA to do this system in real-time, taking away much of the overhead required with 
these kinds of methods. 
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