Abstract. Current day operational ensemble weather prediction systems generally rely upon perturbed atmospheric initial states, thereby neglecting the eventual effect on the atmospheric evolution that uncertainties in initial soil temperature and moisture fields could bring about during the summer months. The purpose of this study is to examine the role of the soil states in medium-range weather predictability. A limited area weather prediction model is used with the atmosphere/land-surface system in coupled or uncoupled mode. It covers Europe and part of the north Atlantic, and is driven by prescribed sea-surface temperatures over the sea, and by atmospheric reanalyses at its lateral boundaries.
A series of 3 member ensembles of summer simulations are used to assess the predictability of a reference simulation assumed to be perfect. In a first step, two ensembles are simulated: the first with the atmosphere coupled to the land-surface model, the second in the uncoupled mode with perfect soil conditions prescribed every 6 hours. Subsequent experiments are combinations thereof, in which the uncoupled and coupled modes alternate in the course of a simulation.
The results show that there are "stable" and "unstable" periods in the weather evolution under consideration. During the stable periods, the predictability (measured in terms of ensemble spread at 500 hPa) of the coupled and uncoupled dynamical systems is almost identical; prescribing the perfect soil conditions has a negligible impact upon the atmospheric predictability. In contrast, the predictability during an unstable phase is found to be remarkably improved in the uncoupled ensembles. This effect results from guiding the atmospheric phase-space trajectory along its perfect evolution. It persists even when switching back from the uncoupled to the coupled mode prior to the onset of the unstable phase, a result that underlines the importance of soil moisture and
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Introduction
Weather predictability for time scales from a few days to several months is often addressed by means of an ensemble prediction system (EPS). Rather than relying upon one deterministic simulation, a set of simulations with slightly differing initial conditions is performed, and subsequently, statistically analyzed with respect to the coherence between different members of the ensemble (Molteni et al., 1996) . Determining the associated initial perturbations is a delicate task, and is meant to reflect both uncertainties in the initial conditions and in the model formulation. Optimal perturbations (in the sense discussed in the literature) may be obtained from singular vector methodologies, and span a particularly sensitive subspace in phase-space in the vicinity of the objective analysis (Buizza and Palmer, 1995) . In currently operational procedures of this kind, the ensemble members are generated by perturbing the atmosphere without altering the soil conditions, thereby assuming that the latter plays no significant role in the subsequent atmospheric evolution.
This approach is meaningful for extratropical winter medium-range forecasts, in which the essential preoccupation is to reproduce the storm track accurately. In the extratropical summer and in the tropics, however, the atmospheric evolution is less strongly dominated by the large-scale circulation, and other more local processes may come to play an important role. In recent years, much attention has been devoted to soil-atmosphere feedback processes. For the extratropics, for instance, recent research has addressed such topics as: the role of initial soil moisture conditions in deterministic medium-range forecasts (e.g. Viterbo and Betts, 1999; Beljaars et al., 1996) ; the role of soil-moisture storage and vegetation cover for global and regional climate simulations (e.g. Shukla and Mintz, 1982; Weatherald et al., 1995; Giorgi et al., 1996; Christensen, 1998; Heck et al., 2001) ; the im-portance of land-surfaces for seasonal prediction (e.g. Pielke et al., 1999; Koster et al., 2000) ; and the feedback processes between soil moisture, convection and precipitation (Findell and Eltahir, 1997; Eltahir, 1998; Schär et al., 1999) .
Thus, initialization of soil conditions turns out to be a crucial task. In order to counter this need, recent data assimilation studies have proposed to derive the soil moisture from the evolution of near-surface atmospheric parameters, using a method based either on optimal interpolation, or on variational analysis (Mahfouf, 1991) . The first has come to be called soil-moisture nudging (Hu et al., 1999) and was implemented in a somewhat simpler form in the European Center for Medium-range Weather Forecast (ECMWF) model. The second has been examined by Rhodin et al. (1999) . Van den Hurk et al. (1997) also attempt to assimilate initial soil moisture fields from satellite imagery. The common feature of these methods is to update or re-initialize the soil moisture at regular intervals. Since it is generally assumed, however, that the effect of the soil moisture will not reach beyond the few lowest layers of the atmosphere, little work has been done to investigate the effect of the continuous updating on the evolution of the dynamical variables at higher levels. Nevertheless, the study by Betts et al. (1996) seems to indicate that the nudging reduces the forecast error even at 200 hPa.
The purpose of the present study is to investigate how, if at all, the soil affects the predictability of the coupled atmosphere/soil system, with particular regard to the extratropical summer. The evolution of the atmosphere describes a trajectory in phase-space confined to the "slow manifold", a multidimensional "surface" determined by the dynamical characteristics of the system. Trajectories leading to completely different atmospheric states can initially lie "infinitely" close together. Thus, despite the fact that the evolution of the system is governed by deterministic equations, the weather can be intrinsically unpredictable (e.g. Palmer, 1993) . Indeed, a slight mistake in the determination of the atmospheric state misplaces the initial conditions to a different, neighbouring branch of the trajectory with, eventually, a different destination.
To address the role of the soil for atmospheric predictability, we compare the predictability of a known summer atmospheric evolution of 45 days in duration, using coupled and uncoupled ensemble integrations. In essence, the methodology can be compared to the standard predictability experiments conducted with global models of the coupled and uncoupled atmosphere/ocean systems. In our case, however, the role of the ocean is replaced by that of the land surfaces. In the uncoupled ensembles, this implies prescribing the correct evolution of the soil conditions. The weather evolution to be studied is itself chosen to be a simulation. On the one hand, this allows us to circumvent the issue of model accuracy, and ensures that any discrepancies result from the experimental setup. On the other hand, it provides us every 6 hours with the "exact" soil distribution needed to drive the simulations in the uncoupled mode.
In order to distinguish predictability limitations from atmospheric and land-surface processes, a limited-area model is used in the regional climate modeling mode. In this mode, the atmospheric state and the sea-surface temperature are continuously prescribed at the lateral boundaries of the model (in our case, from the ECMWF reanalysis). Thus, the upstream evolution of the synoptic-scale atmospheric circulation is assumed to be known, allowing us to focus upon the predictability of the atmosphere/soil system subject to the prescribed upstream evolution of the storm track. In essence, the lateral boundary conditions tend to sweep out perturbations generated within the model domain, thus artificially increasing predictability (e.g. Ehrendorfer and Errico, 1995; Lüthi et al., 1996) , especially for the synoptic-scale features (Laprise et al., 2000) . The degree of this restoring effect depends upon the atmospheric circulation. If the group velocity of atmospheric perturbations is large, then internally generated deviations from the prescribed evolution quickly leave the domain. In contrast, if the group velocity of the atmospheric disturbances is small, then they remain and grow within the domain for an extended period. Thus, the degree to which the simulations follow the prescribed evolution reflects the predictability within the limited-area domain under consideration. As we shall see in the current study, periods with low and high regional predictability can clearly be distinguished. Due to the extended time scale required for persistent soil/atmosphere interactions, only the former provides sufficient time for the land-surface processes to thoroughly affect the synoptic-scale atmospheric circulation.
A critical issue for this approach is the question of domain size (Jones et al., 1995; Seth and Giorgi, 1998) . In the present case, the selected domain is approximately 5000 × 5000 km. This domain is large enough to allow the simulated events sufficient freedom on the synoptic scale, and it is small enough to avoid a major mismatch between the internally simulated weather evolution and the lateral boundary forcing.
The paper is structured as follows: the relevant features of the model and the experimental setup are described in Sect. 2. Section 3 presents the essential characteristics of the selected reference weather evolution, along with a validation against the observations. The results of the actual ensemble experiments are provided in Sects. 4 and 5. Finally, a discussion and conclusion are presented in Sect. 6. The climate simulations performed in this study were undertaken with the mesoscale hydrostatic numerical weather prediction model developed at the German Weather Service (DWD). A detailed description of this model, which is referred to as "Europa-Modell" (EM), is given by Majewski (1991) and DWD (1995) . Information on model updates and validation in the operational forecasting practice are given in quarterly reports (DWD, 1998) . The model has been modified for use as a regional climate model, and has been used extensively for climate studies Schär et al., 1996 Schär et al., , 1999 Frei et al., 1998; Heck et al., 2001) .
The computational domain used in the present series of numerical experiments is shown in Fig. 1 . It extends over approximately 4500 × 5100 km 2 , covering most of Europe and a substantial part of the North Atlantic. The model's geometric framework is cast in spherical coordinates, with the North Pole rotated to 32.5 • N latitude and 170 • W longitude. This rotation of coordinates shifts the computational equator of the grid onto northern Europe, thus yielding a relatively isotropic horizontal grid. The horizontal grid-spacing is 0.5 • (∼ 56 km). In the vertical, a hybrid coordinate system is adopted such that, at low levels, the computational surfaces are terrain-following and thereafter transit with height to coincide at upper levels with pressure surfaces (Simmons and Burridge, 1981) . In this way, the atmosphere is represented by 20 layers of upward increasing thickness, and a rigid lid boundary condition is employed at the top of the model domain (i.e. the uppermost pressure level is set at p = 0 hPa).
The model's prognostic variables are surface pressure, the horizontal wind components, total heat and total water content. The latter two quantities are converted into temperature, specific humidity, and liquid water content at each time step. The discretization is based on finite differencing with a semi-implicit time-stepping scheme employed in conjunction with a Eulerian-based advection scheme. The blending of the model's fields with the externally specified steering field is accommodated at the lateral boundaries by using the relaxation boundary technique of Davies (1976) , which adjusts the prognostic variables over a marginal zone. The relaxation function is assigned a tanh spatial profile and decays to essentially zero within 8 gridpoints at all vertical levels. The model is driven at its lateral boundaries by operational ECMWF reanalysis fields with a 6-hourly updating frequency.
The model uses a land-surface scheme of intermediate complexity. Surface properties within each grid box over land are prescribed in terms of the following fields: mean height above sea level, prevailing soil-type (10 types), fractional vegetation cover, leaf area index, and surface roughness length. The vegetation parameters have a seasonally prescribed variation. The thermal part of the soil model is based on the heat conduction equation which is solved using the extended force-restore method with imposed time responses of 1 day (upper 10 cm) and 5 days (lower 45 cm) (Jacobsen and Heise, 1982) . The computation of interception evaporation, bare soil evaporation and transpiration is based on a simplified version of the formulation in the Biosphere Atmosphere Transfer Scheme (Dickinson, 1984) within three active soil layers of 2, 8 and 190 cm in depth. A more detailed description of the soil and evaporation modules is provided in Schär et al. (1999) and Heck et al. (2001) .
The initial and lateral-boundary fields are derived from the operational ECMWF reanalysis (ERA) with full spectral T106 resolution (Gibson et al., 1997) . It is based on optimum interpolation with a 6-hourly analysis cycle. The latter involves the grouping of observations in ± 3 hour time win- dows and the sequential use of the ECMWF global model's 6-hour forecast to provide a first guess field. The resulting 6-hourly fields, linearly interpolated for intermediate times, are used both as initial conditions and to steer the EM model at its lateral boundaries. The ERA data set is also used to prescribe the varying sea-surface temperature.
The set of experiments
The model described above is used in two modes. In the "coupled" mode, the soil model is interactively coupled to the atmospheric model, as is the case when using the model as a forecasting tool. In the "uncoupled" or "prescribed" mode, the soil model is switched off, and all soil variables are read at 6-hourly intervals from the history tape of a reference simulation. The data necessary to prescribe the soil conditions includes all soil variables involved in the interaction between soil and atmospheric modules of the EM: the temperature and soil moisture content at all soil layers, the skin temperature and specific humidity, as well as eventual snow cover. Since the prescribed mode requires a priori knowledge of these variables, all numerical experiments are geared towards reproducing a reference simulation referred to as TRUTH, rather than the actual weather evolution described in the ERA data set. TRUTH replaces the analysis, and provides soil variables that are consistent with its weather evolution and the utilized model. Thus, since TRUTH itself is model-generated, the approach corresponds to a predictability study using a perfect, error-free model. TRUTH, the reference simulation chosen to play the role of reality, is a 5 month long simulation that began on 1 April 1991, 00:00 UTC, and ended on 31 August 1991. It is represented by the topmost thick arrow in Fig. 2 . The ERA reanalysis provides its initial atmospheric conditions as well as its lateral boundary conditions. Its initial soil conditions on 1 April were taken from the National Center for Environmental Prediction (NCEP), rather than the ERA reanalyses (Kalnay et al., 1996) for consistency with previous experiments (see Heck et al. (2001) for a discussion of these considerations).
In order to assess the influence of the soil conditions upon predictability, ensemble simulations with 3 members are performed using different degrees of soil/atmosphere coupling. The respective ensemble members are driven by the same lateral boundary conditions as TRUTH, and in effect, they try to reproduce TRUTH. Figure 2 shows a schematics of the set of experiments. Each arrow represents an individual integration. Solid arrows, or arrow sections, designate periods in which the ensemble members are in the prescribed mode, reading all soil variables from TRUTH. Dotted arrows, or arrow sections, designate those periods in which the soil model is coupled to the atmosphere model.
The first two ensembles, referred to as COUPLED and PRESCRIBED, are carried out in the coupled and prescribed modes, respectively, for the entire duration of the simulation. They are generated by perturbing the TRUTH's atmosphere in the following manner: the initial atmospheric conditions are borrowed from the ECMWF reanalysis on 3 consecutive days, 15, 16, and 17 June, while the soil conditions of TRUTH are left untouched for those days. The two ensembles cover 1.5 months and ended on 31 July 1991.
The LONG ensembles are a variation of PRESCRIBED. They are identical to PRESCRIBED in an initial period, but the soil-atmosphere coupling is switched on after 15, 13, 11, and 9 days, respectively. The individual ensembles are named after the length of the prescribed phase, i.e. LONG15 is uncoupled over the first 15 days, from t=0 to t=360 h. LONG13 is in the prescribed mode between t=0 and t=312 h, LONG11 is between t=0 and t=264 h, and LONG9 is between t=0 and t=216 h.
The INST and SHORT ensembles are variations of COU-PLED. In INST, the soil variables of the COUPLED simulation are corrected to the values of TRUTH at one instant, after which the model is returned to the coupled mode. This is done at precisely 15, 11, and 9 days into the COUPLED simulation. The instantaneous uncoupling is indicated in Fig. 2 by a thick bar intersecting the arrows. The instants chosen for the forcing are t=360 h (INST15), t=264 h (INST11), and t=216 h (INST9).
Finally, in the third set of ensembles, referred to as SHORT, the soil values from TRUTH are continuously prescribed over a short period of 4 and 6 days, immediately following the first 11 and 9 days of COUPLED, respectively. The soil-atmosphere coupling is subsequently switched on again until the end of the simulation. Thus, the forcing takes place during 4 days between t=264 h and t=360 h (SHORT4), and 6 days between t=216 h and t=360 h (SHORT6), respectively.
The selected ensemble methodology calls for two comments. First, the method for generating the ensemble, chosen for its simplicity, will lead to large initial differences between ensemble members and TRUTH, as if the simulations were initialized with analyses that are mediocre in the interior of the domain, while perfect at the lateral boundaries. This somewhat unusual trait, however, is not expected to have any bearing upon the results of this study, since the atmospheric evolution during the first 10 to 15 days of the simulation is deterministically controlled by the lateral boundary conditions (see Sect. 4). Second, the size of the ensemble is quite small (3 members). To test the sensitivity of the results with respect to a larger ensemble size, we have conducted 3 additional integrations for the COUPLED ensemble, which is the ensemble with the largest spread. The results suggest that the predictability characteristics of the system are well captured by the small 3-member ensemble, although the small size of the ensemble remains a limitation to our study.
Employed error measures
To analyze the simulations, standard error scores will be used in the following way. Let χ k (i, j, t n ) be the value of a given variable of the member k of a K-member ensemble at grid-point (i, j ) and time t n ,χ (i, j, t n ) its ensemble mean, and χ T (i, j, t n ) the respective value of TRUTH. The overall quality of an ensemble simulation will be assessed by the ensemble-mean root-mean square (RMSE) error with respect to TRUTH, i.e.
where < > represents the domain mean taken over all (i, j ) grid-points. If χ k and χ T are expressed as anomalies with respect to the time-average [χ T ] = 1 N N n=1 χ T (i, j, t n ) of TRUTH, the mean squared error (MSE) of χ k can be decomposed according to Murphy and Epstein (1989) to reveal the individual contributions of the error in the mean anomaly (first term), the error in the variability (second term), and the error in the spatial pattern (third term):
where
, s is the spatial standard deviation, and r the spatial correlation coefficient. The predictability will be assessed by the ensemble spread defined as
It corresponds to the ensemble-mean RMS error with respect to the ensemble mean.
Truth: validation with respect to the ERA reanalysis
Although TRUTH is assumed to be reality and should not be questioned as such, it is interesting at this point to examine its performance with respect to its driving ECMWF reanalysis. Indeed, it displays a distinct period in the midst of the integration, during which the atmospheric evolution is very poorly predicted, despite the continuous forcing with true lateral boundary conditions. As we shall see later, the behaviour during this period will constitute an important criterion in evaluating the ensemble experiments carried out to reproduce TRUTH. The evolution of the root mean square (RMS) error of TRUTH with respect to the reanalysis, averaged over the whole computational domain (see Fig. 1 ), is shown for the 850 hPa temperature field and the 500 hPa geopotential height in Figs. 3a and 3b , respectively. It reveals a "stable" initial phase of about 15 days in duration (hours 0 to 360 of the simulation), during which the RMS errors are only 30 gpm for the 500 hPa geopotential height, and below 2 K for the 850 hPa temperature. Compared to current day ECMWF forecasting scores over Europe, these errors correspond to the mean error of a 2-day forecast. This stable and predictable phase is followed by a 10-day "unstable" phase (hours 360 to 600) during which the error rises abruptly to 120 gpm for the geopotential height and to nearly 5 K for the temperature field. During this period, from a practical point of view, the predictions are useless. Thereafter, in a second stable phase, the error stabilizes anew around the average value it had at the beginning of the simulation. For comparison, the persistence of the reanalysis with respect to the first time in the diagram (17 June 1991, 00:00 UTC) is also indicated, and this suggests that the unstable phase is associated with a transition into a very different flow regime.
A glance at the geopotential height contours at 500 hPa, averaged over the first 15 days (Figs. 4a and 4b) , reveals that the simulated mean pattern is extremely close to that of the reanalysis. The following 10-day unstable phase, on the other hand, is characterized by weak advection in the southern half of the domain. As a result, there is a higher error level leading to striking differences between the patterns of the respective mean 500 hPa geopotential heights (Figs. 4c  and 4d ). This suggests that the evolution of the dynamical fields is only partly deterministically controlled by the lateral boundaries between t=360 and t=600. Thus, an ensemble simulation that seeks to reproduce TRUTH with a limitedarea model during this time period can be expected to exhibit large uncertainty and ensemble spread. It should be noted, however, that our choice of TRUTH as reference weather evolution, despite its poor performance during the unstable phase, does not constitute a handicap: as we shall see below, a sufficiently large ensemble would certainly include at least one member close to the observations, even during the unstable phase.
Coupled vs. prescribed
The predictability of the weather over the time span under consideration is investigated using coupled and uncoupled ensemble integrations. The first ensemble, COUPLED, offers knowledge of the "natural" predictability under conventional, coupled conditions. The second ensemble, PRES-CRIBED, makes use of the uncoupled or prescribed mode, continuously providing the atmosphere with the correct and accurate soil conditions of TRUTH. Since it is assumed to perfectly simulate reality, the analysis of all experiments is carried out with respect to TRUTH; henceforth, the deviation of the dynamical fields of a given experiment from TRUTH will simply be referred to as its "error". Recall that COU-PLED, PRESCRIBED, and TRUTH are driven by the same lateral boundary data from ERA, but TRUTH is initialized much earlier. Figure 5 shows the 500 hPa geopotential height RMS error of the COUPLED and PRESCRIBED ensembles. In Figs. 5a and 5b, the individual members of the two experiments are represented, while the ensemble means are compared in Fig. 5c (note the difference in vertical axis scale with Fig. 3) . In both the COUPLED and PRESCRIBED ensembles, the initial difference from TRUTH is comparatively large, about 40 gpm at the beginning of the simulation, reflecting the differences between the ECMWF reanalysis and TRUTH. For both ensembles, the RMS differences rapidly decrease to ∼ 10 gpm following initialization, and then remain approximately constant during the rest of the first 15 days for all three members of the respective ensembles, thus reflecting the strong deterministic control of the evolution by the lateral boundaries during this phase. The better performance in terms of COUPLED versus TRUTH, than in terms of TRUTH versus ERA, simply demonstrates that our model finds it easier to reproduce its own simulation than an observed evolution. During the subsequent unstable phase, however, the members of the COUPLED ensemble display considerable spread. Even an ensemble of such modest size produces both a member very close to TRUTH, and one close to the reanalysis (the member with the largest difference from TRUTH). The largest error during this time period is about 60 gpm, i.e. half the error of TRUTH with respect to the reanalysis. Following the unstable phase, the 3 members' curves converge again at an RMS difference of ∼ 10 gpm with respect to TRUTH. Unlike COUPLED, the members of the PRESCRIBED ensemble remain close to TRUTH throughout the period, including the unstable phase. The temperature field at 850 hPa yields, in essence, the same evolution as the geopotential height, and will, therefore, no longer be considered.
Before proceeding with the discussion, the notion of predictability in a limited-area model is briefly recalled. Pre-µ ÌÊÍÌÀ ß ¬Ö×Ø ×Ø Ð Ô × ´ µ Ê ß ¬Ö×Ø ×Ø Ð Ô × dictability in a regional model acquires a slightly different meaning than in a global model, since true information is continuously fed into the domain. The predictability in a regional model (the spread between ensemble members) will, therefore, not only depend on the nature and intensity of the initial perturbations, but also on the lateral boundary conditions. As discussed in Sect. 3, the unstable phase provides us with an interesting period during which the lateral boundary conditions play a smaller role than usual, and during which there may be pronounced error growth in the interior of the model domain.
Comparison of the ensemble means of COUPLED and PRESCRIBED shows that their evolution can hardly be distinguished during the two stable phases near the beginning and end of the integration. The RMS errors are almost identical, despite the surplus of true soil information fed into the PRESCRIBED ensemble. Evidently, the forcing with soil variables has no significant influence upon the atmospheric evolution during these phases. However, 3 days before the end of the first stable phase (t=360, 15 days into the simulation), a distinct bifurcation occurs within the COU-PLED ensemble, with one of the ensemble members exhibiting an RMS error of up to ∼ 60 gpm. The ensemble mean of the Murphy-Epstein MSE decomposition for COUPLED and PRESCRIBED shown in Fig. 5d reveals that the bifurcation can essentially be attributed to a divergence in the spatial pattern. Since the error of the PRESCRIBED ensemble, as well as its spread, remains very small even during this period, we can conclude that the land-surface forcing plays a decisive role in this process.
Further aspects of the nature of the soil/atmosphere coupling in the ensembles are provided in Fig. 6 , where we focus upon the ensemble member initialized on 17 June 00:00 UTC (which produced the largest errors in the COUPLED ensemble). The time traces of precipitation and the relative soil moisture content in the upper 10 cm of the soil are shown in Figs. 6a and 6b, respectively, both averaged over the land grid-points of the domain for TRUTH (dotted line), COU-PLED (solid) and PRESCRIBED (long-dashed). In the precipitation field, the bifurcation at the end of the stable phase is clearly visible, resulting in an underestimation of domainaveraged precipitation of almost 20%. The differences in the accumulated precipitation pattern during the unstable phase (not shown) are essentially located over land and in the central band of the domain, where the patterns of mean geopotential height signal large discrepancies between TRUTH and ERA (Fig. 4) . The PRESCRIBED simulation, on the other hand, follows TRUTH faithfully until the end of the simulation, and the respective precipitation patterns, even during the unstable phase, are nearly identical. From the middle to the end of June, which represents the first stable phase of the simulation, the relative soil moisture content of both COUPLED and TRUTH is a little above 60% of the pore volume, stepping down to 55% for the last three weeks of July. The transition between these two values occurs during the unstable period, and clearly illustrates the effect of the bifurcation. The TRUTH soil moisture experiences a sudden, strong increase in the midst of its descent, while the soil moisture of the COUPLED simulation, receiving a more modest supply of precipitation, continuously decreases. Thus, the difference in soil moisture between COUPLED and PRESCRIBED, both in temporal evolution and in geographical distribution (not shown), is mirrored in the differences between the precipitation fields. Figure 7 depicts the ensemble-mean vertical distribution of the error of COUPLED and PRESCRIBED with respect to TRUTH for the temperature and specific humidity, averaged over the land grid-points of the full domain. The vertical profile of the temperature bias (Fig. 7a) shows that the deviation from TRUTH is quite homogeneous throughout the troposphere. This remarkable feature is present in all members of the two ensembles, both in the stable and the unstable phases, despite the large spread within the COUPLED ensemble during the unstable phase (not shown). Thus, both for PRESCRIBED and for COUPLED, the error generated during the unstable phase is not confined to one particular layer of the troposphere. The COUPLED ensemble mean tends to overestimate the TRUTH tropospheric temperature, while the PRESCRIBED ensemble is associated with a (substantially smaller) temperature underestimation. In contrast, during the stable phase (not shown), both PRESCRIBED and COUPLED slightly underestimate TRUTH, and differ from one another by less than 0.1 K. The specific humidity profiles (Fig. 7b) show a compatible response, i.e. overestimation of humidity with positive temperature bias, and vice versa.
In summary, the ensemble integrations have served to identify two regimes of the regional weather evolution. During the stable phases, the predictability of the regional weather evolution is only marginally affected by the soil.´ Surprisingly, the stipulation of correct information at the lower boundary, as in PRESCRIBED, does not lead to an improvement of predictability. In contrast, however, during the unstable phase, the soil is somehow involved in the weather evolution. The COUPLED ensemble is character- ized by a large spread (bifurcation) between the ensemble members, and the underlying processes involve pronounced differences in precipitation and soil moisture content, and extend throughout the troposphere. In the PRESCRIBED mode, we strongly interfere with the chaotic evolution of the entire system. The differences between the PRESCRIBED and COUPLED ensembles do not reveal the mechanism of the underlying bifurcation (which is presumably driven by the chaotic nature of atmospheric circulation), but they demonstrate the heavy involvement of the soil in this process. In particular, forcing the simulations with the correct soil moisture and temperature evolutions (as done in PRE-SCRIBED), drastically decreases the spread of the ensemble, thereby suppressing the respective bifurcation seen in COU-PLED, and ultimately yielding a nearly correct precipitation response, both in its distribution in space and in time.
Variations in soil forcing: long, short, and instantaneous forcing periods
The two previously discussed ensemble integrations reveal the effect of permanent coupling or uncoupling of the atmosphere/soil systems upon predictability. Provided with perfect soil conditions, the PRESCRIBED ensemble faithfully reproduced TRUTH, and indeed, viewed the unstable phase as a predictable period. Yet it raises a few intriguing questions. In particular, since we are dealing with a chaotic system, the success of prescribing the soil variables does not necessarily imply that the observed bifurcation in COU-PLED is related to coupled atmosphere/soil interactions. Instead, prescribing the soil might just help to guide the atmospheric trajectory in phase-space along its true evolution, thus avoiding the bifurcation into a neighbouring region of phase-space. If this is the case, we would like to know -from a forecasting point of view where the prescribed mode is not a valid option -whether prescribing the soil just prior to the beginning of the unstable phase improves a subsequent coupled forecast. In other words, how would the system evolve if the integration were switched back from the prescribed to the coupled mode? Can the land-surface forcing rectify the evolution of the atmospheric dynamical fields, and if so, what is the minimum prescribed period that needs to be applied? To address these issues, three further sets of ensemble experiments were conducted.
Long prescribed phase (9-15 days)
The LONG ensembles examine the extent to which the positive impact of the land-surface forcing persists after reestablishing the soil-atmosphere interaction. They involve long periods (many days) in the prescribed mode, followed by coupled integrations. The long forcing period mimics the effects of a soil data assimilation system upon a subsequent coupled ensemble simulation. Figure 8a compares the 500 hPa geopotential height ensemble-mean RMS error of the four LONG experiments. The ensembles prescribed over the first 15, 13, 11, and 9 days (LONG15, LONG13, LONG11, and LONG9) , are represented by a solid, longdashed, dashed, and dotted line, respectively. The LONG ensembles deviate from one another no earlier than at the onset of the unstable phase (which begins on day 15, t=360), despite switching to the coupled mode at progressively earlier dates prior to the beginning of the unstable phase. Yet, remarkably enough, prescribing the lower boundary of the atmosphere over 13 or 15 days (nearly the entire stable phase) successfully maintains the atmosphere very close to TRUTH throughout the unstable phase, and beyond! Even reducing the forcing period to 11 or 9 days strongly attenuates the error growth during the subsequent unstable period.
An estimation of the ensemble spread within each of the LONG ensembles and, therefore, of the predictability of the system, can be derived from the ensemble-mean RMS error with respect to the individual ensemble means (rather than with respect to TRUTH, see Sect. 2.3). This quantity is represented in Fig. 8b for each of the LONG experiments with the same conventions as in Fig. 8a . For comparison, the dispersion of the COUPLED ensemble is also included as a thin solid line. Obviously, the spread of all LONG ensembles is considerably reduced, especially for LONG15, LONG13, and LONG9; only LONG11 stands out with a comparatively large dispersion. This points towards an improvement in predictability during the unstable phase as a result of the preceding soil forcing. Indeed, contrary to the ensemble mean error, which showed a steady increase with an earlier transition to the coupled mode (Fig. 8a) , three of the four LONG experiments show a spread which is almost unaffected by the presence of the unstable period.
The LONG experiments thus clearly show the positive impacts of a perfect soil-moisture and soil-temperature data assimilation system. The benefits from such a system have a long persistence and may have a positive impact even several days after returning to a coupled forecasting mode.
Instantaneous forcing
The INST ensembles investigate whether the course of the dynamic evolution of the coupled system is affected by the instantaneous injection of correct soil conditions. Except for this instantaneous injection of land-surface information, the entire simulations are conducted in the coupled mode. Figure 8c illustrates the evolution of the ensemble-mean 500 hPa RMS error. The three ensembles, INST15, INST11 and INST9, instantaneously forced at day 15, 11, and 9 of the simulation, are represented by a solid, long-dashed, and dotted line, respectively. For comparison, the RMS error of the COUPLED (thin solid line) and PRESCRIBED (thin dashed line) ensembles are also included in the figure.
Evidently, injecting perfect soil variables at a given instant brings no significant improvement to the dynamic evolution of the atmosphere. In the case of INST15, the soil informa-tion is injected when the unstable phase begins (15 days into the simulations), but the results cannot be distinguished from the COUPLED ensemble with the naked eye. Even injection at an earlier time, such as 4 days (INST11) or 6 days (INST9) before the onset of the unstable phase only leads to marginal differences. All of the INST ensembles can barely be distinguished from the fully coupled simulation. This serves to demonstrate that the impetus towards the bifurcation within COUPLED is not present in the soil, but rather in the atmosphere. The benefits of prescribing the soil conditions is to guide the atmospheric trajectory in phase-space along its true evolution, and thereby avoid the bifurcation into neighboring phase-space.
Short forcing (4-6 days)
Evidently, long forcing (as in LONG) has a pronounced impact upon the subsequent evolution of the coupled system, while instantaneous forcing (as in INST) is virtually without effect. The last set of ensembles, referred to as SHORT, is designed to identify the minimal time period needed to benefit from soil forcing. To this end, the soil is prescribed for a short time period immediately preceding the beginning of the unstable phase. Figure 8d shows two such ensemble experiments that employ prescribed soil conditions during 4 days (SHORT4, solid line) and 6 days (SHORT6, long-dashed line). Both experiments yield some error reduction and attenuate the deviation from TRUTH, but the effect is substantially less pronounced than in the LONG experiments. Strangely enough, the 6-day forcing produces worse results than the 4-day forcing, presumably a consequence of the (too) small ensemble size.
To conclude this subsection, there is strong evidence that for land-surface forcing to become notable within our testing framework, a forcing period of about 10 days is optimal. Shorter forcing periods are only partly able to correct erroneous weather evolutions.
Discussion and conclusion
In the present study, we have conducted several ensemble experiments to test the sensitivity of atmospheric predictability with respect to the coupling or uncoupling of the landsurface/atmosphere systems. The validation of the experiments was conducted with respect to a reference simulation that plays the role of reality and was referred to as TRUTH. Since this reference weather evolution was generated with the same (coupled) model, the study corresponds to conducting predictability experiments by assuming the existence of a perfect, error-free model. The issue of model error is therefore not addressed.
The model utilized is a regional climate model, which is continuously driven at its lateral boundaries by the ECMWF reanalyses. This methodology, in effect, assumes that the incident baroclinic eddies are known, thus allowing us to focus upon the predictability of the soil/atmosphere system within a specific domain. Without this continuous lateral boundary forcing, it would be more difficult to pinpoint the soil's relevance.
The weather episode under investigation, a 45-day period during the summer of 1991, was shown to be characterized by "stable" and "unstable" phases, which exhibit drastically different behaviour in terms of predictability. The predictability in these phases was shown to intrinsically depend upon the mode (coupled or uncoupled) of the ensemble experiments. More specifically, during the two stable phases, predictability was very high (small ensemble spread) and, quite surprisingly, virtually identical for the coupled and uncoupled simulation modes. Thus, the prescription of the soil conditions did not improve the predictability in these stable phases.
In contrast, during the unstable phase of the time period, the relevant measures of predictability (500 hPa ensemblemean error and ensemble spread) demonstrate that prescribing the soil conditions leads to a significant improvement in the simulations, and in fact, is able to suppress a bifurcation that was observed in the coupled ensemble.
Prescribing the soil conditions throughout the entire simulation implies continuously providing true information at the lower boundary of the atmosphere. Thus, the number of possible trajectories in phase-space is reduced, and it is, in principle, no surprise that the spread between ensemble members is reduced. Nevertheless, it is quite striking that prescribing the soil variables maintains the atmospheric evolution so close to TRUTH, and indeed spectacularly renders an unstable phase of the coupled ensemble predictable. Strikingly enough, the same result can be achieved even if prescribing the soil conditions is interrupted immediately prior to the unstable phase (as is done in the LONG ensembles). Additional experiments with shorter soil forcing periods followed by coupled integrations suggest that the soil forcing may guide the atmospheric phase-space trajectories along the true evolution of the system, but that it requires an extended time period of 10 to 15 days to realize its beneficial impact upon the ensemble behaviour. In particular, instantaneous updating of the soil, or short-term forcing over a few days, is not sufficient to rectify the evolution of the atmosphere.
Thus, over time scales of 10 to 15 days, the evolution of soil conditions can play an important role in the atmosphere's evolution for summertime European conditions. This indicates that the re-initialization of soil moisture at regular intervals in a forecasting system, such as in a sophisticated data assimilation system, may have a greater influence on the dynamical variables than expected. Indeed, the effects of such a procedure were shown to not only affect the lower tropospheric levels, but also reach higher up into the troposphere and lower stratosphere than is usually assumed, both in the coupled and uncoupled ensembles. This influence appears to be associated with altering the behaviour of the baroclinic systems, and not directly through other vertical exchange processes.
It must be emphasized at this point that the dramatic improvement in predictability achieved by prescribing the cor-rect land-surface evolution is to some extent related to the ideal conditions of the experiment, in which a perfect model is used, driven by perfect lateral boundary conditions and SSTs, and in which the exact values of TRUTH's soil variables are perfectly known. Any departure from these conditions would, therefore, imply an increase in degrees of freedom, and would no doubt reduce the ability of the landsurface states to influence the atmospheric evolution. Thus, the nature of our experiment is such as to maximize the role of soil moisture upon predictability. Follow-on experiments featuring a less perfect TRUTH could alleviate the dependence of the results upon a particular RCM. This could be done by both nudging TRUTH towards the ERA reanalyses during its entire 75-day simulation period, and forcing TRUTH's land-surface scheme with observed precipitation.
The direct significance for medium-range weather forecasting is more difficult to assess. In particular, while our experimental setup in experiments LONG and SHORT includes a forcing of soil conditions (that mimics a soil assimilation system), a corresponding feature for atmospheric assimilation was not considered. In addition, the ensemble size was very small, and the time period encompasses a single episode of 45 days. Likewise, assessing the potential benefits of perturbing initial soil conditions in an ensemble prediction system would require additional experiments that include systematic ensemble generation with atmospheric and soil perturbations of various amplitudes. In this sense, our conclusions are preliminary. Nevertheless, it is interesting to note that the coupling of the land and atmosphere systems has qualitatively a similar effect as that of coupling the atmosphere with the ocean, namely to considerably increase the variability of the coupled system.
