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Abstract 
This paper reports on the third Early Aspects: Aspect-Oriented Requirements Engineering 
and Architecture Design Workshop, which has been held in Lancaster, UK, on March 21, 
2004. The workshop included a presentation session and working sessions in which the 
particular topics on early aspects were discussed. The primary goal of the workshop was 
to focus on challenges to defining methodical software development processes for aspects 
from early on in the software life cycle and explore the potential of proposed methods and 
techniques to scale up to industrial applications. 
 
1. Introduction 
Conventional aspect-oriented software develop-
ment (AOSD) approaches have mainly focused on 
identifying the aspects at the programming level 
and less attention has been taken on the impact of 
crosscutting concerns at the early phases of the 
software development. Current requirements 
engineering and architecture design approaches, on 
the other hand, have not explicitly addressed the 
crosscutting nature of some requirements. The 
combination of these two issues –the importance of 
crosscutting concerns at programming level and the 
impact in the whole system of the decisions made 
during the early development phases – led to the 
creation of the Early Aspects research topic in 2002 
(www.early-aspect.net). Early aspects are defined 
as concerns in the early life cycle phases which 
cannot be localized and tend to be scattered over 
multiple early phase modules. 
Obviously, the early software development phases, 
including requirements analysis, domain analysis 
and architecture design, actually set the early 
design decisions and as such impact the whole 
system. Therefore, if early aspects are not handled 
properly, they will, similarly to aspects at 
programming level, lead to serious maintenance 
and evolution problems.   
This paper reports on the results of the workshop 
on Early Aspects: Aspect-Oriented Requirements 
Engineering and Architecture Design which was 
held on March 21, 2004 in Lancaster, UK. This 
workshop aimed at supporting the cross-
fertilization of ideas in requirements engineering, 
software architecture design and aspect-oriented 
software development. It continued the work 
started at the first and second editions of this 
workshop held in conjunction with AOSD’2002 
and AOSD’2003, respectively.  
The outline of the paper is as follows. Section 2 
sets Early Aspect within the context of AOSD. 
Section 3 provides an overview of the topics 
covered by the workshop.  Section 4 presents the 
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workshop papers. Section 5 shows the workshop 
program. Section 6 talks about the workshop 
discussions and results. Section 7 lists the 
workshop participants. Finally Section 8 presents 
the conclusions of the workshop. 
2. Early Aspects in the context of AOSD 
Early Aspects focus on aspects at a higher 
abstraction level than programming or even design. 
To make the explicit distinction we categorize 
aspects as early aspects, and intermediate aspects, 
and late aspects (see Figure 1). 
 
 
Figure 1. Relation between Early Aspects, 
Intermediate Aspects and Late Aspects 
The impact of early aspects on the software 
development life cycle manifests itself in two 
ways. First of all, early aspects are crosscutting 
concerns that are identified in the early phases of 
the software development life cycle, including 
requirements analysis, domain analysis and 
architecture design. Secondly, early aspects also 
impact aspects in the subsequent phases. Many 
early aspects identified in the early phases will 
ripple through the other phases as well. Other early 
aspects might be specific to the early phases, and 
crosscut only the specific modules at the early 
phases. Likewise, it may well be that new aspects 
will appear as we progress in the software life 
cycle. 
3. Topics 
Topics of interest for the workshop included in 
particular: aspect-oriented requirements engineer-
ing, aspect-oriented domain engineering, mapping 
between aspect-oriented requirements, domain 
analysis and architecture, aspect-oriented architec-
ture design, tool support and automation for aspect-
orientation. A set of open questions for each of 
these topics, is listed below. 
Aspect-oriented requirements engineering 
• How to identify aspects at the requirements 
level?  
• How to model aspects at the requirements 
level?  
• How to integrate and compose aspects with 
other modelling mechanisms, such as goals, 
viewpoints and use cases, and establish trade-
offs? 
• How to trace requirements level aspects 
through later development stages and during 
re-engineering?  
• How to validate aspects identified at the 
requirements level? 
Aspect-Oriented domain engineering 
• What are the criteria for domain aspect 
decomposition? 
• How can we derive aspects from domain 
knowledge? 
• How can we abstract and generalize domain 
aspects for reuse? 
• What are the composition relations between 
domain aspects? 
• How to represent domain aspects? 
Mapping between aspect-oriented requirements, 
domain analysis and architecture 
• Should the mapping be formal or informal?  
• To what is a requirements concern mapped 
onto?  
• What are the language’ features required to 
support a mapping?  
• What is the benefit ratio of mapping/coding? 
What are the pros and cons of mapping in the 
first place? 
Aspect-oriented architecture design 
• How to support evolution in the architecture 
using aspects? 
• How to reason about architectures and aspects 
to know that the architecture is a good one 
(trade-offs between aspects)?  
• How to model the architecture to take aspects 
into account? 
• When designing an architecture, how and 
when to identify aspects? 
• How to set the scope for a software product 
line architecture using aspects 
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• Aspects in the Model-Driven Architecture 
approach 
Tool support and automation for aspect-
orientation 
• Which tools are there to support aspect-
oriented development? 
• Formalisms and notations for specifying 
aspects  
• What formalisms can be used at early 
software development stages? 
4. Workshop Papers 
The workshop received 17 submissions. Table 1 
contains a list of the 14 papers accepted for the 
workshop. 
Table 1. List of accepted papers 
Title of the paper Authors 
Finding Aspects in 
Requirements with Theme/Doc 
E. Baniassad, S. Clarke 
Identifying Aspects using 
Architectural Reasoning 
L. Bass, M. Klein, L. 
Northrop 
Facets of Concerns C. Bogdan 
Integrating the NFR framework 
in a RE model 
I. Brito, A. Moreira 
Tracing Aspects in Goal driven 
Requirements of Process 
Control Systems 
I. El-Maddah, T. 
Maibaum 
Aspect-Orientation from Design 
to Code 
I. Groher, T. Baumgarth 
Problems, Subproblems and 
Concerns 
M. Jackson 
Aspect-Oriented Context 
Modeling for Embedded 
Systems 
T. Kishi, N. Noda 
Generating Aspect-Oriented 
Architectures 
U. Kulesza, A. Garcia, C. 
Lucena 
Concerned about Separation H. Mili, A. Elkharraz, H. 
Mcheick 
Refining Feature Driven 
Development - A Methodology 
for Early Aspects 
J. Pang, L. Blair 
On imperfection in information 
as an "early" crosscutting 
concern and its mapping to 
aspect-oriented design 
M. Sicilia, E. Garcia 
Separation of Crosscutting 
Concerns from Requirements to 
Design: Adapting the Use Case 
Driven Approach 
G. Sousa, S. Soares,  
P. Borba, J. Castro 
Modeling Pointcuts D. Stein, S. Hanenberg,  
R. Unland  
We value the interaction between the participants 
and the results of the working groups. For this 
reason used the morning session for a limited 
number of short presentations and the afternoon 
was reserved for discussions and overall 
conclusions.  Table 3 contains the 6 papers we have 
chosen  for presentation. 
5. Program 
The program of the workshop is illustrated in Table 
3. The program consisted of two sessions:  
1. Presentation Session, in which selected 
papers were presented. 
2. Discussion Session, in which selected 
topics on early aspects were discussed.  
Table 3. Program of the workshop 
  
8:45-9:00 Introduction to workshop  
09:00-10:30 Presentation Session 
1. Finding Aspects in Requirements with 
Theme/Doc, E. Baniassad, S. Clarke  
2. Integrating the NFR framework in a RE 
model, I. Brito, A. Moreira 
3. Tracing aspects in goal driven 
requirements of process control systems
I. El-Maddah, T. Maibaum 
4. Generating Aspect-Oriented Agent 
Architectures, U. Kulezsa, A. Garcia, C. 
Lucena 
5. Identifying Aspects Using Architectural 
Reasoning, L. Bass, M. Klein, L. 
Northrop 
6. Problems, Subproblems and Concerns,
M. Jackson 
10:30-11:00 Morning break 
11:00-14:30 Discussion Session I – Key Problems and 
Motivations 
12:30-14:00 Lunch 
14:00-14:30 Plenary Session: Presenting 
Fundamental Problems + Plenary 
discussions 
14:00-15:30 Discussion Session II - Setting the 
Research Agenda  
15:30-16:00 Afternoon break 
16:00-17:00 Discussion Session II Cnt’d - Setting the 
Research Agenda 
17:00-17:30 Plenary Session: Presenting the Research 
Agenda for next years 
5.1 Presentation Sessions 
The presentation session consisted of six paper 
presentations, each of which was presented in 15 
minutes. The presented papers and the short 
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description of these, taken from the original papers, 
is as follows: 
Problems, Subproblems and Concerns 
M. Jackson 
This position paper sketches how problems may be 
understood from a perspective based on problem 
frames. Problem analysis from this perspective 
reveals structural issues in a clearer light. It leads to 
a need for composition, both in the problem world 
and in the solution world. The goals of aspect 
technology would be clarified by such analysis, and 
the aspect technology may in turn offer some 
power in understanding and implementing the 
compositions. 
Finding Aspects in Requirements with 
Theme/Doc 
E. Baniassad, S. Clarke  
To identify aspects early in the software lifecycle 
developers need support for aspect identification 
and analysis in requirements documentation. To 
address this, we have devised the Theme/Doc 
approach for viewing the relationships between 
behaviours in a requirements document to identify 
and isolate aspects in the requirements. This paper 
describes the approach, and illustrates it with a case 
study and analysis. 
Integrating the NFR Framework in a RE Model 
I. Brito, A. Moreira 
This paper presents a model to handle advanced 
separation of concerns during requirements 
engineering. It builds on our work already 
produced on advanced separation of concerns for 
requirements engineering by adding two main 
ideas: (i) the integration of catalogues to help 
identifying and specifying concerns and (ii) 
improve the composition rules by informally 
defining some new operators. 
Tracing Aspects in Goal Driven Requirements 
of Process Control Systems 
El-Maddah, T. Maibaum 
Goal driven requirements analysis methods are 
well suited to trace the different aspects of software 
applications to the early design level. This paper 
illustrates how to use the GOPCSD tool in 
developing aspect-based process control 
applications. The GOPCSD tool adopts goal driven 
requirements analysis concepts and has been 
adapted from the KAOS method to address process 
control systems.  
Generating Aspect-Oriented Agent 
Architectures 
U. Kulezsa, A. Garcia, C. Lucena  
In this paper we define a domain specific language 
(DSL) that permits us to model orthogonal and 
crosscutting agent features. The agent features are 
then expressed in an aspect-oriented architecture. 
The implementation of the generative approach 
encompasses: (i) XML technologies to specify the 
DSL; (ii) Java and AspectJ programming languages 
to implement a concrete version of our aspect-
oriented agent architecture; and (iii) a code 
generator, implemented as an Eclipse plugin. 
Identifying Aspects Using Architectural 
Reasoning 
L. Bass, M. Klein, L. Northrop 
Architectural aspects are candidate aspects to be 
carried through detailed design and 
implementation. We set the stage by introducing 
some new terminology. We begin with a small set 
of quality requirements for an example system, 
present a software architecture that satisfies those 
requirements, and highlight the architectural tactics 
at work in that architecture. We then identify 
architectural aspects and their constituent 
architectural advice, pointcuts, and join points.  
5.2 Discussion Sessions  
We have deliberatively adopted a very short 
presentation session to provide more opportunity 
for discussion.  
For the discussion sessions the participants were 
separated in four sub-groups. 
• Requirements Engineering, which focused on 
aspects in requirements engineering 
• Domain Engineering/Application Domain, 
focusing on aspects in domain engineering 
• Software Architecture Design, focusing on 
aspects in architecture design 
• Specification of Early Aspects, focusing on 
defining appropriate notations for early 
aspects. 
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Note that these sub-groups were not totally 
independent and there is some overlap. We did not 
consider this as a problem, nor did we experienced 
it later on as a problem. Each sub-group provided 
some interesting results that we will describe in 
Section 6. 
The discussion session was split in two sub-
sessions. The first section, Key Problems and 
Motivations focused on defining the context of the 
selected topics and the identification of the 
important problems. The session, Setting the 
Research Agenda, focused on defining the 
important research problems derived from the first 
problem.  
The two sub-sessions were separated by an 
intermediate plenary session. The reason for this 
was to provide a chance to pollinate the ideas and 
to get feedback from the participants of the other 
groups.  
The tasks for the first session Key Problems and 
Motivations were the following: 
• Define a Mind Map, providing a conceptual 
representation of the selected topic based on 
the input from the participants in the group. 
• Identify the Fundamental Problems from the 
Mind Map.  
A mindmap is based on the concept of visual 
thinking of cognitive science. It is a way of 
organizing and sharing knowledge. Mindmaps are 
often developed by a brainstorm session and aim to 
reflect the common ideas on the domain.  
A mindmapping activity starts with writing the 
main topic into the center of the map, and later on 
main ideas are linked to the main topic. Each main 
idea on its turn can have branches describing the 
detail ideas.   
Within the first session each sub-group defined a 
mindmap of the selected topics. The result of the 
mindmaps are shown in Figure 2, Figure 5, and 
Figure 6. 
In the second session, Setting the Research Agenda, 
the mindmaps were used to identify the most 
fundamental problems. The problems were 
described in the following format: 
• Problem Description, describing the problem 
shortly 
• Motivation, motivating the problem 
• Example, describing an example 
Given the mindmaps and the problem descriptions 
we aimed at providing a concrete research agenda. 
The following sections will elaborate on the results 
of the subgroups.  
6. Results of Discussion Sessions  
In the following we will describe the results of the 
workshop for each sub group. 
6.1 Requirements Engineering 
The mindmap for the topic Requirements 
Engineering is shown in Figure 52. There are many 
issues to be discussed and investigated: from 
identification to validation of aspectual 
requirements, from composition to traceability of 
aspectual requirements.  
 
Identifying Aspectual 
Requirements
Crosscutting Requirements Aspectual Concerns
Aspects and Requirements
Composing Aspectual 
Requirements
Tracing Aspectual Requirements
Validating Aspectual 
Requirements
Integrating Aspects and  RE 
Approaches
Aspect-Oriented RE
Concern Definition
Use cases
Goals
Viewpoints
Problem frames
 
Figure 2. Mindmap for Aspect-Oriented Requirements Engineering 
From the list of topics identified in our mindmap 
the majority of group members decided that we 
should first concentrate the discussions on 
understanding the basic concepts behind aspect-
oriented requirements engineering: concerns, 
crosscutting, and aspectual requirements. 
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Unfortunately, the discussion could not progress to 
the other topics of the mindmap, because of lack of 
time.   
6.1.1 Problems identified 
The following set of questions was intensively 
discussed, and some answers were proposed.  
What is the definition of a concern? 
• Is a concern a requirement? 
• Is a concern what a stakeholder thinks is 
important? 
• Is a concern anything the developer must 
consider for the system to be successful? 
• Is a concern a user expectation? 
• Is a concern anything a developer must 
consider for the system to be successful? 
• Is a concern ANYTHING? (!). 
Not having an agreed definition provokes in 
general communication problems. However, such a 
definition cannot be rigid, i.e., it is important to 
have an agreed and flexible one. Moreover, to have 
a definition is helpful to identify and relate 
concerns. Our agreed possible definitions are listed 
below: 
• Concern is a desired observable property; 
• Concern is a feature; 
• Concern is some responsibility; 
• Concern is a sub-problem. 
What is crosscutting? 
• Crosscutting concerns are domain specific 
concepts that do not fit into an object 
abstraction. 
• A concern is crosscutting when it, or part 
of it, contributes to multiple concerns. 
• Crosscutting arises when two abstractions 
relate. 
What is an aspect?  
• It is an artifact to address a requirement. 
• It is a situation where N concerns interact. 
• It is a crosscutting concern. 
• It is a requirement that comes from 
different points of view. 
Why is the lack of a common terminology a 
problem? 
• Because we need to know what we are 
talking about; 
• We need to know how to prepare for 
design; 
• Different versions of “aspect” may be 
useful in different domains. 
6.1.2 Research agenda for the topics discussed 
The following points were identified as interesting 
research topics for the near future: 
• Decomposition of concerns; 
• Traceability and completeness; 
• Appropriate concern representations; 
• How to represent specific kinds of subject 
matter: is there a specialization needed? 
• Composition of crosscutting concerns; 
• Resolution of conflicts that emerge during 
composition. 
6.2 Domain Engineering and Aspects 
(Contribution from the subgroup consisting of: 
Hafedh Mili, Robert Laney, Bashar Nuseibah, 
Jianxiong Pang, and Peter Sawyer) 
Aspect-oriented software development (AOSD) 
methods propose new software modularization 
boundaries that provide additional opportunities for 
reuse and easier maintenance. Domain engineering 
is concerned with the development of software 
artifacts that are reusable across applications within 
the same application domain. Our group looked at 
the potential synergies between domain 
engineering and AOSD. We argue that AOSD is an 
enabling technology for domain-engineering and 
propose a number of research directions for the 
field. 
6.2.1 AOSD: an enabling technology for domain 
engineering 
Domain engineering may be defined as the process 
of developing software artifacts that are reusable 
across an application domain. Domain engineering 
differs from application engineering in terms of 
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intent, process, and product. The intent is to 
develop reusable components. The product of 
domain engineering is a set of development 
artifacts that are (should be) reusable by design. 
Those artifacts may not be concrete enough to be 
used within an application as is; they often require 
more or less well-defined tailoring mechanisms to 
make them usable for a specific application. A 
recurring challenge in domain engineering is to 
develop general components that are as concrete as 
the technology of the day permits [Mili et al., 
2001].  
Figure 3 shows the trade-off between concreteness 
(usability) and generality (usefulness). New 
software development techniques enable us to trade 
less and less applicability for a given 
“concreteness”, and vice-versa. Indeed, reusable 
components tend to consist of a fixed part, that can 
be reused as-is, and a variable part, which is often 
to be supplied by the component user. New 
modularisation and abstraction techniques typically 
help us reduce the size of the variable part. For 
example, by separating interface from 
implementation, objects enable us to write client 
code that is not dependent on service 
implementation. 
 
Figure 3. Trade-off between generality (usefulness) 
and concreteness (usability) 
Consider the case of two modules M1 and M2 
where M1 implements “Grading and logging” and 
M2 implements “Grading and tracing”. Because 
logging and tracing may crosscut a number classes, 
those classes will be reusable. If, on the other hand, 
we are able to separate M1 into two artifacts, one 
for “Grading” and one for “logging”, and M2 into 
two artifacts, one for “Grading” and one for 
“tracing”, we realize that M1 and M2 will share the 
“Grading” artifact. Figure 4 illustrates this point. 
We thus argue that AOSD is an enabling 
technology for domain engineering. 
 
Figure 4. AOSD supports greater reuse thanks to 
finer-grained variabilities 
6.2.2 AOSD for domain engineering: a research 
agenda 
Having identified AOSD as an enabling technology 
for domain engineering (DE), DE will naturally 
benefit from general advances in aspect-oriented 
theory and tools and techniques. However, we see 
more interesting synergies. One promising area of 
research appeared to us to deal with what we might 
call domain engineering of aspects, described 
below.  
A number of participants have recognized that 
while user requirements are good sources of 
concerns, a lot of concerns that pertain to a 
software system are often implicit. Such is the case 
with most non-functional requirements, including 
security, logging, error handling, and the like. Such 
concerns are business domain independent, and it 
pays to identify them and to build, if possible, the 
corresponding artifacts. Domain engineers can 
reuse such concerns and the corresponding artifacts 
in their domain models and components, and focus 
instead on the functional concerns of the domain. 
We discuss the relevant issues in some detail. 
6.2.3 Identify common concerns 
The goal here is twofold: 
1) identify or catalogue of common non-
functional concerns, and 
2) identify the common interactions between 
such concerns, where applicable. 
Neither task is trivial. When building the catalog of 
concerns, we should strive for completeness, but 
more importantly, for clear boundaries between the 
various concerns. For example, traceability and 
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logging are related. A financial decision support 
system (e.g. mortage application handler) needs 
traceability for legal reasons to be able to justify 
the system’s decision. Traceability can be achieved 
in part through logging, but logging may provide 
useless output (of non decision-making functions) 
and miss out on some important decision critical 
information. The distinction has to be drawn and 
clarified. Feature models in the Feature-Oriented 
Domain Analysis (FODA) [Kang et al., 1990] do a 
good job of organizing “features” (or concerns1) in 
feature trees, embodying feature containment (the 
parent feature includes its children features, as in 
“security” implies “authentication” and 
“encryption”), feature selection (two alternative 
features, as in “logging” mapping to either “local 
logging” or “remote logging”), and dependencies 
across feature tree branches. An example of the 
latter is the case where our example grading system 
needs to run in either local mode or client-server 
mode: remote logging may only be possible with 
the client server architecture. 
There could be other dependencies besides the 
“excludes” (between “local logging” and “remote 
logging”) and “requires” relationships (“remote 
logging” requires “client-server architecture). 
6.2.4 Identify relationships between concerns 
and development artifacts 
Some of our concerns may map nicely to 
identifiable development artifacts while others 
won’t. If we are building an on-line auctioning 
system for eGolf, and eGold is concerned about 
throughput (e.g. 10,000 transactions/second for any 
given item), there is no single artefact, regardless 
of shape, aspect or color, that will address this 
concern. However, before we give up on a concern 
completely, we have to look at its subconcerns: it 
may be the case that sub-concerns may map more 
easily to artifacts. 
“Mappable” concerns may map to classes or 
methods, and yet others may map to subjects, 
aspects — in the AspectJ sense [Kiczales et al., 
1997] — or composition filters [Aksit & Bergman, 
1992]. One the many challenges here is to 
recognize that not all concerns are aspectual — 
                                                          
1 For simplicity, we equate feature with concern. 
they don’t all look like nails to the aspect hammer. 
Domain engineers should explore alternative 
implementations of concerns. 
6.2.5 Identify interaction patterns between the 
artifacts and see how they map back to 
interactions between concerns 
In section 2.2, we identified some dependencies 
between concerns. Some of these dependencies 
may translate into interaction patterns between the 
corresponding artifacts. For example, if a concern 
C1 implies another concern C2, it means that we 
cannot incorporate (include, compose or weave) the 
aspect that embodies C1—call it A1. Without 
incorporating the aspect that embodies C2—call it 
A2. More complex interactions may occur. We may 
refer to this case as essential interaction between 
aspects. 
There may also be cases where the concerns do not 
interact, but where the corresponding aspects do. 
This is a case of accidental interaction, which 
would normally be symptomatic of poor aspect 
(artifact) design or of a shortcoming of the 
implementation technolog;y. Either way, such 
interaction patterns have to be identified, and 
potential resolutions developed. 
6.2.6 Discussion 
This is a preliminary investigation into the possible 
synergies between AOSD and domain engineering 
that focussed on the reuse of non-functional 
concerns across application domains. Clearly, 
domain engineering will also benefit from 
advances in aspect-oriented implemenation 
techniques as well as advances in concern 
identification and aspect modeling to handle 
domain-specific functional requirements. 
6.3 Software Architecture  
The mindmap for the topic software architecture is 
shown in Figure 5.  
Software architectures include the early design 
decisions and embody the overall structures that 
impact the quality of the whole system. It is 
generally accepted that architecture design should 
support the required software system qualities. As 
shown in Figure 5, Quality Concerns forms 
obviously a key issue in Software Architecture.  
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For ensuring the quality factors the common 
assumption is that identifying the fundamental 
concerns for architecture design is necessary 
(Decomposition). A number of approaches have 
been introduced to derive the fundamental 
architectural abstractions. The abstractions can be 
derived from the solution domain or the 
requirements (Functional Concerns).  
Although the architecture design approaches vary 
in deriving architectural abstractions they share the 
common idea that architectural abstractions should 
represent the relevant concerns of the system. This 
implies that for identifying the right architectural 
abstractions, a thorough understanding and an 
appropriate application of the separation of 
principle is necessary.  
A solid architecture design heavily depends on and 
represent solution domain knowledge 
(Architectural Knowledge). This is derived from 
the domain knowledge and provided by the 
architectural patterns.  
Composing the architectural concerns is one of the 
challenging tasks (Composition). In general, 
architectural concerns can be combined in different 
ways and it is important to derive the appropriate 
composition with respect to the quality 
requirements. 
Once the architectural abstractions are identified it 
is necessary that the architecture is appropriately 
specified (Specification). This can be done visually 
or textually as in the case of architecture 
description languages. 
The conventional approaches have mainly focused 
on separating the concerns that fit nicely into 
architectural components. Unfortunately, less focus 
has been given on concerns that cannot be captured 
in single components and tend to crosscut several 
components.  
Crosscutting concerns need to be identified, 
specified and evaluated at the architecture design 
level. Software architectures are generally 
documented using architectural views. The key 
question here is how to specify aspects in the 
views. Another issue to investigate is how the 
crosscutting relates to the views. Can aspects be 
totally captured in single views, if not how to cope 
with the crosscutting over different views?  
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Decomposition 
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Composition
Architectural Views
Architectural Evolution
Architectural Knowledge
Software Architecture
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Architectural Patterns
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Architectural Decisions
 
Figure 5. Mindmap of software architecture topic 
 
6.4 Specification of Early Aspects 
The mindmap for Specification of Early Aspects is 
shown in Figure 6. It should be noted that 
specification of aspects plays also a role in the 
other subgroups. During the presentation of the 
ideas we could also identify some recurring ideas. 
Specification of early aspects refers to the 
specification of aspects during the architecture 
design, requirements analysis and domain analysis 
phases. Before specifying early aspects it is 
necessary to identify the aspects first, which is 
done in the requirements analysis and architecture 
design phases.   
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Figure 6.  Mindmap for Specification of Early Aspects 
 
7. Participants in the Workshop 
The participants in this edition of the Early Aspects 
workshop is listed in Table 2.  
Table 2. Participants to the workshop 
Participant Affiliation 
1. João Araújo Univ. Nova de Lisboa, Portugal 
2. Elisa Baniassad Trinity College, Ireland 
3. Isabel Brito Inst. Politécnico de Beja, Portugal 
4. Gary Chastek Software Engineering Institute, US 
5. Siobhan Clarke Trinity College, Ireland 
6. Islam El-Maddah King’s College, UK 
7. Iris Groher Siemens AG, Germany 
8. Charles Haley Open University, UK 
9. Michael Jackson Open University, UK 
10. Shmuel Katz Israel Inst. of Technology, Israel 
11. Uirá Kulesza PUC-Rio, Brazil 
12. Robin Laney Open University, UK 
13. Marius Marin Delft Univ. Technology, Holland 
14. Hafedh Mili University of Quebec, Canada 
15. Ana Moreira Univ. Nova de Lisboa, Portugal 
16. Bashar Nuseibeh Open University, UK 
17. Jianxiong Pang Lancaster University, UK 
18. Awais Rashid Lancaster University, UK 
19. Pete Sawyer Lancaster University, UK 
20. Miguel-Angel Sicilia University of Alcalá, Spain 
21. Sergio Soares Federal Univ. Pernambuco, Brazil 
22. Daniel Speicher University of Bonn, Germany 
23. Dominik Stein University of Essen, Germany 
24. Stan Sutton T. J. Watson Research Center, US 
25. Bedir Tekinerdogan Univ. of Twente, Holland 
8. Conclusions 
The results of the workshop show that the early 
aspects topic is still in its infancy but progressing. 
The goal of the workshop was primarily not to find 
solutions but first to identify the right questions to 
shape the research of the early aspects topics. 
During the workshop a number of key research 
areas have been identified to scope and consolidate 
the area of early aspects.  
Currently we can state that the scope of the early 
aspects domain is defined to a large extent. This 
workshop showed that several ideas are recurring 
with respect to the previous early aspects 
workshops. In particular there seems now to be an 
agreement that early aspects refers to the aspects 
that can be identified during the requirements 
analysis, domain analysis and architecture design 
phases. This means that aspects during the detailed 
design are not counted as early aspects. In this 
report we have termed the aspects at the detailed 
design as intermediate-aspects. Aspects which 
refer to the crosscutting concerns at the 
implementation phase, testing and maintenance 
phases are termed as late aspects.  
Since early aspects refers to the crosscutting 
concerns during the requirements analysis, domain 
analysis and architecture design phases, the 
research is also focused on these three phases. So 
far, in general, the research on early aspects 
appeared to proceed separately and independently 
in each of these phases. It appears, however, that 
the early aspects in the three phases are not 
independent and directly impact each other. A 
concern such as synchronization that is identified 
during the requirements analysis phases requires 
the modeling of it during the architecture design. 
During the domain analysis some aspects might be 
identified which were overlooked during the 
requirements analysis phases. There is certainly a 
relation among the concerns but so far the parity 
and the semantics of the relations among the 
concerns in the early phases are not completely 
clear yet and more research is required to 
crystallize the concepts.  
This workshop and the previous workshop have 
shown that early aspects exist and that they need to 
be handled with care to provide better maintainable 
software. In the future, we expect that the questions 
addressed in this workshop will be solved 
gradually. 
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Abstract
Aspects are behaviours that are tangled and scattered
across a system. In requirements documentation, aspects
manifest themselves as descriptions of behaviours that are
intertwined and interdependent. Some aspects may be ob-
vious, as specifications of typical crosscutting behaviour.
Others may be more subtle, making them hard to identify.
In either case, it is difficult to analyse requirements to lo-
cate all points in the system where the aspects should be
applied. To identify aspects early in the software lifecycle
developers need support for aspect identification and analy-
sis in requirements documentation. To address this, we have
devised the Theme/Doc approach for viewing the relation-
ships between behaviours in a requirements document to
identify and isolate aspects in the requirements. This paper
describes the approach, and illustrates it with a case study
and analysis.
1. Introduction
Conceptually, an aspect is an element of functionality
that is woven throughout other system behaviours. At the
source level, aspects are tangled and scattered code. At
the requirements level, aspects are tangled and scattered de-
scriptions of functionality. In a requirements document, tan-
gled functionality can only be described in relation to other
functionality, whereas scattered functionality is described
throughout the requirements document.
Tangling and scattering at the requirements level makes
it difficult for developers to reason about whether they have
encountered aspects. It is difficult to mentally note whether
a behaviour that is scattered across a document is actually
dependent on (tangled with) other behaviours, or just badly
encapsulated in the requirements set. Additionally, it is
often difficult for a developer to keep in mind which be-
haviours are tangled.
These difficulties place a barrier between a developer
and full adoption of aspect-orientation, because they make
it difficult for developers to conceive of whether they have
“crosscutting behaviours” in their set of requirements.
Using intuition or even domain knowledge is not neces-
sarily sufficient for identifying the potentially broad range
of aspects within a reasonable amount of time. For instance,
developers might start by looking in their documentation
for typical aspect-style behaviour, such as logging, tracing,
or debugging functionality, or non-functional requirements,
but this likely does not cover the full range of potential as-
pects.
We assert that developers need support for viewing and
manipulating their requirements to expose how elements of
functionality relate to one another.
To address this need, we propose the Theme/Doc ap-
proach, which provides views of requirements specifica-
tion text, exposing the relationship between behaviours in
a system. These views assist a developer in determining
which elements of functionality are “aspects” and which are
“base”. Theme/Doc views also provide a feature-oriented
view of a requirements set. All views can be mapped to
Theme/UML models. Theme/Doc and Theme/UML to-
gether comprise the theme approach.
1.1. Theme/Doc
Theme/Doc is based on the notion of a theme, which
represents a feature of a system. Multiple themes can be
combined to form a functioning whole according to a multi-
dimensional model [10]. There are two kinds of themes:
base themes, which may share some structure and behaviour
with other base themes, while modelling these from their
own perspective, and crosscutting themes which have be-
haviour that overlays the functionality of the base themes.
Crosscutting themes are aspects [3].
The Theme/Doc tool operates on the basic assumption
that if two behaviours are described in the same require-
ment,1 then they are related. Behaviours can relate in three
1We currently take a requirement as being a sentence in a requirements
document, or a single requirement in a set of requirements. Because of
the lexical nature of the tool, however, the granularity and format of a
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ways: they can be erroneously or coincidentally related,
meaning that the requirement could be re-written so that
they were no longer coupled, they can be hierarchically re-
lated, in that one behaviour is a sub-behaviour of another,
or they can be related by crosscutting, meaning that the re-
quirement describes one behaviour as an aspect of another.
The Theme/Doc tool provides views that expose which be-
haviours are co-located in requirements. These views assist
the developer in determining what kind of relationships ex-
ist between behaviours, and whether those behaviours are
base or aspects.
In Section 2 we outline how to apply the Theme/Doc
approach and tool. We then present a case study (Section 3)
in which we apply the approach on a larger example. Next
we raise issues for discussion (Secion 4), and review related
work (Section 5). Finally, we conclude (Section 6).
2. A Small Example
In this section we work through the example of a small
Expression evaluation system to illustrate the basic points
of how to use Theme/Doc to support the identification of
aspects in a set of requirements.
2.1. Expression System Requirements
1. evaluation capability which determines the result of evaluat-
ing expression.
2. display capability which depicts expression textually.
3. check-syntax capability which determines whether expres-
sion are syntactically correct.
4. log capability that logs the evaluation display and check-
syntax activities.
5. an expression is grammar-defined as a variableexpression or
a numberexpression or a plusoperator or a minusoperator or
a unaryplusop or a unaryminusop.
6. a plusoperator is grammar-defined as an expression and a
plus and an expression.
7. a minusoperator is grammar-defined as an expression and a
minus and an expression.
8. a unaryplusop is grammar-defined as a plus and an expres-
sion.
9. a unaryminusop is grammar-defined as a minus and an ex-
pression.
10. a variableexpression is grammar-defined as a letter and an
expression.
11. a numberexpression is grammar-defined as a number and an
expression.
requirement can be set arbitrarily.
evaluation
R1
determines
R6
display
R2
check-syntax
R3
log
R:4 ((log))  capability that logs the 
 ((evaluation))   ((display))  and  ((check-syntax))  activities 
grammar-defined
R8 R9 R10 R11
R5R7
Figure 1. Action View
2.2. Identify Actions and Entities
The tool takes the requirements, as written above, as
input. Behaviours in requirements are identified by a set
of keywords provided by the developer to the Theme/Doc
tool. These behaviours are referred to as “actions”. Strictly
speaking, any lexical string, including a non-functional re-
quirement, state, etc. can be made a “key-action” if it was
considered a candidate theme. However, we have found that
using actions is a good starting point for finding themes, and
that requirements that seem not to contain actions can often
be refined to include actions. The developer also provides
a set of key-entities as input. Entities can also encompass
resources. It uses these inputs to generate the Theme/Doc
views.
For this set of requirements, we identify six actions:
evaluation, display, determine, check-syntax (the whole
concept, not just the verb “check”), log, and grammar-
defined. We also identify nine entities: expression, variable-
expression, number-expression, plus-operator, minus-
operator, unary-plus-operator, unary-minus-operator, plus
and minus.
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2.3. Categorize Actions into Themes
Theme allows the individual design of different system
features. In Object-orientation, not all the nouns in a re-
quirements document are designed as objects or classes.
Similarly, in Theme, not all actions are designed as separate
features of the system: some actions are sub-behaviours of
other actions. In this step, we set out to identify the fea-
tures, or themes of the system, by identifying which actions
are major-enough to be modeled separately (once we get to
the point of modeling). For this, we use a Theme/Doc view
called the action view.
Figure 1 shows the action view for the Expression sys-
tem. An action view consists of two elements: actions,
shown as diamonds, and requirements, shown as rounded
boxes. If an action is mentioned in a requirement, there is a
line linking the action to the requirement.
In this view, we can either see requirements as labels
(their requirement number), or we can enlarge them to see
their content, as we have for R4. The action view is non-
hierarchical, so even though it looks as though some actions
are “higher” than others, this is just a coincidence of layout.
We use this view to determine whether actions should be
themes, or just behaviour (perhaps methods) within themes.
Deciding which actions are not major enough to be a theme
is a highly intuitive process. We scan these actions and
question whether it makes sense to have each of them as
a feature in our system. If they are not feature-worthy, we
demote them from our action view. The remaining “major
actions” will be our themes. The “log” feature makes sense
as a theme: it is something that we would, perhaps, like to
turn on or off, or at least model separately from the other
actions we see in the view. A “check-syntax” feature makes
sense for the same reason, as does a “display” feature, an
“evaluation” feature, and a feature centrally responsible for
defining the grammar (the “grammar-defined” theme). The
“determines” action, however, does not seem to be as strong
a potential theme as the rest. It is involved in two require-
ments, but in a relatively minor way and it seems hard to
imagine it as a collection of classes. It is more likely a sub-
behaviour: a method, rather than a feature in and of itself.
For this reason, we decide to demote “determines” from our
action view.
2.4. Identify Crosscutting Themes
We use the major action view to help us determine which
themes are base, and which are aspects. This view is made
up only of the major actions from the previous action view.
It is identical to the view shown in Figure 1 except the “de-
termines” node is removed.
Our focus in using this view is on the requirements that
are shared by more than one theme. If a requirement is
evaluation
R1
display
R2
check-syntax
R3
log
grammar-defined
R8 R9 R10 R11
R6
R4
R5R7
Figure 2. Clipped Action View
shared by two or more themes, we must decide which theme
should provide that functionality. Shared requirements flag
for us that we may have identified an aspect in our system,
since they imply that two themes cannot operate without
behaviourally relying on one another.
As we can see, some requirements are already associ-
ated with only one theme. It is straightforward to assume
that whatever functionality should be associated with those
themes. So, when designing the check-syntax theme we
know it should implement the functionality described in R3.
We begin our investigation by inspecting R4 (shown in
Figure 1) which is shared between several themes. We want
to ensure that we have not encountered a vaguely written
requirement that is masquerading as a shared one. So, we
check to see whether the requirement can be re-written into
several requirements that each refers to only one theme.
However, we can see that in this case the only possible re-
writing would be to break it into three sentences that each
mention log, and another of the themes (a log capability
that logs the evaluation activity; a log capability that logs
the display capability, etc). There is no re-writing that gets
a 1-1 relationship between themes and requirements: the
log feature must be overlaid on the evaluation, display, and
check-syntax features. This means that the log theme is an
aspect.
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We denote that the log theme crosscuts the other three
associating the shared requirement, R4, with it. This asso-
ciation clips the links from R4 to the other three themes. In
its place a grey arrow indicating a crosscutting relationship
is placed from the aspect theme to the base themes (Fig-
ure 2). It is the developer’s job to ensure that this 1-1 re-
lationship is achieved. If a particular shared requirement is
too ambiguous to make the association clear, then it is up to
the developer to revisit the requirements set, and resolve the
ambiguity.
There are no other shared requirements, so we can now
move on to examining our themes individually, and plan-
ning for design. The product of this process is referred to
as the clipped action view. The grey arrows in this view
indicate the crosscutting-hierarchy.
2.5. View Individual Themes
Themes (at this point a “major action” is the same as
a theme) can be viewed individually as well as grouped
in the action views. An individual theme view shows the
requirements associated with the major action, as well as
minor actions mentioned in the requirements. Key entities
are also shown individually in this view, as boxes. These
views are used to check that the associations were made
correctly when manipulating the major action view to form
the clipped view. They can also be used to determine how
themes should be modeled using Theme/UML [1].
3. Case Study
The goals of this case study were to test the Theme ap-
proach on a larger example, and perform preliminary as-
sessment of it in terms of effectiveness for finding aspects,
support for assessment of requirements coverage, and scala-
bility. We will first give a general description of the location
aware game that was the basis for the case study, and then
provide results and analysis.
3.1. Location Aware Game
The set of requirements used in this case study are those
for a location aware game called the Crystal Game, which
was developed in an independent research project. The
game has 89 requirements, so is roughly eight times larger
than the example provided in Section 2. The object of the
game is to collect crystals that are deposited throughout the
location. As a player moves around the game space, their
hand-held device will alert them when they have encoun-
tered a crystal. Computer-generated characters also take
part in the game. When a player encounters one of them,
they will interact and perhaps duel. When a player encoun-
ters another player, they will duel, and the loser will turn all
Figure 3. Game Action View: All Actions
of their crystals over to the winner. The game ends after a
specified time period. The winner is decided by how many
crystals each player has. There are other constraints and re-
quirements in this game which will be of interest and will
be described in later sections.
3.2. Results
In this section we review the steps we took to apply the
Theme approach to the Crystal Game requirements.
3.2.1. Finding Themes
We identified 59 actions in the game requirements, and
generated an action view to examine their relationships.
Based on intuition and some cursory analysis of the view,
we determined that all of these actions should not be mod-
eled as separate themes. Instead, we examined the view to
determine the relationships between the actions, to decide
how to group the actions into larger themes.
This was a mainly analyticial process, but it was sup-
ported by the action view. Because actions that share re-
quirements are displayed close to one another in the view,
we were able to examine closely located actions to assess
whether they should be grouped into a common theme.
We used the view shown in Figure 3 to perform such an
assessment. This figure shows the initial action view for the
game, with the centre portion of the view enlarged. The en-
larged view shows four actions, duel, wager, challenge and
meet. We examined the requirements they shared, consid-
ered the meaning of the actions, and determined that duel,
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Figure 4. Clipped Action View of Major Game Actions
wager, and challenge should all be grouped under the gen-
eral heading of duel, since players challenge one another to
duel, and wager crystals on the outcome of a duel. In that
case, we classified duel as being more major than wager
and challenge, which we saw as sub-actions of duel. The
meet action was connected to duel because when players en-
counter one another they duel. We examined requirements
shared by meeting and duelling and determined that since
they were not synonymous, they should not be grouped into
one theme. Later, we determined that duel and its sub-
actions should be grouped under the more major action,
set-task. In the end, we arrived at the view shown in Fig-
ure 4, which displays the 16 major actions which became
our themes. Of those actions, five are independent, while
others share requirements, and hence crosscut one another
in some way.
The clipping functionality of the tool helped us investi-
gate the major action view to determine which themes are
crosscutting and which are base. In the case of the prompt
theme this was straightforward. The prompt theme (shown
to the right of Figure 4) shared requirements with two other
themes, new-game and join-game. By examining the shared
requirements it could be seen that the prompting behaviour
crosscut these two themes.
As is visible on the left side of Figure 4, there are several
related themes. To determine which of those was cross-
cutting, we began by assessing the requirements between
the explore-mode and enter-location themes. We deter-
mined that explore-mode crosscut enter-location. By con-
tinuing to examine themes that shared requirements with
enter-location we further determined that room-mode was
crosscutting, as was give, accumulate, set-task, and dis-
play. We then examined the remaining shared require-
ments, and encountered themes that crosscut other cross-
cutting themes. For instance, the track-energy theme was
determined to crosscut set-task, room-mode and explore-
mode, all of which crosscut enter-location. There are five
themes that crosscut other crosscutting themes: display, set-
task, give, track-energy and accumulate.
3.2.2. Determining Composition Order of Themes
We used the crosscutting relationships shown in the
clipped action view (Figure 4) to determine the order of
binding. In this view, the themes are positioned hierarchi-
cally, based on whether they crosscut one another. The grey
arrows indicate which themes crosscut other themes. We
can see, for instance, that there are no grey arrows extend-
ing from enter-location, which indicates that it is base func-
tionality. To determine the binding order, we begin with the
lowest themes in the crosscutting-hierarchy, and work to the
highest, incrementally binding in one crosscutting theme at
a time. To determine what is first in the binding we iden-
tify the themes that crosscut only that theme (room-mode
and explore-mode), and placed those first, and second in
the binding order. The final bindings were done with the
“more” crosscutting themes: display, give and track-energy.
The very last binding is of accumulate, since it crosscuts
the give and track-energy themes. It is not intended that
establishing the aspect-base associations at the Theme/Doc
level guarantees that conflict-free theme composition at the
modeling stage. Theme/Doc is only intended to be used to
assist visualization of the relationships between elements of
functionality described in the requirements as opposed to a
design/model checker.
3.3. Analysis
In this section we discuss how the results of the appli-
cation of the Theme approach reflect on its effectiveness
at support for aspect identification, requirements coverage,
and on its scalability.
3.3.1. Effectiveness of Support for Aspect Identification
Through the application of the Theme approach, we
were able to identify eight aspects: explore-mode, room-
mode, accumulate, track-energy, give, set-task, display and
prompt. Had we carefully read the requirements document
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we may have identified seven of these behaviours as as-
pect behaviours since they provide tracking or logging style
functionality. However, it is unlikely that we would have
identified the give functionality as an aspect because men-
tions of the give action are spread throughout the document,
and it might have been difficult to recall that the same ab-
stract behaviour is occurring with relation to different sys-
tem features. Also, since in the document text it is described
as a consequence of other actions, such as meeting, and
duelling, it is possible that we would have automatically
thought of give as a method in those actions. It wouldn’t
have been until we were modelling or implementing it that
we would have noticed its crosscutting nature.
We also found our approach effective support for deter-
mining the binding order for multiple crosscutting themes.
This may be otherwise difficult to determine.
3.3.2. Requirements Coverage
We were initially concerned that it may be difficult to
assess whether all the requirements have been associated
with a theme. We noted that the action view can be used
to monitor requirements coverage, because if a requirement
is not associated with a theme it is orphaned in the view.
By orphaned, we mean that only the sentence record for the
requirement appears, without being linked to a diamond-
shaped action. We found that a requirement could be or-
phaned in two ways. Orphans can appear in the initial action
view if the requirement contains no key actions. This may
happen if it refers to another action, but does not mention
it explicitly. By inspecting the requirement we can iden-
tify the requirement’s original location in the text, and can
read the requirement in context to determine to which ac-
tion it refers. The other way orphans can appear is when
forming the major action view. As major actions are iden-
tified, they are added to a new list of keywords. The minor
actions that have been grouped under the major action will
be annotated so that they will be linked to the major action
in the view. Minor actions that are not grouped with ma-
jor actions will disapear, and their requirements will appear
to be orphaned. We systematically visited the orphaned re-
quirements to determine whether any of their minor actions
should be promoted to major, or whether to group those re-
quirements under other major actions.
3.3.3. Scalability of Action Views
When applying Theme/Doc, actions are classified into
two types: major and minor. Major actions become themes,
while minor actions were slotted to become methods within
a theme. This approach has essentially provided two
“zoom-levels” of action view: a developer can zoom-in to
see all the actions, or can zoom-out and just see the ma-
jor actions. This approach worked very well with the small
Expression example, and was very useful for the Crystal
Game.
However, were we to scale the requirements further,
it would be necessary to apply other approaches, since it
would not be feasible to fit an entire major action view for
a very large system onto a screen or a page. In this case,
query functionality is needed to form sub-views that could
be examined separately from the entire action view. Ad-
ditionally, it would likely be useful, in a larger system, to
provide more degrees of zooming so at some level the en-
tirety of the system could be seen in one view.
4. Discussion
In this section, we provide discussion of issues we noted
while performing our case study.
4.1. Synonyms
Synonyms are handled through a synonym dictionary
which, for the sake of the action view, automatically aug-
ments the requirements text so that the correct associations
will be made. This is more complicated when two words
are the same but have different meanings in terms of the
system. For instance, the term give was used in the Crystal
Game not only for giving crystals, but also for giving au-
dio and visual signals to players. The action view helped
identify instances where this occured, because the common
action brought together other actions which, upon analy-
sis, should not be linked. For instance, the common term
give brought closer together accumulate and prompt. We
could intuit from having read the requirements document
that these two actions should be unrelated. When inspect-
ing the relationships around the give action, it was clear that
the term was being used in different senses. We then used
the annotation feature of the tool to replace the audio sense
with the term give-audio. These annotations are not shown
in the theme view.
4.2. Ambiguities Found in Requirements
We found that the Theme approach helped us iden-
tify ambiguities in the original requirements specification.
While refining the 59 actions into the 16 themes we found
that there were subtle ambiguities in the initial requirements
document. For instance, we found that it was not explicitly
mentioned how crystals were collected by a player, unless
the crystal was actually given to them by another player or
a game character. One requirement mentioned picking up
crystals (“a player explores the world and picks up crys-
tals”), and another mentioned the accumulation of crystals
(“a player collects crystals by discovery in a location, or
when a player or character gives one to them.”) Though it
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was implied, there was no specific description of a player
actually picking up a crystal when they discover it in a lo-
cation. This subtle ambiguity was discovered when we saw
that the pick-up action, and the collect action were not lo-
cated close to one another in the view shown in Figure 3,
though we knew intuitively that they should be related.
This was highlighted because the collect action was closely
placed to the give action.
4.3. Evolution of Requirements
Neither our example nor our case study considered what
would happen were the requirements to change over time.
There are two situations in which requirements can change:
during the requirements gathering and analysis stage, or af-
ter modeling has begun. In the former situation, the evolu-
tion can be handled by re-generating the views for the set of
requirements, and deciding which themes the new require-
ments should fall under. A developer would follow the same
process as outlined for the original requirements set for the
new or changed set of requirements. This is also a possibil-
ity in the latter situation, after modeling has begun.
5. Related Work
There have been several efforts in capturing and relating
aspect-oriented requirements [9, 11, 4, 8, 7, 6, 2]. Here we
consider the two which relate most closely to the Theme
approach.
Rashid et al [8] provide the AORE (Aspect-Oriented Re-
quirements Engineering) model and ARCaDe (Aspectual
Requirements Composition and Decision support) approach
and tool for describing components and requirements-level
aspects. Examples of these aspects are compatibility, avail-
ability, or security. This work builds on the ViewPoints
model [5], which is intended to support the integration of
heterogeneous requirements specified from multiple per-
spectives. An early stage in the AORE model is the identi-
fication and specification of concerns. The approach to this
differs from the Theme approach to concern identification
in that it relies on the domain knowledge of the developer
to identify possible non-functional requirements to be taken
into account when implementing a particular requirement.
Those concerns are not explicitly mentioned in the require-
ments specification; it is up to the developer to ascertain
their relevance on their own. We see this as a complemetary
approach to our own. Such domain knowledge will always
play a large part in system design. The Theme/Doc ap-
proach aims to support the analysis of relationships between
behaviours described in requirements specifications. It is
possible that the Theme/Doc approach to aspect identifica-
tion could be used during the concern identification phase
of AORE, or could support AORE’s extension to include
functional as well as non-functional requirements.
Katera and Katz [7] propose architectural views of as-
pects as a means for reasoning about the relationships
among aspects in a system. They describe aspects as cross-
cutting augmentations to an existing design. In particular,
they allow for specification of the overlap between aspects
through the concept of a sub-aspect that provides the over-
lapping functionality, and they make relationships between
aspects explicit. A UML approach is given to support these
views which differs from the Theme/UML approach: it pro-
vides additional architectural support for aspect modelling
to that provided by Theme/UML, and it uses aspect map-
pings rather than multi-dimensional composition style se-
mantics. Theme/Doc could be integrated into this approach
since the relationships exposed between behaviours in a set
of requirements could be used to establish the behaviours
between aspects and sub-aspects in this approach, as well
as support the identification of functionality shared between
components.
6. Conclusions
In order to identify aspects in a set of requirements, we
need to see how behaviours described in the requirements
relate to one another. In this paper we have presented
Theme/Doc, which provides views of requirements speci-
fications that are intended to expose relationships between
behaviours in requirements. Our case study showed that
this approach is effective in helping to identify aspects in re-
quirements, and helped us identify functionality that would
enhance the scalability of the approach.
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Problems, Subproblems and Concerns
Position Paper submitted to
Early Aspects 2004
Michael Jackson
Abstract. Inevitably, aspect-oriented programming has focused on solutions; ‘early aspects’
aims to focus on problems. This position paper sketches how problems may be understood
from a perspective based on problem frames. Problem analysis from this perspective reveals
structural issues in a clearer light. It leads to a need for composition, both in the problem world
and in the solution world. The goals of aspect technology would be clarified by such analysis,
and the aspect technology may in turn offer some power in understanding and implementing
the compositions.
1. The Machine and the Problem World
The goal of a software development is to produce a system to satisfy some requirement. The
system may be regarded as having two fundamentally distinct parts. The machine consists of
the software to be built, executed by one or more general-purpose computers. The problem
world is where the problem is located: it is here that the machine’s behaviour will take effect
and the success of the system must be evaluated. Essentially, the problem world is given1;
the machine is what we must construct. This view [Jac00] can be represented in a simple
diagram:
The interface a consists of a set of shared phenomena (for example, events and states)
by which the machine can detect the behaviour and state of the problem world and can
affect the problem world through its control of some of those shared phenomena. The
requirement is a condition on the behaviour and states of the problem world whose
satisfaction the machine must ensure. The requirement is expressed in terms of a set of
phenomena b. In general these phenomena b are distinct from the phenomena of the
interface a: the requirement, therefore, can not be expressed solely in terms of the behaviour
and properties of the machine. It follows that satisfaction of the requirement depends not
only on the specification of the machine’s behaviour at a, but also on the causal properties
of the problem world by which the machine’s behaviour at a can be guaranteed to produce
the required effects in terms of the problem world phenomena b.
The early development stages2 must therefore include explicit articulation of the
requirement, detailed specification of the appropriate machine behaviour at interface a, and
identification and description of those properties of the problem world on which the
specified machine will rely to ensure satisfaction of the requirement.
                                                          
1 That is, the causal and structural properties of the problem world are given, and some of its behavioural
properties. It is usually the purpose of the machine to alter the problem world’s behaviour within the given
constraints.
2 That is, the conceptually early stages. No position is being taken here on the temporal ordering of
development activities.
 The
Machine
Problem
World
The
Requirement
a b
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2. Problem Decomposition
Since any realistic system will be too large and complex to handle as a whole, developers
need ways of structuring that will allow them to master its size and complexity. Three
interrelated structures are immediately identifiable:
· The requirement may be decomposed into subrequirements. For example, the
requirement “provide lift service” may be initially decomposed into “service user
requests” and “maintain safe operation”.
· The problem world may be decomposed into domains. For example, the problem world
of the lift control system may be decomposed into “users”, “buttons”, “lift mechanism”
and “doors”.
· The machine may be structured into submachines. For example, there may be one
submachine devoted to scheduling lift service, another devoted to detecting
malfunctions of the lift winding gear, and a third devoted to emergency action.
These decompositions may be understood as facets of the decomposition of the whole
problem into subproblems. A subproblem is itself a problem, in the sense that it has a
machine, a problem world and a requirement. The problem world for a subproblem is some
projection of the problem world of the whole problem. For example, the problem world for
the “maintain safe operation” suproblem may have only the “lift mechanism” and “doors”
domains, and only certain phenomena and properties of those domains: the “users” and
“buttons” may be irrelevant.
3. Subproblem Concerns
A central advantage of this kind of decomposition is that subproblems can be restricted to
known problem classes, each characterised by a problem frame. Object patterns [Gam94]
capture classes of design solutions; problem frames may be thought of as patterns in the
problem space. Because each subproblem is of a familiar and documented class, the
concerns it raises can become, over time, fully documented and well known to all competent
developers. These concerns may be associated with particular types of problem domain, of
requirement, or of relationship between the machine and the problem domains.
When the concerns associated with a problem are well known and documented,
development can become more reliable. Many of the failures described in the literature on
risks in computer-based systems—for example, in the work of Neumann[Neu95]—stem
from neglect of concerns that should have been immediately recognised. Two examples of
such concerns are:
· Initialisation. When software execution begins it is—typically—necessary to ensure that
the machine and the problem world are in corresponding initial states. A failure of this
kind led to friendly fire deaths in the Afghanistan war [Was02]3.
· Identities. When a problem domain contains multiple instances of an entity type, care is
needed to ensure that the machine interacts on each occasion with the appropriate
instance. A failure of this kind either led to, or contributed to, at least one air crash in
which many people died [Neu95 pp44-45]. Failure to address an identities concern is so
common in certain engineering fields that its symptom—‘cross-wiring’—has an
established name.
By structuring in terms of subproblems of known types, with known concerns, the developer
can more readily apply the corpus of existing knowledge to their analysis and solution.
                                                          
3 I owe this illustration to Steve Ferg.
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4. Subproblem Composition
Decomposition alone is never enough: it is always necessary to recombine the decomposed
parts. At first sight it may seem that subproblem requirements can be combined by logical
conjunction, and subproblem machines by concurrent execution: subproblem domain
projections need no composition because they are projections of an already composed
physical reality, and software implementation demands no more than a mechanism for
appropriate distribution of shared events.
 However, this optimistic view is far too simple. Wherever two subproblems have
problem domain phenomena in common there is a potential interaction that must be
appropriately handled in the composition. Three examples of these composition concerns
are:
· Interference. This is a well-known concern. Wherever there are two machines, one
controlling phenomena in a common domain and another monitoring the domain state—
that is, a writer and a reader—some form of mutual exclusion may be necessary.
· Interleaving. Consider a one-way traffic light system in which the schedule of light
phases can be edited at a console by a privileged operator: the two subproblems, editing
and using the schedule, must be interleaved. In addition to avoiding interference it is
also necessary to ensure that the changeover between two valid schedules does not give
rise to an invalid sequence—for example, one in which a green light for northbound
traffic is followed immediately by a green light for southbound traffic.
· Conflict. Two subproblems may require contradictory effects in the domain. For
example, the requirements “service user requests” and “maintain safe operation” may be
in conflict when an equipment fault is detected. The requirement to service user requests
demands that the motor be turned on in order to move the lift car in response to a
request; but the requirement to maintain safe operation may demand that the motor be
switched off and the emergency brake applied to prevent further movement of the lift
car.
The composition task, then, may demand introduction of an appropriate communication
mechanism, or the choice and enforcement of requirement precedence to resolve conflict, or
even the recognition and analysis of the composition itself as an additional subproblem.
5. Why Defer Composition?
At first sight, the composition task may seem to be a self-inflicted wound. Why adopt an
analysis and decomposition technique that gives rise to an apparently gratuitous additional
difficulty? The answer, of course, is that the difficulty of composition is neither gratuitous
nor additional. The difficulty is always there: the issue is simply whether the composition
concerns should be dealt with earlier or later—before or after the subproblems have been
identified and analysed. Here we advocate that composition should be deferred until the
subproblems to be composed have been thoroughly understood.
Premature composition is the source of much unnecessary complexity in software
development, because it forces the treatment of each subproblem—whether separately
recognised or not—to address both the subproblem’s own concerns and the composition
concerns in which it participates. The developer’s view of the subproblem is polluted and
confused by the composition concerns, and in this way important specific subproblem
concerns can more easily be left unrecognised and neglected.
Deferring composition, by contrast, reveals the subproblems in their pure forms, in
which they correspond more exactly to the patterns defined in their problem frames.
Documented relevant knowledge of the concerns associated with each class of subproblem
can therefore be more reliably applied. Deferring composition also allows the composition
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concerns themselves to be addressed in a context in which the composition task itself is well
defined because the components to be composed—the subproblem requirements, machines,
and problem domains—have been adequately captured and analysed.
The argument underlying this approach has a clear relevance to the consideration of
aspect orientation in general and of early aspects in particular. It is no distortion to say that a
fundamental motivation of aspect orientation at any stage of development is to separate
consideration of the parts from consideration of how they should be, and can be, composed.
This motivation is given particularly clear and salient expression by the use of problem
frames for requirements and problem analysis.
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Abstract 
 
In this paper we build on our work already produced on 
advanced separation of concerns for requirements 
engineering by adding two main ideas: (i) the integration of 
catalogues to help identifying and specifying concerns and 
(ii) improve the composition rules by informally defining 
some new operators. 
 
1. Introduction 
 
Separation of concerns refers to the ability of 
identifying, encapsulating and manipulating parts of 
software that are crucial to a particular purpose [5]. 
Separation of concerns reduces software complexity and 
enhances understandability and traceability throughout the 
development process. It minimizes the impact of change 
promoting evolution.  
Non-functional concerns, such as response time, 
accuracy, security and reliability, are properties that affect a 
system as a whole. Existing approaches to deal with non-
functional concerns have some limitations due to the 
diverse nature of these concerns. Moreover, most 
approaches handle non-functional concerns separately from 
the functional requirements of a system. This shows 
evidence that the integration is difficult to achieve and 
usually is accomplished only at the later stages of the 
software development process.  
Another problem is that the current approaches fail in 
addressing the crosscutting nature of some concerns, i.e. it 
is difficult to represent clearly how these concerns can 
affect several requirements simultaneously. Since this is not 
supported from the requirements stage to the 
implementation stage, some of the software engineering 
principles, such as abstraction, localization and 
modularisation, can be compromised. Furthermore, the 
resulting system is more difficult to maintain and evolve. 
This paper builds on our work already produced on 
advanced separation of concerns for requirements 
engineering. In [2], and improved version of [3], we have 
presented an approach for requirements engineering to 
identify, specify and integrate concerns, including 
crosscutting concerns. In those papers, we proposed the 
concepts of match point, dominant concern and 
composition rule. The novelty introduced here is, on the 
one hand, the use of catalogues, such as the NFR 
framework [4] to help identify and specify concerns and, on 
the other hand, a refinement of the composition rules by 
using some new operators inspired in the LOTOS operators 
[1].  
The rest of this paper is organised as follows. Section 2 
gives an overview of our model, and discussing its main 
activities. Section 3 applies the approach to a subway 
system. Finally, Section 4 draws some conclusions and 
points out directions for future work. 
 
2. A model for separation of concerns at RE 
 
A generic model to handle separation of concerns during 
requirements engineering is depicted in Figure 1. It is 
composed of four main tasks, as: identify concerns, specify 
concerns, identify crosscutting concerns and compose 
concerns. 
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Figure 1: A model for separation of concerns at RE 
 
Despite the direction of the thick black arrows, 
indicating forward development, an iterative and 
incremental process should guide the model. 
Task1: Identify concerns . A concern is any matter of 
interest in a system, i.e., it is a goal or a set of properties 
that the system must satisfy. The identification of concerns 
is accomplished by undertaking a complete and exhaustive 
analysis of the documentation and any other information 
provided by the system’ stakeholders. (Stakeholders are all 
the people that have a direct or indirect influence in the 
system under study. They may be users, clients, managers, 
developers, etc.) 
We believe that requirements elicitation can be 
accomplished by using any of the existing techniques. 
However, so far we have only studied the use of viewpoints 
[8] and UML [7]. While some techniques emphasize the 
main functions that the future system should implement 
(e.g. use cases [10]), others emphasize constraints and 
certain properties that affect the whole system (e.g. the 
NFR framework [4]). To alleviate the onus of the 
identification of the broadly scoped requirements we 
propose the use of existing catalogues, such as the NFR 
framework [4].  
Each concern should be registered in a template as 
depicted in Table 1.  
Table 1: A template to describe concerns 
Name The name of the concern. 
Source Source of information, e.g. stakeholders, 
documents, domain, catalogues and business 
process. 
Stakeholders  People that need the concern in order to use 
the system. 
Description  Explains the intended behaviour of the 
concern. 
Classification Helps the selection of the most appropriate 
approach to specify the concern. For example: 
functional, non-functional, goals. 
Contribution Represents how a concern can be affected by 
other concern. This contribution can be 
positive (+) or negative (-) 
Priority  Expresses the importance of the concern for 
the stakeholders. It can take the values: Very 
Important, Important, Medium, Low and Very 
Low. 
Required 
concerns 
List of concerns needed by this concern. 
 
The outcome of Task 1 is the completion of the rows 
Name, Source, Stakeholders and Description. The 
remaining rows will be filled during Task 2. 
Task 2: Specify concerns . This task is divided into four 
subtasks: apply the approach that better specifies each 
concern; identify contributions between concerns so that 
conflicts can be detected; identify priorities; the list of 
concerns needed by which concern to accomplish its 
behaviour. Besides completing the re maining unfilled rows 
in each template, these subtasks will produce auxiliary 
documentation generated by the chosen specification 
techniques (e.g. use cases, viewpoints, interdependency 
graphs).  
Task 2.1: Specify concerns using the best approach. We 
may use any of the existing techniques for requirements 
specification. In certain cases a choice may have been done 
during Task 1, especially if particular techniques have been 
used to help the elicitation process. If so, we should build 
any models or other documentation proposed by those 
techniques. Based on this we can fill the Classification row 
in Table 1.  
Task 2.2: Identify contributions between concerns. A 
contribution relationship between two concerns defines the 
way in which one concern affects the other. This 
contribution can be collaborative (or positive) and is 
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represented by “+”, or damage (or negative) and is 
represented by “-“. This information is added to the 
Contribution row in Table 1. It is based on this information 
that we will be able to detect conflicts between concerns. 
Task 2.3: Identify priorities. For each concern we need 
to identify its degree of importance in the system. This is 
done with the stakeholders’ help. This information is added 
to row Priority in Table 1. 
Task 2.4: Identify required concerns. This provides the 
list of concerns that the concern under study concern needs 
to accomplish its role. If this concern does not require any 
other concern the keyword <none> is used. 
Task 3: Identify crosscutting concerns . A concern is 
crosscutting if it is -required by more than one other 
concern. This task is accomplished by taking into account 
the information in rows Required concerns and 
Descriptions of the template describing that concern.  
Task 4: Compose concerns . The goal of this task is to 
compose all the concerns so that the developer can get a 
grasp of the whole system. In this paper we will focus our 
attention to the composition of those concerns that are 
crosscutting, as the non-crosscutting ones bring no new 
problems. To guide the composition, we propose four 
subtasks: identify match points, identify conflicts, identify 
the dominant concern, and define the composition rules.  
Task 4.1: Identify match points. Based on row Required 
concerns in Table 1 we identify the points where the 
composition will take place, i.e. the match points. A match 
point tells us which crosscutting concerns should be 
composed with a given concern. This can be better 
illustrated with a bi-dimensional table of Stakeholders X 
Concerns (see Table 2). Each cell is filled with the list of 
crosscutting concerns (denoted CCi) that affect a given 
concern and represents a match point (denoted MPi). One 
composition rule must be defined for each match point. 
Table 2: Match points identification 
        Concerns 
Stakeholders 
Concern1 … Concernm 
Stakeholder1 CC1, CC2 (MPA)  CC2, CC5  (MPJ) 
Stakeholder 2 CC1, CC3 (MPB)   
… …   
Stakeholder n   CC3, CC5 (MPZ) 
 
Task 4.2: Identify conflicts. This subtask supports the 
identification of conflicting situations between concerns. 
For a given match point we need to analyse if any of the 
involved crosscutting concerns contribute negatively to any 
other (based on the Contribution row in Table 1). Concerns 
contributing positively to other concerns raise no problems.  
Task 4.3: Identify dominant concern . This subtask helps 
solving the conflicts identified in the previous subtask and 
is based on Priority row of the template. If the priority 
attributed to each concern is different, the problem is not 
too difficult to solve, and the dominant concern is that with 
higher priority. However, if at least two crosscutting 
concerns have the same priority, a trade-off must be 
negotiated with the user. To guide the negotiation among 
users we propose the identification of the dominant 
crosscutting concern for a given match point. Therefore, if 
two or more crosscutting concerns exist in a given match 
point, with negative contribution and the same priority, we 
start by analysing two concerns first to identify the 
dominant, then take the dominant and analyse it with a third 
concern and so forth until we have taken into consideration 
all the crosscutting concerns. The result is the concern with 
higher priority between them all. Next we need to identify 
the second dominant crosscutting concern among the 
remaining concerns, and so on until we have a dependency 
hierarchy between all the concerns.  
The identification of the dominant concern is important 
to guide the composition rule.  
Task 4.4: Define composition rules. The composition 
rule defines the order in which the concerns will be applied 
in a particular match point. It takes the form: <concern> 
<operator> <concern>. The operators we propose are 
inspired on the LOTOS specification language [1]. In the 
descriptions below Ci denotes i
 th Concern: 
- Enabling (denoted by C1>>C2): This is a sequential 
composition and means that the behaviour of C2 begins 
if and only if C1 terminates successfully. 
- Disabling (denoted by C1[>C2): This is the disabling 
composition and means that C2 interrupts the behaviour 
of C1 when it starts its own behaviour.  This allows the 
representation of interruptions. 
- Pure interleaving (denoted by C1|||C2): This is a parallel 
operator and means that C1 evolves separately from C2. 
It represents concurrent composition without 
interaction. 
- Full synchronization (denoted by C1||C2): This is 
another parallel operator and means that the behaviour 
of C1 must be synchronized with the behaviour of C2. It 
represents concurrent composition with interaction. 
A composition rule can be defined based on simpler 
composition rules, separated by one of the above operators. 
We will use brackets, “(“ and “)”, to attribute priorities to 
the operators.  
 
3. Applying the approach to a case study 
 
The case study we chose is based on the Washington 
subway system: 
“To use the subway, a client has to own a card that must 
have been credited with some amount of money. A card is 
bought and credited in special buying machines available in 
any subway station. A client uses this card in an entering 
machine to initiate her/his trip. When s/he reaches the 
destination, the card is used in an exit machine that debits it 
with an amount that depends on the distance travelled. If 
the card has not enough credits the gates will not open 
unless the client adds more money to the card. The client 
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can ask for a refund of the amount in the card by giving it 
back to a buying machine.” 
Task 1: Identify concerns . Based on the requirements 
given above, we could think that the system has to offer the 
following concerns: BuyCard, LoadCard, RefundCard, 
EnterSubway and ExitSubway. 
Different types of methods are used to specify functional 
requirements. Use case driven approaches describe “the 
ways in which a user uses a system” that is why use case 
diagram is often used for capturing functional requirements 
[10]. The concerns listed above are not too difficult to 
identify, if we think in terms of uses cases, for example. 
Other concerns can be identified based on the NFR 
catalogue [4]. For each entry in the catalogue, we must 
decide whether it would be useful in our system or not. For 
example, (i) Response Time, as the system needs to react in 
a short amount of time to avoid delaying passengers; (ii) 
Accuracy, as only right amounts should be debited from, or 
credited to a card; (iii) Multi-access, so that several 
passengers can use the system concurrently; (iv) 
Availability, as the system and the machines must be 
available when the subway is open; (v) Security, as card 
information must be protected against illicit actions. 
For each of these concerns we fill rows Name, Source, 
Stakeholders and Description in a template. Here we show 
only the templates that will help us illustrating concerns 
that are crosscutting and a situation of possible conflict. 
The concerns chosen are Enter Subway (Table 3), Response 
Time (Table 4) and Availability (Table 5). 
Task2: Specify concerns. Concerns are specified using 
the following three subtasks. 
Task 2.1: Specify concerns using the best approach. 
Apply the techniques that best suite the specification of the 
concerns encountered. In Task 1 we have already made a 
choice when identifying concerns. Therefore, we should 
specify the first five concerns using use cases (through 
scenarios, for example) and the rest of the concerns using 
Softgoal Interdependency Graphs (SIG) [4]. SIG is a 
hierarchy graph of softgoals (i. e. non-functional concerns) 
that shows the interdependencies between them.  
Let us considerer the simple situation where only the 
actor Client is handled.  The corresponding use case 
diagram is illustrated in Figure 2, where the use cases 
EnterSubway, ExitSubway and LoadCard have been refined 
to factorize the common functionality ValidateCard. 
 
RefundCard
BuyCard
Client
EnterSubway
ExitSubway
ValidateCard
<<include>>
<<include>>
LoadCard
<<include>>
 
Figure 2. The use case diagram of the Subway System 
Nodes of a SIG are (non-functional) concerns, and are 
represented by clouds, and the lines represent 
decompositions (of a given concern into its sub-concerns). 
When all sub-concerns of a given concern are needed to 
achieve that concern, an AND relationship is defined with 
an arc connecting the lines (see Figure 3). (A situation 
where not all the sub-concerns are necessary to achieve the 
concern, an OR relationship, is defined with two arcs 
linking the decomposition lines.) 
Availability  
[Machine] 
Security 
EnterSubway 
Integrity 
[Card Data] 
Accuracy 
[Card Data] 
Completeness 
[Card Data] 
Validation 
[CardData] 
+ 
Figure 3: Security specification for EnterSubway 
In this case Integrity and Availability are both needed to 
achieve Security, and therefore an AND relationship is 
required. Furthermore, Accuracy and Completeness are 
needed to achieve Integrity. Notice that a subject matter is 
added under the concern name. A  subject matter is the topic 
addressed by the non-functional concern. This means that in 
Figure 3, Security is being handled for EnterSubway, 
Integrity, Completeness and Accuracy must be guaranteed 
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for Card Data and Availability needs to be guaranteed for 
Machine. Additionally, Card Data Accuracy may be 
satisfied with a Validation Card Data procedure, i. e. a 
possible design solution to satisfy the concern. This is 
known as operationalization [4] and is represented with a 
thick dark cloud and an arrow with a positive sign. Other 
operationalizations can be proposed for the other concerns. 
Task 2.2: Identify contributions between concerns. For 
each concern we must identify its contribution to other 
concerns and fill the Contribution row in the template. 
Based on the NFR catalogue, we could, for example, say 
that Availability has a collaborative (+) contribution with 
Multi-access and a damage (-) contribution with Response 
Time (See Table 5). 
Task 2.3: Identify priorities. In this task we identify the 
importance of each concern to the system. This information 
is added to the Priority row. 
Task 2.4: Identify required concerns.  Lists all the other 
concerns required to accomplish the behaviour of the 
concern being specified. This information is added to the 
Required concerns row.  
At the end of this task, the template of each concern is 
complete. 
Table 3: Enter Subway template 
Name EnterSubway 
Source Stakeholders, set of initial requirements, 
knowledge of the system  
Stakeholders  Client, owner of the system 
Description  To initiate the trip the client inserts his/her 
card in an entering machine. The system 
checks the card and registers an entrance.  
Classification Functional 
Contribution <none> 
Priority  Very Important  
Required concerns Response Time, Accuracy, Security, 
Availability, ValidateCard. 
Table 4: Response Time template 
Name Response Time 
Source Stakeholders, set of initial requirements, 
NFR catalogue, knowledge of the system 
Stakeholders  Client, owner of the system 
Description  The system has to react in time in specific 
situations, for instance to enter the subway, 
exit the subway. 
Classification Non-functional 
Contribution (-) Security, (-) Multi-access 
Priority  Very Important  
Required concerns <none> 
Table 5: Availability template. 
Name Availability 
Source Stakeholders, set of initial requirements, 
NFR catalogue 
Stakeholders  Client, owner of the system 
Description  All the machines of the system need to be 
accessible from 6am to 2am. For instance, 
to enter subway, exit subway, buy card, 
load card and refund card. 
Classification Non-functional 
Contribution (+) Multi-access, (-) Response Time 
Priority  Very Important  
Required concerns <none> 
 
Task 3: Identify crosscutting concerns. Looking at 
rows Required concerns and Description  we can identify 
crosscutting concerns. For example, Response Time is 
crosscutting because it is required in EnterSubway and 
ExitSubway. ValidateCard, on the other hand, is also 
crosscutting, as it is required in EnterSubway, LoadCard, 
and ExitSubway (see Figure 2). Other crosscutting concerns 
are: Availability, Multi-access, Security and Accuracy.  
Task 4: Compose concerns. The goal here is to 
compose all concerns to obtain the whole system. During 
this process conflicts may be identified.  
Task 4.1: Identify match points. This is accomplished by 
building the match points table (see Table 6).  
Table 6. Identification of match points (AC: Accuracy; MA: 
Multi-access; RT : Response Time; S : Security; AV: Availability, 
V:ValidateCard) 
         Concern 
 
Stakeholder 
 
EnterSubway 
 
BuyCard 
 
ValidateCard 
 
… 
Client RT, S, AC, 
AV, V  
(MPA) 
S, AC, 
AV 
(MPB) 
AC  
 
Task 4.2: Identify conflicts. When the same cell lists 
more than one crosscutting concern we must verify the 
contribution between them. For example, in our case study 
the MPA match point has five concerns. As we identified in 
Task 2.2, Availability and Response Time, for example, 
contribute negatively to each other, i. e. they constrain each 
other’s behaviour, and they may generate a conflict.  
Task 4.3: Identify dominant concern. To solve the 
possible conflicts identified above, we need to verify the 
priority of each concern involved. Let us only deal with 
Availability and Response Time. As both have the same 
priority (Very Important) we need to negotiate a trade-off 
with the system’s stakeholders. Supposing that the priority 
of Response Time is decreased, Availability becomes the 
dominant concern in MPA.  However, as Availability is a 
sub-concern of Security, we need to make clear if Security 
is also dominant with respect to Response Time. What 
makes sense in this situation, and because Security is 
composed of two sub-concerns (Availability and Integrity), 
is to guarantee Availability first and only at the end 
guarantee Integrity. On the other hand, Response Time 
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concern is needed during, i.e. it wraps, Accuracy and 
EnterSubway concerns.  
Task 4.4: Define composition rules. A composition rule 
for MPA could be defined using the operators described 
above as follows: 
( Security.Availability  
  >> ( (ValidateCard >> EnterSubway) 
      ||  
       ResponseTime  
      ||  
       Security.Integrity.Accuracy 
     ) >> Security.Integrity 
) [> ErrorHandling 
 
Noticed that this expression should not be looked at as a 
formal LOTOS behavioural expression, since at this level 
of abstraction we cannot really talk about the “behaviour” 
of a concern. Our main goal is basically to give the idea of 
the order in which the concerns should be satisfied. With 
this in mind, we could then informally say that after the 
successfully satisfaction of Availability, Response Time, 
EnterSubway and Accuracy must synchronize and be 
satisfied in parallel. Notice that EnterSubway can only be 
satisfied after the successful satisfaction of ValidateCard. 
Only after this will Integrity be satisfied. If something goes 
wrong during the composition process, the system must be 
able to handle the errors raised. Here we represent this 
situation by defining the concern ErrorHandling that has the 
capability to interrupt any of the concerns involved by the 
disable operator. (Notice that we are using the “.” notation 
to represent a sub-concern of a given concern, e.g. 
Security.Integrity.)  
 
4. Conclusions and future work 
 
This paper presents a model to handle advanced 
separation of concerns during requirements engineering. It 
extends the work presented in [2] and [3] in two ways. 
First, it proposes the use of catalogues to help in the 
identification and specification of concerns. The catalogue 
we have mainly used is the NFR framework. Second, it 
explores a refinement of the composition rules, by using a 
set of operators based on the LOTOS major operators.  
There are still several problems we need to address in 
our approach. The major problem we need to investigate is 
related to the composition rules. LOTOS is a formal 
specification language with a well-defined semantics. In 
this paper we started exploring the idea of LOTOS-like 
operators to specify composition rules. However, at the 
moment we cannot rigorously talk about a concern’s 
behaviour, in order to then be able to write a valid 
behavioural expression. To solve this problem we need to 
(i) work on the decomposition of concerns in terms of 
responsibilities in order to be able to define composition 
rules at a finer level of granularity and (ii) study the 
operationalizations of non-functional concerns so that only 
non-functional concerns that are mapped onto functions or 
aspects are used in the composition rules. There will be 
others that will map onto a design decision, for example, 
and that will not be considered in a LOTOS-like 
behavioural expression [8]. The decomposition of concerns 
will help us study the level of granularity at which a 
conflicting situation can be handled. Another problem we 
need to further study is the ErrorHandling concern. We 
believe it is a necessary, but we know that it will be very 
difficult to specify. 
We are also planning to define a visual integrated 
notation. Finally, we would like to investigate the 
possibility of extending a LOTOS tool, Light, for example, 
to support the validation of the composition rules.  
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Abstract 
 
Aspects, such as safety, security and productivity play an 
important role in developing process control systems. These 
aspects need to be specified at requirements analysis level. 
Goal driven requirements analysis methods are well suited to 
trace the different aspects of software applications to the 
early design level. This paper illustrates how to use the 
GOPCSD tool in developing aspect-based process control 
applications. The GOPCSD tool adopts goal driven 
requirements analysis concepts and has been adapted from 
the KAOS method to address process control systems. The 
various aspects of the process control application are 
modeled using high-level goals within the requirements goal-
model. Although these goals are concerned with “soft” 
issues, the GOPCSD tool guides the user to specialize them 
to operational/functional sub-goals, assigned to 
(combinations of) appropriate agents. This can prepare the 
stage for the consistency and completeness checks offered in 
the GOPCSD tool to bring the different aspects together. The 
user will be able to reason about the why of the requirements 
units, as well as validate the overall operation of the process 
control application. Finally, the tool will automatically 
translate the corrected requirements into a B specification, 
which traces the early requirements aspects to the initial 
high-level design. 
 
 
1. Introduction 
 
The software industry has insinuated itself into many 
applications, reaching a considerable level of maturity 
in many areas. Consequently, the struggle in the 
software sector is turning towards the quality of the 
produced applications. Apart from product operation, 
issues such as how much safety, usability, security, 
mobility, and reusability the software products offer are 
gaining more attention from the client’s perspective. 
These quality aspects make one application preferable 
to another and, hence, encourage the client to choose it. 
As noted in [11], more effort should be paid to the 
quality aspects of requirements for the application. 
Hence, the software provider needs to pay equal 
attention to the quality of achieving client’s functions 
and the functions, themselves. This indicates the value 
of integrating quality attributes and operation of the 
software applications as early as at the requirements 
and user needs levels.  
Delaying the aspect requirements later to the 
design and implementation levels, without explicitly 
demanding them at the requirements analysis level, 
may result in potential conflicts with the original 
requirements, as well as operational elements of the 
design. In particular, this later stage of the development 
lifecycle may present difficulties in changing/altering 
the original requirements, which may in turn result in 
making the client unhappy. In addition, agreeing with 
the client only on the functional requirements may be 
likened to contracting one application and developing a 
different one. In fact, the functional requirements 
should be regarded as what the system should perform, 
whereas the quality aspects should affect the manner of 
this performance. For example, in a lift system, safety 
aspects can restrict the movement of the cabinet if the 
door is not closed. Thus, the specification of the 
functions and the restrictions enforced by qualitative 
aspects should be better specified at the same level. So, 
not only should the aspects not die, as in [23], at the 
implementation stages, destroying traceability, but 
aspects should also be alive from the beginning, at the 
user needs and system requirements stage. 
In the field of process control systems, quality 
aspects include safety, usability, security and 
economic. Neglecting one of these aspects in control 
applications would result in unsafe, insecure, or very 
expensive solutions, which will usually be rejected by 
the client. Although two control applications can 
perform the same functions, they may still differ in how 
much safety they offer, how easy it is to use them, or 
how much power they consume. This can make one of 
them more successful than the other.  
There has been considerable interst in dealing 
with aspects at the level of programming languages by 
supplying explicit language constructs to implement 
aspects: AOP [14], AspectJ [30], PROSE [27], [3], [5], 
ARCaDe [28], [29]. However, at the requirements and 
specification level, aspects are represented using 
appropriate language constructs, or are implicit in 
specifications of the safety, livens and fairness 
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properties, as in B [1, 4], VDM [13],  SMV [24] RSDS 
[18] and SCR [12].  
In [7], aspects within requirements goals were 
monitored at runtime; the implementation code had two 
main parts: one to fulfill the operational goals of the 
system and the other to monitor the aspects and their 
requirements. In Planguage (a programming planning 
language), Gilb in [11] has suggested some quantitative 
scales to be used to measure the quality aspects.  
To represent the aspects in the requirements level, 
the requirements model has to be able to trace these 
aspects from the level of client needs down to the early 
specification level, and then to the implementation 
level [6]. Moreover, the developed method should 
provide reasoning about the why of the various parts of 
the requirements, to validate the aspect-based 
requirements model as in KAOS [15]. In addition, an 
aspect-based development should provide an 
opportunity to evolve the requirements or change them 
later in response to the results of changing client needs 
and/or the results of analysis. 
One of the requirements approaches that devotes 
a high level of attention to traceability and 
understandability is goal driven methods, such as 
KAOS [15] and TROPOS [25]. In these methods, the 
requirements are represented in terms of hierarchies of 
goals called goal-models. Each goal represents an 
identified requirement, possibly an aspect, like safety, 
security or function. The main goal of each goal-model 
specifies the overall application and usually is refined 
to sub goals that represent different parts, modes, and 
aspects of the applications. The refinement process 
ends at terminal level, where each terminal goal is 
simple enough to be assigned to an agent to carry it out 
as an operation. These operations may be assigned to 
agents such as software components, humans or 
hardware devices. Since all higher-level goals are 
eventually realized as a combination of terminal goals 
operationalised by (combinations of) agents, higher- 
level goals representing aspects are transformed to 
operational goals realized by agents. This 
transformation of aspects to combinations of 
operational goals realized by combinations of agents is 
the key to aspect-based design provided by (some) goal 
oriented requirements methods like KAOS and 
GOPCSD. 
As a result, the aspects can be traced down from a 
high-level goal to the terminal goal level, where they 
can be translated to early design form, as a B 
specification [1], which is acknowledged as a suitable 
formal tool for designing reactive systems. This 
traceability from requirements to early design offered 
by the goal-models ensures Aspect Oriented Software 
Development (AOSD) will fulfill its goal of being a 
software engineering method, as noted in [5].  
Although the B method suits the design of process 
control systems, the formal logic and sophisticated 
mathematics of its formal language have hindered both 
its usability and understandability by users, such as 
process systems engineers, and restricted its use to a 
small part of the software engineering community. This 
demonstrates some interference of concerns between 
the systems engineer, as the client, and the software 
engineer, as the service provider. More informality 
should be allowed to the client to be able to express 
these quality aspects and the requirements method 
should not depend on deep knowledge of some specific 
design and implementation method and its possibly 
alien and unfamiliar formalisms and notations. Hence, 
some automated mapping should translate the agreed 
requirements to a formal design model, as noted in 
[21]. Thus, we were motivated to develop the 
GOPCSD (Goal Oriented Process Control Systems 
Design) tool [10] that adapts the goal driven 
requirements analysis method of KAOS [15, 16], but 
after some significant adaptations to fit the nature of 
process control systems.  
This paper consists of six sections. In section one, 
we introduced the research area. In section two, we 
briefly describe the GOPCSD tool, especially in 
relation to developing aspect-based requirements. In 
section three, we illustrate how to create aspect- based 
goal-models in GOPCSD, using some process control 
examples. Then, in section four, we show how to bring 
the different aspects together using the checks and tests 
offered in the GOPCSD tool. In section five, we use the 
animation utility offered by the tool to validate the 
corrected requirements after bringing the aspects 
together. Finally, in section six, we draw conclusions 
and suggest future directions for further work.  
 
2. The GOPCSD Tool 
 
The GOPCSD tool [10] has been developed to manage 
rationally the gap between the process control systems 
engineer’s pe rspective, as the client, and the formal 
specification level, supplied normally by a software 
engineer. To accomplish this; we have developed an 
integrated requirements development environment, 
where the process control requirements can be 
constructed using a provided library, structured in 
terms of hierarchies of goals, and then checked, 
corrected, validated and finally automatically 
translated to a B formal specification. In the following 
sub sections, we briefly describe the requirements 
elements to represent process control applications in 
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the GOPCSD tool and the development phases needed 
to complete the generation of a formal specification in 
B corresponding to the corrected requirements. 
2.1 Requirements Elements 
The goal-oriented requirements of any process control 
system will be represented within the GOPCSD tool by 
the following elements: 
 
2.1.1. The Components. In process control systems, 
components represent the physical parts of the 
applications, such as valves, robots, and deposit belts. 
The detailed specifications of each component, 
including its variables, agents and goal-models, are 
stored in the GOPCSD library. The systems engineer 
can create/edit the component details using the 
GOPCSD library manager. 
 
2.1.2. The Variables. Variables are considered as an 
essential part of formalizing the user requirements. In 
the GOPCSD tool, the application’s global state is 
usually described by a set of variables. Each of these 
variables has one of three types: input, output or 
intermediate. In the GOPCSD tool, the variables are 
associated with the high-level goal-model templates or 
the components, each of which the user can import 
from the library; however, the tool user can also create, 
edit, and delete variables from the application design 
space. 
 
2.1.3. The Agents. Agents are the objects that control 
the application parts and its local environment. Some 
of the agents can be part of the application to be built, 
like software interface programs for hardware parts, or, 
alternatively, they can be existing programs or 
hardware devices that will be responsible for 
accomplishing defined goals to fulfil the overall 
application operation. Agents can have one of the 
following three types: device, software and human. The 
main source of agents is via the user’s i mporting of 
components from the library. But, if it is required to 
declare agents apart from those associated with the 
components, the user can create, edit, and delete them 
from within the GOPCSD tool environment. 
 
2.1.4. The Goal-models. Goal-models constitute the 
main segments of the structured requirements; they 
represent the user requirements as a hierarchy of goals. 
Each goal-model starts with a main goal that has 
general scope; this main goal is usually refined to a 
number of sub-goals describing sub-parts, different 
aspects, or operation-modes of the application. Each of 
the goals within the goal model represents a qualitative 
or operational requirement; the tool supports informal 
descriptions of goals as well as formal descriptions 
based on temporal logic [22].  
2.2 Development Phases 
The GOPCSD tool covers the early development 
stages. It refines and formalises the abstract user’s 
needs to functional and formal specifications. After the 
user corrects and validates the requirements, the tool 
automatically generates a B specification. The tool has 
three development phases as follows: 
 
2.2.1. Phase One. In this phase, the GOPCSD tool 
guides the user to construct the requirements and 
structure them in terms of goal-model hierarchies. The 
tool offers the user two options to choose from or to 
integrate in constructing the requirements: to import 
from the provided library (this library is dynamic in the 
sense that the user can create components and 
templates and store them in the library for future use), 
or to create the requirements entities from scratch using 
the tool’s utilities. After importing the components and 
templates or creating them, the next stage is to refine 
the incomplete goals and to combine the separate high 
level goal-models, representing abstract operational 
and qualitative goals, with operational goal models 
corresponding to components, to arrive at a complete 
model where each terminal goal is assigned to an agent 
as an operational goal. When the user manages to 
construct a single goal-model specifying the entire 
application, the second phase of correct and debugging 
the goal-model can start. 
 
2.2.2. Phase Two. This phase checks the completeness 
and consistency of the requirements. The tool provides 
various checks to remove the major part of the 
requirements bugs. In addition, an animation utility is 
offered to validate the requirements by executing the 
goal-model corresponding to the application. Thus, the 
application performance can be portrayed for the client 
before generating formal specifications and 
implementations. The tool enables the user to stimulate 
the system by changing the values of input variables 
and mimicking faults and delays in the different 
components.  
 
2.2.3. Phase Three. This is the third and final phase of 
generating formal specifications. After the goal-model 
has been checked and modified, the tool can 
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automatically generate general “use case”-like 
operations that each has an associated pre- and post- 
condition and a responsible actor (one of the 
application’s agents) to perform the operation. The 
GOPCSD tool also generates a B formal specification. 
The generated B machines will be documented using 
the informal description of the requirements elements 
supplied by the systems engineer. 
 
Fig. 1, the goal model of the gas burner system 
2.3 The GOPCSD Tool Support for AOSD 
The various aspects of the process control application 
requirements will be represented as high-level 
conjunctive goals. Aspect keywords, such as safety, 
productivity, etc., will be written explicitly within the 
informal description of the high-level goals. The sub 
goals of one aspectual goal will inherit the aspect from 
their parent goal. The non-aspectual high-level goals 
will be concerned with the normal operation of the 
system, and will usually be grouped under one high-
level goal (see goals G3 in fig. 1 and G5 in fig. 3). 
Each high-level aspectual goal will be refined to a level 
in which the goal representing the aspect can be 
formulated as a combination of operations that 
demands an operational scenario to be undertaken by a 
combination of agents.  
After completing the construction of the goal-
model, the different aspects of the requirements will be 
brought together through the consistency and 
completeness checks. The tool provides utilities for 
reasoning about why and how for the different goals, 
including aspect related ones, of the goal-model. Thus, 
an early correction path is achieved as well as an 
informal means for better understanding of the 
constructed requirements model. 
To validate the constructed requirements model, 
the GOPCSD tool provides an animation utility, which 
can reason about the why of taking the current actions 
in terms of aspect goals, cycle by cycle, during the 
symbolic execution. Finally, the tool automatically 
generates a B specification corresponding to the 
corrected requirements, which is documented (using 
the informal description segments of the goals) to be 
able to trace the aspects down to the implementation 
level. 
 
3. Creating the Aspect-based Requirements 
 
To achieve the single requirements model, which is the 
aim of the GOPCSD method, from the multiple aspect 
requirements, the construction of the requirements 
specifications may use one of two variations. In the 
first one, the specification has to consider the different 
aspects all at once. This (eventually) entails that the 
defined operations involving pre- and post-conditions 
must combine to affect the different aspects. For 
example, in a production cell, the robot arms should be 
moved in a safe way, while also ensuring that the 
service time for each metal blank will be as small as 
possible.  
In another possible variation, a separate 
requirements view concerning each aspect can be 
constructed; and, then, the requirements from the 
different views can be examined to ensure they do not 
prescribe any incomplete nor inconsistent behavior, 
ensuring the views are integrated. For example, 
regarding the robot arm movement, there will be 
different requirements from the point of view of safety, 
productivity and operation. Then, using conflict and 
completeness analyses, some situations will be 
highlighted, where goals relating to different aspects 
will compete. Thus, by modifying the various aspect 
related goals, after the problems pointed out by 
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consistency and completeness checks, the requirements 
model will automatically adapt itself to weave the 
various aspects together. 
The second approach has the promise of less 
effort being expended for the design of each aspect 
view (due to simpler models of each aspect), as well as 
similar effort being required to test the completeness 
and consistency of the requirements overall. Hence, as 
noted in [2] to decrease the effort required to put the 
aspects together, we adopt this second approach to 
group the requirements by aspects at the high-levels 
within the goal-model. The requirements model will be 
then elicited by refining the initial user needs into 
detailed system requirements. 
In one case study, we examined a gas burner 
system, as studied before in [17]. The burner system 
has safety requirements (to control the gas 
concentration in the area around the burner to avoid 
explosion) and economy requirements (to increase the 
lifetime of the igniter). The GOPCSD tool guides the 
user to elicit the requirements in a goal-model, which 
has three main goals G2, G3 and G4 concerning safety, 
operation and economy, respectively, as shown in fig. 
1. Each of these goals has been refined to sub-goals 
concerning local parts or stages of the burner 
operation. Since the economy is considered as a soft 
goal (difficult to be formalized or measured), we 
specialize the economy goal (G4) to a sub-goal (G18), 
which maximizes the igniter lifetime. Similarly, 
because it is difficult to formalize and represent all 
factors affecting the lifetime of the igniter, we 
specialize goal G18 to G19, where we formulate a goal 
of avoiding switching the igniter on if the flame already 
exists. What can be done to effectively manage the 
lifetime of a physical component is exactly the kind of 
knowledge that we would expect a process systems 
engineer specialized in burner systems to possess. 
Fig. 2, the production cell 
 
For safety requirements, which are again 
considered as a soft goal (G2), we specialize to an 
instance of the safety goal that concerns itself with the 
gas concentration around the burner (G5). In goal G5, 
it was then easy to formalize the requirement about the 
concentration of the gas being controlled by avoiding 
opening of the gas valve while the air valve is closed. 
Again, this is likely to be the kind of specialist 
knowledge possessed by the process systems engineer. 
Thus, we were able to formalize some issues related to 
soft concepts/“non-functional requirements” by using 
the specialization sub-goaling mechanism of GOPCSD. 
All other sub-goaling mechanisms in GOPCSD require 
a logical equivalence between the goal and its set of 
sub-goals. 
 
Fig. 3, the refined goal-model of the production cell 
 
In another case study, we examined a production 
cell [20], as shown in fig. 2. The production cell has a 
safety goal (to avoid collision between the different 
machine parts), a productivity goal (to increase the 
throughput of the system) and a liveness goal (to insure 
every blank metal coming through the feed belt will be 
stamped and delivered to the deposit belt). We model 
each of these aspects by one high-level goal, as shown 
Press 
       Elevating rotary table 
Robot 
    Feed belt 
  Deposit belt 
Arm1
 
Arm2 
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in fig.3. Goals G2, G3, G4 and G5 represent the safety, 
liveness, productivity (throughput) and operational 
goals, respectively. Each of these goals is refined, 
separately, as shown in fig. 3. 
Although maintaining safety conditions for the 
production cell is considered as a soft goal that has 
many factors, some of which are difficult to determine 
and/or control, we specialize the sub goal G6 
(concerned with the avoidance of dangerous and 
controllable situations) from the safety goal G2. Goal 
G6 is designed to avoid some predicted circumstances 
that may arise during run-time and are detectable and 
avoidable by the control system. Again, the knowledge 
of the process systems engineer is crucial in identifying 
the right specialization to apply. Hence, goal G6 is 
refined as a number of conjunctive goals that are 
designed to avoid the machines colliding with each 
other (G7), avoid hitting any objects by the robot arms 
(G8), avoid having two metals on the table tray at the 
same time (G9) or inside the press at the same time 
(G10). Goal G7, avoiding collision between the 
different machines can be refined as -goal G11- 
avoiding the table hitting robot arm1, and -goal G12- 
avoiding the press hitting robot arm1 and -goal G13- 
arm2. Each of these sub-goals is tracing the safety 
aspect and can be formally specified and assigned to an 
agent, such as a robot arm or a table motor, as a set of 
operational goals. 
 Like safety, the productivity issue has a soft 
reprehensive goal G4. The productivity of the cell is 
affected by various factors. Some of these factors are 
unmanageable, whereas others are uncontrollable by 
the designed application. Thus, we create a more 
rigid/harder goal (G21) that resembles the accessible 
factors the control application can operationally 
perform to decrease the service-time for each 
individual blank metal. So, we specialize G4 into an 
instance G21 concerning with the reduction of the 
service time as a functional factor to increase the 
productivity.  Goal G21 can be refined in terms of sub 
goals reducing the service time in the local parts of the 
production cell. A possible refinement could be as 
follows: G22, maintain a continuous stream of 
incoming blank metals; G23, keep the robot ready to 
serve either the press or the table; G24, keep the table 
ready to receive new blank metals; G25, keep the press 
ready to process a new metal; and G26, keep delivering 
the processed metals. Although these sub-goals are 
tracing a non-functional aspect, each of them is 
considered on its own as a high-level functional goal 
that can be refined systemically into operational sub-
goals. 
Similarly, the liveness goal G3 can be refined into 
operational goals, as can the operational goal G5.  
Note that again we have used a combination of 
specialization of operational/non functional goals to 
functional ones, and the usual refinement of operational 
goals, to achieve the completion of the overall goal 
model for the application 
Designing each aspect view separately, as in [2], 
can be considered an advantage because it is much 
easier to concentrate on the different views separately 
rather than a single combined view. Furthermore, 
allowing different views for each aspect encourages a 
group of systems engineers to develop the requirements 
model in parallel. In addition, the aspect goals and sub 
goal-models can then be reused from similar 
applications and/or previous versions of the same 
application.   
 
4. Putting the Various Aspects together 
 
Bringing the different aspects together could be 
achieved dynamically at run-time or in advance. As in 
[27], to dynamically weave the different aspects, the 
aspects should be traced into the executable segments 
of the program. Thereafter at runtime, the segment that 
traces the most important aspect to fulfill amongst the 
activated segments should be executed. We could 
equally apply this approach to goal driven requirements 
by ranking the goals, according to the aspects, which 
they are tracing.  
 An alternative direction to put the aspects 
together instead at runtime entails some analysis to be 
carried out to put the requirements composed from the 
different aspects together before the final 
implementation stage. This analysis should examine the 
various situations that can occur during run-time. 
Although it is difficult to examine all possibilities 
that may occur during run-time, especially at 
requirements stages, the second approach can still be 
considered better than the first, from the validation 
point of view, since the decisions about what to do 
when requirements of different aspects conflict were 
validated at the requirements stage and not left for 
resolution when the run-time system was being created.  
In particular, this latter approach should be the 
right one if the aspects do not have absolute rankings 
over each other for all run-time configurations, as 
noted in [29]. For example, in some circumstances 
productivity decision should come before operational 
ones, while in other circumstances the opposite 
situation may occur.  
Thus, we adopt the idea of performing some 
analysis at the requirements stage to predict the 
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situations when the different aspects can undermine 
each other. The GOPCSD tool allows the user to 
perform consistency (goal-conflict analysis) and 
completeness checks for this purpose.  
Conflict happens within goal driven requirements 
when different goals are simultaneously fired and 
attempt to control the same parts of the components of 
the system. To be able to remove such cases, the 
requirements need to undergo consistency checks to 
ensure such conflicts will not happen during run-time. 
The GOPCSD tool provides consistency checking [8] 
based on testing the various runtime configurations, to 
detect whether the active goals under each of these 
configurations prescribe inconsistent behaviors, as in 
[16].  
For example, having performed consistency check 
on the complete goal-model of the production cell 
(shown in fig. 3), it shows that goals G40 and G11 are 
conflicting. Goal G11 restricts the rotation of the robot 
if its first arm is extended until the rotary table moves 
down to avoid hitting it, whereas goal G40 (grandchild 
goal of goal G23, to increase the productivity of the 
cell by moving the robot if it is free to wait for the next 
expected job) prescribes the rotation of the Robot 
towards the press to be ready to pick up the metal, 
which is being pressed at that moment. Knowing that 
goal G40 has a productivity aspect (increasing the 
throughput) and goal G11 has a safety aspect, we 
should modify the pre-condition of the productivity 
goal G40 to make sure the two goals will not be active 
at the same time. The pre-condition of goal G40 can be 
modified to be mutually exclusive with respect to the 
pre-condition of goal G11. Thus, goal G40 will be 
restricted to be active only when the robot arms are 
retracted. Thus, one of the safety aspect goals (G11) 
affected the way the productivity goals work. Similarly, 
other conflicting goals could be changed, paying 
attention to the importance of each aspect for each 
individual conflict.  
The incompleteness and indeterminism of the 
requirements may lead to situations where the system 
prescribes strange or unplanned run-time behaviors. 
For example, the control system may toggle between 
two states (or possibly more) attempting to address 
different aspects. Although the control system actions 
are consistent, they might exhibit strange behaviors 
because of the indeterminism and incompleteness 
concealed within the unchecked requirements. Hence, 
the GOPCSD tool offers a completeness check based 
on the completeness of software requirements 
specification (SRS) [6], which discovers the cases 
where the requirements prescribe indeterminism or 
absence of control. Consequently, the tool provides 
suggestions for the user to resolve such cases.  
Another example to show how completeness 
analysis can be employed to merge the various aspects 
is provided, as follows. According to normal 
requirements specifications of the gas burner system, if 
the gas valve is open, it closes whenever the air valve is 
closed to maintain safety conditions, goal G5. On the 
other hand, when the user switches the burner on, the 
gas valve opens (goal G11: start the system up when 
requested) and the control system should ensure the 
two valves are open to maintain the flame burning 
(G13 keeps the gas valve open to maintain the flame 
burning). These three goals can prescribe a behavior of 
indeterminacy, when air valve is closed and the switch 
is open. (switch_switch_state = ON and 
air_valve_state = CLOSED ). This results in a state, 
which toggles between opening and closing the gas 
valve. It is essential to remove such a situation and 
similar situations. The solution is to modify the pre-
conditions of these goals to make sure they are disjoint, 
and then the behavior will be deterministic. This may 
be achieved by enabling the safety goal G5 to close the 
valve only when the switch is off. This is probably 
unacceptable because the unsafe situation can occur 
during starting up, when the switch is on. The other 
choice, which is more logical, is that the gas valve will 
not be open unless the air valve is already open, i.e. to 
restrict goals G11 and G13 by adding 
(air_valve_state=OPEN) in their pre-conditions. 
Having changed the pre-conditions of goals G11 and 
G13, the safety and operational goals are merged 
together, without conflicts. (Of course, having changed 
the goal-model, conflict and completeness checks 
should again be applied.) 
The systems engineer will almost certainly be in a 
better position to take responsibility for making these 
decisions before the GOPCSD tool generates B formal 
specifications and leaving the stage prepared for a 
software engineer to get involved in developing the 
control application, within the B toolkit [4] or other 
similar environments. 
 
5. Validating the Requirements  
 
An important step is to validate the requirements, 
especially after modifying them to combine the 
different aspects. The GOPCSD tool provides an 
animation utility, which symbolically executes the goal-
model. The traces of execution cycle by cycle contain 
the applied events (changes in the input variables) and 
the list of the activated goals within the goal-model, 
which trace the different aspects from the high-level 
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abstract goals to the terminal functional goals. Thus, 
the user can be acquainted with the current state of the 
system and reason about the why for system actions. 
Because each goal is tracing one aspect, the user can be 
familiar with how the various aspects will work 
together to fulfill user needs. This increases the 
understandability of the requirements model. The 
generated formal specification usually does not achieve 
such a high level of understandability (a main 
drawback of formal methods), at least by the normal 
systems engineer.  
In addition, the animation utility allows the user 
to change the system state and observe the activated 
goals. This can be effectively used to check whether 
and how the process control system can recover from 
unsafe/insecure states. Serving as an early conceptual 
prototype, the animation utility can guide the systems 
engineer to fine tune and enhance the requirements.  
 
6. Conclusions 
 
The requirements stage of software development is 
acknowledged to be the main factor that defines the 
relative success of software application projects [26, 
31]. Thus, the quality aspects should certainly be 
represented in the requirements stage. This motivated 
us to design the GOPCSD tool to trace the client’s 
needs related to aspects down to the formal 
specification level.  
The GOPCSD tool adopts the main concept of 
goal driven requirements analysis of KAOS. Within 
GOPCSD, the user can create aspect requirements, 
separately as sub goal-models, and then to combine 
them using completeness and consistency checks. The 
corrected requirements will be automatically translated 
into a B specification by the tool. 
The GOPCSD tool does not restrict the user to 
begin the development lifecycle with a perfect 
requirements design. It guides its user to reach this 
stage after a feedback loop of checking and enhancing 
the requirements. This issue can be clearer in medium- 
and large- scale applications, where constructing a 
complete and consistent requirements model at the 
beginning is usually difficult to achieve.  
The GOPCSD tool enables the user to express the 
productivity (throughput), liveness, safety, economy  
and operational aspects as conjunctive high-level goals. 
The requirements completeness and consistency checks 
can be employed to combine the different aspects in the 
same manner they are used to remove the requirements 
bugs. This will not entail more effort on the user side. 
The user may possibly have an easier and simpler view 
of each aspect rather than a single view that combines 
the aspects. The tool guides the user to develop the 
application faster in this respect, as recommended in 
[2]; it provides the integration of the different views 
using the conflict, completeness and, possibly, the 
animation utlities. This reduces the effort required by 
the systems engineer as well as not requiring a high-
level of expertise in the process control field.  
The way the different aspects are separated makes 
it easier for the user to decide which goal to weaken or 
strengthen when resolving conlficts or incompleteness; 
in addition, it helps to increase the modifabilty, 
traceability, and augmentability [6] of the entire 
requirements model of the process control application. 
Further research should be directed towards 
evaluating the various aspects while symbolically 
executing the requirements, as noted by defining 
quality metrics in [11] and incorporating them via the 
animation utility. This can guide the client/implementer 
to have an early measure for how much each aspect is 
achieved in particular requirements specification 
solutions. 
Another direction for future work is to see how 
we can remove the discovered conflict between the 
aspect related goals by prioritizing them, as noted in 
[16]. When more than one goal is fired simultaneously, 
the one with highest priority will be allowed to perform 
its action. This direction reduces the effort required by 
the user to modify the pre-conditions. However, further 
effort may be directed towards alerting the user to what 
will happen during run-time and also enabling him/her 
to overwrite the default priority system in some 
configurations. Thus, this can maintain the aspect sub 
goal-model ready to be reused in other versions of the 
application. 
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Abstract 
 
Multi-agent systems (MASs) encompass multiple 
features which tend to be scattered in the software 
artifacts produced through the system modeling, 
architecture specification and implementation. This 
paper presents the definition of a generative approach 
to support uniformly the modularization of MAS 
features since early development stages. The proposed 
approach explores the MAS domain to enable the code 
generation of agent architectures. We have defined a 
domain specific language (DSL) that permits us to 
model orthogonal and crosscutting agent features, 
such as the agent knowledge, autonomy, interaction, 
adaptation, learning, and roles. The agent features 
are then expressed in an aspect-oriented architecture. 
The implementation of the generative approach 
encompasses: (i) XML technologies to specify the 
DSL; (ii) Java and AspectJ programming languages to 
implement a concrete version of our aspect-oriented 
agent architecture; and (iii) a code generator, 
implemented as an Eclipse plugin, which maps 
abstractions in the DSL to specific components and 
aspects of the agent architecture.  
 
1. Introduction 
 
Multi-agent systems (MASs) encompass multiple 
features which tend to be scattered in the software 
artifacts produced through the system modeling, 
architecture specification and implementation. With 
MASs growing in size and complexity, the explicit 
separation of agent features are still deep concerns to 
MAS engineers [10, 17, 27]. MASs can be seen as a 
specific domain that can be explored to improve our 
capacity to develop that kind of systems. In fact, in last 
years many MASs development approaches [10, 17, 27] 
have already explored MAS domain to create facilities 
to develop these systems. However, these approaches 
have focused on orthogonal features, such as, agent 
types, goals, beliefs, and plans. 
Generative Programming [6] has been proposed 
recently as an approach based on domain engineering. It 
addresses the study and definition of methods and tools 
to enable the automatic production of software from a 
high-level specification.  This paper presents the 
development of a generative approach that explores 
features of the MAS domain to enable the code 
generation of agent architectures. The proposed 
approach supports the modeling and implementation of 
orthogonal (non-crosscutting) and crosscutting agent 
features since preliminary development phases in a 
uniform way. 
Our generative approach for MASs defines a 
domain-specific language, called Agent-DSL, in the 
problem space. Agent-DSL permits us to model agent 
features, such as, knowledge, interaction, adaptation, 
autonomy and roles. In the solution space, we have 
specified an aspect-oriented agent architecture. It  is 
composed of interacting aspectual components, which 
are the modularity units to design crosscutting features 
in the architectural definition of an agent.  
We have used different technologies to accomplish 
our generative approach for MASs. First, in the problem 
space, feature diagrams were initially specified to 
establish the relevant concepts and features encountered 
in the definition of an agent. Thereafter, we used this 
information to represent the elements of the Agent-DSL 
using XML-Schema [28]. Second, in the solution space, 
we designed the agent architecture using aspect-oriented 
abstractions that model each of the features encountered 
in Agent-DSL. After that, we have used Java and 
AspectJ programming languages to implement specific 
object-oriented components and aspectual components 
of the architecture. 
In addition, we have defined Eclipse Modeling 
Framework (EMF) code templates [3] that are used to 
generate components and aspects to a specific agent. 
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Finally, in the configuration knowledge of the generative 
approach, a code generator has been implemented as an 
Eclipse plugin. It is responsible for mapping 
abstractions in the Agent-DSL to components and 
aspects of the agent architecture.  
The remainder of this paper is organized as follows. 
Section 2 describes the process of domain analysis and 
design for the development of the generative approach. 
Section 3 presents the domain implementation to 
accomplish our generative approach for MASs. Section 
4 discusses some lessons learned and presents our 
conclusions. Section 5 points to directions for future 
work.   
 
2. Defining a Generative Approach for 
MASs 
 
Multi-Agent Systems (MASs) are a horizontal 
domain that involves a number of orthogonal and 
crosscutting features. An orthogonal (non-crosscutting) 
feature is easily represented by a single modular 
abstraction through different development phases. 
Crosscutting features naturally cut across different 
modular abstractions in the software artifacts produced 
in distinct stages of the software lifecycle. Some 
examples of crosscutting agent features are interaction, 
autonomy, adaptation, learning and collaboration [11, 
12, 13, 23]. 
The MAS domain can be explored to improve the 
quality and productivity on the development of these 
systems. In this context, the purpose of our generative 
approach is threefold: (i) support uniformly the 
crosscutting and non-crosscutting features of software 
agents since early development stages, (ii) abstract the 
common and variable features, and (iii) to enable the 
code generation of aspect-oriented agent architectures. 
Figure 1 depicts our generative approach that is 
composed of: 
(i) a domain-specific language (DSL), called Agent-
DSL, used to collect and model both orthogonal and 
crosscutting features of software agents; 
(ii) an aspect-oriented architecture designed to 
model a family of software agents. This architecture is 
centered on the definition of aspectual components to 
modularize the crosscutting agent features at the 
architectural level  of abstraction; 
(iii) a code generator that maps abstractions of the 
Agent-DSL to specific compositions of objects and 
aspects in the agent architecture.  
 
 
Figure 1. Generative Approach for MASs 
 
The definition of our generative approach involved 
two initial phases that were concerned with the 
gathering of a deep understanding of the MAS domain: 
(i) the domain analysis, and (ii) the domain design. 
Following the initial phases, the implementation of the 
generative approach involved three additional phases: 
(iii) the implementation of our domain specific 
language, (iv) the implementation of the aspect-oriented 
agent architecture, and (5) the implementation of the 
code generator. Sections 2.1 and 2.2 present 
respectively the initial phases, and Section 3 presents 
the implementation phases. 
 
2.1. Domain Analysis 
 
The domain analysis was supported by our extensive 
work on the development of several multi-agent systems 
[11, 12, 13, 14], and on a survey of different modeling 
languages, MAS architectures and platforms [26]. To 
proceed with the definition of the Agent-DSL, we 
initially captured and analysed the different features 
associated with the agent definition [10, 11, 13, 17, 26, 
27]. We also investigated possible relationships 
between these features. Feature models [20] were used 
to represent the features and their respective relations. 
This section presents a subset of the feature models 
produced. 
Figure 2 depicts a feature model which defines the 
essential features associated with the agent concept. It 
is composed of its knowledge and its basic properties, 
which we termed “agenthood”. The knowledge feature 
encompasses beliefs, goals and plans. Agent beliefs 
describe information about the agent itself and about the 
external environment with which the agent interacts. To 
achieve a goal, an agent executes a specific plan. During 
the execution of a plan, the agent manipulates its beliefs. 
The agenthood feature is composed of three subfeatures: 
interaction, adaptation, and autonomy. Figure 2 
presents the feature diagram of the agent knowledge and 
agenthood. 
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Figure 2. The Knowledge and Agenthood Features 
 
The interaction feature (Figure 3) is the agent 
capacity to communicate with the environment. The 
agent can receive or send messages to the environment 
by means of its sensors and effectors, respectively. 
External messages are translated to the agent ontology 
using specific parsers in its sensors. Effector parsers  
translate internal messages to a specific external 
representation, such as FIPA ACL [9]. 
 
 
Figure 3. The Interaction Feature 
 
The adaptation feature, depicted in Figure 4, is 
formed by belief adaptation and plan adaptation. 
Belief adaptation is responsible for interpreting 
received messages from the environment and 
manipulating its beliefs based on the message contexts. 
Plan adaptation determines the plan the agent must 
execute whenever a new goal needs to be achieved. 
Figure 5 presents the main features associated with 
the autonomy property. The purpose of the agent 
autonomy is to instantiate and manage the agent goals. It 
deals with three types of goals: reactive goals, 
proactive goals, and decision goals. Reactive goals are 
instantiated when the agent receives an external request 
from other agents or environment components. Proactive 
goals are instantiated due to internal events that occurs, 
such as, the end of a plan execution or the achievement 
of a specific agent state. Finally, the decision goals are 
instantiated due to external or internal events and are 
used to decide if special reactive or proactive goals 
could be instantiated. The autonomy property is also 
responsible for monitoring the adopted concurrency 
strategy. It supports the goal achievement by 
implementing a mechanism for executing concurrently 
agent plans. 
 
 
Figure 4. The Adaptation Feature 
 
 
 
Figure 5. The  Autonomy Feature 
 
In addition to the agent knowledge and the agenthood 
features, an agent can incorporate additional properties. 
Additional features include roles, mobility, and 
learning. The initial version of our Agent-DSL 
provides support for the role feature. A role gives to the 
agent extra capacities of knowledge, interaction, 
adaptation and autonomy. Each agent can play different 
roles during its execution. A role is played by the agent 
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in a specific context, for instance, the need to 
collaborate with other agents.  
Following the feature definition, we analyzed each of 
the agent features in order to find out which of them had 
orthogonal or crosscutting nature. The first step of our 
analysis was to capture additional relationships which 
were not present in our initial feature model.  The 
crosscutting features were identified based on the 
degree in which a given feature was related to other 
features not present in the same feature hierarchy. For 
example, the autonomy feature is related to the 
interaction feature and the knowledge feature. 
Orthogonal features included the knowledge elements, 
i.e. agent types, goals, plans, and beliefs. Crosscutting 
features included the agenthood features and the 
additional properties. 
 
 
 
2.2. Domain Design 
 
In the domain design, we have worked on the 
definition of an aspect-oriented agent architecture that 
considers the orthogonal and crosscutting features of 
software agents (Section 2.1). The aspect-oriented agent 
architecture is a refinement of a previous work [11, 13]. 
It is composed of two kinds of components: (i) a central 
component that modularizes the orthogonal features 
associated with the agent knowledge, and (ii) the 
aspectual components that separate the crosscutting 
agent features from each other and from the knowledge 
component. 
Figure 6 illustrates the architectural components and 
their relationships. We have used the aSide modeling 
language to represent the software architecture [5]. Each 
component has one or more interfaces. They have two 
kinds of interfaces: normal interfaces (colored in 
white) and crosscutting interfaces (colored in grey). 
The normal interfaces provide services to the other 
components. The crosscutting interfaces specify how an 
aspectual component crosscut other architectural 
components. 
 Note that each of the aspectual components is 
related to more than one architectural component, 
representing their crosscuting nature. The knowledge 
component contains only the orthogonal knowledge 
features. The knowledge component is refined as a set 
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Figure 6.  The Aspect-Oriented Agent Architecture 
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of classes, representing the agent feature and its 
knowledge features (beliefs, goals, plans). To define 
specific agents, we model subclasses of the Agent class, 
as well as, we implement new classes to represent the 
belief, goals and plans of these agents.  
Each of the agenthood features and additional agent 
properties are modeled as aspectual components due to 
their crosscutting nature. An aspectual component is 
refined as a set of aspects and auxiliary classes, which 
are also part of the crosscutting feature. The aspectual 
components crosscut elements of the Knowledge 
component and other aspectual components. For 
instance, the Interaction component introduces into the 
Knowledge component some operations to receive or 
send messages (IMessaging Interface), and pointcuts to 
sense events from environment objects (ISensory 
Interface). 
The Autonomy component crosscuts the Interaction 
component because it needs to create goals according to 
messages received from the external environment. It 
also crosscuts the Knowledge component since goals 
may have to be created whenever some pieces of the 
agent knowledge change. The crosscutting interface 
IGoalCreation specifies how the Autonomy component 
crosscut these components in order to instantiate the 
agent goals. The crosscutting interface IThread 
describes how the execution autonomy crosscuts the 
Knowledge component to implement the concurrency 
agent strategy.  
The Adaptation component crosscuts the Interaction 
component and the Knowledge component. It is 
connected with the former since adaptation of beliefs 
(Section 2.1) may be required upon the reception of 
external messages. The connection with the later is 
because adaptation of plans is necessary whenever a 
new agent goal needs to be achieved. The 
IKnowledgeAdaptation and IBehaviorAdaptation 
interfaces specify respectively how the Adaptation 
component affects the other architectural components. 
Figure 6 also presents how the additional 
components (Mobility, Collaboration and Learning) 
crosscut each other and the agenthood components. It is 
worth to highlight that Figure 6 only presents the 
mandatory relationships between the architectural 
components, i.e. the relationships which are always 
present in agent architectures independently from 
specific applications. However, as the agent complexity 
increases, a specific component can crosscut other agent 
components. For instance, the Collaboration component 
can crosscut also the Interaction component when more 
sophisticated coordination strategies are required in a 
MAS. The Learning component also usually crosscuts 
the Collaboration and Interaction components. 
 
3. Implementing the Generative Approach 
 
We have implemented a first version of the 
generative approach for MASs using the following 
technologies: (i) XML-Schema [28] was used to specify 
the semantic of the Agent-DSL based on the feature 
models (Section 2.1); (ii) AspectJ and Java 
programming languages were used to implement 
components and aspects of the generic agent 
architecture; we have also defined EMF/JET code 
templates [3] which were useful to generate components 
and aspects to a specific agent; (iii) finally, a code 
generator supports the architecture configuration and has 
been implemented as an Eclipse plugin - it is 
responsible for mapping abstractions in the Agent-DSL 
into components and aspects of the agent architecture. 
The following subsections describe in more detail 
the use of the technologies mentioned above to 
implement the generative approach.  
 
3.1. Agent-DSL  
 
The Agent-DSL was implemented using XML 
Schema [28] technology. The feature models were 
translated to XML Schema complex types. Many Agent-
DSL complex types are composed of other complex 
types of the DSL. Below we present partially the XML 
Schema of the Agent-DSL. 
 
… 
<!-- Role Type --> 
<xs:complexType name="RoleType"> 
  <xs:sequence> 
    <xs:element name="name" type="name" minOccurs="1"  
       maxOccurs="1"/> 
    <xs:element name="description" type="description" 
       minOccurs="0" maxOccurs="1"/> 
   <xs:element name="belief" type="BeliefType" 
       minOccurs=“1" maxOccurs="unbounded"/> 
   <xs:element name="goal" type="GoalType" 
       minOccurs=“1" maxOccurs="unbounded"/> 
   <xs:element name="plan" type="PlanType"  
       minOccurs=“1" maxOccurs="unbounded"/> 
    <xs:element name="interaction" 
       type="InteractionType" minOccurs="1"  
       maxOccurs="1"/> 
    <xs:element name="adaptation"  
       type="AdaptationType" minOccurs="1" 
       maxOccurs="1"/> 
    <xs:element name="autonomy" type="AutonomyType"  
       minOccurs="1" maxOccurs="1"/> 
   </xs:sequence> 
</xs:complexType> 
 
<!-- Agent Type --> 
<xs:complexType name="AgentType"> 
   <xs:sequence> 
            <xs:element name="name" type="name" minOccurs="1" 
        maxOccurs="1"/> 
     <xs:element name="name" type="name" minOccurs="1"    
        maxOccurs="1"/> 
  <xs:element name="description" type="description"  
     minOccurs="0" maxOccurs="1"/> 
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  <xs:element name="belief" type="BeliefType" 
     minOccurs=“1" maxOccurs="unbounded"/> 
  <xs:element name="goal" type="GoalType" 
     minOccurs=“1" maxOccurs="unbounded"/> 
  <xs:element name="plan" type="PlanType" 
     minOccurs=“1" maxOccurs="unbounded"/> 
  <xs:element name="interaction" 
     type="InteractionType" minOccurs="1" 
     maxOccurs="1"/> 
  <xs:element name="adaptation" 
      type="AdaptationType" minOccurs="1" 
      maxOccurs="1"/> 
  <xs:element name="autonomy" type="AutonomyType"  
      minOccurs="1" maxOccurs="1"/> 
  <xs:element name="role" type="RoleType" 
      minOccurs="0" maxOccurs="unbounded"/> 
   </xs:sequence> 
</xs:complexType> 
… 
 
For each MAS to be generated, an agent description 
XML document of the Agent-DSL must be offered. This 
document must conform to the XML Schema that defines 
the Agent-DSL. 
 
3.2. Aspect-Oriented Agent Architecture 
 
The aspect-oriented agent architecture was 
implemented using the Java [15] and AspectJ [22] 
programming languages. It is composed of: (i) a 
framework that contains class and aspect hot-spots [7]; 
(ii) a set of components implemented to support basic 
and specific functionalities of the agent; and (iii) a set of 
meta-components, implemented as EMF/JET [3] source 
templates, that are customized by the code generator 
using information of the Agent-DSL.  
The framework defines some classes and aspects as 
the core of the aspect-oriented agent architecture. It also 
contains hot-spot classes that we use to define the agent 
knowledge, and hot-spot aspects used to concretize 
architectural components implementing the agenthood 
and additional agent features. 
Many framework components were created to 
implement specific functionalities associated with the 
agenthood features, such as: 
· interaction features: data structures to store 
received and sent messages; data structures to maintain 
sensors and effectors of the agent; and concrete sensors 
and effectors to specific agent platforms  (such as JADE 
[2]); 
· adaptation features: data structures to interrelate 
goals and plans; and data structures to call class 
methods to update beliefs when specific messages are 
received by the agent; 
· autonomy features: data structures to instantiate 
goals from external messages (reactive goals) and from 
internal events (proactive goals); the basic concurrency 
strategy behavior; and concrete concurrency strategy, 
such as, thread pool and thread per request. 
Finally, the agent architecture also contains some 
EMF/JET source templates. We use source templates to 
implement components that need to be customized based 
on information collected by the Agent-DSL. Java 
Emitter Templates (JET) a generic template engine of 
the Eclipse Modeling Framework (EMF) [3] has been 
used. JET enabled us to write source templates that 
express structure and behavior of classes and aspects 
that we want to generate using the agent description file. 
Examples of classes and aspects that we wrote as 
templates are: (i) concrete instances of hot-spots 
(classes or aspects), such as, specific Agent type 
classes, specific agenthood aspects; and (ii) specific 
agent plans and goal classes.  
 
3.3. Agent Architecture Generator 
 
The current version of the agent architecture 
generator was implemented as an Eclipse plugin [25]. 
We used a kit of technologies related to Eclipse project 
to implement the generator. JAXB plugin [18] was used 
to enable the reading of the agent description XML file 
of the Agent-DSL. This plugin permits to generate 
classes that represent the elements of a XML-Schema. 
So, you can use these generated classes to read XML 
files that conform to that XML-Schema. 
 
 
 
Figure 7. Agent AO-Architecture Eclipse Plug-in 
 
The generator plugin offers a wizard in the Eclipse 
workbench to start the process of code generation 
(figure 7). The wizard requests from the user: (i) a 
source folder to arrange the classes and aspects 
generated; (ii) a package name used as a root package to 
arrange classes and aspects generated; and (iii) the 
agent description XML file that contains descriptions of 
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agents to be generated. As soon as the user provides this 
information classes and aspects of agents are generated. 
The internal implementation of the agent architecture 
generator plugin uses Java Development Tooling (JDT) 
API [25] to create Java packages and classes, and 
AspectJ aspects. Also, JET API is used to process 
templates and to pass information of agent description 
file to source templates. 
 
4. Discussions and Conclusions  
 
This paper presented a generative approach to assist 
the development of multi-agent systems. The aim of the 
approach is to explore the horizontal domain that MASs 
represent to enable the code generation of agent 
architectures. Aspectual components have been used to 
model crosscutting agent features from the architectural 
point of view. We have already used the generative 
approach to implement partially two case studies: (i) 
ExpertCommittee - a conference management system; 
and (ii) Portalware - a web-based environment for the 
construction and management of e-commerce portals 
[13, 14]. 
The definition of a generative approach, brings 
important benefits compared to other MAS development 
approaches [10, 17, 27]. The benefits include: (i) clear 
definition of the mapping between high-level features 
and implementation components (classes, aspects) of a 
agent architecture in the code generator; (ii) clear 
separation of orthogonal and crosscutting agent features; 
(iii) flexibility to evolve the problem space independent 
of solution space by creating new domain specific 
languages to address other MAS concerns; and (iv) 
flexibility to evolve or change the architectural model 
used in the solution space independent of problem 
space. 
In our generative approach we have derived aspects 
from our domain knowledge based on previous studies 
[10, 11, 13, 17, 26, 27]. We identified that many 
important MAS features, such as, autonomy and 
adaptation, are commonly tangled in the specification 
artifacts and source code of agent implementations. 
Results gathered in previous empirical studies [11, 12, 
13, 14] have emphasized that the separation of these 
MAS features improves the maintainability and 
reusability of MASs.  
The aspect-oriented framework and code templates 
(Section 3.2) expose the identification and 
generalization of many MASs domain aspects 
(agenthood and additional agent features). 
 
5. Future Work 
 
This position paper presented a initial version of a 
generative approach for MASs. We are currently 
working in different ways to improve our ability to 
generate MASs source code and to handle its different 
artifacts (DSLs, components and aspects in the 
architecture, mapping between DSL elements and 
components/aspects). 
The specification of an agent using Agent-DSL is 
supported currently by the edition of a XML file. We 
are defining a mixture of wizards and diagrams that help 
MAS developers to specify agents based on Agent-DSL. 
We have also focused on Agent-DSL refinement to 
support the modeling of other relevant MASs concerns, 
such as, learning, mobility, agent coordination, and 
agent organizations. We are working on a conceptual 
framework [26] that provides a more precise definition 
of these agent features in order to incorporate them into 
our Agent-DSL. Moreover we are investigating how to 
increment Agent-DSL to model the dynamic semantics 
of MASs, such as, plan execution, role creation and 
allocation. 
Also, an aspect-oriented pattern language is being 
developed to refine our agent architecture as a set of 
design patterns and idioms that model progressively 
MASs concerns. The patterns and idioms provide 
detailed solutions for each architectural component in 
terms of classes and aspects. 
The use of AspectJ in our case studies limited the 
capacity to reconfigure dynamically the MASs, not 
permiting attach and detach aspects from the agent  and 
knowledge objects. We plan to implement a new case 
study based on dynamic weaving technologies, such as, 
PROSE [24], AspectWerkz [1] and JBoss [8].  
Finally, an ongoing research work is a definition of 
an architectural definition language (ADL) that supports 
the definition of the aspectual components, normal and 
crosscutting interfaces  (Section 2.2). We plan to use 
this ADL to formalize the definition of aspect-oriented 
agent architectures. The ADL can bring many benefits 
for our work, such as: (i) enable the specification of 
aspect-oriented architectures in a high-level 
independent of technologies; and (ii) facilitate 
architecture analysis and maintenance. When 
incorporating the ADL to our generative approach, we 
plan to offer flexible ways of specifying the 
transformations of elements in Agent-DSL to elements 
(components, aspect and interfaces) of the ADL. Also, 
transformation rules of the ADL to concrete 
technologies (for instance, Java and AspectJ) could be 
defined.  
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1. Introduction 
 
Software architecture, which encompasses the 
structures of software systems, has emerged as a crucial 
part of the design process.  A software architecture is 
developed as the first step toward designing a system with 
certain desired properties.  A growing body of experience 
and evidence suggest that the dominant design drivers for 
any software architecture are its quality attribute 
requirements [3].  By quality attributes we mean such 
properties as reliability, security, usability, modifiability, 
performance, portability, etc.  Quality attribute 
requirements articulate the important quality attributes for 
a system in system-specific characterizations.  We are 
developing a method to derive a software architecture 
from its quality attribute requirements via insights gained 
from quality attribute models called architectural tactics.  
We believe that some of the discoveries that occur during 
the derivation process can be viewed as candidate aspects.  
In particular, the derivation process illuminates what we 
call architectural aspects.  Architectural aspects come 
with architectural analogous advice, pointcuts, and join 
points.  The architectural aspects are candidate aspects to 
be carried through detailed design and implemented using 
AOP.  
We describe this connection in a bottom-up fashion 
because we think it is helpful to see the concepts at work 
in a simple example before delving into the details of the 
method.  So after we set the stage by introducing some 
new terminology, we begin with a small set of quality 
requirements for an example system, present a software 
architecture that satisfies those requirements, and 
highlight the architectural tactics at work in that 
architecture.  We then identify architectural aspects and 
their constituent architectural advice, pointcuts, and join 
points.  Having motivated the need to derive the relevant 
architectural tactics, we next summarize our method and 
how it can derive the tactics and architectural aspects 
already described.  In practice, one would, of course, 
begin with the quality requirements, apply the method, 
derive the architecture, and, in the process, identify the 
candidate aspects.  We conclude with a postulation of the 
benefits associated with aspect identification during 
architecture design, as well as a discussion of open issues 
and possible future work. 
 
2. Terminology 
 
Kiczales and colleagues use the following terms in 
their overview of AspectJ [6]:  
• Join points are well-defined points in the 
execution of the program. 
• Pointcuts are a means of referring to collections 
of join points and certain values at those join 
points. 
• Advice consists of method-like constructs used to 
define additional behavior at join points. 
• Aspects are units of modular crosscutting 
implementation composed of pointcuts, advice, 
and ordinary Java member declarations. 
We use the same terminology extended with a prefix 
of architectural to emphasize that we are applying these 
aspect concepts to architectural reasoning rather than 
language reasoning. 
• Architectural join points are well-defined points 
in the specification of the software architecture. 
• Architectural pointcuts are means of referring to 
collections of architectural join points. 
• Architectural advice is a specification (possibly 
informal) of transformations to perform at 
architectural join points. 
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• Architectural aspects are architectural views 
consisting of architectural pointcuts and 
architectural advice. 
 
3. Example 
 
The example we use is a variation of one that we have 
used before [1, 3], a product line of garage door opener 
systems. This system is a portion of a home integration 
system (HIS) that manages the opening and closing of the 
garage door. 
The basic premise of our work in architecture design is 
that quality attribute requirements are the dominant 
design drivers for any system. We express quality 
attribute requirements as scenarios formulated in a 
structured fashion. The following are the quality attribute 
requirements for our example.  In each case the relevant 
quality attribute is indicated in square brackets at the end 
of the requirement. 
Reacting to obstacles: The garage door system must be 
able to detect obstacles and safely halt a closing garage 
door in a timely manner. Timely is defined to be within 
0.1 seconds. Also, when an obstacle is detected, this event 
must be reported to the user interface (UI) display (if 
there is one) and to an HIS (if there is one). 
[performance] 
Door commands: The garage door system can receive 
commands from a remote control in the car, the HIS, or 
buttons attached to the garage. Several commands must 
be handled: open, close, halt, and diagnosis. The garage 
door system must be able to detect a command and 
initiate its execution within 0.5 seconds. (Note that when 
“halt” is issued via obstacle detection sensors, it is subject 
to the .1 second requirement.) [performance] 
UI: Various garage door openers have various 
controls. Some have displays and others do not; some 
may be integrated with an HIS while other cannot be; 
various types of remote controls should be supported. 
[modifiability] 
Sensors and actuators: Sensors and actuators can 
change due to either obsolescence or changes in the 
marketplace. [modifiability] 
 
4. Architecture of example 
 
Figure 1 depicts the module decomposition view of an 
architecture for the garage door opener system. It has the 
following modules with associated responsibilities: 
• UI. Manage interactions with UI sensors and 
displays. A change in UI devices will be handled 
here. 
• Virtual UI. Translate interactions from the UI 
into a set of commands common for all UIs. This 
module hides all changes in UI devices so they 
are not visible elsewhere in the system. This 
module also checks security codes by sending a 
message to the House proxy (through the 
Pub/Sub module).  
• Pub/Sub. Handle events received from modules 
on a subscription basis. Doing so keeps portions 
of the system that exist in some products and not 
in others (such as the HIS) from affecting the 
remainder of the system. 
• House proxy. Manage interactions with the HIS 
(if it exists).  
• Door commands. Manage all the door’s actions. 
• Virtual sensor/actuator. Hide details of actual 
sensors or actuators (except for obstacle 
detection). Doing so allows sensors or actuators 
to change without impacting the remainder of the 
system. 
• Device driver. Handle interactions with 
particular sensors or actuators except for the 
obstacle detection sensor. 
• Obstacle detection algorithm. Handle obstacle 
detection. It sends a halt instruction directly to 
the door motor. 
• Obstacle detection driver. Handle interactions 
with the obstacle detection sensor. 
Notice that a major influence on the module view is 
the requirement to accommodate change. The modules 
whose role is to hide the effects of changes include 
Virtual UI, Virtual sensors/actuators, House proxy, and 
Pub/Sub.   
Figure 2 depicts the concurrency view of the same 
architecture. It shows some threads and associated 
communication paths among the components derived 
from the modules. The numbers in the circles reflect 
scheduling priority. The Obstacle Detection thread has 
highest priority, the Door Commands and the House 
Proxy threads have the next highest priorities, and the 
Status Reporting thread has the lowest priority. Notice 
that a major influence on the concurrency view is the 
need to satisfy stringent timing requirements. In 
particular, this architecture allows for high-performance 
obstacle detection. 
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5. Architectural tactics and aspects 
 
We define an architectural tactic as “a means of 
satisfying a quality-attribute-response measure by 
manipulating some aspect of a quality attribute model 
through architectural design decisions” [1]. We have 
enumerated architectural tactics for the achievement of 
modifiability and performance. A subset of the tactics we 
identified lead directly to architectural aspects. 
Two key modifiability tactics are Abstract common 
services and Break the dependency chain. The Abstract 
common services tactic prescribes generating a new 
module comprising common or similar responsibilities 
that previously resided in multiple modules. This tactic 
localizes similar responsibilities. The Break the 
dependency chain tactic prescribes inserting an 
intermediary between the publisher and consumer of data 
or services. This tactic helps prevent the propagation of a 
change to the producer from propagating to the consumer 
(or vice versa). Looking again at Figure 1, we see that the 
Abstract common services tactic was applied to create the 
Virtual UI and the Virtual sensor/actuator modules, and 
the Break the dependency chain tactic was applied to 
generate the Pub/Sub module (between the Door 
commands module and several consumers of its events). 
Obstacle 
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8 
Motor
Async communication 
Sync communication 
Unit of 
concurrency
Hardware 
Key 
10
Status Reporting  
2 
House Proxy
6 
 
Figure 2. Concurrency view  
The Break the dependency chain tactic leads directly 
to an architectural aspect.  In this case the aspect 
implements the crosscutting concerns related to the 
publisher/subscriber: 
• architectural aspect – the collection of pointcuts 
and advice related to the publisher/subscriber 
• architectural pointcuts – specification for every 
place where an event is published or subscribed 
to, and every place where an event is defined 
• architectural advice – establishes the right 
connections between producers and consumers 
of events, and provides the details of the types of 
generated events 
This architectural aspect would allow the designer to 
defer the choice of the details of the publish/subscribe 
mechanism for communication, such as the choice of 
shared memory or message passing, and the subsequent 
decision would be woven in at either compile time or 
runtime. If there is no subscriber for certain events (e.g., 
no House proxy), the aspect can eliminate the generation 
of messages for those events.  
Similarly the Virtual UI and Virtual sensor/actuator 
modules can be considered architectural aspects. Consider 
the Virtual sensor/actuator module:  
• architectural aspect – the collection of pointcuts 
and advice related to sensor/actuator services 
• architectural pointcuts – specification for every 
place where a sensor/actuator service is invoked 
• architectural advice – specification of the device 
driver details associated with each generic 
sensor/actuator service—in effect the entire 
Device driver module. 
One performance tactic evident in the concurrency 
view is  Use fixed-priority scheduling. This tactic, which 
leads directly to an architectural aspect, assumes that each 
unit of concurrency (see Figure 2) is assigned a fixed 
priority.  
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• architectural aspect – the collection of pointcuts 
and advice related to the prioritization of units of 
concurrency 
• architectural pointcuts – specification for every 
place where the priority of a unit of concurrency 
is specified 
• architectural advice – specification of the rules 
inspecting the relative deadlines of units of 
concurrency and using those rules as the basis 
for assigning priorities 
Making the priority assignment an architectural advice 
allows the priorities to be modified in a uniform fashion 
and modularizes this crosscutting concern.  
Another performance tactic is Increase logical 
concurrency, which is likewise an architectural aspect. 
• architectural aspect – the collection of pointcuts 
and advice related to communication between 
units of concurrency 
• architectural pointcuts – specification for every 
place where communication services are used 
• architectural advice – specification of the 
communication protocol—asynchronous or 
synchronous—based on the communication path 
This architectural aspect localizes the communication 
strategy so that it can be changed uniformly. 
The key point to observe from this discussion is that 
each use of an architectural tactic is manifested by 
particular points in the architecture, and each point is a 
candidate for an architectural join point. These join points 
would be controlled by the architectural advice.  Whether 
an architectural aspect should be used to depict any given 
tactic is something for which we have, as yet, no general 
rules. At this point, what we can say is that each 
application of a tactic is a candidate for an architectural 
aspect. Moreover, treating the tactic as an architectural 
aspect seems to bring to the architecture the same 
advantages that aspects bring to programming. 
The use of an architectural tactic is not a random event 
but rather the result of a deliberate design decision. In the 
next section, we describe how tactics are chosen. 
6. Method for identifying tactics 
 
The example in the previous section illustrates that the 
notion of aspects is applicable at the architecture level 
and that architectural aspects are discovered through the 
identification of the architectural tactics being applied. 
The obvious question that arises is: how does one go 
about identifying the appropriate architectural tactics to 
apply? We developed a method that shows how to derive 
architectural decisions from a set of quality attribute 
requirements through the application of architectural 
tactics.  We can extend this method easily to identify 
candidate architectural aspects. 
Figure 3 shows the key elements of our method. 
Quality requirements are expressed as quality attribute 
scenarios. In the figure we show only modifiability and 
performance requirements. For the purposes of our 
method, functional requirements are expressed in a 
variety of forms such as text, state charts, use cases, and 
then are translated into a responsibility graph. 
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Performance
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Requirements 
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Modifiability 
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Reasoning 
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Performance
Reasoning 
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Design 
conflict resolution 
Embellish 
with 
Performance 
Requirements
Figure 3. Elements used in our method  
 
6.1 Formulate quality attribute requirements 
 
We formulate quality attribute requirements according 
to a structured scenario format made up of these six parts: 
1. stimulus to which the scenario reacts. This can be at 
runtime or prior to runtime, depending on the quality 
attribute; 2. the source of the stimulus; 3. the artifact 
affected by the stimulus; 4. the environment of the system 
when the stimulus arrives; 5. the desired response to the 
stimulus; 6. the measure for the response and the bound 
(constraint) on that measure that must be satisfied 
Table 1 gives the parts and the values for the three 
scenarios we are considering. 
Table 1. Scenarios being considered 
 Obstacle 
detection 
Modify 
sensor/actuator 
except motor 
Modify 
motor 
Source of 
stimulus 
Obstacle 
detection 
sensor 
New product 
request 
New product 
request 
Stimulus Obstacle 
detected 
Develop new 
product with 
different  
sensor/actuator 
Develop new 
product with 
different  
motor 
Environment  Garage door Development Development 
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descending time time 
Artifact  Motor  Source code for 
system 
Source code 
for system 
Response Halt door Produce new 
product 
Produce new 
product 
Response 
measure and 
constraint 
Within .1 sec. Within 1 staff-
days 
Within 1.5 
staff-days 
 
For each scenario the relevant reasoning framework is 
deducible from its response measure. The first scenario 
has a timing deadline, indicating that a reasoning 
framework that deduces latency would be appropriate; the 
Rate Monotonic Analysis [5] is therefore suitable. The 
other two scenarios have staff-days as the response 
measure, indicating that the Impact Analysis reasoning 
framework should be used to reason about the 
achievement of these scenarios.  
 
6.2 Construct quality attribute model 
 
We begin with the Rate Monotonic Analysis reasoning 
framework. 
 
6.2.1 Rate Monotonic Analysis 
 
The Rate Monotonic Analysis reasoning framework 
suggests an assignment of responsibilities to units of 
concurrencies and uses estimates of the execution time 
and the priorities of the units of concurrency to determine 
the latency in response to a particular event.  
The architect must estimate the execution times for the 
responsibilities. During the action of the reasoning 
framework, the architect may be asked whether it is 
possible to reduce those estimates. After one successful 
satisfaction of the scenarios, the execution time estimates 
become budgets that must be adhered to by subsequent 
implementation. 
Some of the architectural tactics comprising the Rate 
Monotonic Analysis reasoning framework for this 
example include 
• Reduce execution time. This tactic causes the 
software architect to consider what the execution 
times are for each responsibility and whether 
they can be reduced. 
• Use fixed-priority scheduling. This tactic 
determines the basis for assigning priorities and 
calculating the latency in response to the single 
event of obstacle detection. 
• Increase logical concurrency. In our example, 
we used this tactic as a method for reducing the 
latency associated with responsibilities that have 
stringent timing requirements. 
For example, the Use fixed priority scheduling tactic 
suggests assigning the responsibilities “detect obstacle” 
and “halt door” to the highest priority unit of 
concurrency, since those responsibilities have the most 
stringent timing requirement associated with them. Rate 
Monotonic Analysis gives us rules of thumb for assigning 
priorities (shortest deadline first) that will satisfy the 
constraints (if all the performance constraints can be 
satisfied). The Rate Monotonic Analysis reasoning 
framework, through the use of tactics, focuses the 
architect’s attention on the design decisions that are the 
most influential in achieving our performance goals. As 
we saw in the previous section, architectural aspects 
provide us with a way to modularize these high-impact 
architectural decisions. 
 
6.2.2 Impact analysis 
 
The Impact Analysis [4] reasoning framework assigns 
responsibilities to modules in such a way as to satisfy the 
constraints from the scenarios. The reasoning framework 
may also refine the responsibilities according to various 
tactics. 
The Impact Analysis reasoning framework constructs a 
dependency graph among modules. The nodes of the 
graph are modules, and the arc between nodes A and B 
represents the probability that a modification to node A 
will require a derivative modification to node B. For a 
given dependency graph, a cost function determines the 
cost of a modification to a particular responsibility within 
a given node. See [2] for details of the cost model; we 
will not go into its workings here. The cost model 
depends on the cost of modifying a responsibility, the 
packaging of the responsibilities into modules, and the 
probability of a modification of one responsibility 
propagating to another. 
In the Rate Monotonic Analysis reasoning framework, 
the architect needed to specify the execution time of 
responsibilities, the assignment of responsibilities to units 
of concurrency, and the priority of those units of 
concurrency. 
In the Impact Analysis reasoning framework, the 
architect must specify the cost of modifying each 
responsibility. Doing so is equivalent to specifying the 
execution time for the Rate Monotonic Analysis 
reasoning framework. The architect specifies the cost 
using experience and intuition—just as he or she specifies 
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the execution time. One tactic encourages the architect to 
think about the specified cost of modifying a 
responsibility and whether it can be reduced, again in 
parallel with Rate Monotonic Analysis. 
There are two types of tactics within the Impact 
Analysis reasoning framework. One type is intended to 
reduce the cost of a modification to a responsibility by 
modifying the set of responsibilities, and one type is 
intended to reduce the likelihood that a modification is 
propagated to other responsibilities. 
In our example, two scenarios are relevant to the 
Impact Analysis reasoning framework—replace sensors 
or actuators, and replace the motor. 
The reasoning framework begins by considering the 
cost of modifying the software to manage a new sensor. If 
this cost is less than the constraint value, this scenario is 
satisfied. For our example, we assume that the constraint 
is not met and therefore that tactics need to be applied. 
The first set of tactics to consider are those that 
attempt to reduce the cost of making a modification. The 
Abstract common services tactic suggests to the architect 
that the management of sensors can be considered a 
common service. This approach causes a potential re-
arrangement of responsibilities into those that manage the 
sensors (the sensor device drivers) and those that use the 
sensor management responsibilities. Now the cost of 
changing the sensor is recalculated using the reasoning 
framework. Once again, we assume the cost is too high. 
The architect examines the cost model and sees that 
changes to the sensor cause changes to the sensor device 
driver that, in turn, are propagated through the remainder 
of the responsibilities. This observation causes the 
architect to apply the Break the ripple effect tactic. Again 
the responsibilities are rearranged so that a virtual 
sensor/actuator is interposed between the device drivers 
and the other responsibilities. This time, the cost of a 
change is examined and the constraint is now met. 
Notice that the application of the tactics is a joint 
undertaking of the method and the architect. The method 
will highlight where problems occur and which tactics 
might be applicable. The architect then chooses 
appropriate tactics and how they are applied. Since 
nothing, thus far, has affected the scheduling of the 
obstacle detection, the performance constraint is still 
satisfied. 
Now, the other modifiability scenario, one that calls 
for the modification of the motor, is examined. The same 
initial reasoning that led to sensor/actual device drivers 
leads to a motor device driver. This time, however, the 
constraint is 1.5 staff-days rather than 1 staff-day. This 
larger constraint is satisfied just by the device driver 
without interposing a virtual motor. 
The Impact Analysis reasoning framework, through 
the use of tactics, focuses the architect’s attention on the 
design decisions that are the most influential in achieving 
modifiability goals. As we saw for performance, aspects 
also provide us with a way of modularizing the high-
impact architectural decisions that affect modifiability. 
 
6.3 Convey information among reasoning 
frameworks 
 
In addition to those responsibilities extracted from the 
scenarios, the other responsibilities for the garage door 
system must be enumerated. For our purposes, they are 
lumped into a single responsibility called “other.”  
The only vocabulary that the Rate Monotonic Analysis 
reasoning framework and the Impact Analysis reasoning 
framework have in common is the concept of 
responsibilities. A responsibility graph is used to capture 
the relationships among the responsibilities. Possible 
relationships are either is-a-part-of or precedes. 
Responsibilities can be decomposed to yield is-a-part-of 
relationships. This is what happens when the common 
services are embodied in the Virtual sensor/actual 
module. Responsibilities can also precede other 
responsibilities. For example, an obstacle must be 
detected prior to the door being halted in one of our 
scenarios.  
Both reasoning frameworks, during their activities, 
drew on the responsibility graph to determine 
responsibilities for allocation to either units of 
concurrency or modules, and modified the responsibility 
graph through the addition of new responsibilities or the 
decomposition of responsibilities. 
 
6.4 Satisfy conflicting constraints 
 
In general, a reasoning framework considers a set of 
possible tactics (derived from looking at the analysis 
model that the reasoning framework uses) and attempts to 
find a combination of tactics (in conjunction with the 
architect) that will satisfy all the relevant constraints. 
Each application of a tactic may affect the responsibility 
graph that may, in turn, affect reasoning frameworks 
other than the one that is applying the tactic. Recalling 
our prior discussion, application of some tactics also 
identifies a candidate architectural aspect. 
When the various data structures are stable, the 
implied design should be generated. If the data structures 
do not stabilize or if some constraints are unable to be 
satisfied, the system is overconstrained and cannot be 
constructed. In this case, either a constraint must be 
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relaxed or parameters (such as execution time) are 
adjusted.  
 
6.5 Interaction between the design method and 
the architect 
 
We did not show the derivation that led to two 
scenarios to reflect the cost of modification. Originally, 
there was only one scenario that dealt with the 
modification of sensors/actuators. That scenario led, using 
a chain of reasoning as above, to a Virtual sensor/actuator 
module. The performance constraint involving the motor, 
however, could not be met using a virtual motor. Thus, 
the architect was informed, through the method, that the 
quality requirements could not be met. This caused the 
architect to weaken the modifiability requirement for the 
motor. 
Although the method provides guidance and 
information to the architect, he or she still makes the key 
decisions. 
 
7. Conclusions and open issues 
 
We have presented a method that begins with quality 
requirements cast as quality scenarios and moves from 
there (in a semi-automatic fashion) to a design. The 
method is based on using quality attribute reasoning 
frameworks to determine whether the requirements can be 
met, to identify places in an emerging design that cause 
them not to be met, and to provide the architect with 
guidance as to which architectural tactics to use to correct 
the problem. 
We initially used an example to present our method 
from the bottom up for pedagogical purposes. From the 
top down, the method proceeds as follows: Represent 
quality attribute requirements as structured scenarios; 
Generate a design using reasoning frameworks and 
architectural tactics that depend on those reasoning 
frameworks to satisfy quality attribute requirements; 
Consider each use of an architectural tactic in generating 
the design as a candidate architectural aspect, where the 
join point is the place in the architecture where the tactic 
was applied and the advice is dependent on the quality 
attribute being achieved by the tactic. 
This leaves two questions for future consideration: 
• Which subset of architectural tactics leads to 
architectural aspects? 
• Which subset of architectural aspects is 
realizable as language-level aspects? 
We believe there is a systematic method for addressing 
both questions, but they remain open issues. 
Some other ideas that we believe have promise at the 
architectural level and merit investigation include 
• identifying an “aspect” view of the architecture 
that would display those places in the 
architecture where decisions have been deferred 
and where an “architectural aspect” weaver 
might be useful 
• Many of the aspects we have identified require a 
weaver to operate at more than just a syntactic 
level. For example, a weaver may decide based 
on performance considerations identified by a 
method such as ours that for one join point, 
information can be passed as messages but for 
another, it should be passed through shared 
memory. 
• some method for specifying functionality and 
architectural style independently and weaving 
them together 
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Abstract
The concern facet concept is introduced. We claim
that in a world of “concerns” a cluster of facets is as-
sociated with each and every concern. The facets in the
cluster may structure the concern specification. In or-
der to demonstrate this statement, we define a group of
concern facets for specifying the concerns of the soft-
ware process and software product quality and use
them in developing software systems.
1. Introduction
Yet there are debates on the exact definition
(meaning, as much as possible close to the intuitive
meaning) of the “concern” notion. Nevertheless, the
scientific world more and more accepts the concern as
“any matter of interest in a software system”[8, p.128].
A great deal of the set of concerns comes from the
software process model as shown in [10, 9, 7, 2]. The-
se concerns guide the development of software systems
and structure the software product.
Our claim is that the concerns can be structured,
too. The structuring element is the facet concept, as
presented in [1]. In order to highlight the use of facets
in structuring of the software process and product, we
will consider RUP (Rational Unified Process) as a
model [6] of the software process. Some of the RUP
concerns are identified.
2. Facets of concerns
In our opinion facets are that kind of questions one
might want to ask about a concern. A facet instance is a
possible answer to such question. Usually, a
stakeholder raises such questions. Answering to them,
the stakeholder specifies new facet instances. If the
identified facets completely describe the whole con-
cern, the stakeholder will be able to better control the
concern. There are also cases when even a concern may
query other concerns for information.
In order to explain better the role of facets in con-
cern specification, let us consider a concern C and
some typical questions about it:
- Definition: Which is the definition of C?
- Example: What are the things that satisfy C’s
definition?
- Address: When can we say that C is addressed?
- Resolve: When can we say that C is resolved?
- Generalization: Which other concerns have less
restrictive definitions than C?
- Specialization: Which concerns have C’s defi-
nition plus some additional constraints?
- Life Cycle Phase: Which are those concerns that
are addressed or resolved in the same life cycle
phase with C?
- Workflow: Which are those concerns that are ad-
dressed or resolved in the same workflow of ite-
ration with C?
- Artifact: Which are the other concerns that help
together with C in realizing the same artifact?
- Role: If C is relevant to a role, which other con-
cerns are relevant to the same role?
- Dependency: Which are concerns that C is de-
pending on?
In addition, each facet F of a concern C has sub-
facets that answer at the following questions:
- Check: How can elements of C.F be checked?
- Evaluate: How can elements of C.F be evaluated?
where C.F represents the facet F of a concern C.
The facets of a concern break into three categories:
- basic facets which contain intensive informa-
tion on concern C itself: Definition, Address,
Resolve;
- context facets which are linking the concern to
other concern(s): Example, Generalization,
Specialization, Life Cycle Phase, Iteration, Ar-
tifact, Role, Dependency;
- other facets which can be tacked into any face-
ts from above: Check, Evaluate.
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The paper defines some basic and context facets of
concerns and introduces several examples of facets.
3. Basic facets
In this section we present three basic facets of con-
cerns, namely: Definition, Address and Resolve.
3.1. Definition
To work with a concern, first of all we have to de-
fine it. The layout of this facet is a list of elements,
where each element, subfacet of the facet, consists of
the following attributes:
! Identification:
- type: global/local,
- visibility: opaque/transparent,
- life cycle: software process/life-cycle phase/ite-
ration,
- inclusion: aggregate/atomic,
- behavior: initiator/active/passive,
- locality: crosscutting/not-crosscutting.
! Responsible: who is responsible with the concern
resolving (most likely, a stakeholder).
! Audience: stakeholders that are interested in the
concern.
! Collaborators: Using definition of other concern
X, Reducing to the definition of Y, Same defini-
tion as Y except…, Specialized version of Z, etc.
! Predicate: a test that verifies if a given thing is an
example of the concern.
Let consider the attribute values of the Identifica-
tion subfacet.
A global concern is a concern of the entire software
project and will be checked during the major mile-
stones. Instead, a local concern is a concern of one or
few iterations and will be checked during the minor
milestone of the iterations. By example, sys-
tem_objective concern is checked at every major mile-
stone; instead, during the minor milestones, the evalu-
ating-criterion concern is checked.
We define a transparent concern as a concern that
can be resolved and checked. Instead, an opaque con-
cern can only be addressed, because we don’t have all
the necessary information to resolve it. All the quality
concerns of the product are opaque because only when
the software project is closed, we can say if the system
is of quality or not. Instead, architecture-baseline is a
transparent concern in the elaboration phase of the
software process: it will be resolved in this phase and
will be checked during the architecture life-cycle mile-
stone.
Until a concern is resolved, it evolves during the
entire software process or only a part of it. This part
may be an entire life-cycle phase or only one or few
iterations of it. The life-cycle parameter of the Identifi-
cation subfacet indicates the area of software process
where the concern is relevant. By example, the archi-
tecture concern evolves through the software process
like that:
- in the inception phase, an architecture state-
ment is synthesized by evaluating the design
trade-offs, problem space ambiguities and
available-space assets (technologies and exist-
ing components),
- the elaboration phase builds up an architecture
baseline that resolves the critical use cases,
- in the construction phase, the architecture is en-
riched by integrating remaining components in
order to fulfill all the requirements from the vi-
sion document,
- during the transition phase, the architecture is
modified in order to resolve multiple-compo-
nent design issues that affect the quality attrib-
utes of the system, like reliability, perfor-
mance and maintainability.
A concern is aggregate if its resolution needs the
resolution of other concerns. Otherwise, we will call it
atomic concern. By example, architecture is an aggre-
gate concern because for constructing an architecture,
we must firstly construct the “4+1” views [4]: design
view, process view, component view, deployment view
and use case view, which are concerns themselves.
Furthermore, to obtain a stable architecture we have to
resolve the quality concerns such as performance, reli-
ability, adaptability, robustness, scalability, economic-
trade-offs, technology-constraints, comprehensibility
and ease-to-construct. These concerns are aggregate
concerns, too.
In general, concerns obtained during the software
process are aggregate. Atomic concerns are relative to
the software system and depend on this.
A concern is active if its addressing or resolving
implies that the system executes one or more activities.
Examples include some features such as modify-
component or execute-a-use-case in order to check the
operational-concept of the system. Such a concern is a
system concern and it is used when the system is
viewed as an “open box” by the developers.
By definition, a concern has initiator behavior if it
comes from the software process of the system, where
the system is seen like a “black box” and addressing or
resolving of it implies, actually, addressing or resol-
ving of active concerns. By example, operational-
concept concern of the system is an initiator concern.
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All the concerns in the software process are cross-
cutting concerns, if we consider the system to be a
base.
The subfacet Collaborators of a concern indicates
all concerns and their facets, which help us to define
the concern.
As we mentioned above, the Predicate subfacet de-
notes a test that verifies if an entity is an example of the
concern. The test has to be (i) faithfully described by
Identification, and (ii) related to other concerns be-
longing to the Collaborators facet.
For example, let consider the Definition facet of the
architecture concern:
Identification: Global, Opaque, Software process,
Aggregate, Initiator, Crosscutting
Responsible: Software Architecture Team
Audience: Software Management Team, Software
Development Team, Software Assessment Team
Collaborators:
Concerns: {the-system's-structure, the-
system's-behavior, heuristic-rules-for-the-
architecture-design, heuristic-rules-for-the-
architecture-evolution}   
Facets: {scope-of-the-system, objectives-of-
the-system, requirements-set, development-
risks, quality-attributes-of-the-architecture,
estimate-scope, schedule}
 Predicate:
   resolve the-system's-structure and
   resolve the-system's-behavior and
   resolve heuristic-rules-for-the-architecture-design
   and
   resolve heuristic-rules-for-the-architecture-evolu-
tion
   and
   check scope-of-system and
   check objectives-of-system and
   check requirements-set and
   check development-risks and
   check quality-attributes-of-architecture and
   check estimate-scope and
   check schedule
If the Definition facet of a concern has a list of ele-
ments, that is the concern has more definitions, there
should be no conflict among each other. Namely, they
must have the same characteristics (indicated in Identi-
fication subfacet), the same responsible and audience,
and have different collaborators and predicates.
For example, the architecture concern may have
another predicate facet:
Predicate:
resolve use-case-view
for each Example.use-case-view
     address design-view
if the system is concurrent then
     resolve  process-view
if the system is distributed  then
     resolve  process-view and deployment-view
     resolve component-view
     check scope-of-system
     check objectives-of-system
     check requirements-set
     check development-risks
     check quality-attributes-of-architecture
     check estimate-cost
     check schedule
Two facets may overlap, that is their intersection is
not empty or equivalent, if they contain one or more
common concerns. In other words, the Predicate sub-
facets of the architecture concern are overlapping.
3.2. Address
A concern is addressed by a life-cycle phase or ite-
ration of the software process if and only if it uses in-
formation from the phase or iteration, but this informa-
tion is not sufficient for resolving the concern. Fur-
thermore, this information should be checked during
the major or minor milestones.
There are cases when addressing a concern needs to
address or resolve other concerns. By example, the
architecture concern is addressed in the inception
phase of the process software when the architecture-
statement is resolved. The same concern is addressed
in the elaboration phase where the architecture-
baseline concern is resolved.
Another example is given by requirement concerns
that are addressed in the iteration of the elaboration
phase, by example, where the set of evaluating-
criterion concerns is resolved.
The Address facet contains the next subfacets:
! Locality: phase or iteration that addresses the
concern,
! Collaborators: name of concerns that are a-
ddressing or resolving to address this concern,
! Predicate: a test that tells us if any given thing
is an example of this concern.
By example, the Address facet of the architecture
concern is the following:
Locality: Elaboration phase
Collaborators:  architecture-baseline
Predicate: resolve architecture-baseline
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3.3. Resolve
First of all, we are saying that a concern is imple-
mented if there is a formalism or artifact that comprises
descriptive material that include all information about
the concern. A construction from some such formalism
might be the unit concept from Hyperspace [5].
A concern is resolved if contains all needed infor-
mation to implement the concern. This information
must be evaluated with some metrics and obtain the
consensus of all stakeholders who are interested in it.
The architecture-baseline concern is resolved in the
elaboration phase of the software process, when it is
evaluated and approved by the manager and client. In
this stage, we consider that the concern is closed, that is
if we want to modify such concern, it enters in a SCO
(Software Change Order) process.
The Resolve facet has the following subfacets:
! Locality: phase or iteration,
! Collaborators: names of the concerns that help
to resolve this concern,
! Predicate: a test that tells us if some given en-
tities are examples of this concern.
By example, the architecture-baseline concern has
the following Resolve facet:
Locality: Elaboration phase
Collaborators: {the-system's-scope, the-system's-
objectives, the-project-vision, use-cases-set, quality-
attributes-of-the-architecture, design-risks, planning-
risks, work-and-progress-metric, change-traffic-and-
stability-metric, breakage-and-modularity-metric, re-
work-and-adaptability-metric}
Predicate:
check scope-of-system and objectives-of-system
check the project-vision and use-cases-set
check quality-attributes-of-architecture
resolve design-risks and planning-risks
check work-and-progress-metric and   
 change-traffic-and-stability-metric and
 breakage-and-modularity-metric and
 rework-and-adaptability-metric
Obviously, Definition, Address and Resolve facets
intuitively represent the states of a concern life cycle:
defined (created), intermediary (addressed) and closed
(resolved).
4. Some Context facets
In this section we present four facets: Life Cycle
Phase, Workflow, Artifact, and Role. These facets cor-
respond to points of view, which link through affi-
liation a concern to others. These facets have the same
subfacets:
! Name of the point of view,
! Structure: a set of concern names.
The set of concerns in the Structure subfacet con-
tains the concerns derived from the objectives of the
point of view we consider in applying the facet.
4.1. Life Cycle Phase
In  case of the Life Cycle Phase facet, the point of
view, as we mentioned before, is the phase of software
process in which a concern is addressed or resolved. In
such phase, a set of concerns are addressed or resolved,
namely those concerns that fulfill the objectives of the
phase.
For instance, the architecture-baseline concern has
the next Life Cycle Phase facet:
Name of phase: Elaboration
Structure: vision-baseline, plan-baseline-for-con-
struction-phase, design-decision and demonstrating-
architecture.
4.2. Workflow
Workflow facet focuses on the workflow of itera-
tion and derives the concerns that fulfill the evaluation
criteria of iteration.
For instance, the architecture-baseline concern has
the next Workflow facet:
Name of workflow: Design
Structure: architecture-concept, design-compo-
nents, source-component-inventory, bill-of-materials
and executable-components.
4.3. Artifact
This facet contains those concerns that contribute
together with the given concern to the realization of the
same artifact. For instance, the architecture-baseline
concern has the next Artifact facet:
Name of artifact: Architecture description
Structure: architecture-views, architectural-inter-
actions, quality-attributes-of-architecture, architec-
tural-rationale and architectural-trade-offs.
4.3. Role
The Role facet contains the concerns that derive
from responsibilities of the stakeholder that addresses
or resolves the given concern. For instance, the archi-
tecture-baseline concern has the next Artifact facet:
Name of role: Software Architecture Team
Structure: architecture-prototyping, make/buy-
trade-offs, primary-scenario-definition, primary-sce-
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nario-demonstration, make/buy-trade-offs-baseline,
architecture-maintenance, multiple-component-issue-
resolution and quality-attributes-of-architecture.
5. Conclusions
 The concern facet concept is introduced by focu-
sing on the software process and the software system
quality concerns.
In the paper, examples have been given “from
around” the architecture concern. Besides scope, ob-
jectives and requirements, the architecture concern  is
one of the most important concerns.
5.1. Future work
We are working on the specification all other fa-
cets we enumerated at the beginning of the paper.
Other possible questions are: how can we relate the
facets of concern with Cosmos model [8] and how can
we apply them to the Pirol environment [3]?
Finally, our claim is that the concern facet concept
could be useful for systems analysis, too. Our further
research will also investigate in this direction.
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ABSTRACT 
The AO paradigm focuses mainly at the implementation phases of 
the software lifecycle and is missing standardized concepts for 
early stages of the development lifecycle. The term Early Aspects 
refers to crosscutting properties at the requirements and 
architecture level and this paper addresses the separation of 
crosscutting concerns at the architecture design phases by offering 
AML (Aspect Modeling Language), a notation for aspect-oriented 
architecture design modeling that is standard UML conform. 
Within the notation, crosscutting artifacts are clearly encapsulated 
and completely kept apart from the business logic to foster their 
reuse. A clear separation of the AO language dependent from AO 
independent parts simplifies the support of a number of different 
AO languages and concepts. To extend the support beyond the 
architecture phase a code generator is presented addressing low-
level design support by offering an automated mapping from 
design models to programming models to prevent inconsistencies 
among design and implementation.  
Categories and Subject Descriptors 
D.2.2 [Design Tools and Techniques]: Computer-aided software 
engineering (CASE) 
General Terms 
Architecture, Design, Languages 
Keywords 
AOSD, aspect, crosscutting concerns, early aspects, architecture 
design modeling, UML 
1. INTRODUCTION 
Separation of concerns [1] is one of the fundamental principles in 
software engineering. It states that a given problem involves 
different kinds of concerns, which should be identified and 
separated in order to manage complexity and to achieve required 
engineering quality factors such as adaptability, maintainability, 
extensibility and reusability. OO software development proved its 
usefulness regarding the separation of functional concerns of a 
system. Concerns that crosscut these functional decompositions 
do not fit equally well into the OO model and have a potentially 
harmful impact on engineering quality factors mentioned above. 
Aspect-oriented programming [2] addresses these concepts at the 
implementation level and offers low-level support for separation 
of concerns. Aspects are implemented as first-class elements that 
are expressed in terms of their own modular structure, thus 
enabling the modularization of crosscutting concerns.  
Early Aspects refer to crosscutting properties at the requirements 
and architecture level ([3]). The term denotes aspect-orientation 
within the early development stages of requirements engineering 
and architecture design. This paper focuses on the separation of 
crosscutting concerns at the high level architecture and the low 
level design while offering an approach for aspect-oriented 
modeling and automated code generation. Typically, design 
artifacts that crosscut an architecture cannot be encapsulated by 
single components or packages and are typically spread across 
several of them and therefore also make design hard to understand 
and maintain. This work addresses the specification of 
crosscutting concerns at the architecture level in order to maintain 
the separation of concerns at an early stage in the software 
development lifecycle. Crosscutting design artifacts can clearly be 
encapsulated avoiding tangling and scattering. 
An extension to UML [4] [5] is presented, without changing its 
metamodel specification, to achieve standard UML conformity. 
This helps developers to become acquainted with AO modeling 
when they are already familiar with OO modeling and UML. A 
key intention was to offer standard development tool support and 
interchangeability between various tools. UML is customized by 
using standard extension mechanisms only. To gain the benefits 
of code and design reuse of AO software, the ability to reuse 
aspect and business logic separately is needed.  A notation is 
presented where aspect and business logic are completely kept 
apart. Thus, both are reusable and at the same time independent of 
the implementation technology. Within this approach it is 
assumed that the requirements have already been defined and 
specified during previous development stages.                                                       
To ease the transition from design to implementation and to offer 
low-level architecture design support, a code generator was 
developed to support automatic generation of AO code skeletons 
from design models. This helps developers to focus on models 
having the code skeletons generated automatically to gain the 
benefits they are used to in OOSD. Code generation improves 
developer productivity, ensures syntactical correctness and 
reduces errors when mapping a model to code. The presented 
UML notation in combination with the code generator makes 
AOSD more usable and more efficient for software development 
by avoiding inconsistencies among design and implementation. 
Developers can then concentrate on AO design having the code 
skeletons generated automatically. 
The remainder of this paper is organized as follows: Section 2 
presents shortcomings of the current state of research on aspect-
oriented modeling and describes the need for AO architecture 
design. Section 3 describes the syntax and semantics of the 
developed notation. Section 4 presents the automated transition 
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from design models to implementation models. We conclude with 
a note of related work and a summary in Section 5 and 6. 
2. PROBLEM STATEMENT 
The architecture design is an important step within the software 
development lifecycle. OO design has proved its strength when it 
comes to modeling common behavior. However, OO design does 
not adequately address design artifacts that crosscut an 
architecture. They cannot be encapsulated by single components 
or packages and are typically spread across several of them and 
therefore also make design hard to understand and maintain. 
Crosscutting concerns are present during all phases of a software 
development lifecycle, leading to code tangling or code scattering 
during the implementation phase and graphical tangling during 
the design phase. AOSD is still lacking standardized concepts at 
the design phase that would foster the specification of 
crosscutting concerns at the high level architecture and low level 
design. Development of large software systems follows processes 
that all include activities like requirements engineering, analysis, 
design and implementations. Following a design methodology 
like OOD, and focusing on AOP at coding level causes a shift of 
paradigms between OO design and AO code. This leads to 
inconsistencies between design and implementation as the AO 
paradigm is not seamlessly supported during the early stages of 
the development lifecycle. To avoid the divergence of design 
models and code, crosscutting concerns must be identified at the 
requirements and architecture level and carried forward in the 
implementation phase. Concepts are needed for a seamless 
integration of AO design and implementation and will be a first 
step towards an integrated AO development process. To make 
AOSD more widely accepted, the different phases of an AOSD 
lifecycle have to be integrated more smoothly by supporting the 
AO paradigm in every phase. This work includes both, a design 
notation as well as a code generator for automatic code generation 
and validation of AO models. Supporting design models and their 
transition to concrete implementations makes AOSD more usable, 
more efficient and more accepted among software engineers. 
When analyzing OO design, one can see that OO modeling tries 
to adopt many of the OO programming features for design and 
analysis. Classes, their structures, and their relationships are 
identified and generalization and aggregation hierarchies are built. 
OO design techniques are not sufficient when focusing on the AO 
paradigm as crosscutting concerns also make design tangled and 
therefore hard to understand and maintain. When developing an 
AO modeling approach, the following requirements are obvious: 
− A sufficient notation should be simple to understand 
and straightforward to use for developers who are 
familiar with common design notations (such as UML). 
− Design modeling should be supported by powerful 
CASE tools to improve developer productivity and to 
ensure syntactical correctness of the AO model. 
− Design notations should support modeling according to 
the paradigms behind the most common AO approaches 
and languages. 
− Models should be easy to read and offer a clear 
separation of concerns to avoid crosscutting concerns 
spanning over many design elements. 
− A direct mapping between the notation and supported 
implementation languages should allow automatic code 
generation based on the design model. 
− The notation should be applicable in real-world 
development projects and should be part of an 
integrated AO development process. 
This work can be seen as a step towards a standardized way to 
capture aspects at the design phase of an AO development 
process. Existing approaches and prototypes are well aware of the 
fact that aspect-oriented modeling is a critical part of AOSD. 
Obviously, to obtain an AO development lifecycle, the gap 
between AO requirements engineering and AOP has to be filled. 
This work makes a contribution to the problem of bridging this 
gap. 
3. ASPECT MODELING LANGUAGE 
This work specifies an approach for AO modeling to address the 
specification of crosscutting concerns at the architecture level in 
order to maintain the separation of concerns at an early stage in 
the software development lifecycle. A key intention is to offer 
standard development tool support and interchangeability among 
various CASE tools, thus an extension to UML was developed 
without changing its metamodel specification to achieve standard 
UML conformity. Using UML as a modeling language improves 
developer productivity and offers high acceptance, as it is the 
industry-standard modeling language for the software engineering 
community. When using standard UML for aspect-oriented 
modeling, developers do modeling by using familiar tools and 
environments to gain all the benefits they are used to in OO 
design. UML is an extensible modeling language that enables 
domain-specific modeling which raises its suitability as a 
modeling language for supporting aspect-oriented modeling. 
Another important goal was to gain the benefits both of code and 
design reuse of AO software, including the ability to reuse aspect 
and base elements separately. Thus, aspects and base elements 
should be completely kept apart and independent of the 
implementation technology in order to simplify the replacement 
of the AO language. A clear separation of the language dependent 
crosscutting parts eases the support of many different AO 
languages and concepts. This work focuses on adopting AspectJ 
[6] [21] concepts for the implementation language dependent 
parts of AML; the support of other AO concepts (such as Hyper/J 
[18] [19] [23]) is considered and part of some future work. 
AML considers the fact that crosscutting concerns tend to affect 
multiple classes in a system. Sine a concern itself can consist of 
several classes and since all of these classes may be associated 
with the class the concern crosscuts, the module construct for a 
concern should be higher-level than a class. Otherwise 
associations modeled on class-level would supersede the logical 
grouping of the classes belonging to one concern. This would 
make the design models hard to read and lead to graphical 
tangling of crosscutting concerns instead of a clear separation. 
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Aspect Package Base Package
Connector
<<use>><<use>>
 
Figure 1:  Package Level (De) Composition 
 
Figure 1 provides an overview of the notation and its focus on 
package-level decomposition. AML includes a base package 
(containing the business logic), an aspect package (containing the 
crosscutting concern) and a connector to link aspects and base 
elements. This separation enables high reusability of the aspect 
and base elements since the connector is the only crosscutting 
element. Focusing on UML packages as a central decomposition 
unit leads to design models that are easy to read, as they avoid 
graphical tangling. Additionally, the connector encapsulates the 
underlying implementation technology (e.g. AspectJ). The aspect 
can be modeled independently of any design it may potentially 
affect. The connection between base design and aspect design is 
specified separately. Support of different AO technologies is 
therefore rather simple and straightforward, as it is only the 
connector’s syntax that has to be changed. 
The aspect package provides a graphical representation (class 
diagram) of the static view of a particular crosscutting concern 
and is, along with the base package, one of the OO parts of the 
AO model. The base package contains the business logic of the 
system and can be modeled without considering any crosscutting 
concern that may potentially affect the system. Similar to the 
aspect package, the base package can contain any valid UML 
model that describes the business logic of the desired system. 
There is no direct relationship among the aspect package and the 
base package; their relationship is only defined through the 
connector package containing the rules for the later recomposition 
of aspects and base elements. As AspectJ is currently the best 
known AO language, all connector semantics presented here have 
been developed according to AspectJ’s connection model.  
 
 
« in tro d u ce »
In tro d u c tio n
« a d v ice »
A d v ic e s
« p o in tcu t»
P o in tc u ts
 
Figure 2: AspectJ specific Connector 
 
As shown in Figure 2, the AspectJ-specific connector package can 
contain the following classes that conform to the concepts 
AspectJ offers for the specification of weaving rules: 
1. The Introduction class, which defines the rules for 
AspectJ’s introduction mechanism. 
2. The Pointcut class, which defines execution points in 
the control flow of the program. 
3. The Advice class, which defines the code to be executed 
at the pointcuts defined in the Pointcut class. 
All classes contain operations with special semantics to specify 
how aspect and base elements have to be recomposed. The 
complete syntax of the AspectJ specific connector will not be 
presented here; the following example should provide a view of 
how the notation can be used and shows some of the most 
important constructs. 
The example in Figure 3 shows how to model an aspect related to 
tracing to give some guidelines and indications on how to use our 
notation. 
 
+getValues()
Server Client
<<use>>
Base Package
+initStream(in s : PrintStream)
+traceEntry()
+traceExit()
Trace
Tracing
Connector
+tracePointcut(in Server$$getValues : CALL)
«pointcut»
Pointcut
+Tracing$$Trace$$traceEntry(in tracePointcut : BEFORE)
+Tracing$$Trace$$traceExit(in tracePointcut : AFTER)
«advice»
Advice
<<use>> <<use>>
 
 
Figure 3: Tracing Design Example 
 
Every time the user performs an invocation on the Server, the 
action should be traced. Both, tracing aspect and business logic, 
are independent from each other, no connection is modeled inside. 
The connector, specifying the weaving rules, includes program 
execution points (pointcuts) and actions performed at those points 
(advices). The pointcut (tracePointcut) is triggered every time the 
client invokes the Server.getValues() method. The action to be 
performed before the method call is tracing the entry of the 
method (Trace.traceEntry()) and after the method call is tracing 
the exit of the method (Trace.traceExit()). As within Java [7] dots 
are not allowed within operation names, it was soon discovered 
that dots could not be used to separate packages from classes and 
members. Therefore, we decided to separate them from each other 
using “$$”. The “$” character can be found quite often within 
AML and it has been chosen as it is rarely used by developers 
within class or member names. 
AML is a simple and powerful notation for aspect-oriented 
modeling. In order to reduce errors when mapping models to code 
and offer low-level architecture design support, a code generator 
is developed which is presented in the next chapter.  
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4. CODE GENERATION 
To extend the support beyond the architecture phase a code 
generator is presented addressing low-level design support by 
offering an automated mapping from abstract design models to 
programming models. This low-level architecture design support 
prevents inconsistencies among design and implementation and 
helps developers concentrate on AO design having the code 
skeletons generated automatically. AspectJ has been chosen to be 
the target language, as it is the AO language that is mainly used at 
present. The semantics of the connector have been designed 
according to AspectJ concepts including concrete mapping rules 
between model and code. Before generating code skeletons, the 
model is validated for syntactical and semantical correctness. It is 
even possible for developers to have the model validated without 
generating code afterwards.  
The development of the code generator is divided into two parts 
(see Figure 4):   
1. The model validation part validates an AO design 
model for syntactical and semantical correctness (e.g., 
the existence of referenced pointcuts). It is possible for 
developers to have the design model validated without 
generating code afterwards. 
2. The code generation part generates AspectJ source code 
for a validated AO model. 
 
 
Figure 4: Flowchart of an AO Development Process 
 
The CASE tool Together [22] from Borland is an enterprise 
development platform enabling application design, development, 
and deployment. It is extensible through an open Java API 
offering the possibility to develop custom software that plugs into 
the Together platform in the form of modules. The open API is 
composed of a three-tier interface that enables varying degrees of 
access to the infrastructure of Together. Altogether, Together’s 
open API offers a lot of very powerful concepts for the 
manipulation of UML models and has therefore been chosen for 
the development of the code generator. The tool automatically 
validates and generates the OO parts of the model (aspect and 
base elements), the validation and code generation of AO parts 
(i.e. connector elements) is implemented as modules that plug into 
the Together platform.  
Aspect elements and base elements map to Java source code. The 
aspect package and the base package are the OO parts of the 
notation. Connector elements map to AspectJ source code. The 
connector package consists of the AO part of the notation, linking 
aspect package and base package. To ensure syntactical and 
semantical correct AspectJ files that can then be compiled with an 
AspectJ compiler mapping rules have been defined between the 
notation and AspectJ concepts.  
 
public aspect TracingAspect { 
   pointcut tracePointcut () :  
   call ( * BasePackage.Server.getValues(..)); 
    
   before () : tracePointcut () { 
      System.out.println (“Entering method…”); 
   } 
   after () : tracePointcut  () { 
      System.out.println (“Leaving method…”); 
   } 
} 
Listing 1: Tracing Aspect with Copied Code 
 
public aspect TracingAspect { 
   pointcut tracePointcut () :  
   call ( * BasePackage.Server.getValues(..)); 
 
   before () : tracePointcut () { 
      Trace t = new Trace (/*parameters*/); 
      t.traceEntry (/*parameters*/); 
   } 
   after () : tracePointcut  () { 
      Trace t = new Trace (/*parameters*/); 
      t.traceExit (/*parameters*/); 
   } 
} 
Listing 2: Tracing Aspect with Instantiation 
 
Listing 1 shows the aspect TracingAspect that is generated 
when code parts of the crosscutting concern are copied into the 
AspectJ file. The difference between Listing 1 and Listing 2 lies 
in the specification of actions being performed at pointcuts. In 
Listing 1, the code to be executed (declared inside the aspect 
package) is copied into the AspectJ file, whereby in Listing 2 the 
relevant classes are instantiated and the appropriate methods are 
called. When instantiating classes (as shown in Listing 2), the 
appropriate constructor and method parameters have to be 
inserted by the user which is not necessary when copying the 
code. The user can choose between the two options when 
generating the code (copied code and instantiation). 
The generation of AspectJ code is a one-time/one-way generation, 
possible future extensions could support roundtrip engineering 
including reverse engineering for aspect mining.  
AO Modeling with
Together Model Validation Success?
No
Code GenerationYes
.java FilesManual
Implementation of
Functionality
AspectJ Compiler
.class Files
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5. RELATED WORK 
Related aspect-oriented design approaches proposed to provide 
support for crosscutting concerns at the architecture design level 
are based on Composition Patterns [12] [13] [14], Aspectual UML 
[10] [11] and other UML based modeling approaches [15] [16] 
[17]. 
The Composition Pattern approach combines UML templates 
with a subject-oriented model. The notation focuses on package 
level decomposition and “binds” crosscutting concerns with 
business logic classes with the help of binding relationships 
between the decomposed packages. The modeling language is 
based on standard UML extension elements like stereotypes, 
constraints or templates, which are supported on all standard 
UML conform CASE tools. The Composition Pattern notation 
does not provide an explicit notation for advice specifications, 
instead advices are expressed through state diagrams. A designer 
is forced to provide an additional state diagram for each execution 
point. While modeling the notation requires switching between 
object and state diagrams. The notation might be sufficient for 
small designs, but gets complex and hard to read for larger 
systems.  
Aspectual UML separates the design in aspectual collaboration 
modules and all linking rules in a separate “connector” package. 
Compared to Composition Patterns, the notation enhances the 
separation of base classes, crosscutting concerns and binding rules 
in independent modules. However the UML notation of this 
approach introduces two new relationships on package-level 
(package inheritance and package adaption), which are unknown 
to standard UML and will be problematic to realize in existing 
CASE tools. With binding by delegation and advice weaving, 
Aspectual UML provides two powerful binding concepts, but is 
lacking other AO concepts like introduction and full support for 
all AspectJ-like join point definitions.  
Many of the other modeling approaches [15], [16], [17] are based 
on class level decomposition. This decomposition level does not 
seem ideal, since often several classes are involved in one 
crosscutting concern. There is a danger that class level 
decomposition may lead to redundant notations and graphical 
tangling in the design models. [17] complies to standard UML, 
however the tight coupling of specific notations to AspectJ 
concepts, will make it difficult to support other aspect-oriented 
languages (e.g. HyperJ).  [15] remains unspecific, how advice or 
pointcuts can be modeled, It mainly provides concepts for static 
crosscutting of operations.  [16] provides limited modeling 
capabilities for crosscutting concerns e.g. advices can only be 
expressed through state-chart diagrams.  
6. SUMMARY AND FUTURE WORK 
This work addresses the AO development process from the high 
level architecture to the low level design by presenting an 
approach for aspect-oriented modeling and automated code 
generation. When considering the requirements defined in chapter 
2, the following goals have been reached: 
− An approach for high level architecture design, called 
AML, has been developed to enable separation of 
concerns at the design level of an AO development 
process. Within this approach it is assumed that the 
requirements have already been defined and specified 
during previous development stages. 
− Since AML is UML conform, any CASE tool that 
supports UML modeling can be used. 
− Aspects and base elements are completely kept apart; 
they are connected via a special language-specific 
connector element that encapsulates the underlying 
implementation technology. Any desired AO 
technology can be supported; it is just the connector’s 
syntax and semantics that have to be specified. 
− Both, aspects and base elements, can be reused 
separately as the connector is the only crosscutting, 
language-dependent part. This sort of encapsulation 
offers a logical grouping of all classes belonging to one 
concern and eases the readability of design models as 
avoiding graphical tangling. 
− To offer low-level architecture design support, a code 
generator has been developed to improve productivity 
and reduce errors when mapping model to code. 
The work can be seen as a first step towards a simple and 
powerful modeling approach that fosters support from existing 
CASE tools since it is based on standard UML. AML in 
combination with the code generator should make AOSD more 
usable and more efficient for software development. The 
assumptions about the usefulness of the notation and the AO code 
generation have to be proven in the near future when using it in 
business development projects. 
After evaluating the prototype’s features in real world 
development projects, some concepts may have to be added (e.g. 
complex relationships between aspects). Another important 
feature will be a complete CASE tool support including roundtrip 
engineering for aspect mining. As Together plans to support the 
development of modules offering roundtrip engineering features 
in the next version, this should be included in the next version of 
the code generator. 
The connector package encapsulates the underlying 
implementation technology. Currently, the syntax and semantics 
of an AspectJ specific connector type are defined. This sort of 
encapsulation eases the replacement of the AO language, the 
support of different technologies and language concepts (such as 
Hyper/J [18] [19] [23]) will be part of some future work. An 
automated code generation for different languages is rather 
straightforward, too. It is only the code generator’s mapping rules 
that have to be changed. 
There are still many issues to be solved until efficient AO 
development support comparable to current OO support is 
established. When offering an integrated development process, 
the gaps between the early phases and AO programming have to 
be filled as so far the paradigm focuses mainly at the 
implementation level. There is still a lot of challenging research to 
be done in the future until the paradigm is widely accepted and 
developers are aware of the benefits AOSD offers. 
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Abstract
One of the characteristics of embedded systems is that
they depend on their contexts, i.e. they react to the con-
text changes, and their behaviors are constrained by the
contexts. In modeling such context-dependent systems, we
have the following difficulties: 1) As we have to treat vari-
ous kinds of contexts such as logical contexts and physical
contexts, it is difficult to model them from one point of view.
2) By its nature, the model for internal processing tends to
depend on the model of external contexts, and this makes
modifiability and extensibility of the model bad. 3) Though
we have to make distinction between contexts and values
shown by sensors, as sensors are the means of capture con-
texts, we sometimes confound contexts with sensors and
make tightly coupled model. In this paper we propose an
aspect-oriented context modeling technique for embedded
systems, in which we show a strategy to model embedded
systems that have context-dependent nature. The aspect-
oriented context model is developed in the early stage of
development and can be used as a reference model for soft-
ware development in the following stages.
1. Introduction
With the development of information technology, em-
bedded systems become more and more large and compli-
cated. They have to control variety of hardware, they are
required to show higher performance and reliability, they
are connected to network to communicate with other equip-
ments and information systems, and so forth.
These tendencies change the development style of em-
bedded systems. Compared with the development style of
business applications, that of embedded systems used to be
”implementation centric”. However, as embedded systems
become larger and more complicated, we have to put much
emphasis on early stages of development, and to that end,
modeling becomes more and more important for the devel-
opment of embedded systems.
One of the characteristics of embedded systems is con-
text dependency. Here, context means any environment in
which the system is operated. For example, it reacts to the
context change (e.g. if it becomes dark, then turn on the
light) and its behavior is constrained by the context (e.g.
even if heating button is pressed, it does not start heating if
the temperature is too high). These context-dependent sys-
tems have three important conceptual parts. One part con-
sists of sensors that show some values that reflect phenom-
ena in the external worlds, one part consists of logics to de-
cide contexts based on these sensor values, and the other
part consists of internal processings that are triggered or
constrained by these determined contexts. For example, in
vehicle, sensors for a hand-brake and a shift-gear detect
their position, then the system determines whether the ve-
hicle completely stops or not, and internal processing abort
services that interfere driving.
As these three parts are essential for context dependent
systems, requirements for such systems are defined in terms
of these three parts, and the software architecture of the sys-
tem reflects them. Furthermore, as each part relates to dif-
ferent properties of the system, each part requires differ-
ent kinds of check and verification. Therefore it is desirable
to develop model in the early stage that capture these three
parts, and utilize the model as a reference model for archi-
tecture design, checking/verification, and so on. One of the
problems in modeling such context dependent systems is
that it is not straightforward to localize these three parts, as
we have to handle various kinds of contexts such as logi-
cal contexts and physical contexts, and they have compli-
cated relationships.
In this paper, we propose an aspect-oriented context
modeling for embedded systems that have these context-
dependent nature. In the technique we show a strategy to
model embedded systems utilizing aspects. In our tech-
nique, we introduce a new modeling element, ”inter aspects
relation”, that explicitly define the relationship among as-
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pects.
2. Context Modeling
In this paper, we call any environment in which a sys-
tem is operated as context. There are various kinds of con-
texts, and they may change time to time, and place to place.
For example, considering the systems for automobile, the
followings are some examples of possible contexts:
• the temperature, humidity, brightness around the vehi-
cle.
• the position, velocity, acceleration of the vehicle.
• the engine status, door position, gear position.
• the intensity of radio field of cell phone and wireless
LAN, the number of satellites they can capture for GPS
measurement.
• the services available from outside information sys-
tems (for example, each gas station, parking lot, or toll
booth may provides different services).
Systems cannot recognize contexts directly, and they uti-
lize sensors as the means to capture these contexts, and
judge and conjecture the current contexts. We may use mul-
tiple sensors to capture a context, same sensors may be
used to capture different contexts and there may be mul-
tiple means to capture a certain context. Therefore, it is im-
portant to distinguish between contexts from values shown
by sensors.
A context-dependent system is a system that has inter-
nal processing that depends on its contexts. The followings
are the typical characteristics of the internal processing of a
context-dependent system:
• reaction: the system reacts to their external events
and/or context changes, i.e. contexts trigger the inter-
nal processing. e.g. if the temperature arises, then the
system starts cooling.
• constraint: the system’s behavior is constrained by the
contexts, i.e. the system determines the type of the be-
havior, considering the current context. e.g. even if the
operator sends cooling command, the system does not
start cooling, if the temperature is too low.
In analyzing and designing context-dependent systems,
we have to model contexts and relationships among con-
texts and internal processing. We call these modeling activ-
ities as context modeling.
3. Example: Onboard Software Management
System
In this section, we introduce Onboard Software Manage-
ment System (OSMS for short), and examine the problems
in context modeling.
3.1. Basic Functionality
OSMS is the system to manage software components
that are installed on the vehicle onboard system. Recently
the size of software for onboard system becomes larger, it is
required to manage these software components like those on
personal computers and workstations. Namely, it becomes
necessary to update and replace the software components
when a problem arises and/or newer versions are released.
In this paper, we examine the OSMS that has the follow-
ing functionalities.
• OSMS can communicate with central servers by cell
phone. It can also communicate with local servers that
are placed at local points such as gas stations and toll
booths by wireless LAN. Even if OSMS communi-
cates with the central server, when it comes into the
area where wireless LAN is available, the system can
switch the communication media.
• In the central servers and local servers, there are soft-
ware components for downloading. Each server may
have a different set of software components, as it is dif-
ficult to deliver the same version of software to all the
servers simultaneously.
• OSMS can get the list of available software compo-
nents from servers, via cell phone or wireless LAN.
Based on the operation of the driver or passengers,
OSMS can download the software components, and in-
stalls them on the vehicle onboard system.
Figure 1 shows the basic model of OSMS. Class ”server”
resides on the server side, and stores and manages the avail-
able software components. Class ”available component” is
the information about software component that is placed
on the server. Class ”onboard agent” resides on the vehicle
side, and manages downloading and installing of the soft-
ware components. Class ”managed component” is the in-
formation about the available software component for ve-
hicle sides, and its status indicates that it is downloaded or
not, and it is installed or not. The ”onboard agent” down-
loads the information about the available components (re-
trieve), downloads the components (download) and installs
the downloaded components (install).
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onboard agent server
managed component available component
id
version
status
Id
version
IDLE
DOWNLOADING
INSTALLINGRETRIEVING
done
install
doneretrieve
done
download
(a) class diagram
(b) state diagram for onboard agent
0..n 0..n
0..n 0..n
Figure 1: Basic Model of OSMS
3.2. Context Dependency
OSMS has the context-dependent features. The follow-
ings are examples of the context dependencies:
• Even if driver/passengers specify install command,
”onboard agent” does not start installing if the vehi-
cle is not in the safe condition (typically vehicle is
running). It is because installing new software compo-
nents may causes dangerous situation during the driv-
ing.
• If the vehicle enter the unsafe condition (typically
vehicle start running) during installation, ”onboard
agent” aborts installation.
• If the communication path between ”onboard agent”
and ”server” is disconnected during downloading, ”on-
board agent” preserves the status, and resumes down-
loading if the connection is established again. As con-
nected server may be changed (because vehicles are
moving), ”onboard agent” has to check whether or not
the same component is available from the new server.
As described above, OSMS has to consider their con-
texts related to vehicle status (running or not), communica-
tion status (connected or disconnected) and servers status
(current set of downloadable components).
3.3. Problem
Figure 2 shows an example of OSMS model (part) con-
sidering the context dependency. Here, in order to model
contexts, class ”vehicle”, ”handbrake” and ”connection” are
onboard agent
vehicle
connection
server
0..n0..n
(a) class diagram
IDLE INSTALLING
Install [handbrake=ON]
done
[handbrak=OFF]
(b) State diagram for onboard agent (installing part)
handbrake
Figure 2: OSMS Model considering Context
introduced, and ”onboard agent” detects vehicle status by
means of ”handbrake”.
Based on this model, we examine problems of context
modeling.
various kinds of contexts
OSMS depends on various kinds of contexts: Server sta-
tus is a logical context in which we are interested in avail-
able components provided by the connected server. On the
other hand, communication status is a physical context that
relates to connection/disconnection and bandwidth of the
communication path.
Though these contexts are captured from different points
of view, it is not straightforward to model them indepen-
dently, because they relate each other. For example, the
server status model includes logical connections to servers,
and communication status model includes physical connec-
tions to servers. These two kinds of connections are differ-
ent aspect of vehicle-center relationship, i.e. they are not ex-
actly the same but they have relationship. It is common for
context dependent systems to handle multiple contexts, and
these contexts share the same objects, or they relate to dif-
ferent aspects of the same objects, and this makes the con-
text modeling difficult.
strong coupling with context
As shown in Figure 2 (b), internal model directly de-
pends on contexts. If we change the referred contexts, that
causes direct effects on internal model. In the current ver-
sion of the model, the state diagram refers the status of
”handbrake” in the guard condition. If we try to refer other
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conditions (such as vehicle velocity and the type of opera-
tor), we have to change the model.
As stated in the previous item, a context dependent sys-
tem handles different contexts that relate each other, we can
easily introduce complicated relationship among contexts
and internal processing. For example, internal processing
may detect disconnection with the server in terms of server
context (logical disconnection) or communication context
(physical disconnection), but partial order of these two dis-
connections can change depend on how to model two con-
texts and relationship among them.
confound sensors with context
In Figure 2, we do not distinguish between contexts and
sensors, and the state diagram of ”onboard agent” directly
depends on sensors (”handbrake”). It is not good for the
modifiability and extensibility of the model, because there
are multiple ways to capture the same context (such as
handbrake, brake, gear position, and velocity), and we may
change the means, even if we are to capture the same con-
text.
4. Aspect Oriented Context Modeling
In this section, we examine the application of aspect-
oriented technology to context modeling.
4.1. Basic idea
Aspect-oriented technology is a technology, in which we
use aspect as a new mechanism for modularity, that corre-
sponds to a certain concern [1]. In this paper, we utilize the
aspect as a mechanism to modularize models; Entire model
consists of one or more aspects, and each aspect includes a
class diagram and state diagrams relate to the concern.
The basic idea of applying aspects to context modeling
is as follows:
• As we have to handle various kinds of contexts, we uti-
lize aspects to model each context. Each aspect is de-
fined from a certain point of view appropriate for each
context. As a same modeling target (such as vehicle)
may appear in multiple contexts, it is suitable use as-
pect rather than ordinary UML package.
• As mentioned in the previous section, it is not desir-
able to make models for ”internal processing”, mod-
els for ”context” and models for ”sensor” tightly cou-
pled. We also utilize aspects to disjoint these three cat-
egories of model, and introduce three ”stereotypes” for
aspect (<<process aspect>>, <<context aspect>>
and <<sensor aspect>>) to explicitly express these
three categories of model.
<<context aspect>>
safety
avehicle
Class diagram
SAFE UNSAFE
<context change into UNSAFE>
<context change into SAFE>
state diagram for vehicle
Figure 3: Context Aspect (safety)
• In aspect-oriented programming, mechanisms that re-
late different aspects are pre-defined as the language
constructs. However, in aspect-oriented modeling,
there are not common and widely accepted mecha-
nisms yet. Therefore, we explicitly model the relation-
ships among aspects using modeling element ”inter
aspects relation”.
4.2. Application of Aspect-Oriented Technology
We will explain how we apply aspect-oriented technol-
ogy to context modeling, using OSMS example.
various kinds of contexts
We define each context as an aspect, in which we view
the system from a specific point of view. These aspects have
stereotype <<context aspect>>.
• Vehicle status is about the safety of installation, and
modeled in ”safety aspect”.
• Server status is about the logical connection among
”onboard agent” and ”server”, and modeled in ”server
aspect”.
• Communication status (connection and bandwidth) is
about the physical status of communication, and mod-
eled in ”communication aspect”.
Figure 3 shows a context aspect (”safety” aspect). This
figure denotes that ”safety” aspect of stereo type<<context
aspect>> includes a class diagram (that defines class ”ve-
hicle”), and a state diagram for ”vehicle” class.
strong coupling with context
In order to avoid strong coupling among contexts and in-
ternal processing, we define them as independent aspects.
Aspects that represent context have stereotype <<context
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<<process aspect>>
onboard software management
IDLE INSTALLING
Install [<installable>]
done
<can not continue installation>
State diagram for onboard agent (installing part)
onboard agent server
managed component available component
0..n 0..n
0..n 0..n
class diagram
Figure 4: Process Aspect (onboard software management)
<<sensor aspect>>
vehicle
handbrake
class diagram
vehicle
ON OFF
lock
release
state diagram for handbrake
Figure 5: Sensor Aspect (vehicle)
aspect>>, and aspects that represent internal processing
have stereotype <<process aspect>>. If we directly refer
contexts in process aspect, internal processing and context
become strongly coupled. Therefore, in process aspect, we
use abstract context to avoid the direct coupling. In OSMS
example, we use abstract names ”installable” and ”can not
continue installation” to avoid direct coupling. These ab-
stract names will be related to other aspects using inter as-
pects relation explained shortly.
Figure 4 shows a process aspect (”onboard software
management” aspect).
confound sensors with context
In order to distinguish contexts from sensors, we also
define them as independent aspects. Aspects that represent
sensors have stereotype <<sensor aspect>>.
Figure 5 shows a sensor aspect (”vehicle” aspect). Note
that ”vehicle” is appeared in ”safety” aspect and ”vehicle”
aspect, but it is obvious that these two classes are modeled
from different point of view.
4.3. Inter Aspects Relations
In order to model entire system, we have to relate inde-
pendently defined aspects[10]. In aspect-oriented program-
ming, we define each aspect using language constructs such
as ”advice”, and the weaver merges aspects into a program.
In modeling field, on the other hand, there are no com-
mon and widely accepted mechanisms yet. Therefore, in
this paper, we examine what kinds of relationships among
aspects are required in context modeling, and introduce a
modeling element ”inter aspects relation” to explicitly de-
fine relationships among aspects.
Based on OSMS example, we observe that relationships
listed in Table 1 are necessary for context modeling.
Table 1: Inter Aspects Relation appeared in Context Model-
ing
response Context changes in ”context aspect” trigger
the activation of processes in ”process as-
pect”. E.g. if it becomes ”SAFE” in ”safety
aspect”, then abort ”INSTALLING”.
condition Processes in ”process aspect” refer contexts
defined in ”context aspect”, and determine
the behavior based on those. E.g. even if ”In-
stall” event comes in ”onboard software man-
agement” aspect, it does not go into ”IN-
STALLING” if it is ”UNSAFE” in ”safety”
aspect.
abstraction Context aspect determines contexts by refer-
ring the contexts in other ”context aspects”
and status in ”sensor aspects”. E.g. ”safety”
aspects determines ”SAFE” and ”UNSAFE”,
based on status in ”handbrake” aspect.
consistency Keep consistencies among aspects. E.g. if
physical connection in ”communication as-
pect” becomes disconnected, then delete the
logical association between ”onboard agent”
and ”server”.
In our context modeling, we introduce inter aspects rela-
tions to express these relationships. An inter aspects rela-
tion is a modeling element by which we define the depen-
dency among modeling elements in aspects. Each inter as-
pects relation imports modeling elements defined in two or
more aspects, and relates these elements using relationship
shown in Table 2.
Figure 6 is an example of inter aspects relation, in which
relations between ”onboard software management” aspect
and ”safety” aspect are defined. Inter aspects relation is de-
scribed as rectangle, and ”imports” the data elements from
two or more aspects. (In the figure, we abbreviate class dia-
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Table 2: Basic Relationship used in Inter Aspects Relation
refer A model element in one aspect is defined in
terms of other model elements in other as-
pects. E.g. a guard condition is defined in
terms of attributes and states defined in other
aspects.
trigger A behavior in one aspect triggers the be-
haviors in other aspects. E.g. update of at-
tribute value, invocation of method and fir-
ing of transition in one aspect trigger those in
other aspects.
<<inter aspects relation>> onboard software management : safety
<<process aspect>>
onboard software management
IDLE INSTALLING
Install [<installable>]
done
<can not continue installation>
State diagram for onboard agent 
(installing part)
<<context aspect>>
safety
SAFE UNSAFE
<context change into UNSAFE>
<context change into SAFE>
state diagram for vehicle
installable
can not continue installation
SAFE
Context change into UNSAFE
<<refer>>
<<trigger>>
<<import>> <<import>>
Figure 6: Inter Aspects Relation (response, condition)
gram in ”onboard software management” aspect and ”safety
aspect”). In the rectangle, there defined dependencies (refer,
trigger) among data elements imported from these aspects.
Here, ”installable” in ”onboard software management” as-
pect is defined in terms of conditions defined in ”safety as-
pect (”SAFE” or not), and the transition from UNSAFE to
SAFE in ”safety” aspect triggers the transition from IN-
STALLING to IDLE in ”onboard software management”
aspect.
Figure 7 shows another example in which relations be-
tween ”safety” aspect and ”vehicle” aspect are defined. The
states of ”vehicle” (SAFE, UNSAFE) are defined in terms
of the status of ”handbrake” (ON, OFF).
<<inter aspect relation>> vehicle safety
<<sensor aspect>>
vehicle
<<context aspect>>
safety
SAFE UNSAFE
<context change into UNSAFE>
<context change into SAFE>
state diagram for vehicle
release
<<refer>>
<<import>> <<import>>
lock
<<trigger>>
ON OFF
release
lock
state diagram for handbrake
ON
OFF
context change into UNSAFE
context change into SAFE
SAFE
UNSAFE
<<refer>>
<<trigger>>
Figure 7: Inter Aspects Relation (abstraction)
<<process aspect>>
onboard software 
management
<<context aspect>>
safety
<<context aspect>>
communication
<<sensor aspect>>
vehicle
<<context aspect>>
server
Inter aspects
relation
Inter aspects
relation
Inter aspects
relationInter aspects
relation
Inter aspects
relation
Figure 8: Overall Relations among Aspects for OSMS
The transitions in ”vehicle” aspect and transitions in
”safety” aspect triggers each other: As ”vehicle” aspect is
concrete side, and ”safety” aspect is abstract side, the tran-
sition is firstly about to fire in ”vehicle” aspect. Before ac-
tually fire transition, it triggers the transition in ”safety” as-
pect, and if it actually fires, then it triggers back the transi-
tion in ”vehicle” aspect. This kind of interactions is neces-
sary to keep the consistency between concrete side and ab-
stract side, because in ”safety” aspect, there may be some
guard conditions are given, and triggered transition may not
fire. Figure 8 shows the overall structure of OSMS exam-
ple.
Note that, the inter aspects relation is introduced in or-
der to explicitly define relationships among aspects in or-
der to overview the entire structure, as dependency design
(how to reduce the strong coupling among models for in-
ternal processing, models for context and models for sen-
sor) is one of the most important issues in context model-
ing. Therefore, concrete mechanisms to realize ”refer” and
”trigger” relations are not our main focus.
5. Discussion
In this section, we discuss a few technical issues.
5.1. Context Modeling
We examine advantages and disadvantages of our aspect-
oriented context modeling.
• As we have to handle variety of contexts, it is good
to model them from different points of view. On the
other hand, if we develop aspects without careful con-
sideration, the entire model becomes just a gathering of
small pieces of aspect, and inter aspects relations be-
come complicated. It is important to work out a strat-
egy for deciding aspects and developing entire struc-
ture of the model.
• As each aspect basically does not depend on other
aspects, we can avoid strong coupling among inter-
nal processing, contexts and sensors. This is a good
characteristic, because in developing context depen-
dent systems, we need many iterations before fixing
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sensor
aspect
context
aspect
process
aspect
external
world
system behavior context judgment sensor abstraction
Figure 9: Reference Model for Checking Validity
what contexts should be captured and what sensors
should be used to determine contexts.
For example, consider the situation in which we
want to refine SAFE condition to be determined not
only by handbrake but also by gear position. In our
model, we just add ”gear” class to ”vehicle” aspect,
and modify ”refer” relation for SAFE condition (Fig-
ure 7). We do not need to change the ”onboard soft-
ware management” aspect.
• As pointed out previously, relationships among con-
texts and sensors are not one to one. Consider the sit-
uation in which the same sensor is used to capture dif-
ferent contexts, it is difficult to model sensor from one
point of view. For example, if we use vehicle veloc-
ity to determine safety, it may be abstracted as safe
speed and unsafe speed. However, if we use vehicle ve-
locity to determine the time to distance, such abstrac-
tion does not work. If we use aspects, we can model
them straightforwardly, i.e. define two aspects, one for
safety, the other for time calculation.
5.2. Checking the Validity
It is important to check the validity of developed model.
In order to effectively check the model, it is indispensable
to have the good strategy of checking. There are some tech-
niques to check the validity, such as review, test, simulation
and model checking technologies[5], and we have to apply
right technologies to right place. In context dependent sys-
tems, each conceptual part has different sets of properties to
be checked, and we can use our context model as a refer-
ence model for checking the validity.
Figure 9 shows a reference model for checking the va-
lidity based on our context model. This reference model
shows that there are three categories for checking the va-
lidity in context-dependent system. The followings are the
rough sketch of the checking strategy, based on this refer-
ence model.
• sensor abstraction
In the context model, ”sensor aspect” and relation-
ship (via inter aspects relation) among them relate to
abstraction of the external world.
Here, we have to decide how to abstract sensor
value (e.g. a sensor may be modeled to have two values
ON and OFF) and relationship among them (e.g. sen-
sorA and sensorB do not have value ON at the same
time).
To check if the abstraction is adequate or not is dif-
ficult, because it is a matter of recognition of the real
world. For example, a sensor may be modeled to have
three values ON, OFF and ERROR, instead of ON and
OFF. To determine which abstraction is adequate must
be checked by test (i.e. actually operate the system in
the real world), or by expert’s review.
On the other hand, it is relatively easier to check
whether or not the model correctly reflects the deter-
mined abstraction. For example, using model checker,
we can check important property such as ”sensorA
never becomes ON whenever sensorB is ON, vice
versa”.
• context judgment
”Context aspects”, relationship among them and re-
lationship among ”context aspects” and ”sensor as-
pect” relate to judgment of context. Here we decide
contexts to be captured, and determine these contexts
by means of other contexts and sensors.
It is difficult to check if contexts are correctly iden-
tified. For example, even though we identify the
”SAFE” and ”UNSAFE” situations, we cannot de-
termine the adequateness of this abstraction, be-
cause it is again a matter of recognition of the real
world. We use review or test to check the adequate-
ness of them.
On the other hand, it is relatively easier to check if
the model correctly reflects the definition of each con-
text. For example, using model checker, we can check
important property such as ”whenever handbrake is re-
leased, it never judged as SAFE”.
• system behavior
”Process aspects” and relationship among ”process
aspects” and ”context aspects” relate to the context de-
pendencies of the main functionalities.
We can check if the interaction among processes
and contexts (i.e. reaction to the contexts and con-
straint by the contexts) are defined correctly or not by
review, test, simulation and model checker. As ”pro-
cess aspects” do not directly refer the ”sensor aspect”,
but refer ”context aspects”, it is expected that we can
reduce the number of states to be checked.
5.3. Related Work
We compare our work with other works.
• Aspect-oriented technologies are studied not only for
programming phase[3, 7], but also wide range of soft-
ware development. There pointed out that we have to
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Abstract 
The separation of concerns, as a conceptual tool, 
enables us to manage the complexity of the software 
systems that we develop. There have been a number of 
approaches aimed at modularizing software around the 
natural boundaries of the various concerns, including 
subject-oriented programming [Harrison & Ossher, 
93], composition filters [Aksit & Bergmans, 1992], 
aspect-oriented programming [Kiczales et al., 97], our 
own view-oriented programming [Mili et al., 99-02], 
and many others. The growing body of experiences in 
using these approaches have identified a number of 
fundamental issues such asm what is a concern, what is 
an aspect, which concerns are inherently separable, 
and which aspects are composable. To address these 
issues, we need to focus focus on the semantics of 
separation of concerns as opposed to the mechanics—
and semantics—of aspect-oriented software 
development methods. We propose a conceptual 
framework based on a transformational view of 
software development. In particular, we distinguish 
between essential separability and inseparability, which 
characterize requirements, from accidental separability 
and inseparability, which characterize the realizations 
of those requirements. 
1 Introduction 
“Separation of concerns” is a general problem-solving 
idiom that enables us to break the complexity of a 
problem into loosely-coupled, easier to solve, 
subproblems. Underlying this idiom is the hope that the 
solutions to these subproblems can be composed 
relatively easily to yield a solution to the original 
problem. The history of programming languages may be 
seen as a perennial quest for modularisation boundaries 
that best map (back) to “natural modularisation 
boundaries” of requirements. Aspect-oriented software 
development methods are no different, and most of the 
research on AOSD has focused on the semantics of 
aspects and aspect composition, i.e. the solution 
domain, as opposed to the semantics of concerns and 
concern separation and composition, i.e. the problem 
domain. Yet, the early case studies have shown that 
these conceptually elegant techniques weren’t intuitive 
to use (see [Kersten & Murphy, 99], [Kendall, 99], 
[Herrmann & Mezini, 00]). Further, a great number of 
users of these techniques were caught up in the “how-
to” of language constructs, with no regard for the 
conceptual appropriateness of the AOSD technique for 
the problem at hand. Further, the various techniques 
seem to offer orthogonal, but equally useful constructs, 
with no clear guidelines as to which method is 
appropriate for which problem.  
 
We believe that better understanding of the AOSD 
techniques will result from a characterization of, 1) the 
input of software development, and 2) the process of 
software development, to help characterize, if not 
identify, which concerns are separable, and which 
development steps are most likely to affect the 
separation (or separability) of the resulting artifacts. We 
propose a conceptual framework based on a 
transformational view of software development. In this 
context, all the requirements on a software product, be 
they functional (related to input/output relations) or 
otherwise (related to how the output is produced), are 
inputs in these transformations. These requirements fit 
into general areas, or concerns, which may end up 
embodied in separate or same  artifacts. We distinguish 
essential separability and inseparability, which 
characterize requirements, from accidental separability 
and inseparability, which characterize the realizations 
of those requirements in development artifacts. 
Accidental inseparability can be remedied by better 
language design and user education. Accidental 
separability should even be discouraged as the 
conceptual complexity is often increased and not 
reduced, and maintenance of the resulting program is 
often made harder. 
2 Understanding the separation of 
concerns problem 
Design, in and of itself, is a very complicated cognitive 
task bringing to bear a host of knowledge types and 
sources and a myriad of problem solving skills 
[Dasgupta, 1991]. When the artifacts, themselves, are 
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complex, a number of the conceptual and 
methodological tools fall apart because of scalability 
problems. A number of researchers have shown that 
complexity is an essential property of design activities 
in general, due in part to the inevitably incomplete 
formulation of the problem, and in part to our inability 
to cope simultaneously with all of the constraints of a 
given problem (our bounded rationality [Simon, 1982]). 
 
The separation of concerns technique is a general 
problem solving heuristic that consists of solving a 
problem by addressing its constraints, first separately, 
and then combining the partial solutions with the 
expectation that, 1) they be composable, and 2) the 
resulting solution is nearly optimal. For this heuristic to 
yield satisfactory results, the concerns that we are trying 
to treat separately must be fairly independent, to start 
with, so that they don’t interfere with each other. 
Further, the problem solving activity itself needs to 
yield solutions that are composable. 
 
In this section, we try to define the separation of 
concerns problem for the case of software. In this case, 
the “problem” is a set of requirements, and the “problem 
solving” process is the software development process. 
We first start by characterizing the software 
development process. In section 2.2, we try frame the 
separation of concerns problem. 
2.1 A transformational view of software 
development 
Simply put, software development may be seen as the 
process of going from precise specifications of what is 
to be done (requirements), to precise specifications of 
how it is to be done. Dasgupta identified two kinds of 
requirements in any design problem, empirical 
requirements, which specify externally observable or 
empirically determinable qualities that are desired of the 
artifacts, and conceptual requirements, which specify 
adherence to a particular style  [Dasgupta, 1991]. For 
the case of software, there are two kinds of externally 
observable qualities, functionality—the what—on one 
hand, and run-time behavior—the how, including 
performance, and the like. Accordingly, we see three 
major categories of requirements for software 
development:  
1) Requirements of functionality. These 
requirements specify an input/output 
relationship. To satisfy these requirements, we 
need a function that takes an input/output 
relationship and returns a function that returns 
the output for a given input  
2) Run-time requirements. These are 
requirements on run-time behavior such as 
performance, distribution, the underlying 
machine (virtual or otherwise), etc. 
3) Requirements on the software artifacts. These 
are requirements dealing with things such as 
modularity, reusability, choice of programming 
language, adherence to specific programming 
style, etc.  
These correspond closely to the categories of 
architectural qualities identified by [Bass et al., 1998]. 
Describing a program using an executable specification 
languages may be seen as performing a first step of the 
design process, i.e. ensuring functionality. Later steps 
can worry about run-time behavior and artifact quality. 
 
In practice, these three sets of requirements are 
addressed simultaneously. Further, except in new 
projects where a complete system is built from the 
ground up, new functionality often has to integrate into 
an existing architecture, which embodies a specific 
point in the design space that addresses a set of run-time 
and artifact requirements. However, for the purposes of 
our presentation, we will assume that the three major 
design dimensions are commutative; two design 
transformations T1 and T2 are said to be commutative if 
given Di, the description of the software at step i, we 
have T2 οT1 (Di) = T1 οT2 (Di) (see e.g. [Baxter, 1992]). 
With this mind, let us propose a first-cut description of 
software development.  
 
Handling functional requirements: operationalizing 
requirements: This first transformation handles 
functional requirements. Given a relation R: A×B, we 
need to obtain a function f: A → B, such that for all a ∈ 
A,  f(a) ∈ ImageR(a). We say that f(.) is an 
implementation of R. R describes the relationship that 
must exist between the input and the output; f(.) 
provides an effective procedure for computing the 
output, given the input. If R(.,.) is not a function (i.e. 
some elements of A have more than one image), then 
f(.) picks one element. Automatic programming 
consists, to a great extent, of  automating the 
“operationalization of requirements”. This 
transformation may be described by a relation OR: 
{R}× {f(.)} from the set of relations to the set of 
functions. Let R be the set of relations and F the set of 
functions. OR is thus a subset of R ×F. This relation 
may be known intensionally (as we just described), or 
extensionally (through exemplar pairs). Automating this 
step consists of finding a function g: R → F such that 
given a relation R ∈ R, g(R(.,.)) = f(.) where (R,f(.)) ∈ 
OR. We say that g is an implementation of OR. 
 
Handling run-time requirements. These include 
performance requirements and execution model. These 
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requirements are handled differently from functional 
ones. Whereas the operationalization of requirements 
associates a requirement with any function that 
implements the requirement, here we are picky about 
the properties of such functions. For example, such 
functions have to be efficiently computed. Instead of the 
relation OR shown below, we now have a subrelation 
EOR (Efficient Operationalization of Requirements) 
such that EOR ⊆OR, where Domain (EOR) = Domain 
(OR), but ImageEOR(R)  ⊆ ImageOR(R). In other words, 
out of all the functions that implement R, we pick the 
ones that are efficient. 
 
Issues related to the execution model include things 
such as distribution, synchronization, and security. This 
does not change the function that is computed but 
changes things about where the different pieces are 
executed and how1. We can represent the execution of 
function f() as follows: EX: F × I × M  → O × M. EX 
takes as argument the function to be computed and its 
input, and produces its outputs, while modifying the 
state of the machine that executed it (M). Those are the 
side effects on the machine, and may involve things 
such as establishing or terminating connections, 
modifying the state of data on permanent storage, 
logging, collecting statistics, etc. If f(i) = o, then EX 
(f(.), i,s) = <o,s’> where s’ is the state of the machine 
after it has finished execution of function f(.). If f(.) is 
written in machine language, then EX() is the function 
implemented by the CPU (the hardware’s fetch, load, 
execute cycle).  
 
Generally speaking, EX is a composition of several 
functions. For example, with a virtual machine 
architecture, EX(f(.),i) = H (VM(f(.),i,s)) = <o,s’>, 
where H is the hardware execution, and VM is the 
virtual machine. The virtual machine itself could consist 
of a set of layered (composed) services or parallel 
services. An example of layered services is VM(f(.), i) =  
VM1ο VM2(f(.),i,s). An example of parallel services is 
represented as < VM1;VM2>(f(.),i,s) where VM1 and 
VM2 are two services that are performed in parallel but 
such that the end result is the pair <o,s’>. It may be that 
VM1(f(.),i,s) = o, while VM2(f(.),i,s) = s’, or, provided 
that s= <s1,s2>,  VM1(f(.),i,<s1,s2>)  = <o, <s’1,s2>> and 
VM2(f(.),i, <s1,s2>) = <s1,s’2>. In other words, VM1 and 
VM2 modify different parts of the state of the executing 
machine. The output itself may be computed by one or 
two of the virtual machines.  
 
                                                          
1
 Some aspects of security may be represented as functional 
requirements: adding the requester (another program or a 
user-id) as an input parameter.. 
Handling requirements on the artifacts. This involves 
taking into account the packaging of the function f(.) 
based on a number of criteria, including a reasonable 
division of labor, reusability, cohesion and coupling of 
the resulting modules, etc. It also includes things such as 
the choice of a programming language, programming 
style, etc. With object orientation, we end up 
implementing more than we need to for any particular 
use: classes are supposed to accommodate the needs of 
an application domain, but any application may use only 
a subset of that. Reuse (code sharing) happens by 
breaking down functions in such a way that the same 
sub-functions appear in two different functions (or 
systems). Let us take a problem R(.), and its realization, 
some function f(.). Idem for a problem R’() with 
realization f’(). If we can write f = fpost  ο g ο fpre and f’ = 
f’post  ο g ο f’pre, then we reduce the amount of new code 
to be developed2. 
2.2 Framing the separation of concerns 
problem 
 
For the purposes of our discussion, we define a concern 
as a set of related requirements. The basic premise of 
separation of concerns approaches is that requirements 
have nice properties, and to the extent that we can 
associate artifacts with concerns, we would like the 
artifacts to have similar properties! Precisely, the 
“separation of concerns” methods rely on the existence 
of a development homomorphism such as the one 
illustrated in Figure 1. Assume that requirements are 
represented by predicates, and let AP = OR(P(.)) be the 
artifact that corresponds to predicate P(.). Development 
(represented by the thick arrow) is a homomorphism if 
there exists an operator ⊕ defined on artifacts such that 
OR(P(.) Λ Q(.)) ≡OR(P(.)) ⊕ OR(Q(.)). 
 
We have some intuitions about cases where this 
homomorphism between requirements and artifacts 
holds. For example, given two requirements defined by 
relations R1: A → B, and R2: B → C, we know of several 
operators ⊕ such that OR(R2ο R1) ≡OR(R1) ⊕ OR(R2). 
For example, if the implementation adopts the call-and-
return style, the operator ⊕ consists of the call 
relationship between procedures. If the publish-and-
subscribe style is used, the operator ⊕ consists of 
registering OR(R1) as a publisher of some message, and 
OR(R2) as a subscriber to that message. 
                                                          
2
 Developing with reuse may be framed as follows: given a 
desired function f(.), and an available library function g(.), 
find two functions h(.) and i(.) such that f(.) = h(.)ο g(.) ο i(.), 
and such that dev_cost(h(.)) + dev_cost(i(.)) ≤ dev_cost(f(.)). 
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The advantages of this homomorphism include 
reusability, configurability, and separate maintenance. A 
number of object-oriented programming constructs and 
design idioms may be seen in this light. The new 
generation of separation of concerns techniques may be 
seen as defining new modularization boundaries for 
requirements, that are different from the ones afforded 
by regular object-oriented programming, and that are 
realizable in artifacts that are composable according to 
some composition operator. For example, OORAM uses 
role models [Reenskaugh, 1995] as new behavioral 
modules, and role synthesis to compose role models. 
Subject-oriented programming defined subjects 
[Harrison & Ossher, 93] as new modular structures, and 
subject composition, as a composition mechanism 
[Ossher et al., 96]. Aspect oriented programming 
defines aspects as new module boundaries, and aspect-
weaving as a way of composing aspects with regular 
classes [Kiczales et al., 97]. Our own view-oriented 
programming uses viewpoints as a way of representing 
domain-independent business processes, and view 
instantiation and attachment as a way of adding that 
behavior to objects [Mili et al., 99],[Mili et al., 02].  
 
Notwithstanding the case of OORAM, where the 
emphasis is on requirements level separation (role 
models) and composition, the other approaches have 
focused on the mechanics of artifact composition, 
sometimes losing sight of, 1) the requirements that these 
artifacts are supposed to embody, and 2) whether that 
composition (or separation) makes sense, from a 
requirements point of view. Further, even in those cases 
where AO techniques seemed appropriate, there were 
sometimes better non-aspect oriented solutions (see e.g. 
[Robillard & Murphy,2001]). 
 
If we view requirements as predicates on the solution, 
then requirements are clearly composable using logical 
composition (∧)—whether the resulting conjunction has 
solutions or not. However, for the homomorphism of 
Figure 1 to hold: 
1) the composed requirements have to be 
independent, and 
2) the development transformations have to 
preserve such independence so that the 
resulting artefacts may be combined. 
In the next section, we try to characterize both 
conditions. 
3 Characterizing the separability of 
requirements 
 
In this section, we attempt the overly ambitious goal of 
answering two dual questions: 
1) Given two requirements, under what conditions 
can they be “developed” separately, and can 
their realizations (aspects) be composed at 
will. The answer to this question will help 
determine the domain or operating range of 
the development homomorphism we illustrated 
in Figure 1. We refer to this problem as the 
composability of requirement realizations. 
2) Given a realization that addresses several 
concerns, under what conditions can that 
realization be untangled into separable aspects, 
each of which addressing a subset of concerns. 
The answer to this question may help us assess 
which systems may be re-engineered in such a 
way that different concerns are addressed in 
separate—and readily reusable—aspects. We 
refer to this problem as the separability of 
requirement realizations. 
In addition to its practical importance, an answer to the 
second question will also help us understand why case 
studies have not been as convincing as the textbook 
R1(.,.) 
R2(.,.) 
∪ 
R(.,.) 
AR1 
AR2 
⊕ 
AR 
?
Figure 1. Development is a homomorphism from requirements to artifacts. 
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cases that the original method authors have presented in 
support of their techniques. 
 
We identified in section 2.1 three distinct kinds of 
requirements, requirements of functionality, run-time 
requirements, and requirements on the software artifacts 
themselves. Does it even make sense to try to address 
the composability of requirement realizations when 
talking about one functional requirement, and one 
requirement on the software artefacts. We should 
address the issue of whether run-time requirements even 
have realizations, before we concern ourselves with 
composing them. Accordingly, we start our discussion 
by first characterizing the ways in which requirements 
in each category are handled (individually). We will 
argue that run-time requirements can be represented as 
functional requirements on the virtual machine; 
requirements on artefacts are more difficult to 
formalize.  
 
In section 3.2 looks at the composability of requirement 
realizations problem for the case of functional 
requirements. We examine the problem from a purely 
mathematical point of view, reducing the separability of 
two requirements, seen as (input,output) relations, to 
conditions on their domains and ranges. This will enable 
us to address composability issues between runtime 
requirements or between functional requirements, but 
not between a functional requirement and a run-time 
requirement, say3; this kind of (cross-type) composition 
will be discussed in section 4. 
 
Section 3.3 tries to answer the separability of 
requirement realizations for functional requirements by 
looking at the problem of decomposing a function into 
separate sub-functions. We look at a range of 
decomposition/recomposition operators with different 
semantics preserving properties. 
3.1 Handling the different types of 
requirements 
3.1.1 Handling run-time requirements 
We consider  run-time requirements to be functional 
requirements on an imaginary virtual machine that will 
execute the program in the context of the real machine. 
The virtual machine will add a number of services 
including distribution, persistence, security, and others.  
 
Persistence services may be seen as providing the 
program with an execution environment (a virtual 
                                                          
3
 This is something that AspectJ is presumably well-suited for, 
but that also explains some of its weaknesses. 
machine) that persists automatically the objects that the 
program manipulates. Most object-oriented databases 
operate this way (Versant, ObjectStore): developers 
write programs that manipulate persistent objects in a 
seamless fashion. It is as if databases come with their 
own run-time object model, built on top of the host 
language object model. We later see how this is actually 
implemented—interestingly, a limited form of aspect-
oriented programming. 
 
Distribution is similar to persistence in principle. Lest 
we oversimplify, distribution may be seen as providing 
a virtual machine whose run-time representation of 
objects accommodates remote objects, with what that 
implies in terms of referencing and in terms of method 
invocation. Consider the following CORBA or RMI-
like code sequence: 
 
Bank bank = 
naming.bind(“//www.mycompagny.c
om/mybusinessdomain/bank23”); 
Client cl = 
bank.getCustomer(“JohnDoe234”); 
String address = 
cl.getAddress(); 
 
Notwithstanding the first line, which suggests the use of 
a naming service, the subsequent lines are indifferent 
from the location of the objects. We could imagine the 
same program being run in local mode, where the 
default Java virtual machine run-time representation of 
objects is used, and “a distributed Java virtual machine” 
that uses a level of indirection for run-time object 
representation to access remote objects, and that 
invokes an ORB to execute methods. Existing 
implementations of distribution use a slightly different 
implementation but the idea is the same.  
 
The way distribution and persistence have been 
commonly implemented present some commonality. 
Transparency to the developer dictates a virtual machine 
metaphor. However, both techniques instrument user 
code with service-specific code that invokes those 
services (persistence or remote access). With Java-style 
persistence (e.g. ObjectStore), the code that is injected 
is added directly to the compiled Java bytecodes. With 
distribution, the IDL compiler injects, along with user 
code, code that is meant to be executed by the 
distribution virtual machine. 
 
The same can be said about some aspects of security. 
Both authentication and encryption can be easily (and 
naturally) implemented at the virtual machine level: one 
involves encrypting exchanged data (through method 
calls), and the other authenticates the caller. In fact, 
Java’s own security model is supported and enforced by 
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the virtual machine. J2EE’s security model is enforced 
by the containers—a higher level yet virtual machine. 
 
One reason why virtual machine-like implementations 
of these services are not common—with the exception 
of security, for which we want no loopholes—is 
performance. The other is selectivity: because these 
services involve an overhead, if we embed it in the 
virtual machine, then all objects will use it, whether they 
need it or not. With this code injection mechanism, the 
code will only be injected in those objects/classes that 
need it. 
 
As mentioned above, common implementations of 
persistence use a variant of aspect oriented 
programming: persistence code is added into designated 
class files (typically specified in configuration files) so 
that object creation, accessing, and modification 
accesses the database client. The same is true for 
distribution, where client-side stubs (proxies) go 
through the ORB to get the data they need. 
 
Viewing run-time requirements as functional 
requirements on the virtual machine helps us understand 
which services are separable and/or composable, in 
principle, and also helps us understand which solutions 
are feasible under which situations, and understand 
some of the anomalies that arise from composing virtual 
machine-level services. 
3.1.2 Handling requirements on the artifacts 
 
Requirements on the artifacts deal with development-
time “abilities”, with no regard for functionality or 
performance. Such requirements include 
understandability, reusability, maintainability, etc. Let 
R(.) be a functional requirement, and f(.) be an 
operationalization of R(.), i.e. f(.) ∈ OR(R(.)). The 
various “abilities” on the artifacts can typically be 
written as constraints on various metrics on the artifacts, 
such as: 
• Mi(f(.)) = MINg ∈ OR(R(.)) (Mi(g(.)) (relative 
constraint) or 
• Mi(f(.))  ≤ α, for some constant α (absolute 
constraint) 
These meta-level constraints determine the packaging of 
the functionality4.  
 
                                                          
4
 Normally, we would distinguish between 
algorithms/procedures and packaging. Algorithms determine 
how outputs are produced from inputs, and determine 
performance. Packaging puts boundaries around parts of the 
algorithm to promote various qualities. 
Separation of concerns is a requirement on software 
artifacts that is being addressed with AOSD techniques. 
Thus, our discussion of how development affects 
separation of concerns will be limited to the 
development activities related to accommodating 
functional requirements and those related to handling 
run-time requirements. 
 
3.2 Composable requirements 
 
Given a development transformation T, we consider two 
requirements R1 and R2 to be T-composable if: 
1) we can associate separate realizations to them 
(T(R1) and T(R2)), and 
2) there exists a composition operator ⊗ on their 
realizations that satisfies them both, i.e. T(R1 Λ 
R2) = T(R1) ⊗ T(R2) 
We showed in section 2.1 that functional requirements 
are transformed using an operationalization operator—
OR, turning an input-output relation into a function that 
produces the output given the input. Having argued in 
section 3.1.1 that run-time requirements are nothing but 
functional requirements on the virtual machine, we look 
at the problem of composing two functional 
requirements through the operationalization operator. 
  
We would like the operationalization of functional 
requirements to be additive at least in those cases where 
the two requirements have disjoint domains. Consider 
two relations R and R’ such that Domain(R) ∩ 
Domain(R’)  = Φ.The simplest way of implementing 
R∪ R’ is by taking f(.)⊕f’(.), where f(.)⊕f’(.) = g(x) 
such that: 
g(x)  = f(x), if  x ∈Domain( R) 
        = f’(x), if  x ∈Domain( R’) 
In other words, the simplest OR(.) would behave as 
follows: 
OR(R∪ R’) = f(.)⊕f’(.) 
 
Note that if we take into account reuse, then we may be 
able to write f = fpost  ο g ο fpre and f’ = f’post  ο g ο f’pre. 
We do have Domain(f’pre) = Domain (f’) and 
Domain(fpre) = Domain (f), and thus Domain(fpre) ∩ 
Domain(f’pre) = Φ, but we don’t know whether 
Domain(fpost) and Domain(f’post) are disjoint, and we 
can’t write OR(R∪ R’) (or f(.)⊕f’(.)) as 
[fpost(.)⊕f’post(.)]ο g ο [fpre(.)⊕f’pre(.)]. 
 
If the relations have intersecting domains, we can define 
them as follows: R = R1∪ R2 and R’ = R’1∪ R’2 such 
that: Domain(R1) = Domain(R) - Domain(R’), 
Domain(R’1) = Domain(R’) - Domain(R), and 
Domain(R2) = Domain(R’2) = Domain(R) ∩ 
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Domain(R’). In this case, the relation to implement is R1 
∪ R’1∪ (R2∪ R’2), where R1, R’1, and R2 ∪ R’2 have 
mutually disjoint domains. Thus, we have OR(R1 ∪ 
R’1∪ (R2∪ R’2)) = OR(R1) ⊕ OR(R2) ⊕ OR(R2∪ R’2). 
 
This relationship is trivially satisfied in case R2 = R’2. 
This is the ideal case in the sense that both requirements 
agree on what the output should be for the same inputs. 
In that case, the two requirements (R1 and R2) may be 
seen as two restrictions of the same relationship defined 
on the domain Domain(R1) ∪ Domain(R’1). If the two 
relationships disagree on the output, then we have a 
problem. We see two levels of disagreement. The first 
level of disagreement is illustrated in the following 
example. Consider the two relations R1 = { (x,y) | 0 < x 
< 100, and x2 = y} and R2 = { (x,y) | 50 < x < 150, and x2 
= y}. The intersection of the two domains consists of the 
interval [50..100]. If both the realizations of R1 and R2 
use the positive square root of x—or both use the 
negative square root—then we are fine. If they use 
different square roots, then we have a problem.  This 
incompatibility is due to an inconsistent choice of 
realizations, and is a common and acceptable course of 
action. Intuitively, what we need in this case to make 
sure that we use consistent realizations. This is not 
unlike the problem of choosing consistent 
specializations when we instantiate a framework, i.e. the 
kind of situations for which things such as the factory 
pattern is applicable.  
 
The second level of disagreement is the case where the 
requirements themselves disagree, i.e.: 
∃ x ∈ Domain(R1) ∩ Domain(R2) s.t. R1(x) ≠ R2(x) 
In our view, this is not a case for separation of 
concerns methods to handle: the requirements 
disagree, so there is no point in trying to compose the 
artifacts.  
3.3 Separable requirements 
 
Given a development transformation T, we consider a 
requirement R (an element of the domain of T) to be T-
separable if there exist, 1) two requirements R1 and R2, 
2) a composition operator • defined on the domain of 
T—the requirements—and, 3) a composition operator ⊗ 
on the image of T—the artifacts—such that: 
1) R = R1 • R2  
2) T(R) = T(R1) ⊗ T(R2) 
This is nothing but the good old divide-and-conquer 
analytical development paradigm. With structured 
analysis and design (and programming), the operator is 
functional composition, in the mathematical sense, and 
⊗ is “piping”, in the programming sense (the output of a 
program or procedure is used as an input to the other). 
Functional decomposition is not only useful for 
reducing complexity, it is also useful for reuse. 
 
Another valuable pair of operators corresponds to the 
combination of domain splitting and dispatching. 
Consider the requirement R where domain(R) = D = D1 
⊕ D2.—the symbol ⊕ referring to disjoint union 
(partition). Let T be the operationalization of 
requirements (OR(.)), and R1 = R|D1, and R2 = R|D2. 
Then: 
  if x ∈ D1 call OR(R1) 
OR(R(.)) = 
   if x ∈ D2 call OR(R2) 
We are all familiar with these two techniques, and have 
used them—and should continue to do so—to good 
measure. Aspect-oriented development techniques 
advocate other pairs of decompose/recompose or 
split/join operators which are specific to the object-
oriented context. These new pairs of operators operate 
simultaneously on functions and data, along the lines of 
object or class hierarchy slicing (see e.g. [Tip et 
al.,1996]). In this case, instead of considering the input 
domain (D) as consisting of simple value, we consider it 
as a tuple (of state variables), and functions (object 
methods) may operate on various “sub-tuples”. 
 
Figure 2 illustrates the three decomposition paradigms. 
For each paradigm, we mention the decomposition 
technique used on requirements, and the corresponding 
composition technique used on the corresponding 
artifacts. In the next section, we look more closely at the 
problem of sliceability of requirements. We start with a 
strict definition of sliceability which supports 
unrestricted (commutative) recomposition of the 
artifacts. We then propose a weaker form of sliceability 
which requires an ordered (non-commutative) 
recomposition. 
 
Object slicing 
and 
aspect/subject 
composition 
Domain splitting 
and program 
dispatching 
Functional decomposition and 
program “piping” 
Input Output 
Figure 2. Comparing three decomposition paradigms 
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3.3.1 Sliceability 
Let R ⊆ A×B, let f(.) = OR(R), and assume that A = S1 
×S2 ×… ×Si ×Si+1 ×… ×Sn×I and B = S1 ×S2 ×… ×Si 
×Si+1 ×… ×Sn×O. We say that R (or f()) is sliceable if 
there exist two functions f1(x1,…,xi,i) et f2(xi+1,…,xn,i) 
such that f(x1,…,xi,xi+1,…,xn,i) =  f1(x1,…,xi,i) 
•f2(xi+1,…,xn,i). In other words, the function f() can be 
computed as the concatenation of two functions. 
 
The idea of sliceability is related to the idea that a 
relation may be written as a subset of the product of two 
relations. For example, let R1 and R2 be two binary 
relations. We can define the relation R1× R2 as follows: 
<x1,x2,y1,y2> ∈ R1× R2 if and only if <x1,y1> ∈ R1 and 
<,x2,y2> ∈ R2.  
Intuitively, the sliceability of a corresponds to the case 
where we have two functions that take the same input 
and that use and modify different parts of an object, i.e. 
they correspond to two disjoint slices of the same data 
(or object). Sliceable functions can be put together, with 
no problem. Notice that we require that both functions 
take the input (which may be either a real input or a 
method selector), and that the output is produced 
between them. In the context of an object-oriented 
program, if we have a method that returns void but 
modifies the state of the object, then each subfunction 
will have modified its slice. If the function returns a 
value, then we might be able to find a subset of state 
variables based on which the output is computed, and 
the slice may be made along that. Note, however, that 
not all relations/functions are sliceable. A function that 
averages the state variables will not be sliceable5. 
 
Subject-oriented programming (and hyperspaces) works 
best with this ideal case in mind. Problematic cases 
occur when the sliceability hypothesis fails. 
Interestingly, the broken delegation problem can be 
understood in terms of sliceability of functions. Broken 
delegation happens when a function that occurs on one 
side (i.e. in a single object fragment) calls a separable 
function that occurs on several object fragments (see 
e.g. [Bardou & Dony, 1996]): the result is no longer 
separable. 
3.3.2 Effective sliceability 
Let R ⊆ A×B, let f(.) = OR(R), and assume that A = S1× 
… × Si ×… × Sj ×… ×Sn×I and B = S1× … × Si ×… × Sj 
×… ×Sn×O. Let f(…) be a function that implements R. 
Let f1(…) and f2(…) be two functions with domains S1× 
… × Si ×… × Sj ×… ×Sn×I. If f (x1,…,xi,xi+1,…,xn,i ) = < 
x’1,…,x’i,x’i+1,…,x’n,o>, we use the notation f    to refer 
to the projection of f over the set Si , i.e., 
f   (x1,…,xi,xi+1,…,xn,i ) = x’i. Similarly, we define f    as 
the projection of f over the set S = Si ×… × Sj for some i 
and j. Let Ref(f) be the set of variables used in the 
computation of f(…) and Mod(f) be the set of variables 
modified by f(…) be the set of state variables that are 
modified by f, i.e. the set of variables { xi}i such that 
f   (x1,…,xi,xi+1,…,xn,i ) = x’i ≠ xi. A function f(…) is said 
to be effectively sliceable if and only if there exist two 
functions f1(x1,… xn,i) and f2(x1,… xn,i) such that: 
Mod(f1) ∩ Ref(f2) =  Φ 
Mod(f2) ∩ Ref(f1) =  Φ 
Mod(f1) ∩ Mod(f2) =  Φ 
Mod(f1) ∪ Mod(f2) = Mod(f) 
f  	
  (x1,…,xn,i) = f1  
	  (x1,…,xn,i) • f2  
  
(x1,…,xn,i), and 
f  ff  (x1,…,xn,i) = f1  ff  (x1,…,xn,i) • f2  ff  (x1,…,xn,i) 
for some ordering of the state variables x1,…,xn. Figure 
4 illustrates the first three equalities in a Venn Diagram. 
 
Note that a sliceable function is also effectively 
sliceable. An interesting property of effectively sliceable 
functions is that the component functions may be 
executed in any sequence. 
                                                          
5
 Intuitively, intensive functions (of the state variables) are not 
separable, whereas extensive functions are. 
Figure 3. A function is sliceable if it can be 
written as the concatenation of two 
functions that access and modify 
disjoint parts of an object 
input 
xi+1 
xn 
x1 
xi 
… 
… 
output 
xn 
x1 
… 
… 
f1 
f2 
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There are other cases of sliceability, but in this case, the 
subfunctions have to be executed in a particular order. 
We call this temporal sliceability. Temporal sliceability 
is a weaker condition than effective sliceability, and is 
described as follows. Let R ⊆ A×B, let f(.) = OR(R), 
and assume that A = S1× … × Si ×… × Sj ×… ×Sn×I and 
B = S1× … × Si ×… × Sj ×… ×Sn×O. Let f(…) be a 
function that implements R. Let f1(…) and f2(…) be two 
functions with domains S1× … × Si ×… × Sj ×… ×Sn×I. 
Using the same notation as above, we say that function 
f(…) is said to be temporally sliceable if and only if 
there exist two functions f1(x1,… xn,i) and f2(x1,… xn,i) 
such that: 
f  
   (x1,…,xn,i) = f1  
  –Mod(f2) (x1,…,xn,i) • f2   
 
	
–Mod(f2)

 (f1(x1,…,xn,i)). 
Mod(f1) - Mod(f2) represents the set of variables that are 
modified by f1 but not by f2. Some of these variables 
may, however, be referenced by f2 and we don’t care 
about that. Obviously, the relationship between f1 and f2 
is not a symmetrical one, and the functions have to be 
executed in a particular order. 
 
In [Mili, 1996], we showed that provided that methods 
of objects do not modify objects other than the 
executing objects or their components, any method that 
computes a function and modifies the receiver object 
can be decomposed into a sequence of pure functional 
and purely side-effectal functions. To compose two 
hybrid functions, we can decompose them along the 
purely functional versus purely side-effectal dimensions, 
find the smallest granularity decomposition between the 
two, and then compose them slice-by-slice. 
 
The major problem, of course, is our tendency to code 
“service-oriented functions”, i.e. functions that are 
application level but that are coded at the domain class 
level. These functions are not composable because they 
address an application specific need, each. You would 
want to compose them because they embody a general 
behavior that is not encapsulated elsewhere. Obviously, 
not choosing the right granularity is a problem, and 
leads to methods that are not composable. 
4 Discussion 
This is a very preliminary investigation into the 
principles of separation of concerns and the foundations 
of the techniques that promote separation of concerns. 
The yardstick by which innovations in software 
engineering are to be assessed has always been—and 
rightly so—to determine the problem that a given 
method, technique, or tool, solves. Separation of 
concerns is only useful to the extent that once the 
concerns have been addressed separately, we are able to 
re-combine the individual and partial solutions into one 
that addresses all of them.  
 
Some of the case studies that are available in the 
literature show cases where concern separation is 
difficult in practice [Kersten & Murphy, 99], [Kendall, 
99], [Herrmann & Mezini, 00]. Others showed that 
aspect/subject composition is difficult, even in cases 
where the aspects or subjects embody distinctly 
different concerns [Mili et al.,96], [Kersten & Murphy, 
99], [Muprhy et al., 01]. Others yet have reminded us of 
simple solutions to separation of concern problems (see 
e.g. [Robillard et al.,’99]). 
 
We attempted to frame the separation of concerns in 
software development in terms of homomorphisms of 
development transformations, and then we tried to 
determine the “operating range” of these 
homomorphisms. This preliminary work raised more 
questions than it answered, and some of the answers are 
reassuringly common-sensical, but are worth stating: 
• Not all requirements (concerns) are 
composable in the sense that they lead to 
composable artifacts. Viewing requirements as 
input-output relations, we identified simple 
conditions on the domains and images of these 
requirements, which essentially say that the 
requirements should not be conflicting. In 
particular, method cancellation through subject 
composition or aspect weaving is no less 
dangerous than with inheritance: they are both 
a sign of either a violation of intent, or of 
sloppy realization (implementation). 
• We should treat aspects that embody run-time 
requirements differently—and separately—
from aspects that embody functional (domain) 
requirements. We framed run-time 
Mod(f1) 
Ref(f1) Ref(f2) 
Mod(f2) 
S={S1,…,Sn} 
Figure 4. A function is effectively sliceable if it can 
be written as the concatenation of two 
functions that, 1) modify disjoint parts of 
an object, and 2) don’t refer to the parts 
that the others modify 
84
   
requirements (persistence, fault-tolerance, etc.) 
in terms of functional requirements of the 
virtual machine. In an ideal world, such 
concerns should also be handled by virtual 
machine—or more generally, meta-level—
aspects. However, performance considerations 
may suggest otherwise at the risk of inducing 
composability problems6. 
• Not all programs that implement several 
concerns can or should be re-engineered into 
separate aspects. The underlying 
concerns/requirements may not be separable 
(essetial inseparability), or the current 
implementation may not lend itself to such a 
separation (accidental inseparability). Object 
slicing can help with accidental inseparability. 
This work is in its infancy. We have started to take a 
closer look at the existing AOSD methods and the case 
studies to judge the usefulness of the above framework. 
We were able to explain known difficulties with 
subject-oriented composition (see e.g. [Ossher et al.,95-
97], [Mili et al.,96]) and view attachment [Mili et al., 
99-02] in terms of violations of some of the principles 
outlined above. More work is needed with the other 
methods and the case studies to ascertain the usefulness 
of our framework. 
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Abstract 
 
     This position paper focuses on refining an agile 
processes approach named FDD to make it more 
aspect-oriented, hence a natural candidate for early 
aspects. 
    We show that only a slight refinement is needed to 
adapt FDD to aspect-oriented development. Within the 
refinement, all requirements, be they concerns 
(architectural, non-functional and functional) or 
properties or rules, are described by using the feature 
template in FDD. Features as development units are 
first class entities throughout the whole development 
period.  Since the later stages of FDD are also 
enhanced with aspect-oriented technique, this makes 
the transition from requirements to design and 
implementation much easier and smoother.  
 
Keywords: early aspects, feature driven development, 
agile process, feature template, aspect-oriented, 
requirement engineering. 
 
1. Introduction 
   
      A feature, as a term, is used for describing a small 
piece of particular valuable (sometimes also attractive) 
capability/functionality. Within telecommunication 
systems, it is defined as “a unit of functionality existing 
in a system and usually perceived as having a self-
contained functional role” [2].  
      A feature is a concept mostly belonging to the 
problem domain rather than the solution domain [3], 
hence is highly relevant to requirement analysis. This 
has been reflected by the fact that the “feature 
engineering” is categorised as a branch of requirement 
engineering [4]. A feature is suitable for behaviour 
modularity, which in turn, supports change of system’s 
behaviour. 
      Feature Driven Development (FDD) is a lightweight 
and model-driven software development process 
tailored to the delivery of frequent, tangible, working 
results. The lightweight characteristics make these 
processes easy-to-follow and agile. Another remarkable 
characteristic of FDD is that it gives a slight variation to 
the definition of “feature”, with a feature being referred 
to as  “a client-valued functionality that can be 
implemented in two weeks or less”. By that, it includes 
a “timing factor”, which is believed to have subtly 
combined the technical factors (e.g. agility) and social 
psycho factors (e.g. encouraging value) in the software 
development activity. Under FDD, features as 
incremental units are planned and developed one by 
one, making tangible and solid results. This makes 
quality control more manageable. Furthermore, a 
feature is carefully tailored, so as to be implementable 
in a relatively comfortable time. This gives confidence, 
encouragement, and incentive to developers.  
      General feature driven methodology has been 
proven effective in modern software systems. In 
product line development, a company produces a range 
of similar software products; the product can be 
structured in such a way that common units of 
development (e.g. feature or feature sets) are shared. 
Such development has been shown to significantly 
reduce development costs, and benefits end-users in 
terms of flexibility, in being able to choose a 
customized combination of features for their product 
[5]. The telecommunication industry has particularly 
benefited from a development centred on features. The 
introduction of Intelligent Network (IN) brought in a 
generic model where a basic call could be updated by 
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 adding features implemented as discrete components 
(Service Logic Programs). As a result, the 
telecommunication industry has a tradition of 
organizing development projects, people, and even 
marketing by features [7]. Microsoft has also apparently 
followed some feature-centric processes in their 
software product line for a number of years [8].  
      Building on the object-oriented paradigm and 
reflective programming, aspect-oriented programming 
is emerging as a technique that supports more advanced 
separation of concerns. Recently, as this technique has 
become more broadly recognized, more techniques 
have been merged under the umbrella of aspect-oriented 
software development (AOSD). The worthiness of 
aspect-oriented techniques being combined with FDD 
lies in that aspect-oriented technology is capable of 
flexible behaviour modification being carried out on an 
existing, or even, running system. Although FDD has 
existed for quite a long time now, it is not easy for a 
traditional OO technique to implement features in an 
entirely modular way. It is with the emergence of 
aspect-oriented techniques that the development of 
features in a neat and clean way becomes a reality. As 
feature modularisation and localization is dramatically 
improved, a chance certainly exists to refine FDD into 
an aspect-oriented process.  
 
2. Related work 
 
     As has happened in object-oriented programming, 
researchers have applied aspect-oriented ideas to higher 
levels of the software lifecycle, e.g. requirement 
analysis and design.  
      Works that are most relevant are those about aspect-
oriented component based software development [9] 
and aspect-oriented requirement engineering [10].  
      In [9], an approach called “aspect-oriented 
component requirement engineering process” is 
proposed  “to address some difficult issues of 
component requirement engineering by analysing and 
characterising components based on different aspects of 
the overall application a component addresses”. This 
approach applies aspects to categorized components 
with properties, and provides facilities for the 
requirement changes (e.g. the change of stakeholders or 
running context). Our analysis reveals that it is not 
clear, in this approach, the relationship of aspects with 
the component architecture, and other aspects. Aspects 
in this approach are concepts rather than first class 
entities that later are mapped to some design and 
implementation artefacts (i.e. aspects are still 
identifiable). The lack of simple and unified concept of 
aspects and their associated base systems contributes to 
making this software process relatively ‘heavy’. We 
believe that keeping it lightweight and agile is vital for 
today’s software, especially for service-oriented 
systems, which rapidly become pervasive. 
       In [10], a model for “aspect-oriented requirement 
engineering” is proposed that supports “the 
reconciliation of separation of concern with the need to 
satisfy broadly scoped requirements and constraints”. 
This model is built on an existing approach called 
PREView [11] that already supports separation of 
crosscutting properties but lacks guidelines on avoiding 
inconsistencies between concerns, and also lacks the 
mapping or influence of crosscutting properties on 
artefacts at later development stages. Therefore, the 
model can be viewed as a refinement of PREView, 
aiming to overcome the shortcomings mentioned above. 
The model uses “concerns” to represent aspects at the 
requirements level. We believe that these “concerns” 
are close to “features” in meaning, except that there is 
no concern template equivalent to the feature template, 
therefore the description of a concern seems ad-hoc. 
Furthermore, the model expressed in [11] does not 
require building an overall model (the backbone) as in 
FDD. Therefore, it is not clear how to make a smooth 
transition to the design and implementation stages given 
there is no placeholder for concerns in the requirement 
stage, or advice on how to deal with multi views if there 
are multiple models.  
 
3. Comparing FDD and aspect-orientation 
 
     There are 5 processes within FDD (taken from [12]): 
 
1. Develop an overall model (focussing more on 
shape than on content) 
2. Build a detailed, prioritised feature list 
3. Plan by feature 
4. Design by feature (focussing more on content than 
on shape) 
5. Build by feature 
 
 
      Further information on FDD can be found in 
[12],[13] and [14]. 
      It can be seen that, among the 5 process steps, the 
first three steps belong to the requirement engineering. 
The feature, as a development unit, is emphasised 
throughout these processes. Note that before any feature 
is developed, there has already been an overall model 
produced, typically represented as a class diagram. 
Thus, all features have to be composed or integrated 
into the overall model later. This arrangement makes it 
comparable to some important AOP techniques (e.g. 
AspectJ [15]), i.e. a system can be developed by 
separating a base system and a number of advice 
modules that later are woven to the base.   
Note: process 4-and 5 are iterated 
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     The determination of features is largely guided by 
user’s value rather than by the class structure of the 
overall model1, such that if, during the 
integration/composition of features into the overall 
model, a feature looks unsuitable to fit in a class, then it 
should be spread into several classes. 
     At a more detailed level, every feature in the feature 
list is described by using a feature template. Such a 
template is as follows: 
    <action> the <result><by | for | of | to>a(n)<object> 
e.g. calculate the total of a sale, invoke the spell-
checker for a document, upgrade the quality of a 
service, etc. Among these features, some can be 
naturally included into one class, such as the first and 
the third one; some cannot, like the second one 
(involving at least two classes the spell-checker and the 
document). 
     This has led us to conclude that FDD closely 
resembles aspect-oriented development in nature if 
purely examined from a perspective of the high levels 
(e.g. requirement and design levels), because it has 
satisfied two key aspect-oriented conditions: 
1. Crosscutting: features do crosscut the overall 
model. (See the “spell-checker” example) 
2. Modular: features are semantically complete 
and self-contained entities. 
 
     On the other hand, FDD is not completely an aspect-
oriented technique because it lacks explicit guidelines 
on how to: 
1. incorporate crosscutting concerns into 
features. 
2. seemingly map features to design and 
implementation artefacts in a aspect-oriented 
programming environments at later stage. 
     Therefore, it is necessary to refine the FDD 
processes so as to complement it with respect to aspect-
oriented development.   
 
4. Refining the FDD processes 
 
     The proposed refinement is made with the following 
goals in mind: 
• Facilitate the separation of concerns. 
• Assist the detection and avoidance of 
inconsistency between features 
• Maintain a smooth transition to the next stage 
of the development process 
                                                 
1 It is also guided by development time, as can be seen from the FDD 
description. The time factor has been omitted here for simplicity. 
     To facilitate the separation of concerns, the basic 
arrangement of the system structure is preserved, i.e. an 
overall model plus a set of features. Features can be 
grouped into a feature set, according to their 
characteristics of functionality, which might result in a 
hierarchical structure of features. 
   To assist the detection and avoidance of 
inconsistency between features, we have proposed a 
method called boundary condition exploration [16] 
based on our study of a large number of feature 
interaction cases within and beyond telecommunication 
systems [2][17]. This method is built on the fact that 
most of the subversions or conflicts between features 
happened across the boundary condition of features. 
   To maintain smooth transitions between process 
stages, we keep a sharp decomposition based on 
features throughout the whole development period. The 
requirement is represented by a feature list, a 
development plan is made for each feature, the 
software is designed by features, and finally the 
software is built by features. By using aspect-oriented 
programming technology, a feature can even be 
localized within its own module, becoming a truly 
separate entity [16][18]. 
    The refinement of FDD is briefly showed in Table 1. 
 
Table 1: a refinement to FDD 
 
Num Activity Refinements 
# 1 
Build an 
overall 
model 
Preserve  without refinement 
# 2 
Work 
out a 
feature 
list 
Preserve all the principles of identification 
of features. All the “rules”, “policy”, “non‐
functional and functional concerns”, 
“architectural concerns”, “properties” are 
uniformly represented as “features”. Use 
the “boundary condition exploration” 
technique to detect 
inconsistency/conflicts/subversion 
between features 
# 3 Plan by 
features 
Preserve all the principles of planning. 
And the plan should consider the 
influence of adopting aspect‐oriented 
development.  
# 4 
Design 
by 
features 
Adopting an aspect‐oriented design 
principle and notation. Features and 
conflict resolutions are designed as 
“aspects”.  
# 5 Build by 
features 
Adopting an aspect‐oriented 
programming language. Features are 
implemented as “aspects”. 
 
     Here we use some examples to illustrate how 
different forms of requirement information can be 
represented as “features”. We use the feature template 
of section 3 to describe all the features. For example, in 
an E-learning system we are currently developing, there 
is a pedagogical rule described as follows: 
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  If a learner answers a question wrong in a Quiz then guide 
him/her to a corresponding study unit. 
    
This rule can be transformed to a feature style in FDD 
as follows: 
 
 Direct learner to a particular study unit for a wrong answer 
to a question in a Quiz. 
    -  where words in italics are potential classes of object. 
      
    Regarding the early aspects work of [19] and [10], all 
aspectual requirements are described as “concerns” with 
each concern being defined in a XML document. In 
fact, each concern corresponds to a feature set in FDD. 
For example, one such concern is described as follows: 
<?xml version = “1.0” ?> 
<Concern name=“Compatibility”> 
  <Requirement id=“1”> 
     The system must be compatible with systems used to 
       <Requirement id=“1.1”>  
               read the gizmo identifier; 
       </Requirement> 
      <Requirement id=“1.2”>  
               deal with infraction incidents; 
       </Requirement> 
      <Requirement id=“1.3”>  
               charge for usage; 
       </Requirement> 
 </Requirement> 
</Concern> 
     Note that each sub concern looks very similar to the 
FDD feature template.  
     Furthermore, most requirement examples in [9] are 
typically architectural features by nature. For example: 
 
 
 
 
 
Where: “+” denote functionality is provided by components, 
while “-“ means the functionality is required from some other 
components  
 
 
 
     While this is quite different to the FDD way of 
describing features, it can still be represented naturally 
by feature templates, in which, a feature set named 
“Persistency” is created, with the following feature 
included in the feature set: 
      -Save&load object/components from/to the storage. 
      -Request to file manager for storage services 
      -Request to remote data manager for data. 
 
     A more complete example is from a building control 
system. A feature list of the subsystem “Room light 
control “ derived from [1] is given as follow.  
 
Table 2: A feature list in a building control system 
ID  Name  Description 
f01  Illuminance  Turn off the lamplight of a room 
for saving energy 
f02  EnergySaving_Blind  Control a list of blinds for 
energy saving. 
f03  EnergySaving_Lamp  Control a list of lamplight for 
energy saving 
f04  GlarePrevention_Blind  Control a list of blinds for glare 
prevention 
f05  LightTurnOn_Request  Turn light on or off on request 
f06  BlindOnOff_Request  Open or close blind on request
f07  RoomStatus  Determine and report if a room 
is being occupied 
f08  RadiatorControl  Control room temperature by 
using the radiator 
f09  RadiatorValve_Request  Open or close radiator valve on 
request 
f10  TemperatureStatus  Determine and report current 
temperature 
 
     The features and feature set are organised into 
hierarchical structure and prioritised, weighted in the 
process “working out a feature list”.  
     With the completion of a feature list, a "plan by 
feature" process can be carried out with the purpose of 
"making high-payoff results" in mind.  
    In the process of "design by feature", a feature's 
functionality specification is viewed as "the core 
business logic" or "hard logic", which is designed into 
one or more classes in an OO paradigm. For example, 
the core business logic of the feature "Illuminance" can 
be designed as in Figure 2 (in pseudo java code).  
     For the interaction, composition and connection 
between features, modules called "resolutions" or "soft 
logic" are designed to guarantee the inter-working of 
features. A resolution module can be designed in a 
pseudo AspectJ [15] as showed in Figure 3. 
 
Persistency Aspects 
   +save and load function 
   ‐ file manager 
   ‐ remote data manager 
Figure 1. An aspectual requirement in [9] 
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      The resolution module ensures that “whenever there 
is suitable daylight, use the energy saving feature 
instead the normal illuminance feature”.  
      In the process of "build by feature", all features are 
carefully examined, unit tested and deployed by using 
an AOP implementation language. 
 
5. Brief evaluation of FDD refinement 
 
     The above examples have highlighted interesting 
overlaps between FDD and the early stage of the 
software lifecycle. The proposed refinement to FDD 
(table 1) attempts to integrate AOSD techniques into 
FDD. More specifically, the refinements preserve all 
the good properties of FDD, and at the same time, 
introduce the benefit of aspect-oriented techniques. The 
improved separation of concerns in all the processes 
helps control the complexity of software development, 
which in turn, helps to improve the maintenance and the 
capability of evolution (feature modification, 
replacement, addition and deletion, etc.). The assistance 
of inconsistency detection and avoidance facilitates 
secure and high quality software development, and 
supports the integration of new features in the future. 
Furthermore, the smooth transitions from requirement 
analysis to design and then to the implementation stage 
make the implementation more aligned to the 
requirements, which is highly helpful for the 
maintainability and the application of generative 
programming.  
     The refinement of FDD by adopting aspect-oriented 
techniques has so far had a positive impact on the later 
stages, and has allowed us to elegantly design and 
implement features, that are also faithful to the feature 
specification. For further information on the design and 
implementation of features in an aspect-oriented 
technique, we refer the interested reader to [16] and 
[18].  
 
6. Conclusions and Future Work 
 
     In summary, FDD is an excellent agile process, and 
its development strategy bears similarities to that of 
aspect-oriented techniques. However, because it is not 
originally designed for aspect-orientation, it still lacks 
some properties to be a complete aspect-oriented 
solution to software development. A refinement based 
on an aspect-oriented technique can make the first three 
FDD processes good candidates for early aspects, 
namely aspect-oriented requirement analysis. 
     With the three feature representation examples, we 
conclude that the idea “early aspects can all be 
uniformly described with a feature template, then 
planned, designed and implemented later with an 
aspect-oriented programming technique” is viable. 
    While this theory came from our software 
development practices, it is vital to use this theory back 
to the real world development. The future work is to 
study the usefulness of this methodology in a variety of 
domains, such as server-side development, Grid/web 
service, P2P, Internet telephony and reactive control 
systems etc. It is also important to collect cases of 
feature (or aspect) conflict/subversion, and abstract the 
resolution pattern for the interworking of features. 
 
 
  
public class Illuminance { 
 ArrayList rooms; 
 public void peopleArrive(in roomNumber){ 
  turnOn(roomNumber); 
 } 
 public void turnOn(int roomNumber){ 
//code used for turning on the light in a   
//room with a known number 
 } 
 public void peopleDepart(int roomNumber){ 
  turnOff(roomNumber); 
 } 
 public void turnOff(int roomNumber) { 
//code used for turning off the light in a   
//room with a known number 
 } 
} 
Figure 2. Illuminance’s hard logic that implements 
exactly the specification of the feature 
Figure 3 Resolving Illuminance vs. 
EnergySavingFeature Interactions 
 
aspect  ResolutionForIllmnce_EnergySaving  
{ 
 void around(int roomNumber):                 
       call(void Illuminance.turnOn(int)) &&  
                          args(roomNumber) 
  {  
   if (isDayLightSuitable(roomNumber)) 
      new EnergySaving().open(roomNumber);   
   else proceed(roomNumber); 
  }  
 boolean isDayLightSuitable(int roomNumber){ 
   .......; 
  } 
 void around(int roomNumber): 
    call(void Illuminance.turnoff(int)) &&  
                            args(roomNumber) 
  { 
    if (isDayLightSuitable(roomNumber)) 
       new EnergySaving().close(roomNumber);  
     else proceed(roomNumber); 
  }  
}  
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Abstract
Imperfection in information can be considered a cross–
cutting concern that encompasses diverse kinds of impre-
cision, uncertainty or inconsistency management inside a
software system. An early consideration of the type(s) and
required level of imperfection handling for the system is
necessary to properly inform design, and to serve as cri-
teria for choosing the appropriate mathematical model(s)
that will be implemented in the final software. In this paper,
imperfection is discussed as an integral part of a concern–
oriented approach to requirements and domain engineer-
ing, and some illustrative examples of the mapping of these
concerns in aspect–oriented design are also provided.
1. Introduction
The separation of concerns principle has recently been
applied to early stages of development like requirements
engineering [15, 7, 3] and software architecture [16]. The
early separation of cross–cutting concerns results in im-
proved localization, and eventually in improved develop-
ment and maintenance activities. In the research literature,
a number of examples of cross–cutting concerns are often
used for illustration purposes, or they are described when
reporting case studies. Recurring examples include, for ex-
ample, security, usability, persistence or performance.
The focus of this paper is that of imperfection in infor-
mation as a cross–cutting system concern that is currently
overlooked in many application models. Imperfection is
a multifaceted concept including imprecision, uncertainty
and inconsistency, being classical probability a model for
a specific type of imperfection among many others. Cur-
rently, general and mature mathematical frameworks for
the management of imperfection are available [5], although
their widespread use in mainstream development technolo-
gies and industrial systems is still to come. To adhere to
an unambiguous interpretation of the terms used for the
various sub–aspects of information imperfection, we’ll use
them in the sense given in Smet’s taxonomy described in
[14]. It should be noted that this taxonomy reflects the di-
verse concepts of imperfection in information, and not their
mathematical handling, so that it is related to early domain
modelling, that will be later mapped to a concrete represen-
tation.
Imperfection in information should be addressed early in
the lifecycle due to the specifics of uncertainty and imper-
fection in conceptual modeling [2], and its impact on archi-
tectural and implementation decisions, most notably in per-
sistence and querying [10]. In any system dealing with im-
perfection, a mathematical model (or several of them) for its
representation must be selected, according to the concrete
concerns stated in the requirements and domain models. To
do so, enough detail must be provided so that system tests
could eventually be derived from them, in order to assess
the validity of the representation chosen with regards to the
required capabilities of the system.
In this paper we approach the problem of specifying in-
formation imperfection in software requirements and do-
main models as cross–cutting concerns, and some examples
of mapping such concerns into aspects at the design and im-
plementation stages. The motivation of our present work is
that of initiating research in Software Engineering models
that are conceptually connected with the diverse mathemat-
ical representations of imprecision and uncertainty, help-
ing practitioners to make decisions regarding the use of the
growing research results in the area. It should be noted that
our focus is modeling imperfection that will be managed in
the final system. Previous related work, e.g. [6] has focused
on imperfection in the modeling process itself.
The rest of this paper is structured as follows. Section
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2 examines how imperfection can be specified as an inte-
gral part of concern–oriented requirements and domain en-
gineering activities, to a level of detail sufficient to inform
subsequent architectural and modularization decisions. In
Section 3, illustrative examples are given about the mapping
of domain–level concerns to implementation structures. Fi-
nally, conclusions and a future outlook are provided in Sec-
tion 4.
2. Imperfection as a Concern in Requirements
and Domain Engineering
Information imperfection usually arises at the early
stages of the development, since it pervades the description
of the domain or real world situation. In fact, classical er-
ror theory that manifests in required degrees of precision in
numerical computations is just a model to deal with a facet
of imperfection related to numerical representation and er-
ror in measurement instruments. Probabilistic or statistical
considerations arising, for example, in regression models
or questionnaire–based tests are just a manifestation of un-
certainty. In addition, some classes of systems work in a
context that inherently entails imprecision and uncertainty,
like personalized Web systems that use user’s navigation to
tailor their structure [12].
Information imperfection is a logical “matter of in-
terest”, according to COSMOS [15] terminology 1.
It can be organized in several classifications, one
for each of the principal aspects of imperfection:
Imprecision-Related, Uncertainty-Related,
Inconsistency-Related or Hybrid. Classes in-
side those categories may refer to more specific types
of imperfection according to Smet’s taxonomy, e.g.
FuzzyElement refers to “imprecision without error”
without decidability as in “age is close to 30”, while
PossibleElement refers to “happen–ability” as a
kind of uncertainty. In addition, imperfection manifes-
tations can be classified in Domain-Imperfection,
UserImperfection and System-Imperfection
according to the source from which the imperfection orig-
inates. For example, inferences internal to the sys-
tem may generate imperfect information from perfect in-
puts. According to the kind of element in the concep-
tual model that is subject to imperfection, we can have
additional classifications, namely ImperfectElement
and ImperfectRelationship, the former containing
classes ImperfectClass, ImperfectAttribute,
ImperfectFunction and ImperfectResultwhich
roughly correspond to classes, attributes, method (or more
1In what follows, concern–modeling concepts are taken from COS-
MOS, in spite of the fact that the matter dealt with here is related to a
greater extent to domain modeling, while COSMOS is intended for earlier
stages of development.
generally, functionality), and method results in conceptual
models, and the latter containing classes for each type of
relationship (association, generalization, etc.). Imperfect
conceptual model elements can be expressed in the domain
model through extensions to the UML like the one sketched
in [9]. Figure 1 depicts some of the just described elements
and some of example relationships between them, repre-
senting classifications as UML packages.
Uncertainty-RelatedImprecision-Related
FuzzyElement
PossibleElement
ImpreciseElement UncertainElement
ApproximateElement
ProbableElement
Imperfect-Element
System-
Imperfection Domain-
Imperfection
User-Imperfection
Imperfect-Relationship
Imperfect-Class
Imperfect-Attribute
Imperfect-Association
Imperfect-Generalization
+AttributeOf
1
*
ImperfectFunction
ImperfectResult
+ResultOf
1
*
+connectsClasses2..*
+super1
*
+sub1
*
Figure 1. General concern dimensions related
to information imperfection
Properties as defined in COSMOS are “concerns
that characterize other logical concerns”. Concerns
that arise in the context of imperfection include
Granulation-level and Interpretability.
The former refers to the degree of “summarization” of an
element, e.g. “large pages” may be interpreted to subsume
“very–large” and “moderately large”, thus summarizing
information. The latter refers to the ease of interpretation
of the information by humans, and is often considered
as a quality criteria in rule bases. They can be used as
requirements constraining the design of other concerns,
e.g. High-Interpretability may involve selecting
a fuzzy rule simplification algorithm at later stages for the
computation of a given conceptual model element.
It should be noted that the imperfection–related concepts
introduced so far do not require understanding neither about
the mathematical frameworks for uncertainty handling not
about their software representation, so that they can be con-
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sidered a concern in domain and requirements engineering.
In what follows, we briefly sketch concern space analysis
with regards to imperfection for two case studies.
2.1. Case Study: Market Segmentation
Market segmentation systems provide support for the
classification of customers with the purpose of targeting
marketing strategies [17]. Market segmentation criteria are
in many cases uncertain, and the resulting subsets can be
considered to have no sharp boundaries, specially in the new
relationship marketing paradigm [13].
A basic model for market segmentation using the rela-
tionship value model in [13] will result in the classes and
instances showed in Table 1.
Table 1. Example imperfection–related con-
cerns in a basic market segmentation setting.
Instances Classes/classifications
Expected-Incremental-
Purchases
SubjectiveUncertainElement,
User-Imperfection, Imperfec-
tAttribute
Estimated-
Relationship-Duration
SubjectiveUncertainElement,
User-Imperfection, Imperfec-
tAttribute
Relationship-Value ImpreciseElement, System-
Imperfection, ImperfectResult
Customer-Segment FuzzyElement, System-
Imperfection, ImperfectClass
Customer-Similarity FuzzyElement, System-
Imperfection, ImperfectAs-
sociation
Net-Relationship-
Value-Model
FuzzyElement, System-
Imperfection, ImperfectFunc-
tion
Segments can be considered imperfect classes of users
inferred by the system from a net value relationship model
that estimates the value of each customer relationship from
rough estimates of increments in purchases and expected re-
lationship duration. Those estimates are rough pessimistic
and optimistic values obtained from experts. Customer sim-
ilarity is derived from the segments and perhaps from the
analogies in purchasing behavior of a pair of customers, as
often interpreted in recommender systems [8].
2.2. Case Study: Adaptive Learning System
Adaptive Learning Systems are characterized by tailor-
ing the hypermedia structure of the learning contents to the
knowledge and/or characteristics of the learners. The case
study described here is based in the adaptive technology de-
scribed in [11] where a rule–based system was used to adapt
the presentation of links (“fuzzy links”) in the courseware.
The main imperfection–related concerns are showed in Ta-
ble 2.
Table 2. Example imperfection–related con-
cerns in a rule–based adaptive Web system.
Instances Classes/classifications
Knowledge-about-
Lessoni
SubjectivePossibleElement,
System-imperfection,
Imperfect-Association-Attribute
Fuzzy link FuzzyElement, Domain-
Imperfection, Imperfect-Class
Rule1, . . . Rulen FuzzyElement, User-
Imperfection, Imperfect-
Function
User-Categorization-
Inference
UncertainElement, FuzzyEle-
ment, System-Imperfection,
Imperfect–Class
Content-Tailoring-
Inference
FuzzyElement, System-
Imperfection, Imperfect–
Attribute
Content-Tailoring-
Algorithm
FuzzyElement, System-
Imperfection, Imperfect–
Function
Learner-Style ObjectivePossibleElement,
FuzzyElement, Imperfect-Class,
Uncertain-Class
The knowledge a given learner is supposed to have about
a given lesson can be modeled as an association attribute, a
specialization of Imperfect-Association. The kind
of uncertainty for such knowledge levels is considered in
terms of epistemic possibility. Fuzzy links represent typed
semantic relationships about nodes or contents, so that the
vagueness expressed in them come from the domain being
teach. Rules use fuzzy links and other model characteristics
both to infer imprecise categories of users and also to estab-
lish personalized content attributes for each user or group.
Rules are elicited from experts, so that it can be considered
that the source of imperfection are a special kind of users.
Content tailoring algorithms are an alternative to rules in the
form of predefined function that obtains imprecise person-
alization of content attributes. Learner styles are both un-
certain and imprecise, since the techniques used to obtain
them, although based on recurring patterns of interaction,
do not provide reliable answers.
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3. Mapping Concerns of Fuzziness to Aspect–
Oriented Design
In this section, a number of concrete mappings of infor-
mation imperfection concerns are described for the purpose
of illustration.
3.1. Fuzzy arithmetics
Numerical ImperfectAttributes can be mapped
to fuzzy numbers and fuzzy arithmetics [4], irrespective
of the kind of imperfection (imprecision, uncertainty
or both) they represent. This is the case of the un-
certain Expected-Incremental-Purchases
and Estimated-Relationship-Duration
values that are used to compute the
Net-Relationship-Value-Model in the mar-
ket segmentation case study. The design of systems dealing
with fuzzy numbers requires a library supporting them like
the Fuzzy Java Toolkit. Nonetheless, it would be
desirable that fuzzy arithmetics become an standard part of
programming language libraries, so that developers could
select using crisp or fuzzy arithmetics. The arithmetics of
fuzziness can be modularized in aspects that modify the
behaviors of classes representing numbers. For example,
let’s consider an hypothetical extension to Java Double
class providing arithmetic functions 2 with an interface like
the following:
public class ArithmeticDouble extends Double{
public add(Double x){ ... }
public times(Double x){ ... }
//...
}
Fuzzy arithmetic can be modularized in aspects by in-
troducing attributes to describe the shape of the fuzzy
numbers and intercepting calls to getter methods like
doubleValue() to compute the appropriate defuzzifica-
tion of the triangular number, as sketched in what follows:
public aspect FuzzyArithmetics{
// Introduces upper and lower bounds
// of triangular fuzzy numbers:
private double ArithmeticDouble.upper;
private double ArithmeticDouble.lower;
double around (ArithmeticDouble d):
target(d) &&
call(public double doubleValue()){
double crisp = proceed(d);
// defuzzify triangular number
2this is actually not possible, since the class is declared final.
// if required...
return crisp;
}
}
This enables the co–existence of normal and fuzzy num-
bers in the same framework, as an option to changing pro-
gramming language support by special–purpose interfaces.
3.2. Fuzziness in databases and queries
In almost every application, the use of specialized rep-
resentations for imperfect information result in special per-
sistence requirements. In consequence, database program-
ming interfaces require extensions for such purpose. Con-
cretely, here we focus in orthogonal persistence interfaces
similar to those exposed by Jdo3. The extension for fuzzi-
ness of such kind of interfaces can be accomplished by
adding elements to the query syntax — as is done in [1]—
and also by augmenting programming interfaces to deal
with the desired fuzzy modeling capabilities — e.g. as in
[10]. Aspect–oriented design can be used to extend exist-
ing programming libraries for fuzziness without obscuring
their original design. In what follows, we briefly sketch
some design points of the extension of the OJB4 interfaces
for illustration purposes.
The core of such extensions is adding new schemata that
van be made processed by the libraries by an aspect like the
following:
public aspect FuzzyMetadataManagement
{
private DescriptorRepository globalRep;
void around (MetadataManager m):
target(m) && call(
* MetadataManager.init(..)){
try{
proceed(m);
}catch(MetadataException e){throw e;}
globalRep = loadFuzzyDesRep();
m.mergeDescriptorRepository(globalRep);
}
private DescriptorRepository loadFuzzyDesRep()
{ // load descriptor repository.. }
//...
}
Then, the extended meta–schema describing the stor-
age details of each kind of imperfect modeling concern be-
comes available. For example, explicit storage of mem-
bership values of objects belonging to fuzzy classes can be
achieved through the following design, which introduces a
new method in the PersistenceBrokerImpl class.
3http://access1.sun.com/jdo/
4http://db.apache.org/ojb/
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public aspect FuzzyStorageHandling{
public void PersistenceBrokerImpl.store(
Object obj, Double m, String fuzzyClass)
throws PersistenceBrokerException {
store(obj);
storeMembership(obj, m, fuzzyClass);
}
//...
}
Such aspect code could be automatically generated from
models with elements that have been specified with the
FuzzyElement and ImperfectClass model con-
cerns. In addition, the retrieval of fuzzy grades from the
database can be accomplished by wrapping result collec-
tions with the following design:
public aspect FuzzyObjectWrapping{
Collection around (PersistenceBroker p):
target(p) && args(query)
&& call(Collection PersistenceBroker.
getCollectionByQuery(Query query)){
Collection aux=null;
try{
aux = proceed(p, query);
}catch(PersistenceBrokerException e)
{throw e;}
return this.wrapResultCollection(aux);
}
// ...
}
Such kind of aspect–oriented design elements point out
the possibility of a comprehensive model–based database
implementation of the concerns of fuzziness through stan-
dard mappings.
4. Conclusions and Future Research Directions
Information imperfection can be considered a cross–
cutting concern that arises at early stages of the develop-
ment lifecycle. A concern–oriented requirement and do-
main analysis process can be used for the early specification
of requirements for imperfection handling and their associ-
ated domain model elements, so that design and implemen-
tation decisions can be based on them. A tentative concern
space analysis for information imperfection has been de-
scribed, along with some examples of the mapping of con-
cerns to specific aspect–oriented design options.
Further work is needed in the analysis of concerns re-
garding imperfection and its mapping to the range of avail-
able mathematical models that can be used to map them into
design. Such analysis would eventually come up with the
seamless integration of Fuzzy Set Theory and other related
frameworks [5] into the software engineering process, facil-
itating the adoption and development of fuzzy techniques in
all industrial areas. In addition, the UML language and its as-
sociated tools should be extended to explicitly address the
requirements of requirements and domain engineering re-
garding imperfection (preliminary work is described in [9]).
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Abstract 
 
The main goal of Aspect-Oriented Software 
Development (AOSD) is the separation of crosscutting 
concerns throughout the software development process 
in order to improve the modularity of software system 
artifacts and hence its comprehensibility, 
maintainability and reusability. However, currently, 
there is not a solid process for AOSD that covers the 
software development from requirements to design 
activities. Since the aspect-oriented paradigm builds 
on the object-oriented paradigm, it is natural the 
attempt to adapt existing object-oriented software 
development methods, processes and techniques to be 
used in AOSD. In this context, this work adapts some 
use-case driven activities of the Unified Software 
Development Process in order to explicitly provide the 
reasoning and separation of crosscutting concerns 
from requirements artifacts to design artifacts. Our 
approach is illustrated by a case study of an Internet 
Banking System. 
 
1. Introduction 
 
The adoption of a new software development 
paradigm frequently progresses from techniques 
established in the programming, which later are 
incorporated in design, analysis and requirements 
activities. Similar to what happened with structured and 
object-oriented paradigms, this has been the course 
followed by the aspect-oriented paradigm.  
At the beginning, the aspect orientation practices [1] 
were mainly applied at implementation activities. 
However, recently, the Software Engineering 
community has been interested in propagating them to 
early stages of the software life cycle. Some reasons for 
that are: 
 obtain the benefits of the aspect orientation 
practices not only during the implementation, but 
also in the requirements, analysis and design 
activities; 
 anticipate the reasoning about the treatment of 
aspects and its impact in the software development; 
and 
 make possible the understanding of an aspect-
oriented system through the requirements, analysis 
and design models, instead of demanding that this 
understanding only depends on analysis of 
implementation artifacts. 
In this context, it has been emerged the idea of 
Aspect-Oriented Software Development (AOSD) to 
support the reasoning about aspects throughout the 
software development process. However, in order to do 
that, the software engineer should be equipped with 
techniques that provide means for the systematic 
identification, separation, representation and 
composition of crosscutting concerns throughout the 
software development.  
Currently, there is not a solid process for AOSD that 
covers the software development from requirements to 
design activities. Towards this goal, this work adapts 
some use-case driven activities of the Unified Software 
Development Process (USDP) [2], explicitly providing 
the reasoning and separation of crosscutting concerns 
from requirements artifacts to design artifacts. 
Furthermore, since the systematic treatment of non-
functional concerns is not provided in the USDP, we 
included in its requirements activities a method for 
systematically dealing with non-functional concerns: 
the NFR Framework [3;4;5]. 
The remainder of this work is organized as follows. 
In Section 2, we briefly present the background of our 
proposal. Section 3, in turn, presents our proposal, 
detailing the suggested adaptations and their 
justifications. Our approach is illustrated by a case 
study in Section 4. In Section 5, we review related 
work and finally, in Section 6, we present our 
conclusion and future work.  
 
2. Background 
 
In the following subsections, we, firstly, outline the 
approach on which our proposal is founded on and, 
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later, we outline the method whose activities will be 
part of our proposal. 
 
2.1 Use case driven activities in the Unified 
Software Development Process 
 
In an use case driven development [2; 6], use cases 
not only represent system functional requirements, but 
also guide the development effort in producing 
requirements, analysis, design, implementation and test 
models. In the sequel, we present some use case driven 
activities that should be performed to produce the first 
three of these models in the Unified Software 
Development Process.  
 
2.1.1 Requirements Activities 
 
Figure 1 presents an outline of the main use case 
driven requirements activities proposed by the Unified 
Software Development Process.  
 
Figure 1 – Requirements activities 
Firstly, we have to understand and to describe the 
most important business concepts and events in the 
problem context that the system is supposed to solve. 
The next activity is to identify system actors, i.e. users 
and other systems that will communicate with the 
system. The interactions that take place between an 
actor and the system should be identified by means of 
use cases. In the following activity, each use case 
should be specified in more detail. The last activity is 
to structure use cases not only to enhance its reuse and 
understanding, but also to prepare for the transition to 
the next models.  
 
2.1.2 Analysis and Design Activities 
 
The analysis and design activities focus on 
describing the internal behavior of the system that was 
required to realize the use cases. 
The analysis model describes the system using a 
kind of abstraction named analysis classes. Analysis 
classes represent an early conceptual model for entities 
in the system that have responsibilities and behavior. 
They eventually evolve into classes and subsystems in 
the design model. There are three kinds of analysis 
classes: boundary, control and entity. Each one has its 
own purpose, modeling one specific role of a system 
component.  
Figure 2 exhibits the flow of the main use case 
driven activities that should be performed to produce 
the analysis and design model.  
 
Figure 2 – Analysis and Design activities 
Firstly, for each use case description, it should be 
identified boundary, entity and control classes and the 
responsibilities of each one. The following activity is to 
describe the use case behavior in terms of the 
interaction among the analysis objects. This interaction 
can be expressed using two types of interaction 
diagrams: sequence and collaboration diagrams [7]. In 
the sequel, design entities should be identified; 
depending on the type of the analysis class (boundary, 
entity, or control) there are specific strategies that can 
be used to create initial design classes (details in [2]). 
Attributes, operations and methods for each design 
class also should be specified in this activity. The last 
activity is establishing dependencies and associations 
between design classes; important inputs for this 
activity are the interaction diagrams and classes 
specifications. 
 
2.2 NFR Framework 
 
The NFR Framework [3;4;5] is a systematic 
approach to dealing with non-functional requirements 
(NFRs). In this approach, non-functional concerns (e.g. 
security, performance) are treated as goals to be 
achieved.  
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Figure 3 exhibits the sequence of activities 
suggested by the NFR Framework. Firstly, each non-
functional concern1 is iteratively decomposed into ones 
that are more specific. At some point, when the concern 
has been sufficiently refined, it will be possible to 
operationalize it, i.e. providing more concrete and 
precise mechanisms (e.g. operations, business rules, 
design decisions) to achieve it. The last step is to select 
among the operationalizations: accepting () or 
rejecting () each of them. During refinement and 
operationalization steps, contributions and possible 
conflicts should be established, defining the impact of 
the non-functional concerns to each other and 
identifying priorities (indicated by “!” or “!!”). 
 
Figure 3 - NFR Framework Activities 
 In the NFR Framework, non-functional concerns, 
their interdependencies and operationalizations are 
graphically represented in a Softgoal Interdependency 
Graph (SIG). 
 
3. Proposal outline 
 
The aspect-oriented paradigm builds on the object 
oriented paradigm (OOP) in order to support the 
separation of those concerns that OOP handles poorly 
[8]. Then, it might be worthwhile to adapt existing 
object-oriented methods and techniques instead of 
creating a new approach for AOSD. 
In this context, this paper adapts some use-case 
driven activities of the Unified Software Development 
Process [2] in requirements, analysis and design 
workflows. The purpose of our approach is to provide 
mechanisms that support the separation of crosscutting 
concerns in artifacts of these workflows.  
In the following sections, we explain and justify 
each one of the adaptations that were accomplished. 
 
                                                 
1
 In the NFR Framework, non-functional concerns are named 
softgoals 
3.1 Requirements activities 
 
Figure 4 exhibits the requirements workflow 
emphasizing the adaptations provided by our proposal. 
In the following subsections, we describe each one of 
these adaptations and its justifications. 
 
Figure 4 - Requirements Activities of Our Proposal 
3.1.1 Activities focused on non-functional concerns 
 
Since non-functional concerns are generally 
crosscutting, their adequate treatment is an important 
step in Aspect-Oriented Software Development. 
However, they are superficially taken into account in 
use case driven approaches. Then, in order to 
systematically deal with non-functional concerns since 
the early stages, we have included the NFR Framework 
[3;4;5] activities (presented in Figure 3) in the 
requirements workflow.  
Throughout the NFR framework activities, each 
non-functional concern (e.g. security, reliability, 
performance) is broken down into smaller ones and 
then converted into operationalizations (i.e. operations 
and design decisions) that together contribute for 
achieving the non-functional concern. We also included 
an activity responsible for specifying in detail these 
operationalizations: the operations should be specified 
as the same way as use case are; the design decisions 
can be placed in special sections in the requirements 
document. 
For each operation identified in this activity, it 
should be defined which use cases they applied to.  
  
3.1.2 Activity: Structure artifacts 
 
This activity uses the following structuring 
mechanisms to model shared behavior and extensions 
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among use cases: generalization, include-relationship 
and extends-relationship. 
Jacobson [9;10] advocates that the use case 
extension mechanism can be used to model aspects in 
requirements activities: an extension use case would be 
equivalent to an aspect and extension points would be 
equivalent to join points. However, we prefer to 
provide a new structuring mechanism to model aspects 
in requirements activities because: 
(i) the extension mechanism can be used in 
situations in which the extension use case does 
not  represent a crosscutting behaviour in the 
system. For example, when the extension use 
case represents a complex  and alternative 
course that is specific of a base use case (e.g 
Figure 5); and 
(ii) the way as extension points are defined hinders 
the reuse and comprehension of the base and the 
extension use case. According to UML 
guidelines [7], the possible extension points are 
specified in the base use case and there should 
be references to these points in the extension use 
case. Therefore, since there are references in the 
base and also in the extension use case, the 
composition between an extension and a base 
use case can not be completely considered 
noninvasive. 
 
Figure 5 – Extension example (reproduced from [7]) 
Thus, we propose a new way to separate 
crosscutting behaviour in use cases: (i) the crosscutting 
behaviour will be placed in a use case apart, named 
crosscutting use case; (ii) the crosscutting use case will 
be connected to the use cases it affects by means of a 
new kind of relationship, named crosscuts; and (iii) 
information about the composition between an 
crosscutting use case and the use cases it affects will be 
described apart from both, in a composition table (see 
Table 1).  
For each crosscuts-relationship, it should be 
specified one composition table. Besides providing 
better reuse and comprehensibility, the composition 
table simplifies determining the range of use cases that 
a crosscutting use case affects and how it affects each 
one of them. 
Table 1 –Composition table for a crosscutting use case 
CROSSCUTTING USE CASE: # N <NAME> 
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The crosscutting use case should be identified at the 
table’s top with its number and name. The first column 
of the composition table should list all use cases that 
the crosscutting use case affects. The second column 
describes the condition of the composition. This 
condition can be omitted if the composition should 
always be executed. The third column determines how 
the behavior of a crosscutting use case should be 
applied to the affected use case. For this purpose we 
use the following operators [11]: overlap (before or 
after); override and wrap.The last column of the 
composition table, in turn, specifies to which point of 
the affected use case the crosscutting behavior should 
be applied. In the requirements workflow the points are 
specified in terms of steps of the scenario. 
We use the following heuristics to decide which 
relationship is more adequate to structure two use cases 
(use case A and use case B): 
 if the execution of the use case B is an essential part 
to accomplish the primary purpose of the use case 
A (i.e. the use case A depends on the use case B to 
accomplish its goal), then the use case A includes 
the use case B; 
 if the execution of use case B represents a complex  
and alternative course that is specific of the use case 
A, then the use case B extends the use case A; 
 if the execution of use case B represents a course 
that needs to be applied in the use case A, but (i) 
the use case A do not depends on the execution of 
the use case B to accomplish its primary goal; and 
(ii) the use case B is not a specific course of the use 
case A and therefore it can be applied in others use 
cases; then the use case B crosscuts the use case A. 
Generally, the operationalizations of non-functional 
concerns have a crosscuts-relationship with use 
cases. 
 
3.2 Analysis and Design Activities 
 
Our proposal has made modifications in all the 
analysis and design activities presented in Figure 2. In 
the following subsections, we explain each one of these 
modifications and its reasons. 
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3.2.1 Activity: Find Analysis Classes 
 
Finding a candidate set of analysis classes is the first 
activity towards a description of how the system will 
work. Each analysis class should represent specific 
behavior of an entity that collaborates to fulfill the use 
cases. Since, in our proposal, we consider the 
crosscutting behavior as a separated entity, we include 
a new kind of analysis class to represent it: crosscutting 
class.  
For each crosscutting requirement identified in the 
Structure artifacts activity by means of the crosscuts-
relationship, it should be created a crosscutting class. 
A crosscutting class can represent one or more analysis 
classes necessary to concretize a crosscutting 
behaviour. 
 
3.2.2 Activity: Describe Analysis Objects Interaction 
 
When the analysis classes have been identified and 
specified, it is necessary to describe for each use case 
how its corresponding analysis objects interact in order 
to realize its behavior. Generally, this interaction is 
represented in collaboration diagrams. 
In this activity, we want to support the separation of 
crosscutting concerns in the interaction diagrams. 
Then, crosscutting objects that affect analysis objects 
interactions should not be placed directly in the 
interaction diagram. Instead, information about how a 
crosscutting object will affect analysis objects 
interactions should be described in a composition table 
(see Table 2).   
This table provides more precise details about the 
composition of crosscutting concerns that the one 
provided by Table 1. Here we describe the composition 
by means of analysis objects and messages affected by 
a crosscutting object. 
Table 2 – Composition table for a crosscutting object 
CROSSCUTTING OBJECT:  <NAME> 
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In order to fulfill this table, we start taking each 
composition table that was specified in the requirement 
model (see Table 1). Then, for each crosscutting 
requirement, we analyze the interaction diagrams of the 
use cases affected by it. So, we can specify the join 
points by means of messages intercepted by the 
crosscutting object. 
It is worthwhile to mention that the composition 
table for a crosscutting object can generate a view of an 
interaction diagram aware of the crosscutting objects. 
This view is important for the designer/implementer of 
the crosscutting behavior. 
 
3.2.3 Activity:Identify and Specify Design Elements 
 
In general, a crosscutting class will generate at least 
one aspect in design model. However, this is not a 
general rule: a crosscutting class can be designed with 
existing mechanisms such as design patterns. The 
designer will choose the better solution according each 
particular situation. 
Since aspects are characterized by adding to 
class(es) new behavior or new structure, we use a 
stereotyped class <<aspect>> to model an aspect  The 
crosscutting behavior will be modeled as operations 
and new structure as properties in the aspectual class. 
In order to preserve the reusability and maintainability 
of the aspectual class, we continue using the idea of 
composition tables (see Table 3) to determine the join 
points and the composition rules.  
Table 3 – Composition Table for an aspectual class 
ASPECTUAL CLASS:  <NAME> 
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By means of the composition table for crosscutting 
objects (Table 2) and the knowledge achieved in the 
previous activities, it will be possible to specify in a 
specific composition table (Table 3) the details about 
how the aspectual class will modify each affected class. 
 
3.2.4 Activity: Define Relationships 
 
Analyzing the composition table of an aspectual 
class, it is possible to determine the classes affected by 
it. To model the relationship between an aspect and the 
classes affected by it, we defined a kind of association 
relationship: crosscuts.  
 
4. Case Study 
 
We apply our proposal to an Internet Banking 
System. In the sequel, we outline how our proposal can 
be used throughout the requirements, analysis and 
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design activities. In this case study, we focus only on 
the activities that were modified or included by our 
approach. 
 
4.1 Requirements Activities 
 
4.1.1 Activity: Specify Use Cases 
 
At first, we have identified an actor (Bank 
Customer) and four use cases that this actor can 
accomplish (View Account Balance; View Account 
Statement; Transfer Funds; and Pay Bill). Simplified 
specifications for some of these use cases are presented 
in Table 4 and Table 5. 
Table 4 -View Account Statement Use Case Specification  
USE CASE # 02 - VIEW ACCOUNT STATEMENT 
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Table 5 - Transfer Funds Use Case Specification 
USE CASE # 03 – TRANSFER FUNDS 
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4.1.2 NFR Framework Activities 
 
One of the most important non-functional concerns 
when building information systems to be used on the 
Internet is security. As we can see in Figure 6, after the 
successive decompositions, the following 
operationalizations were selected to achieve the 
security concern: Limit Transaction Value, Firewall, 
Data Encryption, Identification, Check Internet 
Password, Check Customer Personal Data, Duplicate 
Servers, and Mirror Database. 
 
Figure 6- Softgoal Interdependency Graph for Security non-functional concern 
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4.1.3 Activity: Specify Operationalizations 
 
Due to space limitation, we only show in this work 
the specifications for the Check Internet Password 
Operationalization (see Table 6). 
Table 6 –Specification for Check Internet Password 
Operationalization 
OPERATIONALIZATION # 05 – CHECK INTERNET PASSWORD 
MAIN SUCCESS SCENARIO 
STEP ACTION 
1 The actor informs the Internet Password 
2 The system compares the informed Internet Password with the 
account’s Internet Password 
3 The output of the comparison is returned 
 
4.1.4 Activity: Structure Artifacts 
 
In this activity, we use the available mechanisms 
(generalizes, include, extends and crosscuts) to 
structure shared and crosscutting behavior among the 
requirements artifacts previously described. We use the 
heuristics presented in Section 3.1.2 to decide which 
relationship is more adequate to use.  
Figure 7 shows graphically the output of this 
activity. 
 
Figure 7 – Structured Use Case Diagram 
First, we have analyzed the use cases. Doing this, 
we have identified some possible generalizations and 
one include-relationship between the Emit Confirming 
Receipt and the Make Banking Transactions use cases. 
Since after each financial transaction, the bank should 
charge a tax to the customer account, there is a 
crosscuts-relationship between the Charge Tax and the 
Make Financial Transaction use cases. 
After that, we analyzed each operationalization and 
identified which use-cases each one should affect. As 
functional and non-functional requirements have 
different purposes, when an operationalization needs to 
be applied to a use case, we have a crosscutting 
relationship. The following crosscutting 
operationalizations were identified: Check Internet 
Password, Check Customer Personal Data, Limit 
Transaction Value and Data Encryption. 
For each crosscuts-relationship, we should specify 
how to compose the crosscutting use case and the 
affected use cases. Table 7 and Table 8 show some of 
these specifications. 
Table 7 – Composition for Check Internet Password 
CROSSCUTTING REQUIREMENT: #05-CHECK INTERNET PASSWORD 
AFFECTED ARTIFACT COND. COMPOSITION  RULE OPERATOR 
AFFECTED 
POINT 
#01 – View Account Balance - overlap.before Step 1 
#02 –View Account Statement - overlap.before Step 2 
#03 – Transfer Funds - overlap.after Step 1 
#04 – Pay Bill - overlap.after Step 1 
Table 8 – Composition for Charge Tax 
CROSSCUTTING REQUIREMENT: #06 – CHARGE TAX 
AFFECTED ARTIFACT COND. COMPOSITION  RULE OPERATOR 
AFFECTED 
POINT 
#03 – Transfer Funds - overlaps.after Step 3 
#04 – Pay Bill - overlaps.after Step 3 
 
4.2 Analysis and Design Activities 
 
In the next subsections, we follow the analysis and 
design activities for the Internet Banking System 
including the adaptations provided by our proposal. In 
this section, we focus only on the Transfer Funds use 
case and in the Check Internet Password crosscutting 
use case. 
 
4.2.1 Activity: Find Analysis Classes 
 
In this activity we identified the following analysis 
classes which will be capable of performing the 
behavior described in the Transfer Funds use case:  
• Boundary: Input Data User Interface (UI) 
• Entity: Account 
• Control: Transfer Handler; Transference 
Information Valuator; and Confirming Receipt 
Emitter. 
There are also some crosscutting classes that will 
affect the realization of the Transfer Funds use case: 
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Check Internet password, Limit transaction value, 
Charge tax, Check customer personal data. 
 
4.2.2 Activity: Describe Analysis Object Interaction 
 
By means of an analysis of the Transfer Funds use 
case, we have obtained the collaboration diagram 
presented in Figure 8. This diagram should be used by 
the designer/implementer of this use case and therefore 
it is oblivious about the crosscutting objects that will 
affect its behavior. 
 
Figure 8 – A Collaboration Diagram for a realization 
of the Transfer Funds use case 
Nevertheless, in the point of view of the 
designer/implementer of the crosscutting behavior it is 
interesting to visualize how crosscutting objects will 
affect the interaction of analysis objects. As explained 
in Section 3.2.2, in order to obtain this crosscutting 
view of the interaction diagrams, we have to determine 
the join points in terms of messages intercepted by the 
crosscutting object. Table 9 presents this specification 
for the Check Internet Password crosscutting class. 
Table 9 – Composition Table for Check Internet 
Password Crosscutting Class 
CROSSCUTTING CLASS:  CHECK INTERNET PASSWORD 
AFFECTED ARTIFACT 
AFFECTED 
ANALYSIS 
CLASS 
AFFECTED 
MESSAGE 
COMPOSITION  
RULE OPERATOR 
#03 – Transfer Funds 
 
Input Transfer 
Data UI 
 
request transfer overlap.before  
 
Analyzing the composition table of each 
crosscutting class that affects the Transfer Funds use 
case, it can be generated a crosscutting view of  Figure 
8. Figure 9 presents this crosscutting view, considering 
only the Check Internet Password crosscutting class. 
 
Figure 9 – Crosscutting View of  the Transfer Funds 
Collaboration Diagram 
4.2.3 Activity: Identify and Specify Design Entities 
 
We decided to organize the design model in well 
defined layers, according to the nature of the 
application concerns: interface, façade, business and 
data. This architecture is based on the object-oriented 
layer architecture [12]. 
By means of the artifacts and the knowledge 
achieved in the previous activities, we identified the 
InternetPasswordChecking aspect and its properties, as 
exhibited in Table 10. 
Table 10 – Composition Table for Internet Password 
Checking Aspectual Class 
ASPECTUAL CLASS:  INTERNET PASSWORD CHECKING 
CROSSCUTTING PROPERTIES 
DYNAMIC AFFECTED 
CLASS STATIC Composition  
Rule Operator 
Affected 
Point 
Crosscutting 
Behavior 
Transaction 
Facade 
 
- 
 
overlap.before 
 
doTransfer() checkInternet Password() 
 
4.2.4 Activity: Define Relationships  
 
Lastly, Figure 10 presents the graphical 
representation of the crosscutting relationships between 
two of the aspects identified and the classes they affect. 
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 Figure 10 - Relationships between Design Entities 
 
5. Related Work 
 
Currently, there are few works concerned with the 
provision of development techniques for separation of 
crosscutting concerns from requirements to design. One 
example of this kind of work is presented by 
Constantinides [13]. He emphasizes the importance of 
identifying and modeling crosscutting concerns since the 
early stages of the software life cycle. Constantinides’ 
work presents a case study to investigate the modeling of 
crosscutting concerns, mainly in analysis and design 
activities. However, although Constantinides proposes to 
adapt established analysis and design techniques for an 
aspect-oriented context, he only describes how 
crosscutting concerns can be visualized in sequence and 
classes diagrams, not suggesting techniques for 
developing these artifacts. 
Jacobson [9;10] advocates that the use case 
extension mechanism has a similar purpose to aspects 
in AOP and that this mechanism could be used in 
requirements activities for AOSD. But, as we show in 
Section 3.1.2, there are some difficulties using this 
mechanism that we overcome.   
Rashid et al. [14; 15] propose a generic process 
model for Aspect-Oriented Requirements Engineering 
(AORE), but do not explore the link with analysis and 
design activities. After that, Moreira et al. [11] and 
Araujo et al. [16] presents a simplified model to 
support the general AORE process described in [14]; 
these works compose non-functional and functional 
requirements using extensions of the use case and 
sequence diagrams. One of the characteristics that 
differs these works in AORE from our approach in the 
requirements activities is the treatment of non-
functional concerns. They deal with non-functional 
concerns in a high-level of abstraction. On the other 
hand, we provide a systematical treatment of non-
functional concerns before analyzing their crosscutting 
behavior: firstly refining them and later 
operationalizing them in more concrete and precise 
mechanisms. We advocate that it is more adequate to 
deal with operationalizations in the context of Aspect-
Oriented Requirements Engineering because they better 
reflect how the crosscutting concerns will be treated in 
the latter stages [17]. 
In turn, one of the first proposals to extend the UML 
for aspect design was presented by Suzuki and 
Yamamoto [18]. That work extends the UML 
metamodel including a new kind of classifier named 
aspect. To model the aspect-class relationship, Suzuki 
and Yamamoto advocate the use of a kind of 
dependency relationship with stereotyped 
realization,<<realize>>, already provided by UML. 
However, in their work, Suzuki and Yamamoto present 
a notation only for inter-type declarations, not 
mentioning how pointcuts or advices can be modeled 
with the UML. Furthermore, they focus on design 
activities, not exploring the link with previous 
activities. 
 
6. Conclusion 
 
Scattering and tangling do not occur only in 
implementation artifacts. They emerge in other artifacts 
throughout the development process. For this reason, it 
is necessary to apply the separation of crosscutting 
concerns in all development stages. As a result, the 
comprehensibility, maintainability and reusability of 
software system artifacts are improved. Furthermore, 
the explicit capture of crosscutting concerns throughout 
all development stages can also enable developers to trace 
crosscutting concerns from requirements to 
implementation artifacts. 
Nevertheless, in spite of the importance of 
identifying and modeling crosscutting concerns 
throughout the development process since the early 
stages, few works address this issue. This paper 
presents a contribution to this context by means of the 
adaptation of some use-case driven activities of the 
Unified Software Development Process [3] in 
requirements, analysis and design workflows.  
As showed by our case study (Section 4), our 
proposal provides a way to separate crosscutting 
concerns at various levels of abstraction, from 
requirements to design.  
This work is a first step towards a complete 
adaptation of the Unified Software Development 
Process in order to provide separation of crosscutting 
concerns in its workflows. Our future work will focus 
on improving our approach and applying it in more 
case studies.   
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Abstract
Modeling pointcuts, i.e., modeling the places where to
crosscut and/or the conditions under which to crosscut, is
a principal task in aspect-oriented modeling. It is a fairly
independent design issue and can be accomplished
separate from other modeling tasks such as modeling the
crosscutting effects. Modeling pointcuts is basically about
modeling selection queries. It requires novel modeling
means. This paper gives a short overview on a new
graphical approach to model pointcuts. It presents its
semantics using OCL code. It presents its use in the early
aspect phase, and it demonstrates its capabilities to
capture the pointcut semantics of prevailing aspect-
oriented programming techniques with help of examples.
1. Introduction
Aspect-Oriented Software Development (AOSD) is
about encapsulating crosscutting concerns in aspects, and
weaving these aspects together with other aspects and
basic functionalities to a final aspect-enhanced program.
When designing aspects or aspect-oriented software
architectures, a principal task of aspect-oriented software
developers is to investigate the relationships between
aspects and their target artifacts. The software developer
needs to contemplate about the aspect’s assertions made
on the final program as well as on the places and
conditions at/under which the assertions apply to the
program. Ultimately, the aspect-oriented weaver will take
this information and enhance the final program
accordingly. The key goal of aspect-oriented software
development is to make reuse of aspects, i.e., crosscutting
concerns, as easy as adjusting places and conditions of
crosscutting to new programs and/or new requirements.
To achieve this goal, aspect-oriented designers require
means to specify such places and conditions of
crosscutting from the early stages of architecture design.
Currently, aspect-oriented software development is
greatly advancing on the implementation level. However,
comprehensive design support is still in its infancy.
Promising methodologies for requirements analysis,
architecture design, and graphical visualizations are
around (e.g., [13], [32], [35], [20], [30], [19], etc.); yet
improvements are necessary to span the entire software
life cycle and to cope with multiple aspect-oriented
implementation techniques.
This paper deals with modeling and graphical
visualization of places and conditions of crosscutting.
Defining places and conditions at/under which an aspect
affects the final program turns out to be a critical design
activity in AOSD. Pointcut design in aspect-oriented
architecture design is likewise crucial as interface design
in conventional architecture design since both specify the
connection points between different software artifacts of
the architecture. Inaccurate pointcut definition may thus
easily require fundamental redesign of the aspect and/or
the architecture at a later stage in software development.
Furthermore, lax definition of places and conditions of
crosscutting quickly designates much more parts in the
final program than was intended. Such will severely
obstruct reasoning on the crosscutting effects of aspects
and, in the ultimate, lead to unpredictable software
comportment. Hence, it is essential that software designers
are supported from the early stages of system design in
identifying and documenting (!) the places and conditions
at/under which an aspect crosscuts the final program.
Our work is focused on the Unified Modeling
Language (UML) [28]. The UML is a powerful and
broadly used modeling language for use case driven,
architecture oriented, iterative, and incremental software
development [12]. It may be used throughout the entire
software development process [18] and may be used with
different object-oriented implementation languages.
Hence, the UML already provides much of what we are
trying to achieve for aspect-oriented software
development. It appears very appealing to exploit its
capabilities for aspect-oriented software modeling.
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Aspect-oriented modeling using the UML has been one of
the core subjects of the ongoing series of workshops on
Aspect-Oriented Modeling [1] [2] [3] [4]. The fruitful
discussions and important insights given at these
workshops have strongly influenced this work.
In this paper, we borrow the terms “join point” and
“pointcut” from AspectJ [9] terminology. In difference to
AspectJ, however, we contemplate on “join points” as
“hooks where enhancements may be added” (cf. [14])
rather than as “principal points in the execution of a
program” (cf. [10]). That means, we consider “join point”
to refer to both points of crosscutting in the control flow
as well as points of crosscutting in the class structure. We
shall use the term “pointcut” to refer to a set of join points
that possibly is attributed with conditions of crosscutting.
The remainder of this work is structured as follows:
Section 2 discusses why pointcut modeling is a distinct
design issue and why it must be given special care. We do
this while first looking at the general case in aspect-
oriented requirement engineering [30]. Afterwards, we
reflect on the current aspect-oriented programming
techniques. Section 3 presents our approach to model
pointcuts. It describes the graphical means as well as their
semantics in terms of Object Constraint Language (OCL)
[37] expressions. Section 4 presents some related work.
Section 5 concludes the paper.
2. Pointcut Specification as a Distinct Design
Issue
When looking at the specification of crosscutting
features in aspect-oriented software development, we
identify the specification of the elements (Figure 1, A)
that crosscut a given decomposition and the specification
of the set of join points (Figure 1, B) where that
crosscutting takes place to be two fairly independent
issues that can be seen as distinct design problems. We do
this because we contemplate that the reasoning on the
crosscutting assertions  can be accomplished not knowing
where exactly that crosscutting assertions are applied to;
and vice versa, we suppose we can reflect on the join
points at which crosscutting should occur while neglecting
what exactly is to be inserted at these points.
In an aspect-oriented software framework, for example,
when we specify a particular synchronization strategy we
do not want to determine yet which objects it should be
applied to. Oppositely, we could identify the actions that
need to be synchronized first, and leave it to a third party
to design the synchronization strategy. In a third case, we
have both a set of different synchronization strategies and
a set of join point collections that designate actions to be
synchronized. Now, we are able to combine crosscutting
assertions and hooks of crosscutting in any manner, and
thus we are set to realize any synchronization requirement
by simple hooking the right strategy onto the right set of
join points. In conclusion, the separate treatment of
crosscutting details and points of crosscutting is a very
important issue to achieve incremental programming (cf.
[38]). And after all that's what we're heading for in aspect-
oriented programming, too.
Looking at current aspect-oriented programming
techniques we recognize that most of them commit to this
separation of concern. AspectJ, for example, provides
advice to specify crosscutting code, and pointcuts to
specify where that code is to be introduced into the base
program. We may combine advice and pointcuts in
arbitrary manners: For example, we can specify an advice
that hooks onto an "abstract pointcuts", i.e., empty sets of
join points. That set can be filled by diverse subentities
later-on for the crosscutting to take effect in multiple
concerns. On the other hand, we can specify pointcuts first
and let subentities implement the crosscutting behavior
that is to be executed at those pointcuts. In Hyper/J [17],
hyperslices designate all model elements in a given
decomposition that belong to a particular concern (this
process is call "concern mapping"). Two hyperslices may
be composed by a hypermodule, which contains
correspondence rules that determine at what points the
hyperslices should be joined. Usually, we specify the
hyperslices first and use a hypermodule to join one to the
other afterwards. We could, however, also assign the
composition of two concerns in advance and then define
(or change) the hyperslices (or concern mappings) that are
to be involved. That way we can substitute the
crosscutting details to be introduced to a particular join
point according to our need and desire. In Adaptive
Programming [5], the affiliation between the specification
of crosscutting details and the specification of crosscutting
hooks is much stronger. However, even though we cannot
change the one thing without adapting the other, Adaptive
Programming distinguishes between traversal strategies
that specify the locations at which crosscutting is to take
place and visitor methods that specify how these locations
are to be augmented.
Of course, even though we may reason on the
specification of crosscutting details (Figure 1, A) and the
specifications of the hooks (Figure 1, B) separately there
certainly exist strong correlations between these two
issues. In particular, dependencies arise from the charge
of the latter to designate elements in the environment of
specifications of
crosscutting assertions
designation of
join points target model
A B C
Figure 1. Aspect-oriented design issues (non-
UML diagram) (cf. [33])
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the crosscut decomposition (Figure 1, C) that are used by
the former. Nevertheless, we will neglect these kinds of
dependencies for now and concentrate on the
specifications of the hooks, i.e., on the designation of join
points and of join conditions. For a closer elucidation on
the dependencies between the specification of hooks and
the specification of crosscutting details, please refer to
[33].
3. Modeling Means for Pointcut Specification
On implementation level, join points represent “hooks
where enhancements may be added”1 (cf. [14]), e.g.,
classes or method calls. On modeling level, these join
points are rendered by model elements in models – may it
be a structural model describing a hierarchy of classifiers
or a behavioral model describing control flow. On
implementation level, pointcuts characterize the (sets of)
hooks and/or (optional) conditions at/under which
crosscutting takes place. For modeling pointcuts on
modeling level, we thus need a means to render a set of
model elements together with a set of conditions that must
evaluate true for those model elements.
We choose UML Classifiers to represent join points in
structural models, and UML Messages to represent join
points in behavioral models. For the designation of join
points – i.e., UML Classifiers and UML Messages,
respectively – we introduce a new graphical means called
“Join Point Designation Diagram” (JPDD). JPDDs
resemble UML collaboration templates, however they lack
the generative semantics of templates. That is, JPDDs
describe “selection patterns” rather than “generation
patterns”. They specify all properties a model element
(i.e., UML Classifier or UML Message) must provide in
order to represent a join point (rather than the properties
that will be added to or modified at those join points).
These properties may be of structural or behavioral kind.
Structural properties are defined by means of class
diagrams. Class diagrams may be used to model structural
conditions of crosscutting, e.g., a particular feature or
relationship that must be present for a classifier to
represent a join point. Behavioral properties are defined
by means of interaction diagrams (i.e., sequence diagrams
or collaboration diagrams). Interaction diagrams are used,
for example, to model behavioral conditions of
crosscutting, e.g., that a particular message must be called
within the control flow of some other message in order to
represent a join point. JPDDs may contain both class
diagrams and interaction diagrams in order to describe
structural and behavioral properties at the same time (just
                                                          
1
 Remember the difference we make here to join points in AspectJ
terminology, where join points represent “principal points in the
execution of a program” (cf. [10]).
like ordinary UML collaborations). Recall, though, that
the semantics of class diagrams and interaction diagrams
contained in JPDDs is different from their conventional
variants as they specify a query on model elements rather
than the model elements themselves.
The actual join points in a JPDD are modeled as
JPDD’s template parameters. JPDDs may designate both
kinds of join points – i.e., UML Classifiers and UML
Messages – at the same time.
The semantic of JPDDs is specified by means of OCL
expressions: Each JPDD can be transformed into a OCL
selection query picking out all model elements from a
given UML model that represent join points. Those OCL
statements make use of various meta-operations that we
have appended to the UML meta-classes. Note that not all
OCL operations are shown here due to limitations in
space. Have a look at [6] to obtain the full OCL code.
In the following, we demonstrate with help of various
examples what JPDDs look like and how they can be put
to use to model various kinds of pointcuts. For each
example, we present the relevant OCL expressions that are
involved in matching UML Classifiers and UML
Messages with the selection pattern described by a JPDD.
3.1. Pointcuts in the Early Aspects Stage
In the early aspect stage, JPDDs come in when we map
aspect-oriented requirements to an aspect-oriented
architecture. For example, Figure 2 shows two use cases
that model two requirements, one (aspectual)
synchronization requirement and some (core) functionality
requirement which needs to be synchronized. The
crosscutting relationship between one and the other has
already been identified2.
When mapping the requirements to an architecture, we
must determine how the software artifact realizing the
                                                          
2
 Note the subtle yet essential difference between «crosscut»
relationships in aspect-oriented software development and «extend»
relationships in use case driven software development (cf. [32]).
JPDD CrosscutMsg
Sync_Aspect
«applies to»
Target_Func
«selects from»
Synchronization Functionality«crosscuts»
«realize» «realize»
CrosscutMsg
<set*|get*> Callee<*>Caller<*>
«refine»
Figure 2. JPDDs in the early aspects stage
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aspectual requirement connects to the software artifact
realizing the functional requirement. This is the task of
JPDDs. In Figure 2, for example, the two software
artifacts are represented by collaborations. A JPDD is
used to characterize the connection points at which the
aspectual collaboration crosscuts the functional
collaboration. In doing so, the JPDD gives some more
details on the «crosscut» relationship between the use
cases. The JPDD describes what is expected by the aspect,
or what is exposed to the aspect, from the target
environment so that it can accomplish its task. In a sense,
the JPDD specifies an aspect-specific view on the target
artifact.
We can learn from the example in Figure 2 that the
synchronization aspect is concerned about synchronizing
method calls (“CrosscutMsg”) from one entity (“Caller”)
to another entity (“Callee”), which are expected to be
some kinds of classifiers in the target artifact. Further, we
can see that the aspect expects the methods’ names to
begin with “set” or “get”. This name restriction may
originate in a design decision on the aspectual or the
functional requirement. For some (incomprehensible)
reason, for example, we could be required to distinguish
between synchronized “setter” and unsynchronized
“putter” methods.
In the following we explain further capabilities of
JPDDs to express views on the deployment environment
of aspects and briefly sketch how they map to OCL
expressions. For doing so, we chose to use examples from
common aspect-oriented programming techniques to
demonstrate the practical relevance of the designation
means in JPDDs.
3.2. Pointcuts in AspectJ
Figure 3 models the following AspectJ pointcut
(adopted from [21]):
pointcut aspectj_pc():
cflowbelow(call(* ColoringClient.*(..))
&& this(SomeCaller))
&& call(FigureElement Figure.make*(..))
It designates all messages that invoke a method
beginning with “make” on class “Figure” (returning an
instance of class “FigureElement”) from within the control
flow of any method called on class “ColoringClient” from
class “SomeCaller” (returning any or none return value).
The message being crosscut is rendered as template
parameter “CrosscutMsg”.
Table 1 gives a general description on how message
matching is accomplished – the depicted (meta-)operation
“matchesMessage” is invoked on each message in the
UML model. At first, the messages’ names are matched. If
the message in the JPDD is tagged with a
“joinPointPattern” (which are enclosed by sharp brackets
“<...>”; see Figure 3), the “joinPointPattern”’s value (e.g.,
“FigureElement Figure.make*(..)”) is passed for matching
rather than the message’s name (e.g., “CrosscutMsg”).
Then, the message’s sender and receiver are matched.
This includes matching of their relationships (association
roles, generalizations, etc.). After that, the associations
used for transmitting the messages are compared.
Note that sender and receiver comparison is
accomplished by matching the sender’s and receiver’s role
in the JPDD to the sender’s and receiver’s base classifiers
in the target model. This is because behavioral
crosscutting takes place in every target model whose
participants provide the set of features specified in the
JPDD – may they be explicitly required by means of the
role specification in the collaboration, or implicitly
present by means of the base classifier specification in the
class hierarchy. The same counts for the associations used
for transmitting the messages.
In case the JPDD defines predecessors and/or an
activator to the crosscut message (like “InvokingMessage”
in Figure 3), the message in the target model must provide
corresponding messages among its predecessors. The
SomeCaller ColoringClient
InvokingMsg
<* *(..)>
aspectj_pc
CrosscutMsg
CrosscutMsg
<FigureElement
make*(..)>
* Figure
[...]
Figure 3. An AspectJ pointcut as JPDD
Table 1. Matching messages in UML models
Context Message::
matchesMessage(m : Message) : Boolean
post: result = -- evaluate name pattern (‘<...>’)
if m.taggedValue->includes(tv | tv.type.name = 'joinPointPattern')
then
self.matchesNamePattern(m.taggedValue->select(tv |
tv.type.name = 'joinPointPattern').dataValue->at(1))
else
self.matchesNamePattern(m.name)
endif
-- evaluate sender/receiver/...
and self.sender.base->includes(C |
C.matchesRelationships(m.sender) and
C.matchesClassifier(m.sender))
and self.receiver.base->includes(C |
C.matchesRelationships(m.receiver) and
C.matchesClassifier(m.receiver))
and self.communicationConnection.base
.matchesAssociation(m.communicationConnection)
-- evaluate predecessors/activator
and m.allPredecessors->union(m.activator)->reject(m2 |
m2.stereotype->includes(st | st.name=’indirect’))->forAll(m2 |
self.allPredecessors->includes(M | M.matchesMessage(m2)))
-- evaluate action
and self.action.matchesAction(m.action)
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precise position is not important. For message matching,
messages of stereotype “indirect” (denoted by double-
striked-through lines; see Figure 3) are neglected. Their
only purpose in JPDDs is to indicate auxiliary control
flow the predecessors may provoke.
Finally, the message’s actions are matched.
3.3. Traversal Strategies in Adaptive
Programming
Figure 4 models the following traversal strategy in
Adaptive Programming (adopted from [22], [23]):
*from* Conglomerat
*bypassing* -> *,subsidiaries,*
*via* Officer *to* Salary
The traversal strategy starts at object Conglomerat and
traverses a characterized path to object Salary. It states
that on its way through the class hierarchy the traversal
must pass object Officer. At the same, it requires that
traversal must not pass an association end named
“subsidiaries”.
In a UML model, the classifiers being traversed are
identified with help of the (meta-)operation shown in
Table 2. The operation analyzes if a classifiers possesses
(a set of) associations matching to the ones specified in
the JPDD. The operation distinguishes between standard
associations and associations of stereotype “indirect”
(denoted by double-striked-through lines; see Figure 4). In
the former case, comparison is successful if the classifier
provides a matching association with matching association
ends. In the latter case, there must exist a navigable path
from the current classifier to a classifier matching the
associate in the JPDD. The association ends at which
navigation starts and ends must match the association ends
of the association specified in the JPDD.
For example, the bottom left association in Figure 4
denotes a navigation path starting with an association end
whose participant is of type Conglomerate. And it ends
with an association end whose name must not be
“subsidiaries” – no matter of the type of its participant.
From the participant, however, there must be a navigable
path that ends with an association end whose participant is
of type Salary (bottom right association in Figure 4).
3.4. Composition Rules on Declaratively
Complete Hyperslices in Hyper/J
Composition rules in Hyper/J specify how the elements
of one hyperslice are to be composed with the elements of
another hyperslice. For that purpose, composition rules
designate the join points in each hyperslice. Likewise,
JPDDs are capable to designate model elements from
UML models. While doing so, JPDDs may also reflect on
the “declarative completeness” constraint in Hyper/J: In
Hyper/J, each hyperslice needs to be “declaratively
complete” (cf. [36]). That means that each hyperslice
declares the structural properties it expects to be provided
by another hyperslice. We can use JPDDs to model such
structural requirements.
For example, let’s imagine a payroll hyperslice that
implements “position()” and “pay()” operations on four
classes “Employees”, “Research”, “Tracked”, and
“Regular” (see Figure 5). For their execution, the
hyperslice requires the presence of a “name()” (declared
as abstract in Figure 5), whose implementation must be
provided by some other hyperslice – e.g., a personnel
hyperslice (the example is adopted from [29]).
Conglomerate
Officer
Salary
[...] [...]
*
[...][...]
{and}
subsidiaries
{not}
traversal_startegy
Conglomerate
Salary
Figure 4. Traversal strategies as JPDD
Table 2. Matching associations in UML models
Context Classifier::
possessesMatchingAssociation(a : Association, c : Classifier) :
Boolean
post: result = -- evaluate indirect neighbours
if a.stereotype->includes(st | st.name='indirect') then
self.associations->includes(A | A.matchesAssociation(a) and
a.allConnections->select(ae | ae.participant = c)->forAll(ae |
   A.allConnections->select(AE | AE.participant = self)
->includes(AE | AE.matchesAssociationEnd(ae) and
      a.allConnections->select(ae | ae.participant <> c)
->forAll(ae2 | self.allIndirectNeighbors(A)
->includes(AE2 | AE2.matchesAssociationEnd(ae2))))))
else -- evaluate direct neighbours
self.associations->includes(A | A.matchesAssociation(a) and
a.allConnections->forAll(ae | A.allConnections
->includes(AE | AE.matchesAssociationEnd(ae))))
endif
Employee
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Figure 5. A payroll hyperslice (cf. [29])
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Figure 6 depicts a sample JPDD which designates the
join points in the personnel hyperslice and specifies
structural requirements being imposed on those join
points. Table 3 and Table 4 describe the (meta-)operations
for locating join points in UML models according to the
specifications made in the JPDD.
Figure 6 depicts a JPDD that selects four classes from
the personnel hyperslice as join points (“Employee”,
“Research”, “Tracked”, and “Regular”). These classes are
meant to be augmented by the payroll hyperslice during
composition. Besides designating the hyperslices’ join
points, though, the JPDD in Figure 6 specifies a couple of
structural requirements that those join points must fulfill.
At first, it requires class “Employee” to provide an
operation “name()”. Further, it requires class “Research”
and “Tracked” to be subclasses of class “Employee”,
while class “Regular” in turn must be a subclass of class
“Tracked”. Composition may only take place if these
constraints are satisfied.
Table 3 describes how join points are selected from
UML models. Join point selection is accomplished by
name matching. If the classifier specifications in the JPDD
are tagged with a “joinPointPattern” (which are enclosed
by sharp brackets “<...>”; see Figure 6), the
“joinPointPattern”’s value (i.e., “Employee”, “Research”,
“Tracked”, or “Regular”) is passed for matching rather
than the classifiers’ names (e.g., “CrosscutTypeA”, etc.).
Apart from their names, the classifier’s meta-properties
must match (“isRoot”, “isLeaf”, “isAbstract”). At last, the
classifiers’ features, i.e., attributes and methods, are
compared. A classifier must possess all attributes and all
methods being defined as structural requirement in the
JPDD (like operation “name()” in Figure 6, for example)
in order to be selected as join point.
Further, classifiers must possess all relationships, i.e.,
associations, generalizations, and specializations, that are
defined in the JPDD (like the inheritance relationships in
Figure 6, for example) in order to be selected as join
point. Matching of relationships is accomplished by a
second (meta-)operation for associations, generalizations,
and specializations separately (see Table 4).
4. Related and Future Work
A couple of other approaches deal with modeling
pointcuts using OCL, UML, and even MDA:
[31] makes use of OCL code [27] to bind elements
form an application models to “hot spots” in aspect-
oriented frameworks. In doing so, they select model
elements that are to be enhanced like we do. Unlike us,
however, they define the enhancements in the same OCL
statement which hinders reuse of the query specification.
Specifying enhancements is not duty of JPDDs.
A more sophisticated approach is described in [15]
which presents a domain-specific extension to the OCL
for the specification of crosscutting constraints. In
particular, it introduces reflective operators to advance
selection of model elements. Again, though, selection
queries and modification assignments are instantly
coupled together, and so, reuse of queries is not possible.
[34] [16] chooses to use UML Action Semantics [28]
to define model transformations and OCL [37] to express
selection criterions for those transformations. As queries
are hard-coded into transformations, they cannot be
reused in a different context.
CrosscutTypeA
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name()
 
Operations
 
Attributes
payrolls_requirements
CrosscutTypeA
CrosscutTypeB
CrosscutTypeC
CrosscutTypeD
CrosscutTypeB
<Research>
CrosscutTypeC
<Tracked>
CrosscutTypeD
<Regular>
Figure 6. Specifying structural
requirements in JPDDs
Table 3. Matching classifiers in UML models
context Classifier::
matchesClassifier(C : Classifier) : Boolean
post: result = -- evaluate name pattern
if C.taggedValue->includes(tv | tv.type.name = 'joinPointPattern')
then
self.matchesNamePattern(C.taggedValue->select(tv |
tv.type.name = 'joinPointPattern').dataValue->at(1))
else
self.matchesNamePattern(C.name)
endif
-- evaluate defined meta-properties
and (self.isRoot = C.isRoot or C.isRoot = '')
and (self.isLeaf = C.isLeaf or C.isLeaf = '')
and (self.isAbstract = C.isAbstract or C.isAbstract = '')
-- evaluate attributes and operations
and (C.feature->select(f | f.oclIsKindOf(Attribute))->forAll(ATT |
self.possessesMatchingAttribute(ATT))
or C.feature->select(f | f.oclIsKindOf(Attribute))->size = 0)
and (C.feature->select(f | f.oclIsKindOf(Operation))->forAll(OP |
self.possessesMatchingOperation(OP))
or C.feature->select(f | f.oclIsKindOf(Operation))->size = 0)
Table 4. Matching relationships in UML models
context Classifier::
matchesRelationships(B : Classifier) : Boolean
post: result = -- evaluate relationships
 (B.parent->forAll(P |
self.possessesMatchingParent(P))    or B.parent->size = 0)
and (B.child->forAll(CH |
self.possessesMatchingChild(CH))  or B.child->size = 0)
and (B.associations->forAll(A |
self.possessesMatchingAssociation(A, self))
or B.associations->size = 0)
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[24] discusses how Model-Driven Architecture (MDA)
[25] may support aspect-oriented modeling. It points out
that a pointcut can be expressed as a query on one model.
We share that conception and have defined a graphical
notation to define such queries. We see another
application area of our approach in connection with the
Query View Transformation Language (QVT) [26] which
is currently under review by the OMG: JPDDs can be
used as a graphical query language to select model
elements from UML models that are subject to
transformations.
Besides that we see complementary contribution of our
work to existing aspect-oriented modeling and design
approaches, for example [13], [32], and [19], which lack
graphical means to specify selection queries. Moreover, as
JPDDs map onto OCL expressions, our approach can be
seamlessly integrated into [16] and [15]. From using
parameterized OCL (meta-)operations, we even gain
greater flexibility because we may feed the operations
with different JPDDs at a time.
Future work will involve investigations on how to
specify selection queries in the context of aspect-oriented
modeling with state charts [8] or activity diagrams [11].
Further, JPDDs are to be integrated into a UML profile
for aspect-oriented modeling (cf. [7]) in order to advance
its application in the aspect-oriented software
development process.
5. Conclusion – Going Beyond
In this paper we have exemplified the need for distinct
modeling means for the specifications of pointcuts, i.e.,
the specification of places and conditions at/under which
crosscutting takes place. We presented a graphical
notation that suits this purpose, and we have exemplified
its use and semantics when designing a synchronization
requirement in an aspect-oriented manner as well as with
help of examples from different aspect-oriented
implementation techniques.
Yet, note that the capabilities of our modeling notation
go beyond the designation means of current aspect-
oriented implementation techniques and allow advanced
aspect-oriented modeling. The stereotype “indirect”, for
example, is not limited to association relationships
(denoted by double-striked-through lines; see Figure 4)
but to generalization and specialization relationships as
well (denoted by double-striked-through lines with hollow
arrow heads; see Figure 7 right side). Using this symbol in
JPDDs signifies that a given classifier must provide an
ancestor or a descendant, respectively, that matches the
specification of the JPDD.
Besides that the notation provides for the specification
of operations using wildcards “*” and “..” in their
parameter list (see Figure 7 left side for an example).
Further, we allow the specification of multiplicity ranges
for attributes (see Figure 7 left side). Classifiers
representing join points must provide a matching attribute
whose multiplicity resides in the range specified by the
JPDD (e.g., “[2..100]”). An exclamation mark denotes a
fixed lower or upper bound (e.g., “2!”). Please refer to [6]
for the corresponding OCL code.
Provided with these novel modeling means, software
designers are capable to design pointcuts in wholly new
ways. Being implementation language independent, the
modeling notation allows design of pointcuts in the very
early stages of software development, e.g., when
designing connection points in aspect-oriented software
architectures. Further, aspect-oriented software developers
may fully concentrate on design first, and finally can map
their design to whatever aspect-oriented programming
language seems best suited.
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