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We present a new method for solving the Hausdorff moment problem which 
makes use of Pollaczek polynomials. This problem is ill-posed in the sense of 
Hadamard and therefore it is unstable from a numerical viewpoint. We shall prove 
that the expansion, which we obtain, is asymptotically convergent in the L*-norm 
when the data (i.e., the moments) are perturbed by noise and finite in number. This 
result is largely used in the numerical analysis of the problem. G” 1991 Academxc Press, 
Inc. 
INTRODUCTION 
The moment problem in the classical form of Stieltjes may be formulated 
as follows [l, 21: 
Problem. Given a sequence of (real or complex) numbers (P~}~ = 0, ,, 2,,,., 
find a (real or complex-valued) function U(X) such that 
I 
+X2 
xku(x) dx = pk (k=O, 1,2 )... ). 
0 
It reduces to the Hausdorff moment problem (HMP) if one further 
assumes that U(X) vanishes for x > 1. We consider this last problem (HMP) 
looking for the solution U(X) in the class of the functions which belong to 
L2(0, 1). 
The paper is organized as follows: in Section 1 we solve the HMP by the 
use of Pollaczek polynomials and we find an expansion for the function 
U(X) in terms of a basis orthonormal in the interval (0, + CD). In Section 2 
we discuss the convergence of this expansion. In particular we prove that, 
when the data are affected by noise and finite in number, this expansion is 
still asymptotically convergent in the L*-norm. This result is largerly used 
in Section 3 which is devoted to the numerical questions. We treat this 
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aspect of the problem with particular care, because the HMP is an ill-posed 
problem and therefore it is unstable from a numerical viewpoint. 
A method based on Pollaczek polynomials has already been used by the 
author in connection with the numerical inversion of the Laplace transform 
[3]. This method and some related results, concerning the convergence of 
the algorithm, are reconsidered and improved here. 
1. SOLUTION OF HMP BY THE USE OF POLLACZEK POLYNOMIALS 
First we introduce a condition which guarantees that the sequence 
{ pLk} 0” is a “moment-sequence” in the sense of Hausdorff, i.e., that there 
exists a function u E L2(0, 1) such that 
s 
I 
Xk U(X) dx = pk (k=O, 1,2, . ..). 
0 
(2) 
To this purpose we state the following proposition 
PROPOSITION 1. (i) A necessary and sufficient condition for po, p,, 
P2 2 .‘. to be the moments of a function u, belonging to L2 (0, l), is that there 
exists a constant L such that 
(n = 0, 1, 2, . ..). (3) 
where 
Am&c= f (-l)j :’ pm+k-r 
0 
(m = 0, 1, 2, . ..). 
i=o 
(ii) Let clo, pl, p2, . . . be the moments of a function u; suppose that u is 
in L2 (0, 1) and not identically zero. Then 
Moreover 71 cannot be replaced by any smaller constant. 
Proof. Proofs of statement (i) of Hausdorff are included in Ref. [4, 51, 
and of statement (ii) of Fejer and F. Riesz in Ref. [6]. 
Hereafter we suppose that the sequence {&}F iS a moment-sequence 
and satisfies condition (3). As a typical example we keep in mind the 
sequence whose element pk is given by [4]: pk = l/(k + 1 -a) (0 < tl< 4). 
Next we show that the HMP reduces to the inversion of the Laplace 
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transform with data located at the set of points:j= k + 4 (k = 0, 1, 2, .., ). To 
this purpose we state the following 
PROPOSITION 2. (i) Let,T(z) (z =x + iy) he the Luplace transjiirm @the 
,function 
I’* ’ u(e ‘) ,for t 3 0 (6.a) 
.for t < 0, (6.b) 
where u(e -‘), (t = In l/x) is the function which enters in the representation 
(2); then 
y(k+ l/2)=& (k=O, 1,2, . ..). (7) 
(ii) The function f(Q) (i.e., the Luplace transform on the imaginary 
axis) belongs to L2( - co, + co). 
ProoJ (i) In order to prove formula (7) we write the expression of 
y(k + i), i.e., 
,f(k+i)=jlx epck+“2)‘e lfZru(e ‘)dt (k=O, 1,2,...). (8) 
Next we put: e ’ = x, and from (8) we get 
.qk+;)=r,: x%(x)dx=pLk (k=O, 1,2, . ..) 
and equality (7) is proved. 
(ii) From the Plancherel theorem it follows that 
(9) 
Since u~L’(0, l), then alsoT(iy)EL*(-cc, +a)). 
Remarks. (i) The function s( ) z 1s analytic in the half-plane Re z > 0, 
tends to zero as z -+ + co along any ray which makes an angle < 7c/2 with 
the real axis [7] and finally y(Q) E L2( - 00, + co). Then the conditions 
required by the Carlson theorem [8] are satisfied and therefore we may 
say that T(z) is the function which uniquely interpolates the moments ,uk 
(see formula (7)). Therefore, in principle, we may uniquely recover from 
the moment-sequence {Pi} F the corresponding function J(Q). 
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(ii) By the use of formula (9) we may rewrite formula (5) as 
kFo IPkl’<; jy IJ(iY)I’dY. 00 (10) 
Now we may prove the following 
THEOREM. If the sequence ( uk} 0” is a moment-sequence and condition (3) 
is satisfied, then the solution of the Hausdorff moment problem can be 
represented by the following expansion, which converges in the sense of 
L2-norm: 
u(x)= f u, d,,(x), (11) 
?I=0 
where 
(12.a) 
#Jx) = B,(x) e--‘. (12.b) 
The polynomials P, are the Pollaczek polynomials Pt for 2 = $ [9, lo]; 
B,(x) are polynomials orthonormal in the interval (0, + 00) with the weight 
function eC2.‘. 
Proof: The Pollaczek polynomials P:(y) are a set of polynomials 
orthogonal in (- cc, + co) with the weight function [lo]: 
~(y)=7c~~2(*~-‘) II(A+iy)12, 2 > 0. (13) 
We take A = $ (hereafter we omit this index in the notation of Pollaczek 
polynomials); then the property of orthogonahty reads 
.c 
+a 
W(Y) P,(Y) P,(Y) dy = 6,, m, (14) 
-- 00 
where now w(y) = l/n IZ7 l/2 + iy)l*. 
Next we introduce the functions 
(15) 
which form a complete basis [ 111 in L* ( - co, + CC ). 
409'156 2-8 
414 G. A. VIANO 
Since ,T( i&) E L’( - x, + co ), we may expand ,T(~J>) as 
From orthogonality (formula (14)) we get 
(17) 
The right-hand side of fomula (17) may be evaluated by the contour 
method; indeed taking an integration path as shown in Fig. 1 we obtain 
(18.a) 
&=.++;)=p,. (18.b) 
The result follows recalling the asymptotic behavior of 3(z) in the right 
half-plane Re z > 0, and the Stirling formula for the gamma function. Let 
us observe that the locations of the poles of this latter function coincide 
precisely with the locations of the data. 
Therefore from the moment-sequence { pk >r we recover uniquely (recall 
the Carlson theorem) the function3(iy) and the convergence of the expan- 
sion (16) is in the sense of L*. 
Now denoting the Fourier-transform operator by 9 we have 
e-1’2ru(e~‘)=~-‘{3(iy)} = f  c,F~‘{lc/,(y)}. 
II=0 
(19) 
Imz 
Re z 
FIG. 1. Contour integration used for evaluating the integral (17). 
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Since 
(20) 
putting s = eC’, we get 
Denoting by Jo(t) the inverse Fourier transform of Ii/,,(y), we. have 
Furthermore one has 
~-‘{ti,(Y)} =P, -if Jo(t). ( ) (23) 
Finally returning to the variable x = e-‘, we obtain 
(24) 
where u, = c,,/fi. 
The functions dn(x) form a basis in L’(O, + co); furthermore they may be 
written in the form 
4Ax) = B,(x) e-‘, (25) 
where B,(x) are polynomials orthonormal in the interval (0, + co) with the 
weight functions e -2X. They are, indeed, simply related to the Laguerre 
polynomials as shown in Subsection (3.1). 
2. ON THE CONVERGENCE OF EXPANSION (11)1~ THE PRESENCE OF NOISE 
Up to now, we have assumed that the data pk are infinite in number and 
noiseless. But, more realistically, we must take into account that the data 
are affected by noise and finite in number. In this case expansion (11) 
diverges, and this fact is strictly related to the ill-posedness of the HMP. 
However, we may prove that, even in this latter case, expansion (11) 
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converges asymptotically in the L2-norm, in a sense which is specified by 
the following lemma and theorem. 
For the sake of clearness we introduce the following notations: ,u!’ are 
the Hausdorff moments perturbed by noise and Ipf’- pk/ d E; u:;,“’ are the 
coefficients of expansion (11 f when the data are finite in number (i.e., 
N + 1) and perturbed by noise; u:‘. m) (or simply u,) are the coefficients of 
expansion (1 l), when the data are noiseless and infinite in number. 
Next we prove the following 
LEMMA. The following statements hold true: 
(ii) -f Iz~~~)(*= + co 
N-x 
(iv) Ifn,(c, N) is defined as 
then 
lim no(s, N) = + a. 
e-0 
N-m 
(26) 
(27) 
(28) 
(29) 
(30) 
Proof: (i) From the Parseval equality if follows that 
~~olul:u”=llull:~~o,~,=c. (31) 
(ii) In the Appendix we derive the following asymptotic behavior of 
Pollaczek polynomials for large values of n: 
P, [-i(k+~)]~~(?n)*. 
Now let us rewrite the coefficients u?“’ as 
(32) 
(33) 
where bf) = & ( - l)k/k! pp’. 
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Since for IZ sufficiently large the asymptotic behavior (32) of the 
Pollaczek polynomials holds true, we have that 
lim c,“z: I@’ P” c - i(k + l/2)11 = () 
,I 4 ic lb:’ P”[ -i(N+ l/2)11 (34) 
Therefore for n sufficiently large, (u, (“,N)l~Ib~)P,[-i(Nf~)]l and 
therefore lim, _ ~ \u!‘, “‘)I = + cc. Accordingly the series CTZmO Iu~““I~ 
diverges. 
Furthermore the asymptotic behavior (32) gives a rate of growth for the 
terms 1~: N)I, for n sufficiently large, which turns out to be useful in 
numerical calculations. 
(iii) Let us write 
[ -i(k+f)l 
+ i: k=N+, qpkf’,,[ -i(k+f)]]. (35) 
The second term in the brackets tends to zero as N-t co. With regard to 
the first term we may write the inequality 
N (-1)k 
,:, k! 
(~k-$))p ,,[ -i(k+i)]! 
Next we rewrite the Pollaczek polynomials P,,[ - i(k + $)I as 
P,,[ -i(k+i)]=$opj”‘k’, 
(36) 
(37) 
Substituting this expression in the inequality (36), we obtain 
E ( i IP;)l’l k$o 5) + 0, for c-+0, N+m (38) 
,=o 
since the series C,“=, k’/k! converges. Then equality (28) is proved. 
(iv) From definition (29) it follows that for n, =n,+ 1, we have 
~,N’l~>c~ (39) 
II =o 
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If we prove that lim,+,,~, , n,(c, N)= +;c, then statement (30) is 
proved. 
Let us suppose that lim,, -o, ,V- % R~(E, N) is finite. Then there should 
exist a finite number h4, which does not depend on t‘ and N, such that for 
any sequence (e,} converging to zero and {N,} converging to cc, we have 
n,(4, N,) GM. 
Then from inequality (39), it follows that 
(40) 
But as .si + 0 and N, -+ cc, we have 
which leads to a contradiction. Observe that we have supposed here that 
the coefficients u$‘“) are not all identically zero beyond a certain value 
of n. 
Now we may introduce the following 
Approximation. Let us consider the finite sum 
zPN) (x) = c uy f#,,(x), (42) 
,I = 0 
which may be regarded as an approximation of u(x). Now we may prove 
that approximation (42) converges asymptotically to U(X) in the sense of 
L*-norm as shown by the following 
THEOREM. The equality 
lim ((u--(~‘~)((~~~~,+~)=O 
c - 0 
N4 r, 
holds true. 
ProoJ From the Parseval equality it follows that 
llu - U(E.N’/l L?(O, + cc) 
(43) 
. . (44) 
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Since lim, _ 0, N _ a, n,t~N)= +a, then lim,,,.,, (C~e,l,+l 14,0~“‘12) 
= 0. 
Concerning the second term in the brackets, we introduce the quantities 
u(o> 02 1 
(p”” = ‘* if n iseven 
,J”.N) 
,I 
1 _ ju’O, 5 1 if n isodd ’ 
a”:.N’ _ )I if n is even 
n i ’ - -i~:~’ if n is odd. 
Let us observe that u)~‘x’“) and aFN) are real and C~=oI~~,N)-~j,o.~)12= 
~~~O(uy)-ua,, . (“.m))2 Next we introduce the functions 
A(O’yx)= f uy fC,z,n+ ,[(X) (45.a) 
n=O 
A’“,N’(X) = f ufN) 1 En,n+ ,[(X), 
n=O 
(45.b) 
where 1, is the characteristic function of the set E. From (26), (27), and 
(28) it follows that 
s 
+m (‘4’0.“’ (x))~ dx = f (~jp,~))~ = c 
0 II = 0 
(46.a) 
5 + m (A’“~N’(X))2 dx = f (ut,N))2 = + ~0 (46.b) 0 n=O 
A(“qX)+A(o’~)(X) for s-+0, N+o~j. (46.~) 
Let us denote by X(E, N) the unique root of the equation 
j; (A’“*N’(~))2 dx = C (here, for the sake of simplicity, we assume that all 
coefftcients u!“,“’ are different from zero). Then, from (30), it follows that 
lim E+o.N+m X(E,N)= +a. 
Next we write 
(A’“,N’(~) - A”-‘(x))~ dx 
= I += (A’“~“‘(~))2 dx NE. N) 
(A co,m’(x)) [A’“,N’(~)- Aco,m)(x)] dx. (47) 
The first term at the r.h.s. of equality (47) is such that 
lim 
E--t0 
N-a. 
(x))’ dx = 0. (48) 
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Concerning the second term we introduce the function 
fp”.“‘(x) = 
i 
A”..“‘(X)-A(o.’ yx) if O,<.udX(i:, N) 
0 if .Y > X(c, N). 
Then we have 
s 
0+r ~H’“~“‘)(x)~*d.~d4C; I; > 0, N<m 
U’“JyX) -+ 0 for s+O, N-+x. 
(49) 
(50.a) 
(50.b) 
The family of functions (H”- “} is bounded in L*(O, + co), therefore it has 
a subsequence which is weakly convergent in L’(O, + co). The limit of this 
subsequence is zero. We claim that the whole family {H”:,N)} converges 
weakly to zero in L*(O, + co). In fact, if this statement was not true, then 
there should exist two subsequences weakly convergent to different limits. 
But this case can be excluded, since the weak limit of any subsequence of 
{ H’“sN’} is necessarily zero. Therefore it follows that 
Then 
s 
+JI 
A”-‘(x) H’“*N’(x) dx - 0. (51) 
0 W-X 
(52) 
3. NUMERICAL EXAMPLES 
3.1. Reconstruction of Functions in Absence of Noise 
Now we discuss the various steps for the numerical computation of u(x). 
At first we assume that the Hausdorff moments pu, are noiseless and that 
the number of data is arbitrarily large. In order to evaluate the coefficients 
we must calculate the Pollaczek polynomials P,[ -i(k + $)I. This can 
:l’done by the use of the following recursion formula [lo]: 
(n + 1) P,,+ ,(x) - 2xP,,(x) + nP,, ,(x) = 0 (53.a) 
P ,(x) = 0; P,(x) = I. (53.b) 
The function b,(x) = J2/x (P,(ixd/dx) 4’;; em ‘> may be written in the 
form (25). From the knowledge of the coefficients of the Pollaczek polyno- 
mials P, one can derive the expression of the coefficients of the polynomials 
SOLVING THE HAUSDOREF MOMENT PROBLEM 421 
B, and show that they are orthonormal in the interval (0, + co) with the 
weight function e-2X and satisfy the recurrence relationship 
(n+ 1) B,,+,(x)-i(2n+ 1-2x) B,(x)-nB,-,(x)=0 (54.a) 
BP, =O; B0=& (54.b) 
which coincides with the recursion formula of the polynomials 
i”$ L,,(2x); L, being the Laguerre polynomials. Therefore we have the 
identification 
B,,(x) = i”& L,,(2x). (55) 
(For a rigorous analysis of the connection between Laguerre and Pollaczek 
polynomials see Ref. [ 121). 
By the use of formulae (53.a, 53.b) and (54.a, 54.b) it is possible to 
compute u(x). In Fig. 2 we show an example of a reconstruction. 
3.2. Reconstruction of Functions in Presence of Noise 
In this case the main question concerns the determination of the trunca- 
tion point n, in approximation (42). For this purpose we develop the 
following considerations: 
(a) The series C,“=O Iu~~~~‘I* converges. Therefore the plot of 
c;=o Iu~“~m)12 versus m shows a plateau (see Fig. 3) at the value prescribed 
by the Parseval equality (26). 
(b) The series C,T=, In!&,“‘\’ diverges, but x.“,o=O \uF”“\*<C and 
lb j o. N + x fi 10 
u(x) 
I .5 
(E, N)= +n;. 
FIG. 2. Reconstruction of the function U(X) = (x4-2x’ + $x2 - 6x) 10’ in absence of 
noise: E = 0, N = 25, q, = 41. The reconstructed function is represented by the points 0. 
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FIG. 3. Plot of X:=0 /u~.‘~/~ versus m for different values of e; N= 25. The function u(x) 
is still that considered in Fig. 2. 
Therefore, if E is sufficiently small and N sufficiently large, the sum 
cr=, b, (h*N)j2 also shows a plateau, when the value C is reached or, at least 
when a value very near to C is attained. Successively these sums increase 
very fast, since the terms In:“‘) 1 increase, as functions of n, as (2n)N/(N!)2 
(see formulae (32) and (33)). Then, in some cases (i.e., e small and N 
large), the truncation point n, may be determined as the largest integer 
u(x) 
15 
0 
-1.5 
FIG. 4. Reconstruction of the function u(x) considered in Fig. 2, but in presence of noise: 
E = 10e6; N = 25; the points 0 give the reconstruction corresponding to n, = 26; the points + 
correspond to n, = 30. 
SOLVING THE HAUSDORFF MOMENT PROBLEM 423 
such that for n >n, the rate of growth of the term Iuf,“‘I is of the type 
(2n)“/(N!)* (see Fig. 3). 
(c) If one knows an a priori global bound on ~l~l~~z~~,i), then this 
bound is sufficient for the determination of the truncation point n, (see 
definition (29)). 
In Fig. 4 we show an example of a reconstruction of a function U(X) in 
the presence of noise. The noise is simulated adding to the data pk a 
random variable which is supposed to have a uniform distribution over the 
interval [ -s, E]. 
APPENDIX 
In this Appendix we derive formula (32). Indeed a formula slightly more 
general than (32) (i.e., referring to Pollaczek polynomials Pt for any 1> 0) 
was originally derived long ago in Ref. [ 131, which appeared in a physical 
journal. Here, for the convenience of the reader, we rapidly sketch a proof 
of this formula in the specific case of our interest (i.e., I = 1). Let us intro- 
duce the functions 
and 
Q:(y) = i !^_I p”!~!~‘x) dx, Im y > 0, 
(A.1 1 
(A.21 
where P,(x) and w(x) are, as usual, the Pollaczek polynomials and their 
weight function, respectively. We may call Q:(y) and Q:(y) the “associated 
Pollaczek functions.” First we work out a representation for the generating 
function of Q:(y), i.e., 
where G(t, x) = (1 - it)“- ‘I2 (1 + it)-“- ‘j2 is the generating function of the 
Pollaczek polynomials. Put: z = ix in (A.3). Then integrating along the 
path shown in Fig. 5 we obtain the expression for 1 tl < 1 and Im t > 0, 
it+1 k 
H(‘,y)=(l-it),=,,(k+j~+f) it-1 ’ 
1-f l - 
( > (A.4) 
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I mz 
t 
FIG. 5. Contour integration used for evaluating the integral (A.3) 
and we arrive at the formula 
1 
H(t,y)=(l -jt)(jy+$ (A.5) 
,F, denoting the hypergeometric series. The convergence domain of this 
series is the half-plane: Im t > 0. Then we obtain an analytic continuation 
of H( t, JJ) in this region. Next recalling the formula [ 141 
we may rewrite (AS) as 
This hypergeometric series converges in a circle with radius 2 and center 
t=i. From [14], 
r(a + n) T(b + n) T(c) 
= r(a)r(b)r(c+n) 
. ZF, (a + n, h + n, c + n; z) (A.8) 
and 
Q:(Y) = &j-y z “),=, 
(A.9) 
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we deduce that 
n+1,n+1,n+iy+;;; (A.lO) 
From (A.lO) we obtain an analytic continuation of Q:(y) as a function of 
y, and we ‘may observe that its poles in the complex y-plane are located at: 
y,,, = i(N + i), (N = 0, 1,2, . ..). Finally employing the formula [ 141 
ZF1(L1,6,C;Z)=(l-z)~~ff-~2F1(C-a,c-~b,c;z); /z/ < 1, (A.ll) 
we arrive at 
r(n + 1) z-(iy + l/2) 
.#.I (A.12) 
Recalling the asymptotic behavior of hypergeometric function 
2Fi (a, b, c; z) for large ICI, at fixed a, b, z (see Ref. [14] formula (lo), 
p. 76), and the asymptotic behavior of the gamma function, we finally 
obtain the leading term of the asymptotic expansion of Q:(y), for large 
values of n, i.e., 
Q;(y)-i’T iy+f (2r~-“~-‘. 
( > 
Now let us return to Q:(y), defined for Im y > 0. If we change x into 
-x, then by virtue of 
we obtain 
P,d -xl = ( - 1” P,(x) 
w( -x) = M’(x) 
(A.14.a) 
(A.14.b) 
which, proved for Im y > 0, can be extended by analytic continuation. Next 
following the paths shown in Figs. 6a and 6b which refer to Q:(y) and 
Q:(y), respectively, we obtain by the use of the Cauchy formula the 
expression 
Q:(Y) - Q:(Y) =; s, pn,I,,, dx = -~w(Y) P,(Y), (A.16) 
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a 
FIG. 6.a Contour integration for Q!,(y). 
FIG. 6.b Contour integration for Q:(y). 
where y encircles the singularity located at x = y in a counterlockwise sense. 
From (A.15) and (A.16) we finally obtain 
4~) P,(Y) = Qf,b) + (- 1)” Ql,( -Y). (A.17 
From the asymptotic behavior (A.13) and using (A.17), formula (32 
follows. 
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