By applying a recent construction of free Baxter algebras, we obtain a new class of Hopf algebras that generalizes the classical divided power Hopf algebra.
Introduction
Hopf algebras have their origin in Hopf's seminal works on topological groups in the 1940s, and have become fundamental objects in many areas of mathematics and physics. For example, they are crucial to the study of algebraic groups, Lie groups, Lie algebras, and quantum groups. In turn, these areas have provided many of the most important examples of Hopf algebras.
In this paper we construct new examples of Hopf algebras. Our examples arise naturally in a combinatorial study of Baxter algebras. A Baxter algebra [Ba] is an algebra A with an operator P on A that satisfies the identity P (x)P (y) = P (xP (y)) + P (yP (x)) + λP (xy) for all x and y in A where λ, the weight, is a fixed element in the ground ring of the algebra A. Rota [Ro1] began a systematic study of Baxter algebras from an algebraic and combinatorial perspective and suggested that they are related to hypergeometric functions, incidence algebras and symmetric functions [Ro2, Ro3] .
Free Baxter algebras were first constructed by Rota [Ro1] and Cartier [Ca] in the category of Baxter algebras with no identities (with some restrictions on the weight and the base ring). Recently, two of the authors [G-K1, G-K2] have constructed free Baxter algebras in a more general context including these classical constructions. Their construction is in terms of mixable shuffle products which generalize the well-known shuffle products of path integrals as developed by Chen [Ch] and Ree [Re] . Here we show that a special case of the construction of these new Baxter algebras provides a large supply of new Hopf algebras.
The divided power Hopf algebra is one of the classical examples of a Hopf algebra, and it is not difficult to see that this algebra is the free Baxter algebra of weight zero on the empty set. The new Hopf algebras presented here generalize this classical example. In particular, the Baxter algebra of arbitrary weight on the empty set is a Hopf algebra.
Here we describe the construction. Let C be a commutative algebra with identity 1, and let λ ∈ C. Define the sextuple A = A λ def = (A, µ, η, ∆, ε, S), where
Ca n , is the free C−module on the set {a n } n≥0 ,
The set A λ is a Baxter algebra [G-K1, G-K2] of weight λ with respect to the operator P : A λ → A λ , a n → a n+1 .
It is not difficult to show that this is the divided power algebra when λ = 0.
Since the constant λ ∈ C will be fixed throughout this paper, we will drop the dependence on the subscript λ. In section 2 we recall the defining properties of a Hopf algebra. The remainder of the paper establishes that A λ satisfies these properties. Since two of the authors proved that (A, µ, η) is a C-algebra [G-K1], the proof of Theorem 1.1 reduces to a step by step verification of the defining properties of a Hopf algebra.
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Preliminaries
Here we recall some basic definitions and facts. All tensor products in this paper are taken over the fixed commutative ring C. Recall that a cocommutative Ccoalgebra is a triple (A, ∆, ε) where A is a C-module, ∆ : A → A ⊗ A and ε : A → C are C-linear maps that make the following diagrams commute.
where
The C-algebra C has a natural structure of a C-coalgebra with
We also denote the multiplication in C by µ C .
Recall that a C-bialgebra is a quintuple (A, µ, η, ∆, ε) where (A, µ, η) is a C-algebra and (A, ∆, ε) is a C-coalgebra such that µ and η are morphisms of coalgebras. In other words, we have the commutativity of the following diagrams.
Let (A, µ, η, ∆, ε) be a C-bialgebra. For C-linear maps f, g : A → A, the convolution f ⋆ g of f and g is the composition of the maps
A Hopf algebra is a bialgebra A with an antipode S.
Coalgebra Properties
We verify that (A, ∆, ε) satisfies the axioms of a coalgebra characterized by the diagrams (1), (2) and (3).
Commutativity of diagram (1)
To prove (1), we only need to verify that, for each n ≥ 0, (∆ ⊗ id)(∆(a n )) = (id ⊗ ∆)(∆(a n )).
From the left hand side we get
(exchanging the third and the fourth summations)
(exchanging the second and the third summations)
From the right hand side we have
This proves equation (9) and hence the coassociativity of ∆, as displayed in diagram (1).
Commutativity of diagram (2)
We first prove a lemma.
Lemma 3.1 For any integers n and ℓ with n ≥ ℓ ≥ 0, we have
Proof: When ℓ = n, we have
When ℓ < n, we have
We can now prove (2). For each n ≥ 0, we have
This proves the commutativity of the left triangle in (2). We similarly have
This proves the commutativity of the right triangle in (2).
Commutativity of diagram (3)
The cocommutativity is easy to verify:
Hence we have shown that (A, ∆, ε) is a cocommutative C-coalgebra.
Compatibility
We now prove that the algebra and coalgebra structures on A are compatible so that they give a bialgebra structure on A.
Commutativity of diagram (7)
We start with the one that is easiest to verify. Since
we have verified the commutativity of diagram (7).
Commutativity of diagram (6)
We have
This proves the commutativity of diagram (6).
Commutativity of diagram (5)
On the other hand, we have ε(µ(a m ⊗ a n )) = ε So when (m, n) = (0, 0), we have
When (m, n) = (0, 1), we have
By the commutativity of the multiplication µ in A, we also have
When (m, n) = (1, 1), we have
When n ≥ 2, we have m + n − i ≥ 2 for 0 ≤ i ≤ m. Thus ε(a m+n−i ) = 0 and ε(µ(a m ⊗ a n )) = 0. The same is true when m ≥ 2 by the commutativity of µ.
Thus we have verified the commutativity of diagram (5).
Commutativity of diagram (4)
We now verify the commutativity of diagram (4). In other words, we want to prove the identity
for any m, n ≥ 0. The left hand side can be simplified as follows. We next simplify the right hand side of equation (11). Unwinding definitions we see that the right hand side is 
By changing variables
where we treat u and v as the variables, we obtain Because of the nature of the summation limits, we cannot yet exchange the order of the summations as we did for the left hand side of equation (11). But we have Proof: Note that we have m, n, b, e ≥ 0 by assumption. Also for any integers x, y with x ≥ 0 and y < 0 or x ≥ 0 and y > x, we have
This shows that we can replace the first sum on the left hand side of the equation in the lemma by the first sum on the right hand side. Similarly, we have Comparing the right hand side of the above equation with the simplified form of the left hand side of equation (11), we see that to prove equation (11) Changing of variables on the right hand side of equation (12) Thus to prove equation (12), and hence equation (11), we only need to prove the following theorem. Proof: By replacing k by m + n − b − e − k in the sum on the left hand side of the above equation and using the fact that [S-W] 
in the summation on c on the left hand side of (13), we find that (13) reduces to
Now set T = a + i. By the Vandermonde again, we find that the left hand side of (14) becomes
Therefore, it suffices to prove, by letting H = b +e in (14), the following identity
For brevity, write (15) as L(m, n) = R(m, n).
Clearly we have the following
Therefore, we have that
(19) Using the fact that
we find that
Therefore,
Thus we see that (19) and (20) show that L(m, n) and R(m, n) satisfy the same bilinear recurrence. Since they have the same initial values, we have that L(m, n) = R(m, n) for all nonnegative n and m.
Existence of an Antipode
We now show that the linear map S defined in section 1 is an antipode on the bialgebra A λ , thus making the bialgebra into a Hopf algebra.
Since A is commutative, we only need to prove
From the definitions of ε and η, we have
Thus to prove that S is an antipode on A, we only need to show
Recall that we have defined the C-linear map S : A → A by S(a n ) = (−1)
So we have
As in the proof of diagram (4), we want to change the limits of the summations. 
Proof: The proof of this identity requires only three facts: 
Hence we have that This completes the proof of Theorem 1.1.
