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OBJECTIVES
The objectives of this report are as follows:
•

Explain the utility of real-time decision support systems and their application to the
wastewater industry

•

Analyze the early implementation process of the real-time decision support system
(RTDSS) in the City of Akron’s sewer collection system to determine early indicators of
effectiveness

•

Analyze the trust between Akron Water Reclamation Facility Operators and the RTDSS
during the early implementation process

1.0

ABSTRACT
Advances in computer science, data analytics, hardware, and software are changing the way

that sewer collection systems are able to operate. By combining these technologies into
something called a Real-Time Decision Support System (RTDSS), operators of sewer collection
systems can make operational decisions supported by data being recorded throughout the sewer
system in real-time. A RTDSS has the potential to optimize the available capacity of a sewer
collection system at a lower cost compared to traditional construction solutions. The City of
Akron is in the process of implementing a RTDSS in their sewer collection system. This report
analyzes how the early implementation process demonstrates both the potential capabilities of
the RTDSS and a successful adoption method for system operators. The RTDSS reduced overflows
by 60% in an early training simulator and had the potential to reduce overflows by 98.2% and
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99.8% during rain events in June of 2019 when it was operating in the background at the AWRF
as a test. These early indicators of success in the AWRF provided early proof of concept to
operators and encouraged a healthy continuation of the implementation process.
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2.0

INTRODUCTION AND BACKGROUND INFORMATION

2.1

Introduction

5

Economic and environmental sustainability is becoming a standard in the infrastructure
industry. These standards are important to ensure health and functionality of future
infrastructure. However, the increase in industry standards also pose an economic challenge.
Implementing new projects to meet new regulations and standards can be expensive and time
consuming. Some segments of the wastewater industry are beginning to explore alternatives to
achieving economic and environmental sustainability through traditional construction methods
and instead are choosing to utilize new technology to optimize existing infrastructure.
The main function of a wastewater treatment system is to collect and transport wastewater
and combined stormwater and wastewater from a drainage area to a treatment or storage facility
where it can then be safely discharged back into the environment. This is done through a sewer
collection system. Combined sewers carry only sanitary sewer during dry weather and both storm
and sanitary during a rain event. When too large of a volume of rainwater enters a combined or
sanitary sewer during a rain event, the excess volume is discharged from the system in a
combined sewer overflow (CSO) or sanitary sewer overflow (SSO), depending on the sewer type.
Overflows result in raw or partially treated wastewater entering the environment. Sewer
collection systems are designed and maintained to minimize the number of overflows that occur
(Spano, 3).
Advances in computer science, data analytics, hardware, and software are changing the way
that sewer collection systems can operate. By combining these technologies into something
called a Real-Time Decision Support System (RTDSS), operators of sewer collection systems can
make operational decisions supported by data being recorded throughout the sewer system in
real-time. This allows the sewer collection system to respond proactively and dynamically during
a rain event leading to more efficient operation. By increasing the efficiency of operation of the
existing infrastructure the need for new infrastructure can be reduced, saving time and money
(USEPA, 4).

Page

6

The City of Akron is currently implementing a RTDSS into their sewer collection system as part
of an effort to reduce CSOs. This report will analyze early steps in the implementation process to
determine the expected outcome of the RTDSS in terms of both system performance and
operator acceptance.
2.2

Real-Time Decision Support Systems
Real-time decision support systems require three layers of additional technologies to be

added to the wastewater collection system:
Hardware Layer: The hardware layer adds devices that measure and collect
information related to the wastewater system (i.e. flow, water elevation, etc.)
Communication Layer: The communication layer acts as a transfer
mechanism for the data collected from the hardware layer to be
transferred to the software and analytics layer. This is done using wireless
or wired networks.
Software and Analytics Layer: The software and analytics layer use
software tools and analytics to process the data it receives from the
hardware layer. Visual representations and actionable information are
produced from the data and provided to the system operator.
The hardware layer is applied at key locations in the collection system. This data is then
transferred through the communication layer to the software and analytics layer. The software
and analytics layer can then monitor and interpret the entire collection system in real-time
through the use of level and flow data within the system. Recommendations are then made to
operators when changes in the system can be made to optimize storage (USEPA, 4).
Traditionally, operation of a sewer collection is performed solely by the operator and his
understanding of the system. However, if a collection system is large or complex it becomes
increasingly difficult for an operator to make decisions. A RTDSS allows operators to make
informed decisions about the system that are supported by data rather than gut instinct. It is
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imperative then to ensure that when a RTDSS system is implemented into a sewer collection
system that operators trust in the system recommendations. If the sewer collection system is
complex, some recommendations may not seem intuitive to an operator even if they are
beneficial.
2.3

City of Akron’s Sewer Collection System
As part of a Long-Term Control Plan to eliminate all CSOs from occurring during the typical

year rain event, the City of Akron decided to implement RTDSS to optimize some existing parts
of their sewer collection system, along with recently constructed storage facilities to reduce the
amount of additional new construction that would still be needed. The implementation process
of the RTDSS is on going and this report functions to document some of the early implementation
steps and results. Akron’s combined sewer system is divided up into sewer-sheds called racks.
The name rack is derived from the old structures, racks, that were used to screen flow from
entering the sewers that went directly to the wastewater treatment plant. Figure 1 shows a
schematic overview of where each rack connects to the main interceptor sewer.

Figure 1: An overview of the City of Akron collection system showing where different collection areas connect
to the main interceptor. Note that the “Cuyahoga Street Storage Basin” is also referred to as Rack 40
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Figure 2: Aerial view of the Akron Water Reclamation Facility. Wastewater enters the facility from Southeast
and is discharged back into the Cuyahoga River at the Northwest portion of the facility.

The Akron Water Reclamation Facility (AWRF) (Figure 2) is located at the downstream end of
the main interceptor and is responsible for treating all of the wastewater. The plant has an
operational capacity of 220 million gallons per day (MGD) and is currently undergoing
construction to increase this capacity to 280 MGD. At Rack 2, Rack 12, Rack 14, Rack 15, Rack 22,
and Rack 40 there are storage basins with flow controls that are operable from the AWRF.
Traditionally, these storage basins were filled during a rain event and operators waited until after
the event subsided to dewater the basins. The new RTDSS system relies on data collected at each
of these basins along with data collected at key locations in the trunk sewer, called “canary
locations”, to determine when it is efficient to dewater the basins. The canary locations along the
trunk sewer are shown in Figure 3, and Table 1 shows which canary locations are used to
determine recommendations for each basin.
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Figure 3: An overview of the main sewer lines of Akron’s collection system. The main interceptor runs from
southeast to northwest. The canary site locations are shown in red along the sewer. The AWRF is located at
the end of the main interceptor in the northwest.

Table 1: Table 1 shows which canary locations each rack is dependent on to determine the next dewatering
recommendation.
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3.0

RT-DSS DEVELOPMENT

3.1

Flight Simulator
Ensuring that operators understood and trusted the RTDSS was an important focus of the

implementation process. Operators needed to know how to use the system prior to a rain event,
but more importantly operators needed to trust that the system could make beneficial decisions
(Miller, 2). A “flight simulator” was developed in October of 2019 to help familiarize the operators
with the system and to demonstrate its effectiveness. The flight simulator had the ability to run
several events from the typical year of rainfall used in the design of Akron’s CSO projects: small,
medium, large, and back to back large rain events. One key difference between the simulator and
the actual system is that the simulator was based on a hydraulic model of the system, while the
actual system is based on real-time data from the system itself. The flight simulator had a
dashboard that simulated the rain event throughout the collection system while the RTDSS would
make recommendations. Operators had the decision to accept or decline recommendations and
could see the results of their decisions at the end of the event. Figure 4 shows the flight simulator
dashboard.

Figure 4: The dashboard of the RTDSS flight simulator. The dashboard shows the racks and the canary locations
(gray boxes), the capacity between canary locations (green, yellow, and red bars representing low, medium,
high capacity respectively), and the AWRF flow (dark green box). The flight simulator included the OCIT tunnel,
but the OCIT tunnel was not in use at the time of this report.
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Using the flight simulator an analysis was performed to compare the results of the large rain
event simulation under existing dewatering protocol and the RTDSS recommended dewatering
protocol. Existing dewatering protocol assumes that all basins begin to fill at the start of the rain
event and are not dewatered until after the rain event concludes. When the RTDSS dewatering
protocol was followed the simulator had 32.6 MG of overflow volume. Under the existing
dewatering protocol, the simulator had 81.5 MG of overflow volume. The RTDSS decreased the
overflow volume by 60% in the simulation. This reduction helps demonstrate the usefulness of
the RTDSS and builds trust between the operators and the system. The overflow volumes are
summarized for the large rain event flight simulator runs in Table 2.

Table 2: Comparison of overflow volumes (MGD) at each overflow location under existing
operator conditions and under RT-DSS recommended conditions.
VOLUME (MG)
NODE

CSSF Overflow
Outfall
OCIT Overflow
Outfall
Rack 2 Overflow
Rack 10 Overflow
Rack 11 Overflow
Rack 12 Overflow
Rack 14 Overflow
Rack 15 Overflow
Rack 22 Overflow
WWTP Gravity
Bypass
Total

Existing
Dewater
Protocol*

RT-DSS
Recommended
Protocol

0

0

75.48

32.56

1.19
0
2.87
0
0
1.94
0

0.01
0
0.02
0
0
0
0

0

0

81.48

32.59

*Existing Dewater Protocol assumes that no rack was dewatered during the rain event.

3.2

Historic Performance Data vs. RT-DSS Recommendations
In the summer of 2019, prior to the full development of the RTDSS, the software was added

into the existing AWRF computer system. At this point in time the RTDSS was making
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recommendations in the background, but the recommendations were not being followed. The
AWRF provided historic flow data from back to back rainstorms that occurred in June of 2019 and
rainstorm that occurred in October 2019. Both occurrences happened while the RTDSS was
making background recommendations and undergoing calibration. To provide early insight into
how the RTDSS might perform upon full implementation, the historic data for both rain events
was compared to the estimated performance of the RTDSS based on the background
recommendations.
3.2.1 Historic Performance Data Analysis
The rain event that occurred on June 15th and 16th was larger than a typical year event and
therefore overflows during this event are acceptable. However, about 17 hours after the event a
second rain event that was comparable to an average typical year event occurred. The collection
system is theoretically supposed to have the capacity available for any typical year event 12 hours
after the previous rain event. The collection system should not have experienced overflows
during the second event, but the data shows that all basins overflowed. Table 3 summarizes the
performance of the storage basins during the June rain events.
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Table 3: Summary of the June 16th and 17th, 2019 rain event for all storage cells with RT-DSS
capabilities. This summarizes the actual performance of the collection system during the rain
event prior to the use of RT-DSS recommendations.

Full = Basin reached max volume and an overflow occurred.

The rain event that occurred on October 31st was smaller than most typical year events and
therefore no overflows should have occurred. There appears to be erroneous data recorded at
Rack 12 that results in an overflow, but it seems unlikely an overflow occurred. Table 4
summarizes the performance of the storage basins during the October rain event.
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Table 4: Summary of the October 31st, 2019 rain event for all storage cells with RT-DSS
capabilities. This summarizes the actual performance of the collection system during the rain
event prior to the use of RT-DSS recommendations.
*Erroneous data is present causing an overflow to appear that did not actually occur.

Full = Basin reached max volume and an overflow occurred.

3.2.2 RT-DSS Recommendation Data Analysis
If RTDSS recommendations were to be followed during the June rain events all basins, other
than Rack 15, still would have overflowed during the first event. During the second event
overflows occur at Rack 2, Rack 12, and Rack 14. Table 5 summarizes the two rain events in June.
Table 5: Summary of the June 16th and June 17th, 2019 rain event for all storage cells with RT-DSS
capabilities. This summarizes the calculated performance of the collection system during the rain
event assuming that all RT-DSS recommendations were followed.

Full = Basin reached max volume and an overflow occurred.
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If RTDSS recommendations were followed during the October rain event the basins would
not have overflown. Rack 12 appears to overflow based on the data, but this is caused by an
erroneous data spike. Table 6 summarizes the results of October rain event.
Table 6: Summary of the October 31st, 2019 rain event for all storage cells with RT-DSS
capabilities. This summarizes the calculated performance of the collection system during the rain
event assuming that all RT-DSS recommendations were followed.
*Erroneous data is present causing an overflow to appear that did not actually occur.

Full = Basin reached max volume and an overflow occurred.

3.2.3 Comparison of Operator vs. RT-DSS Performance
Although the RTDSS was in early development when the June and October rain events
occurred, the overall trend of the recommendations can be compared to the historic
performance to see the reduction in overflows. The October rain event did not have any
overflows, other than one caused by erroneous data, and therefore does not provide much
insight into the RTDSS capabilities. However, the erroneous data spike does cause an interesting
phenomenon to occur in the RTDSS recommendations that may pose further questions. After the
erroneous data spike occurs it causes an immediate overflow to appear in both the historic data
and RTDSS calculated data. In the RTDSS calculated data however, the overflows caused by the
data spike are significantly longer than the overflows in the historic data, shown in Figure 5. It is
recommended that this be further explored to determine the effect data errors have on the
RTDSS recommendations. Comparisons of basin depth for both the June and October events are
located in Appendix A.
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Rack 12 Basin Depths - October 2019 Event
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Depth F/ Cell 1
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0
23-Oct-2019
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01-Nov-2019
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Figure 5: The depth of the basin at Rack 2, measured in feet, for the historic event (blue line) and the RTDSS
event (dashed red line). The yellow line represents the reported overflow depth of the basin and they grey line
represents the overflow depth that was calculated based on the dimensions of the basin.

The June rain events are more useful for comparisons between the RTDSS and historic data.
The first rain event on the 15th and 16th provides a scenario in which overflows are to be expected
and the second event on June 17th provides the typical year storm scenario. Table 7 shows the
total overflow volumes that occurred at the basins for each rain event under both historic and
RTDSS conditions.
Table 7: Summary of overflow volumes that occurred during the June rain events measured in
millions of gallons.

Rack #
Rack 2
Rack 12
Rack 14
Rack 15
Rack 22
Rack 40
Total

Total Overflow Volume (MG)
June 15th-16th
June 17th
Historic
RTDSS Historic
RTDSS
59.6
1.6
90.2
0.1
3.0
2.3
1.2
0.9
0.2
0.9
0.3
1.0
0.0
0.0
0.9
0.0
3.2
0.3
2.1
0.0
761.0
9.9
888.3
0.0
827.0

15.0

983.1

2.0
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Examples of the difference in dewatering protocol between historic data and RTDSS are
illustrated in the basin depth graph for Rack 2 shown in Figure 6 and Rack 15 in Figure 7. The
RTDSS minimizes the overflows occurring at the basin by dewatering quicker when the
opportunity is available. The basin at Rack 2 still overflows around the same times during the
historic and RTDSS events, but the peak overflows of the RTDSS events are significantly lower. At
Rack 15 the RTDSS manages to prevent any overflows from occurring at all.
30

Rack 2 Basin Depths - June 2019 Event

25

Basin Depth (ft)

20
Rack 2 Actual Depth
15

Rack 2 RT-DSS Depth
Calculated Overflow
Depth
Akron Overflow Depth

10

5

0
13-Jun-2019 0:00

Time (min)
16-Jun-2019 0:00

19-Jun-2019 0:00

22-Jun-2019 0:00

Figure 6: The depth of the basin at Rack 2, measured in feet, for the historic event (blue line) and the RTDSS
event (dashed red line) in June 2019. The yellow line represents the reported overflow depth of the basin and
they grey line represents the overflow depth that was calculated based on the dimensions of the basin.

The RTDSS recommendations during the June 15-16th rain event had a 98.2% reduction in
overflow volume with a total volume of 15 MG compared to a historic volume of 827 MG.
Similarly, the RTDSS recommendations during the June 17th rain event had a 99.8% reduction in
overflow volume with a total volume of 2.0 MG compared to a historic volume of 983.1.
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Rack 15 Basin Depths - June 2019 Event
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Figure 7: The depth of the basin at Rack 15, measured in feet, for the historic event (blue line) and the RTDSS
event (dashed red line) in June 2019. The grey line represents the overflow depth of the basin.

3.2.4 Next Steps
Although the RTDSS is now being used to help guide decisions at the AWRF, the
implementation process is far from finished. Future analyses will be required to further develop
the RTDSS’s capabilities to optimize storage. Additionally, the adoption of the RTDSS by the plant
operators needs to consider and operator concerns, and questions need to be addressed to
ensure trust is built in the system. In order to assist the operators in adopting and trusting the
new technology a matrix tracking sheet was developed, shown in Appendix B that would allow
for operators to track any changes made at each Rack throughout the duration of a rain event.
Operators could then track if the changes being made are based solely on the operator’s instinct
or if they are using RTDSS recommendations for assistance. Finally, this sheet also allows
operators to make additional notes about any further questions or comments that may occur
during a rain event.
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The purpose of this matrix tracking sheet is to assist in pinpointing early implementation
problems stemming directly from the RTDSS, for example a recommendation that an operator
may note as a bad decision, or problems stemming from relationships between the operator and
the RTDSS, an example being a situation where the operator disagreed with the RTDSS and did
not follow a recommendation. By pinpointing these problems precisely, they can be addressed
quickly and early which will ease the implementation process moving forward.
4.0

CONCLUSION
Implementing a RTDSS into an existing sewer collection system must be done in a way that

encourages trust in the system which leads to successful operational utilization of the RTDSS. The
City of Akron continues to proceed with the implementation process and is now beginning to
utilize all RTDSS recommendations during actual rain events. Early indicators of RTDSS
performance were shown to be successful in both the flight simulator and the historic data
analysis. These early indicators were key in establishing trust between the system and its
operators. Maintaining that trust and continuing a healthy development between the operator
and RTDSS remain important in the continuation of the implementation process, but these early
steps provide a good foundation for future implementation.
5.0
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APPENDIX A – Historic vs. RTDSS Data Graphs
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Rack 14 Basin Depths - June 2019 Event

Basin Depth (ft)

20

Rack 14 Cell 1
Actual Depth
Rack 14 Cell 2
Acutal Depth

15

Rack 14 Cell 1
RT-DSS Depth
Rack 14 Cell 2
RT-DSS Depth

10

Overflow
Depth
Cell 1 to 2
Overflow

5

0
13-Jun-2019 0:00

20

16-Jun-2019 0:00 Time (min) 19-Jun-2019 0:00

22-Jun-2019 0:00

Rack 15 Basin Depths - June 2019 Event

18
16
Rack 15
Actual Depth

Basin Depth (ft)

14
12

Rack 15 RTDSS Depth

10
Overflow
Depth

8
6
4
2

0
13-Jun-2019 0:00

16-Jun-2019 0:00 Time (min) 19-Jun-2019 0:00

22-Jun-2019 0:00

Page 22

Basin Depth (ft)
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Rack 2 Basin Depths - October 2019 Event
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APPENDIX B – Basin Matrix Track Sheet
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20:00

21:00

22:00

23:00

Parameter Changed by Operator
Parameter Changed with RTC Guidance

15:00

LEGEND
=
✓
=

13:00

Operator:
Date:

Rack #
Rack 2

NOTE #

Rack 40 Gate

Rack 40 Cell 3

Rack 40 Cell 2

Rack 40 Cell 1

OCIT

Rack 22 Cell 2

Rack 22 Cell 1

Rack 15

Rack 14 Cell 2

Rack 14 Cell 1

Rack 12 Cell 2

Rack 12 Cell 1

Time

1:00

2:00

3:00

4:00

5:00

6:00

7:00

8:00

9:00

10:00

11:00

12:00

