Kinetics of the vapor phase chlorination of niobium oxytrichloride using carbonyl chloride by Boesiger, Dwight David
Retrospective Theses and Dissertations Iowa State University Capstones, Theses andDissertations
1967
Kinetics of the vapor phase chlorination of niobium
oxytrichloride using carbonyl chloride
Dwight David Boesiger
Iowa State University
Follow this and additional works at: https://lib.dr.iastate.edu/rtd
Part of the Chemical Engineering Commons
This Dissertation is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University
Digital Repository. It has been accepted for inclusion in Retrospective Theses and Dissertations by an authorized administrator of Iowa State University
Digital Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
Boesiger, Dwight David, "Kinetics of the vapor phase chlorination of niobium oxytrichloride using carbonyl chloride " (1967).
Retrospective Theses and Dissertations. 3147.
https://lib.dr.iastate.edu/rtd/3147
This dissertation has been 
microfihned exactly as received 67-8902 
BOESIGER, Dwight David, 1936-
KINETICS OF THE VAPOR PHASE CHLORINATION OF 
NIOBIUM OXYTRICHLOEIDE USING CAKBONYL 
CHLORIDE. 
Iowa State University of Science and Technology, 
Ph.D., 1967 
Engineering, chemical 
University Microfilms, Inc., Ann Arbor, Michigan 
KINETICS OF THE VAPOR PHASE 
OXYTRICHLORIDE USING 
by 
Dwight David 
CHLORINATION OF NIOBIUM 
CARBONYL CHLORIDE 
Boesiger 
Approved : 
A Dissertation Submitted to the 
Graduate Faculty in Partial Fulfillment of 
The Requirements for the Degree of 
DOCTOR OF PHILOSOPHY 
Major Subject : Chemical Engineering 
In Charge of Major Work 
Head of Major Department 
Deaïft of Graduate Coirege 
Iowa State University 
Of Science and Technology 
Ames, Iowa 
1967 
Signature was redacted for privacy.
Signature was redacted for privacy.
Signature was redacted for privacy.
ii 
TABLE OF CONTENTS 
Page 
INTRODUCTION ' 1 
PREVIOUS WORK 5 
Chlorination of NbOCl^ 5 
Nonlinear estimation analysis T 
CHEMICAL AND THERMODYNAMIC ANALYSIS 9 
METHODS FOR KINETIC ANALYSIS 19 
Kinetic models 19 
Method of nonlinear estimation 21 
EXPERIMENTAL PROCEDURE 30 
Preparation and purification of NbOCl^ 30 
Use of batch reactors 31 
Obtaining conversion data 37 
Quantitative and qualitative analysis UO 
RESULTS k3 
Preliminary studies ^3 
Conversion data ho 
Calculated results 53 
DISCUSSION OF RESULTS 68 
Constant temperature analysis 73 
Advantages of nonlinear estimation method 75 
Errors 77 
CONCLUSIONS 80 
REC0MENDATI0N8 82 
LITERATURE CITED 84 
ACKNOWLEDGEMENTS 88 
APPENDIX A 89 
Gauss method for nonlinear estimation of parameters 89 
Computer program 95 
iii 
APPENDIX B 
Sum of squares contours for. model 3 106 
APPENDIX C • 109 
Analysis of errors introduced by temperature transients 109 
1 
INTRODUCTION 
An economically attractive process for the production of high,purity 
niobium metal is based on the reduction of niobium pentachloride. One of 
several problems associated with this method is the degradation of the 
quality of the metal product due to the formation of oxide impurities. 
The oxide is introduced during the reduction process, if niobium oxytri-
chloride is present along with WbCl^. A promising method for eliminating 
WbOCl^ from a gaseous mixture of NbCl^ and NbOCl^ involves reaction of the 
NbOCl^ with a suitable chlorinating agent to convert it as completely as 
possible to NbCl^. A review of available literature indicates there is a 
need for expansion of the meager data on the chlorination of NbOCl^. In 
particular, no kinetic data are known to exist. As a contribution to 
determining the effectiveness and the potential of a chlorination method 
for eliminating ITbOCl^, a kinetic study of the reaction of FbOCl^ with 
carbonyl chloride was undertaken. The goals of this study were to: 
1) develop a suitable experimental procedure for obtaining kinetic 
data which takes into consideration the hygroscopic and highly 
reactive nature of NbOCl^j 
2) examine the stoichiometry of the reaction system and assess the 
importance of side reactions if possible, 
3) investigate the effects of time, temperature, and appropriate 
concentration variables on the rate of conversion of NbOCl^ 
by COClg, 
4) develop a suitable rate equation or mathematical model for 
correlating the experimental kinetic data obtained. 
Nonlinear estimation of parameters and associated methods of 
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analyzing kinetic data were used to aid in achieving this latter goal. 
These methods have only recently been applied to kinetic studies. Al­
though not a primary goal, the application of nonlinear estimation 
analysis and some resultant advantages and disadvantages are illustrated 
in this study. 
Of the numerous processes for the production of less common metals 
such as niobium from their ores or oxides, a highly advantageous route 
involves chlorination of the ores or oxides to produce volatile metal 
halide intermediates which, after separation, can subsequently be reduced 
or thermally decomposed to the pure metal. The production of niobium by 
this route was investigated on a laboratory and pilot plant scale by 
Dickson and Duke in comparison with five alternative processes (ll). An 
economic assessment of all processes indicated that the chlorination 
method would involve the lowest production costs. A process for produc­
tion of pure niobium metal involving the hydrogen reduction of pure 
niobium pentachloride lends itself to a continuous operation which, for 
commercial application, has several advantages over a batch operation. A 
recent patent by Jenkins and Jacobsen (23) outlines such a method for 
production of very pure niobium as well as tantalum or tungsten. In such 
a process, the degree of purity of the final metal product is largely 
determined by the purity of the intermediate metal halide before reduction. 
Impurities may also be contributed by environmental conditions during 
operation or in subsequent storage and handling but these factors are 
often more easily controlled than the- purity of the metal halide inter­
mediate. 
In a chlorination process for production of pure niobium metal, the 
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separation of other metal halides are relatively easily accomplished bv 
fractional condensation, except TaCl^ whose vapor pressure is similar to 
that of NbClg. The latter separation problem has been and is currently 
under study. Another problem is the need for removal of niobium oxytri-
chloride from niobium pentachloride before the reduction step. If present, 
the NbOCl^ will be reduced to niobium oxides in the reduction step, result­
ing in a seriously degraded product metal. Niobium oxytrichloride is 
usually produced along with NbCl^ during chlorination of the original ores 
and oxides and may also be formed during subsequent operations since 
niobium pentachloride vigorously reacts with moisture and to a lesser 
extent with oxygen and oxides (its own MbgO^, for example) to form niobium 
oxytrichloride. 
On a laboratory scale it is possible to reduce the amount of niobium 
oxytrichloride in a mixture of NbOCl_ and WbCl^. by fractional condensation 
techniques, since NbCl^ is more volatile. However, the process must be 
carried out slowly and repeatedly or the NbOCl^ will be carried along with 
the NbCl^ as a dispersed solid phase. This method does not appear to be 
conducive to a continuous and economical industrial application. 
A more promising method seems to be the elimination of NbOCl^ by 
chlorination to WbCl^ in the presence of a reducing agent to remove the 
oxygen. Several chlorinating agents which seem to be suitable are: (a) 
chlorine gas plus solid carbon, (b) CCl^, (c) SOClg, (d) CO plus Clg, and . 
(e) COClg. From a thermodynamic standpoint, the reaction of NbOCl^ with 
all of these agents is highly favorable and, at equilibrium, the conver­
sion to WbCl^ would be essentially complete. 
It was decided, somewhat arbitrarily, to use carbonyl chloride. 
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conmiDnly called phosgene, as the chlorinating agent in this study. From 
an industrial standpoint it should he readily available and economical to 
use. A recent patent by Dunn (lU) gives evidence of its potential for 
chlorinating NbOCl^- From an experimental standpoint, the reaction of 
NbOCl^ with COClg proceeds slowly enough to be studied by standard means. 
This is an important consideration in an initial study such as this. In 
contrast to the case with solid carbon and Cl_ gas, the use of COCl- re-d d 
suits in a homogeneous gas phase reaction. This again simplifies experi­
mental procedure and kinetic analysis. 
PREVIOUS WORK 
Chlorination of NbOCl^ 
The potential of a chlorination method for removal of NbOCl^ from a 
mixture of KbCl^ and NbOCl^ is well established in literature, as evi­
denced by three U.S. patents which will be discussed. However, the data 
presented is very meager. As far as can be determined, no kinetic studies 
of the reaction of WbOCl^ with COCl^, or any of the other chlorinating 
agents, have been conducted. 
- The use of a carbon bed to remove NbOCl^ from a mixture of gaseous 
NbCl^ and NbOCl^ has been reported by several people. Lind and Ingles 
(30) noted that when products of chlorination of a niobium pentoxide-
carbon mixture at UOO°C were passed through a porous carbon plug main­
tained above this temperature, the whole of the product was FoCl^. Such 
a technique can be used for other metal oxychlorides. For example, 
Tyzadt and England (Ul) achieved a similar separation of the oxychloride 
of vanadium from the vanadium chloride. 
According to Jacobsen (22), NbOCl^ and WbCl^ can be separated through 
a simple physical adsorption using an activated carbon bed as an adsorbent 
That is, no chlorine gas was present, but it was found that if a gas mix­
ture of NbOCl^ and NbCl^ is passed over a carbon bed, the NbOCl^ Will be 
held preferentially on the activated carbon surface and the NbCl^ obtained 
will be relatively free from all but minute traces of contaminating NbOCl^ 
The recommended temperature range for the contact was above the sublima­
tion point of KbOCl,. 
In patents granted to Dunn (13) and to Elger and Boubel (15)» the 
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removal of NbOCl^ by chlorination over carbon is suggested. The latter 
patent recommends subliming the mixed chlorides in an inert gas stream, 
adding chlorine gas, and passing the mixture through a graphite tube so 
that reaction takes place at the walls to remove oxygen in the form of 
carbon monoxide. The patent applies specifically to hafnium chloride, but 
claims the method can be used for other metal chlorides such as niobium. 
In the patent by Dunn, a method is described specifically for the chlori­
nation of WbOCl^ to EbCl^ over a carbon plug. In this patent it is claim­
ed that the conversion can be improved by addition of small amounts of 
hydrogen chloride gas. 
Nisei'son (32) found NbOCl^ to be an intolerable'contaminant in a dis­
tillation process for separation of tantalum and niobium pentachlorides. 
To eliminate the oxychloride from the starting chlorides, an additional 
chlorination by either carbon tetrachloride or thionyl chloride was 
carried out in a batch reactor under pressures up to 25-30 atm. Essen­
tially complete conversion of NbOCl^ to NbCl^ was achieved in 5-8 minutes 
at a temperature of 330-350°C. Some side reactions were observed, for 
example, with CCl^ as the chlorinating agent, small quantities of CgClg 
and COCl were formed. 
The use of COClg and or carbon monoxide and chlorine to chlorinate 
NbOClg was suggested by Dunn (lU) in a recent U.S. patent. COCl^ or a 
mixture of chlorine and carbon monoxide, present in at least a 5% excess 
over the stoichiometric amount, was reacted with gaseous NbOCl^ in the 
presence of carbon in a flow reactor at temperatures in the range of 350-
600°C. The carbon appeared to function primarily as an active surface or 
a catalyst, increasing the reaction rate.- Some carbon was evidently 
7 
consumed by the reaction C + CO^ ^  2C0 but the consumption could be re­
pressed by use of excess CO. Some indication of the yield of the reaction 
under certain conditions is reported but the information is meager and not 
sufficient for kinetic analysis, 
Nonlinear estimation analysis 
Standard methods for analyzing kinetic data can be found in any of 
several kinetic texts, for example, "Chemical Reaction Engineering" by 
Levenspeil (29). However, application of the method of nonlinear estima­
tion of parameters to kinetic studies is rather recent and not so widely 
discussed. This numerical technique provides a method for calculating 
the values of the parameters (specific reaction rates, activation ener­
gies, etc.) of a postulated rate equation or mathematical model from the 
experimental data according to the criteria of least squares. Contrary 
to ordinary least squares methods, the.nonlinear estimation method can 
treat rate equations in which the parameters appear nonlinearly arid or 
models for which the dependent variable (e.g. NbOCl concentration in 
this case) is implicitly defined. An example of the latter is a system 
of ordinary differential equations which cannot be integrated to define 
the dependent variable explicitly. 
A thorough treatment of the theory of both linear least squares and 
nonlinear estimation and application for fitting empirical data was pre­
sented in a paper by Box (5). Underlying statistical assumptions of both 
methods were brought out. The evaluation of the adequacy of mathematical 
models, using information provided from the application of the least 
squares methods, was discussed. An example of the application of non­
linear estimation, as a tool for treating a set of ordinary differential 
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equations, constituting a kinetic model, was presented. Another basic 
introduction to the theory of nonlinear estimation is provided in a'recent 
text by Draper and Smith (l2). 
An application of nonlinear estimation to a kinetic study of a 
homogeneous gas phase reaction wis made by Peterson (33). In this case 
the kinetics and mechanism of naphthalene oxidation were investigated. 
The advantages of nonlinear estimation in treating variable temperature 
kinetic data were stressed. Rate equations with unassigned reaction 
orders were treated. In another paper, Peterson (34) illustrated how 
nonlinear estimation could aid in the evaluation of several alternative 
reaction mechanisms for homogeneous reactions. Comparison of potential 
models was made using certain statistical data, namely, the standard 
deviation of residuals and the standard deviation of parameters. These 
data were provided by the nonlinear estimation method. 
The extension of nonlinear estimation to the treatment of catalytic 
reactions was made in later papers by Lapidus and Peterson (28,35). 
Kittrell, Hunter, and Watson (25) made a comparison between the use of 
nonlinear estimation and conventional least squares methods for analyzing 
catalytic rate models. 
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CHEMICAL MB THERMODYNAMIC ANALYSIS 
There are several possible consecutive and simultaneous reactions 
which could occur in chlorinating NhOCl^ with COClg. In order to deter­
mine a suitable rate expression for the primary reaction without encounter­
ing undue complexities in the mathematical analysis, it is highly desirable 
to consider only the minimum number of side reactions which reasonably 
describe the reaction system. The number of reactions which must be con­
sidered can be reduced by consideration of pertinent thermodynamic and 
kinetic data and the proper choice of experimental' conditions and techni­
ques. The following analysis is devoted to this goal. 
The primary reaction for this study is as follows: 
NbOClj + COClg Î FbCl + COg (l) 
Equilibrium constants for this reaction were calculated from available 
thermodynamic data (24,38) for different temperatures within the range of 
interest. The magnitudes of these calculated constants were all large. 
Y For example, at UOO°C a value of 1.3 x 10 was calculated for the equili­
brium constant defined in terms of concentrations as 
[NbCl^lLCOg] 
^ ^  [NbOClgjCcOClg] -
The large values for K indicate the primary reaction should be essentially 
irreversible. That is, the rate of formation of NbOCl^ by reaction of 
KbCl^ and CO^ should be negligible compared to the rate of chlorination 
of NbOCl^. Some preliminary experiments in this study were conducted in 
which an attempt-was made to convert NbCl^ to NbOCl^ with COg at 400°C. 
Evidence of any conversion of NbCl^ could not be detected with the analyti­
cal procedure used in this study. On the basis of these thermodynamic 
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calculations and the experimental results, the primary reaction was 
assumed to be irreversible in the subsequent kinetic analysis. 
A complexity arises due to the dissociation of phosgene according to 
the reaction 
COClg 2 ^0 + Clg (3) 
This is a well established reaction for which a reasonable amount of 
kinetic and thermodynamic data exist. The available experimental equili­
brium data were compiled and is presented in the form of a log K versus 
1/T plot. Figure 1. Here is defined as 
[(^icig] 
VccolLcig] 
where the concentrations are in moles per liter. The data were fitted by . 
least squares to yield the equation 
log = (5332/T) - 4.8499 (4) 
where T is the temperature in degrees kelvin. On the basis of these data 
the equilibrium conversion of phosgene to dissociation products is approxi­
mately 21% at 400°C, 59^ at 500°C, and near 100% for temperatures of 800°C 
and higher. These calculations are based on a starting pressure of 1 atm. 
However, the time required for attainment of these equilibrium conversions 
is long relative to the reaction times of this study. The rate of 
phosgene dissociation is thus a crucial factor. For this reason, the 
available phosgene kinetic data will be briefly summarized and the im­
portance of dissociation discussed in this light. 
The choice of a reaction mechanism to describe the formation and 
dissociation of phosgene has been a highly controversial subject since 
the early 1900's. Two schools of thought, one championed by Bodenstein (2) 
:ure 1, Temperature ciependency of equilibrium constant for phosgene dissoeiation 
12 
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X -4.2 
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34 
^ 3D 
2.6 
% — LEAST SQUARES 
REGRESSION LINE. 
2.2 
O BODENSTEIN AND PLAUT (4) 
O BODENSTEIN AND DUNANT (3) 
X ATKINSON,HECOCK,AND POPE (I) 
A HORAK (18) 
• INGLESON (21) , 
13 • 
and one by Rollefson (36) have emerged. Bodenstein's mechanism tieeras to 
be more "readily accepted" and is presented here. 
M + Cl Cl + Cl + M (5) 
COCl + Cl ^  COCl 4- Cl (6) 
COCl + Clg COCl + Cl (7) 
COCl ? CO + Cl (8) 
where M is a gaseous molecule or a "wall". A rate expression correlating 
available experimental data can be derived from the above reaction scheme 
if it is assumed chat Equation 5 and Equation 8 are maintained at equili­
brium. The following equilibrium constants may then be defined. 
[Clf/[C1^] and ^COCI = [CO][Cl]/[COCl] 
The usual kinetic analysis of this mechanism with the above definitions 
leads to the commonly accepted rate expression for thermal formation and 
decomposition of.phosgene as follows: 
d[COCl ] , , 
———=-k^LcociglLcig]^ + k^EcojCcig]^/ (9) 
where 
kg = and 
The temperature dependency of the specific reaction rates, k^ and k^, have 
been reported by Bodenstein (2,4), Christiansen (g), and Stranks (40). 
There is some disagreement in this data but the data of Stranks seems 
most consistent since the ratios of k^/k^ are closer to the value of the 
equilibrium constant of Equation U over the temperature interval of 
interest than for the other authors. The data of Stranks, summarized by 
Equations 10 and 11 below 
I h  
log = (-5741/T) +8.023 (10) 
log k = (-llUltO/T) + 13.380 (11) 
were thus used in' all calculations of this study. The above eequations are 
consistent with concentrations in moles per liter and time in seconds. T 
is in degrees Kelvin and log stands for the common logarithm (base 10). 
These kinetic data for phosgene dissociation were examined to esti­
mate the importance of the dissociation of phosgene, Eauation- 3. Typical 
concentration-time curves are illustrated in Figure 2. These curves were 
calculated by numerical integration of the rate expression. Equation 9, 
using a fourth order Runge Kutta method. The initial phosgene concentra­
tion corresponds to a typical value in the phosgene compartment of the 
batch reactors at the beginning of the preheat period. It is apparent 
that the significance of phosgene dissociation depends on the particular 
temperature at which the kinetic data were taken. Typical times involved 
in obtaining conversion data were 10 to 15 minutes preheat time and 10 or 
20 minutes reaction time. From Figure 2 it is apparent that for these 
times phosgene dissociation is negligible at 400°C and below. In twenty 
minutes the fraction dissociated is on the order of 1 percent at U20°C 
and 4.5 percent at 440°C. 
The tendency of NbOOl^ to decompose into KbCl^ and a compound of a 
lower chlorine content than NbOCl^ was observed in this study and probably 
introduced errors which were not taken into account. As will be discussed 
in the experimental procedure, small amounts of a grey or blue-grey solid, 
always remained behind in the sublimation chamber when the NbOOl^, con­
taining a few percent NbCl^, was transported into the reactor by sublima­
tion. A similar occurrence was observed during a purification procedure 
Figure 2. Coneentrâtion-time curves for phosgene dissociation 
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in an inert gas stream. It is assumed that the residue was a decomposi­
tion product or possibly a product formed by hydrolysis of WbOCl^- These 
observations are consistent with those of other workers who have studied 
NbOCl^ systems. Huber and Baunok (19) reported the formation of a light 
grey loose sublimate of composition NbO^Cl. This occurred when NbOCl^ 
was sublimed in an evacuated, sealed glass tube which was subjected to a 
temperature gradient from 350°C to room temperature. In other portions 
of the tube NbCl^ was deposited as well as NbOCl^- Remaining as a residue 
in the heated zone was a blue substance-corresponding to Nb^O^Cl. 
Shchukarev (39) observed that a grey powdery residue remained when WbOCl^ 
was sublimed. An analysis indicated its composition was Nbj^O^Clg which 
the author suggested was a product of high temperature hydrolysis of 
NbOCl^- Besides these compounds, it is possible that the residue observed 
in this study contained Nb^O^ formed by decomposition of NbOCl^ according 
to the equation. 
5 XbOCl3(^, Î 3 
According to Saeke (37) the above decomposition occurs at temperatures 
below itOO°C while above 400°C the decomposition proceeds according to the 
equation 
7 (13) 
The sublimations in this study were carried out at temperatures between 
about 380°C and 400°C so that both of these reactions may have occurred. 
The importance of these reactions in this study is not easy to deter­
mine. A value of 6.6x10 ^  was calculated for the equilibrium constant of 
reaction 12 indicating that the equilibrium dissociation by the reaction 
should be small. Calculations by Schafer (38) show that at the 
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sublimation point of NbOCl^sapproximately 335°C, the gaseous phase should 
contain-only 1.4% NbCl^ from reaction 12. Further the extent of decompo­
sition decreases with increasing temperature according to the equilibrium 
calculations. However, it was found experimentally by Schafer that sys­
tems containing primarily EbOCl^ initially always yield more NbCl^ than 
is calculated from the equilibrium of reaction 12. This might be explain­
ed by the simultaneous occurrence of reaction 13. Unfortunately, no 
known thermodynamic data are available for estimating the equilibrium 
extent of reaction 13. 
Both NbOCl^ and NbCl^ hydrolyze readily upon exposure to atmospheric 
moisture. The extent of these reactions can be minimized by preparing 
FbOCl^ in dry inert atmospheres and making transfers of NbOCl^ in a dry 
box. Nevertheless, hydrolysis could have accounted for some of the 
residue formation just discussed. 
On the basis of the experimental observations and the available 
thermodynamic and kinetic data discussed above, a reaction system con­
sisting of the simultaneous reactions 
Itb0ci3(g) + coci,(^, : 4. (1) 
: CO(g) + (3) 
was assumed to be an adequate stoichiometric description for the present 
kinetic study. 
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METHODS FOR KINETIC ANALYSIS 
Kinetic models 
One of the goals of this kinetic study was to discover a suitable 
rate expression or mathematical model which would serve to correlate the 
experimental data obtained and perhaps give insight into the underlying 
physical mechanism. In view of the present knowledge of chemical kinetics, 
this problem involves consideration of several possible models, either 
empirically determined or derived from different postulated mechanisms 
for the reaction. The tentatively assumed models are then tested using 
the experimental data and a "best" model or set of models,is selected 
based upon the "goodness of fit" of the model to the data. 
Both empirical models and semitheoretical models, derived from postu­
lated mechanisms, were considered in this study. However, the data were 
not extensive enough to shed adequate light on the actual mechanism of the 
reactions involved. As far as the author is aware, there exists no pre­
vious kinetic studies of the chlorination of NbOCl^ which would indicate 
certain mechanisms were more probable than others. For these reasons, 
in analyzing the kinetic data of this study, more emphasis was placed on 
establishing the order of the reaction with respect to NbOCl^ and COCl^ 
using an empirical model. 
The kinetic models considered in this study for the constant tempera­
ture case are : 
Model 1: Simple order 
NbOClg + COClg i IfbCl + COg (l) 
This model is obtained by assuming a simple, irreversible reaction of 
NbOCl^ with COClg. The dissociation o-f COCl^ is assumed to be negligible. 
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The rate expression for this model is 
d[NbOCl ] 
= -k^lNhOCl^JlCOCl^] (l4) 
where = the specific reaction rate 
t = time 
and the brackets denote concentrations. 
Model 2: Simple order with COClg dissociation 
NbOCl^ + COClg i NbCl^ + COg (l) 
COClg t CO + Clg (3) 
This model is an extension of model 1 to include the possible effect 
of the dissociation of COClg. It is assumed that the mechanism for dis­
sociation and formation of COCl^ is as described previously. 
A combination of the rate expression, Equation 9, with that for 
model 1 leads to the system 
d[KbOCl ] 
-k^tNbOClglLCOClg] (15) 
d[COCl ] /2 
—= -k^LNbOGi^lLcocig] - k^EcociglEcig]^/ 
+ k^LcojEcigjS/z (i6) 
which constitutes model 2. 
Model 3: Activated complex 
If it is hypothesized that the reaction occurs according to the fol­
lowing mechanism 
cocig + cocig i (cocig)* + cocig 
ITbOCl^ + (COClg)* ^  NbCl + COg 
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and the steady state approximation for (COClg)* is assumed, then the fol­
lowing rate equation can be derived. 
dCNbOClg] -k^[NbOCl ICCOClg]^ 
dt (kg/kg)[COClg] + [NbOClg] 
Model k: Complex order - empirical 
This model is represented by the rate expression 
d[MbOCl ] 
^ = -k^LNbOCl^] [COClg]^ (18) 
where m and q are integral or fractional reaction orders. This model has 
no basis in theory except for special values of m and q. For example, 
when m = q = 1.0 the model reduces to model 1. 
Method of nonlinear estimation. 
In order to evaluate these models by conventional kinetic methods, 
the rate equation would have to be' integrated or specially designed ex­
periments conducted to measure the reaction rate directly. The analyti­
cal integration of the rate equation for model 2 is not possible nor that 
of model k in the general case. Further, the experimental procedure was 
not designed to obtain reaction rate measurements directly. 
In view of this, the method of nonlinear estimation was essential to 
the evaluation of the parameters of the rate equations. Besides providing 
actual values for the parameters of the models, the method provided a 
quantitative measure of the adequacy of the model, data for judging the 
precision of the parameters calculated, and information potentially useful 
for.selecting a new model based upon inadequacies of the one under 
consideration. 
A brief outline of the application of nonlinear estimation to this 
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study is presented here using the empirical model k to illustrate'applica­
tion of the method. Further, as was done in this study, the model will be 
generalized to the variable temperature case by assuming an Arrhenius (29) 
temperature dependency for the specific reaction rate. That is, assume 
k = V exp(-E/RT), (19) 
where v = the frequency factor 
E = activation energy 
R = gas constant 
T = absolute temperature 
The method is not confined to any particular form of mathematicl model, 
however. The only requirement of the model is that the dependent variable 
or variables are defined to be real and single-valued for given values of 
the independent variables and parameters. Thus either explicit integrated 
or implicit differential equations may be treated. 
As an example, it was desired to estimate the parameters v, E, m, 
and q of model k below 
^ = -V exp(-E/RT.) A™ (B^-A^+A)^ (20) 
from experimental data in which temperature, T,.'was varied as well as the 
initial concentrations of NbOCl^ and COClg, and the reaction time, t. 
The model has been expressed in abbreviated form using the symbols 
À = conc. of NbOClg at any time, t 
A = conc. of NbOCl_ at t = o 
o 3 
B = conc. of C0C1_ at t = o . 
0 2 
The expression, (B^-A^+A) , in Eq.uation 20 represents the concentration of 
COClg at any time t and was derived from a material balance. 
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Let u denote the u experimental run out of a total of N experimen­
tal runs. For the u^^ experimental run the independent variables were 
set at specific levels. Let Ç = (A , B , T , t ) be the known vector 
u o o u u 
u u 
of these variable settings. Corresponding to these settings, a value of 
A was experimentally measured, say A . Let ^  = (v, E, m, q.) b?~a vector 
u 
of parameters. For a given value of i.e., for a given set of v, E, m, 
and q, the u^^ predicted value of A, associated with the variable settings, 
—^ « 
5^, can be calculated•from the model. Equation 20, using an appropriate 
numerical integration algorithm such as the fourth order Runge Kutta 
routine. Thus the predicted response 
A = A (Ag , , T^, t^, V,' E, m, q) = A (g , 6) (2l) 
u u 
is defined, but only implicitly through the numerical integration scheme. 
The method of nonlinear estimation is used to find those parameter values 
which minimize the sum of squares of residuals, a function defined as 
N 
S(e) = E [A - A(E , e)] (22) 
u=l ®u ^ 
where the term in the brackets is called a residual. With certain statis­
tical assumptions, the parameters obtained by minimizing S(^) will, on the 
average, be the true values, and will be estimated with maximum precision 
(5). Choosing parameters to minimize the sum of squares of residuals 
seems to be a very reasonable procedure since the residuals measure the 
discrepancies between the experimentally determined response and the 
response predicted by the model. 
In theory, the values of the parameters are calculated by solving 
the P normal equations which are the equations formed by setting the P 
partial derivatives of S(0) equal to zero. In this ezaraple, P, the uotal 
nuniDer of parameters in the model, is four. However, when the parameters 
appear nonlinearly or when the model defines the response implicitly, as 
in this case, numerical techniques for calculating the parameters are 
required. The Gauss method of nonlinear estimation (6,27) involving an 
iterative numerical procedure was used in this study. The algorithm is 
developed by first expanding the response function, in this case 
A(% ,6), in a Taylors series expansion about a set of initial estimates 
for the parameters, v, E, m, and q. This provides a sum of squares func­
tion which is linear, to. an approximation, in corrections to the para­
meters and which can thus be treated according to ordinary linear least 
squares methods. The parameter corrections are used to improve the 
parameters estimates at each iteration providing a corresponding reduc­
tion in S(0) until the "best" parameters are found for which sCs) is near 
its minimum value. Details of this calculation and an example of the 
computer program may be found in Appendix A. 
Besides providing estimates of the parameters of a given model, the 
nonlinear estimation method produces additional information useful in 
evaluating the precision of the estimates and in discriminating between 
different hypothesized models. The pertinent statistics which aid in this 
evaluation have been discussed by Box (5) and the use of these statistics 
in conjunction with nonlinear estimations for analyzing kinetic data was 
demonstrated in recent articles by Peterson and Lapidus (28,35), Peterson 
(33,34), and Kittrell, Hunter and Watson (26). These statistics were also 
used in the analysis of results of this work and are subsequently describ­
ed in brief. 
An indication of the adequacy of a given model can Lo obtained by 
p 
comparing the sample estimate of trie error variance, s " ,  defined a r :  
where 6 is the vector of parameters which minimizes S(e), with an inde-
2 pendent estimate of the error variance, s^, which may be obtained by 
experimental replication and defined for this study as 
where R is the total number of replicates and the bar denotes an average. 
2 For an adequate model the value of s should,not be significantly differ-
2 
ent from the experimental error variance, s^. The justifications for 
making this comparison are presented by Box (5)- The square roots of 
these statistics are respectively; s, the standard deviation of residuals, 
and s , the standard deviation of errors. The standard deviations have 
e 
the same units as the variable. 
Some insight into the reasonableness of making this comparison might 
be obtained by considering the definition of the residual. It will be 
noted that the u^^ residual, A - A(Ç' ,0}, measures the discrepancy 
®u ^ 
between the experimentally determined concentration, and the concentration 
predicted from the model at the same settings of independent variables. 
If the model were the true model for the process, the residual would be a 
manifestation of the error in measuring the concentration. That is 
\ = (25) 
"t 
where e,^ is the error associated with the u run. In general, the errors 
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are assumed, to be random quantities with zero mean. When the model is 
not the true model for the process, the square of the residual, on the 
average, would be larger than the error,.e^, and this inflation is an 
indication of the inadequacy of the model. More appropriately, the sum 
of squares of residuals, S(0), divided by its degree of freedom, N-P, 
will be larger for an inadequate model than for the true model. Further, 
for a true model, this quantity provides an estimate of the error 
variance. 
Much useful information can be obtained by examining the residuals. 
In fact, according to Box ($), all information on the adequacy of a 
postulated model is contained in the residuals. Draper and Smith (l2) 
have illustrated how various plots of the residuals can be of value. The 
assumptions involved in analysis of residuals are that the errors, e^, 
are independent, have zero mean, a constant variance, and follow a normal 
distribution. From these assumptions some characteristics of the residuals 
of an adequate model are that they 
(a) show no trends over the experimental space 
(b) have absolute values all of the same order of magnitude 
(c) have a mean value close to zero. 
Therefore, the residuals might be plotted against 
i) the time order in which the experiments were performed 
ii) the level of each of the independent variables 
iii) the predicted value of the response. 
These plots might then indicate whether, there is a time trend in the 
results, the model fails to take one or more of the variables properly 
into account, or. the variability increases as the magnitude of the 
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are assumed to be random quantities with zero mean. When the model is 
not the true model for the process, the square of the residual, on the 
average, would be larger than the error,.e^, and this inflation is an 
indication of the inadequacy of the model. More appropriately, the sum 
of squares of residuals, S(6), divided by its degree of freedom, N-P, 
will be larger for an inadequate model than for the true model. Further, 
for a true model, this quantity provides an estimate of the error 
variance. 
Much useful information can be obtained by examining the residuals. 
In fact, according to Box ($), all information on the adequacy of a 
postulated model is contained in the residuals. Draper and Smith (l2) 
have illustrated how various plots of the residuals can be of value. The 
assumptions involved in analysis of residuals are that the errors, e^, 
are independent, have zero mean, a constant variance, and follow a normal 
distribution. From these assumptions some characteristics of the residuals 
of an adequate model are that they 
(a) show no trends over the experimental space 
(b) have absolute values all of the same order of magnitude 
(c) have a mean value close to zero. 
Therefore, the residuals might be plotted against 
i) the time order in which the experiments were performed 
ii) the level of each of the independent variables 
iii) the predicted value of the response. 
These plots might then indicate whether, there is a time trend in the 
results, the model fails to take one or more of the variables properly 
into account, or. the variability increases as the magnitude of the 
predicted value of the response increases. If one residual is much 
larger in magnitude than any of the others, there may have "been a mistake 
in the calculations or analysis of that particular run and there may be 
grounds for rejecting that piece of data. The usefulness of residual 
analysis in kinetic studies has been recently demonstrated in a paper "by 
Hunter and Mezaki (20). In the present study the residuals of a tenta­
tively assumed model were provided as part of the output of the nonlinear 
estimation computer program (see sample program in Appendix A). The 
residuals were also provided on punched cards which were used as data for 
a correlation program. This program calculated the correlation coeffi­
cients between the residuals and appropriate independent variables and, 
if the correlation was significant, plotted the residuals versus the 
variables. 
An important criteria for judging the adequacy of a proposed model 
is that the parameter values calculated from experimental data be 
physically realistic. For example, in some cases negative parameters 
would be contrary to important physical assumptions used in deriving the 
model.' 
It is also important that the parameters be determined with, an 
acceptable degree of precision so that when the model is used for pre­
diction purposes the results will be accurate. Thus, when the parameters 
of a given model have been determined it is desirable to have a measure 
of the precision of the estimate. A common method for expressing the 
precision is to state limits which, with a given probability, contain 
the true value of the parameter. These limits are known as- confidence 
limits. For models linear in the parameters these limits are determined 
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from the standard deviation of parameters and the t distribution. For 
models, nonlinear in the parameters, the confidence limits so determined 
cannot rigorously be applied. However, as suggested by Peterson (2^), 
it is still helpful to examine the magnitude of the standard deviation of 
narameûer estimates, s„, which should be small relative to the corres-
a 
ponding parameter estimates, G. The values of may be approximated for 
each of "che p parameters from the relation 
= (Cyr r=l,2 P (26) 
r 
where is the r"*^^ diagonal element of the inverse matrix, (F"F) ^  which 
is defined in Appendix A. This inverse matrix is an output of the non­
linear estimation computer program described in. Appendix A. For further 
discussion of this calculation refer to Box (6). 
Another calculation can be made which indicates the degree of non-
linearity of a particular model as well as a better'measure of the joint 
precision of the parameter estimates. This involves determining the sum 
of the squares contours, which are defined as those for which the sum of 
squares, S(6), considered as a function of 8, is equal to the con­
stant defined below (12) 
S(e) = S(e)[l + ^  F (P, N-P, 1-a)] (27) 
where 
S(6) - the minimum value of the sum of squares, S(^) 
P = the number of parameters in the model 
W = the number of experimental points 
F (P, N-P, 1-a) = the F distribution with P and BF-P degrees 
of freedom at the a significance level. 
The region defined by 8(ol £ the right hand side of Equation 2T provid 
an approximate 100 (l-a) percent confidence region for the parameters. 
That is, it is likely that the true values of the parameters of the- mode 
lie within the region defined above to within a 100 (l-a) percent confi­
dence level. Wnen there are only two parameters in a model, the region 
so defined can be outlined on a 0^ versus.plot. When the model is 
linear in the parameters, the outline of such regions will be ellipses. 
When the model is nonlinear in the parameters the outlines will not be 
ellipses and the degree of deviations from a true ellipse is an indicati 
of the degree of nonlinearity of the model. Also for a nonlinear model 
the confidence level of these contours-w±±l not be exactly 100 (l-a) 
percent:. As illustrated by Box (8) the shape of these regions can show 
high correlations between the parameters which makes them difficult to 
estimate precisely and can also show up bad experimental design where 
the range of experimental variables used was not sufficiently large. 
As described in Appendix A, an optional program was included in the 
nonlinear estimation computer routine developed for this study, which 
allowed a partial exploration of the sum of squares surface. 
30 
EXPERIMENTAL PROCEDURE 
Preparation and purification of NbOCl^ 
The niobium oxytrichloride used in this study was prepared by chlori-
nation of a niobium pentoxide-carbon mixture with chlorine gas. The 
- NbgO^ was ultra pure grade from Fansteel Metallurgical Corporation. The 
total impurities are reported to be approximately 300 P.P.M., the largest 
of which is Ta^Cy at 100 p.p.m. The carbon used was type fiTC activated 
charcoal pellets from Bernebey Cheney. The chlorine was used directly 
from compressed gas cylinders obtained from the Matheson Company. Its 
purity was reported as 99•5% by weight. 
A mixture of approximately 30 gms total weight consisting of 70% by 
weight KbgO^ and 30% carbon was prepared by grinding the Nb^O^ and carbon 
together in a mortar to provide intimate contact. The Nb^O^-carbon charge 
was then placed in a verticle pyrex reactor and heated to 500°C under a 
slow purge of argon. The reaction was begun by introducing a small flow 
of chlorine gas. The products collected in a glass condenser at room 
temperature consisted of a mixture of niobium pentachloride and niobium 
oxytrichloride being primarily NbOCl^-
At room temperatures and up to the sublimation point (approximately 
334°C) NbOClg is a white crystaline solid. Its physical appearance de­
pends upon the condition under which it has been condensed from the vapor 
state but frequently it has a fibrous appearance reseumbling white cotton 
batting. It usually has a low bulk density but, under proper conditions, 
can be condensed in a- compacted form. Gaseous NbOCl^ is a transparent, 
monomeric vapor as opposed to the white polymeric structure in the 
crystaline state (l6). Liquid NbOCl^ was not observed in this study. 
Before subsequent use the NbOCl^ was partially purified to remove 
most of the WbCl^ and any of the Nb^O^ formed by hydrolysis. The purifi­
cation was accomplished by sublimation of the halide mixture in a stream 
of argon dried by molecular seives and fractional condensation of the 
NbOCl^ and NbCl^ in a temperature gradient. A straight pyrex tube in a 
dual element furnace was used for this process. The original-n-iobium 
halide charge was maintained at 315°C. The WbOCl^ condensed out in a zone 
above 200°C and the NbCl^ in the cooler portions of the tube. The tube 
containing the NbOCl^ was transferred to a dry box where the NbOCl^, still 
containing a few percent NbCl^, was removed and ground fine to facilitate 
loading the material into the batch reactors and to provide a homogeneous 
mixture. 
Use of batch reactors 
Figure 3 is a sketch of the pyrex batch reactor used in this study. 
Since the method of following the reaction consisted of a thermal quench 
technique and subsequent analysis of all the solids in the reactor, one 
reactor yielded only one conversion-time data set or one point on a con­
centration-time curve. The reactor was destroyed in the process and could 
not be used over. Thus, a number of reactors were required to obtain 
sufficient kinetic data. The main body of the reactor was essentially a 
cylinder whose approximate dimensions and volume is given on Figure 3. 
A breakable glass membrane in the middle of the reactor served to keep 
the reactants, NbOCl^ and COClg, separated until they had reached reaction 
temperature. An accurate volume of both compartments of each reactor was 
calculated from the weight of water required to fill the volume. 
Figure 3. Schematic diagram of pyrex batch reactor used to chlorinate MbOCl 
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The NbOCl^ containing a few percent NbCl^ was transferred in the dry 
box to weighing capsules constructed from a 3 inch piece of 8 mm. o.d. 
pyrex tube sealed at one end. UbOCl^ ranging from approximately 0.1 to 
0.9 grams in amount was weighed out in each capsule using an analytical 
balance located inside the dry box. A capsule containing the weighed 
NbOCl^ was inserted into the sublimation chamber of each batch reactor 
(see Figure 3). Upon removal from the dry box the compartment of the 
reactors containing the NbOCl^ was evacuated completely and sealed with 
a hand torch at point A. The WbOCl^ along with a few percent KbCl^ was 
then transferred into the reaction chamber by submerging the sublimation 
chamber and a portion of the reaction chamber into the nitrate salt bath 
maintained at 350°C thus subliming the halides which recondensed in the 
reaction chamber. The sublimation chamber was then removed from the 
reactor by sealing off at point B. Despite previous purification some 
solid residue, primarily grey to blue grey in color, and ranging approxi­
mately from one to seven percent by weight, always remained in the weigh­
ing capsule after this step. The amount of residue remaining in the 
weighing capsule and sublimation chamber was determined by weight provid­
ing data for calculation of the actual weight of halides in the reaction 
chamber. 
Phosgene gas was introduced into each reactor by first evacuating 
the phosgene compartment and then backfilling it with phosgene to a pre­
determined pressure using the apparatus illustrated in Figure U. The 
compartment was" then sealed off at point C at the desired phosgene 
pressure. The amount of phosgene loaded was calculated from the ideal 
gas law and the measured reactor volume, temperature and pressure. 
I Figure U.' Apparatus for loading batch reactors with phosgene 
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At temperatures of 400°C and below the concentration of phosgene at 
the "beginning of the reaction was essentially that calculated from the 
amount of phosgene loaded at room temperature. However, during the 
approximately 15 minute preheat period before the reaction began some 
phosgene was dissociating into CO and Cl^. Calculations indicate that 
the amount of phosgene dissociated before the reaction began was about 
. one percent at i+20°C and on the order of at U1+0°C. Due to this 
dissociation the concentration of phosgene, at the instant the reaction 
was initiated was calculated by integration of the rate equation for 
dissociation of phosgene. Equation 9- For the bulk of the data, however, 
the phosgene concentration so calculated was not significantly different 
from the value which would be determined by neglecting COCl^ dissociation. 
A minimum of two reactors in a given experiment were either filled 
with argon instead of phosgene.or the compartment intended for phosgene 
was evacuated and sealed. These reactors were carried through the pro­
cedure to be outlined and then analyzed to determine the initial ratio 
of NbCl^ to NbOCl^. This ratio was then taken to be representative of 
the initial ratios of all reactors used in that experiment. To calculate 
initial halide concentrations in a given reactor it was assumed that the 
only niobium compounds present were NbOCl^ and NbCl^. The initial ratio 
of NbCl^ to NbOClg: the weight of halides sublimed, and the reactor 
volume provided all the information needed for calculating the initial 
concentrations of WbOCl^ and NbCl^ in moles per liter. 
Obtaining conversion data 
In order to carry out the reaction a loaded reactor was immersed in 
the fused salt bath illustrated in Figure 5 maintained at a predetermined 
Figure 5- Constant temperature fused salt bath for batch reactors 
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temperature. Approximately twenty minutes was allowed for the NbOCl^ to 
sublime and the vapor to reach reaction temperature. Simultaneously the 
phosgene gas was heating up to reaction temperature and presumably 
beginning to dissociate to form small amounts of CO and Cl^. To start 
the reaction the reactor was removed from the salt bath for an instant 
and shaken to break the dividing glass membrane and allow mixing of the 
gaseous reactants and then immediately reimmersed. 
The time for this breaking procedure varied from reactor to reactor 
from about four seconds in the best case to about twenty seconds in the 
worst case. This procedure introduced temperature transients which were 
experimentally measured in a few cases and will be discussed later. The 
start of the reaction was taken to be the instant of breakage of the 
membrane. The temperature of the bulk salt bath was measured using 
thermocouples and also a thermometer during the reaction. The reaction 
temperature was assumed to be the same as the salt bath. The reaction 
was stopped by removing the reactor from the salt bath and cooling it 
immediately with compressed air to thermally quench the reaction. This 
procedure also introduced temperature transients on the order of ten 
seconds in duration. This upset will also be discussed later. The end 
of the reaction period was taken to be coincident with the first appear­
ance of solid WbOCl condensate. 
J 
Quantitative and qualitative analysis 
The quantitative analysis of the niobium halide products consisted 
of a wet chemical technique for determining the ratio of CI to Nb in a 
sample containing only NbOCl^ and NbCl^. The procedure was based on one 
recommended by G. Meyer, I. F. Oosterom, and W. J. Van Oeveren (3l). A 
Ui 
reactor containing the reaction products vas broken open and the gaseous 
products and unreacted phosgene were completely evacuated from the reactor. 
Absolute alcohol precooled in dry ice was then added to dissolve the 
niobium chlorides. The chilled alcohol prevented too rapid dissolution of 
the halides which could lead to a loss of chlorine as KCl gas. Two por­
tions of the solution were removed and weighed accurately. One portion 
in a crucible was made basic with concentrated NHj^OE which precipitated 
the niobium as hydroxide. The liquid and resultant NH^Cl were driven 
off under an infrared heat lamp. The crucible was then ignited to con­
stant weight at 900°C and the niobium was thus weighed as Nb^O^. The 
remaining portion to be used for the CI analysis was diluted to approxi­
mately 200 ml. with distilled water and acidified with nitric acid to a 
pH of 2 or 3- The chlorine was then determined by titration with' 
0.1 Si silver nitrate solution. The end point was'detected potentio-
' metrically with a Beckman Model K automatic titrator equipped with a 
home made silver-silver chloride electrode and a Beckman fiber junction, 
calomel internal reference electrode. The respective concentrations of 
HbOCl^ and NbCl^ were determined, from the CI to Sib ratio and the initial 
NbOCl- and NbCl^ concentrations. . 
3 5' 
A partial qualitative analysis of the residual noncondensed gases 
from three reactors was conducted using a Model 720, dual column, gas 
chromâtograph. The first column was a 10 foot column containing 2h% 
Kel F oil on Haloport F which when used at room temperature effected the 
separation of phosgene, chlorine, carbon dioxide, and carbon monoxide-
air. The second column, six foot of molecular seive type 5A, separated 
)|2 
carbon monoxide from air which was further resolved into nitrogen and 
oxygen. The qualitative analysis was conducted by first determining the 
retention times of pure samples of each of the gases; phosgene, chlorine, 
carbon dioxide, carbon monoxide, and air. Gas samples from the reactors 
were then taken using a gas tight syringe and analyzed. The resulting 
retention times obtained were compared with the retention times of the 
pure gases to determine which components were present. 
1+3 
RESULTS 
Preliminary studies 
The chlorination of KbOCl^ "by COClg, expressed by Equation 1, and 
the decomposition of COClg, expressed by Equation 3, have tacitly been 
assumed, to represent the true stoichiometry and actual products of the 
reaction system. To confirm this supposition, a gas'chromatographic 
analysis was made of the residual gases from three batch reactors to 
determine if CO^, CO and Cl^ were the sole noncondensable reaction pro­
ducts. The qualitative analysis was conducted by comparing chromâtograms 
of the residual gases with chromatograms of pure CO, CO^, Cl^ and COClg. 
This analysis showed, by comparison of retention times, that only CO^ and 
unreacted COClg were present in the residual gases. No CO or Clg could 
be detected, even at the most sensitive setting of the chromatograph. Uo 
additional responses indicating the presence of other components, were 
detected. 
The magnitude and duration of thermal transients resulting from 
initiation and quenching of the reaction were determined for two cases 
in which the batch reactors were specially equipped for recording the 
temperature of the gaseous reaction mixture as a function of time. The 
results for run 202 are presented as a temperature versus time curve in 
Figure 6. The reactor was out of the salt bath for 13 seconds during 
which time the membrane was broken to start the reaction. This time 
varied from run to run from approximately 4 to 20 seconds. Recovery from 
the resultant 7°C temperature drop was essentially complete 79 seconds 
after the reaction was initiated. The transient period during thermal 
quenching is also illustrated on Figure 6. The appearance of solid 
Figure 6. Temperature profile for typical reaction period 
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condensate, indicating the reaction had stopped for practical purposes, 
occurred approximately 11 seconds after removal of the reactor from the 
salt bath. 
The more critical initial temperature transient data is shown again 
on an expanded scale in Figure J. The magnitude of the temperature drop 
is highly sensitive to the time out of the salt bath and also to the 
level of temperature. The data for run 113 at a higher temperature is 
also plotted on Figure J and serves to illustrate this point. In this 
case the reactor was purposely kept out of the salt bath for 20 seconds 
causing a 33°G temperature drop. 
Conversion data 
A summary of kinetic data obtained in this study is presented in 
Tables 1, 3, and 4, which follow. The initial concentrations presented 
in these tables represent the concentrations in a given batch reactor 
at the instant of initiation of the reaction assuming perfect mixing at 
the instant of breakage of the membrane. The methods of calculating 
these and the final concentrations were outlined in the experimental 
procedure. 
2 
A statistically designed 2 factorial experiment, consisting of the 
four runs 219, 220, 227, and 228 was conducted to determine the effect of 
reactant concentration on conversion. The following represent those con­
ditions held constant during the experiment. 
T = 380°C 
t = 600 sec. 
[lîbCl^] = 0.1x10 ^  moles per liter 
Figure 7. Temperature-time curves for beginning of reaction period 
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Table 1. Kinetic data at 360 and 380°C 
Final concen­ Total 
trations reac­ Conver­ Salt 
p ^ Initial concentrations 
(moles per liter)xlO . 
(moles per 
liter)xlO 
tion sion of bath 
Run T v, time NbOCl. temp. 
no. (atm.) NbOClg NbCl COClg Cl^ CO NbOClg NbCl^ (sec. ) (2) 3 (°c) 
235 1. 58 1.113 0. ,006 1.899 0, 
1—
i rH 0
 0.011 0.533 0.586 1194 52. 2 363. 0 
244 1. IT 1.113 0. 006 1.111 0, .010 0.010 0.743 0.376 1218 33. 3 361. 0 
219 1. 32 0.554 0. 006 1.885 0 .012 0.012 0.275 0.284 6o4 50. 3 380, 0 
220 1. 62 1.106 0. ,011 1.874 0 .012 0.012 0.615 0.502 622 44. 4 380, .5 
228 1. 20 1.108 0, .011 1.108 0 .010 0.010 0.907 0.212 619 18. ,2 382, ,0 
227 0. 92 0.561 0, .006 1.120 0 .011 0.011 0.376 0.190 593 32. 9 382, .0 
is the total pressure in the reactor at the beginning of the reaction calculated.from the 
ideal gas law. 
^The concentrations of chlorine and carbon monoxide are estimated values calculated by inte­
gration of the rate equation for dissociation of phosgene. Equation 9-
50 
[CO] = [Clg] = 0.1x10 moles per liter 
o 
The initial concentrations of NbOCl^ and COClg were set as prescribed by 
the design for each of the four runs. For this purpose, high levels of 
initial concentrations of HbOCl^ and COCl^ used in this experiment were 
-2 -2 1.12x10 and 1.9x10 moles per liter respectively. The low levels used 
-2 -2 
were respectively O.^oxlO and 1.1x10 moles per liter. 
The conversion of NbOCl^ was determined for every possible combina­
tion of the above defined initial concentrations of KbOCl^ and COClg. 
The data obtained for these four combinations are shown in Table 2. 
2 
Table 2. Results for 2 factorial experiment at 380°C 
Hun 
no. 
Level of 
MbOCl 
factors 
COClg 
Percent 
conversion of KbOCl.^ 
220 high high liU.U 
228 high low 18.2 
219 low high 50.3 
227 low low 32.9 
Other data obtained are represented in Tables 3 and k. The upper 
section of Table 3 contains data at 400°C from runs made early in this 
study in which the initial concentration of ïïbOCl^ and COCl^ were varied 
within limits set by the reactor design and experimental procedure. The 
reaction was carried out for different times in an attempt to achieve a 
wide range of conversions of NbOCl^. The lower section of Table 3 con­
sists of data, also at HOO°C, obtained in an attempt to establish a 
Table 3. Kinetic data at 400°C 
Final concen­ Total 
trations reac­ Conver­ Salt 
p ^ Initial concentrations 
(moles per liter)xlO , , 
(moles per 
liter)xlO 
tion sion of bath 
Run T time NbOCl, temTD. 
no. (atra.) NbOClg NbCl COClg Clg CO NbOCl_ NbClc 3 5 (sec.) 
(%) 3 (°c) 
38 0.96 0.266 0.006 1.337 0. ,025 0.025 0.128 0.144 608 51.8 399. 0 
3^ 1.90. 1.^97 0.035 1.867 • 0. ,019 0.019 0.675 0.857 642 55.0 399. 5 
51 0.62 0.545 0.013 0.531 0. 015 0.015 0.383 0.174 648 29.7 4oo, ,0 
82 0.46 0.249 0.006 0.559 0, ,013 0.013 0.186 0.070 790 25.4 4oo. '5 
72 0.27 0.135 0.003 0.335 0. ,012 0.012 0.120 0.018 898 10.9 400. 5 
68 0.45 0.253 0.006 0.536 0, .013 0.013 0.162 0.098 1073 36.2 4oi. ,0 
70 1.13 0.681 0.012 1.326 0. ,0l4 0.014 0.227 0.466 805 66.7 4oo, .5 
83 1.32 0.914 0.023 1.424 0. ,014 0.014 0.477 0.460 451 47.8 4oo, .5 
71 0.91 0.544 0.009 1.071 0, .013 0.013 0.248 0.305 744 54.4 400; .5 
85 0.89 0.546 0.013 1.028 0. 013 0.013 0.176 0.383 1353 67.7 4oo, .0 
86 0.89 0.531 0.012 1.037 0, .013 0.013 0.286 0.258 722 46.2 400.0 
88 0.90 0.568 0.013 1.023 0. ,013 0.013 0.455 0.126 253 19.9 400, ,0 
89 0.89 0.541 0.012 1.038 0, .014 0.014 0.177 0.376 969 67.1 400, 0 
96 0.88 0.530 0.012 1.028 0, .014 0.014 0.487 0.056 122 8.3 400, ,0 
202 0.97 0.580 0.001 1.154 0, .013 0.013 0.292 0.290 597 49.7 399. 5 
M 
Py is the total pressure in the reactor at the beginning of the reaction calculated from 
the ideal gas law. 
^The concentrations of chlorine and carbon monoxide are estimated values calculated by inte­
gration of the rate equation for dissociation of phosgene, Equation 9-
Table ^. Kinetic data at i|20, and 450°C 
Final concen­ Total 
trations reac­ Conver­ Salt 
p ^ Initial concentrations 
(moles per liter)xlO 
(moles per 
liter)xlO 
tion sion of bath 
Run T v time HbOCl_ temp. 
no. (atm.) NbOClg NbCl^ COClg Clg CO NbOClg NbCl (sec.) (%) 3 (°C) 
106 0.97 0.558 0.017 1.092 0. 020 0.020 0.267 0.308 595 52.2 420.5 
107 0.97 0.557 0.017 1.088 0. ,024 0.024 0.259 0.314 596 53.4 420.5 
108 0.97 0.552 0.016 1.092 0. ,023 0.023 0.208 0.361 610 62.4 420.5 
230 1.28 1.106 0.011 1.089 0.020 0.020 0.581 0.537 601 47.5 420.0 
105 1.35 0.162 0.005 1.079 0, .022, 0.746 0.097 0.070 595 4o.o 420.0 
111 0.95 0.399 0.012 1.081 0, .026 0.156 0.101 0.311 595 74.8 420.0 
103 1.08 0.218 0.007 1.085 0, ,022 0.563 0.156 0.069 599 28.5 419.5 
101 0.98 0.H28 0.013 0.697 0, 018 0.574 0.285 0.156 594 33.4 419.5 
212 1.54 0.55k 0.018 1.311 0, .371 0.371 0.080 0.491 603 85.5 441.0 
210 1.00 0.525 0.017 0.581 0, 
CO C
O
 OJ 
0.288 0.203 0.339 611 61.4 450.5 
is the total pressure in the reactor at the beginning of the reaction calculated from 
the ideal gas law. 
The concentrations of chlorine and carbon monoxide are estimated values calculated by inte­
gration of the rate equation for dissociation of phosgene. Equation 9-
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concentration time curve for NbOCl^. 
The i+20°C data of Table 4 can be divided into two, groups of four 
runs each. The first group consisting of runs 106, 107, 108, and 230 
contained no added carbon monoxide while the second group., runs 105, 111, 
103, and 101 consists of data in which CO in varying amount was added 
to the reactors. An attempt was made to load and treat reactors for 
runs lOo, 107, and 108 exactly the same to provide replicate runs for an 
estimate of experimental error. 
Calculated results 
All of the kinetic data obtained in this study which were presented 
in Tables 1, 3, and 4 were combined to form a variable temperature data 
set. This set was then analyzed in terms of the hypothesized kinetic 
models (viz., 1, 3, and h) presented previously. The temperature depen­
dency of each of the specific reaction rates in rate Equations l4, 17, 
and l8 was assumed to be of an Arrhenius form as follows 
k = V exp(-E/RT) (l9) 
Values for the frequency factor, v, the activation energy E, and the 
reaction orders m and q were • calculated from the experimental data by the 
method of nonlinear estimation using a computer program similar to the 
sample in Appendix A. Besides these values, the computer program was 
designed to calculate values for the sum of squares of residuals, the 
standard deviation of residuals, and the standard deviation of parameter 
estimates. The use of these statistics for comparing the adequacy of the 
proposed kinetic models was outlined previously. A summary of all of 
these results is presented in Table 5- In this table and in Tables 6, 8, 
9, and 10, the rate equations are written in abbreviated form by defining 
Table 5. Comparison of kinetic models using all data at various temperatures 
No. Sum of Std. dev. Parameter values 
of squares of of 
Model expt. residuals residuals 81 Gg e, 8^ 
No. Rate equation pts. 
xicf 3 xlO 
= -e^expf-Gg/T'jAB 31 .5057 .417 G .107 ll,klk 
sa .003 X 530 
v=2.27x10 E=22,680 
i = -"1" 
f = _e,AB_kaBcl/2+k^Dc3/2 
not analyzed with this data set 
-e^expf-Gg/T'jAB" 
dt 0^exp( - e^/T')B+A 31 .428% .398 8 .310 13,^50 2.32 2840 
s .100 g 5,128 1.49 6490 
"^=2.1x10 E_=27,300 v^=270 E'=6370 
dA ^ 8 8, 
dt -8 exp(-82/T')A B 31 .4581 ,412 0 .0916 11,125 .851 I.l4 
.0453 6 705 .055 ,10 
V=l.27x10 E=22,100 
The rate equations for this model, included here for reference only, are in constant tempera­
ture form. 
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A = NbOCl^ concentration at any time, moles per liter 
B = COCl^ concentration at any time, moles per liter 
C = Clg concentration at any time, moles per liter 
D = CO concentration at any time, moles per liter 
0^ r=l,2,....,P = any of the P parameters of a particular 
kinetic model 
In actual use the values of B, C, and D were expressed in terms of appro­
priate initial concentrations and the final concentration of NbOCl^ as 
determined from material balances. The correspondence between a 6^ in 
these tables and physical parameters of a particular model can be deter­
mined by referring to Equations lU, 15, l6, 17, and 18 with the exceptions 
which will now be defined. 
The Arrhenius expression. Equation 19, was reparameterized, as sug­
gested by Draper and Smith (l2) to improve the rate of convergence of the 
nonlinear estimation routine and the precision of parameter estimates. 
This was accomplished by introducing the variable, T', appearing in Table 
5, which is defined as 
1/T' = 1/T - 1/T (28) 
where T is the average absolute temperature of the data set. The use of 
the transformed temperature, T', is appropriate since the range of values 
of T is small compared to the mean value, T (5). Using this transformed 
temperature variable, the Arrhenius expression can be written as 
k = G^expf-Og/T') _ (29) 
where 0^ = v exp(-E/RT) (30). 
and 0g = E/E (31) 
The specific reaction rates, k, in the-rate equations were replaced by 
the right hand side of Equation 29- The values of 0^ and G of Equation 
29 were then calculated directly by the method of nonlinear estimation. 
The appropriate frequency factors and activation energies were then cal­
culated from Equation 30 and 31. 
— 
The sum of squares of residuals, S(0), defined by Equation 22, 
appearing in column 4 of Table 5 and subsequent tables is the approximate 
minimum sum of squares determined by the nonlinear estimation analysis. 
The standard deviation of residuals, s, in column 5 is the square root 
of the sample estimate of error variance defined by Equation 23. The 
standard deviation of the parameter estimates, s^, defined by Equation 
26, appears in the tables direcly below the parameters to which it 
corresponds. 
Models 1 and h were used to fit three constant temperature subsets 
of the kinetic data in order to reveal possible inadequacies of either 
kinetic models which might show up at a particular temperature level. 
In this case, the only parameters estimated by nonlinear estimation from 
each data subset were the specific reaction rates of Equations l4 and I8. 
The orders of the reaction with respect to NbOCl^ and COCl^ in model 4 
were preset at the values O.85I and l.lU respectively. These were the 
values calculated from all, variable temperature, data. The sum of 
squares of residuals and the other statistics for comparing the adequacy 
of these models were again calculated. The results of these calculations 
are summarized in Table 6. 
A few additional constant temperature data sets were taken at 302, 
44l, and i+50°C. These data were used to calculate specific reaction rates 
Table 6. Comparison of models 1 and % at different temperatures 
Model Rate equation Temp. No. Sum of Standard Pararnet er values 
No. °C of 
expt. 
pts. 
squares of 
residuals 
5 
xlO^ 
deviation 
of resid­
uals xlO^ 
®1.. 
1 380 k .1269 .650 0 
'6 
.0528 
.0032 
%00 15 .1306 .305 
->-
e 
'8 
0
 H
 
0
 0
 
1)20 8 .1348 .438 -> 6 
'e 
.144 
.008 
4 -e,A-851 dt 1 380 k .08002 .516 .0458 
.0027 
1*00 15 .1126 .284 
-> 
6 
'e 
.0900 
.0033 
420 8 .1450 .463 0 
'e 
.123 
.007 
for model 4 at each of these temperatures. Again the orders of the reac­
tions with respect to EbOCl^ and COClg vere preset at O.85I and l.l4 
respectively. Since only one or at most two data points existed at each 
temperature, the values for k, were determined by a trial and error 
numerical integration scheme rather than by nonlinear estimation. The. 
values for k so determined are included along with those calculated by 
nonlinear estimation at 380, UOO and 420°C, for the same model, in Table 
J. The k at 362°C is the average value from runs 235 and 234. 
Table J.  Specific reaction rates of model 4 
Temp. Inverse absolute temp. Specific reaction 
(deg. kelvin) ^  x 10^ 
362 1.574 .034®' 
381 1.529 .046 
400 1.485 .090 
420 1.443 .12 
441 ' 1.400 .24* 
450 1.382 .38* 
"•These values determined by trial and error method. 
The temperature dependency of these specific reaction rates is 
illustrated on Figure 8, in the form of log k versus the inverse absolute 
temperature. The dashed line represents a linear least squares regression 
line through the data of Table 7. The solid line is the temperature 
dependency- predicted by the expression 
k = 1.27x10° exp(-22,100/RT) 
Figure 8. Temperature dependency of specific reaction rate of model h 
EMPIRICAL MODEL 
dt 
k= ye-E/RT 
NONLINEAR ESTIMATION 
V= 1.27x10® 
E= 22,100 
LINEAR LEAST SQUARES FIT 
V  = 1.23 X 10^ 
E = 25,100 
PREDICTED BY 
NONLINEAR 
ESTIMATION 
9-0.8 
LINEAR LEAST 
SQUARES FIT 
1.46 1.48 1.50 
1000/T (deg.kelvin) 
6i 
determined by nonlinear estimation analysis of all (variable temperature) 
data as reported in Table 5- The corresponding expression determined 
from the slope and intercept of the linear least squares regression line 
of Figure 8 is 
k = 1.23x10? exp(-25,100/RT) 
As previously discussed, seven runs at 400°C were obtained by setting 
the initial concentrations of NbOCl^ and COClg constant, as near as experi­
mentally possible, and determining the conversion at 400°C for a range of 
reaction times from 0 to lUOO seconds. The resulting experimentally deter­
mined final concentrations of NbOCl_ are plotted versus time in Figure 9-
J 
This plot can not be rigorously interpreted as an ordinary concentration 
versus time plot since the initial concentrations of NbOCl^ and COClg 
actually varied slightly from run to run as indicated in Figure 9 and 
Table 3- Also plotted in Figure 9 for comparison are the associated con­
centrations of NbOCl^ predicted by model h for each corresponding reaction 
time. The reaction orders used in model k were those obtained by non­
linear estimation analysis of, all, variable temperature data and the 
specific reaction rate was determined by nonlinear estimation at 400°C. 
In calculating these predicted points by model k, the actual variations 
in the initial concentrations of EFbOCl^ and COCl^ were taken into account. 
However, the two smooth curves in Figure 9 were calculated from model lo­
using an average initial COCl^ concentration. The upper curve passes 
through the highest and the lower curve through the lowest initial WbOCl^ 
concentrations in this set of data. 
Some additional results were obtained by analyzing all four hypothe­
sized kinetic models in terms of constant temperature subsets of the 
sure 9. Comparison of NbOCl^ concentration predicted by mod 
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kinetic data. (A partial comparison of models 1 and 4 is presented in 
Table 6.) The specific reaction rates and reaction orders in the rate 
equations for these models (Equations l4, 15, l6, IT, and l8) were deter­
mined by nonlinear estimation from the experimental data. 
The resulting parameter values and statistics for comparing models 
1, 2, 3, and 4 at 400°C are summarized in Table 8. 
In Table 9 are analogous results obtained using the kinetic data 
taken at 420°C. The three parameters of rate Equation l8 for model 4 
could not be estimated simultaneously from the 420°C data. 
In Table 10 are the nonlinear estimation results for kinetic models 
1 and 3 calculated from the four data points at 380°C. The results for 
model 2 were not included because this model degenerates to model 1 at low 
temperatures. The three parameters of model 4, again, could not be esti­
mated simultaneously. 
Table 8. Comparison of kinetic models using i+00°C data 
Model Rate equation No. Sum of Std. dev. Parameter values 
Bo. of squares of of 
expt. 
pts. 
residuals 
xlO^ 
residuals 
3 
xlO^ 
Gl G, 83 
1 f = 15 .1306 .305 .105 
.00% 
i = -«lAB 
II = -G^AB-k^BC^/^+k^pC^/^ 
15 .1306 .305 .105 
.004 ON 
vn 
dA -GlAB 
dt 8 B+A 15 .1069 .287 .238 
.122 
1.73 
1.15 
15 .1101 .303 .0615 
.0I25 
.842 
.115 
1.06 
.23 
Table 9- Comparison of kinetic models using H20°C data 
Model Rate equation No. Sura of Std. dev. Parameter values 
•No. of squares of of 
expt, 
pts. 
residuals 
xlO^ 
residuals 
3 
xlO 
• ®1 
^2 
1 I
I 
1 
-8 AB 8 .1348 .438 0 
"e 
.144 
.008 
dA _ 
-e^AB dt 
2 
II 
-e^AB-k^BC^/^+k^DC^/Z 
8 .1350 .439 0 
'6 
.145 
.006 
2 Model 2 - no CO k .0183 .247 0 
"e 
.145 
.006 
2 Model 2 - with CO k .1167 .624 0 .145 
.014 
3 ÔA ^  dt 
-8 AB^ 
BgB+A 
8 .1329 .471 0 1.46 
2.78 
9.54 
19.6 
k dA _ dt 
®2 
-e^A B not analyzed with this data set 
Table 10. Comparison of kinetic models using 380°C data 
Model. 
No. 
Rate equation No. 
of 
expt. 
pts. 
Sum of 
squares of 
residuals 
xlO^ 
Std. dev. 
of 
residuals 
3 
xlO 
Parameter values 
®1 
1 dA _ dt -e^AB k .1269 .650 8 
'8 
.0528 
.0032 
2 
dA _ 
dt 
dB 
dt 
-8 AB 
-e^AB-k^BC^/^+k^PC^/^ 
Model 2 dégénérât es to Model 1 at this temperature 
3 
dA _ 
dt 
-e^AB^ 
GgB+A 
h .02183 .330 0 .0592 .561+ 
.0170 .296 
k 
dA 
dt not analyzed with this data set 
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DISCUSSION OF RESULTS 
The major reaction products of the chlorination of NbOCl^ with COCl^, 
-J ^ 
observed in this work, were NbCl^ and CO^. The 00^ and unreacted 0001^ 
were detected by the gas chromatographic analysis which did not reveal 
the presence of other gaseous components. Other components would not be 
detected if they had been irreversibly adsorbed or had reacted with the 
particular column materials used. This is not the case for CO and Clg, 
however, which could be analyzed with the method used if they had been 
present in the sample. The absence of CO and Cl^ is not evidence contrary 
to the occurrence of dissociation of COClg during or before the reaction. 
An equilmolal mixture of CO and Clg so formed had ample time to recombine 
to form COClg at lower temperatures before the qualitative analysis was 
conducted. The formation of UbCl^ was expected, for it is well establish­
ed in previous work (lU). 
The presence in the reaction products of niobium compounds other 
than EbCl^ and unreacted NbOCl^ was not detected. If present, solid 
decomposition products such as Wb^O^, Nb^O^Cl, or others should have been 
observed during the thermal quench period but were not. Further these 
products should remain insoluble in the alcohol used to dissolve WbCl^ 
and KbOCl^j but insoluble products were not detected. 
The use of statistically designed factorial experiments was planned 
for this study. The conversion data at 380°C were taken according to the 
2 2 factorial design presented in Table 2. These results are actually only 
a portion of the results which were to-be obtained for a larger factorial 
experimental design which was not completed. In the larger experiment the 
temperature and reaction time were also to have been varied in a manner 
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prescribed by the design. The data from these factorial experiments were 
to have been analyzed by the method described by Box and Hunter (T) for 
investigating physical mechanism. Due to the small number of points, the 
data of Table 2 were not treated in this manner but were used instead in 
the nonlinear estimation analysis. 
In this study, only a few simple kinetic models, out of many which 
could be postulated, were considered. Besides models 1 through 4 pre­
viously presented, a few other kinetic models were tested, using primarily 
the UOO°C data, but were rejected because of the physically unrealistic 
parameter values obtained, i.e., negative or excessively large values, 
or because of convergence problems with the nonlinear estimation routine. 
Of those kinetic models tested for describing the chlorination of 
FbOClg by COClg, the empirical model 4, with rate expression given by 
d[NbOCl ] n , 
= -k^LNbOClg] " 5 [COClg] ' (32) 
appears to be best for correlating the kinetic data obtained. This judg­
ment is based, in part, on the comparison of the adequacy of fit of all data 
at all temperatures and the reliability of the parameter estimates for 
models 1, 3, and h presented in Table $. Model 2 was not evaluated using 
the variable temperature set because, as will be discussed later, the rate 
of phosgene dissociation at temperatures of k20°C and below is not signi­
ficant compared to the rate of chlorination of NbOCl^ and this causes 
model 2 to degenerate to become approximately model 1. The "goodness of 
fit" of models 1, 3, and !+ was partially evaluated by comparing the cor­
responding magnitudes of the sum'of squares of residuals, S(0). On this 
basis, it appears that model 3 gives the best fit for the variable 
temperature data, since S(0) is lower than for the other models. Despite 
this apparent better fit, model 3 vas not satisfactory for correlating 
the data, because the parameters of the model, especially 0^, could not 
be calculated with an acceptable degree of confidence. The poor precision 
of parameter estimates is evident from the large values of the standard 
deviation of parameters, s^. The s^ corresponding to was roughly twice 
as large as the parameter itself. When model 3 was specialized to a two 
parameter constant temperature form, and this model evaluated in terms of 
the constant temperature subsets of data at 380, 400 and U20°C, the 
adequacy of fit was again as good or better than the other models. This 
can be noted by comparing the values of S(0) in Tables 8, 9, and 10. 
However, the precision of the values determined for the parameter 0^, 
where 0^ = k^/k^ of Equation IJ, are, in general, very poor. An addi­
tional analysis of this probelm by exploring the sum of squares contours 
of the model is discussed in Appendix B. It is suspected that part of 
the problem in accurately determining the parameter values of model 3 is 
due to poor experimental design. 
In view of the difficulty in determining acceptable values for the 
parameters of model 3, it was dropped from further consideration. More 
extensive, more accurate and better designed kinetic data would be needed 
to determine the true potential of model 3 for describing the chlorination 
of NbOCl- with COClg. 
Of the remaining two models, the empirical model U is best from the 
standpoint of "goodness of fit" as measured by S(0). The results for all 
data in Table 5 show that S(6) for model 4 is about 10% lower than for 
model 1. The significance of this difference is not readily apparent. 
In order to further compare models 1 and i-i- an analysis of residuals of 
these models along lines previously presented was conducted. In particu­
lar, the residuals were subjected to a series of two variable correlation 
analyses in an attempt to discover trends of the residuals versus inde­
pendent variables. Variables considered were the reaction time, initial 
concentrations of NbOCl^, COCl^, NbCl^, Cl^ and CO, final concentrations 
of KfbOCl^, COClg, and NbCl^, total initial reactor pressure, and others. 
Ko significant trends were discovered for either model. In short, the 
analysis of residuals of models 1 and 4 did not give cause to doubt the 
adequacy of either model. 
It is conceivable, that when models 1 and 4 were evaluated at a par­
ticular temperature level, some inadequacy of one or the other might show 
up. In connection with this possibility, it is of interest to note that 
the values of the orders of reaction in model U, determined from only the 
UOO°C data were 0.8U for NbOCl^ and 1.06 for COClg. These values, as 
presented in Table 8, are not significantly different from 0.85 and l.l4, 
the respective orders determined from all data. Unfortunately, the con­
stant temperature data at 380°G and 420°C were not extensive enough to 
make the simultaneous estimation of both reaction orders and the specific 
reaction rate of model 4 reliable, even if possible. 
In view of this, the reaction orders of model h were preset at the 
values determined from analyzing all data. The specific reaction rates, 
of models 1 and 4, the sum of squares of residuals and other data were 
then determined from the constant temperature subsets of data at 380 and 
k20°C. These results along with those at 400°C for comparison were pre­
sented in Table 6. It is apparent from Table 6 that model U, with preset 
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^ reaction orders, correlates the data better than model 1 at both UOO°C 
and 380°C. For the eight data points at U20°C model 1 gives a somewhat 
better fit than model U. In view of the small number of data points az 
U20°C and some factors influencing the reliability of the i(20°C data, 
which will be discussed later, the poorer fit of model 4 at 420°C was 
, not regarded as a serious inadequacy. 
In order to obtain an indication of how well model 4, represented by 
Equation 32, predicts the concentration of NbOCl^ at any time, the results 
of Figure 9 were obtained. Here two concentration-time curves calculated 
using model k were shown, one through the highest and one through the 
lowest initial NbOCl^ concentration in a set of data at 400°C which 
roughly fit the classification of constant initial NbOCl^ and COCl^ con­
centrations. The actual experimental data points plotted in Figure 9 do 
not all fall within the band of these two curves because of experimental 
errors and also because of variations in the initial COCl^ concentrations 
. from run to run. An average initial COClg concentration was used to cal­
culate the smooth curves. A more precise indication of how well model 4 
actually fits this particular data set is obtained by comparing the devia­
tion of these plotted experimental points with the points calculated using 
the model and the actual initial conditions. In all cases but one the 
magnitude of these deviations are not far different from those expected 
due to analytical errors alone. 
The approximate temperature dependency of the specific reaction rate, 
k^, of model k, assuming an Arrhenius form can be expressed as 
= 1.27x10^ exp(-22,100/RT) 
where T is in degrees kelvin and the units of the activation energy are 
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calories per mole. This was obtained by nonlinear estimation analysis of 
all data as per Table 5- This expression is consistent with concentra­
tions in moles per liter and time in seconds. Use of the model for tem­
peratures significantly different from the experimental temperatures is 
not advisable since model 4 is strictly an empirical model and does not 
explain the actual physical mechanism. In particular, the rate and extent 
of the phosgene dissociation above 4$0°C should become highly significant, 
thus probably invalidating this particular kinetic model. 
Constant temperature analysis 
The significance of phosgene dissociation in relation to this study 
was partially examined by analyzing the kinetic data in terms of constant 
temperature subsets of all data. The analysis of data in this manner, 
using again the method of nonlinear estimation, also allowed screening 
out some postulated kinetic models which were thus not examined with all 
data. 
The results of nonlinear estimation analysis of models 1 through U 
using the kinetic data at 400°C was presented in Table 8. From these 
results, the degeneracy of model 2 to model 1 is evident. Referring to 
Table 8, the sum of squares of residuals for model 1 and model 2 are 
essentially the same. Further the value of the specific reaction rate, 
k^, determined by nonlinear estimation, is essentailly the same for both 
models. An examination of the rate expressions for model 2, Equations 
15 and l6, shows that this result would be expected if; l) the term 
1/2 
representing the rate of phosgene dissociation, k^BC , and the term 
3/2 
representing phosgene formation, k^DC , were always approximately equal 
in magnitude or 2) both of these terms were of insignificant magnitude 
compared to the term for the rate of chlorination of NhOCl^, k^AB. Rough 
calculations, using the data of Stranks, indicate that case 2 is correct 
for the range of variables in this data set. In other words, according 
to these results the rate of chlorination of KhOCl^, if it proceeds 
through reaction with the phosgene molecule, is not significantly affect­
ed by the simultaneous consumption of phosgene due to dissociation at 
koo°c. 
The results of nonlinear estimation analysis of the models using the 
data at 420°C are likely to be less reliable than those for the 400°C 
data for the following reasons. The number of experimental runs avail­
able for analysis viz., 8 points, was about half that of the 400°C data. 
Three of the runs at k20°C, namely 106, 107, and 108, were replications 
which provided useful information regarding experimental error but were 
not effective in increasing the range of the variables studied. 
When an attempt was made to fit the k20°C data with the general three 
parameter model h, a convergence problem was encountered with the non­
linear estimation routine in which the values of the parameters, as a 
function of the iteration step, oscillated wildly. This problem was 
probably a result of the inadequate experimental design, coupled with too 
few data points. 
Results analogous to those at 400°C were obtained when model 1 and 
model 2 were evaluated using the k20°C (see Table 9). Here again, the 
sum of squares of residuals and the values calculated for the specific 
reaction rate were essentially the same for both models. Thus even at 
this temperature the consumption of phosgene by dissociation does not 
appear to be significant. 
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Because of the incomplete experiments, little could be learned about 
the effect of CO on the reaction. However, the 420°C data was broken up 
into two equal number sets; the first in which CO was not added (runs 106, 
107, 108, and 202) and the second in which CO was added (runs 101, 103, 
105, and 111). Model 2 was used to correlate the data of these two sets. 
As would be expected the first set, consisting of the three replicates, 
gave a much lower value of S(6). However, the values of the specific 
reaction rate calculated from each of the data sets is essentially the 
same, viz., 0.l4$. Thus, if CO has an effect, it was not reflected in 
the calculation of the parameter of model 2. 
Since only four data points were obtained at 380°C little can be 
learned from this data set when analyzed from a constant temperature 
standpoint. 
Advantages of nonlinear estimation method 
Some advantages of the method of nonlinear estimation became apparent 
in this study. These will be discussed briefly. 
Because of the small number of data points at U20°C and particularly 
at 380°C, the usual method of correlating kinetic data in which the data 
is treated in terms of constant temperature sets was not a reliable method 
for this study. Using the nonlinear estimation method, all data at all 
temperatures could be utilized in one single operation for estimating the 
parameters of a model. Increasing the sample size in this manner greatly 
increases the reliability of the parameters values determined for a given 
model. Further the isolated data points at 360, 440 and 450°C could 
effectively be utilized in the estimation of reaction orders and specific 
reaction rates of a tentatively assumed model. 
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One source of error in the constant temperature treatment came from 
assuming all data were taken at precisely the same temperature within a 
given set. Contrary to this assumption, two of the runs classified as 
380°C data were actually 382°C as reported in Table 1. Other small tem­
perature variations are apparent in Tables 3 and 4. In using the non­
linear estimation method for all data, the temperatures were used as 
reported in Tables i, 3, and 4, thus eliminating this error. 
The calculation of the frequency factor and the activation energy 
is more reliable using nonlinear estimation. When using this method the 
values of the frequency factor and the activation energy are determined 
directly from an analysis of variable temperature data as presented in 
Table 5. This is in contrast to the usual method of kinetic analysis in 
which the specific reaction rates calculated for each constant temperature 
data set are used as data for a log k versus l/T plot. From this the fre­
quency factor and activation energy are determined as the intercept and 
slope respectively of the straight line, usually determined by linear 
least squares, which fits the data. A comparison of these two approaches 
for determining the temperature dependency of k^ in model k was made in 
Figure 8 using the data of Table 7• A significant difference in the 
values of v and E for the two methods is readily apparent. The nonlinear 
estimation analysis of variable temperature data should provide the more 
reliable values of v and E for the following reasons. Calculating y and 
E, from analysis of constant temperature data involves a double estimation 
procedure, first of k and then of v and E, with potential for greater 
error than when v and E are determined directly by nonlinear estimation 
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of variable temperature data. The linear least squares fit of log k 
versus l/T data weighs each log k, determined for a different tempera­
ture, equally. This is only appropriate when ; l) the same number of data 
points went into establishing each k at each temperature and 2) the errors 
in determining k at each temperature level are approximately the same. 
In this case it is evident from Figure 8 that the data at 440 and 450°C 
were heavily weighed by the linear least squares method in determining the 
least squares line despite the fact that only one data point was avail­
able at each temperature. On the other hand the nonlinear estimation 
prediction more appropriately weighs the 1+00 and 420°C data heavier since 
more data points were taken at these temperatures than at others. These 
and other advantages of nonlinear estimation for handling variable tem­
perature kinetic data have also been illustrated by Peterson (33). 
Errors 
2 An estimate of the experimental error variance, s^, was calculated 
from the three replications represented by runs 106, 107, and 108 at k20°C. 
2 The value of s^ calculated from these data through Equation 2h was 
, -8 0.5x10 . As outlined previously, this statistic can be compared with 
2 the sample estimate of the error variance, s , as a test of the adequacy 
2 
of a particular kinetic model. Using the value of s for model 4, deter-
2 2 
rained from analysis of all data, the ratio of s to s^ is approximately 
2.6. A comparison of this ratio with the F statistic at a 93% confidence 
level shows this ratio is not significant. That is, the ratio is not of 
large enough magnitude to indicate model 4 is inadequate. This comparison 
is made with reservation, however, because only three replications went 
2 into determining and because a comparison with the F statistic is not 
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entirely rigorous for models nonlinear in the parameters. 
Some of the possible contributions to the experimental error in zhiz 
study were investigated. One such source of error was in the analytical 
procedures for determining the concentration of NbOCl... For most of the 
experimental runs duplicate analyses were made. This provided consider­
able data for an estimate of the variance in the experimental NbOCl^ con-
2 
centration due to analytical errors. The.analytical error variance, s , 
so determined was O.UoxlO ^ or in terms of standard deviation, s -
a 
""3 
.068x10 . Since this value was based on a large number of replications 
it should be a reliable estimate. It will be noted that the standard 
error estimated from replications of the entire experiment is on the order 
of U times as large. A larger value of s^ is to be expected, when one con­
siders the other possible sources of error in the experiment besides 
analytical errors. 
One such error was due to the temperature'transients' during the reac­
tion. Some experimental measurements of these transients were presented 
in Figures 6 and 7- An estimation of the errors introduced by these 
transients in the calculation of the specific reaction rate, k and the 
final NbOCl^ concentration was made as follows. It is shown in Appendix 
C that if the temperature during the reaction is erroneously assumed to 
be constant when in actuality transients exist at the beginning and the 
end of the reaction, an erroneous specific reaction rate, k', will be 
calculated from an integrated form of the rate expression. An expression 
for the percent error in calculating k in this situation was derived in 
Appendix C. Based on this analysis the percent error in k calculated from 
Equation 57 was 1.2% for run 202 at 400°C and 3.6% for run 113 at 4l8°C. 
TJ 
The higher error ac Hl8°C is a result of the longer duration of the initia 
transient as well as the bigger temperature drop for heat transfer. For 
this study the error was systematic in the sense that the temperature 
during the transient period was always lower than the assumed reaction 
temperature but also random in the sense that the duration of the transien 
period varied from one run to another. Thus, the values of the specific 
reaction rate, k', calculated on the assumption of constant temperature 
were always lower than the true k but also varied randomly due to random 
differences of the duration of the transient period from run to run. 
An attempt to assess the effect of the temperature transients on the 
observed final concentrations of NbOCl^ is not so easy. As'an approxima­
tion one could assume that model 1 was the true model and then calculate 
..the change in concentration from an integrated. form of the rate expression 
Equation l4, due to a 1.2 and a 3.5% variation in k^. The results of 
these calculations for run 202 indicate that a 1.2% decrease in k_, results 
in an approximate Q.hk% increase in the calculated final NbOCl^ concentra­
tion. Run 113 was not analyzed but if a 3.6% decrease in k^ was possible 
for run 106 at k20°C the resulting increase in the final NbOCl^ concentra­
tion would be approximately 1.5%-
Other errors in the experiment affecting the final NbOCl^ concentra­
tion are not susceptible to quantitative characterization. Possible error 
sources are nonhomogeneous batches of UbOCl^ used to fill the reactors, 
significant occurrence of decomposition of NbOCl^, among others. 
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CONCLUSIONS 
1. The major products from the vapor phase chlorinatioa of r.iooiurri 
oxytrichloride with phosgene under conditions of this study are niobium 
pentachloride and carbon dioxide. A limited gas chromatographic analysis 
of the noncondensed product gas at room temperature failed to reveal 
traces of other gaseous products. Niobium compounds other than NbOCl^ 
and NbCl^ were not detected after chlorination. 
2. The rate of dissociation of phosgene into carbon monoxide and 
chlorine is negligibly slow compared to the rate of chlorination of nio­
bium oxytrichloride at 420°C and lower temperatures and for the conditions 
of this study. Assuming NbOCl_ is chlorinated by reaction with the 0001 
molecule, the dissociation of 0001^ as a competing reaction is not signi­
ficant. This conclusion is based in part on a study of the available 
literature presenting kinetic data for phosgene dissociation. 
3. The kinetic data obtained in this study for the chlorination of 
niobium oxytrichloride by phosgene could be correlated by an empirical 
kinetic model of the form 
d[Nb001,] 
———= -k[m)Oci^]™ [cooig]^ 
The values of m and q_ believed to be most reliable are m = 0.85 and q = 
l.l4. These values were determined by nonlinear estimation analysis of 
all, variable temperature, data. The temperature dependency of the 
specific reaction rate, k, in the above rate expression, assuming an 
Arrhenius form was established as 
k = 1.27x10^ exp(-22,100/RT) 
81 
where T is the absolute temperature in decrees kelvin and the units Tor 
the activation energy are calories per mole. The values of k above are 
consistent with concentrations in moles per liter and time in seconds. 
The range of temperature for which the expression above applies is 
approximately 36O to 4$0°C. 
The use of nonlinear estimation of parameters in this study was 
extremely advantageous. The flexibility of the nonlinear estimation 
method for handling kinetic models with implicitly defined dependent 
variable and nonlinear parameters permitted the evaluation of certain 
types of models which could not otherwise be done without specially de­
signed experiments. The capability of the method for analyzing variable 
temperature data improved the reliability of the reaction orders calcu­
lated over those obtainable by a constant temperature analysis. Errors 
in determining the temperature dependency of the specific reaction rate 
by ordinary kinetic treatment of constant temperature data were reduced 
by application of nonlinear estimation. 
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RECOMMENDATIONS 
It bccojno apparent during the courac of this work fh.Tu ult'.-r.';:;.!. ! v.-
experimental procedures would likely facili Late more r.-i,|,.i.d acquisition ci' 
kinetic data of greater precision than possible in this work. A Taster 
and more accurate quantitative analysis might be possible using gas 
chromatographic analysis of the reaction products, carbon.dioxide and 
unconverted phosgene. The NbOCl^ conversion could then be inferred by 
stoichiometric consideration. An even more efficient procedure might 
be to use some indirect method for following the reaction. A possibility 
is to follow the change in light transmission through the reaction mix­
ture as a function of time. In this manner an entire concentration time 
curve might be obtained from one experimental run. Gloor (l6) has indi­
cated that the composition of a FoGCl^-KbCl^ mixture can be inferred from 
optical absorption techniques. 
The effects of other variables, such as the concentrations of CO and 
Clg, on the reaction rate were not evaluated in this work, A determina­
tion of the effect of these variables and an extension of the range of 
temperature and concentrations used in this study would be of value in 
determining a more reliable kinetic model and might provide some insight 
into the actual kinetic mechanism involved. 
From an industrial'standpoint, other chlorinating agents such as 
carbon tetrachloride or thionyl chloride might be preferred to phosgene 
if the rates of chlorination of NbOCl^ with these agents were signifi­
cantly higher. As far as the author knows these alternative chlorinating 
agents have not been studied. 
Recent studies by Hart and Meyer (17) and Saeke (37) have provided 
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thermodynaiaic data foi' the dissociation of NbOCl^ into Mb,. 0,. and KbCl^ ... 
Analogous data for other decomposition reactions which lead to Nb^O^Cl, 
NbOgCl and Nb^O^Cl^ do not appear to exist. Even the nature and condi­
tions for formation of the latter compounds does not seem to be very clear. 
Studies to provide data for these reactions would certainly be of value. 
The analysis of residuals could be a useful tool in kinetic model 
building. Kot only are inadequacies of a tentatively assumed model reveal­
ed but in some cases information for obtaining a better model are provided. 
The residuals are a natural output of a nonlinear estimation computer 
program and are thus conveniently available for analysis. 
The well known need for good experimental design for distinguishing 
between potential kinetic models and evaluating their adequacy was also 
evident from this study. The importance of designing experiments to 
obtain reliable estimates of the experimental error cannot be 
overstressed. 
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APPENDIX A 
Gauss method for nonlinear estimation of parameters 
Nonlinear estimation of parameters is a numerical method which, for 
a given set of experimental data, provides a set of parameter estimates 
for a postulated model which satisfy the least squares criteria. The term 
nonlinear stems from the capability of the method for treating models in 
which the parameters appear nonlinearly, i.e., other than to the first 
degree. However, the method also applies for models which are a system 
of one or more ordinary or partial differential equations which can not 
be integrated to provide an explicit form for the response function. 
Symbolically, and in keeping with the nomenclature of current litera­
ture, the problem to which nonlinear estimation applies might be outlined 
as follows: In a given kinetic or other physical study, 51 runs might be 
performed in which N experimental observations of some response, e.g., 
concentration of a key component, might be made. For the u^^ run the k 
independent variables, e.g., time, temperature, concentration, etc. 
denoted as , are set at specified levels. Let y^ be the 
response observed experimentally for the u"^^ run. Let 
= (?2u' ^ 2u' ^ku^ the corresponding vector of settings of 
independent variables. A model for the process might be of the form 
n = f(l,e) (33) 
Here 6 = is a vector of the P parameters of the model. For 
kinetic studies, % would include the orders of the reaction, specific 
reaction rates, and activation energies among others. The response 
predicted by the model is n- As mentioned, n may not necessarily be de­
fined explicitly but could also be defined only implicitly through some 
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numerical integration scheme. For the application of nonlinear estia,aûion, 
it is only required that n be real and single valued for given values of 
J "t 
^ and 0. 
In general, even for a "true" model the predicted response, r,, differs 
from the corresponding measured response, y, due to errors of the experi­
ment. For the u^^ run 
v^r\ ' % 
where e^ is the associated error usually assumed to be random with zero 
"fc ]n 
mean. The discrepancy, y^-q^, is also known as the u residual. 
The problem of determining parameter estimates can now be stated as 
follows; given N sets of experimental observations of y along with the 
—y 
corresponding settings of variables, Ç, and a postulated model, n, of 
known form but with unknown parameter values, how are estimates of the 
parameters, 0, to be determined? The least squares criteria for solving 
this problem is to choose those parameter values which minimize the sum 
of squares of residuals, a function defined as 
N 2 
s(8) = E (y^-fu) (35) 
u=l ^ 
Using this criteria, the parameter values can be obtained, in theory, by 
solving the P normal equations which are those equations generated by 
setting the P partial derivatives of S(^), with respect to the parameters, 
equal to zero. However, for the type of models for which nonlinear esti­
mation methods are concerned, the normal equations are not easily solved 
or are defined only numerically. To proceed with the minimization of 
S(6) in these circumstances, the Gauss method for nonlinear estimation can 
be used. Methods such as steepest descent, Marquardt's- compromise, and 
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others could also be applied (l2). 
The Gauss method of solution involves an iterative nuraerical proce­
dure. Initial "guesses", of the values of the parameters are made and 
then these guesses improved upon vith each successive iteration stop (to 
be described) with a corresponding reduction in S(^) until the "best" 
set of parameter values, denoted 0, are found for which S(W) is a minimum. 
The algorithm is developed by first expanding the response function, 
f(ç,0), for the u'^^ run in a Taylors series expansion about a set of 
initial guesses, or current estimates, of the parameter values. Let the 
vector of initial parameter estimates be designated as By neglect­
ing higher order terms of the Taylors expansion, the response function may 
thus be approximated, when "6 is close to as 
+ ï (e^-e '°') (36) 
r=l r 6=6 
To simplify writing, let 
o(o) . o ^a(o) 
r r (37) 
be the correction to the r^^ parameter and let 
be the partial derivative of the response function with respect to the 
parameter, 6^, evaluated at the o"^^ estimation of parameter values, 8^°^. 
The linerarized version of the response function. Equation 36, may now be 
substituted into the sum of squares of residuals, Eq_uation 35- Using the 
above definitions and one further simplification, viz., 
- f 139) 
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the sum of squares function becomes 
S(e^ = E (2^°) - Z (40) 
u=l ^ r=l • ^ 
The N settings of independent variables are known, and the parameters have 
been fixed at the value 0^°^ so that when the partial derivatives are cal­
culated in some manner, the above expression is a linear function in terms 
of the P unknown parameter corrections, 3^°^ r=l,2,...P. At this point, 
the s'um of squares function is in a form analogous to that obtained for 
linear least squares. The theory of linear least squares can be 'applied 
to obtain the parameter corrections. In this case, taking the P partial 
derivatives of S(?) defined by Equation 40, with respect to 3^°^ and 
setting them equal to zero defines P normal equations which, when solved, 
yield those values of 3^°^ which would minimize S(^) if the Taylors ex­
pansion used was not just an approximation. The resulting system of P 
algebraic equations, after expansion and rearrangement, can be expressed 
as follows ; 
- ^ <1 + «2 : -«p WuP = : 'ui \ 
X 4 + +Sp Ï = z \ 
%  ^ * «2 "  ^ 4 =  ^ \ 
where all summations are from 1 to N. The superscripts denoting the 
iteration have been omitted for simplicity. It is observed that the 
coefficients of the unknown parameters are all determinable squares 
or cross products of the partial derivatives of the response function 
with respect to the indiviudal elements of B. The right hand side of the 
93 
system of equations also involves but this is a calculatable quantity. 
It is convenient, for purposes of solving the above systera of equauions 
for l3^, to write the system in terms of a matrix equation. Appropriate-
matrix definitions are as follows; 
Let 
F = 
^11 ^12 
f f 21 22 
f f Ml rj2 
.. f, 
IP 
2P 
NP 
be the N X P matrix of partial derivatives. 
Let 
Z, 
Z = 
1 
and b = 
where Z is an N dimensional column vector of the discrepancies, 
y^ - f(Ç^,0 ), and b is the P dimensional column vector of parameter 
corrections. In all of the above definitions the superscripts have been 
omitted but it is understood that the elements of these matricies have 
—y 
numerical values only when referring to a fixed choice of 6, for example 
the initial estimate 8^°^. 
Using these definitions the system of algebraic equations can be 
expressed in terms of matricies as 
(F^F)b = F^Z (42) 
where the superscript T denotes the transpose matrix. Provided the matrix. 
F F, is non singular, the solution of this system of equations is given 
by 
Î = (f'^F) ^ F^Z {k3) 
/ \ — I 
where (F FJ is the inverse matrix. 
The object of this development has been to determine the parameter 
values, 0, which minimized S(0). If the response function or model, 
f(|^,^), had been linear in the parameters, then the elements of the 
—y f o ) 
vector, 0 + b, would be the desired least squares estimates of the 
parameters. Because of nonlinearity, however, this is not true in this 
case. Instead, "better" parameter estimates for a new iteration are 
determined from the elements of the correction vector as 
(1) _ 0(0) 
1 ®1 
(1) _ 
2 4°' + 4°' 
ihk) 
and so forth. We can now use these revised estimates, 0^^^, in the same 
r 
( o ) 
role as the initial estimates, 6^ , and go through exactly the same 
procedure to obtain another revised set of parameters. This iterative 
process is continued until the correction vector, b, becomes arbitrarily 
small. That is until 
I - 0^^)) = z- 3"^^^ < E (45) 
r=l ^ ^ r=l ^ 
where e is some arbitrary small number. At this point the least squares 
parameter values, 0, are taken to be the last revised set of parameters, 
formally, the sum of squares, S(^), decreases at each stage of the itera­
tion, with possible exception of the first few, until it reaches an 
95 • 
approximate minimum value when the parameter correction becomes small. 
However, if the initial estimates of the parameters, are bad (deviate 
markedly from 9) the procedure may fail and S(~0), as a function of itera­
tion step may oscillate wildly or increase without bound. 
Computer program 
A sample computer program, written by the author, to carry out the 
calculations for nonlinear estimation just described is presented at the 
end of this Appendix. A brief outline of the major operations for the 
first iteration is as follows : ^ . 
1) Read in the independent variable settings, and the experi­
mentally measured responses, y^, for each run in the data set 
of interest. 
2) Read in initial estimates for all parameters, 8^°^ 
3) For all runs, evaluate 
a) The response predicted by the model, f(g^,8^°)) 
2 b) The discrepancies Z and Z 
u u 
c) The partial derivatives of the response function with respect 
to all P parameters (evaluated at 0"^°^) ~ 
4) Compute the sum of squares of residuals, S(8^°^) = E 
5) Define the F matrix 
6) Compute the transpose of F 
7) Calculate the matrix F F 
3) Calculate the matrix f'^ Z 
9) Invert the matrix FF 
10) Calculate the elements of the correction vector from Equation 4-3 
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11) Test magnitude, of b to see if convergence criteria met. 
12) If not, calculate revised parameter estimates through relations 
such as Equation kk and repeat above from step 3. 
In this study the models, or response functions, were always defined 
implicitly through one or more ordinary differential equations. To 
evaluate the response predicted by the model corresponding to a ,given 
set of parameters, a fourth order Runge Kutta algorithm was used. This 
numerical integration was carried out in a separate subroutine written 
for that purpose. Further the model itself was defined as a function 
subprogram to facilitate changing from one model to another. 
The necessary partial derivatives were evaluated by a numerical 
approximation from the definition of a partial derivative. 
3f(G_,8) 
8 8  
r 
,(o) a(o) a(o) a(o)\ ^(o) 
where A6^ is an arbitrary small perturbation of the parameter, G^, in this 
study usually taken to be equal to 0.01 6^. 
The matrix inversion was done in double precision using a standard 
library routine called DMATNV which is based on a Jordan elimination 
method. The determinant of the matrix to be inverted was also provided 
to check against ill conditioned matrices. Further a calculation was 
included in the main program to provide the calculated identity matrix 
for examination for an indication of accuracy of the inversion routine. 
Convergence to the minimum sum of squares was defined arbitrarily to 
occur when the sum of the fractional corrections to the parameters was 
less than a small"'number which was usually taken to be 0.00$. That is. 
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when 
P 
S 6, 
r=l • 
< 0.005 
r r — 
An optional routine for exploring the sum of squares surface as a 
function of the parameters' was also included. As written, only two 
parameters are varied. If the model contains more than two parameters, 
all but two must be fixed. The grid in the parameter space was defined 
in terms of multipliers of the appropriate standard deviation of 
parameters. 
The printed output of the program is evident from the sample which 
follows. The residuals and corresponding run numbers were also provided 
by the program on punched cards for later use in another program designed 
to investigate the correllation of residuals with appropriate experimental 
variables. 
The following table defines the correspondence between most of the 
names used in the computer program and the symbols used in the above 
description and in previous discussion. 
Table 11. Definition of names used in computer program 
Name in Definition Symbol in 
c omput er t ext 
program 
A matrix, used for two different matrices F^F also (F^F) 3T3^-1 
ADOT function subprogram name; defines 
postulated model 
dA/dt 
ALPHA vector of parameters in optional sum of 
squares exploration program 
0 
i 
vo
 1 
C
O
 i 
Table 11. (Continued) 
Name in 
computer 
program 
Definition Symbol in 
• text 
B vector, used for two different vectors f I .also b 
BETA vector of perturbed parameters 
—> -y 
8 + AG 
BOOB subroutine for Runge Kutta integration of-
postulated model . 
CHAT response predicted by model n 
DEL parameter increment for partial derivative AG 
ERRVAR experimental error variance 2 s 
e 
FTEST ratio of variances s2/s2 
e 
KOORD integer multipliers for computing grid in 
parameter space 
PD matrix of partial derivatives F  
PDT transpose of matrix of partial derivatives f  
RNUM run number 
SSDEV sum of squares of residuals S(6) 
STDP standard deviation of, parameters 
l
i
 
temperature 
vector of parameters in main program 
T 
0 
Tliffi total reaction time t 
r 
VARMOD sample estimate of error variance 2 s 
VARP variance of parameter estimates 2 
VENUS key for entry into optional program for 
exploring sum of squares surface — 
X 
Y 
Z 
vector of independent variables settings 
vector of experimentally measured response 
vector of discrepancies 
-y 
y . 
y-n 
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b E G l N  C O M P I L A T I O N  
S . O O C  I  
S . 0 0 0 2  
S . 0 0 u 3  
S . 0 0 Û 4  
S . Û 0 C 6  
S.00Q6 
S . 0 0 0  7  
S.00C8 
5 . 0 0 0 9  
5 . 0 0 1 0  
5 . 0 0 1 1  
5 . 0 0 1 2  
S . O O l i  
5 . 0 0 1 4  
5 . 0 0 1 5  
5 . 0 0 1 6  
5 . 0 0 1 7  
5 . 0 0 1 8  
5 . 0 0 1 9  
S . 0 0 2  0  
G A U S S  M E T H O D  F U R  N O N L I N F A R  L E A S T  S Q U A R E S  E S T I M A T  l U N  -  0 .  I l .  R O C S  I  r . E H  
DIMENSION Y(50),X( 50i6l  ,CHAT( 50),TIME(50),THETA(6).DEL((i), 
l T t M P ( 5 0 1 , B E T A ( 6 ) , R N U M { 5 0 )  
D I M E M S i O N  K 0 0 S D ( 4 , 6 , 6 » , V A R P ( 4 ) , S T D P ( 4 ) , U 1 2 , 6 , 6 ) , A L  P U A  1 4 ) ,  
1 S S 0 R ( 1 0 , 1 C )  
D O U B L E  P R E C I S I O N  A ( 6 , 6 ) , B ( 6 ) ,  S S D Ç V ( 5 0 ) , Z ( 5 0 )  ,  P D ( 5 0  , 6 I , P O T ( 6 , 5 C ) ,  
1 A I D T ( 6 , 6 ) , S A V E I 6 , 6 )  
D O U B L E  P R E C I S I O N  P I V Û T , D E T , S U M S O , S U M  
D O U B L E  P R E C I S I O N  I N D E X I ( 6 ) , I N 0 E X 2 ( 6 I , I P I V O T ( 6 )  
K P  I S  N O .  O F  P A R A M E T E R S  ,  N M A X  I S  N O .  O F  E X P E R I M E N T A L  O U S F : R V A T  1  ( I N S  
K P = 4  
N M A X = 3 1  
J M A X = 5  
V E N U S = - 2 . 0  
R E A D  (  1 , 8 4 4 )  (  K N U M  ( N ) , X ( N , 1 ) , Y { N ) , T I  M E ( N ) , N  =  1 , M M A X )  
R E A D  ( 1 , 4 4 4 )  ( R N U M ( N ) , X ( N , 2 ) , X ( N , 3 ) , X ( N , 4 ) , X ( N , 5 ) , N = 1 , N M A X  I  
R E A D  ( 1 , 4 4 5 )  ( T F M P ( N ) , N = l , N M A X I  
R f c A D  ( 1 , 2 C 2 )  ( T H E T A ( K ) , K = 1 , K P )  
R E A D  ( 1 , 2 0 2 )  ( 0 E L ( K ) , K = 1 , K P )  
7 0 1  R E A D  ( 1 , 8 0 0 )  (  (  (  K O O R l )  (  K  ,  I  ,  J  )  ,  K = 2 , 3  )  ,  J  =  1 ,  J M  A X  )  ,  I - 1 ,  J  N  A X  )  
W R I T E  ( 3 , 8 4 4 )  ( R N U M ( N ) , X ( N , 1 ) , Y ( N ) , T I  M E ( N )  , N = 1 , N M A X )  
W R I T E  ( 3 , 4 4 4 )  (  R N U M  (  N  )  ,  X  (  N ,  2  )  ,  X  (  N  , 3  )  ,  X  (  N  , 4  )  , X  ( ' J ,  5  )  ,  N =  I ,  N M  A X  I  
W R I T E  ( 3 , 4 4 5 )  ( T E M P ( N ) , N = l , N M A X )  
W f ^ I T E  (  3 , 2 0 2 . )  (  T H t T A ( K )  , K = 1 , K P )  
W R I T E  ( 3 , 2 0 2 1  ( D E L ( K ) , K = 1 , K P )  
S . 0 0 2 1  
S . Ù 0 2 2  
S . Û 0 2 3  
S . 0 0 2 4  
S . 0 C 2 5  
S . Ù 0 2 6  
5 . 0 0 2 7  
5 . 0 0 2 8  
5 . 0 0 2 9  
S  . 0 0 3 0  
S .  0 0 3 1  
5 . 0 0 3 2  
5 . 0 0 3 3  
S . 0 C 3 4  
5 . 0 0 3 5  
5 . 0 0 3 6  
5 . 0 0 3 7  
5 . 0 0 3 8  
5 . 0 0 3 9  
S  . 0 0 4 0  
5 . 0 0 4 1  
5 . 0 0 4 2  
5 . 0 0 4 3  
5 . 0 0 4 4  
5 . 0 0 4 5  
5 . 0 0 4 6  
I T  =  0  
N O P T = 0  
T S U M = 0 . 0  
0 0  2 6  N = 1 , N M A X  
2 6  T S U M  =  T S U M t T E M P ( N )  
T B A R  =  T S U M / N M A X  
1 0 0  S U H S Q =  0 . 0  
1 T = I T  +  1  
S S D f c V ( I T ) = 0 . 0  
C A L C U L A T E  P R E D I C T E D  R E S P O N S E  
O U  5  N = 1 , . N M A X  
W = ( 1 . 0 / T E M P ( N ) ) - ( 1 . 0 / T B A R )  
C A L L  B O O B { X , T I M E , T H E T A , N , C H A T ( N ) , W )  
Z ( N )  =  Y ( N ) - C H A T I N )  
S U M S Q = S U M S g + Z ( N ) * Z ( N )  
I F  ( N O P T )  2 2 , 2 2 , 2 1  
2 1  W R I T E  ( 3 , 4 2 1 )  R N U M ( N ) , Z ( N ) , C H A T ( N )  
W R I T E  ( 2 , 4 4 6 )  R N U M ( N ) , Z ( N )  
2 2  C O N T I N U E  
C O M P U T E  P A R T I A L  D E R I V A T I V E S  
D O  5  J  =  1 , I < P  
2  D O  3  1 = 1 , K P  
3  B E T A ( I ) = T H £ T A ( I )  
B E T A ( J ) = T H E T A ( J ) + D f c L ( J )  
C A L L  B O O B ( X , T I M E , B E T A , N , P A T U R B , W )  
P D ( N , J ) = ( P A T U R B  -  C H A T ( N ) ) /  D E L ( J )  
5  C O N T I N U E  
S S D E V ( I T )  =  S U M S O  
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s . 0 0 4 7  
5 . 0 0 4 8  
5 . 0 0 4 9  
S . 0 0 5 0  
S . O O b l  
5 . 0 0 5 2  
5 . 0 0 5 3  
5 . 0 0 5 4  
5 . 0 0 5 5  
5 . 0 0 5 6  
5 . 0 0 5 7  
5 . 0 0 5 8  
5 . 0 0 5 9  
5 . 0 0 6 0  
5 . 0 0 6 1  
5 . 0 0 6 2  
5 . 0 0 6  3  
S . 0 0 6 4  
5 . 0 0 6 5  
5.0066 
5 . 0 0 6 7  
5 . 0 0 6 8  
5 . 0 0 6 9  
5 . 0 0 7 0  
5 . 0 0 7 1  
5 . 0 0 7 2  
5 . 0 0 7 3  
5 . 0 0 7 4  
5 . 0 0 7 5  
5 . 0 0 7 6  
5 . 0 0 7 7  
5 . 0 0 7 8  
5 . 0 0 7 9  
5 . 0 0 8 0  
5 . 0 0 8  1  
S . Ù 0 H 2  
S  . 0 0 8 3  
5 . 0 0 8 4  
5 . 0 0 8 5  
5 . 0 0 8 6  
5 . 0 0 8 7  
5 . 0 0 8 8 _  
5 . 0 0 8 9  
5 . 0 0 9 0  
5 . 0 0 9 1  
5 . 0 0 9 2  
5 . 0 0 9 3  
C O M P U T E  T R A N S P O S E  U F  P A R T I A L  D E R I V A T I V E  M A T R I X  
O ù  6  1 = 1 , K P  
0 0  6  J = 1 , N M A X  
6  P D T ( 1 , J ) =  P D t  J , I )  
M U L T I P L Y  P D T  T I M E S  P O  S E T  E Q U A L  T O  A  M A T R I X  
O U  9  I = 1 , K P  
0 0  9  J = 1 , K P  
S U M = 0 . 0  
D O  7  L = 1 , N M A X  
7  S U M = S U M  +  P D T ( I , L I * P D ( L , J )  
9  A ( I , J ) = S U M  
M U L T I P L Y  P D T  T I M E S  l  S E T  E W U A L  T O  D  M A T R I X  
D O  1 3  1 = 1 , K P  
S U M = C . O  
O U  1 1  L = 1 , N M A X  
1 1  S U M  =  S U M  *  P O T ( I , L I *  Z I L I  
1 3  B ( I  )  =  S U M  
S A V E  A  M A T R I X  
D O  1 0  1 = 1 , K P  
D O  1 0  J = 1 , K P  
1 0  S A V E ( I , J ) =  A ( I , J (  
H K I T t -  ( 3 , 1 3 3 )  I T  
I N V E R T  A  M A T R I X  
C A L L  D M A T N V  ( A , K P , B , 6 ,  1 , D E T , I N D E X 1 , I N 0 E X 2 , I P I V Û T , P I V O T  I  
W R I T E  ( 3 , 1 2 1 )  ( ( A d  , J ) , J  =  1 , K P ) , I  =  1 , K P  I  
W R I T E  ( 3 , 1 2 2 )  ( 8 ( 1  ) , I = l , K P )  
W R I T E  ( 3 , 9 2 )  D E T  
C O M P U T E  I D E N T I T Y  M A T R I X  
D U  1 2  1 = 1 , K P  
D U  1 2  J = 1 , K P  
S U M = 0 . 0  
D U  1 4  L = 1 , K P  
1 4  S U M = S U M + S A V E ( I , L ) * A ( L , J )  
1 2  A 1 0 T ( I , J ) = S U M  
W R I T E  ( 3 , 8 1 )  ( ( A I D T d  , J )  , J  =  1 , K P ) , I = 1 , K P  )  
D E T E R M I N E  N E W  P A R A M E T E R  E S T I M A T E S  
T E S T  = 0 . 0 ,  
I F  (  I T - 2 )  3 3 , 3 4 , 3 5  
3 3  D U  4 0  1 = 1 , K P  
T E S T  =  T E S T  + D A D S ( B ( I ) / T H E  T A ( 1 )  )  
T H E T A ( I ) = T H f c T A ( n • +  B ( i ) / 4 . 0  
4 0  U E L ( I )  =  C . C 1 » T H E T A ( 1 )  
6 U  T U  2 2 2  
3 4  0 0  4 1  1 = 1 , K P  
T E S T  =  T E S T  + D A B S ( B ( I ) / T H E  T A ( I )  )  
T H E T A ( I ) = T H E T A ( I ) + B ( I ) / 2 . 0  
4 1  D E L ( I )  =  0 . C 1 * T H É T A ( I )  
G O  T U  2 2 2  
3 5  C O N T I N U E  
D O  1 5  1 = 1 , K P  
T E S T  =  T E S T  + D A B S ( B ( I ) / T H E T A ( I )  )  
T H E T A ! I ) =  T H E T A ( I )  *  B ( I )  
1 5  D E L (  I  )  =  0 . 0 1 » T H E T A ( I  I  
2 2 2  C O N T I N U E  
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s . 0 0 9 4  
5 . 0 0 9 5  
5 . 0 0 9 6  
5 . 0 0 9 7  
5 . 0 0 9 8  
5 . 0 0 9 9  
5 . 0 1 0 0  
s.0101 
s.0102 
5 . 0 1 0 3  
5 . 0 1 0 4  
5 . 0 1 0 5  
S  . 0  1 0 6  
S . 0 1 0 7  
5 . 0 1 0 8  
5 . 0 1 0 9  
5 . 0 1 1 0  
5 . 0 1 1 1  
5 . 0 1 1 2  
5 . 0 1 1 3  
5 . 0 1 1 4  
5 . 0 1 1 5  
S . 0 1 1 6  
5 . 0 1 1 7  
5 . 0 1 1 8  
5 . 0 1 1 9  
S . 0 1 2 C  
5 . 0 1 2 1  
5 . 0 1 2 2  
5 . 0 1 2 3  
5 . 0 1 2 4  
5 . 0 1 2 5  
5 . 0 1 2 6  
5 . 0 1 2 7  
5 . 0 1 2 8  
5 . 0 1 2 9  
5 . 0 1 3 0  
5 . 0 1 3 1  
5 . 0 1 3 2  
5 . 0 1 3 3  
5 . 0 1 3 4  
5 . 0 1 3 5  
5 . 0 1 3 6  
S  . 0 1 3 7  
5 . 0 1 3 8  
5 . 0 1 3 9  
5 . 0 1 4 0  
b A C T  =  1 . 9 8 7 2 * T H E T A ( 2 I  
F R E O = T H E T A ( 1 I » E X P I T H E T A ( 2 ) / T B A R 1  
r t R I T E  ( 3 , 3 0 0 )  I T , ( T H E T A ( n , I = 1 , K P )  
W R I T E  < 3 , 3 0 1 1  S S O t V ( I T )  
W R I T E  ( 3 , 3 0 2 )  E A C T . F R E O  
I F  ( N Q P T )  1 6 , 1 6 , 6 5  
1 6  I F  ( T E S T - 0 . 0 1 0 0 )  7 0 , 7 0 , 1 7  
1 7  I F  ( 2 0 - I T )  5 4 , 5 4 , 1 0 0  
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N U P T = 1  
W R I T E  ( 3 , 4 2 2 )  
G O  T O  1 0 0  
5 4  W R I T E  (  3 , 1 3 8 )  
G O  T U  6 6  
C U M P U T E  V A R I A N C E  A N D  S T D  O E V  O F  P A R A M E T E R  E S f l M A T F S  
6 5  V A R M O O  =  S S O E V ( I T ) / ( N M A X - K P )  
E R R V A R  = C . 1 1 0 e - 0 6  
F T E S T  =  V A R M O O / t R R V A R  
D O  7 0 2  K = 1 , K P  
V A R P ( K ) =  E R R V A R » A ( K , K )  
7 0 2  S T D P ( K ) =  S Q R T ( V A R P ( K ) )  
W R I T E  ( 3 , 8 0 1 )  V A R M U O , E R R V A R , F T E S T , ( S T O P ( K ) , K = 1 , K P )  
I F  ( V E N U S )  6 6 , 6 6 , 7 0 0  
O P T I O N A L  P R O G R A M  T U  E X P L O R E  S U M  O F  S Q U A R E S  S U R F A C E  
7 0 0  C O N T I N U E  
C U M P U T E  G R I U  P O I N T S  
D O  7 0 3  I = 1 , J M A X  
D U  7 0 3  J = 1 , J M A X  
0 0  . 7 0 3  K = 2 , 3  
7 0 3  U ( K , I , J )  =  T H E T A ( K )  +  K U U R l )  (  K  ,  I  ,  J  )  *  S T O P  (  K  )  
C O M P U T E  S U M  O F  S Q U A R E S  O F  R E S I D U A L S  
D O  7 0  7  1 = 1 , U M A X  
D O  7 0 7  J = 1 . , J M A X  
S U M R = 0 . 0  
A L P H A ( l )  =  T H E T A (  1 )  
A L P H A ( 4 )  =  T H E T A (  4 )  
D O  7 0 5  K = 2 , 3  
7 0 5  A L P H A ( K )  = U ( K , I , J )  
7 1 3  D O  7 0 6  N = 1 , N M A X  
W = ( 1 . 0 / T E M P ( N ) ) - ( 1 . 0 / T B A R )  
C A L L  d O O B ( X , T I M E , A L P H A , N , C H A T ( N ) , W )  
Z ( N ) = Y ( N ) - C H A T ( N )  
7 0 6  S U M R = S U M R  + Z ( N ) * Z ( N )  
7 0 7  S S Q R ( I , J )  =  S U M R  
W R I T E  ( 3 , 8 0 3 )  
0 0  7 0 8  I = 1 , J M A X  
7 0 8  W R I T E  (  3 , 8 0 2 )  (  (  U (  K  , I  ,  J  )  ,  K = 2  , 3  )  ,  J =  1  ,  J M  A X  )  ,  (  S  S  ( J R  (  I  ,  J  )  ,  J  =  1 ,  J M A X  )  
8 0 2  F O R M A T  ( ' C ' , l O E 1 1 . 4 , / b ( 5 X , E 1 1 . 4  , 6 X ) )  
8 0 0  F O R M A T  ( 1 0 1 5 )  
8 0 3  F O R M A T  ( • 1 • , l O X  , ' O R  I D  O F  S U M  O F  S Q U A R E S ' )  
8 0 1  F O R M A T  ( • I • , l O X , « S A M P L E  E R R O R  V A R I A N C E ' , E l b . 5 / / l O X , ' E X P T  E R R O R  V A R  
1 I A N C E ' , 4 X , E 1 5 . 5 / / 1 C X , ' F  R A T  I  G ' , 1 6 X , f c I b . 5 / / l O X , • S T D  O E V  O F  P A R A M t l h  
2 R S ' / /  3 0 X , 4 E 1 5 . 5  )  
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S  . 0 1 4 1  4 4 5  F O R M A T  ( 8 F 1 0 . . 1 )  
s . 0 1 4 2  4 4 4  F O R M A T  ( F 1 5 . 5 i 4 E 1 5 . 5 )  
s . 0 1 4 3  8 4 4  F O R M A T  ( F 1 5 . 5 i 3 E 1 5 . 5 »  
s . 0 1 4 4  1 2 1  F O R M A T  C C ' . I O X , ' I N V E R S E  O F  A  M A T R I X ' / / l O X , 4 ( E l 2 . 5 , l O X ) / / l O X ,  
1 4 ( E 1 2 . 5  t l 0 X ) / / 1 0 X , 4 ( E 1 2 . 5 « 1 0 X ) / / l O X . 4 1 E 1 2 . 5 , l O X ) )  
s . 0 1 4 5  4 2 1  F O R M A T  1 ' 0 ' , l 0 X , F 6 . 1 , 7 X , E 1 5 . 5 , 7 X , E 1 5 . b l  
s . 0 1 4 6  4 2 2  F O R M A T  C l ' , 5 X , « R E S I D U A L S  =  Y{ E X P T ) -Y( M O D E L ) ' / / l O X , ' R U N  N U ' . I O X ,  
1 • R E S I D U A L S ' , 1 0 X , ' P R E D I C T E D  C O N C 1  
s . 0 1 4 7  4 4 6  F O R M A T  ( F 1 0 . 1 , E 1 5 . 5 )  
s . 0 1 4 8  1 3 3  F O R M A T  t •  l ' , 5 X , ' R E S U L T S  F O R  I T E R A T I O N  N U M R E R ' , 1 3  1  
s . 0 1 4 9  1 3 5  F O R M A T  C C , ' P R O G R A M  H A S  C O N V E R G E D  -  T E S T  V A L U E  I S ' , E 1 5 . 7  )  
s . 0 1 5 0  1 3 8  F O R M A T  ( ' C , ' S T O P P E D  B E C A U S E  I T E R A T I O N  L I M I T  W A S  R E A C H E D '  )  
s . 0 1 5 1  8 1  F O R M A T  ( ' C . l O X , ' C A L C U L A T E D  I D E N T I T Y  M A T P I X ' / / l O X , 4 ( F 1 5 . 8 , 1 C X ) / /  
1 1 0 X , 4 ( F  1 5 . 8 , 1 0 X )  / / 1 0 X , 4 ( F 1 6 . 8 , 1 0 X I / / 1 0 X , 4 ( F 1 5 . 8 , 1 C X ) 1  
s . 0 1 5 2  9 2  F O R M A T  ( ' 0 ' , 1 0 X , ' D E T E R M I N A N T  O F  A  M A T R I X  = ' , E 1 5 . 5  )  
s . 0 1 5 3  1 2 2  F O R M A T  t ' 0 ' , 1 0 X , ' D E L T A  H A T R I X ' / / 1 0 X , E 1 2 . 5 / / 1 0 X , E 1 2 . 5  / / 1 Û X ,  [ - 1 2 . 5 / /  
1 1 0 X , E 1 2  . 5 1  
s . 0 1 5 4  3 0 0  F O R M A T  ( ' 0 ' , 1 0 X , ' I T E R A T I O N  N O ' , I 3 / / 1 0 X , ' I M P R O V E D  P A R A M E T F K  E S T I M A T  
l E S " , 1 2 X  ,  4 ( E 1 5 . 5 ) )  
s . 0 1 5 5  3 0 1  F O R M A T  I ' 0 ' , 1 0 X , ' S U M  O F  S Q U A R E S  O F  D Ë V I A H O N S  = ' t E 1 5 . 5 )  
s . 0 1 5 6  2 0 2  F O R M A T  ( 5 E 1 5 . 5 1  
s . 0 1 5 7  3 0 2  F O R M A T  < ' 0 ' , 1 0 X , ' A C T I V A T I O N  E N E R G Y ' , 5 X , E 1 5 . 5 / / l O X , ' F K E Q U F N C Y  F A C T O  
1 R ' , 6 X ,  E 1 5 . 5 )  
C  
5 . 0 1 5 8  6 6  C O N T I N U E  
5 . 0 1 5 9  S T O P  
5 . 0 1 6 0  E N D  
S U E  G F  C U M M U N  0 0 0 0 0  P R O G R A M  1 6 2 1 8  
E N D  U F  C O M P I L A T I O N  M A I N  
C O M P I L A T I O N  T I M E  W A S  0 0 0 4 . 2 6  S E C O N D S  
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I S U  D I S K  R 6 S  S P O U L E U  B P S  F O R T R A N  
B E G I N  C O M P I L A T I O N  
S . 0 0 0 1  S U B R O U T I N E  B O O B ( X , T I M E , T H E T A , N , C A ,W)  
s.0002 D I M E N S I O N  X ( 5 0 , 6 ) , T I M E ( 5 0 )  . T H E T A ( 6 )  
S . 0 0 0 3  1  H = 8 . 0  
S . 0 0 0 4  T = 0 . 0  
S . 0 0 0 5  C A = X ( N , I )  
S . 0 0 0 6  2  R K l  =  H « ( A D 0 T ( T H E T A ( 1 ) , T H E T A ( 2 ) , T H E T A ( 3 )  
I W . C A ) )  
, T H E T A ( 4 )  , X ( N ,  1 1  , X ( N ,  ?), 
S . 0 0 0 7  R K 2  =  H*lA D O T I T H E T A  1 1 ) , T H E T A ( 2 ) « T H E T A  1 3 )  
l W , C A + R K l / 2 . 0 ) )  
, r H E T A ( 4 )  f X { N ,  1  )  , X I N ,  2 )  ,  
S . 0 0 0 8  R K 3  =  H » ( A D O T ( T H E T A ( l ) , T H E T A ( 2 ) , T H E T A < 3 )  
l W , C A + R K 2 / 2 . 0 ) )  
, T H E r A ( 4 )  , X ( N ,  1  1  , X ( N ,  ?) , 
S . 0 0 0 9  R K 4  =  H » ( A D 0 T I T H E T A ( 1 ) , T H E T A ( 2 ) , T H Ê T A ( 3 )  
1 W , C A + R K 3 ) )  
, T H E T A ( 4 )  , X ( N ,  1  )  , X ( N ,  Z ) ,  
S . 0 0 1 0  C A = ( 1 . 0 / 6 . 0 ) * I R K 1 + 2 . 0 * I R K 2 + R K 3 ) + R K 4 )  + C A  
S . 0 0 1 1  T = T + H  
S . 0 0 1 2  I F  ( C A )  1 0 , 1 0 , 1 1  
S . 0 0 1 3  1 0  W R I T E  ( 3 , 4 0 3 )  C A , T  
S .  0 0 1 4  1 1  C O N T I N U E  
S . 0 0 1 5  I F  ( H - 1 . 0 1  6 , 6 , 3  
S  . 0 0 1 6  3  I F  ( ( T I M E ( N l - 8 . 0 ) - T )  6 , 4 , 2  
S . 0 0 1 7  4  H = 1 . C  
S . 0 0 1 8  5  G O  T O  2  
S . 0 0 1 9  6  I F  ( T I M E ( N ) - T )  8 , 8 , 2  
S . 0 0 2 0  4 0 3  F O R M A T  ( ' 0 ' , 1 0 X , ' C A  I S  N E G  O R  Z E R O  -  V A L U E  O F  C A  C A L C U L A T E D  I S ' ,  
l b l 5 . 5 , / 1 0 X , « T I M f c  I S ' , F 1 0 . 3  )  
S . 0 0 2  1  8  R E T U R N  
S . 0 0 2 2  E N D  
S I Z E  O F  C O M M O N  0 0 0 0 0  P R O G R A M  0 1 1 7 2  
t N D  O F  C O M P I L A T I O N  B O O B  
C O M P I L A T I O N  T I M E  W A S  0 0 0 1 . 0 8  S E C O N D S  
I S U  D I S K  R E S  S P O O L E D  B P S  F O R T R A N  
B E G I N  C O M P I L A T I O N  
C  C O N C E N T R A T I O N  D E R I V A T I V E  S U B R O U T I N E  
F U N C T I O N  A D O T  ( T H E l , T H E 2 , T H E 3 , T H E 4 , C A O , C B O , W , C A I  
a = C B O - C A O + C A  
U G H = - T H E 2 * W  
C A Y = T H E l ^ E X P ( U G H )  
U R P = C A * * T H E 3  
S L U P = B * * T H E 4  
A D O T  = - C A Y * U R P # S L O P  
R E T U R N  
E N D  
S I Z E  O F  C O M M O N  0 0 0 0 0  P R O G R A M  0 0 5 5 4  
E N D  U F  C O M P I L A T I O N  A D O T  
C O M P I L A T I O N  T I M E  W A S  0 0 0 0 . 6 8  S E C O N D S  
S . O O O  1  
5.0002 
5 . 0 0 0 3  
5 . 0 0 0 4  
5 . 0 0 0 5  
5 . 0 0 0 6  
5 . 0 0 0 7  
5 . 0 0 0 8  
5 . 0 0 0 9  
RESULTS FOK ITEHAFIUN NUMBER 
ÎNVLKSE UF A MATRIX 
0 .2990H0 05 0 .  3026 W 09 0 .161760 •05 C.5231311 C5 
0 .  3Û266D 09  '  0 .  71I71D 13 0 .20J62J 09 3 .4nH6D [9  
0 .  161761)  C5 0 .  20C>32D 09  0 .51674D 05 -0 .20725D C5 
0 .523130 05 0 .  473H6D 09 -0 .2G725J 05 C.147950 06 
DELTA MATRIX 
-0 .60047D-03 
-0 .826840 01 
-0 .  172510-02 
0 .540840-03 
DETERMINANT OF A MATRIX -  0 .448320-24 
CALCULATED IDENTITY MATRIX 
l .OCOOOOOO O-GOGOCOOO 
O.OOQOCOOO I .00000000 
O.OCOOOCOO O.OOOOCOCO 
0.00000000 0.00000000 
ITERATION NU 1  
IMPROVED PARAMETER ESTIMATES 0 .9X498E-CI  
SUM OF SQUARES GF DEVIATIONS =  0 .4581ID-05 
A C T I V A T I O N  E N E R G Y  0 . 2 2 I 0 3 E  O b  
FREQUENCY FACTOR C.12651E 07 
PROGRAM HAS CONVEKGEO -  TEST VALUE IS  0 .47^77075-02 
-O.OOOOOOCO 
0 . 0  
i.aoooooco 
0.00000000 
0 .Looocoor 
-Û.CCOOOOOO 
O.OCOOOOOO 
I.00000000 
H 
o 4=-
0, l l l23E 05 L .850B9E 00 0 . 1 I 3 5 B E  0 1  
SAMPLE ERROR VARIANCE 
EXPT ERRUR VARIANCE 
F RATIO 
STD UEV UF PARAMETERS 
0 .16967E-06 
0.llOOOE-06 
0.  I5425e 01 
0 .60495E-01 0 .93734E C3 j .76643E~Cl  0 .13424E 00 
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R E S I D U A L S  =  Y ( E X P T » - Y ( M O D E L )  
R U N  N U  R E S I D U A L S  
2 3 5 . 0  - C . 1 3 1 4 3 0 - 0 3  
2 4 4 . 0  - 0 . 2 8 9 7 8 0 - 0 3  
2 1 2 . 0  - 0 . 1 4 1 2 1 0 - 0 3  
2 1 0 . 0  - Û . 4 6 4 0 3 D - 0 3  
2 1 9 . 0  0 . 1 5 0 9 4 0 - 0 4  
2 2 0 . 0  0 . 6 3 7 7 0 0 - 0 4  
2 2 8 . 0  0 . 1 1 2 7 3 0 - 0 2  
2 2 7 . 0  - 0 . 2 2 5 2 0 D - 0 4  
3 8 . 0  0 . 1 8 9 4 8 0 - 0 3  
4 3 . 0  0 . 1 1 3 1 0 0 - 0 3  
5 1 . 0  - 0 . 3 3 0 7 3 0 - 0 3  
8 ? . 0  0 . 2 3 4 1 5 0 - 0 3  
7 2 . 0  0 . 2 0 9 6 3 0 - 0 3  
6 8 . 0  0 . 1 5 1 3 0 0 - 0 3  
7 0 . 0  - 0 . 4 7 2 9 4 0 - 0 3  
8 3 . 0  - 0 . 5 4 4 3 0 0 - 0 3  
7 1 . 0  - 0 . 2 1 0 8 7 0 - 0 3  
8 b . 0  - 0 . 8 6 8 2 7 0 - 0 5  
8 6 . 0  0 . 1 1 4 7 2 0 - 0 3  
8 8 . 0  0 . 9 1 4 5 6 D - 0 4  
8 9 . 0  - 0 . 5 2 6 2 7 0 - 0 3  
9 6 . 0  0 . 1 9 3 6 7 0 - 0 3  
2 0 2 . 0  - 0 . 2 4 3 2 8 0 - 0 3  
1 0 6 . 0  0 . 4 0 3 7 2 0 - 0 3  
1 0 7 . 0  0 . 3 2 5 7 8 0 - 0 3  
1 0 8 . 0  - 0 . 1 0 8 1 2 0 - 0 3  
1 0 b . 0  0 . 5 1 2 9 5 0 - 0 3  
1 1 1 . 0  - 0 . 4 8 0 6 7 0 - 0 3  
1 0 3 . 0  0 . 8 7 8 8 8 0 - 0 3  
1 0 1 . 0  0 . 4 0 5 4 6 0 - 0 3  
2 3 0 . 0  0 . 1 3 3 7 4 0 - 0 3  
P R E D I C T E D  C O N C  
0 . 5 4 5 6 6 E - J 2  
0 . 7 7 2 2 9 E - 0 2  
0 . 9 4 2 5 4 E - 0 3  
0 . 2 4 9 0 2 E - 0 2  
0 . 2 7 3 7 9 E - 0 2  
0 . 6 0 8 5 5 6 - 0 2  
0 . 7 9 4 Û 4 Ê - 0 2  
0 . 3 7 8 6 0 E - 0 2  
0 . 1 0 9 4 4 E - 0 2  
0 . 6 6 3 4 2 E - 0 2  
0 . 4 1 6 4 4 E - 0 2  
0 . 1 6 2 6 9 E - 0 2  
0 . 9 9 3 2 7 E - 3 3  
0 . 1 4 6 4 1 E - 0 2  
0 . 2 7 4 2 1 E - 0 2  
0 . 5 3 1 3 6 E - 0 2  
0 . 2 6 9 1 0 E - 0 2  
0 . 1 7 6 8 7 8 - 0 2  
0 . 2 7 4 4 7 E - 0  2  
0 . 4 4 5 7 7 E - 0 2  
0 . 2 3 0 1 4 E - 0 2  
0 . 4 6 7 2 1 E - 0 2  
0 . 3 1 6 3 1 E - 0 2  
0 . 2 2 6 2 8 E - 0 2  
0 . 2 2 6 6 2 E - 0 2  
0 . 2 1 8 3 6 E - 0 2  
0 . 4 5 8 3 Û E - 0 3  
0 . 1 4 8 6 0 E - 0 2  
0 . 6 7 8 5 2 E - 0 3  
0 . 2 4 4 4 4 E - 0 2  
0 . 5 6 7 1 3 E - 0 2  
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APPENDIX B 
Sum of squares contours for model 3 
In an attempt to gain some insight into the problem of calculating 
precise parameter estimates for model 3, the shape of the sura of squares 
surface for the constant temperature form, Equation IT, was partially 
explored. The data at 400°C was used. An outline of the approximate 50 
and 90/j confidence regions in the 0^ - 0^ parameter space is presented 
In-Figure 12. Here 0^ corresponds to and 8g to kg/k. of Equation IT. 
The values 0^ and 9^ corresponding to the minimum sum of squares is indi­
cated by a cross. The most notable feature of these contours is their 
long narrow shape. On the valley of the sum of squares surface the 
values of the sum of squares increased very slowly in either direction 
from the minimum at 0^, 0^. The diffficulty in determining precise 
parameter estimates is thus apparent. The shapes indicate a high correl-
lation between 0^ and 0^, low values of 0^ are associated with low values 
of 0^ and high values of 0^ are associated with high values of 6^. With­
in the approximate confidence levels stated, the true values of 0^ and 8g 
could lie anywhere within these regions. 
According to Box (5) this problem could be due to poor experimental 
design or to the inherent functional form of the model. It was reported 
that for models of the form 
i+e^x 
^ " Gg+GgX 
the parameters are particularly difficult to estimate. Kittrell, Hunter 
and Watson (26) have recently published a paper in which methods for design­
ing kinetic studies to improve the poor estimation situation were presented. 
Figure 10. Sum of squares contours for model 3 
I 
.40 
.35-
.30 
.20 5Q 
.15 
SO, 
.10 
1.0 2.0 5 1.5 2.5 3.0 
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APPENDIX C 
Analysis of errors introduced by tem-perature transients 
The errors introduced from temperature transients in the calculation 
of the specific reaction rates were analyzed as follows. Assume . -
^ = -k f(m,q,A,B,A^,B^) (hCj 
and k is given by the Arrhenius theory as 
k = V exp(-E/RT) (19) 
If 5 can be expressed in terms of A the rate expression may be integrated 
formally as below 
jr Éà = jr ^ dt (47) 
A o 
o 
If the temperature is ass'amed to be constant for the entire reaction 
period, not a function of time, the specific reaction rate may be deter­
mined as 
A 
k = V exp(-E/RT) = 1/t —j (48) 
. 
However, when there are temperature transients the integration cannot be 
carried out in this manner. As in this study, assume the total reaction 
period from t = 0 to t = t^ can be broken into three periods, a) a period 
of temperature variation at the start of the reaction from t = o to t = t^, 
b) a period of constant temperature, T^, from t = t^ to t = t , and c) 
another period of temperature upset from t = t^ to t = t^. For this case 
Equation hj is appropriately written as 
A' .. t 
r % = r v exp(-E/RT(t) dt . (49)' 
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where the prime on the final concentration, denotes the slightly \ 
different concentration which would be obtained when the temperature is 
not constant throughout the reaction. It will be noted that when the 
temperature is erroneously assumed to be constant, an erroneous specific 
reaction rate, k', is calculated according to 
k' = 1/t (50) 
A 
o 
thus the integral on the left side of,Equation 4$ might be expressed as 
dA = t (51) 
A 
G 
'The integral on- the right side of Equation k9 may be broken up into the 
three intervals previously defined and the e.quation rewritten as 
t t t 
k' t = / vexp(-E/RT(t) )dt + vexp(-E/RT )dt + vexp(-E/RT(t ) )dt 
^ o ^ t 
* ($2) 
It will be observed that the second integral can be evaluated analytically 
since for this interval the temperature is "constant. The second integral 
becomes 
vexp(-E/RT^)(t^-t^) = k(tg-t^) (53) 
where the k of this expression is the true k for the reaction model. 
The other two integrals can only be evaluated analytically if the 
temperature can be expressed as a function of time. However, as in this 
study, if the temperature is experimentally measured as a function of time, 
the integrals can be evaluated by graphical integration. In practice, for 
convenience of graphical integration and to provide a simpler expression, 
the following definitions were made": 
Ill' 
t-, t • 
= / exp(-E/RT^)dt - / exp(-E/RT(t))dt (5^) 
o o 
t t 
A = exp(-E/RT )dt - exp(-E/RT(t))dt (>5) 
t ^ t 
q q. 
Both A^ and A^ could be evaluated by graphical integration. Substituting 
these quantities in Equation 52 and rearranging terms one obtains an 
expression for the true specific reaction rate as 
k = k' + v/t^  (A^ +Ag) (56) 
If one defines the percent error in determining k as 
k-k' 100 
K 
Equation $6 can be used to yield 
% error in k = 100 exp(E/RT^) (A^+A^) (57) 
r 
