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Abstract. In this article, we present a study on the surface
energy balance of a polygonal tundra landscape in northeast
Siberia. The study was performed during half-year periods
from April to September in each of 2007 and 2008. The
surface energy balance is obtained from independent mea-
surements of the net radiation, the turbulent heat ﬂuxes, and
the ground heat ﬂux at several sites. Short-wave radiation is
the dominant factor controlling the magnitude of all the other
components of the surface energy balance during the entire
observation period. About 50% of the available net radiation
is consumed by the latent heat ﬂux, while the sensible and
the ground heat ﬂux are each around 20 to 30%. The ground
heat ﬂux is mainly consumed by active layer thawing. About
60% of the energy storage in the ground is attributed to the
phase change of soil water. The remainder is used for soil
warming down to a depth of 15m. In particular, the con-
trolling factors for the surface energy partitioning are snow
cover, cloud cover, and the temperature gradient in the soil.
The thin snow cover melts within a few days, during which
the equivalent of about 20% of the snow-water evaporates or
sublimates. Surface temperature differences of the heteroge-
neous landscape indicate spatial variabilities of sensible and
latent heat ﬂuxes, which are veriﬁed by measurements. How-
ever, spatial differences in the partitioning between sensible
and latent heat ﬂux are only measured during conditions of
high radiative forcing, which only occur occasionally.
1 Introduction
The thermal state of permafrost and its susceptibility towards
degradation are largely determined by the surface energy
balance. Many studies have revealed climate changes tak-
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ing place in the Arctic that are expected to continue (Over-
peck et al., 1997; Hansen et al., 2001; Comiso, 2006; Over-
land et al., 2008). There is observational evidence that the
turnover of energy and water have already been affected in
the Arctic, involving the thermal state of permafrost (Ser-
reze et al., 2000; Hinzman et al., 2005). Permafrost, which
occupies about 25% of the land area of the Northern Hemi-
sphere (Brown et al., 1997), is considered an important fac-
tor in the complex feedback mechanisms of the climate sys-
tem, due to its massive carbon storage capabilities (Chris-
tensen and Cox, 1995; Callaghan et al., 2004; McGuire et al.,
2006). Zimov et al. (2006) estimated that about 970Gt of
carbon are stored in permafrost soils worldwide, which is
about the same amount as the actual atmospheric carbon con-
centration. Until now it is unclear whether permafrost re-
gions will turn into massive sources of greenhouse gases,
such as methane and carbon dioxide, as the frozen soils be-
gin to thaw (Hobbie et al., 2000; Davidson and Janssens,
2006). Recent measurements taken at wet tundra landscapes
demonstrate the importance of the freeze and thaw dynam-
ics for methane emission, which are related in a non-linear
manner (Christensen et al., 2003; Sachs et al., 2008; Mas-
tepanov et al., 2008). For this purpose, efforts have been
initiated to incorporate permafrost and the annual freeze
and thaw dynamics into global climate models (e.g., Stendel
and Christensen, 2002; Lawrence and Slater, 2005; Nicol-
sky et al., 2007; Lawrence et al., 2008). In order to support
and validate modeling, it is desirable to obtain regional pro-
cess studies, which deliver important information about the
landscape-speciﬁc energy balance characteristics and their
determining factors. Many publications have demonstrated
the value of such regional studies, which show that mea-
surements on energy and water balance are still needed to
improve the parameterizations of climate models (van den
Hurk et al., 2000; Betts et al., 2001, 2003). Several energy
balance studies are already available for the North American
Arctic (e.g., Ohmura, 1982, 1984), and more are contained
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in the comprehensive reviews by Eugster et al. (2000) and
Lynch et al. (1999). For the European Arctic, includ-
ing Svalbard, energy-balance studies are published by
Lloyd et al. (2001) and Westermann et al. (2009). However,
Siberian sites are not included and generally few published
studies are available for the Siberian tundra (Kodama et al.,
2007; Boike et al., 2008).
In this study we present data on the surface energy balance
of a typical tundra landscape in northern Siberia collected be-
tween April and September during each of 2007 and 2008. A
similar study about the winter aspects of the surfaces energy
balance is given in a companion paper (Langer et al., 2010b)
The study aims to (i) compile the surface energy balance at a
polygonal tundra site during the summer half year period,
(ii) determine the seasonal and spatial variability of each
energy-balance component which gives insight in the driving
processes of the coupled permafrost-snow-atmosphere sys-
tem, and (iii) identify the dominant factors that determine the
energy partitioning and subsurface heat budget (active layer
dynamics, permafrost temperatures).
2 Study site
The study site is located on Samoylov Island (72◦220 N;
126◦300 E) at the upper part of the Lena River Delta (Fig. 1).
It is characterized by a wet tundra landscape typical of
northern Siberia. Samoylov Island covers an area of about
4.5km2, with an elevated eastern terrace and a lower western
ﬂood plain. The region features a typical arctic-continental
climate, with a mean annual air temperature (MAAT) of
about−13 ◦Candatotalannualprecipitationaround250mm
(Boike et al., 2008). The ice break-up of the Lena River and
the snow melt usually start at the beginning of June. The
snow-free period lasts until the end of September, and maxi-
mum air temperatures exceeding 20 ◦C are typically reached
during July. The regional climate and the synoptic condi-
tions are inﬂuenced by both the Siberian High and the Polar
Low pressure system. During the summer period, intermedi-
ate cyclone activity with low intensity is typically observed,
while cyclones with high intensity but short lifetime are more
frequently found in winter (Zhang et al., 2004). During the
winter months, extremely cold air temperatures are reached
which frequently fall below −45 ◦C. The study site is in
the zone of continuous permafrost, with permafrost depths
reaching 500 to 600m in the wider area around the study
site (Grigoriev, 1960). The measurement site is located on
the elevated terrace of the island, which is mainly charac-
terized by low centered polygons. The polygonal structures
are typically 50 to 100m2 large. The study site is further
characterized by many ponds, which mostly range over 0.5
to 1m in depth. During the entire study period, the water ta-
ble is close to the surface, so that the soils at the depressed
polygonal centers are usually water-saturated while the el-
evated rims are comparatively dry. During the snow melt,
when water drainage is impeded by the frozen soils, the low-
ered centers are temporally ﬂooded. The vegetation at the
wet centers is dominated by hydrophilic sedges and mosses,
while the elevated dry rims are dominated by mesophytic
dwarf shrubs, forbs, and mosses. More detailed descriptions
of the vegetation and landscape characteristics are available;
cf. Are and Reimnitz (2000), Kutzbach et al. (2004, 2007),
Boike et al. (2008) and Sachs et al. (2008).
3 Methods
The energy-balance equation is written as
Qnet =QH+QE+QG+[Qmelt]+C, (1)
where Qnet denotes the net radiation, QH the atmospheric
sensible heat ﬂux, QE the atmospheric latent heat ﬂux, QG
the ground heat ﬂux, and Qmelt is the energy ﬂux consumed
by the snow melt. Qmelt can be inferred from to the energy
required to thaw the snow pack, Emelt, and the duration of
the melt period. As independent ﬁeld measurements of the
components are subject to errors, a residual of the energy
balance or closure term C can remain. The energy ﬂuxes are
given in Wm−2 in the following. The measurement setup
and the expected margins of error are described in detail in
the following paragraphs.
3.1 The radiation balance
The net radiation is the most important term in the surface
energy balance and can be written as
Qnet =QS↓−QS↑+QL↓−QL↑, (2)
where QS↓ and QS↑ are the incoming and outgoing short-
wave components, and QL↓ and QL↑ are the incoming and
outgoing long-wave components, respectively. Using Stefan-
Boltzmann law and Kirchhoff’s law of thermal radiation the
upwelling thermal radiation can also be written as.
QL↑ =(1−)QL↓+σT 4
surf, (3)
where  is the surface emissivity, Tsurf the surface tempera-
ture, and σ is the Stefan-Boltzmann constant. Using Eq. (3)
and the surface albedo α Eq. (2) can be rewritten as
Qnet =QS↓(1−α)+QL↓−σT 4
surf. (4)
The present study uses a variety of sensors to determine the
radiation components. The net radiation Qnet is measured
with the NR-Lite (Kipp & Zonen, Netherlands) net-radiation
sensors mounted in 1.5m height. Additional net-radiation
measurements (CNR1, Kipp & Zonen, Netherlands) with
higher accuracy are available during midsummer 2007 and
for the entire observation period of 2008 (Fig. 2). The
four-componentCNR1sensormeasuresallradiation-balance
components separately. The sensor is located in the vicinity
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Fig. 1. (a) Permafrost distribution in Siberia (Brown et al., 1997); the location of the Lena River Delta is marked in red. (b) Satellite
image of the Lena River Delta obtained from the Landsat Thematic Mapper (USGS, 2000); the location of Samoylov Island is marked in red.
(c) High-resolution aerial image of the study site on Samoylov Island, where the considerable small-scale heterogeneity of the surface cover
is visible. The locations of all installations are marked. The footprint areas of the eddy covariance systems are illustrated as circles with a
radius similar to the average footprint extent. The fractions of wet, dry, and water surfaces in the relevant footprint areas are calculated using
a footprint model of Schmid (1994) (see Sect. 3.2).
of the eddy covariance station and is mounted on a 2m mast
(Fig. 1). Further net radiation measurements with an NR-
Lite sensor are conducted at a thermokarst pond, which is
approximately 0.8m deep. These additional measurements
are performed to investigate differences in the radiation bal-
ance between the tundra surface and shallow water bodies,
which are a frequent landscape element (Fig. 1). The eval-
uation of the accuracy of the employed net radiation sen-
sors is difﬁcult, since World Meteorological Organization
(WMO) quality standards are not available for net-radiation
sensors. Studies comparing the employed sensors with high-
accuracy single component sensors (Brotzge and Duchon,
2000; Kohsiek et al., 2007) suggest a relative measurement
accuracyofabout20%fortheNR-Liteandabout10%forthe
CNR1 sensor. A sensor comparison for 1 week under ﬁeld
conditions shows that daily averages of the NR-Lite sensor
are about 5 to 10Wm−2 lower compared to the values ob-
tained by the four-component sensor. In most cases, this sys-
tematic offset is within the relative accuracy of the NR-Lite
sensor, assuming the four-component CNR1 sensor gives the
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Fig. 2. Availability of net radiation Qnet, sensible heat ﬂux QH, latent heat ﬂux QE,, and ground heat ﬂux QG during the observation
periods in (a) 2007 and (b) 2008. Values obtained by different sensors and approaches are indicated separately.
more accurate reading. However, we emphasize that the off-
set is beyond the assumed accuracy under conditions of low
net radiation.
In addition to the net radiation sensors, measurements
of the upwelling thermal radiation (CG1, Kipp & Zo-
nen, Netherlands) are available at the standard climate
tower (Fig. 1), while spatial differences are measured
with distributed infrared surface temperature sensors (IRTS-
P, Apogee Instruments, USA). The infrared sensors are
mounted on small tripods about 0.8m above the surface and
are directed at different tundra soils. According to instru-
ment speciﬁcations, the IRTS-P sensors measure over a spec-
tral range of 7–14µm and deliver brightness temperatures
with accuracies of about ±0.5 ◦C (Bugbee et al., 1998). The
true surface temperature Tsurf and upwelling thermal radia-
tion QL↑ are calculated similar to the approach described by
Langer et al. (2010a) which accounts for the surface emissiv-
ity  and the back scattered fraction of down welling thermal
radiation (Eq. 3). In accordance with Langer et al. (2010a)
we assume emissivities of 0.98 for wet, and 0.96 for dry tun-
dra surfaces. For averaging periods longer than a week the
expected error on the true surface temperature is smaller than
±1 ◦C (Langer et al., 2010a). This relates to an error in QL↑
of about ±5Wm−2 in the relevant temperature range from
−10 to 30 ◦C.
To get a more differentiated picture of the short-wave ra-
diation balance, spatially distributed measurements of the
outgoing short-wave radiation are performed with a mo-
bile short-wave radiation sensor (SP1110, Skye Instruments,
USA). The measurements are performed under clear-sky
conditions over a period of 3 to 4h around solar noon. Based
on these time series, average albedo values for wet and dry
surfaces are inferred using incoming short-wave radiation, as
measured by the CNR1 sensor. Following the accuracies of
the sensors given in the manuals, the uncertainty for the cal-
culated albedo value are on the order of 10%.
3.2 Turbulent heat ﬂuxes
The turbulent ﬂuxes of momentum u2
∗, sensible heat QH,
and latent heat QE, are determined with the eddy covari-
ance method. The applied eddy covariance system consists
of a Campbell C-SAT 3-D sonic anemometer and open path
LICOR LI-7500 CO2 and H2O gas analyzer mounted on a
2.4m mast. The measurement height is well above the blend-
ing height of the polygonal surface structures which typically
range from 5 to 20m in size (Garratt, 1994). Hence, the eddy
covariancemeasurementscanbeconsideredaspatialaverage
over the heterogeneous tundra surface in the fetch of the sys-
tem. The data is sampled at a rate of 20Hz using a Campbell
CR3000 data logger. Sonic anemometer measurements are
conducted during the entire observation period, while the gas
analyzer is operated only during the ﬁeld trips, where there
is a reliable power supply and regular maintenance (Fig. 2).
The eddy covariance method is based on high-frequency
measurements of the sonic temperature Ts, the speciﬁc hu-
midity q, and the horizontal and vertical wind-speed com-
ponents, u and w. The turbulent ﬂux components can be
evaluated from the covariances u0w0, T 0
sw0 and q0w0 of the
ﬂuctuations u0, w0, T 0
s and q0 around the average values of
the above quantities as
u2
∗ =u0w0, (5)
QHB =ρaircpT 0
vw0, (6)
QH =ρaircpT 0
aw0 =ρaircp(T 0
sw0−0.51Taq0w0), (7)
QE =ρairLlgq0w0, (8)
where Ta is the absolute air temperature, QHB is the buoy-
ancy ﬂux, cp is the speciﬁc heat capacity of air at con-
stant pressure, and Llg is the speciﬁc latent heat of vapor-
ization of water (e.g. Foken, 2006). Note that, in the case
of measurements over a frozen (snow) surface, Llg must be
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replaced by the latent heat of sublimation Lsg. The buoy-
ancy ﬂux QHB differs from the true sensible heat ﬂux QH
due to the difference between the virtual temperature Tv and
the real air temperature Ta. The virtual temperature is almost
equal to the measured sonic temperature Ts ≈Tv, so that the
buoyancy ﬂux is directly measured by the sonic anemome-
ter (Liu and Foken, 2001). To obtain the true sensible heat
ﬂux QH, the buoyancy ﬂux must be corrected according to
Eq. (7), which requires measurements of the humidity ﬂux
q0w0 (Schotanus et al., 1983). As the LICOR gas analyzer is
not operated continuously (see above), this correction cannot
be applied during parts of the spring and summer period in
2007 (Fig. 2). The error induced by interpreting the buoy-
ancy ﬂux as sensible heat ﬂux can be estimated using the
Bowen ratio, QH/QE. For Bowen ratios of approximately
0.5 and average air temperatures of T ≈ 300K, the offset
is around 15%, which constitutes an additional error during
the respective periods. In addition, the eddy covariance sys-
tem delivers a measure of the atmospheric stability ζ which
can be calculated from ﬂuxes of momentum and heat as de-
scribed in Appendix D.
The turbulent ﬂuxes are calculated for 30min intervals
with the “QA/QC” software package “TK2” (Mauder and
Foken, 2004; Mauder et al., 2008), which includes standard
corrections and quality tests. Besides the aforementioned
correction of the buoyancy ﬂux, processing the data involves
an adjustment of the horizontal and vertical wind speed
components using the planar ﬁt correction (Wilczak et al.,
2001), and an adjustment due to the displacement between
anemometer and gas analyzer (Moore, 1986). The applied
quality assessment follows the scheme of Foken et al. (2005)
based on tests for stationarity of the turbulence characteris-
tic. The stationarity criterion is considered to be sufﬁciently
fulﬁlled (quality ﬂags 1 and 2) if the average covariance in-
ferred from 5min sub-intervals do not deviate by more than
30% from the covariance value over the entire 30min inter-
val (Foken et al., 2005). A graduation of the deviation is used
as a quality measure, expressed with quality ﬂags between 1
and 9. In this study, we accept sensible heat ﬂuxes when
both the quality ﬂags of u0w0 and T 0
sw0 are 6 or better. For
the latent heat ﬂuxes QE, we use the quality ﬂags of u0w0 and
q0w0, respectively. This quality standard is recommended for
long-term observations (Foken and Wichura, 1996). In other
ﬁeld experiments, this quality level is found to be associated
with a relative measurement accuracy of about 15% (Mauder
et al., 2006), which we assume as the general accuracy of the
obtainedturbulentheatﬂuxes. Thequalityassessmentcauses
a data reduction of about 3% for the sensible and about 4%
for the latent heat ﬂuxes. A further data reduction of about
14% originates from the exclusion of the wind sector in the
263–277◦ band, which is considered to be the lee area of the
mast, on which the anemometer is mounted. In order to ob-
tain the magnitude of the latent heat ﬂuxes, when measure-
ments of the LICOR gas analyzer are not available, we use a
model that is based on the parametrization of turbulent ﬂuxes
introduced by Høgstrøm (1988) which is described in detail
in Appendix D. Periods which are ﬁlled with modeled values
are indicated in Fig. 2. Parameters required for modeling,
such as roughness lengths and surface resistance to evap-
oration, are determined by model optimization to available
measurements. A detailed description of the used model is
given in Appendix D. An overview of the available dataset
is given in Table 2, where the modeled latent heat ﬂuxes are
also marked.
In addition, the spatial consistence of the turbulent heat
ﬂuxes at the study site is investigated by a second eddy co-
variance system during the summer of 2008. The second
system is identical to the ﬁrst one and is used as a mobile
station, which is moved at a weekly interval along a 1km
east-west transect across the study site (Fig. 1), while the ﬁrst
system provides simultaneous measurements at the reference
location. The ﬂux source area of each half-hour value is de-
termined with the footprint model of Schmid (1994). For
the footprint calculations, we assume a constant roughness
length z0 =10−3 m, which we directly infer from the turbu-
lence measurements under neutral atmospheric stratiﬁcation
(Foken, 2006). This value is consistent with typical rough-
ness lengths reported for short grassland (Oke, 1987; Foken,
2006). The fractions of wet and dry tundra areas, and those
of polygonal ponds for eddy footprint areas, are derived from
aerial photographs using supervised classiﬁcation based on
ﬁeld mapping. The locations of the stationary and the mo-
bile eddy system feature differences in average surface soil
moisture according to differences in the polygonal structures.
3.3 Ground heat ﬂux
In this study, we apply two different methods to determine
the ground heat ﬂux on different time scales.
3.3.1 Calorimetric method
The calorimetric method is used to evaluate the average
ground heat ﬂux over longer periods (Appendix B). The
method looks at soil temperature and moisture measurements
and calculates the average ground heat ﬂux from changes in
the sensible and latent heat content of a soil column. The
method has been successfully applied in several permafrost
regions and is described, e.g., by Boike et al. (1998) and
Westermann et al. (2009). We use a measurement setup con-
sisting of an active layer temperature and moisture proﬁle to
a depth of 0.5m, which features 5 thermistors (107-L, Camp-
bell Scientiﬁc, USA) and 5 Time-Domain-Reﬂectometry
(TDR) soil moisture probes (CS610-L, Campbell Scientiﬁc,
USA). The calorimetric methods requires temperature mea-
surements to the depth at which no temperature changes oc-
cur in the considered time interval (Appendix B). The tem-
perature proﬁle at the depth of zero annual amplitude (15m)
is measured in a 26m bore-hole with a temperature chain
featuring 24 thermistors (XR-420, RBR Ltd., Canada).
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Table 1. Used soil and snow parameters for ground-heat ﬂux calculations. Values of porosity Pdry and water content θw are inferred from
soil sample analysis and measurements of in-situ soil water content . The heat capacities are calculated by weighting Ch,w and Ch,s according
to water content and porosity. The thermal diffusivities Dh are determined using the conductive method (see Sect. 3.3.2), from which we
obtain the thermal conductivities Kh in conjunction with the assumed heat capacity. The given uncertainties account for spatial variabilities
of Ch, Dh, and Kh within the different soil classes.
Substrate Pdry θw Ch [MJm−3 K−1] Dh [m2 s−1] ×10−6 Kh [Wm−1 K−1]
dry peat 0.8 ± 0.1 0.1 ± 0.1 0.9 ± 0.5 0.16 ± 0.01 0.14 ± 0.08
wet peat 0.8 ± 0.1 0.7 ± 0.1 3.4 ± 0.5 0.19 ± 0.04 0.60 ± 0.17
saturated peat 0.8 ± 0.1 0.8 ± 0.1 3.8 ± 0.2 0.19 ± 0.02 0.72 ± 0.08
snow ρsnow = 190 ± 10kgm−3 0.40 ± 0.04 0.54 ± 0.04 0.22 ± 0.03
3.3.2 Conductive method
The conductive method is primarily used to evaluate the di-
urnal course of the ground heat ﬂux though the uppermost
surface of the ground (Westermann et al., 2009). The ground
surface is deﬁned to be either the soil or the snow surface,
as appropriate. This method directly calculates the heat ﬂux
through the soil surface by solving the differential equation
of conductive heat transport (Appendix C), which involves
the determination of the thermal conductivity of the soil us-
ing shallow temperature proﬁle measurements. As the con-
ductive method is not feasible when a phase change of water
occurs, we exclude the transition periods in spring and fall
from such calculations. The chosen temperature proﬁles are
installed between the surface and about 30cm depth in dif-
ferent soil substrates, and consist of at least three thermocou-
ples or thermistors with accuracies better than 0.2 ◦C. The
instrumented soil substrates are classiﬁed as dry, wet, or sat-
urated peat soils (Table 1). The sensors for each proﬁle are
placed in soil layers that are judged to be homogeneous in
composition following a visual examination. Furthermore,
we assume constant thermal properties over the considered
time intervals (Appendix C), which is a good assumption for
wet and saturated soils.
During early spring, the heat ﬂux through the snow cover
can be calculated using a similar approach. The determi-
nation of the snow thermal properties is based on measure-
ments of the snow density and temperature proﬁles that are
conducted in spring 2008. The boundary conditions for the
heat-ﬂux calculations are obtained from an infrared surface
temperature sensor and a thermistor located at the soil-snow
interface. Snow heat ﬂuxes are calculated for periods of con-
stant snow depth, which is measured with an ultrasonic rang-
ing sensor (SR50, Campbell Scientiﬁc, USA) located next to
the measurement setup. The snow heat ﬂuxes obtained must
be considered a rough approximation, since the assumption
of constant thermal snow properties may be violated in real-
ity (e.g., Sturm et al., 1997; Zhang, 2005).
3.3.3 Soil and snow parameters
Both methods for calculating ground heat ﬂux require knowl-
edge about the thermal properties of soil or snow (cf. Appen-
dices B, C). The heat capacity is inferred from soil compo-
nent analyses of samples taken during the ﬁeld campaigns
and in-situ water content measurements. According to spa-
tial variabilities in the soil properties, we assume an er-
ror of 10% on each soil fraction, such as water content,
ice content, and solid soil matrix. A bulk heat capacity of
2.3±0.3MJm−3 K−1 is used for the solid soil fraction. The
soil properties and the associated heat capacities obtained are
depicted in Table 1. It is evident that large uncertainties in
heat capacity occur at the dry peat soils, since even small
variationsinthesoilcompositioninduceerrorsofabout60%.
As a consequence, we do not evaluate soil heat ﬂuxes at dry
locations. The conductive method can determine further soil
properties, such as thermal diffusivity and heat conductiv-
ity (Appendix C) as displayed in Table 1. For wet tundra
soils, the diffusivity values obtained from different tempera-
ture proﬁles show variations in the range of 20%, resulting
in a combined error of about 30% for the heat conductivity.
A similar error range is calculated for the snow heat conduc-
tivity, which we infer from the snow density and tempera-
ture proﬁle measurements using the conductive method (see
Appendix C). For simplicity, we assume an error of 30% as
appropriate for all ground heat ﬂux calculations, which ac-
counts for the spatial variabilities of the soil properties. The
uncertainty of the ground heat ﬂux is about 10% larger than
the errors assumed for the other energy balance components.
3.4 Ancillary measurements
Measurements of air temperature and relative humidity (MP-
100, Rotronic, Switzerland) are performed at the standard
climate tower in the vicinity of the eddy covariance system
(Fig. 1). In spring, the snow melt is evaluated, based on ultra-
sonic ranging sensors (SR50, Campbell Scientiﬁc, USA) lo-
cated at the standard climate station and the polygonal pond.
In addition, we approximate the evolution of snow-free ar-
eas during the ablation period. The snow-free area is roughly
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Fig. 3. The energy balance of (a) 2007 and (b) 2008. Heat ﬂuxes are averaged over 20 days, and data gaps in the latent heat ﬂuxes are ﬁlled
by modeled values. For the visualization, the averaging intervals of 20 days are found to be a good compromise between temporal resolution
and data density. The fraction of modeled latent heat ﬂuxes is 68% in 2007 and 8% in 2008. Averages are discarded if the data density is less
than 60%. Note that the net radiation is displayed on a second y-axis with respect to illustration.
estimated by means of visual inspection of daily photographs
taken automatically from a 2m mast at the measurement site.
The latent heat content of the snow cover Emelt is calculated
from the average snow-water equivalent (SWE) at the study
site. The SWE is inferred from spatially distributed measure-
ments of snow density using a core-tube immediately before
the onset of snow melt in 2008. The average snow density
is evaluated by taking ﬁve cores at 20 different measurement
locations. For the year 2007, for which snow-water equiva-
lent measurements are not available, a similar density as in
2008 is assumed.
4 Results
4.1 Seasonal energy balance characteristics
The time span considered in this study consists of two inter-
vals, each from April to September, in 2007 and 2008. The
energy balances of both periods are depicted in Fig. 3 with
averaging intervals of 20 days. For the description of the
seasonal energy balance characteristics, we separate the ob-
servation period into three subsections according to seasonal
climatic conditions. The spring section is characterized by
the presence of the perennial snow cover and lasts until the
end of snow melt. The summer section features air tempera-
tures well above the freezing point, and the fall section is de-
ﬁned by the beginning of refreeze and occasional snow fall.
4.1.1 Spring (1 April–31 May)
During the spring period, the daily average air temperatures
increase strongly from −16 ◦C to 6 ◦C in 2007 and from
−25 ◦C to 2 ◦C in 2008, with notable differences between
both years. According to the ultrasonic snow depth sensor,
the early spring snow depths are in the range from 0.30 and
0.35m in both years. These point values are conﬁrmed by
spatially distributed snow-water equivalent measurements in
2008, which yield an average snow depth of about 0.30m,
with an average snow density of 190kgm−3. The onset and
course of the snow melt are almost identical for both years.
The snow melt starts in mid-May shortly after the beginning
of the polar day and does not occur in a single event but
is interrupted by declining air temperatures and subsequent
snowfall. Theﬁrstsnowmelteventlasts only afewdays(10–
19 May 2007/10–14 May 2008), during which the elevated
polygonal rims become partly snow-free (Fig. 4). The subse-
quent snow fall delivers only a few centimeters of additional
snow cover, which disappear quickly in the second and ﬁnal
melt event (22–30 May 2007/21–29 May 2008). During and
shortly after the snow melt, the polygonal centers are tempo-
rally ﬂooded, when the frozen soils impedes water drainage.
This period lasts from 10 to 14 days, and the standing water
column features a depth of a few millimeters to centimeters.
In the following, we refer to the period before the onset of
melting as the pre-melt period, while the subsequent time is
denoted the snow melt period. The average net radiation is
positive during the entire spring period and of similar mag-
nitude in both years (Fig. 3). During the pre-melt period, the
diurnal amplitude of the net radiation ranges from −40 to
50Wm−2, but increases rapidly during the melt period un-
til the snow cover has completely disappeared. This rapid
change in the net radiation is related to a gradual change of
the surface albedo, which has a value 0.8 before and 0.2 after
snow melt. The gradual change in the surface albedo is at-
tributed to the successive melt out of the elevated polygonal
rims. This change in the surface characteristics is reﬂected
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Table 2. Seasonal averages of the net radiation Qnet, the net short wave radiation 1QS, the net long wave radiation 1QL, the sensible heat
ﬂux QH, the latent heat ﬂux QE, the ground heat ﬂux QG, the sensible fraction of the ground heat ﬂux QG,sensible, the latent fraction of
the ground heat ﬂux QG,latent, the energy attributed to snow melt Emelt, and the closure term C. In addition, important ratios and climate
parameters are given such as the surface temperature Tsurf, the air temperature Tair, the relative humidity RH, and the total precipitation P.
The springtime precipitation is replaced by the snow-water equivalent (SWE). The turbulent heat-ﬂux values marked in bold are affected by
minor data gaps, due to quality or lee-sector data exclusion.
Spring Summer Fall
2007 2008 2007 2008 2007 2008
28 Apr–31 May 22 Apr–31 May 12 Jul–23 Aug 7 Jun–8 Jul 1–30 Sep 1–30 Sep
29 Jul–30 Aug
Qnet [Wm−2] 44a 27b 81b 104b 7a 11b 5a
1QS [Wm−2] – 61 119 145 – –
1QL [Wm−2] – −34 −38 −41 – –
QH [Wm−2] 8.7 1.3 14 22 −1.5 −4.4
QE [Wm−2] 12c 9.7 40 44 15c 19
QG [Wm−2] 18 14 15 20 6 0.5
QG,sensible [Wm−2] 17 13 5 9 6 4
QG,latent [Wm−2] 1 1 10 11 0 −3.5
Emelt [MJm−2] 19 19 – – – –
C [Wm−2] −1.7 −3 12 18 −12.5 −10.1
QH/Qnet 0.20 0.05 0.17 0.21 −0.21 −0.88
QE/Qnet 0.27c 0.36 0.49 0.42 2.14c 3.80
QG/Qnet 0.41 0.52 0.20 0.19 0.86 0.10
C/Qnet −0.04 −0.11 0.15 0.17 −1.79 −2.02
QH/QE 0.73 0.13 0.35 0.50 −0.10 −0.23
Tsurf [◦C] −3.8 −6.9 10.5 9.2 3 1.2
Tair [◦C] −4.7 −6.9 9.2 8.2 2.6 1.6
RH [%] 84 84 84 84 88 87
P [mm] SWE: 60 SWE: 57 58 100 49 21
a Radiation values measured with the NR-Lite sensor.
b Values obtained with the four-component CNR1 sensor.
c Modeled values of latent heat ﬂux.
in all energy balance components (Fig. 4). The turbulent
sensible heat ﬂux ranges from −30 to 20Wm−2 during the
pre-melt period and follows the course of the net radiation.
With the onset of the melt period, persistent negative sensible
heat ﬂuxes are observed, which appear to be partly decou-
pled from the net radiation (Fig. 4). This relation indicates
that both the turbulent sensible heat ﬂuxes and the incoming
short-wave radiation contribute to the snow melt. As soon
as larger snow-free areas are present, the sensible heat ﬂux
becomes positive and rapidly exceeds 40Wm−2. After the
snow cover has disappeared entirely at the end of May, the
sensible heat ﬂux reaches peak values of 90Wm−2. A sim-
ilar evolution is observed for the latent heat ﬂux, which is
between 0 and 10Wm−2 before the onset of snow melt and
quickly increases to values of 50Wm−2 during the ﬁrst snow
meltevent. Afterthesnowcoveriscompletelymelted, thela-
tentheatﬂuxexceeds100Wm−2 andhasanaveragevalueof
35Wm−2 during the last ten spring days of 2008. This heat
ﬂux corresponds to a total energy turnover of 30MJm−2 or
a total amount of evaporated water of 12mm. As the snow-
water equivalent of 2008 amounts to approximately 57mm,
about 20% of the snow cover sublimate or evaporate dur-
ing the last days of the spring period. This high latent heat
ﬂux relate to the period when the tundra surface is charac-
terized by ponding melt water above the frozen soil. After
this period the snow cover effectively supplies 45mm to the
summertime water budget, which is about 20% of the total
precipitation after snow melt (1 June–30 September).
The atmospheric stratiﬁcation is reﬂected in the stability
parameter ζ, which is almost zero during neutral conditions,
larger than zero for stable, and smaller than zero for unstable
atmospheric stratiﬁcations. During the pre-melt period, the
atmospheric stratiﬁcation changes frequently between stable
and unstable conditions (Fig. 4). At this time, neutral strat-
iﬁcations occasionally occur together with wind speeds of
over 2ms−1. At the beginning of the melt period, the wind
speed is generally high and the atmospheric stratiﬁcation be-
comes neutral (Fig. 4). The average ground heat ﬂux during
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Fig. 4. Net radiation, sensible heat ﬂux, latent heat ﬂux, wind speed, atmospheric stability parameter ζ, and approximate fraction of the
snow-covered area (in gray) during spring 2008. The energy balance is strongly related to the evolution of the snow melt. Wind speed
increases during the melt period, and atmospheric stratiﬁcation is neutral. Varying atmospheric conditions are observed in the pre-melt
period.
the spring period is remarkably positive and is dominated by
the storage of sensible heat in both years (Table 2), which is
associated with a steady warming of the deeply frozen soil.
In general soil temperatures are very low. At the depth of the
zeroannualamplitude(approximately15m), thesoiltemper-
ature is found to be about −10 ◦C. A closer look at the evo-
lution of the ground heat storage (Fig. 5) reveals faster soil
warming in early spring 2007. This difference in the evolu-
tion of the ground heat budget compared to 2008 is related
to warmer air and snow surface temperatures, but relatively
cold soil temperatures in early spring 2007 (Table 2). In both
years, the amplitude of the ground heat ﬂux through the snow
cover typically ranges from −20 to 20Wm−2 during the pre-
melt period and is thus in the range of the turbulent sensible
heat ﬂuxes.
4.1.2 Summer (1 June–31 August)
The summer period is characterized by a strong short-wave
radiative forcing, a snow-free surface, day time tempera-
tures well above freezing point, and thawing of the active
layer (Table 2). The thaw depths during summer range
from 0.40 to 0.50m. Polar day conditions last until 7 Au-
gust, featuring high values of incoming short-wave radia-
tion. Daily averages of incoming short-wave radiation of-
ten exceed 300Wm−2 under clear-sky conditions and can
be as low as 20Wm−2 under overcast situations, which oc-
cur frequently. The reduced solar radiation during cloudy
conditions is partly compensated by increased long-wave
radiation. The daily average of incoming long-wave ra-
diation typically ranges from 280Wm−2 for clear-sky to
380Wm−2 for cloudy situations. The daily average of
emitted long-wave radiation varies between 330Wm−2 and
420Wm−2, which corresponds to average surface tempera-
tures between 3 and 20 ◦C. Consequently, the net long-wave
losses frequently exceed 100Wm−2 during clear-sky condi-
tions, while they are almost zero during overcast situations.
The average summer net radiation for 2007 is slightly higher
than for 2008 (Fig. 3), which is most likely caused by differ-
ences in cloudiness. This is also conﬁrmed by the precipita-
tion rates, which are doubled during the early summer period
of 2008.
In both years, unstable stratiﬁcations (ζ < 0) occur fre-
quently during the day, but usually do not last longer than
12h. The nights are dominated by neutral stratiﬁcations
(ζ ≈0), while stable atmospheric conditions (ζ >0) are only
occasionally observed under calm conditions with highly
negative values of the net radiation. The turbulent heat ﬂuxes
constitute important components in the summertime energy
balance. About 20 to 30% of the net radiation is consumed
by turbulent sensible heat ﬂux, while the latent heat ﬂux
amounts to about 40 to 50% (Fig. 3, Table 2). The turbu-
lent heat ﬂuxes show a strong diurnal cycle and frequently
exceed130Wm−2 forthesensibleand150Wm−2 forthela-
tent heat ﬂux during the day. During the night, negative sen-
sible heat ﬂuxes of around −20Wm−2 are observed, while
negative latent heat ﬂuxes (dew formation) occur only occa-
sionally. Such events are then associated with highly nega-
tive net radiation and low surface temperatures, as they occur
at the end of the summer section. We describe an exemplary
period during late summer 2008 in Fig. 6, which illustrates
the typical diurnal cycle of the heat ﬂux components forced
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Fig. 5. Internal energy of the soil over the entire observation pe-
riod in 2007 and 2008. In both years, 0MJm−2 is deﬁned as the
internal energy of the soil on 1 April. Soil temperatures from 2007
are colder in spring, and the air temperatures are warmer, which
explains the increased heat storage at the beginning of the period.
Towards the end, soil temperatures are almost equal.
by the incoming solar radiation. The wind speed appears
to be associated with a diurnal pattern (Fig. 6), which indi-
cates enhanced turbulent heat exchange during the day and
lowered turbulence during the night. No dependence on the
wind direction during day time is detected. The wind direc-
tions show a slight dominance in NW and SSE direction in
2007, while a slight dominance in NW and ESE direction is
observed in 2008. For both years, we measure a distinct in-
ﬂuence of the wind direction on the air temperature which is
on average 6 ◦C colder during north winds. However, a cor-
responding inﬂuence of the wind direction is found neither
on QH/Qnet nor on QE/Qnet.
For both years, the average Bowen ratio, QH/QE, is below
one, indicating high rates of evapotranspiration. During the
summertime periods, the evaporated water amounts to about
70mm in 2007 (12 July–23 August) and about 100mm in
2008 (7–8 July; 29 July–30 August). It is worth noting that
the amount of evaporated water roughly equals the precipita-
tion measured in the corresponding periods (Table 2). How-
ever, the inter-annual comparison is not meaningful, due to
the different length of the observation periods.
An inter-annual comparison of turbulent heat ﬂuxes is fea-
sible using modeled latent heat ﬂuxes (Appendix D) to ﬁll
gaps in the measured time series (Fig. 2). Inter-annual dif-
ferences in the turbulent heat ﬂuxes occur during the early
and mid summer period (Fig. 3). During this time, the net
radiation in 2008 is depressed, most likely due to increased
cloudiness. In accordance with the net radiation, lower sen-
sible heat ﬂuxes are observed in 2008. In contrast, the la-
tentheatﬂuxesareslightlyhigherduringearlysummer2008,
which may be attributed to the higher precipitation (Fig. 3).
In both years, the ground heat ﬂux is an important term in
the summertime energy balance, which consumes about 20
to 25% of the available net radiation. About 60% of the en-
ergy provided by the ground heat ﬂux is consumed by active
layer thawing, while the remaining fraction leads to a warm-
ing of the soil (Fig. 5). During the summer months maximum
thaw depths between 0.40 and 0.50m are reached. The shal-
lowthawdepthcausesstrongtemperaturegradientsintheac-
tive layer, which enhances the ground heat ﬂux. The ground
heat ﬂux shows a strong diurnal cycle and frequently exceeds
50Wm−2 during the day (Fig. 6), while negative ground
heat ﬂuxes are observed only occasionally during clear night
skies.
4.1.3 Fall (1–30 September)
The fall period is characterized by steadily decreasing air
and surface temperatures. This period is further character-
ized by the onset of freezing and occasional snow fall, but
a continuous snow cover does not form yet. In each year,
the fall period starts with air and surface temperatures well
above the freezing point and ends with temperatures around
0 ◦C. Only occasional freezing events are observed during
the fall period for 2007, while sustained freezing occurred in
2008. The inter-annual difference in the temperature evolu-
tion is reﬂected in the average air and surface temperatures,
as well as in the ground heat ﬂuxes (Table 2). In 2008, the
entire active layer already approaches temperatures of 0 ◦C
at 17 September, but warms again for one week, before the
soil temperature ﬁnally reaches the zero-curtain around 25
September. In contrast, the soil temperature in 2007 never
enters the zero-curtain during the fall period. The average
ground heat ﬂux in fall 2007 remains positive, while it is al-
most zero in 2008 (Table 2). In both years, a soil warming
in depths between 1 and 10m leads to QG,sensible >0. This
warming of the deeper soil layers is compensated by the re-
lease of latent heat in the active layer due to initial freezing
in 2008 (Table 2). The average net radiation is reduced, but
stillpositiveinbothyearsandfeaturesadistinctdiurnalcycle
with daytime values on the order of 100Wm−2. A negative
net radiation on the order of −50Wm−2 is frequently ob-
served during the nights in 2008, which occurs only sporadi-
cally in 2007. The reduced radiative losses during the nights
and the higher amount of precipitation in fall 2007 indicate
increased cloudiness (Table 2). In both years, the average
sensible heat ﬂux is negative and thus warms the surface,
but it is more negative in 2008. This is in accordance with
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Fig. 6. Sample heat ﬂuxes, wind speed, and stability parameter during late summer 2008, with overcast periods marked in gray.
pronounced negative gradients of the night time air temper-
atures, which have been measured in fall 2008. Despite the
reduced net radiation, the latent heat ﬂuxes still play a domi-
nant role in the surface energy balance (Fig. 3). In both years
the latent heat ﬂux exceeds the net radiation. Hence, the re-
quired energy for evapotranspiration must be delivered partly
by the other energy balance components. According to the
heat ﬂux directions, this can only be assigned to the sensible
heat ﬂux.
In both years, the atmospheric stratiﬁcation is dominated
by neutral conditions, corresponding to high wind speeds.
However, stable stratiﬁcations occasionally occur during
calm nights, when the net radiation becomes highly negative
and strongly negative gradients in the near surface air tem-
perature arise. Such events occur more frequently in 2008.
4.2 Spatial variability of the surface energy balance
The polygonal tundra features pronounced micro-scale het-
erogeneity, particularly regarding to the surface soil mois-
ture and vegetation cover: the elevated polygonal rims are
typically covered with dry mosses, while the lowered centers
are ﬁlled with wet peat soils or shallow ponds. Therefore,
spatial differences in the surface energy balance may occur
over scales of a few meters. In accordance with the surface
classiﬁcation displayed in Fig. 1, we distinguish wet, dry and
water surfaces.
During the summer period, spatially distributed measure-
ments of the albedo yield values of approximately 0.2 for dry
and 0.15 for wet tundra surfaces. The latter value is consis-
tent with the average albedo of 0.14 obtained from long-term
measurements of incoming and outgoing short-wave radia-
tion (CNR1 sensor) over a wet tundra spot. For the summer
period, this albedo difference leads to a lower net short-wave
radiation 1QS at the dry surfaces of about 5Wm−2, with a
maximum of up to 25Wm−2 during local noon under clear-
sky conditions. Furthermore, strong spatial differences in the
surface temperature occur under such conditions, with the
dry surfaces being 5 to 10 ◦C warmer than the wet surfaces.
As this corresponds to a lower net long-wave radiation at the
dry surfaces of 25 to 50Wm−2, the net radiation may be up
to 75Wm−2 lower at dry surfaces than at wet surfaces, in
case of clear-sky conditions and local noon. During nights
with clear-sky conditions, the differences in surface temper-
ature are inverted, with increased surface temperatures and
thus increased outgoing long-wave radiation at the wet loca-
tions. During overcast periods, the spatial differences in sur-
face temperature largely vanish. As such cloudy conditions
are frequent and the day and night differences of the surface
temperature under clear-sky conditions cancel at least partly,
the spatial differences of the surface temperature are reduced
to below 1 ◦C for longer averaging periods, resulting in dif-
ferences in the average net long-wave radiation of less than
5Wm−2. Thus, we conclude that the spatial differences of
the average net radiation between wet and dry surfaces are
smaller than 10Wm−2 during the summer period.
Pronounced differences in the net radiation are measured
between the tundra soil and the polygonal pond (Fig. 7). Dur-
ing the pre-melt period, the net radiation observed at the
polygonal pond stays at a constant 5 to 10Wm−2 lower than
the tundra surface. After the melt period, the measurements
show a higher net radiation at the water body of the order of
20 to 30Wm−2, which gradually diminishes over the course
of the summer and fall periods (Fig. 7). During spring, the
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Fig. 7. Differences between the net radiation measured at the pond
and the tundra surface 1Qnet during the observation periods in
2007 and 2008.
differences might be explained by a higher albedo or in-
creased surface temperatures at the frozen pond. During the
summerperiod, similarsurfacetemperaturesareobservedfor
the water body and the tundra surface. Hence, the differences
in net radiation are most likely explained by a lower albedo
of the water body.
Spatialdifferencesbetweenwetanddrysurfacesinthetur-
bulent heat ﬂuxes are investigated using the stationary eddy
station and the second location of the mobile eddy system
(Fig. 1). On average the second mobile eddy station has a
20% higher fraction of dry surface areas than the reference
location according to the footprint analysis. The simulta-
neous measurements at each location indicate that moderate
spatial differences of around 20Wm−2 (10–20%) can be ex-
pected for the sensible and latent heat ﬂuxes under conditions
of high radiative forcing (Qnet >200Wm−2) (Fig. 8), which
occur only sporadically during the summer period. Assum-
ing that the dependencies between the net radiation and the
differences in the turbulent heat ﬂuxes displayed in Fig. 8
(which have been evaluated for a period of one week) can
be generalized for the entire summer period, we can calcu-
late the average differences between both measurement lo-
cations for the entire summer period from the distribution
of the net radiation (see histogram in Fig. 8). For the sum-
mer period 2008, the calculated average sensible heat ﬂux
is 7±7Wm−2 higher at the mobile station, while the aver-
age latent heat ﬂux is 8±10Wm−2 lower. Based on these
results, we calculate the heat ﬂux contributions of wet and
dry surfaces using fractional unmixing. The average latent
heat ﬂux QE at location I (stationary station) and II (mobile
station) can be evaluated as
Fig. 8. Differences of sensible 1QH and latent heat ﬂuxes 1QE
as measured between the stationary station and the second location
of the mobile eddy system (7–14 August 2008). The histogram de-
picts the distribution of net radiation values over the entire summer
period (7 June–30 August 2008).
QI
E =f I
dryQE,dry+f I
wetQE,wet, (9)
QII
E =f II
dryQE,dry+f II
wetQE,wet. (10)
Hereby, QE,dry is the average latent heat ﬂux originating
from dry surfaces, QE,wet is the average latent heat ﬂux orig-
inating from wet surfaces and ponds, and fdry and fwet are
the fractions of dry and wet (including pond) surfaces in the
average ﬂux source area at location I and II, respectively.
According to the footprint analysis, the stationary location
features f I
dry ≈0.6 and f I
wet ≈0.4, while the mobile location
consists of f II
dry ≈0.8 and f II
wet ≈0.2. Note that performing
this procedure for average ﬂuxes and average footprint ar-
eas is a good approximation, as the fractions of wet and dry
areas within the footprints do not vary strongly (±5%) over
time. The calculated ﬂuxes reveal that dry and wet surfaces
are distinctly different sources for sensible and latent heat
ﬂuxes (Fig. 9): at dry surfaces, about the same amount of
energy is attributed to sensible and latent heat ﬂuxes (Bowen
ratio QH/QE of 1.29), while the wet surfaces feature a strong
dominance of the latent heat ﬂux (Bowen ratio 0.02) with an
almost negligible contribution of the sensible heat ﬂux. The
latter is in good agreement with the small difference, that is
usually observed between the surface and air temperatures
for the wet areas. With declining net radiation in the fall pe-
riod, almost no differences in sensible and latent heat ﬂuxes
are measured between the locations of the stationary and the
mobile system.
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Fig. 9. Sensible QH and latent heat ﬂuxes QE at wet and dry
surfaces during summer 2008. The values are estimated from the
eddy covariance measurements of the stationary and mobile eddy
covariance systems. The areas of the arrows are scaled according to
the heat ﬂux values.
5 Discussion
5.1 Measurement errors and energy balance closure
During the entire observation period, an unclosed energy bal-
ance is found for both half-hourly values and long-term av-
erages (Table 2).
Following the classiﬁcation of Westermann et al. (2009),
we loosely distinguish four different categories of errors af-
fecting long-term energy balance closure: (I) the measure-
ment accuracy of the applied instrumentation; (II) errors in-
herent in the method of measurement; (III) the uncertainty of
the parameters used to calculate the ground heat ﬂux; (IV) er-
rors resulting from mismatching footprint areas:
I. Only a systematic offset in the instrument accuracy can
give rise to the observed closure terms of the long-term
averages (Table 2), since random measurement errors
would be greatly reduced by the averaging procedure.
The accuracies of the net radiation sensors are expected
tobe10%fortheCNR1and20%fortheNR-Litesensor
(see Sect. 3). Consequently, the observed closure terms
during spring are within the possible error margins of
the net radiation, while the closure terms exceed the un-
certainty of the net radiation measurements during all
the other periods.
II. When high-frequency measurements of the water vapor
concentration are not available, the sensible heat ﬂux
QH is substituted with the buoyancy ﬂux QHB. While
the maximum bias of about 15% of the measured buoy-
ancy ﬂux (see Sect. 3.2) might explain the closure terms
during both spring periods, it cannot during fall 2007.
More general, the accuracy of the eddy covariance
method is known to be limited under non-stationary
conditions, which in a strict sense are rather the norm
than the exception under normal atmospheric conditions
(Inagaki et al., 1996; Foken, 2008). This can lead to
a systematic underestimation of the true sensible and
latent heat ﬂuxes, which is reported to potentially ex-
ceed 25% of the measured values (Wilson et al., 2002).
While the applied quality control (see Sect. 3.2) ensures
minimum standards of our ﬂux measurements, Mauder
et al. (2006) report uncertainties of 15 to 20% on the
turbulent ﬂuxes for mid-latitudes using the same quality
control scheme. In addition to the other uncertainties,
this error could explain a large part of the closure term
during summer when energy balance could be closed by
increasing the magnitude of the turbulent ﬂuxes. How-
ever, the large closure terms during the fall periods are
still problematic, as they cannot be explained.
III. The uncertainty of the ground heat ﬂux QG is mainly
determined by the accuracy of the employed values for
the thermal properties of the soil or the snow. The heat
capacities Ch of soil and snow are inferred from soil
component analysis, in situ soil moisture detection and
snow-waterequivalentmeasurementsonthepointscale.
The thermal conductivity Kh is calculated by a ﬁtting
procedure, assuming purely conductive heat transfer
and uniform composition of the considered soil or snow
domain. Such idealized conditions do not exist in re-
ality, which is reﬂected in the uncertainty of the deter-
mined thermal diffusivity values. Furthermore, both the
heat capacity and the thermal conductivity are spatially
variable, sothattheemployedvaluesareassociatedwith
a considerable standard deviation inferred from mea-
surements at multiple locations (Table 1). Therefore,
the ground heat ﬂux has a large relative uncertainty of
around 30% (Sect. 3.3). Such uncertainty in the ground
heat ﬂux might explain the closure term in spring but
not during the other periods (Table 2).
IV. The components of the surface energy balance are mea-
sured at different spatial scales in this study: the ground
heat ﬂux is inferred from point measurements of soil
temperatures and moisture, while the radiation sensors
provide an average over surface areas of up to a few
dozens of square meters, which is still only a fraction of
theevenlargerfootprintareaoftheeddycovariancesys-
tem. An unclosed surface energy balance is at least to
some degree inevitable, if e.g. the point measurements
are not conducted at sites “representative” for the foot-
printarea oftheeddycovariance system. Therefore, itis
very likely that considerable errors are induced by spa-
tial inconsistencies: the ground heat ﬂuxes are only de-
rived at water-saturated sites due to the high uncertainty
in the thermal properties of dry soils. The net radiation
sensors are pointed towards wet surfaces, but measure-
ments are also inﬂuenced by the surrounding dry sur-
faces, while the eddy covariance system averages over
varying fractions of wet and dry surfaces.
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In the results section, we demonstrated that both the net
radiation and the turbulent heat ﬂuxes are affected by
surface heterogeneities resulting in spatial heat ﬂux dif-
ferences on the order of several Wm−2 (Fig. 4.2). This
error source sometimes becomes obvious during sum-
mer nights with clear-sky conditions, when the direc-
tion of the ground heat ﬂux at the wet soils stays pos-
itive, and other components of the energy balance re-
quire zero to negative ground heat ﬂuxes (see Sect. 4.1.2
and Fig. 6).
Despite of the difﬁcult measurement conditions in the Arc-
tic the magnitude of the observed closure terms is in range of
the closure terms found in a number of carefully designed
ﬁeld experiments (overview in Foken, 2008). This gives
us conﬁdence that the true magnitude of the components of
the surface energy balance is adequately represented in this
study.
5.2 Controlling factors of the surface energy balance
Three factors can be identiﬁed that determine the character-
istics of the surface energy balance at the investigated wet
tundra landscape. The determining factors are (i) the snow
cover, (ii) the presence or absence of a cloud cover and
(iii) the presence of cold permafrost leading to a strong gra-
dient of the soil temperatures.
i. Although the snow cover is only shallow at the study
site, it has strong implications for the surface energy
balance. Firstly, the albedo of the snow cover is about
a factor of four higher than the albedo of the snow-free
tundra surface. Secondly, the thermal conductivity of
snow is about a factor of two lower than the thermal
conductivity of frozen peat. The second point is of par-
ticular importance during winter, when the low thermal
conductivity of the snow cover impedes the release of
energy from the ground and leads to a reduced ground
heat ﬂux (Zhang, 2005; Ling and Zhang, 2007). Dur-
ing spring, however, the soil has already cooled, so that
the lower thermal conductivity of the snow is of minor
importance for the ground heat budget and the surface
energy balance (Goodrich, 1982). In contrast, the high
albedo of the snow has a strong impact on the surface
energy budget during the spring period, when the in-
coming short-wave radiation already features high val-
ues. At the study site, the snow cover effectively re-
duces the net short-wave radiation until the beginning
of the polar day period (6 May). The melting of the
snow cover with the associated change in surface albedo
triggers a sudden change from a winter to a summer sur-
face energy balance, so that the timing of snow melt is a
critical point in the annual course of the surface energy
balance. In both investigated years, the timing of the
snow melt is almost identical. Iijima et al. (2007) point
out that snow cover disappearance in eastern Siberia
is strongly related to the attenuation of the Siberian
High with subsequent advection of warm and moist air
masses from the west. According to the distinct con-
tribution of sensible atmospheric heat ﬂux to the snow
melt, our measurements indicate the presence of warm
air masses. However, the short-wave radiation is still
the dominant factor driving the snow melt.
ii. The large-scale advection of warm air is usually re-
lated to increased cloudiness, which alters the net ra-
diation and thus the entire surface energy balance. Dur-
ing the spring period, our results indicate that the ob-
served inter-annual differences in the ground tempera-
tures are caused by different air temperatures, which are
presumably related to the lager scale atmospheric ad-
vection processes. During the summer months, the net
radiation is reduced for cloud-covered skies, which in
turn leads to surface cooling. According to our mea-
surements, this mainly affects the magnitude of tur-
bulent heat ﬂuxes. While the surface temperature is
lower under cloudy conditions, this only marginally de-
creases the strong temperature gradient in the soil, so
that the impact of clouds on the ground heat ﬂux is mi-
nor. Hence, the thawing dynamics of the active layer is
only marginally affected by changed cloudiness. Dur-
ing the fall period, the contrary effect of a cloud cover
is observed, as clouds reduce the long-wave radiative
losses, leading in turn to increased surface tempera-
tures. The impact of clouds on the ground heat budget
is observed to be largest during the fall season, when
presumably increased cloudiness delays the refreezing
process in 2007, while the average air temperatures are
similar. This twofold inﬂuence of the cloud cover on the
net radiation in the Arctic is conﬁrmed in several stud-
ies (Curry et al., 1996; Intrieri et al., 2002; Shupe and
Intrieri, 2004).
iii. During the entire observation period, the ground heat
ﬂux is a large component of the surface energy bal-
ance. About 20% of the net radiation is stored as la-
tent and sensible heat in the ground, which is in the up-
per range of the typical values reported for other arc-
tic permafrost regions (Boike et al., 1998; Lynch et al.,
1999; Eugster et al., 2000; Westermann et al., 2009).
The high contribution of ground heat ﬂux to surface
energy balance is caused by the cold permafrost tem-
peratures, the shallow active-layer depth and the large
annual surface temperature amplitude, which is related
to the continental climate conditions. During the sum-
mer period, the sensible heat storage makes up about
50% of the entire ground heat ﬂux. As already shown
by Romanovsky and Osterkamp (1997), this limits the
value of the widely used Stefan equation, which evalu-
ates the active layer dynamics by assuming the ground
heat ﬂux to be used entirely for thawing. In general,
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the high contribution of the ground heat ﬂux to the sur-
face energy balance indicates that it must be considered
as an important factor in larger-scale model approaches.
This is different to the mid latitudes, where the average
ground heat ﬂux usually ranges between 0 to 6Wm−2,
which is about 5% of the net radiation and hence is of-
ten considered to be of less importance in modeling and
validation studies (e.g., Baker and Baker, 2002; Boone
et al., 2009). It should be carefully checked, whether
the parameterizations of soil thermal processes (which
have been developed in and for the mid-latitudes) em-
ployed in current large-scale circulation models can ad-
equately account for the prominent role of the ground
heat ﬂux in permafrost areas. This issue is of partic-
ular importance, as permafrost areas with continental
climate, where high ground heat ﬂux can be expected,
occupy vast areas in the Arctic. This improvement of
modeling results by employing more realistic parame-
terizations of the soil processes has been outlined in a
number of studies (e.g., Peters-Lidard et al., 1998; Cox
et al., 1999; Viterbo et al., 1999; Pitman, 2003).
5.3 Spatial differences of the surface energy balance
In this study, spatial differences in the surface energy balance
areobservedfor(i)thenetradiationand(ii)theturbulentheat
ﬂuxes.
i. The measured differences in the net radiation between
wet and dry surfaces are on average less than 10Wm−2.
More pronounced spatial differences in the radiation
balance are measured between the tundra and the pond.
The net radiation of the investigated pond is slightly
lower in frozen and snow-covered conditions during
spring, but higher during the summer months. The pond
investigated in this study indicates that small shallow
water bodies can have inﬂuence on the net radiation
in polygonal tundra landscapes, as they are common
landscape elements. While the impact of larger water
bodies on the arctic climate conditions has been inves-
tigated (Krinner, 2003; Rouse et al., 2005; Krinner and
Boike, 2010), such small water bodies have not received
similar attention. It is thus highly desirable to evalu-
ate the impact of small water bodies on the larger-scale
surface energy balance, particularly since such micro-
scale landscape structures usually remain undetected in
remote sensing applications and are neglected in model
approaches.
ii. Our measurements reveal differences in sensible and la-
tent heat ﬂuxes according to variations in the fractions
of dry and wet surfaces in the footprint areas (Fig. 8).
The observed spatial variations are caused by the small-
scale surface-temperature differences that exist between
wet and dry surfaces. As the temperature difference be-
tween wet and dry surfaces depends on the net radia-
tion, differences in the turbulent ﬂuxes are most pro-
nounced during clear-sky situations, which occur only
occasionally during the summer period. For the sum-
mertime average, sensible and latent heat ﬂuxes have
been found to be of similar magnitude at dry locations,
while at wet surfaces the turbulent heat ﬂux is almost
completely determined by evapotranspiration (Fig. 9).
Hence, the polygonal surface structures strongly affect
the Bowen ratio at the landscape scale. This could be
of great importance when discussing surface drying or
wetting due to water table changes. Transforming the
wet polygonal centers to surfaces similar to the polyg-
onal rims, would at least increase the Bowen ratio by a
factor of two which in turn could lead to an increased
near surface air temperature.
5.4 Comparison to other arctic sites
Only few studies on the surface energy balance exist for
arctic regions, most of which only cover short periods
or do not include all components of the energy balance.
The most comprehensive summary for a number of sites
in the Arctic and Subarctic (except Siberia) is given by
Eugster et al. (2000). In addition, studies on the surface
energy balance have been published for Alaska (Ohmura,
1982; Harazono et al., 1998; Mendez et al., 1998; Lynch
et al., 1999; Vourlitis and Oechel, 1999; Chapin et al., 2000),
Greenland (Soegaard et al., 2001), Svalbard (Harding and
Lloyd, 1998; Westermann et al., 2009) and Siberia (Boike
et al., 1998; Kodama et al., 2007). Since most of these stud-
ies only provide ﬂux values for the summer season (July–
August), a meaningful comparison is only possible for this
time. Here, we use the averages of the summer period in
2007.
The Bowen ratio of around 0.35–0.5 observed in this study
for polygonal tundra in Siberia demonstrates the high evap-
otranspiration rates of a typical wetland and is well within
the given range from other arctic wetland locations. The to-
tal evapotranspiration rate of 1.4mmd−1 falls between the
lower ranges reported from Svalbard (≈ 1mmd−1) (Lloyd
et al., 2001; Westermann et al., 2009) and higher values for
wetland sites in Greenland (1.5mmd−1) and Alaska (1.5 to
2.3mmd−1).
With a fraction of 20% of the net radiation, the ground
heat ﬂux observed at the study site is among the largest val-
ues reported for Alaskan, Greenland and Svalbard sites (Eu-
gster et al., 2000; Westermann et al., 2009), while ground
heat ﬂuxes from other Siberian sites reported by Kodama
et al. (2007) and Boike et al. (1998) fall in the same range.
The main reasons for this are most likely similarly cold per-
mafrost temperatures and a similarly large annual tempera-
ture amplitude due to the continental climate conditions.
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6 Conclusions
In this study, we present measurements of the surface energy
balance at a polygonal tundra landscape in northern Siberia
for two spring, summer and fall seasons (April–September).
Furthermore, the study includes rarely available data on the
spatial variablity of the surface energy balance from the point
scale to a few hundred meters. In a companion paper (Langer
et al., 2010b), a similar data set is presented for the winter
season, so that the entire annual cycle of the surface energy
balance can be documented.
In the following, we brieﬂy summarize the key ﬁndings on
the surface energy balance from spring to fall:
– Clouds have a strong impact on the net radiation and
thus on the surface energy balance. A signiﬁcant impact
on the soil temperatures has been observed in fall, when
a cloud cover has the potential to delay the beginning of
freeze back of the tundra soil by at least a week.
– The deviation of net radiation between water bodies and
tundra soils is at maximum immediately before and af-
ter melting of the ice cover on the pond in spring. De-
pending on their spatial extent, small water bodies can
decrease the summertime surface albedo.
– The timing of the snow melt coincides with the occur-
rence of negative sensible heat ﬂuxes. This indicates
that the advection of warm air masses might be a trig-
gering factor for the snow melt at the study site.
– Thepartitioningofsensibleandlatentheatﬂuxesduring
the summer months is strongly related to the polygonal
surface structures. At the elevated and dry surfaces of
the polygonal rims similar fractions of energy are at-
tributed to sensible and latent heat ﬂuxes. At the wet
surfaces of the polygonal centers, the turbulent ﬂux is
almost completely determined by the latent heat ﬂux.
– The ground heat ﬂux is of similar magnitude as the sen-
sible heat ﬂux, and thus constitutes an important term in
the surface energy balance. The high ground heat ﬂux
is caused by strong temperature gradients in the shallow
active layer and in the frozen soil, which results from
both the continental climate and a high soil-water and
ice content.
The surface energy balance is the key to a more complete
understanding of the coupled permafrost-snow-atmosphere
system, that characterizes the vast land areas in the Arctic.
Moreover, the realistic representation of the driving factors
and processes of the surface energy balance in climate mod-
eling is a prerequisite to develop reliable projections of the
future climate in high-latitude regions (Betts et al., 2001,
2003). With its largely quantitative approach and its com-
prehensive coverage of all components of the surface energy
balance, the present study is well suited to support such mod-
eling efforts by providing accessible ground-thruth informa-
tion on the surface energy balance. While the present work
has been conducted for polygonal tundra in Siberia, similar
studies at various locations across the climatic and ecolog-
ical gradients in permafrost areas are highly desirable. An
accessible pan-arctic data base on the surface energy bal-
ancecouldsigniﬁcantlycontributetoourknowledgeonhigh-
latitude ecosystems and on the driving processes, that will
shape these areas in the future.
Appendix A
Deﬁnitions and constants
Qnet: net radiation
QS↓: incoming short-wave radiation
QS↑: outgoing short-wave radiation
1QS: net short-wave radiation
QL↓: incoming long-wave radiation
QL↑: outgoing long-wave radiation
1QL: net long-wave radiation
QHB: buoyancy ﬂux
QH: sensible heat ﬂux
QE: latent heat ﬂux
QG: ground or snow heat ﬂux
Qmelt: energy ﬂux through melting of the snow pack
Emelt: latent heat content of the snow pack
C: residual of the energy balance
u: horizontal wind speed
w: vertical wind speed
u∗: friction velocity
z0: aerodynamic roughness length
Tair: air temperature
Tsurf: surface temperature
Ta: absolute air temperature
Ts: sonic air temperature
Tv: virtual air temperature
T: soil temperature
q: speciﬁc humidity
RH: relative humidity
cp: speciﬁc heat capacity of air at constant pressure
α: surface albedo
: surface emissivity
ζ = z/L∗: stability parameter (z: measurement height, L∗:
Obukhov length)
θ: unfrozen volumetric soil water content
θmax: maximum volumetric soil water content
κ =0.4: von K´ arm´ an constant
ρair: density of air
ρw = 1.0gcm−3: density of water
ρice =0.91gcm−3: density of ice
σ: Stefan-Boltzmann constant
Lsl =0.33MJkg−1: speciﬁc latent heat of fusion of water
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Llg = 2.5MJkg−1: speciﬁc latent heat of vaporization of
water
Lsg =2.8MJkg−1: speciﬁc latent heat of sublimation of ice
Pdry: porosity of soil
Dh: thermal diffusivity of soil
Kh: thermal conductivity of soil
Ch: volumetric heat capacity of soil
Ch,w =4.2MJm−3K−1: volumetric heat capacity of water
Ch,i =1.9MJm−3K−1: volumetric heat capacity of ice
Ch,a ≈0.001MJm−3K−1: volumetric heat capacity of air
Ch,s ≈2.3MJm−3K−1: volumetric heat capacity of the solid
soil matrix
A bulk heat capacity Ch,s is used for the solid matrix, since
typical values of organic and mineral soils do not differ more
than 20% from each other (cf. Sect. 3.3.3)
Appendix B
The calorimetric method
The change of the sensible heat content of a soil volume with
area A and depth z with uniform temperature and a constant
heat capacity is given by
E(t2)−E(t1) = AzCh(T(t2)−T(t1)), (B1)
where T(t1) and T(t2) are the temperatures at times t1 and
t2. In the case of a temperature dependence of the heat
capacity and non-uniform temperature distribution in depth
Ch(T(t,z)), Eq. (B1) must be rewritten to
E(t2)−E(t1) = A
Z z
0
Z T(t2,z0)
T(t1,z0)
Ch(T 0)dT 0dz0. (B2)
The temperature dependence of Ch is caused by the phase
change of water and is calculated as
Ch(T) = θ(T)Ch,w+(θmax−θ(T))Ch,i
+ (1−Pdry)Ch,s, (B3)
where Pdry is the porosity of the soil, θmax is the max-
imum volumetric unfrozen water content, and θ(T) is
the temperature-dependent volumetric liquid water content,
which is referred to as “freeze characteristic”. The vol-
umetric fraction of the solid matrix and thus the porosity
is determined from soil samples and the volumetric water
and ice content is obtained from in situ TDR-measurements
(see Boike et al., 2003, for details). To account for the re-
lease or consumption of energy through freezing and thaw-
ing, Eq. (B2) is extended to
E(t2)−E(t1) = A
Z z
0
ρwLsl[θ(T(t2,z0))−θ(T(t1,z0))]dz0
+ A
Z z
0
Z T(t2,z0)
T(t1,z0)
Ch(T 0)dT 0dz0. (B4)
This method of ground heat ﬂux determination requires
knowledge about the soil-speciﬁc freeze characteristics or di-
rect measurements of the volumetric soil water content. The
used soil-temperature measurements must extend to a depth
of constant temperatures during the considered measurement
period. If such a deep temperature proﬁle is not available,
the heat ﬂux below the measurement depth can be obtained
by solving the heat transfer equation at the lower boundary
(Eq. C3, see below).
Appendix C
The conductive method
The conductive method makes use of the heat transfer equa-
tion to determine the ground heat ﬂux. Firstly, the thermal
conductivity of the soil or snow must be evaluated. This pro-
cedure requires a time series of soil temperatures, measured
in a proﬁle at three depths, Tm(z1,t), Tm(z2,t) and Tm(z3,t)
with z1 <z2 <z3. The one-dimensional heat transfer equa-
tion is written as
Ch(t,z)
∂T(t,z)
∂t
=
∂
∂z
Kh(t,z)
∂T(t,z)
∂z
, (C1)
where T(t,z) denotes the soil or snow temperature at time
t and depth z. Assuming constant heat capacities and ther-
mal conductivities Kh(t,z) in space and time, the one-
dimensional heat transfer equation is simpliﬁed to
∂T(z,t)
∂t
= Dh
∂2T(z,t)
∂z2 , (C2)
where Dh =Kh/Ch denotes the thermal diffusivity. The so-
lution of (Eq. C2) is obtained by the partial differential equa-
tionsolverincorporatedinMATLAB.Therequiredboundary
conditions are given by the outer sensors of the temperature
proﬁle, Tm(z1,t) and Tm(z3,t). The initial conditions are in-
ferred from linear interpolation between all the three sensors
at t =0, which is not critical to the solution, since it becomes
independent of the initial temperature state after a few time
steps in the shallow soil layer. The numerical solver delivers
thetemperaturedistributionoftheconsideredspatialdomain,
including T(t,z2), so that the thermal diffusivity Dh can be
evaluated by minimizing the least mean square error to the
measured temperatures at depth z2, Tm(t,z2). We use time
series of several days for the determination of the thermal
diffusivity of different surface substrates (see Table 1). Note
that this procedure assumes homogeneous substrate compo-
sition in the considered soil or snow layer, which may not be
the case in nature. The heat ﬂux through the upper boundary
can be evaluated by
QG(t) = DhCh
∂T(z,t)
∂z
 
 
z=z1
. (C3)
The conductive methods has been applied by West-
ermann et al. (2009); similar concepts are explored by
Nicolsky et al. (2009).
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Appendix D
Modeling of latent heat ﬂuxes
This model approach is used when eddy covariance measure-
ments of the latent heat ﬂux are not available. The model
is based on eddy covariance measurements of wind speed
and sonic temperature and uses ancillary measurements of
relative humidity and surface temperature. The model is
based on commonly used parameterizations of the atmo-
spheric transport mechanisms (Foken, 2006), which we de-
scribe next. According to Monin-Obukhov similarity theory,
the latent heat ﬂux can be related to the difference between
speciﬁc humidity at measurement height q(zm) and rough-
ness length q(z0) by
q0w0 = (q(zm)−q(z0))κu∗

ln
zm
z0
−9W

zm
L∗
,
z0
L∗
−1
(D1)
with
9W

zm
L∗
,
z0
L∗

=
Z zm
z0
1−ϕW(z0/L∗)
z0 dz0, (D2)
where κ denotes the von K´ arm´ an constant constant (0.4), u∗
the friction velocity, and ϕ(z/L∗) is a universal function (see
below). The quotient z/L∗ denotes the stability parameter ζ,
where L∗ is the Obukhov length deﬁned in Eq. (D6). Using
Eq. (D1) and rewriting the turbulent transport terms as atmo-
spheric resistance ra, the latent heat ﬂux QE can be evaluated
by
QE = −
ρairLlg
ra
(q(zm)−q(z0)), (D3)
with
ra := (κu∗)−1

ln
zm
z0
−9W

zm
L∗
,
z0
L∗

, (D4)
where ρair is the density of air, Llg the latent heat of vaporiza-
tion of water (Garratt, 1994). For calculation over the snow
surface, the term for vaporization, Llg, must be substituted
by the latent heat of sublimation Lsg. The speciﬁc humidity
at a saturated surfaces q(z0) can be inferred from to the sur-
face temperature Tsurf by using the Magnus formula, giving
the water vapor pressure over a water surface or an ice sur-
face, respectively. During the summer months the surface is
not entirely saturated and a surface resistance to evapotran-
spiration rs must be added to ra in Eq. (D3) to account for
the reduced availability, if the Magnus formula is applied.
We use measured time series of the latent heat ﬂux to ﬁt the
surface resistance of summer and fall. We assume the sur-
face resistance to be constant in time. The roughness length
z0 can be inferred from measurements of u2
∗ under neutral
atmospheric conditions (Foken, 2006). Note that we assume
the aerodynamic roughness length to be the roughness length
of water vapor. The ﬁtting procedure yields a surface resis-
tance of about 50sm−1, with a roughness length determined
to be 10−3 m during the summer period. When the ground
is snow-covered, the surface resistance is set to zero, while
the roughness is determined to 5×10−4 m. The universal
function 9W is chosen according to Høgstrøm (1988) as
ϕW(ζ) =

0.95(1−11.6ζ)−1/4 for ζ ≤ 0
0.95+7.8ζ for ζ > 0
(D5)
The Obukhov length L∗, which is required for the stability
parameter ζ, is directly obtained from eddy covariance mea-
surements using
L∗ =−
u3
∗T v
κg(T 0
vw0)
, (D6)
where g is the gravitational acceleration and Tv the virtual
temperature. Note that the virtual temperature Tv is substi-
tuted by the sonic temperature Ts (Foken, 2006).
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