Abstract-There have been many domain-specific keyword extraction researches, but micro-blog-oriented keyword extraction is just beginning. This paper researches into the keyword extraction from Chinese micro-blog. Taking the characteristics of micro-blog into account, such as short, topic divergence, etc., we propose a Chinese micro-blog keyword extraction method based on the combination of multi features. Firstly create the graph model based on the co-occurrence between words, get a kind of weight based on the created graph model. The weight based on the graph model is sometimes same. In order to solve this problem, this method secondly proposes to create the semantic space based on the topic detection method, and get the statistical weight based on the semantic space. Finally, we take the location of words into account during the extraction, which is proved to be a very effective feature. Experimental results show that the proposed keyword extraction method is very successful.
INTRODUCTION
Micro-blog is a social networking application which provides users with an information sharing, broadcast and acquisition platform [1] . Micro-blog helps users to connect with other micro-blog users around the globe. Micro-bloggers can write all kinds of information they are interested in on Micro-blog to share with others. Micro-blog is also a kind of short texts with the limitation of the length is 140 words. Now, more and more people begin to use micro-blog, and the micro-blog users are getting overwhelmed by the raw data. Many researchers carry out a lot of researches to overcome this problem. Researches about micro-blog have attracted increasing attentions from the researchers in the many fields, which include Natural Language Processing (NLP), Communication, and so on.
Keyword extraction is a subtask of information extraction, with the goal to automatically extract relevant terms from a given corpus. Key word extraction plays an important role in many Natural Language Processing researches [2] , and is a basic work for the text classification, text clustering and so on. Now, although there have existed many researches about the keyword extraction, but the keyword extraction from micro-blog is just beginning, especially from Chinese micro-blog. In this paper, we carry out the Chinese micro-blog keyword extraction, where the keyword in this paper is defined to be the words which can represent the content of the micro-blog. The extracted keywords can be used in many aspects, for example, user interest modeling, and hot topic tracking, and so on.
The emphasis of our work is how to extract the keyword effectively from a single micro-blog text. Taking the characteristics of the micro-blog, such as shorter length, topic divergence, we propose a keyword extraction method based on the fusion of multiple features, which include three features: graph model, statistical weight and location feature, where graph model is based on the textRank. Based on our foundation that the users usually public several pieces of micro-blog when they go to a place or take part in a certain party, and these pieces of micro-blog are related to the same topic, we propose to create the semantic space to compute the statistical weight. Experimental results show that the proposed method is very successful.
The structure of the paper is as follows. Section 2 gives a short overview of related research. Section 3 presents the method to create the graph model and the word weight computation method based on the graph model. Section 4 covers the word weight computation method based on the semantic space. Section 5 gives the keyword extraction method based on the fusion of the multiple features. Section 6 discusses the experimental results and analysis. Section 6 gives the conclusions inferred from our work.
II. RELATED WORK

A. Related Work of Keyword Extraction
The keyword is very important in the information retrieval, automatic summarization, so the keyword extraction has always been the hot topic of NLP. Researchers have researched into the extraction methods for many specific domains, for example, web texts [3] , meeting transcripts [4] [5] and scientific publications [6] , semantic annotations [7] and have made many achievements. Some other researchers carry out many interesting works based on the extracted keywords [8] - [9] .
Overall, there are two kinds of methods [10] : supervised methods and unsupervised methods. The main idea of the former is to train a keyword extraction model based on the part of speech, location, and so on. And then use the model to extract the keywords from the micro-blog texts. The shortcoming of supervised method is that it needs the training corpus, especially for micro-blog. Commonly used unsupervised methods include TFIDF, topic model [11] and graph model based method [4] , [12] [13].
The main work of this paper is to extract keywords from Chinese micro-blog texts. Now, the existed works are mainly English Twitter-oriented extraction [14] [15] , and there is little work on the Chinese micro-blog keyword extraction [16] .
Wei Wu firstly carried out Twitter keywords extraction for creating the user's interesting model [17] [18] . He combined TFIDF and graph model in his experiment, which performed successfully. Zhiyuan Liu [19] researched into the user interesting profile based on the keywords extraction from the Sina micro-blog, and used machine translation and term frequency to realize. The common of the above two works is all extract the keywords from the latest 200 entries of micro-blog of a certain micro-bloggers. Zhao Xin [21] proposed to a Twitter keyword extraction method based on the topic related PageRank algorithm. In his work, he firstly detected the Twitter topic based on LDA, and then used a modified PageRank algorithm to extract. The common of these works is to extract keyword based on many entries of micro-blog.
The emphasis of our work is to extract keywords from a single entry of micro-blog, not from many entries. The keywords of a single entry of micro-blog is very useful for the hot topic detection, text classification and clustering. In our work, taking the habit of the microbloggers, we propose to create a semantic space based on the topic detection. And use the semantic space to make up for the weak of graph model. Besides graph model and semantic space, we also adopt location feature. Experimental results show that the proposed method is successful.
B. Characteristics of Micro-blog Text
In order to get useful feature to extract effectively the keyword from micro-blog texts, we analyze deeply into the characteristics of micro-blog texts. During the analysis, we will give the reasons why we adopt these features to extract keyword. Compared with other texts, Micro-blog texts have their unique characteristics which are listed as follows:
(1) They are a kind of short texts, which is the most obvious and prominent characteristic. With the development of Web 2.0, many online communication platforms develop quickly, and there appear a lot of short texts, for example, SMS messages, Image Captions, Product descriptions, reviews about various products, and so on. The micro-blog text is another type of short texts, with the length is limited to 140. Unlike the traditional texts, where they are rich with content, and the word occurrence is high, short text do not provide sufficient word occurrences. So the traditional keyword extraction method will not work well for the micro-blog texts. So in order to extract micro-blog keywords effectively, we propose to use multi-features. Due to the limitation of the length, most micro-blog users usually come straight to the main content, that is to say that the keywords of a microblog will usually locate in the beginning of the microblog.
(2) There is typical structure in the micro-blog. Once a message is published in the micro-blog platform by a user with the ID is A1, it will be pushed to all the friends of the user A1. All these friends will see this message, and they will transfer or reply to this message. The transfer and the reply are the main propagation modes in the micro-blog platform, which make the micro-blog texts to have the strong structural characteristic.
(3) They are a kind of fractional texts. Due to the limitation of the length and the propagation modes (transfer and reply), many micro-blog texts are usually the replies to the other micro-blog message. When they reply to a certain message, they will omit the original content of the message, and only give the reply. So, the micro-blog texts usually present a kind of fractional texts. On the other hand, we must make best use of this characteristic (4) They are a kind of User Generated Content (UGC). Micro-blog is an information sharing platform, and all the registered users can publish their interesting messages in this platform. Different uses have different word-styling, so they will adopt different words to express a same message. So, micro-blog is a kind of user generated content, which brings many difficulties for the keyword extraction from the micro-blog texts.
III. SYSTEM ARCHITECTURE
A. Introduction to Main Function
The architecture used in our keyword extraction work is shown in Figure 1 . Now, we firstly give the main functions of the each part shown in our architecture.
(1) Download micro-blog. Because there is not the open corpus for the micro-blog keyword extraction, we create the corpus manually. In the experiments, we use the micro-blog API provided by the Sina to download the micro-blog of a certain user.
(2) Pre-Process. Micro-blog is a kind of user generated content, and its content usually include much noise data, so before the keyword extraction, we do the following pre-process, which is critical to the success of extraction. We will give our pre-process in the next subsection.
(3) Weight computation based on the graph model, weight computation based on semantic space and weight computation based on location, are our proposed keyword extraction methods, which will be introduced in the section 4 to section 6.
B. Pre-Process
Now, we give our pre-processes, which as follows:
(1) Data cleaning: There are many noise data, for example, user account, emoticons and URL. In order to extract keyword effectively, data cleaning firstly remove these noises based on the following methods:
① remove user account. In the Sina Micro-blog, user accounts are usually used in two cases, we adopt different operations to each of the case. For the first case, when the current micro-blog A is the reply to the micro-blog B, the user account is usually used as "//@user account" to cite the content of B. We then will delete the string "//@user account" completely for this case. The second case is when a user writes his/her micro-blog, he (she) sometimes mentions another micro-blog user. The user account will be used as "@user account" in this case. We will only delete the symbol "@" for this case because the user account is the actual content of the micro-blog.
② delete emoticons. Emoticons are common in the Internet, also in the micro-blog. These emoticons are very useful for the sentiment analysis, but they are of lesser significance in keyword extraction. The emoticons are usually converted into strings with unified format, that is, the strings are enclosed by bracket, for example [sunlight], [doubt] and so on. According to the above foundlings, we delete the emoticons based on the predefined rules.
③ delete URL. Because the length of a micro-blog is limited to be no more than 140 words, so users usually give a URL to include more detail information. Because the URLs are usually have the unified format, so we choose to delete them using regular expression.
(2) Chinese Word Segment and part of speech (POS) tagging. In our experiments, we adopt the ICTCLAS2011 (http://ictclas.org/ictclas_download.aspx) to segment and tag, which is shared by Chinese Academy of Sciences.
(3) Number the location of each word. In order to create our graph model, we number each word according to the location in the micro-blog. The detailed numbering process will be given in Section 4.
Beside the above pre-processes, we also carry out some other pre-processes, which mainly include removing stop word and filtering out some words according to their POS. Because the words with certain POS can't possibly be keyword, for example, preposition, conjunction, and so on. But the term frequencies of many words are all equal to1 because the micro-blog is too short. So the performance of extraction is no so good when we only use TFIDF as the feature. Graph model is another commonly used unsupervised method, which has been proved effective in extracting traditional texts. So, in order to extract keyword effectively, we adopt the graph model to express the relations between the words, and create the graph based on the co-occurrence.
We adopt a directed graph to represent the cooccurrence relation between the words. The graph is recorded as ( , )
, where V is the set of the vertexes:
word of the micro-blog; E is the set of the edges. There is an edge from i V to k V if i V and k V co-occur, or else, there is not an edge between these two vertexes.
We create the graph based on the word co-occurrence, the process of which is shown in Figure 2 Please note that when we create the graph model, we give each word a sequence number according to their appearing sequence in the micro-blog before we remove the stop word. Let give the following example: suppose the sentence after the Chinese word segment is "Paris /nsf morning/t blue /b sky/n", each word will get the following sequence number: " [1] Paris /nsf [2] morning /t [3] blue /b [4] sky /n [5] ".
We then define a threshold, recorded as distance. If the difference between the sequence numbers of two words is smaller than distance, then the two words are cooccurrence, or else, they are not co-occurrence.
The graph model we create is a directed graph, so if two words are co-occurrence, then we will have an edge from the word with a smaller sequence number to the word with the larger sequence number.
B. Word Weight Computing Method based on the Graph Model
After we create the graph model based on the above method, we then adopt the following formula to compute the weight of the words:
where, () i In V is the set of the vertexes which point to i V , () j Out V is the set of the vertexes which i V points to. d is an adjustable parameter, which is usually set to 0.85 [7] . It is clear to see that formula (2) is a recursion formula, and it will terminate when 1 ( ) ( ) Analyzing Formula, we can find out that when the indegree of a vertex is 0, that is () i In V  , then the weight of the vertex based on formula (2) will be 1 d  . For example, in the graph model shown in Figure 3 , the weight of the vertex " Paris" and that of the vertex "piano" are all 0.15 ( 
d 
). For these words with the same weight, the graph model itself can't decide whether they are keywords. So it is necessary to adopt other features to help to extract the keywords. We propose to explore the statistical weight based on the creation of the semantic space and the location feature in this paper. 
A. The Semantic Space Creation Method Based on Topic Detection
After analysis, we find that micro-bloggers usually have such a habit: when they travel in a certain place, or when they are interested in something, they usually write several entries of micro-blog continuously. Maybe these entries are not same with each other, but they all are related with a topic. So we propose to create the semantic space of a certain entry of micro-blog, which is defined as follows: Topic detection and tracking is an automatic technology to detect the topics in a certain text stream, and has been researched for a long time. In this paper, we propose to create semantic space based on the topic detection and tracking, and use an incremental clusteringbased topic detection algorithm, which has been introduced in our previous work.
Through the experiments, we find semantic space has another additional advantage: it can be used to detect the wrongly segmented words, which can help the postprocess after the extraction.
B. The Statistical Weight Computing Method Based on the Semantic Space
After we create the semantic space, we can get the statistical weight (TFIDF) of the word based on the following formula (3):
Where W is a micro-blog, i 
VI. KEYWORD EXTRACTION METHOD BASED ON THE FUSION OF MULTIPLE FEATURES
Now, we have had two weights of a word based on the above features, which are Score and TFIDF. In this paper, we propose to combine these two features to extract the keywords, which as follows:
During the research, we find such a fact that due to the limitation of the length, most micro-blogers come straight to the main content when they write micro-blog. So, the words locating in the former part is usually more important than the words locating in the latter part. Based on this, we adopt the location as an important extraction the micro-blog which is appointed when we sta. the cooccurrence. Based on the formula (7), the word with a smaller location number will get a larger ranked value. Experimental results show that the location feature is very effective. We then adopt TOP-N to extract the keywords based on the ranked values (computed by formula (7)): firstly sort the keywords in descending order according to the ranked values, and then select the first N words from the beginning of the queue as the keywords.
VII. EXPERIMENTS AND RESULTS ANALYSIS
A. Corpus and Evaluation Metrics
Because there is not open corpus for the micro-blog keyword extraction, we create the corpus manually for the evaluation of our proposed method. Using the API provided by Sina, we firstly download the latest 200 entries of a certain user. And we then mark manually the keywords of the 200 entries of micro-blog. Because our proposed method is an unsupervised method, so we use all the 200 entries as the test corpus.
We adopt the traditional precision, recall and F1-score as the evaluation metrics, which are also the classical evaluation metrics in the NLP research, and are computed as follows: i c precision m F are precision, recall, and F1-score the system got when it extract the i th entry of micro-blog. c is the number of keywords that the system extract correctly from the i th entry of micro-blog, m is the number of keywords that the system extract (correctly or wrongly) from the i th entry of micro-blog, and n is the number of the keywords of the i th entry of micro-blog tagged in the corpus.
Once we get the evaluation result for each entry of micro-blog, the final evaluation result of the system is the average of the evaluation results of the 200 entries of micro-blogs, which are computed as follows: 
B. Experiment Settings and Results Analysis
In order to evaluate the effectiveness of our proposed micro-blog keyword extraction method based on the fusion of the multi-features, we design the following four groups of experiments. Limited by the width of the table, we only list the value of F1-score in the results tables (from Table 1 to Table 4 ). Table 1 .
From the results in the Table 1 , we can find that the Fscore is not so good, where the best performance is 0.4999 when N=8 and Distance=3. Analyzing the created graph, we find out the following reasons which lead to the poor performance: the micro-blog is relatively shorter (with the length limited to 140), and the data sparsity problem is serious after pre-process, so some words will have no co-occurrence words and then they will get the same weight based on the Formula (1). The graph model itself can not decide whether a word is a keyword in this case. So in order to extract the keywords from micro-blog effectively, we must add some other features which are statistical weight and distance in our work. The following experiment will give the performance of these features.
Experiment 2: In order to evaluate the effectiveness of the statistical feature in the micro-blog keyword extraction, in this group of experiments, we only used the statistical weight based on the semantic space to extract the keywords, and use the formula (3) to compute the weight of the words. The experiment results are shown in Table 2 .
From the above results shown in Table 2 , we can see that the results are better than that of the experiment 1, where the best performance is 0.5987 when N=3. When we used the graph model and statistical feature separately, the performance of the latter is better than the former, Table 3 .
From the results of the experiment 3, we can see that the performance of the micro-blog keyword extraction is improved greatly, where the best performance is 0.6338 when N=3 and distance=1. These experimental results prove that the combination of the graph model and the semantic space is effective in micro-blog keyword extraction.
Experiment 4: In this group of experiments, we combine the three features (graph model, statistical weight and location) to extract the keyword, and use the formula (6) to compute the weight of the words. The experiment results are shown in Table 4 .
Comparing the experiment 4 result and the experiment 3 result, we can see that the performance of the extraction is improved again when we adopt the location feature with the best performance is 0.6972 when N=3 and Distance=1. These experimental results fully show that the location feature is a very effective feature in the keyword extraction. The reason is that due to limitations of words, most micro-blog users are usually come straight to the main content, that is to say that the keywords of a micro-blog will usually locate in the beginning of the micro-blog.
In order to do some further analysis to our results, we now give the following comparison diagram (Figure 4) . From the diagram, we can see that the system performs better when N =3, 4, the reason is that the micro-blog is relatively shorter, and it does not need to use more words to express its content. On the other hand, the influence of tan Dis ce on the performance is small.
C. Error Analysis
After we analyze deeply the wrong results, we find that the followings are the main reasons leading to the wrong results:
(1) The results of Chinese word segment and POS sometimes are wrong. For example, "spring store" is segmented and tagged into "spring /t store /n". This kind of wrong will seriously impair the performance.
(2) The pre-process also contribute to the wrong results. We filter out some words based on the POS during the pre-process. But some words are given wrong POS by ICTCLAS2011, for example, "san /m shi/q qiao/n" (in English: pont Alexandre III). The words which are tagged wrongly and are then filtered out will directly make a bad influence on the performance of the system.
(3) The features used during the extraction are relatively less. During the extraction, we adopt three features, which are graph model, statistical weight and location feature. But some words can not be distinguished by these features, so we need to find other features in the future work.
VIII. CONLUSIONS
In this paper, we research deeply into the keyword extraction from micro-blog, and propose an extraction method based on the combination of the multiple features. This method take mainly three features into account, which are the weight feature based on the graph model, the statistical feature based on the semantic and the location of the word. The experimental results show that combining these features is effective in the micro-blog keyword extraction. This is because that micro-blog is a kind of short texts and so it includes relatively less information. When we extract keyword from it, we should make the best use of every aspect of feature.
The following work will explore more effective methods to create the graph model, and at the same time, find out some other features to improve the performance of the extraction. More importantly, we will carry out some post-processing to our current keyword extraction results based on the semantic space. She currently is a lecture in College of Information Science and Engineering, Shandong University of Science and Technology, China. Her research interests include Topic Detection and Tracking, Natural Language Processing, Machine Learning. She has published more than 10 technical papers and 7 of them are indexed by EI. She takes charges of several projects.
