ABSTRACT. We prove connections between Zeckendorf decompositions and Benford's law. Recall that if we define the Fibonacci numbers by F 1 = 1, F 2 = 2 and F n+1 = F n + F n−1 , every positive integer can be written uniquely as a sum of non-adjacent elements of this sequence; this is called the Zeckendorf decomposition, and similar unique decompositions exist for sequences arising from recurrence relations of the form
INTRODUCTION
Zeckendorf's theorem states that every positive integer m can be written uniquely as a sum of nonconsecutive Fibonacci numbers, where the Fibonacci numbers are defined by F n+1 = F n + F n−1 with F 1 = 1 and F 2 = 2 (we must re-index the Fibonaccis, as if we included 0 or had two 1's we clearly could not have uniqueness). Such a sum is called the Zeckendorf decomposition of m. Zeckendorf decompositions have been generalized to many other sequences, specifically those arising from positive linear recurrences. More generally, we can consider a positive linear (note this is slightly different than the standard expression for Binet's formula as we have reindexed our sequence so that the Fibonaccis begin 1, 2, 3, 5). The proof is completed by showing the logarithms modulo 1 are equidistributed, which is immediate from the irrationality of log 10 (
) and Kronecker's theorem (if α is irrational then nα is equidistributed modulo 1) and simple book-keeping to bound the error of the secondary piece; see [DG, MT-B, Was] for details.
Instead of studying Benfordness of summands in Zeckendorf decompositions, we could instead look at other properties of the summands, such as how often we have an even number or how often they are a square modulo B for some fixed B. So long as our sequence has a positive density, our arguments will be applicable. 3 We quickly review this notion. Given a set of positive integers G = {G n } ∞ n=1 and a subset S ⊂ G, we let q(S, n) be the fraction of elements of G with index at 1 If x > 0 and B > 1 we may uniquely write x as S B (x) · B kB (x) , where S B (x) ∈ [1, B) is the significand of x and k B (x) is an integer.
2
Given a data set {x n }, let y n = log 10 x n mod 1. If {y n } is equidistributed modulo 1 then in the limit the percentage of the time it is in [α, β] ⊂ [0, 1] is just β − α. Letting α = log 10 d and β = log 10 (d + 1) implies that the significand of x is d is log 10 (1 + 1/d).
3
For example, in the limit one-third of the Fibonacci numbers are even. To see this we look at the sequence modulo 2 and find it is 1, 0, 1, 1, 0, 1, 1, 0, 1, . . .; it is thus periodic with period 3 and one-third of the numbers are even. 2 most n that are in S:
When lim n→∞ q(S, n) exists, we define the asymptotic density q(S) as 4) and for brevity often say the sequence S has density q(S).
In an earlier work we proved that if a set S has a positive density d in the Fibonaccis, then so too do its summands in the Zeckendorf decompositions, and in particular Zeckendorf decompositions using Fibonacci numbers follow Benford's law [BDEMMTTW] . Our main result below is generalizing these results to the case of a positive linear recurrence sequence, which is a sequence of positive integers {G n } ∞ n=1 and a set of non-negative coefficients 5) and prescribed positive initial terms
be a set with positive density d, and fix an ǫ > 0. As n → ∞, for an integer m selected uniformly at random from [0, G n+1 ) the proportion of the summands in m's Zeckendorf decomposition which belong to S is within ǫ of d with probability 1 + o(1).
We define some concepts needed to prove Theorem 1.1 in §2, in particular the notion of a superlegal decomposition. We derive some needed properties of these decompositions, and then prove our main result in §3 by showing related random variables (the number of summands, and the number of summands in our set with positive density in our recurrence sequence) are strongly concentrated.
LEGAL AND SUPER-LEGAL DECOMPOSITIONS
For the rest of the paper any positive linear recurrence sequence {G n } ∞ n=1 satisfies (1.5) with c i ≥ 0 and L, c 1 , c L ≥ 1.
Let {G n } ∞ n=1 be a positive linear recurrence sequence. Its the characteristic polynomial is
with roots λ 1 , . . . , λ L . By the Generalized Binet Formula (for a proof see, for example, Appendix A of [BBGILMT] ) we have λ 1 is the unique positive root, λ 1 > |λ 2 | ≥ · · · ≥ |λ L |, and there exists an A > 0 such that
We introduce a few important terms needed to state our results.
Definition 2.1. Let {G n } be a positive linear recurrence sequence. Given non-negative integers a 1 , . . . , a n , the sum
is a legal Zeckendorf decomposition if one of the following conditions holds.
(1) We have n < L and a i = c i for 1 ≤ i ≤ n.
(2) There exists an s ∈ {1, . . . , L} such that
. . , a s+ℓ = 0 for some ℓ ≥ 0, and
with b i = a s+ℓ+i is either legal or empty.
Definition 2.2. Let {G n } be a positive linear recurrence sequence. Given non-negative integers a 1 , . . . , a n , the sum n i=1 a i G n+1−i is a super-legal Zeckendorf decomposition if there exists an s ∈ {1, . . . , L} such that
with b i = a s+ℓ+i is either super-legal or empty.
In other words, a decomposition is super-legal if it satisfies condition (2) of Definition 2.1. We note that every super-legal Zeckendorf decomposition is legal and that a concatenation of super-legal Zeckendorf decompositions makes a super-legal Zeckendorf decomposition. 
Example 2.4. The recurrence
This example gives coefficients (1, 2, 2, 1, 0, 0, 0, 1), so the blocks of 1274 are (1, 2, 2), (1, 0), and (1), with lengths 3, 2, and 1 respectively. Note that even though the definition of a block excludes the additional 0's (i.e., the a s+1 = a s+2 = · · · = a s+ℓ = 0 from the Definition 2.1), it is still permissible for a block to end with a 0. The decomposition for 1274 is legal but not super-legal, since the final block (1) satisfies condition (1) but not condition (2) 
which gives coefficients (1, 2, 2, 1, 0, 0, 1, 1). In this case, the final block is (1, 1) , which satisfies the condition of Definition 2.2.
Given two legal decompositions, we do not necessarily obtain a new legal sequence by concatenating the coefficients. However, if we require that the leading block be super-legal, we do obtain a new legal decomposition by concatenation. With the help of a few lemmas which help us count the number of super-legal decompositions, we can circumvent this obstruction.
Lemma 2.6. Let {G n } be a positive linear recurrence sequence with relation given by (1.5), and let H n be the number of super-legal decompositions using only G 1 , G 2 , . . . , G n . We have
(2.7)
Proof. Note that H n+1 − H n is the number of super-legal decompositions with largest element G n+1 . We count how many such decompositions there are by summing over the possible lengths of the leading block. Say the leading block is of length j with 1 < j ≤ L. Then the leading block is (c 1 , c 2 , . . . , c j−1 , a j ), where a j is chosen from {0, 1, . . . , c j − 1}. Therefore there are c j ways of choosing this leading block. Because we require G n+1 to be included in the decomposition, if j = 1 there are c 1 − 1 ways of choosing this leading block, since the leading coefficient must be nonzero. For any choice of leading block of length j, there are H n+1−j ways of choosing the remaining coefficients. Therefore, we find that Proof. Since H n is generated by the same recursion as G n , it has the same characteristic polynomial, which then has the same roots. Therefore for some B ≥ 0 we have
Thus lim n→∞ H n /G n = B/A and it suffices to show that B > 0. Note that we always have H j > 0, so we must have
It follows by induction on n that H n ≥ αG n for all n. Thus we conclude that B > 0, as desired.
DENSITY THEOREM
To prove the main result as stated in Theorem 1.1, we compute expected values and variances of the relevant random variables. An essential part of the ensuing analysis is the following estimate on the probability that a j = k for a fixed k, and showing that it has little dependence on j. We prove the theorem via casework based on the structure of the blocks in the decomposition of m. Namely, in the case that a j is in the rth position of a block of length ℓ, the two subcases are r = ℓ (that is, a j is the last element in the block) or r < ℓ (that is, a j is not the last element in the block). This is why the notion of a super-legal decomposition is useful; if we want to know whether the legal decomposition (a 1 , a 2 , . . . , a n ) has a block that terminates at a r , this is equivalent to whether (a 1 , a 2 , . . . , a r ) forms a super-legal decomposition. So, we first prove some useful lemmas and then collect our results to prove Theorem 1.1. Note that this defines random variables A 1 , . . . , A n taking on values a 1 , . . . , a n .
Let p j,k (n) := Prob (A j = k) . Then, for log n < j < n − log n, we have
where p k (n) is computable and does not depend on j.
Proof. We divide the argument into cases based on the length of the block containing a j , as well as the position a j takes in this block. Suppose that a j is in the rth place in a block of length ℓ. In order to have a j = k, we must either have r < ℓ and k = c r , or r = ℓ and k < c r .
In the former case, there are c ℓ ways to choose the terms in the block containing a j , due to the c ℓ choices there are for the final term, and everything else is fixed. There are H j−r ways to choose the coefficients for the terms greater than those in the block containing a j , and G n−j−ℓ+r+1 ways to choose the smaller terms.
We now consider the latter case, where r = ℓ and k < c r . There is now only one possibility for the coefficients in the block containing a j , but the rest of the argument remains the same as in the previous case. Therefore, by Lemma 2.7 we find that
th position in a block of length ℓ}
where 4) and N k,ℓ,r (n) does not depend on j; these formulas follow from applications of the Generalized Binet Formula to the sequences for the G n 's and H n 's. We conclude the proof by noting that
where we used (3.3) to replace N j,k,ℓ,r (n). The claim now follows by defining
and noting that its size is independent of j. More is true, as the Generalized Binet Formula again gives us that G n+1 is a constant times λ n+1 1 (up to lower order terms), and similarly the sum for p k (n) is a multiple of λ n+1 1 plus lower order terms.
We also use the following result, which follows immediately from Theorems 1.2 and 1.3 in [MW1] (see also [MW2] for a survey on the subject). 
We define another random variable similarly. where T n = {j ≤ n|G n+1−j ∈ S}. Then, for some constant C > 0, we have
Proof. We first compute the expected value. We have
Note that the above sums are actually finite, since p j,k = p k = 0 for sufficiently large k. The log n term appears since Lemma 3.1 only allows us to say p j,k = p k (1 + o(1)) when log n < j < n − log n. We now must consider the variance. First note that if i + log n < j, then letting q i,r (n) := Prob (the block containing a i ends at a i+r |a i = k) , (3.11)
we have
Thus, we compute
14)
completing the proof.
We are now ready to prove our main result. The idea of the proof is that the results above strongly concentrate Y n (m) and X n (m).
Proof of Theorem 1.1. Note that the proportion of the summands in m's Zeckendorf decomposition which belong to S is Yn(m) Xn(m) , where X n (m), Y n (m) are defined as in the previous lemmas. Therefore it suffices to show that for any ǫ > 0, with probability 1 + o(1) we have we have with probability 1 + o(1) that nC(1 − e 1 (n)) ≤ X n (m) ≤ Cn(1 + e 1 (n)). (3.18) 8 Note that e 1 (n) = o(1). A similar argument for Y n (m) shows that there exists some e 2 (n) = o(1) such that with probability 1 + o(1) we have dnC(1 − e 2 (n)) ≤ Y n (m) ≤ dnC(1 + e 2 (n)).
(3.19) Therefore, we have that Y n (m) X n (m) ≤ dnC(1 + e 2 (n)) nC(1 − e 1 (n)) 20) with probability 1 + o(1), and we can similarly obtain
Thus we conclude that with probability 1 + o(1) (3.22) completing the proof.
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