This study investigates the benefits to human health that would occur in the United States (U.S.) due to reductions in local air pollutant emissions stemming from a federal U.S. policy to reduce greenhouse gas emissions (GHG). In order to measure the impacts of reduced emissions of local pollutants, this study considers a representative U.S. climate policy. Specifically, the climate policy modeled in this analysis is the Warner-Lieberman bill (S.2191) of 2008 and the paper considers the impacts of reduced emissions in the transport and electric power sectors. This analysis provides strong evidence that climate change policy in the U.S. will generate significant returns to society in excess of the benefits due to climate stabilization. The total health-related co-benefits associated with a representative climate policy over the years 2006 to 2030 range between $245 and $720 billion in present value terms depending on modeling assumptions. The majority of avoided damages are due to reduced emissions of SO 2 from coal-fired power plants. On a per ton basis,over the time period 2012-2030 the co-benefit per ton of GHG emissions is projected to average between $5 and $14 ($2006). The per ton marginal abatement cost for the representative climate policy is estimated at $9 ($2006). This suggests that the marginal ancillary benefits from health improvements alone would make up 55 to 150 percent of the expected marginal abatement cost.
Introduction
This study investigates the benefits to human health that would occur in the United States (U.S.) due to reductions in local air pollutant emissions stemming from a federal U.S. policy to reduce greenhouse gas emissions (GHG). The principal GHGs enter the atmosphere through the burning of fossil fuels; hence, achieving emission reductions depends on burning less fossil fuels or using less carbon-intensive fossil fuels. Such policies, in turn, will lead to drastic reductions in local air pollutants such as particulate matter (PM), sulfur dioxide (SO 2 ), and nitrogen oxides (NO x ) since these pollutants are also produced when fossil fuels are burned.
Whilst damages from air pollution emissions are diverse, ranging from adverse effects on human health, reduced yields of agricultural crops and timber, reductions in visibility, enhanced depreciation of man-made materials, to damages due to lost recreation services, this paper focuses solely on the benefits to human health resulting from such reductions. This focus recognizes that research in this area has repeatedly shown that the vast majority of damages from such air pollutants occur to human health (Burtraw et al., 1998; USEPA, 1999; Muller and Mendelsohn, 2007) .
In order to measure the impacts of reduced emissions of local pollutants, this study considers a representative U.S. climate policy. Specifically, the climate policy modeled in this analysis is the Warner-Lieberman bill (S.2191). This bill is similar in terms of its stringency and the timing of emission reductions to many of the proposed climate bills that have been considered by the U.S.
Congress. This paper estimates the effect such a policy would have on the emissions of six major pollutants (coarse particulate matter (PM 10 ), fine particulate matter (PM 2.5 ), volatile organic compounds (VOC), NO x , ammonia (NH 3 ), and SO 2 ) in the transport and electric power sectors. This is accomplished through the use of a production-cost model for the electric power generation sector, and by employing fuel price demand elasticities for the transportation sector.
The paper focuses on emissions from electric power generation and transportation because together these sources account for nearly two-thirds of GHG emissions in the U.S. The remaining GHG emissions in the U.S. are produced by the following sources; industry contributes 19%, and agricultural, residential and commercial sources together account for another 18%
1 .
In order to estimate the benefits of reduced emissions of these local pollutants, this analysis employs an integrated assessment model. 1 Shares calculated on 2007 GHG emissions as found in table ES-7, p.ES-14 of 2009 U.S. Greenhouse Gas Inventory Report. 2 Although such ancillary benefits will occur due to emission reductions in any sector under the cap on GHGs (such as electric power generation, transport, and manufacturing), in this paper, we analyzed the transport and electric power sectors only therefore underestimating the true ancillary benefits.
This analysis provides strong evidence that climate change policy in the U.S. will generate significant returns to society in addition to the benefits due to climate stabilization. The total health-related co-benefits associated with a representative climate policy over the years 2006 to 2030 range between $245 and $720 billion in present value terms depending on modeling assumptions. These co-benefits are due to improvements in health status associated with projected emissions reductions of SO 2 , PM 2.5 , PM 10 , NO x , NH 3 , and VOC. Although reduced emissions of each of these local pollutants yield benefits, the majority of avoided damages are due to reduced emissions of SO 2 from coal-fired power plants. This is due to the projected replacement of coal-fired generation capacity with natural gas and, to a lesser extent, renewables.
On a per ton basis, we find that these co-benefits are 55 to 150 percent of the expected per ton abatement cost associated with the representative climate policy. Specifically, the estimated marginal co-benefits are between $5 and $14 per ton of CO 2e . The marginal abatement cost for CO 2 has been estimated to be $9 per ton (USEPA, 2008).
Policy Background
The U.S.' federal GHG policy approach of the past 10 years has relied primarily on voluntary input to the source-receptor matrices in APEEP.
Modeling emissions from transportation.
The transportation BAU emission projections are based on USEPA's emission inventory for the The policy scenario for transport emissions of GHGs is dictated by the aggregate GHG emission cap which is applied upstream on petroleum production; refineries and importers of transportation fuel are directly covered under the cap. Such an upstream compliance obligation captures the transportation sector without having to bring individual cars and trucks under a cap.
In this study, the effect of the GHG cap on transportation emissions is modeled through the price effects on fuels, the resulting change in consumption of transportation fuels, and corresponding change to emissions. We rely on USEPA's estimates of fuel price increases from 2012 through 2050 11 . The expected price increases of fuels from the climate policy are shown in Table C2 (Appendix C). Published demand elasticities are used to estimate the reduced use of fuels that would result given the price increases projected to occur as a result of climate policy. Table C3 shows estimates of the long-run gasoline price elasticity. Other transportation modes employ different fuels. For diesel, compressed natural gas (CNG) and other transport fuels we rely on the price elasticities shown in Table C4 .
It is important to note that this approach produces projections which model the influence of the climate policy on demand for existing fuels based on past evidence of price impacts. However, it does not include a potential shift to fuels with much lower carbon content. The analysis may therefore underestimate the pollution reductions to be expected from a climate policy if significant substitution of fuel were to occur.
Modeling Air Pollution Damages
This study uses the APEEP model (Muller, Mendelsohn, 2007) , which is calibrated to simulate the consequences of both the BAU and policy scenarios. In terms of its structure, APEEP is a traditional integrated assessment model in that it resembles integrated assessment models used by USEPA and other researchers to measure the impacts of air pollution (Mendelsohn, 1980; Nordhaus, 1992; USEPA, 1999) . Specifically, the model begins with emissions and then it uses an air quality model to determine where emissions travel to and the degree to which they react with other pollutants in the atmosphere. This model is discussed in Muller, Mendelsohn (2007) . Note that APEEP takes atmospheric chemistry into account. This is important because, following emission, some of the pollutants tracked by the model transform in the atmosphere into more harmful pollutants; for example, SO 2 emissions become particulate sulfate and NO x emissions contribute to concentrations of both particulate nitrate and O 3 . The damages from these secondary pollutants are attributed to the sources that produced the emission.
APEEP then calculates human exposures to the predicted concentrations by multiplying countylevel pollution concentrations by the county-level population data. Current population levels are 12 Effective height is defined as stack height plus eventual plume rise.
provided by the U.S. Department of the Census while future population projections are provided by the Center for Disease Control. In the APEEP model, populations are differentiated by age because the health impacts of local air pollution are proportional to baseline incidence rates which are age-dependent.
APEEP translates exposures into physical effects using concentration-response functions published in peer-reviewed studies in the epidemiological literature. The full list of concentration-response functions used in APEEP is found in Muller and Mendelsohn (2007) .
Because premature mortalities account for the vast majority of damages due to exposures to the local air pollutant, we focus here on the concentration-response functions that govern the relationship between the annual mean level of PM 2.5 and adult mortality rates, infant mortality rates, as well as the relationship between exposures to O 3 and all age mortality rates. To model the relationship between PM 2.5 exposures and adult mortality rates APEEP employs the results from Pope et al., (2002) . The relationship between infant mortality rates and exposure to PM 2.5 is captured using the findings in Woodruff et al., (2006) . Finally, the results from Bell et al. (2004) govern the impact of O 3 exposure on mortality rates of all ages. APEEP also measures the damages due to chronic illnesses such as chronic bronchitis and asthma in addition to mortality (Abbey et al. 1999; McDonnell, 1999 preference methods (Cropper, Oates, 1992; Viscusi, Aldy, 2003) For mortality valuation, APEEP uses the results from a meta-analysis that encompasses both the revealed preference literature that uses hedonic wage models to estimate the relationship between wages and occupationspecific mortality rates and the stated preference literature which asks people what they would be willing to pay to avoid mortality risks on surveys (USEPA, 1999). The literature notes that dividing the risk premium (R), which reflects how much workers require in extra pay in order to assume an additional, incremental risk of death, by the change in the probability of death (∆γ) yields the value of a statistical life (VSL) , (Viscusi, Aldy, 2003) .
One complication in the application of VSLs is whether this parameter should be applied uniformly to people of all ages or whether the VSL should be differentiated by age. This is important because the estimates of VSL are derived from studies that focus on working age people but most of the mortalities from air pollution affect the elderly and the very young. This study adopts the approach employed by the USEPA and other federal agencies which apply the VSL uniformly to populations of all ages (USEPA, 1999) .
In addition to the baseline scenario, we conduct a sensitivity analysis in order to test the importance of specific assumptions in the model to the benefit estimates for emission reductions.
Because the literature indicates that health damages comprise the largest share of air pollution damages the sensitivity analysis focuses on alternative ways to model health effects (USEPA, 1999; Muller, Mendelsohn, 2007) . In the first alternative scenario we employ an alternative concentration-response function relating long-term PM 2.5 exposures to adult mortality rates using the results from Laden et al., (2006) . Second, because the study extends far into the future we alter the assumptions regarding rates of personal income growth over the period . The default case employs the rate of growth used in the ADAGE model (3.0% annual growth). In our alternative scenarios, we employ 2.7% as an alternative rate of income growth which is employed in IGEM. Finally, in each case we use the USEPA's reported value for the elasticity between income and willingness to pay to avoid mortality risk: 0.5. This is employed to adjust the VSL in future years. Finally, APEEP discounts all future benefits to their present value at a 5% discount rate.
The health damages reported in this analysis are described in equations (2) 
where : Pop i,t,r = population of age group (i), at time (t), in county (r).
γ i,t,r,k = incidence rate of health state (k), at time (t), for age group (i), in county (r). β s,k = dose-response parameter for health state (k), for pollutant (s). C BAU s,t,r = BAU ambient concentration of pollutant species (s), at time (t), in county (r). α t,k = valuation parameter at time (t) for health state (k) = VSL. δ = discount rate (5%).
D pol(t) = (∑ r,k,s ((Pop i,t,r )(γ i,t,r,k )(β s,k C pol s,t,r )(α t,k )) )(1+δ)
where: C pol s,t,r = with policy ambient concentration of pollutant species (s), at time (t), in county (r).
The co-benefits of climate policy in any one time period (t) is the difference in damages between the policy (D pol ) and the BAU (D BAU ) scenarios. The total benefits are the discounted sum of the difference between BAU and policy damages over (t) as shown in (4).
As this study has focused solely on the health benefits it is a de facto underestimate of the actual total ancillary benefits. Some examples of the benefits this study does not capture include:
reduced yields of agricultural crops and timber due to tropospheric ozone (O 3 ), reductions in visibility from reduced emission of fine particles (PM 10 , PM 2 and SO 2 ), enhanced depreciation of man-made materials (buildings and historical monuments) from acid rain contributed to by emission of NO x and SO 2 ; and damages due to lost recreation services (deterioration of water quality in recreational fishing areas). Muller and Mendelsohn (2007) found that human health impacts accounted for over 90% of the total damages from the local air pollutants modeled in APEEP. Table 1 displays the principal results of this study. These include both the estimated premature mortalities using the default assumptions in the APEEP model as well as the annual co-benefits of climate policy from 2006 until 2030 for each of the three modeling scenarios. Since climate policy begins with modest reductions in GHGs, the emission reductions of local pollutants are also relatively small in the early years of this analysis. As a result, both the co-benefits and the projected avoided mortalities begin low and increase as the climate policy becomes more stringent.
Results
The right-hand column in Table 1 indicates the premature mortalities avoided begin at 1 case in 2006 and then increase to greater than 200 in 2011. The number of avoided deaths continues to grow to just less than 5,000 in 2020 and finally rises to over 7,000 avoided deaths in 2030. Table 1 also reports the aggregate ancillary benefits of the GHG abatement policy. The results are broken down by year in order to show the relative magnitudes of the benefits generated over the 25 year time period covered in this paper. The benefits are expressed in present value terms (discounted at 5%). The first column (second from the left) corresponds to the default scenario, with the dose-response function relating adult mortality rates to exposures to PM 2.5 derived from Pope et al., (2002) , personal income growth of 3%, and the elasticity between willingness-to-pay to avoid mortality risks and income of 0.5.
The first pattern of note is that the estimated co-benefits generally increase from the first year of the policy through 2026. This occurs for three reasons. First, greater amounts of GHGs are abated (as the aggregate cap on emissions becomes tighter). This implies that increasing amounts of local pollutants are abated as well. Second, populations grow between 2006 and 2030; as a result the population potentially exposed to local air pollutants increases as well. Hence, for a given reduction in emissions, the health-related benefits of such reductions will increase with greater populations. These first two factors are reflected in the increasing number of avoided mortalities reported in Table 1 . That is, greater reductions in harmful emissions and larger exposed populations translates into more avoided deaths. The final factor that has an influence on the increasing co-benefits through time is the following; as income grows, the value attributed to avoided mortality risk becomes larger, too. Therefore, each avoided mortality is attributed a larger value because the willingness-to-pay to avoid mortality risks is an increasing function of personal income.
With The total benefit of climate change policy in the default case is $254 billion, in present value terms. For the two alternative scenarios the pattern in benefits accrued through 2030 is quite similar to the default case; benefits begin at modest levels and then they increase through 2026
and then begin to decline in 2027 through 2030. However, the magnitudes of the co-benefits are considerably larger in the second scenario (shown in the third column from the left). Recall that this perturbation employs an alternative dose-response function corresponding to the adult mortality-PM 2.5 relationship (see Laden, et al., 2006) . In particular, the dose-response parameter reported in the Laden et al. (2006) study is nearly three times larger than the parameter reported in the Pope et al. (2002) study. As with Table 1 , the inter-temporal pattern in benefits per ton of abatement are similar across the three scenarios while the magnitudes are quite different for the second scenario. That is, the benefits per ton of GHG are nearly three-times larger when using the alternate dose-response function. Notably, benefits per ton increase to $17/ton CO 2 e in 2018.
Another interesting pattern is evident in Table CO 2 e over the period from 2012 -2030. Under modeling scenario 2, the average co-benefit is nearly $14 per ton CO 2 e. Over the same time period, marginal abatement costs average $9. This implies that the estimated marginal co-benefit for abatement of GHG is comparable to the marginal abatement cost without including direct benefits of climate stabilization. Because the co-benefits reported in this paper nearly balance the costs of abatement at the margin, the argument for aggressive abatement of GHGs is significantly strengthened. In general, the aggregate benefits occur in states with large populations. New York, Pennsylvania, Ohio, Illinois, and Texas all are projected to incur co-benefits of greater than $2 billion in the year 2018. It is interesting to note that California, which has the largest state population, is not in the highest benefit category. This is the case for two reasons. First, with prevailing winds from the west, California does not have any emission sources of local pollutants directly upwind. Second, much of California's energy is produced with natural gas and much of the aggregate co-benefits in other states are due to the reduced use of coal in energy production. figure emphasizes the importance of coal to the overall co-benefits analysis. That is, much of the total co-benefits estimated to occur as a result of this climate change policy stem from a reduction in the amount of coal burned to produce electricity. Since, most of the coal-fired electric power generation capacity is located in the Southeast and the Midwest, the benefits due to burning less coal will accrue in areas proximal to these generators and areas downwind (to the east). Table 3 provides a detailed decomposition of the total co-benefits by pollutant and by sector.
First, Table 3 indicates that of the $254 billion total co-benefits that are projected to occur (under the default modeling scenario) $208 billion are a result of emission reductions in the electric power generation sector. This implies that $47 billion worth of the co-benefits stem from abatement in the transportation sector. With the electric power generation sector, SO 2 reductions account for the largest share of benefits: $167 billion of the $208 total. This is due to burning less coal in order to generate electricity. This result reinforces the pattern evident in figure 2; most of the co-benefits occur in the eastern U.S. where coal is the predominant fuel used to generate power.
The next largest share of benefits within the power generation sector is due to abatement of NO x ; benefits attributable to NO x abatement are worth $21.5 billion. 
Conclusions and policy recommendations
This analysis provides strong evidence that climate change policy in the U.S. will generate significant returns to society in addition to the returns due to climate stabilization. Aside from the benefits stemming directly from reduced GHG emissions, the health-related co-benefits associated with a representative climate policy range between $254 and $720 billion, in present value terms, depending on modeling assumptions. These co-benefits are due to improvements in health status associated with projected emissions reductions of SO 2 , PM 2.5 , PM 10 , NO x , NH 3 , and VOC. Since the co-benefits estimated in this paper do not account for the manufacturing sector, the co-benefits stemming from federal climate policy in the U.S. are likely to be larger than what is reported herein.
The analysis finds that the co-benefits of climate change policy are not uniformly distributed across the U.S. Total co-benefits are clustered in the states with the largest populations. This is intuitive given that the benefits modeled in this study concentrate on human health impacts.
However, in per capita terms the co-benefits display a far more interesting pattern. Specifically, the states that are projected to enjoy the greatest per capita co-benefits are all east of the Mississippi River. The reason for this striking spatial pattern is that the majority of the cobenefits are projected to be due to reduced reliance on coal in electric power generation. Much of the existing generation capacity located in the Midwestern and eastern U.S. uses coal. As climate change policy creates incentives to move away from coal towards natural gas and renewables, 
Supply and Demand Curve
The main engine of the EDF REM is the electrical supply and demand curves. For this study the model is run through the year 2030 and each year is broken down into 1,095 8-hour load segments. In each time period, the database of electricity supply units is sorted from least to most expensive. The model "turn on" generating units starting with the least expensive until demand is satisfied). This intersection of supply and demand determines which units operate in each 8-hour load block. Along with data on existing power plants, the Platts data also provides information about announced new capacity. Each new plant is assigned a probability based on its stage of development and the plant capacity is scaled by its probability of completion. This new planned capacity is added to the model according to the projected on-line year reported in Platts.
Plant emission rates for VOCs, NH3, PM 2.5 and PM 10 are based on the EPA published emission factors by plant fuel type and firing type 15 .
2b. Demand Curve
The starting point for the electricity demand curve is the total annual energy demanded in each region. The forecast for the annual energy demand is based on the NERC Report "2008-2017 Regional and National Peak Demand and Energy Forecasts Bandwidths." This report details the expected demand growth by NERC region. The total annual demand is broken down into 1,095 8-hour load blocks in order to represent the variation in demand across time within a given year. The hourly demand curve is developed from the EPA IPM regional load curves: "Appendix 2-1. Load Duration Curves used in Base Case 2006". This curve of 8,760 hours per year is aggregated into 8-hour blocks such that block 1 contains the highest 8 demand hours of the year and block 1,095 has the 9 lowest demand hours. These demand blocks are scaled each year to reflect the annual demand growth.
Fuel and Emissions Price Forecasts
Fuel and emission price forecast are derived from a number of differing sources.
Coal Price
Platts Energy Advantage provides plant specific coal-price forecasts. The coal price for new announced coal plants with a specific site location are tied to the price forecast for the nearest existing coal plant. A weighted average coal price is developed by region for use in new economic coal plant additions.
Natural Gas and Oil Price
The natural gas price forecast is based on the national price forecast used by EPA in their IPM modeling. This national price is broken down into a regional price forecast based on actual historical delivered natural gas prices as reported by Platts. EPA provides a natural gas price forecast for both Base Case and Policy Case model runs.
CO 2 Price
The CO 2 price forecast is an output of the EDF REM model. The model starts with an input of the desired CO 2 emissions over time based on the policy analyzed. The model runs iteratively in order to determine the CO 2 price projection consistent with the CO 2 emissions targets.
New Capacity Additions (economics, characteristics, and types)
The model examines the economic viability of the following types on new generation: nuclear, integrated gasification/combined cycle with carbon capture and sequestration (IGCC CCS), pulverized coal, gas turbine, gas combined cycle, wind, and biomass. The cost and performance of new power plants are estimated from EPA data (see EPA Documentation for EPA Base Case 2006 v3.0) , from EIA Table 8 .2 Cost and Performance Characteristics of New Central Station Electricity Generating Technologies, and from market data for currently planned new generation. These data include estimates for the technological improvement in new unit heat rates as well as reductions in the costs of building and operating new power plant over time.
New capacity is added in each year based on plant economics. The model calculates the net revenues accruing to a hypothetical new plant in each year based on the following formula:
where: t = time block (1,095 8-hour time blocks per year) P t = Electricity Market Clearing Price for time block t MC = Marginal Cost for the hypothetical new power plant
The stream of net revenues is discounted back to the date of the capital investment and compared versus the required return on investment (ROI). The ROI varies depending on the type of generating plant based on estimates from market information (e.g., a nuclear plant demands a higher ROI than a gas combined cycle plant based on the riskiness of the investment). While this formulation simplifies the actual operation of generating plants (e.g., it ignores minimum run times), it is adequate to gain the basic understanding of the relative economics of the different generating technologies needed for the model to make investment decisions.
New build limits for new nuclear, renewables (wind and biomass combined) and CCS plants are implemented by applying the limits used by the EPA in the IPM model. In addition, new renewable capacity is schedule to come on-line to meet the current state Renewable Portfolio Standards (RPS). This provides a minimum level of renewables to meet current statutes. Additional, economic renewables may be added up to the EPA IPM model limits. 
Model benchmarking to Historical Reported Data

