This paper addresses the blind signal separation problem in the presence of sensor noise for the case where the source signals are non-stationary and / or non-white. This problem can be formulated as a joint-diagonalization problem where the objective is to jointly diagonalize a set of correlation matrices {Rp}, using a single matrix W. We derive a Newton-type algorithm for two joint-diagonalization cost functions, which are related to the aforementioned blind signal separation problem. To this end, we derive the gradient and also the Hessian of the joint diagonalization cost function in closed form. The most general case is considered, in which the source signals and the unknown mixing matrix are assumed to be complex.
INTRODUCTION

Notation
The notation used throughout ths paper is the following: Vectors are written in lower case, matrices in upper case. Matrix and vector transpose, complex conjugation and Hermitian transpose are denoted by ( . ) T , (.)*, and ( . ) H 4L ( ( . ) * ) T , respectively. Theidentity matrix is denoted by I, a vector or a matrix containing only zeros by 0, and a vector or a matrix containing only ones by 1. E{ .} denotes the expectation operator. Vector or matrix dimensions are given in superscript, e.g., IM. The Frobenius norm and the trace of a matrix are denoted by 11 . IIF and tr (.), respectively ( llAll$ tr(AAH) ). With a = diag( A ) we obtain a vector whose elements are the diagonal elements of A and diag( a ) is a square diagonal matrix which contains the elements of a. ddiag( A ) is a diagonal matrix where its diagonal elements are the same as the diagonal elements of A and
(1)
For a square matrix A we have ddiag( A ) A diag( diag( A ) ).
vec( W ) forms a column vector by stacking the columns of W,
and @ denotes the Kronecker product [l] . E,, is the involutary (e;' =E,,) permutation matrix which is uniquely defined with off( A ) f A -ddiag( A ) .
~, , , v e c (~~) = v e c (~) .
(2) Furthermore, we define the two following M 2 x M 2 diagonal projection matrices A diag( vec( IM ) ) = diag( (e:, . . . , eL)' ) 0-7803-755 1 -3/02/$17.00 02002 IEEE
Problem definition
We define the following two problems [2] :
Problem 1: Let {Rp}F=l be a set of P given correlation matrices. We aim at finding a matrix W that minimizes the following cost function:
where {PP} are positive weighting factors, normalized such that P p=l Problem 2: Let {Rp}F=l be a set of P given positive definite Hermitian matrices. We aim at finding a matrix W and a real diagonal matrix N with diagonal elements nz,i 2 0 such that {W, N} minimize the following cost function
(7)
As in Problem 1, we require again that the weights { P p } are normalized such that (6) is fulfilled.
Comments
Perfect joint diagonalization is normally not possible for an arbitrary set of correlation matrices {Rp}. However, if {Rp} = {AApAH} with {A,} being diagonal matrices, full diagonalization is possible and, therefore, the cost function (5) is zero at its global minimum. For Problem 2, perfect joint diagonalization is possible, when {Rp} = {AApAH + D} and D is a positive semidefinite diagonal matrix.
The purpose of choosing the normalization in (6) is to make the cost functions (5) and (7) independent of the absolute norms { 11 R, [IF} [2] . Even though Newton-type algorithms are insensitive to scaling of the cost function, we employ this normalization, because in the initial stage of the algorithm we might use a few gradient-based iterations.
Note, since W = 0 minimizes (5) and (7), we require also some additional properties of W to prevent the trivial solution. Possible constraints are that W should be unitary, or the diagonal elements of W are constraint to be one. The associated cost functions of these two constraints are 
which can be used either as a hard constraint or as a penalty term [3] in the optimization of (5) or (7). Other possible choices of penalty terms are listed in [4] . In Table 3 the gradient Dw and Hessian {Hw, Cw} of the cost functions 3 1 to 3 4 are summarized. Due to space limitation, we can not present all derivations. However, one example is given in Appendix A which shows the principal steps, and in Appendix B we summarize all relations which were helpful for the derivation.
SECOND-ORDER APPROXIMATION
In this paper we follow the notation of Manton in [5] and express the second-order Taylor series approximation of a cost function
where Dw E C M x is the derivative of 3 evaluated at W, and 
JOINT DIAGONALIZATION BY USING NEWTON METHODS
For an unconstraint optimization problem formulated in the vector form (1 I), the Newton step Awk at iteration k is obtained from 
Properties of (20) are that in the initial stage its behavior is similar to a steepest-descent algorithm. However, once Hwk becomes positive definite, we can set U k to zero and hence the algorithm switches to the pure Newton algorithm with a quadratic convergence rate. We choose the update (20) as the basis for our Newton algorithm for the joint-diagonalization task. In principle, there are two possible update strategies: either update the matrix Wkfl directly or update first the vector wk+l (e.g., with (20)) and then use (69) to obtain Wkfl. Each form can be transformed into the other form as described in Appendix C .
Recently, Manton presented in [5] the cpoint routine, which can be used for computing the Newton step on the complex Stiefel manifold (manifold of unitary matrices). We will use the cpoint routine for directly updating a unitary matrix Wk+l.
In Table 1 we summarize the proposed Newton algorithm for the joint-diagonalization task using 3 = 3 1 from ( 5 ) as our objective function. We restrict ourselves to the case where we constrain W to be unitary.
In ( [8, 2] .
Initialization (k = 0):
(or any other unitary matrix)
For IC = 1,2, . . .
Dwk =Dw(Wk)
(24)
is the closest projection of a matrix W. onto the Stiefel manifold
[5, 71, we obtain Wkfl which is unitary again. w = U C V H is the singular value decomposition (SVD) of W. The proposed Newton algorithm also works in the case where we choose 3 = J2 from (7) and assume that N is known.
JOINT-DIAGONALIZATION TECHNIQUES FOR
BLIND SIGNAL SEPARATION
In the blind signal separation task (BSS), joint-diagonalization techniques were first applied in [9] for the case where the source signals were non-Gaussian. Afterwards, in [IO] it has been shown that for the case where the source signals are non-white, the blind signal separation problem can also be reduced to solving a jointdiagonalization problem. The case was extended in [ l l , 123 for source signals that are also non-stationary. The corresponding cost function can be written as where { R x x p (~) } ,A {RxX(tp,7)} is a given set of correlation matrices from different time points t , and with different time lags 7. Rnn is the estimate of the sensor noise correlation matrix.
It is shown in [2] , that the cost function 3 5 can be subdivided into the two cost functions 31 and 32.
SIMULATION
In the following we analyze the behavior of the proposed Newton algorithm via numerical simulations. We generate a set of P = 15 correlation matrices where {R,} = {AA,AH}, A E C5x5 is a randomly chosen unitary matrix, and { A p } are randomly chosen complex diagonal matrices. The real and imaginary part of the diagonal elements of A p are in the range [--1,1]. We choose ,Op = 1/
IIRpII$ which fulfills (6).
In this simulation, our objective is to find a unitary matrix W that minimizes the cost function 3 1 defined in (5) . We compare two different algorithms: (a) proposed Newton-based algorithm ( Table 1) and (b) steepest-descent algorithm ( Table 2 ). Fig. 1 shows the performance curves of ten independent runs of each algorithm with ten different sets of correlation matrices. Table 1) and (b) steepest-descent algorithm ( Table 2) .
gradient-based algorithm, the step-size 6 ='0.5 was chosen to achieve the highest convergence speed without becoming unstable.
We clearly see that the proposed Newton-algorithm dramatically outperforms the gradient-based algorithm. The Newton algorithm needs only a few steps to fully converge. A few regularized steps with rJk > 0 are usually carried out at the beginning. Once the Newton algorithm comes to the vicinity of a minimum, Hwk becomes positive definite and the algorithm converges within a few iterations to a global minimum. As can be seen in Fig. 1 , for a given step size p the slope of the learning curve for the gradient algorithm depends on the set of correlation matrices.
CONCLUSIONS
We have presented a Newton algorithm for the problem of joint (approximate) diagonalization of a given set of correlation matrices with a unitary matrix. To this end, we have derived the gradient, and also the Hessian, of the corresponding jointdiagonalization cost function in closed form. The proposed algorithm enjoys the property of self-adjusting its step size: far away from a minimum, the algorithm behaves like gradient based algorithm, and in the vicinity of a minimum it softly switches to a pure Newton algorithm with a quadratic convergence rate.
Under the unitary constraint we can also maximize 3 Recently, a slightly different Newton algorithm with similar performance was proposed by Nikpour er al. in [8] . They compared their algorithm with the well known joint-diagonalization algorithm of [13] . In [15] a Gauss-Newton algorithm was proposed, which uses an approximation of the Hessian. Recently, Newton methods were also derived and applied in blind signal separation for the convohtive mixing problem [16, 171. Also, there is a strong interest in finding non-unitary matrices for solving the joint-diagonalization problem, see [ 18, 191. In contrast to [8] , the gradients and Hessians in Table 3 also hold for a non-unitary matrix W, hence, they can be used as well for Newton algorithms which update a non-unitary matrix W.
A. DERIVATION OF GRADIENT AND HESSIAN
Due to space limitations, we cannot derive all gradient and Hessians given in Table 3 . Since most of the derivations look similar, we choose 
which are equal to Dw2, Hw2, and Cw2 in Table 3 for N = 0.
B. USEFUL EQUALITIES FOR THE DERIVATION OF THE GRADIENT AND HESSIAN
The following equalities were very useful for the derivation of the gradient and Hessian. 
