A new adaptive nonlinear flight controller is designed for a high fidelity, six degrees of freedom F-16 model for the entire flight envelope. The design is based on a modular approach which separates the design of the control law and the online identifier. The control law design is based on backstepping with nonlinear damping terms to robustify the design against parameter estimation errors and unknown bounded disturbances. The flight envelope is partitioned into hyperboxes, for each hyperbox a locally valid incremental model is estimated based on the linearized equations of motion. A continuous-time formulation of orthogonal least squares is used for identification of these locally valid models. The obtained local models are interpolated by means of B-splines to obtain a smooth model valid for the complete flight envelope. The performance of the resulting nonlinear adaptive control design is evaluated on the F-16 aircraft model for representative flight conditions, maneuvers, and failure cases. 
I. Introduction
During the last decades the flight envelope of modern fighter aircraft has become larger, and in this expanded flight envelope the performance requirements have become more demanding. Examples of modern aircraft with large flight envelopes are the F-22 Raptor and F-35 Lightning II. Most modern fighters are capable of flying at high angles of attack, and high angles of sideslip to achieve high maneuverability. At these flight conditions, unmodeled vehicle dynamics and unmodeled parametric variations can occur, due to unsteady aerodynamic effects, control surface saturation and increased longitudinal and lateral coupling.
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In addition to this, there is an increased interest in the ability of aircraft to remain controllable and operable after faults, failures and structural damage occurring during the flight. Because of these challenges, advanced nonlinear adaptive control techniques are typically required to address the nonlinear, uncertain and timevarying, characteristics and requirements of such vehicles.
Among the popular advanced control design methods for these uncertain and nonlinear systems are model-based control techniques such as Nonlinear Dynamic Inversion (NDI), 2, 3 adaptive backstepping, 4, 5 Model Reference Adaptive Control (MRAC) 6, 7 and variable structure control (VSC). 8, 9 The main advantages of these methods are that they avoid the time consuming and costly gain-scheduling process, offer larger flexibility for handling evolving models during progessive model development stages, and possess greater ability to address nonstandard flight regimes. Some examples of such methods applied to full envelope flight control are Ref. 10 using NDI with Recursive Least Squares (RLS) estimation of aerodynamic derivatives of a linearized single flight condition model, NDI combinations with Neural Networks (NN) are designed and applied in Refs. 1, 11-13. Refs. 14, 15 use integrated adaptive backstepping with B-spline networks to approximate the aerodynamic derivatives, backstepping in combination with NN aproximation is applied in Refs. [16] [17] [18] . A hybrid combination of NDI and MRAC NN control is used in Ref. 19 , and Refs. 20,21 apply direct adaptive control with NN. Variable structural control is applied in Refs. 22 , 23 yet limited to single flight condition models.
In this paper a modular approach based on backstepping is taken, extending earlier work 10, 24 to full flight envelope model identification, and applying it on a high fidelity nonlinear model. Until now this approach has only been used on single flight condition models with non-varying parameters. The control law is based on Input-to-State Stable (ISS) backstepping which can be combined with any identifier that guarantees bounded estimates. Command filters are used to avoid the tedious analytic computation of virtual control signal derivatives, and make it possible to apply the control design to non-lower triangular systems. The flight envelope is partitioned into hyperboxes, in each of these boxes an incremental locally valid linear-in-the-parameters model is estimated using continuous-time orthogonal least squares. The benefit of this partitioning approach over a single local model approach is that information can be stored, such that when revisiting a identified part of the flight envelope the estimated incremental model can be retrieved instead of re-identified. The output of the hyperboxes is combined using tensor-product B-spline weights to obtain a smooth, nonlinear and globally valid dynamic aircraft model. Compared to multilayer neural network approaches the advantages of the B-splines are their local support and numerical stability. This local support allows updating the estimated model only at the current flight condition. Additionally, it is easier to extract model information for health monitoring and failure analysis from a model with clear physical interpretation.
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The paper is organized as follows. Section II introduces the modular control design using backstepping. Section III discusses the identification design, the orthogonal least squares identification method and the flight envelope partitioning. In Section IV the method is applied to a model of the F-16 aircraft. Section V introduces the simulation experiment, and a discussion of the results. Section VI presents the conclusions.
II. Adaptive Controller Design
Consider a nonlinear systemẋ = g(x, u)
where x ∈ R n is the state vector, u ∈ U ⊂ R m is the system control vector, and y ∈ R p is the output vector. The function g contains both parametric and nonparametric uncertainties. The control objective is to let the system output track a known smooth reference signal y r with bounded derivatives. In the modular backstepping approach the design of the identifier and control law is separated. This allows for more flexibility in the choice of identification method, which is therefore not limited to Lyapunov-based identifier designs. Thus, the identification process is not only driven by the tracking error, the system state and/or its measurements can be incorporated as well by means of nonlinear swapping filters. For linear systems the separation principle 26 holds, which allows straightforward separation of the identifier and control law. The true parameter values are simply replaced by their estimates in the control law according to the certainty equivalence principle. 4, 27 However, due to the difference in stability characteristics of linear and nonlinear systems this is not allowed for general nonlinear systems. In systems with faster than linear growing nonlinearities (for example x 2 and x 1 x 2 ) even a small parameter estimation error can drive the state to infinity in finite time. 4 Hence, the control law has to be made robust against estimation errors and the time varying character of the parameter estimates. The estimation error is viewed as unknown disturbance and is attenuated by adding nonlinear damping terms to the control law. The complete structure of the proposed control design is shown in Fig. 1 . 
II.A. System dynamics
First of all rewrite the system dynamics (1) tȯ
where δ represents unknown bounded disturbances, f i , B i and B n0 represent known parts of the system dynamics, B n ϑ uncertainty in the control effectiveness, ϕ T : R n × R m → R n×p a known matrix function , and ϑ ∈ R q an unknown constant vector of parameters, together these present the uncertain, or unknown part of the dynamics to be estimated. Assume that the disturbances δ are bounded as
where p ≥ 0 is a vector of known smooth functions, and ψ ⋆ ≥ 0 is an unknown constant parameter vector defining an upper bound on the uncertainty.
II.B. Backstepping Control Law Design
The ISS-backstepping scheme from Ref. 4 , 5 is combined with the command filtering approach and adaptive bounding techniques from Refs. 15, 28, 29 . Using this combination, the tedious analytical computation of derivatives of the intermediate control laws is avoided, the backstepping method can be applied to systems which are not in lower triangular form, and magnitude and rate constraints on the (virtual) control law can be incorporated. The adaptive bounding has been included to robustify the design against the mismatch between the output of the interpolated linear local models and the true system. The control law design can be summarized as
where a claim from Ref. 29 is used to bound parts due to the adaptive bounding of disturbances. The second and third terms at the last line of (8) are due to the nonlinear damping, the last two terms are due to the adaptive bounding. The result in (8) shows that the tracking error states and desired control input are bounded when the parameter estimation errors are bounded, and that the tracking error states converge exponentially to a positively invariant compact set. Using the results from Ref. 30 the robustness bounds of the controller can be derived. Tracking performance can be improved by either increasing the nonlinear damping gains and adaptive bounding update gains, or reducing the parameter estimation error using online identification. Suppose that (8) could be rewritten aṡ
uBn u + Λ implies thatV < 0 and therefore gives an upper bound on the invariant compact set to which z will converge.
II.C. Nonlinear Swapping Filters
Similar to their use in linear modular designs the swapping filters are used as an analytical device which uses regressor filtering to account for the time-varying nature of the parameter estimates. 4, 31 The filters transform a time-varying system into a static mapping, such that only state measurements are required and not their derivatives. Two types of nonlinear swapping can be applied, either to the tracking error system, or to the system dynamics. In this work x-swapping filters are selected to achieve the greatest similarity to NDI with RLS estimation technique used in Ref. 10 . Note that the function of this filter is not state estimation, but rather to extract the unknown dynamics from the state and control feedback. First rewrite the system (2) 
where
. . .
The x-swapping filters are applieḋ
The matrix A(t) is an exponentially stable matrix, that is a matrix with all eigenvalues in the left half plane, defined as
where ρ > 0 and A 0 is an arbitrary negative definite matrix such that
to stabilize the scheme against fast parameter and regressor variations. Since A 0 < 0, rho > 0, P > 0 and F T F > 0, the matrix A(t) < 0∀t. For the identification algorithm discussed in the following section the output Ω is used as the regressor, and the output vector Y = Ω 0 + x as the dependent variable. The estimation error is defined as
which satisfies ǫ = Ω Tθ +ǫ (13) whereǫ is the filtered disturbanceǫ = A(t)ǫ + ∆.
Since A(t) is exponentially stable, and ∆ is bounded,ǫ is bounded and even converges to zero exponentially for ∆ = 0. Therefore, ǫ is bounded, and converges to zero when ∆ = 0. Since ǫ is L 2 , F is smooth, and all states are bounded,ǫ is also bounded. Therefore,ǫ is uniformly continuous. Since ǫ(t) → 0 for ∆ = 0, then
III. Full Envelope Model Identification
In the case that the on-board model is correct, the control law design from the previous section stabilizes the system, and achieves good tracking performance on the aircraft. Generally, the model used to predict the aerodynamic forces and moments is uncertain, or, in some flight conditions or failure conditions even unknown or unavailable. Therefore the on-board model is updated during the flight, to match the true aircraft behavior as close as possible. Since fighter aircraft dynamics vary nonlinearly through a large operating regime, the flight envelope is partitioned into small regions, which will be called hyperboxes. Each of these hyperboxes will contain a local linear-in-the-parameters-model. By combining the output of all of the local models together by means of smooth interpolation, a global nonlinear aerodynamic model is obtained. The main advantage of this approach is that the complexity of the local models can be relatively low, while still being able to obtain an accurate global approximation.
First of all the least squares method used to update the local models is discussed, after which the interpolation technique based on tensor B-splines is presented.
III.A. Local Model Update
The backstepping scheme introduced above can be combined by all identifiers which guarantee boundedness of the estimation error and its derivative. A Least Squares (LS) filter is selected here, since by design it can guarantee convergence of the parameter estimates to constant values. Instead of selecting an LS filter in combination within the modular backstepping framework applied in previous work, 24, 32 an Orthogonal Least Squares (OLS) technique is applied to update the local models. The motivation for this is the planned extension towards online structure selection of the local linear models in future research. The current application of the OLS is equivalent to the continuous least squares formulation and therefore yields the same results. The continuous OLS description is started from the continuous time recursive least squares definition
where the entries of φ(τ ) ∈ R p and y(τ ) are given input signals, and the entries of θ(t) ∈ R p are unknown scalar constants. The scalar λ ≥ 0 is a forgetting rate, determining the relative importance of the past input. Instead of directly solving this optimization problem, we perform a Cholesky factorization of the correlation matrix N = φ, φ
where R is the Cholesky factor of N and q is a vector of orthogonal vectors. Thus, (16) can now be rewritten as min θ y, y − 2 y, φ T θ + θ T Nθ, and the solution follows from Nθ = φ, y T , or R T Rθ = R T q, y T . Therefore R and q, y 
where upph, the upper triangular half-part, is defined by
For the application with the backstepping control law designed earlier the input matrix becomeŝ
The parameter estimate θ can be extracted easily by
The relation between the forgetting rate used in continous time and the more commonly known forgetting factor for discrete time is given by
where T s is the sampling time of the discrete system, and λ d is the discrete forgetting factor. For example, at a sampling rate of 50 Hz and a discrete forgetting factor of 0.98 the equivalent continous time forgetting rate is about 1. Naturally, the parameters of the model cannot be accurately determined unless some conditions are imposed on the input signal. For adaptive control with online identification, convergence of the residual modeling error to zero is more important than convergence of the model parameters. When the input signal is persistently exciting (PE) the estimates will converge to constant values. By definition, φ satisfies a persistency of excitation condition if positive constants ρ 1 , ρ 2 and T exist such that the following condition is satisfied ∀t ≥ 0
The reference trajectory can be made PE by superimposing a sinusoidal signal on the reference signal, as discussed in Ref. 34 . Another method is by using an intelligently exciting signal, 35, 36 which decays with trajectory tracking and parameter estimation errors.
III.B. Full Envelope Interpolation
Naturally, the estimation method described previously could be used to fit a model to the complete dynamics of the aircraft. However, to be able to achieve a reasonably accurate fit throughout the whole flight envelope such a model would be extremely complex and large. For such a large model, the covariance matrix would become very large since its number of elements scales quadratically, increasing the computational load of the identification scheme dramatically. Therefore an approach is selected which splits the complete flight envelope into partitions, the output of the smaller partitions is combined using smooth interpolation functions. It is desired to only update the model in the active part of the flight envelope, and therefore interpolating functions with local support are selected: B-splines.
A B-spline is a spline function that has minimal support with respect to a given degree, smoothness and domain partition. To define B-spline basis functions one more parameter is required, the degree of these basis functions, p. The ith B-spline basis function of degree p, written as N i,p (u), is defined recursively as follows:
This formula is usually referred to as the Cox-de Boor recursion formula.
The B-splines have two characteristics that make them very suitable for online identification:
1. Only a small number of B-spline basis functions is nonzero at any given point in the flight envelope. Therefore only a small number of local models has to be updated, resulting in lower computational load. Additionally, since the update is local, the model has memory capabilities. Moving through the complete flight envelope model information is stored.
2. The spline output is always positive and normalized, resulting in a numerical stable process.
In Fig. 2 (a) the output of a cubic B-spline network is shown, along with the individual B-splines and the control points. The B-spline is generalized for higher input dimensions by taking the tensor product of the B-spline basis functions in each of dimension, for example in three dimensions this yields Fig. 2(b) shows the degree of membership for a cubic B-spline basis function for two input dimensions with knot vectors x knot = y knot = −2 −2 −2 −2 −1 0 1 2 2 2 2 . Note that the shape of the basis functions changes near the edges of the domain to keep the sum of all invidual degrees of membership equal to 1. The degree of membership γ i , the B-spline output, is used to distribute the current measurement over the active local models as a weight on their derivatve.
For the inactive local models, with γ j = 0Ṡ
The output at any given point in the flight envelope can be obtained by summing the weighted output of the local models as
where ϑ i is the output of the i−th local model.
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III.C. Covariance Resetting
The covariance matrix generally becomes very small after a period of tracking without any noticeable mismatch between the on-board model and the true aircraft behaviour, despite using a forgetting factor in Eq. (24) . This reduces the ability of the identifier to adjust to abrupt changes in the system dynamics. For aircraft, and especially fighter aircraft, slow adaptation to the new dynamics could cause the aircraft to reach dangerous or unrecoverable regions of the state space. Therefore, a mechanism is applied to reset the covariance matrix to enable fast adaptation when an abrupt change is detected. After a sudden change, the residual vector ǫ will in general be large. By monitoring the residual, and comparing it with a degree of membership weighted pre-defined threshold, abrupt changes can be detected and consequently reset the covariance matrix of that particular hyperbox, i.e.
The trace of the inverse covariance matrix has to be below a certain threshold, to avoid repeated and continuous resetting after a failure. Note that the estimated parameters are not reset to zero, only their "update gain".
IV. Application to F-16 Model
The control design presented in the preceding sections is applied to a nonlinear model of the F-16 from Ref. 38 . The aerodynamic data tables are valid in the subsonic regime, with an angle of attack between −20 and 90 degrees, and sideslip angle of −30 ≤ β ≤ 30 degrees. The tabular data in the model is obtained from wind-tunnel tests and captures the nonlinear behavior of the total aerodynamic force and moment coefficients. A quaternion representation of the attitude is used to avoid the 90 degree pitch singularity.
IV.A. F-16 Aircraft Model and Assumptions
The F-16 model allows for control over thrust-lever, horizontal stabilizer, ailerons, and rudder. Additionally the assumption is made that either thrust measurements or an accurate thrust model is available. The control inputs are defined positive in the conventional way: a positive control deflection results in a negative force or moment in the body-axes. The F-16 is equipped with automatic leading edge flaps, which are deflected according to a transfer function dependent on angle of attack α and a bias depending on the ratio of dynamic pressure and static pressure (Mach number) The control surfaces of the F-16 are driven by servo-controlled actuators to produce the deflections commanded by the flight control system, u, which are the true control variables. The actuators of the control surfaces are modeled as a first-order low-pass filters with fixed gain and saturation limits in range and deflection rate, see Table 1 . The time constants of the actuators are 0.136 for the leading edge flaps and 0.0495 for the other control surfaces. The throttle response used in the F-16 is modeled as low-pass filter with time constant 1.0. The original nonlinear model is not affine in the control surface inputs, the horizontal stabilizer appears as an input to several lookup tables. Therefore an affine approximation of these tables is made, introducing an model-mismatch. For example, the moment coefficient C m is approximated as
since the current deflection δ e is known through the command filters. This approximation is valid over a small range of elevator deflections around the current operating point. By partitioning on the stabilizer deflection, an accurate approximation is obtained for the full range of elevator deflections. Other similar coefficients which have a non-affine dependence on the stabilizer deflection are approximated similarly. This approximation does however create a mismatch between the true aircraft dynamics and the modeled aircraft dynamics, thereby introducing an unknown disturbance which is modeled as δ in Eq. (2). Using the adaptive bounding technique, the controller is robustified against this unknown model mismatch.
IV.B. Partition Model Structure
The incremental model estimated on-board the aircraft is based on the linearized system equations. 39 The local models of the different hyperboxes is not necesarily the same: for example partitions at extreme angles of attack and sideslip angles can have a more complex model structure to capture all the nonlinear phenomena occurring. In this work the following local model structure has been selected for all hyperboxes δ a δ e δ r δC n0 δC np δC nr δC n δa δC n δe δC n δr T .
The regressor functions are block-diagonally stacked together to form the full regressor matrix, all the incremental unknown parameters are stacked to form a large column-vector with 27 parameters.
IV.C. F-16 Control Law Design
The controller design discussed in the previous sections is applied to the F-16 aircraft model. The application of the proposed control scheme is not presented in great detail since it is very similar to earlier work found in Refs. 14, 40. A tracking controller for the total airspeed, angle of attack, sideslip angle, and velocity vector roll rate is designed.
First define the outer loop subsystem as
with dynamicsẋ
Note that this differs slightly from the system description given by (2) due to the presence of the control input T . The thrust input can be obtained from this outer loop for airspeed control. For the inner loop subsystem state is
The aerodynamic forces and moments appearing in the above equations in the design are split into a part that is assumed known, or the nominal model, and a contribution from the estimated incremental on-board model. For example, the total aerodynamic force in x-body direction can be written as
Thus known nonlinearities from aerodynamics and inertia coupling, are included in the function f 1 , f 2 . The functions F 1 and F 2 define an incremental (nonlinear) aerodynamical model. The matrix B 2 defines the aerodynamic control effectiveness and is composed out of a known part, and an incremental part.
V. Simulation Scenarios and Results
This section presents the numerical simulation results from the application of the complete control design to the F-16 model of the previous section for a number of failure scenarios and flight conditions. The controller is evaluated on tracking performance and estimation accuracy. The control design has been implemented in the MATLAB/Simulink c environment by means of S-functions written in C++. First the tuning of the design will be discussed, followed by an introduction of the failure scenarios and flight conditions. After this, the simulations results will be presented and discussed. The simulations performed run in real time on a 2.4 Ghz desktop machine.
V.A. Controller Tuning
First of all the command shaping filters, see Fig. 1 , are discussed. The purpose of the filters is to transform step-like input signals from the pilot or outer-loop flight path controller to smooth reference signals as input to the controller. These filters can be tuned and scheduled such that level 1 handling qualities can be achieved through the whole flight envelope, by scheduling their tuning on the flight conditions. In this work a single tuning is selected for the whole flight envelope to simplify the design, since the main focus is on the feasibility of the control law design with online incremental model identification. The command filters are second-order low pass filters with magnitude constraints, the dynamics of these filters are
where S M (·) and S R (·) represent the magnitude and rate limit functions respectively. The tuning parameters for the filters are shown in Table 2 . The Lyapunov design only requires the controller gains to be negative definite, but it is more natural to select the inner loop gains higher than the outer loop gains to achieve good tracking performance. The controller tracking error gains are selected as, 
Variable Bandwidth Damping Magnitude Constraints
The nonlinear damping gains κ are tuned to small values, if the parameter estimation is fast and accurate their contribution to the tracking performance is small. Therefore they are selected as 0.01I with I the identity matrix of appropriate size. The adaptive bounding gains are chosen small too since the assumption is made that the local model structure and the flight envelope partitioning will result in an accurate incremental The nonlinear swapping tuning parameters are selected such that the relevant dynamics of the aircraft can be captured. The swapping filter matrix is chosen as A 0 = −100I 6 and the damping gain ρ = 0.01. The flight envelope is partitioned in three dimensions for the incremental model: the angle of attack, the sideslip angle, and horizontal stabilizer deflection, equivalent to most lookup tables in the existing model. Each input dimension of the B-spline basis functions is partitioned uniformly since this resulted in good tracking performance in earlier work.
14 The flight envelope partitioning is defined in Table 3 . The number of hyperbox partitions is a tradeoff between local model complexity, required onboard storage capacity, and model accuracy. The order of the B-spline interpolation functions is a tradeoff between the smoothness of the estimated model, and the number of active local models. Second order B-splines are used for all the input dimensions, since this produces a smooth nonlinear model, while limiting the number of active local models at any given point in the flight envelope to 3 × 3 × 3 = 27. A very mild forgetting rate of λ = 0.005 has been selected for all the partitions, this would correspond to a discrete forgetting factor of 0.9999 at 50 Hz sampling. The partitions are initialized with small values of the Cholesky factor of the covariance matrix, and a reset is triggered when an element of the partitition weighted absolute estimation error vector exceeds to encourage fast adaptation to the changed system dynamics.
V.B. Simulation Scenarios
Three types of simulation scenarios are defined, the nominal case for which no faults occur, secondly a scenario where the center of gravity suddenly shifts in longitudinal direction, and finally scenarios in which the right aileron surface moves to a specified position and locks up..All simulations last 60 seconds. The simulations have been performed at two flight conditions, one at low altitude, 1000m at Mach 0.3, the other at cruise altitude of 10000m and Mach 0.8. Since the aircraft's maneuverability is different at these flight conditions, also different maneuvers have been performed at these flight conditions. In Fig. 3 the input commands for the two flight conditions is shown. The aileron faults are introduced after 7 seconds in the simulation, and the occur when the aircraft is roll and pitching simultaneously. Three different lock positions are considered: locking at zero-deflection, lock at half deflection of 10.75 degrees, and a lock at full deflection or full hard-over of 21.5 degrees. Note that this aircraft model does not contain a differential stabilizer inputs, hence only the rudder and the left aileron can be used to compensate the roll moment disturbance in this fault scenario. In the last type of scenarios the center of gravity is suddently shifted by 5% of the mean aerodynamic chord in longitudinal direction after 6 seconds into the simulation, which results in a change of longitudinal stability of the aircraft.
V.C. Simulation Results
First the nominal simulation results are presented to show that when the on-board model is accurate, excellent tracking performance of the angle of attack, sideslip angle, and velocity vector roll rate is achieved and the estimated incremental model paremeters are practically zero. Figure 4 shows the tracking response and tracking errors, and Fig. 5 shows the estimated local model parameters during the maneuvers. Tracking of the velocity command is difficult due to the relatively slow response of the engine compared to the dynamics of the aircraft. Additionally, it is not possible to give negative thrust and speedbrakes are not included in the model. When there is no change of the onboard dynamics, the identifier does not estimate a noticeable change in the incremental model parameters, and tracking performance is excellent for both flight conditions and maneuvers. Fig. 4(a) shows the tracking response for the low altitude, slow flight. Fig. 4(b) shows the tracking response for the cruise altitude and velocity.
A more demanding and interesting scenario for the proposed adaptive controller is a sudden shift of the center of gravity in longitudinal direction. The pitching and yawing coefficients will change as a result of this shift according to Figure 6(a) shows the response of the aircraft for a sudden center of gravity shift after 6 seconds at low altitude, low speed flight. Figure 6(b) shows the control surface deflections for the shifted center of gravity location at the top, and the nominal deflections the bottom.
The filtered residual error signals (14) are shown in Fig. 8 which shows that when a new part of the flight envelope is visited after the failure, first the filtered residuals increase after which they converge back to zero when the estimates for the active partitions are updated. The estimated incremental model parameters during the simulation are shown in Fig. 9(a) . The failure is detected very rapidly, as seen in Fig. 9(b) , and several of the active partitions are reset almost immediately. When a different part of the flight envelope is visited during the maneuvering, also the partitions that become active and have not been updated yet, are reset. To show that the update is only local, Fig. 10 shows the estimated δC m at the end of the simulation compared to a cross-section of the interpolated lookup table value C Z (α, β, δ e ) at β = 0, which is a main contributor to the effect of the center of gravity shift. The figure clearly shows that the identifier only (b) Figure 7 . Fig. 7(a) shows the response and tracking errors of the aircraft with non-adaptive controller for a sudden center of gravity shift after 6 seconds at low altitude, low speed flight. estimated in the part of the envelope where the aircraft has flown, and that the estimation is accurate. The proposed control design with a single partition, i.e. one local model, for the whole flight envelope has been simulated. The tracking performance of the controller is of the same level as the partitioned controller as shown in Figure 11 , the scheme has less capability however to store its estimated data for different parts of the flight envelope. Although the single incremental model control design is capable of approximating the incremental dynamics accurate over a limited portion of the flight envelope, it will never yield a globally valid approximation using the same model structure as for each of partitions of the fully partitioned flight envelope. This limitation is illustrated in Fig. 10 , the single partition controller achieves a good approximation of δC m for a small portion of the complete envelope: it fits a tangent plane to the true function. The fully partitioned envelope only approximates accurately in the visited part of the flight envelope, and its estimate in the unvisited parts is equal to zero. Increasing the order and complexity of the regressor would increase the approximation capabilities of the identifier in the single partitioned case. Unfortunately, it is not always clear which basis functions to include in the model such that the basis functions have physical interpretation, and increase the approximation capabilities.
Finally the results of one of the aileron experiments are shown: the case with a full hard-over of the right aileron at the cruise altitude and velocity. The response is shown in Fig. 12(a) . Due to the reduced control authority around the longitudinal axis, the aircraft is not able to track the roll command, tracking of the angle of attack command is excellent however. Additionally, despite the locked aileron, the sideslip angle is very small in the order of a half degree. The estimated incremental model parameters are shown in Fig. 13(a) . Clearly the change in dynamics is detected, and the identifier estimates mainly in the lateral directions. However, the incremental model estimates do not yet converge to their true values, not enough information to estimate the correct parameters can be obtained from the flown maneuver. The control surface deflections are compared to the nominal case in Fig. 12(b) . (b) Figure 13 . Figure 13(a) shows the estimated incremental model parameters. Figure 13 (b) shows the number of partitions reset at a certain time instant at the top, and at the bottom shows the adaptive bounding estimate ψ.
VI. Conclusions
In this paper a modular control design is presented for a high-fidelity nonlinear F-16 model. The controller is based on the backstepping approach, combined with a orthogonal least squares identifier. The flight envelope is partitioned into hyperboxes, in each of these hyperboxes a local linear-in-the-parameters model is estimated, and using second-order B-spline interpolation a smooth model is obtained for the complete flight envelope. To evaluate the tracking and estimation performance of the proposed adaptive design three types of scenario's were simulated. In the nominal scenario the controller showed very good tracking performance during simultaneous longitudinal and lateral maneuvering, while no change in incremental model was estimated. Furthermore, for simulation scenarios with a sudden change of longitudinal center of gravity position, tracking performance remained very good, and the correct change in aircraft dynamics was estimated. This scenario resulted in degradation of tracking performance for a non-adaptive controller. Finally, simulations with the right aileron locked at its maximum deflection showed that longitudinal tracking remained very good, while lateral tracking is restored partially after failure. Future research directions include online insertion, merging, and deletion of partitions and local model structure selection for each hyperbox.
