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Abstract 
A global uncertainty analysis is performed for three current mechanisms describing the low temperature oxidation of 
dimethyl ether (Aramco Mech 1.3, Zheng et al. 2005, Liu et al. 2013) with application to simulations of species 
concentrations (CH2, H2O2, CH3OCHO) corresponding to existing data from an atmospheric pressure flow reactor, and 
high pressure ignition delays. When incorporating uncertainties in reaction rates within a global sampling approach, 
the distributions of predicted targets can span several orders of magnitude. The experimental profiles however, fall 
within the predictive uncertainty limits. A variance based sensitivity analysis is then undertaken using high 
dimensional model representations. The main contributions to predictive uncertainties come from the CH3OCH2+O2 
system, with isomerisation, propagation, chain-branching, secondary OH formation and peroxy-peroxy reactions all 
playing a role. The response surface describing the relationship between sampled reaction rates and predicted outputs 
is complex in all cases. Higher-order interactions between parameters contribute significantly to output variance, and 
no single reaction channel dominates for any of the conditions studied. Sensitivity scatter plots illustrate that many 
different parameter combinations could lead to good agreement with specific sets of experimental data. The Aramco 
scheme is then updated based on data from a recent study by Eskola et al. which presents quite different temperature 
and pressure dependencies for the rates of CH3OCH2O2ĺCH2OCH2O2H and CH2OCH2O2HĺOH+2CH2O compared 
with currently used values, and includes well skipping channels. The updates from Eskola worsen the agreement with 
experiments when used in isolation. However, if the rate of the CH2OCH2O2H+O2 channel is subsequently reduced, 
very good agreement can be achieved. Due to the complex nature of the response surface, the tuning of this channel 
remains speculative. Further detailed studies of the temperature and pressure dependence of the CH3OCH2O2+O2, 
CH2OCH2O2H+O2 system are recommended in order to reduce uncertainties within current DME mechanisms for low 
temperature conditions.  
1. Introduction  
 
Cleaner combustion devices based on the utilization of oxygenated fuels provide promising options for the 
development of lower carbon strategies in the transportation and energy sectors in the near future1. According to 
Fleisch et al., the high heating value, high cetane number and the ability of dimethyl ether (DME) to provide very low 
gaseous and particulate emissions makes it an ideal substitute for most existing direct injection diesel engines2. It is 
argued that NOx emissions using DME should be typically lower than when using diesel as a fuel since ignition 
delays are shorter1. The ability of combustion models to predict emission properties and ignition delays is therefore 
critical to designing practical combustion devices which may use this fuel optimally. The availability of accurate and 
reliable detailed chemical kinetic models of DME oxidation is therefore of key importance for the further development 
of simplified schemes that could be used in the context of simulating practical combustion devices. Nevertheless, 
reducing uncertainties in predicted ignition characteristics and concentrations of minor products from the combustion 
of ethers or furans still remains a challenging task for combustion modellers. DME, being a simple candidate for an 
oxygenated fuel, provides a useful reference case for other oxygenated fuels in this context3.  
Several DME oxidation mechanisms have been proposed in the literature that could potentially form the starting point 
for the development of reduced schemes4-7, but as is the case with many fuels, the mechanisms may display either 
mechanistic, or parametric differences. It is therefore useful to perform an evaluation of such mechanisms, to explore 
any major differences, and to evaluate how inherent uncertainties in their input data may impact on the predictive 
capability of the schemes with respect to available target experimental data. Liu et al. in particular, highlight the over-
prediction of key intermediates HO2 and H2O2 by current schemes and suggest that currently available kinetic 
mechanisms of DME may contain large uncertainties at high pressure7. In the longer term, uncertainties in key 
parameters may be decreased by, for example, performing new kinetic studies. Assessing the sensitivity of selected 
predictive targets (e.g. species concentrations, ignition delays) to potential uncertainties within the input data to such 
schemes can be explored to assist this process8 by helping to identify the most important reactions within a scheme, 
which determine the accuracy to which key combustion properties can be predicted. These parameters (e.g. rate 
constants etc.) can then be the subject of more detailed experimental and theoretical studies in order to provide their 
improved quantification, thus helping to improve the predictive accuracy and robustness of the schemes.  
Whilst it is becoming increasingly common for individual studies of reaction mechanisms to provide a linear 
sensitivity analysis with respect to selected target predictions, assessments of the overall predictive uncertainties of 
mechanisms, given uncertainties in their input parameters, are less commonly addressed. One reason for this is that in 
order to investigate the influence of parametric uncertainty across wide regions of high dimensional input parameter 
space, computationally intensive sampling strategies are required. Monte Carlo random sampling approaches have 
previously been applied in this context but for systems with a large number of parameters (and most combustion 
mechanisms fall into this category), the number of runs required to achieve convergence of key statistics such as 
predicted target means and variance, can be very large. More recently, structured sampling approaches have been 
investigated for the purpose of uncertainty quantification and evaluation within combustions mechanisms with a 
UHFHQW VWXG\ E\ +pbrard et al. demonstrating such an approach for low temperature butane oxidation9. A similar 
approach is adopted here, although in this study we do not restrict ourselves to a single mechanism, but rather try to 
compare the predictive uncertainty of several mechanisms and to explore the main causes of such uncertainty via a 
global sensitivity analysis related to the rate constants. Hence we perform a global uncertainty evaluation for three 
mechanisms describing the low temperature oxidation of DME which serves to highlight the main uncertainties and 
any differences between the schemes4-6. Selected experimental targets of interest include ignition delay times over a 
range of temperatures and pressures obtained from a rapid compression machine10, and intermediate species 
concentration data from an atmospheric pressure flow reactor operating at low temperatures (490-750 K)11. 
2. Methodology 
 
2.1. Kinetic Schemes  
 
Three kinetic schemes representing the low temperature oxidation of DME are compared within this study.  The first, 
hereby referred to as the ³Liu2013´PHFKDQLVP, is a recently updated version of the mechanism originally developed 
by Zhao et al4 and consists of 295 reversible reactions and 55 species7. The main updates can be summarised as the 
replacement of the hydrogen subset by the model of Burke et al.12, the update of several rate constants of the pressure-
dependent DME decomposition reaction as outlined in ref7 and updates to the thermochemistry data from the 
thermodynamic database of Goos, Burcat, and Ruscic13. The second mechanism, UHIHUUHG WR DV WKH ³LLNL´ 
mechanism, was obtained from Lawrence Livermore National Laboratory (LLNL) and is outlined in Zheng et al.5 It is 
a skeletally reduced mechanism based on the scheme originally described in Fischer et al.14, and contains 251 
reversible reactions and 49 species. The third scheme is a comprehensive hierarchical scheme describing the oxidation 
of small hydrocarbons and oxygenated fuels developed at NUI Galway6,WZLOOEHUHIHUUHGWRKHUHDVWKH³$UDPFR´
mechanism and consists of 766 reversible reactions and 125 species. In previous work, each of these schemes has been 
evaluated against experimental data sets as described in the papers referred to above. Having been developed as a 
more general scheme, the Aramco scheme in particular has been validated over a wide range of initial conditions and 
experimental devices, including flow reactor, shock tube, jet-stirred reactor, and flame studies for a range of starting 
fuels. However, a comprehensive comparison of these schemes in terms of their ability to predict low temperature 
DME oxidation, and the impact of choice of rate constant parameterisation and inherent uncertainties has not yet been 
performed and is a key aim of this study.  
2.2. Flow Reactor Simulations 
 
Flow reactor simulations were performed in order to investigate the ability of the mechanisms to predict the formation 
of key intermediate species. Based on the experimental data from Guo et al.11, the focus is on the target species CH2O, 
CH3OCHO and H2O2. Laminar flow reactor data were chosen for the purpose of our study, because they quantitatively 
describe the main features of DME low-temperature oxidation and also exhibit a reduced complexity of temperature 
profile compared to other recent studies such as Herrmann et al.15. In the context of a global sensitivity analysis using 
sampling based methods, the ability to utilise a simplified modelling strategy based on zero dimensional calculations 
in the spatial sense, makes the problem computationally tractable even when thousands of samples are required.  
The Princeton laminar flow tube reactor has an inner diameter of 17 mm and an overall length of 355 mm. Within this 
study it was treated as a coupled pair of serially interconnected isothermal sub-reactors representing: (i) the initial 
nearly constant temperature part of the flow reactor; (ii) the end section of the flow reactor (approx. 100 mm) which 
exhibits a slight temperature decrease due to heat release near the exit. The central reactor temperature Tc, based on 
reported experimental data,11 was assigned to the first sub-reactor. The value of Tc is taken to be representative for the 
simulation cases chosen for the current uncertainty study and this temperature is reported in the subsequent simulation 
results and uncertainty quantification. The temperature of the second sub-reactor Tm was set to be 0.95Tc based on 
available experimental temperature profiles for central reactor temperatures of 613 K and 733 K. A fixed residence 
time of 1.7 s was chosen based on available experimental data. The pressure is 1 atmosphere and the cases selected for 
VWXG\KHUH FRUUHVSRQG WR DQ HTXLYDOHQFH UDWLR RIĳ  The Cantera software libraries (version 2.0.2)16 within the 
Python environment were employed for modelling the concentrations of target species in the laminar flow tube reactor 
as well as ignition delay times within the rapid compression machine (described within the next section).  
Whilst the model represents a simplification of the experimental temperature profile, it enables us to perform the 
process of global sensitivity and uncertainty analysis in straightforward way, which given the sample sizes required 
makes the problem tractable. A time-step of ¨Ĳ = 0.5 ms was chosen, and suitable combinations of absolute and 
relative tolerances were used in order to achieve consistent convergence to steady-state. The predicted steady-state 
mole fractions of the target species CH2O, CH3OCHO, H2O2 were chosen for subsequent uncertainty and sensitivity 
analyses. Under the assumptions described above, about 1 minute was required for each individual sample calculation 
on single core processor. According to Saltelli et al.17, this computational cost can be understood to be a reasonable 
upper limit for adopting the methods of variance based sensitivity analysis requiring several thousands of model runs. 
2.3. Ignition Delay Simulations 
In the experiments of Mittal et al.10, DME/O2/N2 mixtures were investigated over a temperature range of 615-735 K, a 
pressure range of 10-20 bar, and equivalence ratios of 0.43 -1.5. Here numerical simulations were performed using 
Cantera for selected conditions covering this range of temperatures, pressures and equivalence ratios.  Many studies 
assume that the effect of the compression process on predicted ignition delays is negligible. However, based on 
computational singular perturbation (CSP) analysis carried out by Mittal and co-workers10 it was concluded that the 
compression stroke could greatly influence predicted ignition delay times due to the production of small radical pools 
during the compression stroke. The modelling approach adopted here is therefore in line with that of Mittal, in which 
both compression and post compression events are accounted for. The compression stroke is modelled by varying the 
volume of the simulated RCM reactor chamber with time. The volume history during compression is computed from 
the geometric parameters (stroke, bore, acceleration time, deceleration time, total compression time etc.) of the RCM. 
The total time taken to complete the compression stroke is divided into three time stages given by: ݐ௖௢௠௣ ൌ ݐ௔௖௖௘௟ ൅ ݐ௖௢௡௦௧ ൅ ݐௗ௘௖௘௟        (1) 
Where ݐ௖௢௠௣ is the total time for compression, ݐ௔௖௖௘௟ is the uniform acceleration time, ݐ௖௢௡௦௧ is the constant velocity 
time and ݐௗ௘௖௘௟is the uniform deceleration time. 
Heat loss effects during and after compression, are accounted for by specifying an effective volume as a function of 
time. Details of the procedure can be found in Mittal and Sung18. In summary, the model which defines the volume of 
the RCM reactor chamber with heat loss effect taken into account is given by: ݐ ൑ ݐ௖௢௠௣ǣ ܸሺݐሻ ൌ ௚ܸሺݐሻ ൅ ௔ܸௗௗ         (2) ݐ ൐ ݐ௖௢௠௣ǣ ܸሺݐሻ ൌ ܸ൫ݐ௖௢௠௣൯ כ ௣ܸሺݐሻ        (3) 
where ܸሺݐሻis the time-dependent effective volume of the reactor chamber, ௚ܸሺݐሻ is the geometric volume of the 
reactor chamber, ܸ൫ݐ௖௢௠௣൯ is the volume at the end of compression and ௣ܸሺݐሻ is the polynomial fit used to match the 
volume expansion trace ௘ܸ௫௣ሺݐሻ determined from the pressure trace of the non-reactive experiment. ௔ܸௗௗ is an 
empirical volume parameter that is added to the geometric volume of the reactor chamber at any time t in order to 
match the simulated pressure trace during the compression period with the experimental data. Based on assumption of 
adiabatic expansion, ௘ܸ௫௣ሺݐሻ is given by: 
௘ܸ௫௣ሺݐሻ ൌ  ቀ௉ሺ଴ሻ௉ሺ௧ሻቁଵ ఊൗ ݐ ൒  ?         (4) 
where PLVWKHLQLWLDOSUHVVXUHDQGȖWKHVSHFLILFKHDWUDWLRThe geometric parameters of the RCM and the empirical 
effective volume parameters (or heat loss parameters) used in modelling these specific experiment are available from 
the University of Connecticut combustion diagnostics laboratory experimental database19. Appropriate tolerance 
criteria were chosen to ensure sufficiently stable and well converged solutions across the three selected kinetic 
schemes.  
2.4. Uncertainty and Sensitivity Analysis Methods 
A key aim of the study is to investigate the robustness of the mechanisms by estimating predictive error bars 
based on uncertainties within the model parameterisation. This can provide information on the appropriateness of the 
model structure, since if there are large deviations between experimental data and model data when taking into 
account error bars, then it may suggest missing model components e.g. reaction steps, physical processes etc.  In 
addition, the error bars can indicate under which conditions uncertainties within the mechanisms lead to significant 
predictive uncertainties. For example, a recent uncertainty quantification of a butane oxidation scheme indicated larger 
predictive uncertainty within the negative temperature coefficient (NTC) temperature region compared to lower and 
higher temperatures9. A further aim of the study is to decompose the predictive uncertainty, in this case represented by 
the predicted output variance, in terms of the relative contributions from input uncertainties. Classical approaches to 
such variance based sensitivity analysis can require a large number of model runs, since a sampling approach has to be 
adopted in order to ensure that all sensitive regions of the input space are covered. Using Monte Carlo integrals for 
example requires N (2m+2) runs where N is the sample size chosen to represent the integrals, and m is the number of 
parameters20. For systems with a large number of parameters a two stage process is often used, where a screening of 
parameters is first carried out using a simple sensitivity method such as a brute force linear approach 21,22 or 
correlation methods9. The insensitive parameters are then excluded from subsequent global sampling based methods. 
For large mechanisms studied in combustion, the number of parameters excluded at this stage is usually large, with 
typically less than 50 being taken forward to the global analysis9,21,22. Further computational savings can then be 
achieved by adopting surrogate modelling approaches for the variance decomposition. Such methods are further 
discussed below. 
The freely available C++ kernel of the Cantera toolbox was interfaced via specific-purpose Python scripts designed to 
automatically perform appropriate calculations within the individual stages of the sensitivity study. In all cases we 
focus on rate constants for the purposes of the uncertainty quantification. For the Liu2013 and Aramco schemes, only 
the forward rates are modified within the uncertainty study. For the LLNL scheme, the irreversible skeletal form of the 
scheme is chosen and both rates are modified separately within the uncertainty evaluation, thus allowing an 
investigation of potentially important thermochemistry from the analysis of the relative importance of forward vs. 
reverse steps. At the first stage, a screening analysis based on linear sensitivity methods was applied over the various 
conditions (P,T,஖) chosen for the analysis. A subset of reactions was then selected according to the screening to carry 
forward to the global sensitivity and uncertainty study. Each stage of this process will now be described in more detail.  
2.4.1. Linear screening method 
If all parameters were retained for the global sensitivity analysis then the dimension of the sample space would be 
very large, over 700 in the case of the full Aramco scheme. This makes for sparse samples unless very large sample 
sizes are used. It is therefore important to screen out unimportant reactions prior to the global sensitivity analysis in 
order to reduce the sparsity of the sample used for fitting the global sensitivity coefficients. In reality uncertainties 
within a quite small fraction of the total number of rate constants will determine the output uncertainty and the 
simulations are likely to be insensitive to a large number of others. Several approaches for screening are commonly 
used. Here, a brute force linear sensitivity approach was applied. Each rate constant was increased by 25% in turn 
from its nominal value within each mechanism and the target concentrations or ignition delays were recalculated. In 
this way, only one simulation run is sufficient for each reaction including those with complex pressure dependant 
forms. For the flow reactor simulations the linear screening was performed for the reactor conditions of atmospheric 
pressure over temperatures between 550 K and 700 K for the three target species at 50 K intervals. For the RCM 
simulations, a range of temperatures, pressures and equivalence rations spanning the conditions from the study of 
Mittal et al.10, were chosen (temperatures between 615 and 725K, pressures of 10 to 20 bar DQGĳ 0.43-1.5). In each 
case, if the perturbation caused greater than a 2% change in the predicted target quantity then the reaction was selected 
for inclusion within the subsequent global sensitivity/uncertainty study. Table 1 indicates the reactions selected by the 
screening for the cases included. In reversible form there are 50 in total, indicating that a fairly conservative threshold 
was chosen. An automatic optimisation method used within the global sensitivity analysis will further exclude any 
minor effects (see next section). The main notable differences between the reactions screened from the RCM 
simulations compared to the flow reactor species mole fraction simulations is the inclusion of reactions involving CH3 
in the case of ignition delays. Otherwise a similar group of reactions has been screened for each of the two data sets.  
2.4.2. Uncertainty quantification and global sensitivity analysis 
The uncertainty quantification within this study is based on a global sampling approach. Within such an approach, the 
uncertainties within the inputs are represented by a given distribution (uniform, log-normal etc.), which is then 
sampled and propagated through the model, providing distributions of the final model predictions. What this means is 
that a large number of model runs are performed, each one representing a possible set of input parameter values from 
within their defined uncertainties, and a probability distribution function is generated from the set of predicted outputs. 
A substantial number of model runs may be required in order to obtain stable output statistics, such as the mean and 
variance of the predicted targets. The sampling approach used is critical, since we would like to obtain stable statistics 
using the lowest possible number of model runs in order to minimize overall computational costs. Once stable output 
GLVWULEXWLRQV DUH REWDLQHG HUURU EDUV PD\ EH FDOFXODWHG XVLQJ YDULDQFH EDVHG PHDVXUHV HJ ı RU ı HUURUV RU
percentile plots.  
The first step of a global uncertainty/sensitivity study is to define uncertainty factors for the input parameters under 
investigation. Reactions that have been well studied over a number of years may be included within a data evaluation 
such as those of Baulch et al.23-25 and Tsang et al.26,27. In such evaluations uncertainties in log(k) are usually given and 
indicate distributions which are log-normal and centred around the recommended or nominal value. The uncertainty 
parameter f can be defined as:  
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where 0k  is the recommended (most probable or nominal) value of the rate coefficient based on an assessment of 
available experimental and theoretical studies, and maxk  and mink  are the extreme upper and lower, but still possible 
values. Rearranging this equation yields: 
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meaning that the rate coefficient k0 is uncertain according to a multiplication factor G = 10f and on a logarithmic scale 
the upper and lower values are positioned symmetrically around the recommended value.  
Uncertainty factors for each reaction rate have been obtained from data evaluations where available within this study. 
The uncertainty factors Gi for each reaction i are shown in Table 1. In many cases there were no evaluations available 
for the selected rate constants. In such cases uncertainty factors had to be estimated and the NIST data base was used 
for this purpose. The suggested uncertainties reflect the spread of recent data available for a reaction rate constant 
from NIST if several studies were present. If only a single experimental or theoretical study was found, or a rate 
constant was estimated, then an uncertainty factor of 10 was assumed. It is recognised that in many cases due to the 
lack of data evaluation, these Gi factors represent a best guess rather than being fully quantified. However, recent 
studies suggest that even high level theory calculations can lead to uncertainties of up to a factor of 10 for complex 
reactions with multiple transition states28. A factor of 10 therefore seems to be a reasonable upper limit for non-
evaluated or estimated reactions where no detailed experimental kinetic studies have been performed within the 
relevant temperature ranges.  
For pressure dependant reactions uncertainty factors were included for A-factors for both low and high pressure limits 
where available in the case of fall-off reactions. Otherwise Gi(A) was set to be equal to Gi(A0). For the Aramco 
mechanism, the PLOG formulation is used to represent pressure dependency within the reaction rates. In this case the 
same uncertainty factor was assigned to A-factors for all pressures defined in the mechanism since no other 
information was available.  
The Gi factors were then used to create a quasi-random sample for the uncertainty quantification using a Sobol low 
discrepancy sequence29,30. A quasi-random sample is chosen over a standard Monte Carlo random sample since a 
number of studies, including several in combustion, have shown that quasi-random sequences exhibit better 
convergence properties21,31,32. Hence, the mean and standard deviation of the predicted output mean and variance will 
reach convergence within a lower number of model runs compared to using a standard Monte Carlo approach. The 
Sobol sequence creates a quasi-random set of numbers between 0 and 1 for the number of parameters under 
investigation over the chosen sample size N (where N varies between 256 and 8192 in this study) and is then used to 
create a sample which is uniform in log(ki) based on the Gi factors. Hence the upper limit for the rate constant will be 
Gi x ki and the lower limit ki/Gi and we sample uniformly between log(ki)-log(Gi) and log(ki)+log(Gi). We use a 
uniform sample here since many of the Gi factors are not sourced from evaluated data and hence there is no real 
justification for using a probabilistic sampling approach such as a normal distribution.  
As suggested above, classic Monte Carlo type approaches for a system with 50 varying parameters would lead to the 
requirement for extremely large sample sizes. The use of surrogate models for the calculation of sensitivity based 
indices helps to overcome this problem and several such methodologies have been developed and applied in 
combustion including those based on high dimensional model representations (HDMR)30,33,34 and polynomial chaos 
expansions35,36. Both approaches are response surface methods (RSM) where a response surface approximation is first 
calculated which describes the relationship between the uncertain parameters in the original model and selected target 
outputs. The functional form of this approximation is then used to estimate the contribution of each parameter (or pairs 
of parameters etc.) to the overall variance of the predicted targets. The approximation is achieved by first running a 
sample of full model simulations based on input parameter distributions as described above.  A model approximation 
or meta-model is then constructed, which can be used as a surrogate for the full model in order to perform subsequent 
uncertainty and sensitivity analysis. The accuracy of the meta-model influences the accuracy of the calculated 
sensitivity indices and depends on various factors such as the sample size used, the fitting approach taken and the 
complexity of the response surface. High dimensionality of model input parameter space does not always imply a 
complex functional relationship between the more influential model inputs and target outputs and therefore accurate 
fits can often be achieved with an affordable number of model runs. The required sample size can be difficult to 
estimate, since it depends on the shape of the input-output response surface which is not known a-priori. However, 
experience shows that typically first-order sensitivities can be derived using ~1000 model runs9. If significant higher 
order effects are present due to parameter interactions, then significantly larger sample sizes may be needed20.  
In the HDMR approach used here, a hierarchical expansion of the functional relationship between the inputs and 
outputs of a model is developed33,37 using a response surface approximation based on orthonormal polynomials of the 
quasi-random sample of inputs xi 30. The expansion is expressed as the hierarchical sum of component functions of 
increasing order and is usually restricted to up to 2nd order terms: 
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+HUHWKH]HUR¶WKRUGHUFRPSRQHQW f0 denotes the mean value of the model response across the adopted sample. The 
first-order component functions fi(xi) give the effect of input xi acting independently (although generally nonlinearly) 
upon the output Y(x), and the function fij(xi,xj)  is a second-order term describing the cooperative effects of the 
variables xi and xj upon the output Y(x). This provides the ANOVA (Analysis Of Variances) decomposition of Y(x) as 
ILUVWGLVFXVVHGE\6RERO¶DQG WKHUHIRUH HDFK WHUP UHSUHVHQWV WKH UHODWLYH LQIOXHQFHRI VLQJOHSDUDPHWHUVRUSDLUVRI
parameters on the overall output variance38.  The HDMR expansion is always of finite order 39 making it 
computationally efficient if higher-order input variable interactions are weak and can be neglected.  
 
To reduce the sampling effort in HDMR, the higher-order component functions are approximated by expansions in 
terms of suitable basis functions which may include polynomials, splines etc. For example, expansion in terms of 
orthonormal polynomials is given by:  
 
¦
 
|
k
r
ir
i
rii xxf
1
)()( MD
  
¦¦
  
|
l
p
jq
l
q
ip
ij
pqjiij xxxxf
1 1
)()(),(
'
MME
  
« 
 
(8) 
where k,l,l¶ represent the order of the polynomial expansion, irD  and ijpqE  are constant coefficients to be determined, 
and )( ir xM , )( ip xM  and )( jq xM  are the orthonormal basis functions, which in the current study are based on shifted 
Legendre polynomials of up to 6th order. The coefficients are determined using Monte Carlo integration over the 
chosen input sample40. The approximation of the component functions reduces the sampling effort dramatically so that 
only one set of quasi-random samples N is necessary in order to determine all RS-HDMR component functions and 
subsequently the sensitivity indices. A slightly different approach is adopted in polynomial chaos methods where the 
uncertainties in inputs are first expressed as polynomial expansions of random basis variables and the model 
outputs are then expressed as (usually low-order) functions of these random inputs41. For practical 
applications, if similar orders of expansion and polynomial expressions are used, then the response surface 
approximation should not differ greatly between the methods. 
 
Based on equation (8) the partial variances Di, Dij«IRUVHQVLWLYLW\DQDO\VLVSXUSRVHVDUHREWDLQHGIURP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Normalising the partial variances by the overall variance D of f(x) gives the fractional contribution to the variance of 
each parameter or the sensitivity indices: 
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First-order (Si) and second-order (Si,j) global sensitivity indices have been calculated in this work. If the output 
variance is fully described by the second-order HDMR meta-model then the sum of all Si and Si,j¶VZLOOEH(DFK
individual sensitivity index describes the fraction of the output variance that is caused by the uncertainty in input 
parameter xi or by uncertainty in pairs of parameters xi and xj acting cooperatively in the case of second-order indices. 
In most previous studies of kinetic systems, terms of third-order and higher have been found to be small. Further 
details on the method can be found in refs21,22,30,31.  
3. Results 
 
3.1. Comparison with Experiment and Uncertainty Quantification 
 
3.1.1. Flow reactor studies 
Figure 1 presents a comparison between the experimental species mole fraction profiles from the flow reactor, and 
simulations using the three mechanisms. In addition to the single profiles from the three base mechanisms, output 
distributions are shown reflecting the impact of input uncertainties. The solid lines represent the experimentally 
measured profiles, and the dashed lines show the profiles using the original parameters within each mechanism. 
Experimental errors were reported11 for H2O2 and are represented by the shaded region in Fig. 1c. For each of the three 
mechanisms, there is an over prediction of H2O2 which is consistent with the previous findings of Liu et al.7. There are 
also significant discrepancies for formaldehyde and methyl formate predictions which span the temperature range. 
Each of the three mechanisms produce similar profiles although there are some differences between the predictive 
uncertainty which suggests some differences in the parameterisation of the main rate constants. Using the original 
parameterisations within the mechanisms, each has a tendency to under-predict CH2O for temperatures up to 675 K. 
For CH3OCHO there is a slight shift in the predicted peak with respect to temperature when compared to the 
experimental profile. Whilst this may be due to differences within the physical modelling (e.g. not using a 2-D model 
as suggested in Guo et al.11), the over prediction of the peak value is consistent with previous studies.  
The box and whisker plots represent the region of uncertainty from the model predictions taking account of the input 
uncertainties specified in Table 1. A quasi-random sample of size N = 256 was used for this purpose since mean and 
variance properties of the output distributions had converged by this point. The box and whiskers represent 25th and 
75th percentiles respectively. The figure illustrates that the experimental profiles fall well within the limits of 
uncertainty as expressed by the 75th percentiles (upper quartile, whiskers) from the predicted output distributions for 
H2O2 and CH3OCHO. However, it should be noted that, particularly at low temperatures, the uncertainty can span 
several orders of magnitude. For predictions of CH2O the experimental profiles for the low temperature region are in 
closest agreement with the upper quartiles from the predicted distributions suggesting that some important input 
parameters may need to be close to the edges of their input uncertainty ranges in order to reduce discrepancies.  In the 
following section the causes of predictive uncertainties are explored via global sensitivity analysis and the main 
reactions contributing to variance are identified.   
3.1.2.  Ignition delay studies 
Figure 2 presents a straightforward comparison between predicted ignition delays from each mechanism and 
experimental data provided by Mittal et al10. There is reasonable agreement across much of the temperature range for 
all the schemes but also discrepancies wKLFKFDQ UHDFKD IDFWRURI IRU WKH ULFK FDVHRIĳ  EDUDt higher 
temperatures. In Fig. 3 we show a similar uncertainty propagation to that shown in Fig. 1, focussing on predicted 
ignition delays for WKHFDVHRIĳ EDU Whilst the predictions from the mechanisms based on their original 
parameterisation seem in reasonable agreement with the experimental data, the bounds of uncertainty are large, again 
spanning up to three orders of magnitude in some cases. This may at first appear to be counter intuitive. However, in 
the absence of detailed kinetic studies it seems likely that the parameterisation of some important reactions within the 
scheme have been informed by available experimental data such as ignition delays. In order to accurately predict 
ignition delays, the ratio of propagation to branching fluxes should be correct. Within the uncertainty analysis 
however, we have allowed each rate constant to vary independently, potentially shifting this balance, since any 
correlations are not explicitly represented within the mechanism parameterisations. We return to this point in the 
following discussion. It is also worth noting that the original parameterisations lead to significant discrepancies for 
species mole fractions within the flow reactor simulations. Hence it is of interest to explore whether a common set of 
reactions determine the output variance for both sets of target data since clearly the current parameterisations do not 
give good agreement in both cases.  
3.2. Global Sensitivity Analysis 
 
3.2.1. Flow reactor studies 
Figure 4 shows the main first- and second-order sensitivity indices from the HDMR analysis of the flow reactor 
simulations with the shading for each reaction or pairs of reactions shown in the legend. 4096 simulations have been 
used within the HDMR approach in order to estimate sensitivity coefficients up to second-order. We restrict the results 
to the main 15 reactions that contribute to the output variance since this simplifies the discussion somewhat. The 
figure shows that these 15 reactions account for between 60-85% of the predictive variance across all mechanisms and 
temperatures studied, and hence are dominant in terms of their contributions to predictive uncertainties. It is clear from 
the figure that there are strong similarities between the sensitivity indices for each mechanism but there are also 
differences caused by differences in product channels or rate constant parameterisations between the schemes.  
The critical pathways which dominate the uncertainty at low temperatures are shown in Fig. 5. These are a subset of 
those highlighted in the flux path analysis of Guo et al.11 and hence not all the pathways which have strong fluxes 
contribute strongly to the predictive uncertainty within the mechanisms for the chosen targets. At 550 K the 
isomerisation reaction RO2=QOOH accounts for around 40% of the predictive uncertainty for each species mole 
fraction. For the LLNL scheme both forward and reverse channels were assessed separately and whilst there is some 
sensitivity to the reverse QOOHĺRO2, indicating the importance of the enthalpy of formation of the QOOH species, 
the forward rate dominates. This suggests that the low temperature measurements of key intermediates such as those 
in the work of Guo et al.11 could provide useful constraints on the forward reaction rate for the isomerisation of RO2 at 
low temperatures. This was the only reaction where significant sensitivity to the reverse rate was found within the 
LLNL scheme. 
The first-order sensitivity with respect to CH2O for this isomerisation reaction as indicated by the component function 
is positive over the majority of the parameter range at 550 K as shown in Fig. 6a. In each of the component function 
plots, the current nominal values within the mechanisms would be represented by a value of 0.5 on the x-axis (i.e. the 
mid-point within the uncertainty range). The solid line in the figure represents the individual response to changes in 
the rate of reaction for RO2=QOOH based on the Aramco scheme (i.e. the first-order HDMR component function 
based on equation 7), and the scatter indicates the additional uncertainty stemming from uncertainties within the other 
parameters within the scheme. Whilst a strong response is observed at the lower half of the chosen range for this rate 
constant, the effect saturates at higher values. However, since the experimentally measured mole fraction for CH2O is 
about 1 x 10-3 the figure suggests that the rate of this reaction would need to be in the upper half of the input range in 
order for the simulations to overlap with experiment at this low temperature. As the rate of the isomerisation step 
increases we might expect to see sensitivities dominated by subsequent channels such as the competition between 
chain branching and propagation. The first-order sensitivity with respect to methyl formate mole fraction for 
RO2=QOOH at 550K is shown in Fig. 6b and displays an interesting nonlinearity. The response is positive at the lower 
end of the input range and negative at the higher. A large increase in this rate constant could therefore potentially 
reduce predicted CH3OCHO but the impact on predicted CH2O would depend on a number of other factors as 
suggested by the scatter in Fig. 6a at larger reaction rates.   A fuller discussion of recent data for this reaction is given 
later.  
The nonlinearity in response to changes in the isomerisation step highlights the need to calculate sensitivities right 
across the range of uncertainty rather than just at the nominal value. In addition, despite this reaction having the 
highest sensitivity index in some cases, there is a large amount of scatter in the response to changes in the rate 
constant, suggesting that several other reactions also play a role. The production of CH2O is also particularly sensitive 
to the rates of the branching path QOOH+O2 vs. the propagation path QOOH=OH+2CH2O which is consistent with 
the flux path analysis performed by Guo et al.11 and the linear sensitivity analysis performed by Dagaut et al 42. There 
are also a number of important second-order effects of which the major one is between the isomerisation step and the 
RO2+RO2 channel (see Fig. 4).  
The isomerisation pathway RO2=QOOH is the dominant reaction for uncertainties within predictions of methyl 
formate across all temperatures studied, and hence constraints on the temperature dependence of the reaction rate 
could be obtained from the temperature dependent methyl formate measurements. Interestingly, the shape and sign of 
the response to changes in this reaction rate with respect to methyl formate concentrations changes between 550 K and 
650 K as shown by comparing Fig. 6b with Fig. 7a.  Increasing the rate of the isomerisation pathway would reduce the 
production of methyl formate across most of the temperature range. The decomposition of HO2CH2OCHO is also 
particularly important for the formation of methyl formate and H2O2 at low temperatures (see Fig. 4).  
RO2+RO2 is also an important pathway at low temperatures, contributing around 15% of the uncertainty in H2O2 
predictions in the case of the Aramco mechanism and around 10% for CH2O. The dominant product channels differ 
here between the schemes, with the Liu2013 mechanism showing a greater sensitivity to the formation of 
CH3OCH2OH compared to CH3OCH2O for the other schemes.  
At higher temperatures, the prediction of CH2O and H2O2 become relatively insensitive to RO2=QOOH and far more 
sensitive to the addition of O2 to QOOH and to the decomposition of QOOH to form OH and CH2O. Above 650 K, 
over 40% of the variance in predicted H2O2 is due to uncertainties in the rate of second O2 addition (see Fig. 4). The 
response is strongly non-linear across the range (Fig. 7b) with a high sensitivity at lower values for the rate constant, 
which begins to saturate at high values. This suggests that to reduce predicted H2O2 concentrations to be more in line 
with experiments, the rate would have to be lower than the nominal values in the current mechanisms, although the 
data is quite scattered. The shape of the response of CH2O for this reaction is the opposite of that for H2O2 (Fig. 7c) 
which is consistent with an over prediction of H2O2 and an under prediction of CH2O with the mechanisms in their 
current form. However, whilst this reaction dominates uncertainties in predicted CH2O between 600 K and 650 K, by 
700 K the shape of its component function has changed, and at the lower end of the adopted uncertainty range it now 
exhibits a negative response (Fig. 7d). Hence overall a lowering of this rate would apparently increase CH2O 
production at temperatures up to 650 K and would decrease it at 700 K. At 700 K the importance of reactions DME + 
OH and CH2O + OH increases. At this temperature there are some critical differences between the mechanisms, with 
the Aramco and LLNL mechanisms showing higher sensitivity to the formation of HOCH2O from CH2O + OH and 
Liu2013 showing higher sensitivity to the formation of HCO. 
3.2.2. Ignition delay studies 
Figure 8 shows the main first- and second-order sensitivity indices from the HDMR analysis of selected ignition delay 
simulations with the shading for each reaction or pairs of reactions shown in the legend. 4096 simulations have been 
used for the LLNL and Liu2013 mechanisms and 8192 for the Aramco scheme within the HDMR approach, in order 
to estimate sensitivity indices up to second-order with a good accuracy for the main effects. P = 10 bar for all 
simulations. Data where no ignition occurred or where the ignition occurred during the compression phase were 
removed from the fitting process. A boot-strapping method was used to check the convergence of the calculated 
indices.  
The selected reactions are very consistent between the three mechanisms, with small variations in the relative size of 
the sensitivity indices. A smaller number of reactions are seen to play a role compared to the 15 shown for the flow 
reactor simulations in Fig. 4. However, it is also noticeable that a lower fraction of the overall variance can be 
accounted for using a second-order model for the higher temperature simulations. This may either be caused by the 
presence of effects which are higher than second-order, or the cumulative effect of very small second order terms 
which cannot be accurately captured without resorting to extremely large sample sizes.  
)RUĳ DQGT = 649 K, the isomerisation reaction dominates with smaller contributions from the CH2OCH2O2H 
+ O2 = O2CH2OCH2O2H, O2CH2OCH2O2H = HO2CH2OCHO+OH, and HO2CH2OCHO = OCH2OCHO + OH 
channels. The reactions of hydroperoxymethyl formate are therefore an important pathway for the formation of OH in 
the current form of all the mechanisms although Gao and Nakamura43 question whether there are other possible 
secondary OH formation routes. At the higher temperatures, the competition between chain-propagation QOOH = OH 
+ 2CH2O and chain-branching QOOH + O2 increases in importance and the relative importance of the reactions of 
hydroperoxymethyl formate reduces. There are a number of important second-order terms although overall they do not 
contribute more than a few percent of the overall variance.  
Figure 9 shows selected sensitivity plots for the predicted ignition delays at P  EDUĳ DQGT = 703 K, 
corresponding to the middle case in Fig. 8. Fig. 9a shows that whilst the overall first-order effect (solid line) is 
negative, as the isomerisation route gets faster, the spread in predicted ignition delays becomes much wider (up to 3 
orders of magnitude). This type of behaviour is termed heteroscedasticity, and in the current case what this means is 
that the overall variance of the predicted ignition delays changes with the value of the selected rate constant for 
isomerisation. As the isomerisation becomes faster, increasing the rate of QOOH formation, then the competition 
between other reactions (e.g. branching vs. propagation) play an increasing role, and the range of predicted ignition 
delays broadens. The experimentally determined log of the ignition delay for these conditions is just over 1, and hence 
it is apparent that all of the 2 orders of magnitude span in the forward isomerisation rate constant could encompass the 
experimental data depending on the values of other rates.   
The component function for the branching step QOOH + O2 is shown in Fig. 9b and unsurprisingly has a negative 
slope, indicating that slowing this rate will increase ignition delays. The individual first-order effect of changing this 
rate on ignition delays spans an order of magnitude based on the factor of 10 uncertainty which was assumed for this 
reaction. The equivalent component function for the propagation step (Fig. 9c), spans about a factor of 5. Data points 
lying far from the first-order effect (solid line) are usually indicative of higher-order terms where parameters will 
interact in their effects on predictive ignition delays.  A strong second-order interaction exists between the branching 
and propagation channels and has a complex shape as shown in Fig 9d. Whilst this second-order term represents less 
than 3% of the overall variance, depending on parameter combinations, it can lead to order of magnitude changes in 
predicted ignition delays. These complex interactive effects can lead to wide predicted distributions and could make it 
difficult to tune data based on comparisons with experimental ignition delays as previously highlighted by Mittal et 
al.44. Whilst not shown, it is worth pointing out that the secondary OH production channel, from the decomposition of 
hydroperoxymethyl formate (HO2CH2OCHO) has a response with a similar form to that of the QOOH + O2 step and is 
of equivalent importance at the lower temperature (649 K) but decreases in importance at higher temperatures.  
4. Discussion and Final Conclusions  
 
The scatter within the sensitivity plots and the lack of dominance of any one reaction channel suJJHVWVWKDWWXQLQJUDWH
FRQVWDQWV LQ RUGHU WR DFKLHYH D EHWWHU ILW WR DYDLODEOH H[SHULPHQWDO GDWD VHWV LV XQOLNHO\ WR OHDG WR XQLTXH
SDUDPHWHULVDWLRQV:KLOVWDIXOORSWLPLVDWLRQVWXG\RIWKHW\SHSHUIRUPHGE\7XUiQ\LHWDO45, would be possible for 
low temperature DME systems, it seems likely that large uncertainties may remain within optimised rate constants 
without the availability of further detailed kinetic studies of the main reaction channels. One such study has recently 
been performed by Eskola et al.46. Low temperature experimental data of the overall rate constant and OH yields and 
Master equation calculations were combined in order to provide temperature and pressure dependant rate constants for 
several reaction channels of importance to this study. In Fig. 10 we compare the estimated rate constants from their 
study with values currently used within the DME mechanisms for the forward rate of the isomerisation reaction 
CH3OCH2O2 ĺ CH2OCH2O2H (Fig. 10a) and the chain-propagation step QOOH ĺ OH + 2CH2O (Fig. 10b). Based 
on the Eskola study, both reactions show a pressure dependency that is not represented in the parameterisations used 
within the current mechanisms but has been suggested in previous work47. The suggested rate for the isomerisation 
step is significantly faster than the ones currently used over all temperatures and pressures. At lower temperatures the 
difference is greater than an order of magnitude. The apparent pressure dependence of the rate of the chain-
propagation step from the study of Eskola et al.46, is not represented within current mechanisms, and the temperature 
dependence differs from that found by Eskola et al. The Eskola study also provides data for well skipping channels 
where the alkyl + O2 step proceeds directly to RO2, QOOH or 2CH2O+OH and RO2 directly forms 2CH2O+OH. A 
total of 9 pressure and temperature reaction rates are provided for the CH3OCH2 + O2 ĺ&+3OCH2O2 system by 
Eskola et al.46 in the form of Chebyshev polynomials. 
The impact of updating current rate constants using data from Eskola et al.46, and the addition of well skipping 
reactions on the current predictions was tested using the Aramco scheme for selected conditions. The updates for flow 
reactor simulations are shown as a grey dotted line in Fig. 1c. The agreement with experiment is worsened in almost 
all cases. 7KH HTXLYDOHQW SORW IRU SUHGLFWHG LJQLWLRQ GHOD\V DW  EDU DQG ĳ    LV VKRZQ LQ )LJ F$JDLQ WKH
agreement with experiment is worsened. However, it was noted within Fig. 9a that increasing the rate of the 
isomerisation channel led to greater scatter in the predicted ignition delays and an increase in importance of other 
reactions. As discussed above it is also likely that in the absence of detailed kinetic studies there are inevitably some 
inherent correlations within the current mechanisms based on tuning to available experimental data sets. Hence if only 
a subset of the important parameters are updated, then the balance between branching and propagation could be 
shifted leading to greater discrepancies with experiment and this needs to be compensated for. The low temperature 
updates to the rate of the propagation step were fairly small at 10 bar. Further changes to predicted ignition delays 
could be effected by modifications to the branching channels. This assumption was tested by making adjustments to 
the rate of QOOH + O2. We should stress that this is purely for illustration purposes and in general we would not 
recommend tuning rate constants based on limited comparisons with experiment. However, the effect of a reduction 
by a factor of 10 for this channel (in addition to the other updates) is illustrated for the flow reactor simulations at 
atmospheric pressure in Fig 1c by the dash-dotted line. The agreement with experiment is now much improved for 
each of the species with the peak in methyl formate concentration now occurring at the correct temperature. The 
equivalent update for the ignition delay data at 10 bar is shown in Fig 3c, except in this case a reduction in the rate 
constant by a factor of 5 gives very good agreement with the measured data. Since the two sets of data are at very 
different pressures, the slightly different levels of adjustment required may be indicative of a weak pressure 
dependency for the branching steps. This suggestion should be treated as speculative since previous studies have 
suggested only a weak pressure dependence for QOOH + O2 in other systems compared to a strong pressure 
dependencies of the QOOH decomposition (propagation) channels48,49. However, considerable uncertainties also 
remain in the subsequent OH forming steps. The decomposition of hydroperoxymethyl formate (HO2CH2OCHO), 
which is formed in the first OH forming branching step, is of pronounced importance in this context. New mechanistic 
aspects related to the decomposition of HO2CH2OCHO have also been suggested based on theoretical calculations51. 
Reaction channels leading to formic acid (HCOOH) and the so-called Criegee intermediate (CH2OO) were concluded 
to be of comparable importance to O-O bond scission, which is assumed to be the unique channel for 
hydroperoxymethyl formate decomposition in current chemical kinetic schemes47. Assessment of the appropriateness 
and possible impact of implementing other reaction channels is beyond the scope of this study but it is clear that 
detailed studies of the pressure and temperature dependence of these reactions are required in order to improve 
agreement with available experimental targets and to reduce the overall uncertainties within predictions of low 
temperature DME oxidation. 
Overall, the study has shown that uncertainties in predicting key target quantities for the low temperature oxidation of 
DME are currently large. These uncertainties however, are driven by a few key reactions within the schemes studied. 
Currently these reactions are based on very similar parameterisations within the schemes studied and only minor 
reaction channels appear to differ greatly between the three mechanisms tested. Sensitivity scatter plots, illustrating 
the response of the target quantities to changes in rate constants within a global uncertainty analysis, indicate the 
difficulties in tuning individual rate parameters to particular data sets. No single reaction dominates the uncertainty 
under any conditions and higher-order interactions can lead to large variance within predicted quantities. New data for 
the isomerisation and propagation steps highlight a pressure dependence for these channels that is not represented 
within currently used parameterisations. However, updates to the Aramco scheme based on this recently available data 
when applied in isolation, worsen the overall agreement with experimental targets. The current lack of representation 
of the pressure dependence of key reactions may be one contributory reason why good agreement can be obtained 
between current mechanisms and experimental targets under some conditions (e.g. high pressure ignition delays), and 
not under others (e.g. over or under prediction of key minor products at atmospheric pressure). The study highlights 
the need for detailed pressure dependant studies of the chain branching steps: CH2OCH2O2H + O2 = O2CH2OCH2O2H 
and subsequent OH forming channels or competitive pathways, which are likely to dominate the remaining 
uncertainty if the isomerisation route is faster than currently assumed as suggested by recent updates to this rate 
constant. 
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List of Figure Legends 
Figure 1. Comparison between experimentally measured species profiles (black solid line) and simulated profiles for 
the Princeton flow reactor data11. For H2O2 the grey shading represents experimental errors. The dashed line represents 
model simulations with unperturbed parameter values. The box and whiskers represent 25th and 75th percentiles 
respectively based on a quasi-random sample of 256 model runs. The large crosses represent the mean predicted 
output from the 256 simulations a) LLNL mechanism b)  Liu2013 mechanism c) Aramco mechanism. In c) the dotted 
line represents the effect of isolated modifications to the rate of RO2 ĺ422+DQG422+ĺ&+2O + OH based on 
the data of Eskola et al.46. The dot-dashed line represents further reduction of the forward rate of the chain-branching 
step QOOH+O2 by a factor of 10. 
Figure 2. Comparison between experimental10 and simulated ignition delays a) LLNL b) Liu2013 c) Aramco. In all 
cases P = 10 bar. 
Figure 3. Comparison between experimentally measured ignition delays (solid line) and simulated profiles for the 
RCM data10ĳ EDU The dashed line represents model simulations with unperturbed parameter values. The 
box and whiskers represent 25th and 75th percentiles respectively based on a quasi-random sample of 256 model runs. 
The large crosses represent the mean predicted output from the 256 simulations a) LLNL mechanism b)  Liu2013 
mechanism c) Aramco mechanism. In c) the dotted line represents the effect of isolated modifications to the rate of 
RO2 ĺ422+DQG422+ĺ&+2O + OH based on the data of Eskola et al.46. The dot-dashed line represents further 
modification of the forward rate of the chain-branching step QOOH+O2 by a factor of 5. 
Figure 4. Main sensitivity indices (first- and second-order) for simulated flow reactor simulations with respect to 
reaction rates at selected temperatures. A comparison between each mechanism is given and shading for each reaction 
or pair of reactions is shown in the legend. a) CH2O mole fraction b) CH3OCHO mole fraction c) H2O2 mole fraction 
d) legend.   
Figure 5 Main pathways which dominate the uncertainty in predicted species mole fractions for CH2O, CH3OCHO , 
H2O2 and ignition delays. 
Figure 6. First-order HDMR component functions (solid line) of simulated mole fractions shown on-top of the scatter 
resulting from the quasi-random sampling for a) 550 K, sensitivity of CH2O to changes in forward rate of RO2 = 
QOOH b) 550 K, sensitivity of CH3OCHO to changes in forward rate of RO2 = QOOH. The Aramco mechanism is 
used in each case and 2000 data points are shown.  
Figure 7. First-order HDMR component functions (solid line) of simulated mole fractions shown on-top of the scatter 
resulting from the quasi-random sampling for a) 650K, sensitivity of CH3OCHO to changes in forward rate of RO2 = 
QOOH b) 650K, sensitivity of H2O2 to changes in forward rate of RO2 = QOOH c) 650K sensitivity of CH2O to 
forward rate for QOOH + O2 d) 700K sensitivity of CH2O to forward rate for QOOH + O2. The Aramco mechanism is 
used in each case and 2000 data points are shown.  
Figure 8. Main sensitivity indices (first- and second-order) for simulated ignition delays with respect to reaction rates 
at selected temperatures and pressures. A comparison between each mechanism is given and shading for each reaction 
or pair of reactions is shown in the legend a) sensitivity coefficients b) legend.  
Figure 9. HDMR component functions (solid line) of simulated ignition delays shown on-top of the scatter resulting 
from the quasi-random sampling in the case of first-order functions. P  EDUĳ T = 703 K. Sensitivity with 
respect to a) forward rate of RO2 = QOOH b) forward rate of QOOH + O2 c) forward rate of QOOH = 2CH2O + OH d) 
second-order component function representing the interactive effect of forward rates for QOOH + O2 and QOOH = 
2CH2O + OH. 
Figure 10. A comparison of current data within the LLNL, LIU2013 and Aramco mechanisms compared to new data 
from a recent study of Eskola et al.46 a) RO2 ĺ422+E422+ĺ&+2O + OH. 
  
Table 1.Reactions selected from linear screening analysis and assigned input uncertainty factors. 
 
Reaction Gi Screened for 
flow reactor 
Screened 
for RCM 
Source of 
uncertainty 
information 
H + O2 (+ M) = HO2 (+ M) ( k) 3.16  * x 23 
H + O2 (+ M) = HO2 (+ M)  (k0) 1.58  * x 23 
H + O2  = O + OH 1.41  x 23 
OH* + O2 = OH + O2 10.00  x Estimated 
HO2 + H = OH + OH 1.41 * x 23 
HO2 + HO2 = H2O2 + O2 1.41 * x 23 
HO2 +OH = H2O + O2 3.16  x 23 
H2O2 + H = H2O + OH 2.00 * x 26 
H2O2 + OH = H2O + HO2 1.58 * x 26 
H2O2 (+ M) = OH + OH (+M) ( k0,k) 3.16  x 23 
HCO + O2 = O2CHO 10.0 * x  Estimated 
HCO + O2 = CO + HO2 2.24 * x 23 
CH2O + OH = HCO + H2O 2.24 * x 23 
CH2O + H = HCO + H2 1.58 *  23 
CH2O + HO2 = HCO + H2O2 2.00 * x 23 
CH2O + OH = HOCH2O 10.0 *  Estimated 
OCHO + HO2 = HOCHO + O2 10.0 *  Estimated 
CH3 + HO2 = OH + CH3O 10.0  x 23 
CH3 + HO2 = CH4 + O2 10.0  x Estimated 
CH3 + CH3 (+ M) = C2H6 (+ M) ( k0,k) 2.00  x 23 
CH4 + H = CH3 + H2 2.82  x 23 
HOCHO + OH = H2O + CO2 + H 1.58 * x 50 
HOCHO + H = H2 + CO + OH 10.0 * x Estimated 
HOCHO + HO2 =H2O2 + CO + OH 10.0  x Estimated 
HOCH2O = HCOOH + H 10.0 *  Estimated 
HOCH2O = HOCHO + H 10.0  x Estimated 
HCOOH + HO2 = H2O2 + CO + OH 10.0 * x Estimated 
HCOOH + OH =H2O +CO2 + H 10.0  x Estimated 
CH3OCH3 + OH = H2O + CH3OCH2 2.24 * x 23 
CH3OCH3 + H = H2 + CH3OCH2 3.16 * x 23 
CH3OCH2 = CH2O + CH3 2.00  x Estimated 
CH3OCH3 + HO2 = CH3OCH2 + H2O2 10.0 * x  Estimated 
CH3OCH3 + O2 = CH3OCH2 + HO2 5.00  x 23 
CH3OCH3 + CH3OCH2O2 = CH3OCH2 + 
CH3OCH2O2H 
10.0 * x Estimated 
CH3OCH2 + HO2 = CH3OCH2O + OH 10.0 *  Estimated 
CH3OCH2O2 + CH2O = CH3OCH2O2H + 
HCO 
10.0 * x Estimated 
CH3OCH2O2 + CH3OCH2O2 = O2 + 
2CH3OCH2O 
7.94 * x  Estimated 
CH3OCH2O2 + CH3OCH2O2 = O2 + 
CH3OCHO + CH3OCH2OH 
10.0 * x  Estimated 
CH3OCH2O2 = CH2OCH2O2H 10.0 * x  Estimated 
CH2OCH2O2H = OH + 2CH2O 5.00 * x Estimated 
CH2OCH2O2H + O2 = O2CH2OCH2O2H 10.0 * x Estimated 
O2CH2OCH2O2H = HO2CH2OCHO + OH 10.0  x Estimated 
HO2CH2OCHO = OCH2OCHO + OH 10.0 * x Estimated 
OCH2OCHO = CH2O + OCHO 10.0 * x Estimated 
OCH2OCHO = HOCH2OCO 10.0 * x Estimated 
CH3 + OCHO = CH3OCHO 10.0 * x Estimated 
CH3OCHO + OH = CH3OCO + H2O 5.00 * x Estimated 
CH3OCHO + OH = CH2OCHO + H2O 5.00 * x Estimated 
HOCH2O + CO = HOCH2OCO 10.0 * x Estimated 
CH2OH + CO2 = HOCH2OCO 10.0 * x Estimated 
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