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ABSTRACT 
In the Markowitz mean-variance portfolio optimization theory, it has 
been proven that the traditional estimated return overestimates the theo-
retical optimal return, especially when the dimension-to-sample-size ratio 
p/n approaches 1. Many studies were done to try to solve the problem 
of return overestimation. In this thesis, our approach is to incorporate an 
unbiased estimator of the inverse of covariance matrix E"^ into the mathe-
matical solution of portfolio optimization to compute new estimated return 
so that we hope the new estimated return will be close to the theoretical 
optimal return for different values of p/n. By statistical simulation, we 
compare it with the traditional estimated return under the conditions of 
different portfolio dimension p and inter-asset correlations p. Results show 
that the new estimated return is close to the theoretical optimal return 
under various conditions. Hence, our method enhances the applicability of 
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Traditionally, financial market participants sought profitable investment by 
reading company financial reports, general economic data and even charts. 
However, the situation was dramatically changed ever since the mid of 
century. In 1952, Markowitz [19], the pioneer of Modern Portfolio Theory, 
proposed that the process of selecting an investment portfolio should con-
sider both the expected return and the variance of return because the rule 
that an investor only maximizes the expected return without considering 
the risk does not imply diversification of investment. It implies that the 
investor should put all the money into asset(s) with the largest expected 
return and is clearly inadequate. Afterwards, he put forth the idea of ex-
pected return-variance (E-V) rule that a rational investor should diversify 
his portfolio while maximizing expected return. He gave the definition of 
expected return-variance efficient portfolios that an investor should select: 
portfolios with minimum V for given E or more and maximum E for given 
V or less. Later, Kroll, Levy- and Markowitz [17] showed that "the best 
mean-variance efficient portfolio was frequently the portfolio which maxi-
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mized expected utility or at least had a near optimum expected utility" for 
various utility functions. This result implies that if the expected returns 
and variances of returns are known, an optimal portfolio can be found and 
its (mean-variance) optimality is equivalent to utility optimality, where 
utility theory is a pillar in the theory of economics. 
Although Markowitz's idea was a simple hypothesis for the selection 
of efficient portfolios, it did have a profound effect on the development 
of modern financial theory and encourage research on different aspects of 
portfolio optimization. Here, we give a brief discussion on the major break-
throughs. 
First of all, a direct consequence of Markowitz's mean-variance opti-
mization theory is the analysis of capital market equilibrium under the 
conditions of risk. In 1964, Sharpe [28] proposed that, given a feasible 
set of portfolios, an investor should select portfolios which maximize his 
utility, a function of expected return and risk. This set of portfolios is 
called the efficient frontier. After that, he considered dividing fund be-
tween a riskless asset and an efficient portfolio (the market portfolio) and 
traced the famous Capital Market Line, which is constructed independent 
of investors' risk preferences. He asserted that a rational investor should 
invest on the Capital Market Line according to his risk preference. More 
importantly, he argued that, in economic equilibrium, there exists a linear 
relationship between the expected return and standard deviation of return 
for a well-diversified portfolio which contains only systematic risk. Later, 
he proposed the Capital Asset Pricing Model (CAPM) which determines 
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the required rate of return of a financial asset, if this asset is to be added 
to a well-divcrsificd portfolio, given this asset's non-divcrsifiablc risk. This 
enables investor who practices diversification to calculate appropriate ex-
pected return. 
To enhance the applicability of Markowitz's mean-variance theory, re-
searchers re-formulated the mean-variance optimization problem into a 
mathematical programming problem and derived closed-form solution for 
various practical conditions. To lower the computational time for the 
portfolio analysis of large number of securities, Sharpe [27] proposed the 
diagonal model and developed machine code to compute efficient portfo-
lios. Later, Sharpe [29], [30] and Stone [31] re-formulated the portfolio 
optimization problem from quadratic programming into linear program-
ming. Merton [21] was successful to provide analytical formulae for the 
efficient portfolio frontier, the market portfolio and global minimum vari-
ance portfolio so that the process of portfolio selection was solved. He also 
proved the famous Separation Theorem for portfolio optimization under 
the Markowitz's theory. Elton, Gruber and Pagberg [9], [10] derived sim-
ple numerical solutions under the single index model assumption. 
Nevertheless, the theory of portfolio optimization assumes that the pa-
rameters, mean /i and covariance matrix S, are known and can be ac-
curately computed from empirical data. However, statisticians started to 
consider that statistical estimates, such as sample mean X and sample 
covariance matrix S, are used as if they were the true parameters and, 
hence, estimation error is incorporated in the optimization procedure and 
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is magnified. Because the uncertainty of the estimates is not considered, 
optimality is not achieved in almost all circumstances. Overestimation of 
return also results. This issue was considered in early 70's and is discussed 
even now. 
In 1971, Kalymon [16] started to consider the problem of assessing 
portfolio risk based on the fact that the parameter values of the distri-
bution of returns are not known with certainty but must be estimated. He 
showed that the classical measure of risk is not adequate. In the same 
year, Frankfurter, Phillips and Seagle [11] implemented an experiment on 
iriean-variaiice optimization and considered the simultaneous effect of the 
estimation error of means, variances and covariances. In a simple set-up 
of 3-security case, they found that portfolios that are extremely inefficient 
in terms of the true parameters may appear efficient frequently and con-
cluded that Markowitz's optimization theory is not useful in reality. Barry 
3] and Dickinson [8] showed that estimation error in means and variances 
does make the Markowitz optimization unuseful. In 1980, Jobson and Ko-
rkie [13] made an important contribution to the asymptotics of different 
portfolio estimators but they concluded that those portfolio estimators do 
not lend themselves to making inferences in small samples and the key 
to improving the small-sample properties of these estimators lies in im-
proving the estimators of fi and E. More recently, in 1999, Britten-Jones 
5], by developing a procedure of testing hypothesis, also found that the 
sampling error in estimates of the weights of a global efficient portfolio is 
large. Michaud [22] pointed out that the inadmissibility of sample mean 
and the ill-conditioning of the covariance matrix (matrix inversion ampli-
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fies estimation error) are two of many practical problems encountered by 
investment professionals. In short, since the problem is a "mean-variance" 
optimization problem, from a statistical point of view, the estimation of 
expected returns, denoted by /x, and covariance matrix, denoted by E, is 
the key problem to be solved. 
For the estimation of expected returns, Jorion [14], [15] pointed out that 
using sample mean as an expected return estimator is a cause to the sub-
optimality and the instability of the optimal weights in the classical mean-
variance framework. He showed that the Stein estimator improves the 
out-of-sample performance of portfolio optimization. Best and Grauer [4 
investigated the sensitivity of mean-variance efficient portfolios to changes 
in the means of individual assets when in a case only a budget constraint 
is imposed and in a case with the nonnegativity constraints also imposed. 
In the former case, the portfolio allocation, return and standard deviation 
are extremely sensitive to changes in asset mean; however, in the latter 
case, the portfolio return and standard deviation are virtually unchanged. 
Meanwhile, other researchers investigate the effect of estimation error 
due to the inverse of sample covariance matrix, to portfolio opti-
mization. In early time, in 1974, Rosenberg [25] used multifactor model, 
and, in 1981, Markowitz and Perold [20] extended the multifactor model to 
the scenario model to estimate the covariance matrix of large dimensional 
portfolios. Some researchers work on the statistical structure of the co-
variance matrix. Ledoit and Wolf [18] estimated the covariance matrix of 
large number of stocks by shrinkage estimator. Pafka and Kondor [23], [24 
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showed that for large dimension-to-sample-size ratio p/n, where p is the 
number of assets in the portfolio and n is the length of the times series of 
data, the noise in correlation matrices has pronounced effect in a portfolio 
optimization context and the effect of noise increases with p/n. Still, many 
physicists who are interested in the issue of portfolio optimization apply 
the random matrix theory to cope with the covariance matrix, for example, 
Cordon, Ruskin and Crane [6] and Sharifi, Crane, Shamaie and Ruskin [26 . 
Very recently, by a different approach, Bai, Liu and Wong [2] solved the 
problem of overestimation by incorporating the idea of bootstrap into the 
theory of large dimensional random matrix to obtain a bootstrap-modified 
estimate that analytically corrects the overestimation and drastically re-
duces the error. They further theoretically proved that the bootstrap-
corrected estimate of return and its corresponding allocation estimate are 
proportionally consistent with their counterpart parameters. Simulation 
confirms the consistency of their proposed estimates, implying that the 
essence of the portfolio analysis problem could be adequately captured by 
the bootstrap-corrected estimates. Many other studies done by physicists 
and statisticians are not cited here. 
Although we already have a closed form solution for portfolio optimiza-
tion, directly plugging the sample mean X and sample covariance matrix 
S into the optimization procedure will produce estimated return, known as 
"plug-in" return, and variance seriously deviated from the optimal values 
when the p/n is large. 
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Our study develops an accurate and easy-to-compute estimator asset 
allocation, known as the "improved" estimator, to solve the problem of 
return overestimation. It is known that when the dimension-to-sample-
size ratio p/n is large, the inverse of sample covariance matrix, is 
not a good estimator of the inverse of population covariance matrix, E"^ 
Our proposed approach is to replace by an unbiased estimator of 
H—i. More specifically, Bai, Liu and Wong [2] proved that the estimates 
and in the plug-in formula are larger than 
their counterpart parameter values 1 � — i / x , and in the 
original solution by a multiple of where 0 < p/n < 1. Our unbiased 
estimator of D—i contains a term approximately equal to (1 —p/n) for large 
p and n and this term can counterbalance the multiple y z ^ in the above 
estimators so that, first, the estimation procedure is less affected by the 
value of p/n and, second, those statistical estimates (originally involving 
close to their parameter values. We develop a new estimator and hope 
that the return estimation is more accurate than the traditional approach. 
These mathematical details are shown in chapter 3. By incorporating an 
unbiased estimator of we hope that the new estimated return should 
be close to the theoretical return. We call this new estimated return the 
"improved" return. Simulation study confirms that the use of unbiased 
estimator produces accurate estimation. 
Our thesis is organized as follow: Chapter 2 presents a review on the 
basic concepts in modern portfolio theory. Chapter 3 presents the math-
ematical derivation of the improved estimator. Chapter 4 presents the 
simulation procedure and results. Chapter 5 concludes our study. 
7 
Chapter 2 
Basic Concepts in Portfolio Theory 
2.1 Statistical Model 
In this study, we apply a simple statistical model for asset returns. We 
assume that all parameters are time-independent and each return variable 
has no autocorrelation or cross-correlation with other assets. 
Let us consider the return of a single asset. The random variable of the 
return of asset i is denoted as Xi which follows normal distribution with 
mean /i^  and variance cjf\ 
Xi = fii + £i, where £i � i V ( 0 , a?). 
The correlation with some other asset j is Pij{-1 < Pij < 1), where 
(J., 
Pij = ” and (Jij = - a O P O -
yJ<Jii(7jj 
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If pij = +1, the returns are perfectly positively (linearly) related, and the 
asset returns always move in the same direction. If pij — —1, the converse 
applies. If pij = 0, the returns are not (linearly) related. 
Now, we consider more than one asset. Given p risky assets, we would 
consider not only the means and variances of individual assets but also 
their interdependence. The vector of p returns is random vector X = 
(X i , . . . , XpY which has distribution Np{iJi^  E), where the mean is /u = 
(/^i, . . . , jipY and the covariance matrix is S = (aij). X can be expressed 
as 
X = + where e � N p { 0 , E). 
2.2 Mean-Variance Optimization 
After introducing statistical model, we put forth the basic concepts of the 
modern portfolio theory. To start with, let's look at the idea of mean-
variance optimization. We assume that we study a world where 
1. there is no transaction cost or tax; 
2. an investor can choose a set of risky assets and a risk-free asset; 
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3. an investor can borrow and lend any amount of money at the risk-free 
rate; 
4. the expected return on asset i is /x^  and the asset risk is measured by 
its variance of; 
5. all investors have homogeneous belief about expected returns, vari-
ances and correlations between various returns; and 
6. investor preferences are only affected by expected returns and vari-
ances. 
The principle of mean-variance optimization stipulates that a rational 
investor would prefer a higher expected return to a lower expected return 
but she is risk-averse. Thus, she will take on more risk only if she is 
compensated by higher expected return; conversely, if she wants a higher 
return, she is willing to accept more risk. In Markowitz,s framework [19], 
the investor's objective is to determine the portfolio allocation which max-
imizes the expected portfolio return subject to a given level of portfolio risk 
or minimizes the portfolio risk to achieve a given level of return. If the 
investor is presented with portfolio A and portfolio B, then portfolio A is 
preferred to portfolio B if 
E{Xb} < E{Xa} and < 4 . 
Prom the above criteria, a portfolio is called efficient if and only if there 
is no alternative with either (1) the same expected return and lower risk, 
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(2) the same risk and a higher expected return or (3) a higher expected 
return and a lower risk. Then, portfolio B is said to be inefficient so that 
the investor would not hold portfolio B if portfolio A is available. This 
criteria is applied to form the efficient frontier. 
2.3 The Efficient Frontier 
In this section, we consider an investment portfolio consisting of risky as-
sets only. Suppose that an investor puts all money into a set of p risky 
assets in order to minimize portfolio risk (or to maximize return). The 
percentage of the value of the portfolio invested in asset i is denoted by 
Wi, where i = 1，•. • ,p. Positive value of wt means a long position in asset 
i while negative value means a short position. The allocation of the port-
folio is denoted SiS w = {wi,..., Wp)T. The portfolio return is the weighted 
average of all the asset returns and is denoted hy R = w^X = X]二i WiXi. 
Hence, the expected portfolio return is 
/i = = w^fj, (2.1) 
and the portfolio variance is 
(7^  = w'^^w. (2.2) 
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By the principle of diversification, to achieve a targeted level of portfolio 
expected return, the investor would reduce the portfolio variance substan-
tially to a certain lower limit by diversifying her wealth in various risky 
assets having correlations less than 1. In other words, to achieve a fixed 
expected portfolio return, the investor can always find a portfolio with min-
imum variance. Equivalently, to maintain a given level of risk, the portfolio 
expected return can be increase up to a maximum. This situation is illus-
trated by a risk-return diagram below. 
z Efficient Frontiei 
I 
t F f 
\ \ • B Feasible Set 
\ 
.S'tmidai d Deviation (7p 
Figure 2.1: Feasible Set and Efficient Frontier 
Now, the vertical axis is the portfolio return jip and the horizontal axis 
is the portfolio risk ap. In this diagram, given p assets, every possible 
portfolio is marked by a point that can be formed by varying the portfolio 
allocation w. The set of all possible portfolios, that is the inner region 
bounded by the hyperbola, is called the feasible set. No portfolio can be 
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formed outside the feasible set. 
Now, we illustrate the principle of mean-variance optimization graphi-
cally. Portfolio B is preferred to portfolio C because portfolio B has lower 
risk, given the same expected return. Portfolio A is preferred to portfolio 
B because portfolio A has higher expected return, given the same level of 
risk. Now, portfolio D is preferred to portfolio A because portfolio D has 
the least risk given the same expected return. In fact, at this level of ex-
pected return, no portfolio formed has smaller risk than portfolio D. Thus, 
portfolio D is said to be efficient. By similar arguments, portfolios lying on 
the upper half part of the hyperbola satisfy the principle of mean-variance 
optimization. Hence, Portfolio D, E and F are also efficient. Note that the 
portfolios on the lower half of the hyperbola are dominated by those on 
the upper half. Hence, the upper half of the curve is called the efficient 
frontier. The efficient frontier shows all the portfolios (/Xp, ap) which max-
imize expected return � f o r a given level of risk ap. 
2.4 The Tangency Portfolio and The Capital Market 
Line 
Now, we allow the investor to borrow or lend money at the risk-free rate 
T f . Because r； is constant over time, var{rf) = cov{rf, Xi) = 0. She can 
either: . 
1. invest all her wealth in risky assets such that w ^ l = 1, where 1 
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represents the /^dimensional column vector of ones; 
2. invest a portion of her wealth in the risky assets and lend the remaining 
at the risk-free rate such that w ^ l < 1; or 
3. borrow at risk-free rate and invest more than her total wealth in the 
risky assets such that w ^ l > 1. 
Her objective is to allocate her wealth between the riskless asset and 
the set of risky assets. Suppose she has already chosen a set of risky assets 
that provides expected return jjip and variance a^. Then she forms a new 
portfolio by investing a proportion a in the set of risky assets and (1 — a) 
in the riskless asset. The expected return and standard deviation of the 
new portfolio will be respectively 
^ = (1 - a)rf + afip (2.3) 
and 
a = acTp. (2.4) 
If a = 0, the portfolio is (r/, 0) and if a = 1, the portfolio is (jip, (jp). What 
determines jj, and cr is a only, the proportion of wealth in the set of risky 
assets. Eliminating a gives the identity 
= + (2.5) 
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It follows that the set of new portfolios (/x, a) is a positively-sloped straight 
line which connects the risk-free rate and that feasible portfolio (/Xp, Gp). 
Through this linear relationship, the investor can form a new set of port-
folios by investing in the risk-free asset and one feasible (risky) portfolio. 
What she needs to do is to vary the relative proportion of investment in the 
risk-free asset and risky portfolio. Up to here, there is no optimization. As 
one step further, if she finds one efficient portfolio on the efficient frontier 
such that this set of new portfolios (",’ cr) dominates all the others, then she 
only needs to consider (ji,a). This leads to the idea of tangency portfolio, 
which is illustrated in the figure below. 
/ipi ； 
Capital ！NLnrket Line z 
Efficient Fi ontiw 
j 
I \ • B • C Fea.-dbleSet 
I 77 
Stan tl ai d De%aafion 
Figure 2.2: Capital Market Line and Efficient Frontier 
A line, called Capital Market Line (CML), is drawn from 77 and touches 
the efficient frontier at the only one point, point D. Point D is called the 
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tangency portfolio, denoted by at). The CML is the positive-sloped 
tangent to the efficient frontier with risk-free rate as the intercept term 
and provides the investor with the best possible set of investment opportu-
nities. If she invests on CML, she will attain the highest expected return 
for a given level of risk when compared with other feasible portfolios of the 
same risk. Since it is assumed that all investors have homogeneous expec-
tation and perform optimization under the same conditions, the point D 
is always the portfolio held by all investors. Therefore, it is also called the 
market portfolio. The tangency portfolio allocation is computed by search-
ing for the efficient allocation Wt such that the slope of CML is maximized. 
The equation for tangency portfolio allocation is 
购 = ( 2 . 6 ) 
This expression is essential to the derivation of the closed form solution. 
After finding the tangency portfolio, she needs to determine the pro-
portion of wealth in the risk-free asset and the tangency portfolio, that 
is, to determine where along the CML she should invest according to her 
preference. 
In summary, she makes two separate decisions. First, she applies her 
knowledge about expected returns, variances and covariances to compute 
the efficient frontier and then determines, without regard to any prefer-
ences, the tangency portfolio. Afterwards, she determines, with regard to 
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her risk-return preferences, the proportion of investment in the risk-free as-
set and the tangency portfolio. If she is risk-averse, she ends up at points 
to the left of the tangency portfolio; if she is a risk-taking, she ends up 
at points to right of the tangency portfolio, where she borrows at risk-free 
rate to invest. 
Furthermore, as mentioned in chapter 1, based on Markowitz's work on 
diversification and portfolio optimization, the Capital Asset Pricing Model 
(CAPM) developed by Sharpe [27] implies that, in economic equilibrium, 
the expected excess return on any single risky asset {( l i - rf) is proportional 
to the excess return on the market portfolio {fim — r/) , provided that asset 
is to be added to an already well-diversified portfolio. The proportionality 
coefficient is the beta coefficient, Pim = cov{Ri, Rm)/var{Firn) and the cel-
ebrated CAPM equation is (/Xj — r/) = — r f ) , which is essential in 
determining asset's expected return. 
2.5 Mathematical Formulation of Portfolio Optimiza-
tion 
Prom the principle of mean-variance optimization by Markowitz [19] and 
the mathematical treatment of efficient frontier by Merton [21], we state 
the portfolio optimization problem in mathematical statements and equa-
tions here. . 
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Since the objective of portfolio optimization is to maximize portfolio 
return subject the budget constraint and the risk constraint, it can be 
formulated as a mathematical programming problem, where the objective 
function to be maximized is the portfolio expected return and the con-
straints are that the portfolio risk is bounded above and that the total 
investment is less than or equal to the given money amount. 
Suppose that there exists a portfolio of p assets and we denote the ran-
dom variable of individual return as Xi which follows normal distribution 
with mean and variance af^ where i = 1 ,…，p. The asset return vector 
is denoted as X = ( X i , . . . , which has a p-variate normal distribu-
tion with mean /x = ( / i i , . . . , fip)^ and covariance matrix S 二（c^ ij), that 
is, X �Np{ijL, E). Let the asset allocation for these p-asset portfolio be 
w = {wi^..., Wp)T, by which an investor allocates an amount Wi to asset 
i, where i = 1 , . . . In this formulation, it is assumed that n i^ l < 1. 
The portfolio return is w ^ X so the expected return is t iF i i and variance 
is w^TiW. The return is calculated by subtracting the risk-free rate from 
the total return. 
The above mathematical programming problem is written below: 
maximize R = w^ f j , 
subject to I ^ T ^ ^ < 
where w is the portfolio allocation which we want to estimate and ctq is 
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the maximum risk level determined by the investor. If the above optimiza-
tion problem is solved, we call R the optimal return and w the optimal 
allocation. The solution is the following: 
Proposition 2.1. For the above optimization problem, the optimal return, 
R, and its corresponding allocation, w, are obtained as follows: 
1- If 
T ^ W � < 1， 
then the optimal return, R, is 
R = (2.7) 
and the corresponding allocation, w, is 
^ 二 (2.8) 
忍.If 
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1 化—V 、1 — F = = C r o > 1’ 
then the optimal return, R, is 
惡 + i ^ l ’ （2.9) 
and the corresponding allocation, w, is 
" = — (2.10) 
where 
I ( l ^ S - i l ) a o - l 
The above solution can be proved purely by mathematical arguments; 
however, based on the perspective of modern portfolio theory, we provide 
20 
an alternative proof here. 
Proof. First, since the tangency portfolio is important to the portfolio op-
timization problem, we compute the variance of tangent portfolio, cr^. From 
equation ( 2 .6 ) , the tangency portfolio allocation and variance are 
s - V 
二 
and 
� — ( 1 了 1 ] V ( 1 � - V — (1 � - I M ) 2 ’ 
The proof is divided into two cases. 
Case 1: 
l ^ E - V 
Rearranging the above expression, we can see that it is equivalent to the 
statement 
21 
ctq < 外 
It means that the maximum risk level is less than the risk of the tangency 
portfolio. 
Since the maximum risk level ao < at, the portfolio that maximizes ex-
pected return we can choose is (jj^q, ctq), which lies on the part of the Capital 
Market Line which joins (0,0) and (fit,(h)，so that w^l < 1. To achieve 
the given risk level cfq, by proportionality in equation (2.4) (with replaced 
by at), for a e [0,1], 
(JQ = aat 
…二仅lE-V 
I S - i / i 
Then 
w = awt 
= I … E - y . 
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The optimal return is 
Hence, Case 1 is proved. 
Case 2: 
l ^ E - V 
Rearranging the above expression, we can see that it is equivalent to the 
statement 
ctq > at. 
It means that the maximum risk level is greater than the risk of the tan-
gency portfolio. 
Since the maximum risk level ctq > at and we would like to maximize 
expected return, we would choose the portfolio that has the highest expected 
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return with maximum risk level ctq (to endure the highest level of risk). Be-
cause we want w^l < 1, the portfolio does not lie on the Capital Market 
Line beyond (/x^, at) but on the efficient frontier beyond {/.it, (Jt)- (Othewise, 
if the portfolio is on the capital market line, w^l > 
The above optimization problem can be solved by using Lagrange mul-
tipliers. The Lagrangian of the problem is: A, 7) = nF 11 — •吕— 
w'^T.w) — 7(1 — w'^1), where X and 7 are real numbers. 
Setting the first derivatives of L with respect to w, A and 7 zero yields 
‘\x - 2XLw — 7I = 0 
< = a l (2.11) 
\ 
In (2.11)，the equation gives w = - 7I) . Substitute w into 
the equation of (2.11)； we have 
Since, by symmetry of covariance matrix, E^ = E, we have = 
1 = E—i. The above equation becomes 
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如 『 1 作 、 二 〜 2 
For notational convenience, we denote A = B = = 
o/nd C = The above equation becomes 
A-2B-f + C7 ' = (2.12) 
Consider the equation of ( 2 . 1 1 ) . 
• (/x 了 — 7 作 - i l = 1 
去 ( B - 7 � = 1 
B - ^ C = 2A. (2.13) 
Combining equations (2.12) and (2.13) and eliminating 入,we have 
. C72 -2Bj + A = 
{C'al - CW + 25(1 - Cal)^ + (BV^ - A) = 0. 
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7 can be solved by using the quadratic formula. 
—-2B{1 - Cal) 士 v/4_g2(i - Ca^y - - - A) 
7士 = 2{C^al - C) 
_ B + + AC^al - AC 
=C C{C(jI - 1) 
= 1 Fp , 
— c r Cal - 1 J 
_ 丄「 I AC - B2� 
= c r ^ Y - 1 . 
= 召 土 ; ) ， 
where b = 
Take 7 = 7— = ^{B - in order that the optimal return is on the 
efficient frontier, the upper half of the frontier (as shown by Merton [21]). 
Substitute 7_ into equation (2.13), we have 
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Finally, substitute A and 7 into w. 
w 二 
2A ^ 2A 
y - i i R 
= ¥ + i / x - f s - i l ) 
The optimal return is 
. _ , M u ^ E - u (1 了广 
R - + ¥ ^ l ^ S - i l ]. 
• 
In the development of the mean-variance optimization theory, Markowitz 
19] did not address the issue of estimating mean /x and covariance matrix 
E but only assumed that the parameters are given by the knowledge of 
the investors. However, from the above analytical solution, the mean ^ 
and the covariance matrix E are unknown in reality so, in practicc, people 
solving this portfolio optimization problem have to estimate fi and S. To 
achieve this, a direct solution is to replace /x and E in Proposition (2.1) 
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by the sample mean X = ^ SILi Xi and the sample covariance matrix 
S = ^ -文、 [X i — X�T respectively in order to compute a 
A 
plug-in estimate of R, denoted by Ri (The term "plug-in" is a termi-
nology adopted from the paper by Bai, Liu and Wong [2]). The plug-in 
estimator is denoted by Wi and of the following expression: 
= 1 r 1 一 if v 5 ‘ i - V � < 1’ 
1 + bi[S-^X - ^ T ' l - i f o t h e r w i s e , 
(2.14) 
- e r e ^ = / ( ^ S - i j f f A l r ^ l V - i J^”. 
X is usually close to ji so the estimation of fi is not a problem. However, 
overestimation occurs when using as an estimator of In the next 
chapter, we would explain the problem of overestimation when using 
in the optimization procedure and then introduce an improved approach 
to the problem. We propose that parameters S—i, and 
be estimated by their counterpart unbiased estimators and we 
derive the so-called improved estimator in the next chapter. 
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Chapter 3 
Derivation of The Improved 
Estimator 
Recall that the plug-in estimator for portfolio allocation defined in equa-
tion (2.14) is the following expression: 
f ,仍） 5 - i_Y if I ' ^ S - ^ X . 1 
A - h + 晰— 1 叉 - V S - i f S - i l ] otherwise, 
(3.1) 
where h 二 ^^ ^^ ^^ ^^  . 
Directly applying the plug-in estimators X and in solution (2.1) 
produces serious return overestimation, especially when p /n 1, because 
of large sampling error. This fact is explained mathematically in the fol-
lowing paragraph. . 
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Looking at expression (3.1) carefully, despite we can see that three 
estimates, and should also be calculated. 
Bai, Liu and Wong [2] proved mathematically that, by using these estima-
tors, the degree of estimation error increases with p/n. They show that, 
as p/n e (0,1) and n — oo, almost surely, 
lim ^ ― ^ - = 7 lim ~ ( 3 . 2 ) 
n—>oo 77, n->oo fl 
lim I T S — = 7 lim (3.3) 
n-^ oo 77, n—>oo fl 
lim = 7 lim , (3.4) 
n—>oo n n—>00 fl 
where 7 = > 1. They also show that, 
A A 
lim 与 二 y/^ lim 
n^oo y^n n—oo y/n 
A 
where Rp = w^X is the estimated plug-in return and R is the theoretical 
return in Proposition (2.1). Clearly, the plug-in return is always greater 
than the theoretical return and the error is more serious when y 二 p /n 
approaches 1. 
In this thesis, we abandon using S - \ l ^ S - ^ X , and X ^ S - ' ^ X 
as the estimators of the counterpart parameters 
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and Rather, we use the unbiased estimators of 
and We hope that the unbiased estimates will be close 
to their parameter values in order to make the estimated return close to 
the theoretical return. This is our intuition. We now present the math-
ematical details and derivations below to find the unbiased estimators of 
S-1, I ^ E ' V j and All the previously known results are 
quoted as Proposition and our derived results are called Theorem. 
Suppose that Xi, a p-variate independently and identically distributed 
column vector, where i = 1 , . . . ,n and n - p - 2 > 0, has a p-variate nor-
mal distribution with mean vector /it and covariance matrix E. It is known 
that the sample mean 二 • Ya=i XI and the sample covariance matrix 
S = ：^ YJi^iiXi — X){Xi - X y are independently distributed, so are 
X and 
Since we are dealing with the covariance matrix of normal random vec-
tors, we need the Wishart distribution, which was obtained by Wishart 
[33]. Let A 二（n — 二 — 又似i _ 叉广，for n > p, where all 
Xi are mutually independent, each with the p-variate normal distribution 
Np{iJ,,T.). From Anderson [1, page 245], because A can be re-written as 
ZiZj\ where N 二 n _ 1 and all Z�are mutually independent, each 
with the p-variate normal distribution Np{0, E), the positive-definite A has 
Wishart distribution with density function given by 
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“ • 1 ， … W ( - M ” - i A ) ) 
p� ， ) 兀 i 妳 - 斤 U h r [ | ( i v - z + i)]' 
where r � = {t~ l)r{t — 1) for 力〉1 and r ( | ) = This is the Wishart 
density and the associated distribution is the Wishart distribution, denoted 
as VI/p(E,iV). 
Our first task is to find the unbiased estimator of E"^ which can be 
computed by the expectation of the Inverted Wishart distribution. Prom 
Anderson [1, page 268], if A has the distribution N), then B = A—i 
has density function given by 
1…T … I巾 I去斤斤 +州 ) (少B - i ) ) 
少 AO = —^ — 
p � , ) 2去"〜去斤rEUr[臺(A^ —i + 1)]， 
This is the Inverted Wishart density and the associated distribution is the 
Inverted Wishart distribution, denoted as N), where 少=S—i is 
called the precision matrix. 
Now, we present the unbiased estimator of applied in our thesis. 
Proposition 3.1. [1, page 270]. If A has the distribution Wp{E,n — 1)， 
then 
32 
^ J n-p-2 
Thus, from the equation A = {n — we have 
= ""一 1 � S - i 
^ J n-p-2 
n - 1 
The bias is 
E { S - ' - S - i } = ( — 1)S-1 = ” 1 S - i . 
J ^n-p-2 ) n-p-2 
Obviously, the bias increases when p is close to n. 
Next, we find the unbiased estimators of and easily by 
the taking expectation on random variables. 
Theorem 3.2. If X has the p-variate normal distribution A/p(/u,E), then 
unbiased estimators of and are respectively 
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二 by independence 
n — 1 n — 1 
= b y proposition (3.1), 
E { ！ = ！ 
n - 1 n - 1 
7/ 丄 
= b y proposition (3.1). 
• 
Finally, the remaining parameter is It is actually more com-
plicated but it resembles the quadratic form X ' ^ s o we consider the 
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probability distribution of the random variable n X ' ^ i n the follow-
ing proposition. 
Proposition 3.3. [12, page 234]. Let X = ^ E二i Xi and A = {n-l)S = 
Y^^ii^i - 文 � � X i - XY, for n > p, where all Xi are mutually in-
dependent, each with the p-variate normal distribution Np{iJ,, E). Then 
is distributed as 
2 ’ 
Xn-p 
where o/nd xl-p • independent chi-square distributions 
which are to be shown below. 
Then, we consider two chi-square distributions. First, if X is a chi-
square random variable with m degrees of freedom, denoted as X � x L 
then Y = 1/X IS the inverse chi-square random variable with m degrees of 
freedom, denoted as � 1 / x l， a n d has density function given by 
2-f ^ I 
fivH = ). 
The expected value of Y is l / (m — 2). 
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Second, from Giri [12, page 211], let Xi, where z = 1 , . . . ,n, be indepen-
dently distributed normal random variables with means 叫 and variances 
erf. Then the random variable Z = Y^^ii^i/^i)^ is the non-central chi-
square distribution with m degrees of freedom and noncentrality parameter 
沪=Z]二i(/V内)2 and has density function given by 
八,中 h (寧 ( f + z)’ 
The expected value of Z is (m -h S^). 
Given the above information, we can compute an unbiased estimator of 
/n^E'^jn by taking expectation on the random variable 
Theorem 3.4. ( l i z ^ j f is an unbiased estimator 
X* 
Proof. By Proposition (3.3), nX^A-'^X is distributed as 咖"。 
Xn—p 
which is a product of the non-central chi-square distribu-
tion, with p degrees of freedom and non-centrality parameter 
and l/xi-p} the inverse chi-square distribution, with n — p degrees of free-
dom. These two chi-square distributions are independent. Then we have 
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Xn-p 
= b y independence 
Xn-p 
_ p + 
n - p - 2 
n - l n - p - 2 
n - l n 
• 
In summary, we have the following results: 
财 - E-i， （3.5) 
n ^ ^ ^ ^ l ^ S - ^ X } = l ^ E - V , (3.6) 
= (3.7) 
IL 丄 
— = (3.8) 
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Estimators in the expectation sign are the unbiased estimators that will re-
place their counterpart parameters. If we denote p /n as y, then, as n —> cxd, 
the factor 二〃 7 � = = ^ = these unbiased esti-
n—i n—\ n ^ 7 
mators can counterbalance the factor 7 in the plug-in estimators in (3.2), 
(3.3) and (3.4) for any p/n G (0,1) with n - p - 2 > 0. We hope that it 
can reduce the problem of overestimation. This is the very reason that we 
try applying the unbiased estimators in our study. 
Now, our improved estimator is formed by replacing 
and in (2.8) and (2.10) by their counterpart unbiased es-
timators in (3.5), (3.6), (3.7) and (3.8). The improved estimator is denoted 
by W2 and is shown in the following expression: 
iJ? if ^^l^S iJ?) 1 
W2 = _ - 如、XTs-1 又�一Pin 0 ’ 
[ + - � 1 1 ] otherwise, 
(3.9) 
where 62 = J " " ( 丄 了 气 " “ “ . t o and k = ^ ^ 
for notational convenience. 
Using statistical simulation procedure, we compare the performances of 
the plug-in estimator Wi and the improved estimator W2 by computing the 
corresponding estimated returns and standard deviations respectively for 
different values of dimension-to-sample-size ratios, inter-asset correlation 
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coefficients and portfolio dimensions. In addition, since the portfolio op-
timization problem is a risk-return tradeoff problem, we also consider the 
optimality of these two estimators by computing the corresponding Sharpe 
ratios, which are defined as 
wT Li 
, (3.10) 
for < 二 1,2. The simulation procedures and results for the estimators are 




4.1 Procedure of Simulation 
In chapter 3, we propose that expressions and 
in the plug-in estimator Wi shown in (3.1) should be replaced by the coun-
terpart unbiased estimators in (3.5), (3.6), (3.7) and (3.8) to form the 
improved estimator W2 shown in (3.10). To evaluate the improved esti-
mator, we will carry out statistical simulation to compare Wi with W2. 
By simulation, we obtain the estimates of Wi with W2 and compute the 
estimated return, 
Ri = wfn, 
the estimated standard deviation, 
= ^JwfT^Wi, 
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and the Sharpe ratio, 
A 
SRi = — , 
(h 
for i = 1,2, where estimates with i 二 1 are the estimates computed by 
the plug-in estimator and estimates with i = 2 are the estimates computed 
by the improved estimator. The standard error of these estimates are also 
computed. 
Before going into the simulation procedure, we mention that, in the 
study of Bai, Liu and Wong [2], by which our study is motivated, the plug-
in return estimate and bootstrap-corrected return estimate are compared to 
the theoretical return; however, the risk-return tradeoff is not considered. 
In contrast, our study not only compares returns, but also includes Sharpe 
ratio in order to provide a better illustration when risk-return tradeoff is 
also considered. The reason is that the estimators Wi and W2 vary not 
only the returns but also the portfolio risks so that the optimality of the 
solution and, hence, the decision of investor are affected. Large expected 
return has no implication on portfolio choice because the portfolio may 
contain even higher risk which is not favourable. It is generally held that 
investor chooses portfolio with larger Sharpe ratio, which is the excess re-
turn per unit of risk. 
However, in simulation, the Sharpe ratio is not used to determine which 
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portfolio is mean-variance efficient but used to determined whether an in-
vestor is misled to choose one of the estimators. Theoretically speaking, 
when a rational investor considers risk-return tradeoff in the portfolio opti-
mization process, he/she will choose the portfolio with the highest Sharpe 
ratio. However, given the estimates X and S and no knowledge about 
R, if one of the estimators produces a higher Sharpe ratio because of the 
extreme overestimation of return, even a rational investor will be misled to 
choose this estimator, which is nonsense. Thus, to see whether this prob-
lem happens, we would calculate the Sharpe ratios of the two estimators 
and compare them. 
Now, let's consider the simulation procedure. First, we assume that 
the p-dimension return vector X follows a multivariate normal distribu-
tion with mean // and covariance matrix E, or notationally, X �Np(/2, E). 
The two normal distribution parameters are defined before simulation. The 
mean /i is randomly generated from Np(0.1 x 1, Ip), where Ip is the identity 
matrix of dimension p. In fact, given p, is a constant vector applied for 
all values of inter-asset correlation p and dimension-to-sample-size ratio 
v/n. 
The covariance matrix E is formed by the matrix where the diagonal 
elements are I's and all others equal a constant p {p = 0,0.2,0.5，0.8): 
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/ 1 p p ''' p \ 
p i p ' " p 
E = p p I p . (4.1) 
• • • • • 
• • • • • 
P … 1 ) pxp 
Since all the variance terms are 1, the covariance matrix is also the cor-
relation matrix. Furthermore, in our portfolio optimization problem, the 
portfolio variance is bounded above by ctq and we set (Jq = 1 for conve-
nience. 
Given the above set-up, a simulation study is carried out to compare 
the plug-in estimator and improved estimator under different portfolio di-
mension p, inter-asset correlations p and dimension-to-sample-size ratios 
pjn. We outline the simulation procedure as follow: 
1. Fix the value of portfolio dimension p (p = 200,400,500), say p = 200. 
In the first step, we fix the value of portfolio size so that the effect of 
changing p and p/n can be studied. 
2. Given that p = 200, generate randomly the mean fji from Np{0.1 x 
1,/p). In the second step, we fix the mean return fi because /x is 
applied to all values of p and pjn for a given p. 
3. Fix the value of correlation p (p = 0,0.2,0.5,0.8), say p = 0. In the 
third step, given p, this p is applied to all values of p/n. 
4. Before the simulation of daily returns, the covariance matrix E is 
formed as (4.1). The dimension p and correlation p are fixed, so is E. 
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5. Given /x and S, compute the theoretical allocation w from (2.1). The 
corresponding theoretical return R = w^fi and theoretical standard 
deviation a = Vw'^T^w can be computed. Since p and p are given, R 
and a are constant for all p/n. 
6. Fix the dimension-to-size ratio p/n {p/n = 0.1,0.3,0.5,0.7,0.9), say 
p/n — 0.1. 
7. Simulate n daily return vectors from A/p(/i, E). Each vector 
contains p assets' daily returns. The number n of daily returns is 
computed by dividing p by p/n and choosing the integer value. 
8. From the simulated daily returns, compute the plug-in allocation Wi 
by (3.1) and the improved allocation W2 by (3.10). 
9. Compute the estimated returns 众=t&^/Lt and R2 = tu^/u, the stan-
dard deviations ai = and <72 = and the Sharpe 
A. A A A 
ratios SRi = Ri /^ i and SR2 = R2I 
10. Repeat step 7 to step 9 for TV = 1000 times and obtain two sets of 
statistics {A’j, (3"i’j, 57?i’j}二 for Wi and <3"2’j, 57?2’j}仏 1 for W2-
A 一 A 
11. Compute their sample means {i^, <3•“ SRi), for z = 1,2, and the stan-
dard deviations of the two sets of statistics, where 
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- 1 N 
队I = 卞 (4-2) 
i=i 
- 1 N 
= ；存I，•； （4.3) 
- 1 N 
细 = 细 」 ’ (4.4) 
i=i • 
foi i = 1,2. The standard error of these statistics is equal to (standard 
deviation of statistics)/ VTV. For example, the standard error of 总 is 
A 
The standard errors of (j^  and SRi are computed likewise. These 
figures are recorded in brackets under the sample mean values. 
12. The simulation procedure for p/n = 0.1 given p is finished. For sim-
ulations of other values of p/n {p/n = 0.3,0.5,0.7,0.9) {p and p still 
fixed), increase the value of p/n stepwise by 0.2 and repeat step 6 to 
step 11 until p/n = 0.9. 
13. The simulation procedure for p = 0 is finished, given p = 200. For 
simulations of other values of p {p = 0.2,0.5,0.8), change the value of 
p and repeat step 2 to step 12 until p = 0.8. 
14. The simulation procedure for p = 200 is finished. For simulations of 
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the other value p = 400,500 with different values of p and p/n and 
repeat step 1 to step 13 until the case for p = 500 is finished. 
When step 14 is finished, the whole process of simulation is completed. 
Finishing the above procedure, we now present the simulation results in 
the next section. 
4.2 Simulation Results 
Since we are going to present the simulation results in tabular form, each 
table is arranged as follow: 
1. The column contains different values of p/n (given fixed p), the 
dimension-to-sample-size ratio. 
2. The 2— column contains the value of ft!, the sample mean of the plug-
in returns. The figure in bracket under each value is the standard error 
of the statistic. The same is applied to all columns in all tables. 
, X X 
3. The 3 column contains the value of Ri/R^ the ratio of Ri to R. 
A 
4. The i column contains the value of R2, the sample mean of the 
improved returns. 
, A A 
5. The 5 column contains the value of R2IR, the ratio of R2 to R. 
6. The 6认 column contains the value of ai, the sample mean of standard 
deviations of the plug-in returns. 
7. The 7th column contains the value of (J2, the sample mean of standard 
deviations of the improved returns. 
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8. The 8认 column contains the value of SRi, the sample mean of Sharpe 
ratios of the plug-in returns. 
9. The 9�“column contains the value of the sample mean of Sharpe 
ratios of the improved returns. 
4.2.1 Zero Correlation 
We now present the simulation results for p = 200 with p = 0 in Table 
4.1, Table 4.2 and Table 4.3 below. R denotes the optimal return and a 
denotes the corresponding standard deviation. The same is applied to all 
tables. 
Table 4.1: Simulation results for p = 200 with p = 0. R = 14.480 and cj = 1 
P/n Ri Ri/R 4 R2/R I I 吞2 I SR, 
0.1 15.256 1 . 0 5 4 1 4 . 4 7 5 1 . 0 0 0 u T l 1 3 . 7 3 8 13.741 
(0.006) (0.005) (0.000) (0.000) (0.002) (0.002) 
0.3 17.287 1.194 14.470 0.999 1.426 1.193 12.125 12.132 
(0.022) (0.019) (0.002) (0.002) (0.008) (0.008) 
0.5 20.399 1.409 14.426 0.996 1.989 1.405 10.268 10.280 
(0.052) (0.036) (0.006) (0.004) (0.017) (0.017) 
0.7 26.184 1.808 14.338 0.990 3.288 1.797 7.994 8.007 
(0.117) (0.064) (0.019) (0.010) (0.029) (0.029) 
0.9 44.830 3.096 14.201 0.981 9.499 3.003 4.807 4.816 
(0.465) (0.146) (0.134) (0.042) (0.042) (0.043) 
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Table 4.2: Simulation results for p = 400 with p = 0. R = 20.950 and = 1 
p/n Ri Ri/R R2 R2/R h ~02 SRi 
~ 0 l ~ ~ 2 2 . 0 9 2 r ^ 2 0 . 9 5 8 L l T i 19.88119.881 
(0.004) (0.004) (0.000) (0.000) (0.001) (0.001) 
0.3 25.020 1.194 20.934 0.999 1.427 1.194 17.536 17.536 
(0.016) (0.013) (0.001) (0.001) (0.006) (0.006) 
0.5 29.631 1.414 20.945 1.000 1.996 1.411 14.854 14.854 
(0.037) (0.026) (0.003) (0.002) (0.013) (0.013) 
0.7 38.143 1.821 20.889 0.997 3.309 1.812 11.550 11.551 
(0.091) (0.050) (0.010) (0.006) (0.020) (0.020) 
0.9 65.735 3.138 20.740 0.990 9.767 3.080 6.802 6.804 
(0.332) (0.105) (0.069) (0.022) (0.032) (0.032) 
Tabic 4.3: Simulation results for p = 500 with p = 0. R = 21.899 and a = I 
p/n Ri Ri/R R2 R2/R h h SR2 
~ 0 l 2 3 . 0 7 8 r ^ 2 1 . 8 9 5 L ^ L T T I ~~~20.776 20.778 
(0.003) (0.003) (0.000) (0.000) (0.001) (0.001) 
0.3 26.170 1.195 21.901 1.000 1.428 1.195 18.325 18.330 
(0.013) (0.011) (0.001) (0.001) (0.005) (0.005) 
0.5 30.923 1.412 21.869 0.999 1.997 1.411 15.496 15.503 
(0.031) (0.022) (0.002) (0.002) (0.011) (0.011) 
0.7 39.759 1.816 21.792 0.995 3.306 1.811 12.046 12.055 
(0.072) (0.040) (0.008) (0.004) (0.018) (0.018) 
0.9 68.423 3.124 21.597 0.986 9.770 3.080 7.068 7.076 
(0.270) (0.085) (0.056) (0.018) (0.028) (0.028) 
48 
We would give a summary of the three above tables. In the first columns, 
we increase the value of p /n so that we can investigate the performance 
of the plug-in estimator and the improved estimator under different p/n. 
The statistics of plug-in estimator and improved estimator vary with p/n. 
It confirms the fact that the accuracy of estimation is affectcd by p/n. 
In the second columns, Ri is fairly close to R for small p/n {p/n = 
0.1,0.3) and seriously deviated from R with large p/n {p/n = 0.7,0.9). It 
means that the degree of overestimation increases with p/n, where the oc-
currence of overestimation is explained in chapter 3. In the third columns, 
A 
the ratio Ri/R increases from 1.05 to above 3 which shows that the esti-
mation of return by plug-in estimator deteriorates by the increase in p/n. 
A. A 
In contrast, in the fourth columns, R2 is much closer to R than Ri for 
all values of p/n and decreases slightly with p /n so that it only has very 
slight underestimation for large p/n. For all values of p/n, the difference 
between the improved return is more restricted than the difference between 
the plug-in return. One reason is that the term k, in expressions (3.5), (3.6), 
(3.7) and (3.8) decreases at a fast rate when p/n approaches to 1 and the 
trend of decrease counterbalances the effect of overestimation. As a result, 
R2 is close to R. Moreover, reading the standard errors in the brackets, 
we can see that improved return has smaller standard error and, hence, is 
more stable than plug-in return. In the fifth columns, the ratio R2/R is 
extremely close to 1 for all values of p/n so the quality of estimation of 
return is very little affected by the increase in p/n. 
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Now, we look at the estimation of portfolio risk. In the sixth and sev-
enth columns, we can see that both estimators overestimate the portfolio 
standard deviation; however, the overestimation problem for plug-in esti-
mator is more serious. 
A A 
In the eighth and ninth columns, the average Sharpe ratios SRi and SR2 
are not significantly different. Equivalently, in the mean-variance sense, it 
implies that an investor is indifferent in choosing two estimators. In other 
words, given the parameters X and S, investor is not misled to choose 
an estimator due to mean-variance efficiency; rather, a rational investor 
chooses the improved estimation as it gives better estimation of return. 
From these results, we can see that the improved estimator has an ad-
vantage over the plug-in estimator. However, we only use p = 0, which 
is only an experimental case, and now we are going to examine the situa-
tion using positive correlations to see whether the improved estimator still 
works better. 
4.2.2 Positive Correlations 
In typical financial market, the correlations between asset returns are gen-
erally positive because most asset returns move in similar direction with 
the general economic environment. Thus, we would expect that the case 
for p = 0 is not a real case but a hypothetical experiment. Now, we try 
comparing the plug-in estimator and improved estimator under different 
degrees of positive correlations p {p = 0.2，0.5,0.8). The simulation results 
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degrees of positive correlations p {p = 0.2,0.5,0.8). The simulation results 
for p = 200，400,500 with p = 0.2,0.5,0.8 are displayed in Table 4.4, Table 
X A 
4.5 and Table 4.6. Here, we only display the values of Ri/R and R2/R for 
simplicity; for the details of other statistics, please refer to Appendix A for 
p = 200’ Appendix B for p = 400 and Appendix C for p = 500. 
Table 4.4: Simulation results for p = 200 with p = 0.2,0.5，0.8 
/o = 0.2 0:5 0:8 
ki/R R2/R Ri/R R2IW Ri/R R2W 
p/n = 0 . 1 L O ^ 0 . 9 9 9 O m ~ ~ 0 . 9 9 9 L O ^ 1 . 0 0 1 
0.3 1.195 0.999 1.196 1.000 1.194 0.999 
0.5 1.416 1.000 1.413 0.998 1.415 0.999 
0.7 1.824 0.996 1.828 0.997 1.835 1.001 
0.9 3.119 0.985 3.150 0.992 3.156 0.993 
Tabic 4.5: Simulation results for p = 400 with p = 0 .2 ,0 .5 ,0 .8 
P 二 0.2 0 5 0 8 
Ri/R R2/R Ri/R R2/R Ri/R R2/R 
p/n = 0.11.054~~1.0001.0551.0011.0541.000 
0.3 1.194 0.999 1.194 0.999 1.196 1.001 
0.5 1.418 1.002 1.414 0.999 1.415 0.999 
0.7 1.822 0.997 1.824 0.998 1.826 0.999 
0.9 3.177 1.001 3.166 0.996 3.153 0.992 
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Table 4.6: Simulation results for p = 500 with p = 0.2，0.5,0.8 
p = 0.2 0 5 0 8 
R\/ R R2/ R R\/R R2/ R R\/ R R2/ R 
p/n = 0 . 1 1 . 0 5 4 1 . 0 0 0 1 . 0 5 4 1 . 0 0 0 1 . 0 5 4 1 . 0 0 0 
0.3 1.195 1.000 1.194 0.999 1.196 1.000 
0.5 1.413 0.998 1.415 1.000 1.414 0.999 
0.7 1.823 0.998 1.827 1.000 1.825 0.998 
0.9 3.162 0.996 3.175 0.999 3.181 1.001 
In these three tables, when the inter-asset correlation takes positive 
values, the trends for Ri/R and R2/R are similar. When p/n increases, 
A ~ 
Ri/R increases from 1.05 to above 3 while R2/R remains very close to 1. 
It shows that, even in the conditions of positive correlations, the improved 
estimator gives much better estimation than the plug-in estimator. 
4.2.3 Negative Correlations 
In addition to the above, we can also consider the conditions of negative 
correlations. It is straightforward to think that the covariance matrix is 
formed by changing p to some negative values greater than —1. However, 
such covariance matrix is not positive-definite and it cannot be applied in 
computer algorithm to simulate multivariate normal data. To solve this 
problem, we propose that the covariance matrix E should be formed as 
follow: 
g ) , (4.5) 
\ z ^ / pxp 
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where, 
^ 1 Pi Pi • • • Pi \ 
Pi 1 Pi ••• Pi 
Si = Pi Pi 1 ••• Pi 
• • • . • t • • • • • • • • • 
\ Pi Pi Pi ••• 1 / 
and 
” 2 = ( -P2)fxf’ 
with pi,p2 = 0,0.2,0.5,0.8 and we restrict pi > p2 to ensure that E is 
positive-definite. This covariance matrix resembles the conditions that 
some covariances are positive and some covariance are negative, which is 
more like real situation. 
With the same simulation procedure, we carry out simulations for dif-
ferent pairs of (/Oi，—p2): (0.2,-0.2), (0.5,-0.2), (0.5,-0.5), (0.8，—0.2)， 
(0.8，-0.5) and (0.8，-0.8) respectively. We display the simulation results 
for p 二 200,400,500 in following tables. We only display the values of 
Ri/R and R2/R for simplicity; for the details of other statistics, please 
refer to Appendix D for p = 200, Appendix E for p = 400 and Appendix 
F for p 二 500. Obviously, these tables show the same trends as before. 
Hence, the improved estimator outperforms the plug-in estimator even in 
the conditions of negative correlations. 
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Table 4.7: Simulation results for p = 200 with ( p i ’ - / 9 2 ) = ( 0 . 2 , - 0 . 2 ) , ( 0 . 5 , - 0 . 2 ) and 
( 0 . 5 , - 0 . 5 ) . 
~{PU-P2) (0.2,「0.2) ,(0.5’ 厂0.2) (0.5，「0.5)— 
Ri/ R R2/ R Ri/ R R2/ R Ri/ R R2/ R 
p/n = 0.1LO^0.9991.054 0 . 9 9 9 L O ^ 1 . 0 0 0 
0.3 1.193 0.999 1.194 0.999 1.193 0.998 
0.5 1.413 0.999 1.419 1.002 1.406 0.994 
0.7 1.818 0.995 1.827 0.997 1.820 0.995 
0.9 3.047 0.964 3.128 0.988 3.111 0.983 
Table 4.8: Simulation results for p = 200 with (pi， - /92)=(0.8’-0 .2) , ( 0 . 8 , - 0 . 5 ) and 
(0.8,-0.8). 
~ i p u - p 2 ) ( 0 . 8 , - 0 . 2 ) j O . 8 , - 0 . 5 ) (0.8, - 0 . 8 ) ~ 
Ri / R R2/ R R\l R R)J R R2IR 
p/n = 0 . 1 1 . 0 5 4 0 . 9 9 9 i T o ^ 0 . 9 9 9 L O W 1 . 0 0 0 
0.3 1.196 1.000 1.197 1.001 1.195 1.000 
0.5 1.417 1.000 1.417 1.000 1.409 0.995 
0.7 1.824 0.995 1.821 0.993 1.817 0.992 
0.9 3.139 0.989 3.141 0.991 3.086 0.973 
Table 4.9: Simulation results for p = 400 with ( / O i , - p 2 ) = ( 0 . 2 ’ - 0 . 2 ) , ( 0 . 5 , - 0 . 2 ) and 
( 0 . 5 , - 0 . 5 ) . 
~ { P U - P 2 ) ~[0.2，「0.2) ( 0 . 5 , - 0 . 2 ) ( 0 . 5 , - 0 . 5 ) 
Ri/ R R2/ R Ri/R R2/ R Ri/ R R2/ Fi 
p/n = 0 . 1 r ^ L o o o r o ^ r ™ r o ^ i . o o o 
0.3 1.195 1.000 1.197 1.001 1.194 0.999 
0.5 1.413 0.998 1.414 0.999 1.414 0.999 
0.7 1.821 0.997 1.822 0.997 1.821 0.997 
0.9 3.138 0.99 3.159 0.996 3.141 0.990 
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Table 4.10: Simulation results for p = 400 with ( p i , - p 2 ) = ( 0 . 8 , - 0 . 2 ) , ( 0 . 8 , - 0 . 5 ) and 
(0.8,-0.8). 
^ u - P 2 ) ( 0 . 8 , - 0 . 2 ) ( 0 . 8 , - 0 . 5 ) ( 0 . 8 , - 0 . 8 ) 
Ri/R R2/R Ri/R R2/R ~Ri/R R2/R 
p / n = 0 . 1 r ^ L O M L O O O 1 . 0 5 4 0.999 
0.3 1.195 1.000 1.194 0.999 1.194 0.999 
0.5 1.415 0.999 1.414 0.999 1.415 0.999 
0.7 1.822 0.996 1.826 0.999 1.824 0.998 
0.9 3.166 0.996 3.150 0.992 3.145 0.990 
Tabic 4.11: Simulation results for p = 500 with ( p i , - / 9 2 ) = ( 0 . 2 , - 0 . 2 ) , ( 0 . 5 , - 0 . 2 ) and 
( 0 . 5 , - 0 . 5 ) . 
(PU-P2) (0.2,-0.2) (0.5’—0.2) (0.5，—0.『 
RilR R2/R Ri/R R2/R Ri/R R2/R 
p/n = 0 . 1 L O M L O G O 1 . 0 5 4 0 . 9 9 9 1 . 0 0 0 
0.3 1.195 1.000 1.196 1.000 1.194 0.999 
0.5 1.413 0.999 1.416 1.001 1.413 0.999 
0.7 1.823 0.999 1.825 0.999 1.822 0.998 
0.9 3.112 0.982 3.186 1.003 3.132 0.987 
Table 4.12: Simulation results for p = 500 with ( p i , - / 9 2 ) = ( 0 . 8 , - 0 . 2 ) , ( 0 . 8 , - 0 . 5 ) and 
(0.8,-0.8). 
{PU-P2) (0.8，�0.2) (0.8’—0.5) (0.8’—0.8) 
hjR R2IR Ri/R R2/R Ri/R R2/R 
p / n = 0.1 1.054 1 . 0 0 0 1 . 0 5 4 1 . 0 0 0 1 , 0 5 4 1 . 0 0 0 
0,3 1.196 1.001 1.195 1.000 1.195 1.000 
0.5 1.416 1.000 1.414 0.999 1.413 0.999 
0.7 1.824 0.998 1.829 1.001 1.820 0.997 
0.9 3.162 0.995 3.171 0.998 3.139 0.989 
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Chapter 5 
Conclusion and Future Direction 
To summarize, we point out that the assumption that the parameters of 
Markowitz mean-variance optimization are known in advance and can be 
computed accurately from return data is not valid in reality. Many studies 
argue that return overestimation is caused by poor estimation of mean fj, 
and covariance matrix E and its inverse and that the estimation error 
gets more and more serious when the dimension-to-sample-size ratio p/n 
approaches 1. Given the closed form solution (2.1), directly replacing /i, by 
X and E by causes the overestimation of return. 
Our study proposes that replacing and /la^E"^//, 
by the unbiased estimators in (3.5), (3.6), (3.7) and (3.8) would obtain 
estimated return close to the theoretical optimal return for all values of 
p/n. The improved estimator (3.10) is formed and is compared with the 
plug-in estimator (3.1) by using statistical simulation. Simulation results 
confirm that, in different portfolio dimensions and conditions of zero, pos-
itive and negative correlations, the improved estimator outperforms the 
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plug-in estimator for all values of p/n. The improved return is much closer 
to the theoretical optimal than the plug-in return. Our approach is easy 
to implement in practice, thereby making the Markowitz mean-variance 
optimization theory practically useful. 
A 
As seen from the tables, the ratio R2/R for the improved estimator is 
A 
much closer to 1 than the ratio R i /R for the plug-in estimator. This leads 
us to consider the relative loss of the estimated return Ri：. 
_ ” 用 二 = (5.1) 
where 2 = 1,2. A future research direction is to prove the dominance result 
under the loss function (5.1)，that is, E{L(片2’用} < E{L{RuR)} for all 
R, with the strict inequality holds for at least one R. If this can be done, 
we hope that it can strengthen the theoretical basis of the application of 
the improved estimator. 
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Appendix A 
Simulation results for p = 200 
58 
Tabic A.l: Simulation results for p = 200 with p = 0. R = 14.480 and cr = 1 
p/n Ri Ri/R R2 R2/R I I 圣2 I Sli2 
15.256 1 . 0 5 4 1 4 . 4 7 5 L O O O L m L O M 1 3 . 7 3 8 13.741 
(0.006) (0.005) (0.000) (0.000) (0.002) (0.002) 
0.3 17.287 1.194 14.470 0.999 1.426 1.193 12.125 12.132 
(0.022) (0.019) (0.002) (0.002) (0.008) (0.008) 
0.5 20.399 1.409 14.426 0.996 1.989 1.405 10.268 10.280 
(0.052) (0.036) (0.006) (0.004) (0.017) (0.017) 
0.7 26.184 1.808 14.338 0.99 3.288 1.797 7.994 8.007 
(0.117) (0.064) (0.019) (0.010) (0.029) (0.029) 
0.9 44.830 3.096 14.201 0.981 9.499 3.003 4.807 4.816 
(0-465) (O. l 4 6 ) (0.134) (0.042) (0.042) (0.043) 
Tabic A.2: Simulation results for p = 200 and p = 0.2. R = 16.093 and cj = 1. 
p/n Hi R^/R 4 R^/R I 吞1 I 吞2 I S\ 
0.1 16.942 1 . 0 5 3 ~ ~ 1 6 . 0 7 1 0 . 9 9 9 0 1 0 L O ^ 1 5 . 2 6 9 15.269 
(0.006) (0.006) (0.000) (0.000) (0.002) (0.002) 
0.3 19.230 1.195 16.083 0.999 1.429 1.195 13.463 13.463 
(0-025) (0.021) (0.002) (0.002) (0.009) (0.009) 
0.5 22.792 1.416 16.092 1.000 2.000 1.412 11.410 11.410 
(0.057) (0.040) (0.006) (0.004) (0.021) (0.021) 
0.7 29.360 1.824 16.029 0.996 3.314 1.810 8.896 8.894 
(0.131) (0.071) (0.020) (0.011) (0.033) (0.033) 
0.9 50.197 3.119 15.851 0.985 9.544 3.037 5.364 5.325 
(O.SOl) (O.I59.) (0.132) (O.O42) (0.050) (0.050) 
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Table C.3: Simulation results for p = 500 and p = 0.5. R = 30.890 and (7 = 1. 
p/n f h Ri/R 4 R2/R I I 圣2 I S \ 
" o l 2 1 . 4 4 4 1 . 0 5 4 2 0 . 3 4 0 0 . 9 9 9 1.110 1.053 1 9 . 3 1 6 1 9 . 3 1 6 
(0.008) (0.007) (0.000) (0.000) (0.002) (0.002) 
0.3 24.333 1.196 20.346 1.000 1.428 1.194 17.039 17.039 
(0.030) (0.025) (0.002) (0.002) (0.012) (0.012) 
0.5 28.769 1.413 20.304 0.998 1.999 1.411 14.413 14.413 
(0.07) (0.049) (0.006) (0.004) (0.025) (0.025) 
0.7 37.199 1.828 20.297 0.997 3.334 1.819 11.207 11.207 
(0.167) (0.091) (0.020) (0.011) (0.043) (0.043) 
0.9 64.122 3.150 20.195 0.992 9.629 3.048 6.771 6.739 
(0.657) (0.208) (0.129) (0.041) (0.058) (0.058) 
Table A.4: Simulation results for p = 200 and p = 0.8. R = 32.181 and a = 1. 
v/n hi RJR R2 R2/R 吞 1 h SRi 
~ 0 l 3 3 . 9 4 7 r ^ 3 2 . 1 9 7 T M l A U L O ^ 3 0 . 5 3 1 3 0 . 5 3 1 
(0.013) (0.012) (0.000) (0.000) (0.004) (0.004) 
0.3 38.439 1.194 32.134 0.999 1.427 1.193 26.942 26.942 
(0.047) (0.040) (0.002) (0.002) (0.018) (0.018) 
0.5 45.550 1.415 32.136 0.999 2.001 1.412 22.790 22.790 
(0.116) (0.082) (0.006) (0.004) (0.040) (0.040) 
0.7 59.051 1.835 32.203 1.001 3.334 1.818 17.781 17.781 
(0.272) (0.148) (0.020) (0.011) (0.065) (0.065) 
0.9 101.557 3.156 31.950 0.993 9.634 3.044 10.717 10.677 
(1.011) (0.319) (0.124) (0.040) (0.096) (0.097) 
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Appendix B 
Simulation results for p = 400 
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Tabic A.l: Simulation results for p = 200 with p = 0. R = 14.480 and cr = 1 
p/n Ri Ri/R 4 红2丨1 h h SR2 
~ 0 l 2 2 . 0 9 2 L O S 2 0 . 9 5 8 T T T i L O M 1 9 . 8 8 1 1 9 . 8 8 1 
(0.004) (0.004) (0.000) (0.000) (0.001) (0.001) 
0.3 25.020 1.194 20.934 0.999 1.427 1.194 17.536 17.536 
(0.016) (0.013) (0.001) (0.001) (0.006) (0.006) 
0.5 29.631 1.414 20.945 1.000 1.996 1.411 14.854 14.854 
(0.037) (0.026) (0.003) (0.002) (0.013) (0.013) 
0.7 38.143 1.821 20.889 0.997 3.309 1.812 11.550 11.551 
(0.091) (0.050) (0.010) (0.006) (0.020) (0.020) 
0.9 65.735 3.138 20.740 0.990 9.767 3.080 6.802 6.804 
(0.332) (0.105) (0.069) (0.022) (0.032) (0.032) 
Tabic B.2: Simulation results for p = 400 and p = 0.2. R = 23.400 and a = 1. 
p/n Ri Ri/R R2 R2/R h h SR2 
2 4 . 6 5 5 1 . 0 5 4 2 3 . 3 8 9 1 . 0 0 0 1.111 1.054 2 2 . 2 0 1 2 2 . 2 0 1 
(0.004) (0.004) (0.000) (0.000) (0.001) (0.001) 
0.3 27.937 1.194 23.370 0.999 1.426 1.193 19.593 19.593 
(0.017) (0.015) (0.001) (0.001) (0.007) (0.007) 
0.5 33.175 1.418 23.440 1.002 2.005 1.416 16.559 16.559 
(0.041) (0.029) (0.003) (0.002) (0.015) (0.015) 
0.7 42.627 1.822 23.322 0.997 3.315 1.814 12.884 12.884 
(0.101) (0.055) (0.010) (0.005) (0.024) (0.024) 
0.9 74.351 3.177 23.427 1.001 9.914 3.133 7.571 7.550 
(0.378) (0.119) (0.069) (0.022) (0.034) (0.034) 
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Table C.3: Simulation results for p = 500 and p = 0.5. R = 30.890 and (7 = 1. 
v/n Ri Ri/R R2 R2/R I I 知 I S^ii SR2 
31.219 1.055 2 9 . 6 1 4 E M h l U L O ^ 2 8 . 0 8 0 28.080 
(0.006) (0.006) (0.000) (0.000) (0.002) (0.002) 
0.3 35.345 1.194 29.564 0.999 1.426 1.193 24.784 24.784 
(0.024) (0.020) (0.001) (0.001) (0.009) (0.009) 
0.5 41.854 1.414 29.567 0.999 2.000 1.413 20.944 20.944 
(0.051) (0.036) (0.003) (0.002) (0.019) (0.019) 
0.7 53.982 1.824 29.527 0.998 3.321 1.816 16.285 16.285 
(0-120) (0.065) (0.009) (0.005) (0.029) (0.029) 
0.9 93.705 3.166 29.491 0.996 9.876 3.113 9.582 9.568 
(0.484) (0.152) (0.070) (0.022) (0.044) (0.044) 
Table B.4: Simulation results for p = 400 and p = 0.8. R = 46.799 and a = 1. 
p/n fh Ri/R R2 R2/R I 吞1 I 吞2 I S \ S \ 
0.1 49.336 1.054 46.799 1 . 0 0 0 U u L O ^ 4 4 . 4 0 4 44.404 
(0-009) (0.009) (0.000) (0.000) (0.003) (0.003) 
0.3 55.989 1.196 46.827 1.001 1.429 1.195 39.183 39.183 
(0.036) (0.030) (0.001) (0.001) (0.014) (0.014) 
0.5 66.203 1.415 46.759 0.999 1.999 1.412 33.137 33.137 
(O.O82) (0.058) (0.003) (0.002) (0.029) (0.029) 
0.7 85.468 1.826 46.738 0.999 3.330 1.821 25.716 25.716 
(0.196) (0.107) (0.010) (0.005) (0.049) (0.049) 
0.9 147.562 3.153 46.415 0.992 9.867 3.105 15.100 15.093 
(0.714) (0.225) (0.067) (0.021) (0.069) (0.070) 
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Appendix C 
Simulation results for p = 500 
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Tabic A.l: Simulation results for p = 200 with p = 0. R = 14.480 and cr = 1 
p/n Ri Ri/R R2 R2/R I I I SR2 
" o l ~ ~ 2 3 . 0 7 8 1 . 0 5 4 2 1 . 8 9 5 1 . 0 0 0 T I T I ~ ~ L O ^ 2 0 . 7 7 6 20.778 
(0.003) (0.003) (0.000) (0.000) (0.001) (0.001) 
0.3 26.170 1.195 21.901 1.000 1.428 1.195 18.325 18.330 
(0.013) (0.011) (0.001) (0.001) (0.005) (0.005) 
0.5 30.923 1.412 21.869 0.999 1.997 1.411 15.496 15.503 
(0.031) (0.022) (0.002) (0.002) (0.011) (0.011) 
0.7 39.759 1.816 21.792 0.995 3.306 1.811 12.046 12.055 
(0.072) (0.040) (0.008) (0.004) (0.018) (0.018) 
0.9 68.423 3.124 21.597 0.986 9.770 3.080 7.068 7.076 
(0.270) (0.085) (0.056) (0.018) (0.028) (0.028) 
Tabic C.2: Simulation results for p = 500 and p = 0.2. R = 24.421 and a = I. 
p/n Hi Ri/R R2 kilR I I I SRi S \ 
~ 0 l 2 5 . 7 3 9 ~ ~ L O ^ 2 4 . 4 1 7 ~ ~ L O O O T T H L o S 2 3 . 1 7 1 2 3 . 1 7 1 
(0.004) (0.004) (0.000) (0.000) (0.001) (0.001) 
0.3 29.180 1.195 24.410 1.000 1.429 1.196 20.415 20.415 
(0.014) (0.012) (0.001) (0.001) (0.006) (0.006) 
0.5 34.495 1.413 24.378 0.998 1.995 1.410 17.298 17.298 
(0.033) (0.024) (0.002) (0.002) (0.012) (0.012) 
0.7 44.515 1.823 24.368 0.998 3.323 1.819 13.417 13.417 
(0.084) (0.046) (0.008) (0.004) (0.020) (0.020) 
0.9 77.223 3.162 24.326 0.996 9.931 3.135 7.843 7.826 
(0.309) (0.098) (0.057) (0.018) | (0.030) (0.030) 
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Table C.3: Simulation results for p = 500 and p = 0.5. R = 30.890 and (7 = 1. 
p/n Ri Ri/R R2 R2IR 吞 1 吞 2 SRi 
" o l 3 2 . 5 6 5 1 .054~~30.892 1 . 0 0 0 T I T I L O M 2 9 . 3 0 7 29.307 
(0.005) (0.005) (0.000) (0.000) (0.001) (0.001) 
0.3 36.884 1.194 30.852 0.999 1.427 1.194 25.846 25.846 
(0.019) (0.016) (0.001) (0.001) (0.007) (0.007) 
0.5 43.724 1.415 30.895 1.000 2.000 1.413 21.871 21.871 
(0.044) (0.031) (0.002) (0.002) (0.015) (0.015) 
0.7 56.443 1.827 30.890 1.000 3.323 1.819 17.015 17.015 
(0.099) (0.054) (0.008) (0.004) (0.025) (0.025) 
0.9 98.070 3.175 30.865 0.999 9.955 3.136 9.933 9.925 
(0.387) (0.122) (0.055) (0.017) (0.038) (0.038) 
Table C.4: Simulation results for p = 500 and p = 0.8. R = 48.841 and cr = 1. 
v/n Ri RxiR R2 R2/R h h SRi 
" o l 5 1 . 5 0 2 4 8 . 8 5 5 L ^ L U i L O ^ 4 6 . 3 3 9 46.339 
(0.008) (0.007) (0.000) (0.000) (0.002) (0.002) 
0.3 58.409 1.196 48.852 1.000 1.429 1.195 40.869 40.869 
(0.031) (0.026) (0.001) (0.001) (0.011) (0.011) 
0.5 69.077 1.414 48.801 0.999 1.998 1.412 34.588 34.588 
(0.068) (0.048) (0.002) (0.002) (0.025) (0.025) 
0.7 89.115 1.825 48.760 0.998 3.321 1.817 26.883 26.883 
(0.158) (0.086) (0.008) (0.004) (0.042) (0.042) 
0.9 155.381 3.181 48.884 1.001 9.939 3.129 15.744 15.736 
(0.640) (0.201) (0.055) (0.017) (0.055) (0.055) 
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Appendix D 
Simulation results for p = 200 with 
negative correlations 
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Table D . l : Simulation results for p = 200 with ( , ) i ’ - , )2 )= (0 .2 ’ —0.2). R = 16.183 and 
a = l. 
p/n Ri Ri/R R2 R2/R h h S \ SR2 
~ 0 l 1 7 . 0 3 9 E o ^ ~ ~ ~ 1 6 . 1 6 6 0 . 9 9 9 h m 1 5 . 3 5 9 1 5 . 3 6 2 
(0.006) (0.006) (0.000) (0.000) (0.002) (0.002) 
0.3 19.307 1.193 16.159 0.999 1.425 1.192 13.549 13.557 
(0.025) (0.021) (0.002) (0.002) (0.01) (0.01) 
0.5 22.866 1.413 16.165 0.999 1.998 1.411 11.457 11.469 
(0.057) (0.040) (0.006) (0.004) (0.021) (0.021) 
0.7 29.428 1.818 16.106 0.995 3.297 1.802 8.962 8.977 
(0.129) (0.070) (0.019) (0.011) (0.033) (0.033) 
0.9 49.311 3.047 15.608 0.964 9.323 2.945 5.391 5.401 
(0.506) (0.159) (0.131) (0.041) (0.049) (0.049) 
Table D.2: Simulation results for p = 200 with ( p i , - p 2 ) = ( 0 . 5 ’ - 0 . 2 ) . R = 20.355 and 
cr 二 1. 
p/n Ri Ri/R R2 R2/R 吞 1 h 
~ 0 l 2 1 . 4 4 8 r ^ 2 0 . 3 4 4 0 . 9 9 9 T T I I 1 9 . 3 0 8 1 9 . 3 0 8 
(0.008) (0.008) (0.000) (0.000) (0.002) (0.002) 
0.3 24.313 1.194 20.329 0.999 1.428 1.194 17.031 17.031 
(0.03) (0.025) (0.002) (0.002) (0.012) (0.012) 
0.5 28.890 1.419 20.390 1.002 2.005 1.415 14.427 14.427 
(0.070) (0.049) (0.006) (0.004) (0.025) (0.025) 
0.7 37.192 1.827 20.294 0.997 3.327 1.816 11.220 11.216 
(0.163) (0.089) (0.019) (0.010) (0.041) (0.041) 
0.9 63.680 3.128 20.117 0.988 9.586 3.050 6.761 6.712 
(0.640) (0.204) (0.129) (0.041) (0.060) (0.060) 
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Tabic D.3: Simulation results for p = 200 with (pi, -p2)={0.5, - 0 . 5 ) . R = 20.452 and 
( 7 = 1 . 
p/n Ri Ri/R 4 R2/R I I I SRi 
~ 0 l 2 1 . 5 5 4 1.054 20.448 1 . 0 0 0 T I T I E o ^ 1 9 . 4 0 9 19.412 
(0.008) (0.008) (0.000) (0.000) (0.002) (0.002) 
0.3 24.390 1.193 20.407 0.998 1.424 1.190 17.138 17.149 
(0.031) (0.026) (0.002) (0.002) (0.012) (0.012) 
0.5 28.760 1.406 20.324 0.994 1.982 1.399 14.525 14.540 
(0-075) (0.053) (0.006) (0.004) (0.025) (0.025) 
0.7 37.226 1.820 20.358 0.995 3.291 1.797 11.354 11.372 
(0.174) (0.095) (0.020) (0.011) (0.041) (0.041) 
0.9 63.627 3.111 20.100 0.983 9.489 2.992 6.822 6.835 
(0.666) (0.209) (0.132) (0.041) (0.059) (0.059) 
Tabic D.4: Simulation results for p = 200 with ( p , , - 0 . 2 ) . R = 32.182 and 
a 二 1. 
Ri/R 4 R2/R I 吞1 I 吾2 I SR2 
0.1 33.909 1.054 32.162 0 . 9 9 9 O T o i M 3 0 . 5 3 9 30.539 
(0.013) (0.012) (0.000) (0.000) (0.004) (0.004) 
0.3 38.495 1.196 32.181 1.000 1.429 1.195 26.945 26.945 
(O.O49) (0.041) (0.002) (0.002) (0.018) (0.018) 
0.5 45.593 1.417 32.166 1.000 2.003 1.413 22.793 22.793 
(0.115) (0.081) (0.006) (0.004) (0.038) (0.038) 
0.7 58.703 1.824 32.014 0.995 3.319 1.810 17.768 17.767 
(0.255) (0.139) (0.020) (0.011) (0.069) (0.069) 
0.9 101.011 3.139 31.829 0.989 9.627 3.054 10.689 10.622 
(1.030) (0.32句 （0.135) (0.043) (0.094) (0.094) 
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Table D.5: Simulation results for p = 200 with (pu —,)2)=(0.8’ - 0 . 5 ) . R = 32.182 and 
a = l. 
p/n Ri Ri/R R2 R2/R 吞 1 h 
~ 0 l 3 3 . 8 9 8 L O ^ ~ 3 2 . 1 5 1 0 . 9 9 9 L I T O L O ^ 3 0 . 5 3 7 30.537 
(0.013) (0.012) (0.000) (0.000) (0.004) (0.004) 
0.3 38.519 1.197 32.201 1.001 1.429 1.195 26.955 26.955 
(0.049) (0.041) (0.002) (0.002) (0.018) (0.018) 
0.5 45.617 1.417 32.183 1.000 2.003 1.413 22.804 22.804 
(0.117) (0.082) (0.006) (0.004) (0.039) (0.039) 
0.7 58.601 1.821 31.959 0.993 3.308 1.805 17.789 17.786 
(0.271) (0.148) (0.020) (0.011) (0.067) (0.067) 
0.9 101.089 3.141 31.881 0.991 9.657 3.066 10.644 10.574 
(1.020) (0.324) (0.129) (0.041) (0.092) (0.091) 
Table D.6: Simulation results for p = 200 with {pu-p2)=(0.8, - 0 . 8 ) . R = 32.289 and 
rr 二 1. 
p/n Ri Ri/R R2 R2/R 吞 1 h S \ S \ 
3 4 . 0 2 8 O S i 3 2 . 2 7 9 L O O O L I I O L O ^ 3 0 . 6 4 4 30.648 
(0.013) (0.012) (0.000) (0.000) (0.004) (0.004) 
0.3 38.590 1.195 32.276 1.000 1.427 1.193 27.046 27.059 
(0.048) (0.040) (0.002) (0.002) (0.018) (0.018) 
0.5 45.480 1.409 32.116 0.995 1.986 1.401 22.93 22.950 
(0.114) (0.080) (0.006) (0.004) (0.040) (0.041) 
0.7 58.667 1.817 32.043 0.992 3.291 1.795 17.904 17.925 
(0.256) (0.140) (0.019) (0.011) (0.067) (0.067) 
0.9 99.640 3.086 31.414 0.973 9.305 2.929 10.904 10.922 
(1.009) (0.317) (0.128) (0.040) (0.097) (0.098) 
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Tabic E . l : Simulation results for p = 400 with (pi, -/；2)=(0.2, - 0 . 2 ) . R = 23.402 and 
(7 = 1. 
p / n Ri Ri/R R2 R2/R h SR2 
" l a ~ ~ 2 4 . 6 7 7 r ^ 2 3 . 4 1 0 i J l l r 0 5 4 2 2 . 2 0 5 22.205 
(0.005) (0.004) (0.000) (0.000) (0.001) (0.001) 
0.3 27.976 1.195 23.405 1.000 1.428 1.195 19.591 19.591 
(0.018) (0.015) (0.001) (0.001) (0.007) (0.007) 
0.5 33.057 1.413 23.363 0.998 1.996 1.411 16.569 16.570 
(0.040) (0.028) (0.003) (0.002) (0.015) (0.015) 
0.7 42.624 1.821 23.337 0.997 3.313 1.814 12.893 12.894 
(0.098) (0.053) (0.010) (0.005) (0.024) (0.024) 
0.9 73.429 3.138 23.158 0.990 9.749 3.074 7.611 7.614 
(0.372) (0.117) (0.069) (0.022) (0.037) (0.037) 
Table E.2: Simulation results for p = 400 with (pi, — "2)二(0.5,—0.2). R = 29.571 and 
cr = 1. 
p/n Ri Ri/R R2 R2/R 吞 1 SRi 
" o l 3 1 . 1 6 3 1 . 0 5 4 2 9 . 5 6 2 1 . 0 0 0 1.111 1.054 2 8 . 0 5 9 2 8 . 0 5 9 
(0.006) (0.006) (0.000) (0.000) (0.002) (0.002) 
0.3 35.383 1.197 29.596 1.001 1.429 1.195 24.772 24.772 
(0.023) (0.019) (0.001) (0.001) (0.009) (0.009) 
0.5 41.807 1.414 29.534 0.999 1.999 1.412 20.932 20.932 
(0.053) (0.038) (0.003) (0.002) (0.019) (0.019) 
0.7 53.883 1.822 29.473 0.997 3.315 1.813 16.284 16.283 
(0.118) (0.064) (0.009) (0.005) (0.029) (0.029) 
0.9 93.410 3.159 29.439 0.996 9.824 3.109 9.600 9.562 
(0.483) (0.153) (0.068) (0.022) (0.044) (0.045) 
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Table E.3: Simulation results for p = 400 with —/•)2)=(0.5,—0.5). R = 29.600 and 
a = 1. 
p/n Ri Ri/R R2 R2/R h SRi 
0.1 3 1 . 2 1 i m i 2 9 . 6 0 7 1 . 0 0 0 L I T I L O ^ 2 8 . 0 8 2 28.083 
(0.006) (0.006) (0.000) (0.000) (0.002) (0.002) 
0.3 35.348 1.194 29.571 0.999 1.427 1.194 24.778 24.780 
(0.023) (0.019) (0.001) (0.001) (0.008) (0.008) 
0.5 41.858 1.414 29.578 0.999 1.999 1.413 20.948 20.951 
(0-055) (0.039) (0.003) (0.002) (0.019) (0.019) 
0.7 53.893 1.821 29.498 0.997 3.308 1.811 16.323 16.325 
(0.123) (0.067) (0.010) (0.005) (0.031) (0.031) 
0.9 92.964 3.141 29.300 0.990 9.718 3.062 9.657 9.660 
(0-487) (0.153) (O.O68) (0.021) (0.044) (0.044) 
Tabic E.4: Simulation results for p = 400 with ( p i , - p 2 ) = ( 0 . 8 , - 0 . 2 ) . R = 46.756 and 
a = l. 
p/n Ri R,/R 4 R^/R I 圣1 I 吞2 I S^ii Sli2 
0.1 49.285 1.054 4 6 . 7 5 1 ~ ~ h l U 44.364 44.364 
(0-009) (0.009) (0.000) (0.000) (0.003) (0.003) 
0.3 55.895 1.195 46.748 1.000 1.429 1.195 39.126 39.126 
(0.037) (0.031) (0.001) (0.001) (0.014) (0.014) 
0.5 66.147 1.415 46.720 0.999 1.998 1.411 33.126 33.126 
(0-082) (0.058) (0.003) (0.002) (0.029) (0.029) 
0.7 85.193 1.822 46.588 0.996 3.314 1.812 25.754 25.754 
(0.197) (0.108) (0.010) (0.005) (0.047) (0.047) 
0.9 148.037 3.166 46.588 0.996 9.860 3.109 15.148 15.120 
一 (0.776) (O. 2 4 4 ) (O.O68) (0.022) (0.068) (0.068) 
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Table E.5: Simulation results for p = 400 with ( P i , - p 2 ) = ( 0 . 8 ’ - 0 . 5 ) . R = 46.756 and 
a = l. 
p/n Ri Ri/R R2 R2/R (72 S \ SR2 
~ ~ 4 9 . 2 6 7 r ^ 4 6 . 7 3 4 ~ ~ E O O O T i l l L O ^ 4 4 . 3 6 6 44.366 
(0.009) (0.009) (0.000) (0.000) (0.003) (0.003) 
0.3 55.843 1.194 46.705 0.999 1.428 1.194 39.118 39.118 
(0.035) (0.030) (0.001) (0.001) (0.014) (0.014) 
0.5 66.117 1.414 46.699 0.999 2.002 1.414 33.043 33.043 
(0.082) (0.058) (0.003) (0.002) (0.03) (0.03) 
0.7 85.376 1.826 46.688 0.999 3.326 1.819 25.721 25.720 
(0.199) (0.109) (0.010) (0.005) (0.048) (0.049) 
0.9 147.265 3.150 46.373 0.992 9.837 3.107 15.123 15.078 
(0.755) (0.238) (0.070) (0.022) (0.072) (0.072) 
Table E.6: Simulation results for p = 400 with ( p i , - / 9 2 ) = ( 0 . 8 , - 0 . 8 ) . R = 46.792 and 
(7 = 1. 
p / n Ri Ri/R R2 R2/R 吞 1 h 
~ ~ 4 9 . 2 9 7 L O M 4 6 . 7 6 3 0 . 9 9 9 i T i o L ^ 4 4 . 3 9 5 44.396 
(0.010) (0.009) (0.000) (0.000) (0.003) (0.003) 
0.3 55.885 1.194 46.745 0.999 1.427 1.193 39.181 39.184 
(0.035) (0.029) (0.001) (0.001) (0.014) (0.014) 
0.5 66.196 1.415 46.766 0.999 1.997 1.410 33.176 33.180 
(0.084) (0.059) (0.003) (0.002) (0.029) (0.029) 
0.7 85.352 1.824 46.697 0.998 3.322 1.817 25.741 25.745 
(0.195) (0.107) (0.010) (0.005) (0.049) (0.049) 
0.9 147.149 3.145 46.333 0.990 9.786 3.080 15.205 15.210 
(0.747) (0.235) (0.072) (0.023) (0.073) (0.073) 
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Table F . l : Simulation results for p = 500 with …1’ —,)2)=(0.2，—0.2). R = 24.475 and 
(7=1. 
p/n Ri Ri/R R2 R2/R 存 1 吞 2 SRi SR2 
~ 0 A ~ ~ 2 5 . 7 8 8 O ^ i 2 4 . 4 6 6 E O O O H T i L O M 2 3 . 2 2 0 23.222 
(0.004) (0.004) (0.000) (0.000) (0.001) (0.001) 
0.3 29.242 1.195 24.470 1.000 1.428 1.194 20.484 20.490 
(0.015) (0.012) (0.001) (0.001) (0.005) (0.005) 
0.5 34.583 1.413 24.454 0.999 1.995 1.410 17.343 17.351 
(0.036) (0.025) (0.003) (0.002) (0.012) (0.012) 
0.7 44.611 1.823 24.446 0.999 3.318 1.817 13.468 13.477 
(0.081) (0.045) (0.008) (0.004) (0.020) (0.020) 
0.9 76.171 3.112 24.033 0.982 9.767 3.079 7.858 7.865 
(0.294) (0.092) (0.052) (0.016) (0.030) (0.030) 
Tabic F.2: Simulation results for p = 500 with ( p i ’ - p 2 ) = ( 0 . 5 , - 0 . 2 ) . R = 30.884 and 
(7=1. 
v/n Ri Ri/R R2 R2/R 吞 1 h SR2 
3 2 . 5 3 7 1 . 0 5 4 3 0 . 8 6 6 0 . 9 9 9 1.110 1.053 2 9 . 3 0 1 2 9 . 3 0 1 
(0.005) (0.005) (0.000) (0.000) (0.001) (0.001) 
0.3 36.930 1.196 30.891 1.000 1.430 1.196 25.836 25.836 
(0.019) (0.015) (0.001) (0.001) (0.007) (0.007) 
0.5 43.738 1.416 30.905 1.001 2.003 1.416 21.843 21.843 
(0.042) (0.030) (0.002) (0.002) (0.016) (0.016) 
0.7 56.371 1.825 30.851 0.999 3.320 1.817 17.003 17.003 
(0.101) (0.056) (0.008) (0.004) (0.025) (0.025) 
0.9 98.407 3.186 30.986 1.003 9.938 3.135 9.981 9.963 
(0.409) (0.129) (0.056) (0.018) (0.037) (0.037) 
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Tabic F.3: Simulation results for p = 500 with (,)i，一,<>2)=(0.5’-0.5). R = 30.947 and 
0- = 1. 
p/n Ri Ri/R 4 R2/R h 圣 2 SRi SR2 
~0l32 .608LO^~~30.936EOOOLTTI LOW29.36129.363 
(0.005) (0.005) (0.000) (0.000) (0.001) (0.001) 
0.3 36.940 1.194 30.907 0.999 1.427 1.194 25.893 25.899 
(0.019) (0.016) (0.001) (0.001) (0.007) (0.007) 
0.5 43.722 1.413 30.910 0.999 1.998 1.412 21.894 21.904 
(0-044) (0.031) (0.002) (0.002) (0.015) (0.015) 
0.7 56.386 1.822 30.888 0.998 3.316 1.815 17.031 17.043 
(0.102) (0.056) (0.008) (0.004) (0.026) (0.026) 
0.9 96.917 3.132 30.557 0.987 9.754 3.073 10.015 10.023 
(0.387) (0.122) (0.055) (0.017) (0.037) (0.037) 
Table F.4: Simulation results for p = 500 with (p i， - /92)=(0 .8’ -0 .2) . R = 48.831 and 
( 7 = 1 . 
p / n R, R , / R 4 R J R I & I 在2 I s i 
0.1 51.483 1 . 0 5 4 4 8 . 8 3 7 1 . 0 0 0 T T T I L O W 4 6 . 3 3 3 46.333 
(0-008) (0.007) (0.000) (0.000) (0.002) (0.002) 
0.3 58.412 1.196 48.856 1.001 1.430 1.196 40.865 40.865 
(0.030) (0.025) (0.001) (0.001) (0.011) (0.011) 
0.5 69.125 1.416 48.835 1.000 2.001 1.414 34.554 34.554 
(0-070) (0.049) (0.002) (0.002) (0.024) (0.024) 
0.7 89.084 1.824 48.744 0.998 3.317 1.815 26.902 26.902 
(0-167) (0.092) (0.008) (0.004) (0.040) (0.04) 
0.9 154.395 3.162 48.589 0.995 9.923 3.127 15.685 15.665 
_ (0.608) (0.192.) (0.055) (0.017) (0.058) (0.058) 
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Table F.5: Simulation results for p = 500 with (p i， -p2)=(0 .8 ’ -0 .5 ) . R = 48.831 and 
(7=1. 
p/n ki Ri/R R2 R2/R h SRi SR2 
~ 0 A ~ ~ 5 1 . 4 6 9 r ^ 4 8 . 8 2 3 L O O O T T I i L O M 4 6 . 3 2 5 46.325 
(0.008) (0.007) (0.000) (0.000) (0.002) (0.002) 
0.3 58.376 1.195 48.825 1.000 1.429 1.195 40.865 40.865 
(0.028) (0.024) (0.001) (0.001) (0.012) (0.012) 
0.5 69.030 1.414 48.768 0.999 1.997 1.411 34.581 34.581 
(0.068) (0.048) (0.002) (0.002) (0.025) (0.025) 
0.7 89.293 1.829 48.858 1.001 3.330 1.822 26.856 26.856 
(0.161) (0.088) (0.008) (0.004) (0.039) (0.039) 
0.9 154.848 3.171 48.751 0.998 9.882 3.118 15.796 15.764 
(0.592) (0.187) (0.054) (0.017) (0.059) (0.059) 
Table F.6: Simulation results for p = 500 with {pu-p2)=(0.S, - 0 . 8 ) . R = 48.900 and 
cr 二 1. 
p/n Ri Ri/R R2 R2/R 吞 1 h SR2 
5 1 . 5 3 6 L ^ 4 8 . 8 9 0 1 . 0 0 0 T T T I 4 6 . 4 0 0 46.403 
(0.007) (0.007) (0.000) (0.000) (0.002) (0.002) 
0.3 58.430 1.195 48.880 1.000 1.427 1.194 40.937 40.945 
(0.031) (0.026) (0.001) (0.001) (0.011) (0.011) 
0.5 69.119 1.413 48.849 0.999 1.997 1.411 34.622 34.633 
(0.068) (0.048) (0.002) (0.002) (0.024) (0.024) 
0.7 89.005 1.820 48.732 0.997 3.303 1.807 26.989 27.003 
(0.160) (0.087) ‘ (0.008) (0.004) (0.040) (0.040) 
0.9 153.513 3.139 48.353 0.989 9.802 3.086 15.781 15.790 
(0.639) (0.201) (0.055) (0.017) (0.058) (0.058) 
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