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Abst ract - - In  this paper, we are concerned with preservation properties of first- and second-order 
by Bernstein-type operators which preserve monotone functions. We obtain characterizations of the 
preservation f nondecreasing ri ht-continuous functions, first- and second-order modulus of smooth- 
ness, Lipschitz classes of first- and second-order, uniform and absolute continuity, and convexity. 
These kinds of problems lead us to consider the notions of dual and derived operators. We give 
a simple unified approach based on stochastic orders and probabilistic coupling techniques, in the 
sense that we represent the operators under consideration i terms of stochastic processes. The 
preceding results are illustrated by considering well-known Bernstein-type operators, uch as gener- 
alized Bernstein-Kantorovich, generalized Sz~isz-Kantorovich, Gamma, and Beta operators. (~ 2001 
Elsevier Science Ltd. All rights reserved. 
Keywords- -Bernste in - type op rators, Preservation properties, Dual operator, Derived operator, 
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1. INTRODUCTION 
Let T be either the set of posit ive integers or the set of posit ive real numbers and let I be a 
subinterval  of the real line. We shall be concerned with families of Bernste in-type operators ,  that  
is, families L := (Lt, t 6 T) of posit ive l inear operators of the form 
Ltf(x) :=~f(y)#t,~(dy), (t, x) e T x I, (1) 
where (#t,~, (t, x) 6 T x I )  is a family of probabi l i ty  measures concentrated on I such that ,  for 
each x 6 I ,  #t,~ converges weakly to the Dirac measure 5~, as t --* co, and f is any real measurable  
function defined on I for which the r ight-hand side in (1) makes sense. Classical examples of 
Bernste in- type operators  can be found in the books by Ditz ian and Totik [1] and by A l tomare  
and Campi t i  [2] (see also [3] and Section 5). 
One of the main topics dealt with in the l i terature about  Bernstein-type operators  is concerned 
with rates of convergence of L~ to f ,  as t --* co. Usually, such rates of convergence have been 
given in terms of the first modulus of continuity. In this sense, we mention the classical papers  of 
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Popoviciou [4] and Voronovskaja [5], about the Bernstein operator. Baskakov [6], Mfihlbach [7], 
among other authors, have obtained rates of convergence for other families of operators. More 
recently, a study of the order of convergence for Bernstein-type operators in terms of weighted- 
second modulus of continuity has been considered by Totik [8], Ditzian and Ivanov [9], etc. 
When it comes to approximating a function f by Ltf ,  another interesting problem is to de- 
termine which properties of f are retained by the approximants Ltf .  A classical result in this 
direction can be found in [4], where we can observe that the Bernstein polynomials transform 
continuous and convex functions into continuous and convex functions. Later papers [3,10,11] 
show that many common families of Bernstein-type operators preserve different properties, uch 
as monotonicity, convexity, C-variation, etc. In recent years, increasing attention has been fo- 
cused on the problem of the preservation of global smoothness. That is, to give preservation 
inequalities of the form 
w(Ltf;~) <_Cw(f;(~), ~>0,  t•T ,  (2) 
where w is the usual first or second modulus of continuity and C is a constant independent of f. A 
closely related problem is the preservation ofLipschitz classes of first and second order. Inequal- 
ities of type (2) for the first modulus of continuity have been considered, among other authors, 
by Kratz and Stadtmiiller [12] for discrete operators, by Anastassiou, Cottin and Gonska [13] 
for a wide class of operators including the Bernstein polynomials over simplices and by Adell, 
De la Cal and P6rez-Palomares [14] for the Cheney and Sharma operator. Lindvall [15] and, 
independently, Brown, Elliot and Paget [16] have shown that the Bernstein polynomials preserve 
Lipschitz classes of first order. Khan and Peters [17] have extended this property to a wide class 
of univariate and multivariate approximation perators. Finally, for preservation ofsecond-order 
modulus and Lipschitz classes of second order, we refer to [18-20]. 
In this paper, we consider Bernstein-type operators which preserve monotonicity. In this 
setting, attention is focused on first- and second-order preservation properties uch as right- 
continuity, absolute and uniform continuity, convexity, and the global smoothness measured by 
the usual first and second modulus of continuity. One of the main goals is to go deeper into the 
behaviour of these kinds of operators, by means of the above-mentioned preservation properties. 
We shall show that the properties of certain sets of functions are translated, in a natural way, 
into a positive linear operator setting. For instance, an operator L which preserves monotonicity 
produces at most a countable set of discontinuities, or an operator L which preserves monotonicity 
and convexity has a derived operator preserving monotonicity. 
On the other hand, another aim is to give a simple unified approach based on ideas taken from 
the theory of stochastic orders (see the monographs by Stoyan [21] or Shaked and Shanthiku- 
mar [22]) as well as on probabilistic coupling techniques which date back to Lindvall's paper [15] 
concerning the classical Bernstein polynomials. Such a probabilistic approach could possibly 
be useful in dealing with preservation properties of arbitrary order. In this sense, observe that 
formula (1) can be rewritten as 
Ltf(x)  = Ef(Zt(x)) ,  (t,x) • T × I, 
where E denotes mathematical expectation and Z := (Zt(x), (t, x) E T x I) is a family of/-valued 
random variables, not necessarily defined on the same probability space, such that each Zt (x) has 
probability distribution #t,x. However, the assumption that, for fixed t E T, L t f  retains certain 
smoothness properties of f within a certain set of functions, eems to be equivalent to the fact that 
we can find a family Z~' := (Z~(x), x • I) of random variables defined on the same probability 
space having nice dependence properties (that is, a stochastic process) and such that each Z~ (x) 
has the same probability distribution as Zt (x), thus defining the same operator Lt. This coupling 
construction allows us to translate the stochastic properties of Z~ into preservation properties 
of Lt. Since a stochastic process is not determined by its marginal distributions, uch a coupling 
Bernstein-Type Operators 143 
construction is not unique. Actually, when dealing with particular families of Bernstein-type 
operators, an important ingredient in the probabilistic approach is to find a suitable coupling 
representation forthe operators under consideration. 
The contents of this paper are organized as follows. In Section 2, we introduce the necessary 
notations and collect some auxiliary results. In Section 3, we characterize the preservation of
nondecreasing right-continuous (and left-continuous) functions by an operator L in terms of 
analogous path properties of the underlying stochastic process Z. This kind of problem leads us 
to introduce the notion of duality (see Theorem 1). Roughly speaking, if an operator L preserves 
the set of nondecreasing ri ht-continuous f nctions satisfying certain boundary conditions, then L 
has a (left) dual operator L preserving the set of nondecreasing left-continuous functions satisfying 
analogous boundary conditions. The operator L is determined by L and vice versa. When 
applied to a family L of Bernstein-type operators, this result provides a way to construct a new 
(dual) family L of Bernstein-type operators. Indeed, some operators usually considered in the 
literature are related by duality. For instance, the duals of the Bernstein and the Sz~z operators 
are, respectively, the Beta and the Gamma operators (see Section 5). We also characterize the 
preservation of the first modulus of continuity, uniform continuity and Lipschitz classes of first 
order by an operator L in terms of the expectation function of the process Z involved in its 
representation (Theorem 2). 
In Section 4, we consider the closely related problems of preservation of absolute continuity, 
convex functions with a continuous derivative, second-order modulus of continuity, and Lipschitz 
classes of second order. Under mild assumptions, we hold that for any absolutely continuous 
function (I) with derivative ~1 satisfying a certain integrability condition or being nonnegative, 
Lq~ is absolutely continuous with derivative (Lq)) t = D~ ~ (with respect to the Lebesgue-Stieltjes 
measure m determined by the expectation function of Z), where D is an operator of the form (3) 
below. The operator D, determined m-a.e., is called the derived operator of L. Most of this 
result is contained in [23, Theorem 1]. This gives a characterization f the preservation of 
absolute continuity in terms of m. It also allows us to characterize the preservation of the 
remaining mentioned properties in terms of the second-order moment of the process involved, 
for operators preserving convexity. Moreover, we give preservation i equalities of type (2) for 
the second modulus obtaining absolute constants for a wide class of Bernstein-type operators 
(Remark 5). Finally, the last section is devoted to illustrating the preceding results by considering 
a few examples of well-known families of Bernstein-type operators. Using a suitable coupling 
representation forthese operators, we compute their corresponding dual and derived operators. 
2. THE SETT ING 
Let I be a closed interval of the real line with left and right endpoints a and b, respectively. 
We shall consider positive linear operators L of the form 
Lf (x)  := ~ f(y)#x(dy) = Ef (Z(x) ) ,  x E I, (3) 
where Z := (Z(x) ,x  E I) is a family of/-valued random variables, such that each Z(x) has 
probability distribution #x and f : I --~ R is a measurable function such that 
Llf l(x) < ~,  x E I. (4) 
In the common examples, Z is integrable, that is, E[Z(x)[ < c¢, x E I. A family Z* := 
(Z*(x), x E I) of/-valued random variables is said to be a version of Z if both families have the 
same marginals, i.e., if Z*(x) = (£)Z(x), x c I, where --= (Z:) stands for equality in distribution. 
Observe that two versions define the same operator L. If S is a set of real functions defined 
on I, we say that L preserves S, denoted by L($) C S, if L f  c S, for any f E S satisfying the 
integrability condition (4). 
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From now on, unless otherwise specified, we shall assume that every real function f is defined 
on I and every random variable X is/-valued. Denote, respectively, by 27, T~, and E the sets of 
nondecreasing, nondecreasing right-continuous, and nondecreasing left-continuous functions. For 
any f E Z, f (x+)  stands for the right limit of f at x, with the convention that f(b+) = f(b), if b 
is real. The function f (x - ) ,  x E I, is defined in a similar way. 
In order to define generalized inverses, the following sets of functions are useful. Denote by 7~ 
the set of functions f : I -~ I, f E T~, such that f (  b ) = b, if b is real, f (b - )  = b, if b = c~, 
and f (a+)  = a, if a = -c~. In the same way, denote by ~ the set of functions f : I -~ I, f ~/ : ,  
such that f (a)  = a, if a is real, f (a+)  = a, if a = -c~, and f (b - )  = b, if b = c~. If f E 7~, we 
define its left-continu0us inverse by 
f(y) := inf{x E I :  f (x)  > y}, y E I. 
However, if f E E, its right-continuous inverse is defined by 
](y) := sup{x E I :  f (x)  < y}, y E I. 
As can be seen in [24] and the references therein, there are no standard efinitions of gen- 
eralized inverses. The preceding definitions are justified by the following result, whose proof is 
straightforward (although tedious). 
LEMMA 1. The following properties hold. 
(a) I f  f E 7~, then y(x) > y if and only if x >_ f(y) ,  x ,y E I. Moreover, I E  E and ]= f .  
(b) I f  f E f~, then f (x )  <- y if and only if x <_ ](y), x ,y E I. Moreover, ] E ~ and f = f . 
(c) I f  f 6 7~ and f(a) = a, whenever a is real, then 
(]) (u+) = Y(y-) ,  y e I \ {b}. 
Finally, we recall that a random variable X is said to be smaller than Y in the usual stochastic 
order, denoted byX <_st Y, i fP (X  >x)  <_ P(Y > x ) ,x  mR. Afamily Z= (Z(x) ,x  E I) of 
random variables is said to be stochastically ordered if Z(x) <_st Z(y), whenever x <- y, x, y E I. 
We shall need the following well-known result (cf. [25-27] for its extension to a more general 
setting). 
LEMMA 2. Let L be an operator of the form (3) represented by a family Z. The following 
assertions are equivalent. 
(a) L(27) C 27. 
(b) Z is stochastically ordered. 
(c) There exists a version of Z with paths in 27. 
3. F IRST-ORDER PRESERVATION PROPERTIES  
In this section, we shall be concerned with operators L preserving monotonicity, that is, oper- 
ators L such that L(Z) C Z. For any f E 27, denote by D+(f)  the set of its right-discontinuity 
points. We shall first show that an operator L preserving monotonicity produces at most a 
countable set of right-discontinuities. 
PROPOSITION 1. Let L be an operator of the form (3) represented by a family Z. Assume 
that L(Z) c_ Z. Then, there exists a countable set N C I such that D+(L f )  C_ N, for any f E 
satisfying (4). Furthermore, D+(Lf )  = N for any strictly increasing function f E 7~ satisfy- 
ing (4). 
PROOF. By Lemma 2, it can be assumed that Z has paths in Z. Let f E T~ satisfying (4). 
Since the process Z+ := (Z(x+), x E I) has paths in T~ and Z(x+) > Z(x),  x E I, we have by 
monotone convergence, 
lim Ef (Z(y ) )  = E f (Z(x+) )  > E f (Z(x ) ) ,  x E I. (5) ylx 
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In particular, choosing f as the indicator function l[q,oo)n~, q E Q (the set of rational numbers), 
we obtain 
lim P(Z(y) >_ q) = P(Z(x+) >_ q) > P(Z(x) >_ q), 
yJ.x 
Define the sets 
xE I ,  qEQ.  (6) 
N := {x E I :  Z(x+) ~ (£)Z(x)} and Nq := D + (Ll[q,oo)ni), q E Q. 
From (5), it is clear that D+(Lf) C N. This, together with (6), implies that N = (.JqeQ Nq. 
Since L preserves monotonicity, Nq is countable, and therefore, N is also countable. The last 
assertion in Proposition 1 is an immediate consequence of (5). This completes the proof of 
Proposition 1. 
REMARK 1. We have shown that the processes Z+ and Z differ in a countable set. The same 
property is satisfied by Z_ := (Z(x-),  x E I) and Z. Therefore, analogous tatements to those 
given in Proposition 1 hold true with respect o the set of left-discontinuity points of L f ,  for 
any f E L:. Also, the set of discontinuity points of L f, for any bounded continuous function f ,  is 
contained within a countable set. 
Proceeding as in the proof of Proposition 1, we obtain the following. 
COROLLARY 1. Let L be an operator of the form (3) represented by a family Z. Then we have 
the following. 
(a) L(,-q) C_ ~q if and only if there exists a version of Z with paths in ~q, where S = R or [:. 
(b) If I = [a,b] C_ R, then L(G) C_ S if and only if there exists a version of Z with paths in S, 
where ,9 = 7~ or ~. 
Assume that I = [a, b] C_ R. If L preserves 7~, we define the left-dual operator of L by 
Lf(y) := Ef  (Z(y)),  y E I, (7) 
where 2 := (Z(y),y E I) is the left-continuous inverse process of Z, as defined in Section 2. 
Similarly, if L preserves ~, we define the right-dual operator of L by 
Lf(y) := Z f  (Z (y ) ) ,  y E I, (8) 
where 2 := (2(y), y E I) is the right-continuous inverse process of Z. Observe that, by 
Lemma l(a), 
P (Z(y) <_ x) = P(Z(x) > y), x, y E I, (9) 
and therefore, the definition of L does not depend upon the version of the process Z used to 
represent the operator L. The same is true with regard to L. 
We enunciate the following. 
THEOREM 1. DUALITY. Assume that I = [a, b] C_ R. Then we have the following. 
(I) Let L be an operator of the form (3) represented by a family Z. We have the following. 
(a) If L preserves f~, then 
Ll(-oo,xlnr(y) = Ll[u,oo)nz (x), x, y E I. 
Moreover, L preserves ft. and L = L. 
(b) If L preserves ~., then 
LlI~,oo)n~ (y) = Ll(-oo,y]nz (x), x, y E I. 
Moreover, T. preserves 7~ and L = L. 
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(c) I f  L preserves 7~ and ft., there exists a countable set N c_ I such that, for any bounded 
measurable function f ,  we have 
L f (y )  = Lf(y) ,  y 6 I \ N. 
(II) Let L := (Lt,t  6 T) be a family of Bernstein-type operators of the form (1). If, for 
any t E T, Lt preserves 7~, (respectively, £), then the left-dual family ~. (Lt,t  6 T) 
(respectively, the right-dual family L := (Lt, t E T) ) is a family of Bernstein-type operators. 
PROOF Of I. 
(a) The first assertion immediately follows from (7) and (9). By Lemma l(a), the process 2 
has paths in £, and therefore, L preserves £, as it follows from Corollary l(b). Again by 
Lemma l(a), ~(x) = Z(x), x 6 I, which shows that L = L. 
(b) Statement (b) is proved in a similar way. 
(c) By assumption and Corollary l(b), L is representable by a process Z with paths in 7~ 
such that Z(a) = a, whenever a is real. Since L preserves £~, L is also representable by 
the process Z_, and therefore, Z(x) = (£ )Z(x - ) ,  x E I. Hence, we have from (7), (8), 
and Lemma l(c), 
Ly(y) = E I  (Z(y)),  y 6 I, 
and 
Recalling the proof of Proposition 1, the set 
N = {y • I :  (2) (y+) # (f.)Z(y)} 
is countable. This shows (c). 
PRoof  OF II. For each t 6 T, let Zt := (Zt(x), x 6 1) and 2t : -  (2t(y), y e I) be the stochastic 
processes representing the operators Lt and Lt, respectively. From the equality 
P(Zt(x)  >_ y) = P (Zt(y) < x) , x, y e 1, 
it is readily seen that Zt(x) converges weakly to x, as t --* co, for any x 6 I, if and only if 2t(y) 
converges weakly to y, as t --* co, for any y E I. A similar statement holds true with regard to the 
process Zt := (2t(y), y e 1) representing the operator Lt. The proof of Theorem 1 is complete. 
REMARK 2. Assume in Corollary l(b) that I = [a, co). Then if Z has paths in 7£, L preserves 
the set 7~. However, the converse implication is not true. A simple counter-example is given 
by the operator L defined as L f (x )  = 1/2 ( f (x)  + f(0)), x >__ 0, represented by a family Z such 
that P(Z(x)  = x) = P(Z(x)  = O) = 1/2, x _> 0. Notwithstanding, if L is an operator epresented 
by a family Z with paths in 7~, we can define its left-dual operator L as in (7) and Theorem 1 
still holds with minor modifications. The preceding applies if Z has paths in Z~ or if I = (-co, b] 
or 1 =R.  
Denote by 
~Kf ;6 ) :=sup{ l f (x ) - f (y ) l :x ,  ye I ,  I x -y l<6},  6>0,  
the usual first modulus of continuity of f .  Let ~'1 be the set of functions having finite first 
modulus of continuity and let 12 c_ ~'1 be the set of uniformly continuous functions. Also, for 
any a 6 (0, 1], let Lipl(a) be the Lipschitz class of first order defined as the set of functions f 6 L/ 
such that 
wl(f;6)_<A6 ~, 6>0,  for someA>0.  
If Z is an integrable family, the preservation of these sets of functions can be characterized in
terms of the expectation function re(x) := EZ(x) ,  x 6 I, as the following theorem shows. 
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THEOREM 2. Let L be an operator of the form (3) represented by an integrable family Z. Assume 
that L(Z) C_ Z. Then we have the following. 
(a) L(S)  C S if and only if the expectation function m E S, where S = T~, £, ~'1, or/4. 
(b) L(Lipl(c~)) C Lipl(a), for any a E (0, 1] if and only i fm E Lip1(1). 
PROOF. The "only if" part being trivial, we shall show the "if" part. The cases S = T~ and ,.q = £ 
immediately follow from Proposition 1 and Remark 1. Let 5 > 0 and let x, x + h E I with 0 < 
h < 5. By Lemma 2, it can be assumed that the process Z has paths in Z. Therefore, 
IL f (x  + h) - L f (x) l  < E I f (Z (x  + h)) - f (Z (x ) )  I < EWl(f; Z(x + h) - Z(x)).  (10) 
Using (10) and the well-known inequality 
wl( f ;ah)<( l+a)wl ( f ;h ) ,  a,h>_O, 
with a = wl (m; 5), we obtain 
~l(Lf; 5) < 2~(f; ~(m; 5)). 
The remaining cases follow from this inequality. This completes the proof of Theorem 2. 
REMARK 3. Let L := (Lt, t E T) be a family of Bernstein-type operators preserving the sets ~'1 
and Lip1 Ca). The question of finding the best absolute constants C in inequalities of the form 
wl(Lt f ;5)  <_ Cwl ( f ;5) ,  f E .~'1 or f E Lipl(a), 5 _~ 0, t E T, 
has been considered in [13,28] for particular families of operators L. 
4. SECOND-ORDER PRESERVATION PROPERTIES  
In this section, we consider the preservation of absolutely continuous functions, convex func- 
tions with a continuous derivative, functions having finite second modulus of continuity, and 
Lipschitz classes of second order, by an operator L represented by an integrable family Z. 
For any Borel set A C_ ]~n, denote by B(A) the Borel a-field in A. If the expectation func- 
tion m E T/, we also denote by m the Lebesgue-Stieltjes measure on (I,13(1)) determined 
by m((x,  y]) =- re(y) - m(x),  x, y E I, x < y. On the other hand, let A4 be the set of mea- 
surable functions, let ,4 be the set of absolutely continuous functions, and finally, let ,4+ C_ ,4 be 
the set of absolutely continuous functions ~ having a nonnegative derivative (I) I. The following 
theorem is concerned with the preservation of the sets A+ and ,4. Most of it is a consequence of
a more general result given in [23] (see Theorem 1), and therefore, we omit the proof. 
THEOREM 3. Let L be an operator of the form (3) represented by an integrable family Z. Assume 
that L(7~) C_ 7~. Then we have the following. 
(a) There exists an operator D of the form (3) such that 
(i) D(Ad) c_ A/l; 
(ii) for any ¢ E A+ satisfying (4) or • E ,4 verifying the following integrability condition, 
i I¢ ' ( t ) l (P (Z(y )>t ) -P (Z(x )>t ) )d t<oo,  x, yG I ,  x<y,  (11) 
we have 
Lq).(y) - LV(x)  = [ Dq~l(z)m(dz), z ,y  E I, z < y. (12) 
J(x ,y] 
(b) I f  D* is an operator of the form (3) satisfying (i) and (ii), then there exists a set N E B(I) 
with m(N)  = 0 such that, for any" integrable f E .M, 
D ' f  (z) = Df (z ) ,  z e I \N .  
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As a consequence, L(A+ ) C_ A+ ff and only i[ m e A+. 
measure on I, we have for any • E ,4+ satisfying (4), 
(L~)' = D~'. 
In particular, if m is the Lebesgue 
REMARK 4. With the assumptions ofTheorem 3, we have: L~ E A for any • E ,4 satisfying (11) 
if and only if m E A+. 
In the setting of Theorem 3, an operator D of the form (3) satisfying (i) and (ii) is called 
a derived operator of L. According to Part (b), it can be said that an operator L essentially 
determines "its" derived operator. However, the converse implication does not hold. That is, 
given an operator D of the form (3) satisfying (i) and (ii), then formula (12) does not define a 
positive linear operator L. To see this, we give the following. 
COUNTER EXAMPLE. Let I = [0, 1] and let D be the operator given by 
Of(z)  = E f (zY ) ,  z E I, 
where V is a random variable having the uniform distribution on [0, 1]. Then, the formula 
Lf(x)  = f(O) + fo x f (z)  -z f(O) dz, x E I, (13) 
defines a linear operator acting on the set of measurable functions f for which the right-hand 
side in (13) makes sense. For any • E A+, we obviously have 
L~(y) - L~(x) = D~'(z) dz, x ,y  E I, z < y. 
Thus, D is an operator of form (3) satisfying (i) and (ii) in Theorem 3. Notwithstanding, L is 
not a positive operator. Actually, L cannot be written as 
nf (x)  = ~ f(y)#x(dy), x E I, 
for a signed measure #x- For, if this was the case, we would have for any x E I \{0} and r e [0, x], 
#x([O, r ] )= l+ lnr - lnz ,  t tx( (O})=-oo and #x((0,r]) = +oc, 
which is a contradiction. 
Denote by C~ the set of convex functions which are continuous at the endpoints of I, whenever 
they are real. The following result, which is contained in [23] (see Theorem 2), deals with the 
preservation of the set Cx (we include it for the sake of clarity) . . . .  
COROLLARY 2. Let L be an operator of the form (3) represented by an integrable family Z of 
nonidentically distributed random variables. Assume that L(7~) C_ T~. Then, L(C~) C C~ ff and 
only if: 
(a) re(x) = cx + d, x E I, [or some constants c > 0 and d; 
(b) L has a derived operator D such that D(T~) C_ T~. 
In such a case, we have for any • E C~ satisfying (4), 
/: L~(y) - L¢(x)  = c D~'(z) dz, x ,y  E I, z < y. (14) 
Let C be the set of real continuous functions defined on I and let C (1 be the set of real functions 
with derivative f~ E C. Recall that the second modulus of continuity of f E C is given by 
w2( f ;5 ) :=sup{ IA2hf (X -h) l :x -h ,  x+hE I ,  0<h<5},  5>_0, 
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where 
A~hf(x -- h) := f (x  - h) - 2f(x) + f (x  + h). 
Analogous to the class 9Vl given in Section 3, we define 5r2 as the set of continuous functions 
having finite second modulus of continuity. Also, for any a E (0, 2], we denote by Lip2(a) the 
Lipschitz class of second order given by 
Lip2(a) := {f E C : w2(f; 5) < A6 a, 6 >_ O, for some A > 0}. 
If Z is a family such that E(Z(x)) 2 < c~, x E 1, the preservation of these sets of functions can 
be characterized in terms of the second-order moment, as is shown in Theorem 4 below. Previous 
to this, we need the following result (cf. [29]). 
LEMMA 3. (See [29].) Let f E C and 0 < 6 < (b - a)/2. Then, there exists a function P~f 
satisfying, 
(a) for almost everywhere x E I, 
I(P~f)"(x)l < ~ 6-2~2(f; 5); 
(b) for every x E I, 
3 
IPd(x) - f(z)l _< ~ ~2(f; ~). 
THEOREM 4. Let L be an operator of the form (3) represented by an integrable square fam- 
ily Z of nonidenticMly distributed random variables, with m2(x) := E(Z(x)) 2, x 6 I. Suppose 
that L(T~) C_ T~ and L(C~:) C_ Cx. Then we have the following. 
(a) L(S) C_ S if and only if m2 6 S, where S = Cx M C (1) or Jc2. 
(b) L(Lip2(a)) C_ Lip2(a), for any a E (0, 2], if and only if m2 E Lip2(2). 
Moreover, m2 E Lip2(2) if and only if 
w2(LI; 5) _< Cw2(f; 5), f E 9~'2, 6 > 0, (15) 
for a constant C > 0 independent of f and 5. 
PROOF. First, we shall show Part (a) with S = Cx N C (1). The "only if" part being obvious, we 
shall prove the converse implication. Since L(T~) C_ 7~ and L(Cx) c Cx, we can assert, according 
to Corollary 2, that L has a derived operator D1 such that DI(T~) C_ T~. The function ~(x) -- x 2 
belongs to Cx fq C (1), therefore, we have from (14), 
m2(y) - m2(x) = c Dlel(z) dz, x, y E I, x < y, 
where el (x) := x, x E I. 
By assumption, m2 E Cx fq C (1), so modifying the definition of D1 at point b (if necessary), 
we can say that Dlel(x), x E I, is a nondecreasing continuous function. By Theorem 2(a), we 
have DI(S) c S, with ,5" -- T~ and £:. Finally, applying formula (14) to any function • E CxMC (1) 
satisfying (4), we obtain the claim. 
We shall show the preservation of the remaining classes of functions. As in the preceding 
case, L has a derived operator D1 such that D1(7~) _C ~. Since Z is an integrable square family, 
formula (14) applied to ~(x) = x 2, x E I, implies that Dlel(x) < oo, x E I\{a, b}. Consequently, 
applying Theorem 3 to the interval I\{a, b}, D1 has a derived operator D2. 
For a function • whose second derivative ¢"  is bounded almost everywhere, we have, for 
any x -  h, x + h E I, h > 0, 
'A2hL~(x-h)[=ch fo ldz  /x-h+hz,x+hz] D2¢"(u)dDlel(u) I " (16) 
150 A. PI~REZ-PALOMARES 
Indeed, if z0 is an interior point of I, an application of the mean valued theorem asserts that 
I~'(z)l < IO'(zo)[ + M[z - zo[, for a constant M > 0. Since Z is an integrable square family, we 
have 
fli [O'(z)l (P(Z(y) > z ) -  P(Z(x) >_ z)) dz < e I, x < oo, x ,y  y. 
From Theorem 3(a), we can apply formula (12) to the functions LO and DlO' to conclude that, 
for any x - h, x + h E I, with h >_ 0, 
A2hLO(z - h) = c DlO'(z) dz - Dl¢'(z) dz 
-h  
Jo 1 -= ch (DlO'(x + zh) - Dl~'(x - h + zh)) dz 
D2~"(u) dDlel(u), = ch dz -h+zh,x+zh] 
which shows (16). 
Now, let f E 9r2. Let 5 > 0 and x - h, x + h E I, with 0 < h < 5. It is immediate that 
IA 2 L f (x  - h)l < IA2L(S - P~f)(x - h)l + IA~LP~S(x - h) I , (17) 
where P,~f is the function given in Lemma 3. 
Applying (16) to the functions ¢(x) = P,f(x) ,  ¢(x) = x 2, x E I, and taking into account 
Lemma 3(a), we obtain 
- _ dDlel(u) z dz -h-.kzh,x+zh] 
3 2 = -~ 5- w2(f; 6)A2m2(x - h) 
3 2 < ~ 5- u2(f; 5)w2(m2; 5). 
(18) 
On the other hand, Lemma 3(b) gives us 
[A2hL(f - P~f)(x - h)[ <_ 4 3 w2(f; 5) = 3w2(f; 5). (19) 
From (17)-(19), we deduce 
3 2 3) 5). w2(Lf; 5) < (-~ 5- w2(m2; 5) + w2(f; 
From the last inequality, Part (a) with S = 5r2, Part (b) and formula (15) are proved. The proof 
of Theorem 4 is complete. 
REMARK 5. In the setting of Theorem 4, we have: if f E $'2 and w2(m2; 5) ~_ A52, for a 
constant A > 0, then 
w2(L f ;5 )<_3(1 -bA)w2( f ;5 ) ,  5>_0. 
For the Bernstein operator, it is easy to see that w2(m2; 5) <_ 252, obtaining the constant C 
in (15) equals to 4, 5. This constant has been given in [19]. 
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5. EXAMPLES 
In this section, we consider some well-known families of Bernstein-type operators taken from 
the literature on approximation theory. We first give a suitable probabilistic representation for 
the operators under consideration. Some of their preservation and approximation properties can 
be found in [11,30-32] and the references therein. 
(A) GENERALIZED SZ~tSZ-KANTOROVICH OPERATOR. This operator has the form 
°¢t'mf(X) ~ e-tX (tx)k L1 k} L I  ( k + ul "" ) := ... f +- +urn dul. . ,  dum 
k=O 
= Ef  (N( tx )+Ul  + ' "+Um)  t , x>O, t>O, re=O, 1,..., 
where (N(x),x > 0) is a standard Poisson process and (Uk, k = 1,. . . ,m) are m independent 
and on the interval [0, 1] uniformly distributed random variables, which are also independent 
of (N(x),x > 0). Observe that St := St,o is the classical SzLsz operator and St := St,, is the 
Sz~sz-Kantorovich operator introduced by Butzer [30]. 
(B) GAMMA OPERATOR. This operator is defined by 
,L Gtf(x) := F(tx) f OtX-le -0 dO = E f  , x > O, t > O, 
where (G(x), x _> 0) is a gamma process, that is, a process tarting at the origin, having inde- 
pendent stationary increments and such that, for each x > 0, G(x) has the gamma density 
OX-,e-O 
dz(O) := F(x) ' 0>0.  
(C) GENERALIZED BERNSTEIN-KANTOROVICH OPERATOR. The definition is the following: 
:= k=o "'" n +'m ) dul .. .dun 
=E l (  Sn(x)+U'+'''+Um)n+m , xE[0,1],  n=l ,2 , . . . ,  m=0,1 , . .  , 
where 
n 
x e [0,1], 1 ,2 , . . . ,  
k=l  
and (Uk, k = 1, . . . ,  m) and (Xk, k = 1, 2, . . .  ) are two independent sequences of independent and 
on the interval [0, 1] uniformly distributed random variables. Observe that B,~ := Bn,o is the 
classical Bernstein polynomial of degree n, whereas Bn,1 is the Bernstein-Kantorovich operator. 
(D) BETA OPERATOR. This operator is given by 
L 
' - '  
~tf(x) := f(O) •(tx, t(1 x)) dO = E f  , x e [0,1], t > 0, 
- t, a ( t )  ) 
where fl(., .) is the beta function and (G(x), x _> 0) is the gamma process. 
All the preceding operators preserve monotonicity, since all the processes appearing in their 
probabilistic representation have nondecreasing paths. As we can find versions of the processes 
involved having right-continuous or left-continuous paths, all these operators preserve the sets 7"4 
and Z:. For m _> 1, the generalized Bernstein-Kantorovich operator Bn, m does not preserve the 
set 7~ nor the set £. For rn > 1, the generalized SzLsz-Kantorovich operator St,m does not 
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preserve £. All the remaining operators preserve both 7~ and £, as they can be represented 
by processes with paths in 7~ and £. However, for the sake of brevity, we shall consider these 
operators as preserving 7~, and therefore, evaluate their left-duals preserving £]. 
In each case, the process Z is integrable. In fact, it can be seen by calculus that EZ(x) = cx+d, 
with c = 1 and d = 0 in Cases (B) and (D), c = 1 and d = m/2t in Case (A) and c = n/(n + m) 
and d = m/2(n + m) in Case (C). Hence, by Theorem 2, all the operators above preserve the 
sets $-1,/d and Lip1 (a), a E (0, 1]. Finally, we shall compute their derived operators, determined 
up to an exceptional set of zero Lebesgue measure. It will be clear that, in each case, the 
derived operator preserves the set T~. Therefore, by Corollary 2, all the operators considered 
preserve convexity. It is easy to see that the second-order moment of all the processes involved 
are polynomials of second degree, therefore, as a consequence of Theorem 4, all the operators 
preserve the sets Cx ~g(1, $'2 and Lip2(a) for any a E (0,2]. In fact, w2(m2; 5) <: 252 in all cases 
considered, obtaining a constant C = 4, 5 in inequalities of type (15). 
Together with the preceding notations, we shall use the following: for any real x, Ix] denotes 
the integral part of x and Ix] stands for the ceiling of x, i.e., the smallest integer not less than x, 
with the convention that Ix] = 0, x < 0. Finally, recall that (cf. [33]) for any m = 1,2 . . . .  , the 
random variable U 1 ~-''" --~ U m has density 
gin(z):= (m-  1)i E ( - -1 )k  k (z-k  ~m-1 ]q- , 
k=O 
z e [0 ,m] ,  (g0(z)  = 
(A) GENERALIZED SZASZ-KANTOROVICH OPERATOR. Let x, y _ 0, t > 0, and m = 0, 1, 2 , . . . .  
Using the well-known formula (cf. [34]) 
P(N(x) >_ y) = P(G([yl) <- x), (20) 
we see that 
p (N(tx)+Ul+...+ Urn> y)=p (G([ty-U1 . . . . .  Urn]) ) 
t - -~ <_x  , 
where (Uk, k = 1, . . . ,  m) are independent of the gamma process (G(x), x > 0). Therefore, it 
follows by calculus that the left-dual operator of St,m is given by 
' t 'mf(y)=Ef( G([ty-U1 . . . . .  t Urn])) = ~mGtf([tY-t z]]~gm(Z) dz 
=Egm+l(tY- [ty]+r+l)aJ [ty-r] . 
r=0 t 
This means that :~t,m produces polynomial splines of order m + 1 with knots k/t, k = O, 1,... 
of multiplicity 1 (see [35]). Similarly, it can be seen that the left- and right-duals of the Sz~sz 
operator St are given, respectively, by 
Stf(y)=Gtf ([-~ -) and Stf(y)=Gtf ([ty]? l ) .  
It is therefore clear that St and St differ in a countable set. 
Finally, it can be proven that the derived operator of St,m is given by 
Dt,m : St,m+l. 
(B) GAMMA OPERATOR. Let x, y >_ 0, and t > 0. Let (G(y),y > 0) be the left-continuous 
inverse process of the gamma process (G(x), x > 0), which satisfies 
~yy oo ox- le-O P (G(y) < x) -- P(V(x) > y) = F(x'------~ dO. 
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Then, the left-dual operator of Gt is given by 
NY) 
W(Y) =Ef 7 ( > 
It is worth noting that P(G(y) 5 k + 1) = P(N(y) 5 k), k = O,l,. . , as it follows from (20). 
Thus, for each y > 0, the random variable G(y) - 1 has a continuous distribution function which 
coincides with the Poisson distribution with mean Y on the set of nonnegative integers, Moreover, 
G(Y) - I St N(Y) Ist G(Y). 
As for the derived operator Dt of Gt, it is not hard to see that 
Dtf(x) = Ef 
UG(tx + 1) + (1 - U)G(tx) 
t 
where U is a random variable independent of (G(z), x 2 0) having the uniform distribution 
on [0, I]. 
(C) GENERALIZED BERNSTEIN-KANTOROVICH OPERATOR. Let x, y E [O,l], n = 1,2,. , 
and ‘rn = 0, 1,2,. . . The Bernstein operator B, preserves the set 7?. Nevertheless, for m > 1, 







G(n + 1) 
where a A b = min(a, b) and (Vk, k = 1,. , m) are independent of (G(X), z 2 0). 
Consider the operator Bz,, defined by 
B;t,,.f(~) = Ef 
G([(ny+my-Ul-..~-U,)~nl) 
G(n + 1) > 
r(uY + my - 2) * nl 
=%a+,,( n+I )&&)di 
= 2 gm+l(nY + mY - rnY + mY1 + r + I)P,+if 
T(ny + my - r) A nl 
r=ll n+l 
where the last equality follows by calculus. Observe that B* n,m produces polynomial splines of 
order m + 1 with knots k/(n + m), k = 0,. . , n + m of multiplicity 1. In particular, we have for 
the Bernstein operator, 
We note the following: B,& preserves the set 2. BG is the leftrdual operator of the Bernstein 
polynomials. For m > 1, Bz,, is not the left-dual operator of B,,,, as it can be proved that 
B*,,&(a) = Bn.mf(z)r z E 10, I) and +,&(I) = f(I) # B,,&(l). 
Finally, the derived operator of B,,, is given by 
D n,m = Bn-I,~+I, (Bo,, = 0). 
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(D) BETA OPERATOR. Let z, y E [O,l], and t > 0. Denote by (~t(y),O 5 y 5 1) the left- 
continuous inverse process of (G(tz)/G(t),O 5 z < 1). We have 
(22) 
As in the preceding examples, the left-dual operator of ,k$ is given by 
MY) = Ef(n(~)) 
It follows from (21) and (22) that 
p k+l %+1(Y) 5 n+l 
> 
= P(‘%(Y) 5 k), k=O,l,..., 72 
Therefore, for any n = 1, ‘2,. . and y E (0, I), the random variable (n + 1)7,+1(y) - 1 has a 
continuous distribution function which coincides with the binomial distribution with parameters n 
and y on the set (0, 1, . , n}. 
Finally, some tedious computations how that the derived operator Dt of pt is given by 
&f(x) = Ef u G(tx + 1) G(tx) qt + 1) +(1-U) > G(t+l) ’ 
where U is a random variable independent of (G(z),z 2 0) having the uniform distribution 
on [0, 11. 
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