Abstract. A graph is called equistable when there is a nonnegative weight function on its vertices such that a set S of vertices has total weight 1 if and only if S is maximal stable. We show that a necessary condition for a graph to be equistable is sufficient when the graph in question is distance-hereditary. This is used to design a polynomial-time recognition algorithm for equistable distancehereditary graphs.
Introduction
The equistable graphs were introduced by Payan [21] and further studied by Mahadev, Peled and Sun [17] . They are also discussed in [16] . They appear as a generalization of threshold graphs. A graph is called threshold if there is a non-negative weight function on its vertices such that each stable (independent) set of vertices has total weight at most 1, and each non-stable set of vertices has a total weight exceeding 1. It follows from the results of Orlin [20] that the weight function can then be chosen as strictly positive and such that all (inclusionwise) maximal stable sets have a total weight of exactly 1 (and so the non-maximal stable sets have a total weight smaller than 1, and the non-stable set have a total weight larger than 1). The book [16] discusses threshold graphs extensively. Definition 1.1. A graph G = (V, E) is equistable if there is a nonnegative weight function w on V such that a set S ⊆ V satisfies w(S) := w(v) = 0 and S is a maximal stable set containing v, then T = S\ {v} is a non-maximal stable set satisfying w(T ) = w(S).
The problem of recognizing equistable graphs in polynomial time is still open. As pointed out by Igor Zverovich [24] , there is an exponentialtime algorithm to recognize an equistable graph as follows. Using linear programming, check whether the polytope defined by w ≥ 0 and w(S) = 1 for all maximal stable sets S is empty, and whether it is contained in any of the hyperplanes w(T ) = 1 for the non-empty sets T that are not maximal stable. The graph in question is equistable if and only if the answers to all these questions are negative (for the "if" part, use volume considerations, as in [17] or [16] ). As for polynomialtime recognition, we do not even know that recognizing an equistable graph is in NP. Nevertheless, many results are known about equistable graphs.
Definition 1.2 ([17])
. A graph G = (V, E) is strongly equistable if for each set ∅ = T ⊆ V such that T is not maximal stable, and for each constant c ≤ 1, there is a non-negative weight function w on V such that w(S) = 1 for each maximal stable set S, and w(T ) = c.
Theorem 1.3 ([17]
). The strongly equistable graphs are equistable.
Conjecture 1.4 ([17]
). The equistable graphs are strongly equistable.
Mahadev, Peled and Sun verified Conjecture 1.4 for a class of graphs containing all perfect graphs. In addition they showed that the strongly equistable graphs are closed under disjoint unions and joins, and therefore the cographs (the graphs without induced P 4 , the path on 4 vertices) are strongly equistable. They also gave a necessary condition for equistability and a sufficient condition for strong equistability stated below. We will denote the set of neighbors of a vertex v by N (v) and use the notation N (W ) = v∈W N (v). An induced path of length 3 on the vertices a, b, c, d in that order will be denoted by P 4 (a, b, c, d). We say that a set A meets a set B when A ∩ B = ∅.
Theorem 1.5 ([17]
). Each equistable graph satisfies the following condition.
(1.1)
For each P 4 (a, b, c, d), each maximal stable set containing {a, d} meets N (b) ∩ N (c).
We say that a P 4 (a, b, c, d) of a graph G is bad in G if some stable set S of G contains {a, d} and satisfies N (b) ∩ N (c) ⊆ N (S). We may omit mentioning G if it is clear from the context. Such a set S can always be extended to a maximal stable set, which we will call a witness against P 4 (a, b, c, d) in G. Thus Theorem 1.5 can be reformulated as follows: equistable graphs do not have a bad P 4 . It is not known whether the converse is true.
Recall that a vertex is called simplicial if its neighbors form a clique. A simplicial clique is a clique induced by a simplicial vertex and all its neighbors. Theorem 1.6 ( [17] ). Let G be a graph satisfying the following condition.
( 1.2) The simplicial cliques of G contain all its edges.
Then G is strongly equistable.
Condition (1.2), which is easily recognizable in polynomial time, is not necessary for strong equistability, as can be seen from the cycle C 4 , which does not satisfy (1.2), yet is strongly equistable by being a cograph.
Peled and Rotics [22] verified Conjecture 1.4 for chordal graphs (independently of their perfection), and showed that a chordal graph is equistable if and only if it satisfies Condition (1.2). Korach and Peled [14] verified the conjecture for series-parallel graphs. They also showed that a 2-connected series-parallel graph is equistable if and only if it satisfies Condition (1.2) or is the complete bipartite graph K k,2 , k ≥ 2. They extended the latter result to general series-parallel graphs as well.
For both chordal and series-parallel graphs, the absence of a bad P 4 is also sufficient for equistability, and therefore easily checkable by the structural characterizations mentioned above. However, checking the absence of a bad P 4 seems to be difficult in general, as suggested by the following result of Igor Zverovich [24] . Consider the following decision problem.
Proof. Clearly Problem 1.7 is in NP: a given witness can be verified in time O(n 2 ), where n is the number of vertices. We reduce the Satisfiability problem to Problem 1.7 as follows. Given an instance of Satisfiability with clauses c 1 , . . . , c m and variables x 1 , . . . , x n , make each c i and each x j and x j into a vertex, connect each x j to x j , and connect each c i to the literals appearing in it. Finally add a P 4 (a, b, c, d) with new vertices and connect b and c to each clause. This gives a graph G in which N (b) ∩ N (c) is the set of clauses. Figure 1 illustrates the construction for the instance (
Illustrating the proof of Theorem 1.8
If there exists a satisfying assignment, then the corresponding literals together with a and d constitute a witness against P 4 (a, b, c, d) in G, and conversely.
A graph is distance-hereditary when for every two vertices u and v, all chordless paths between u and v have the same length. In order to formulate a characterization of distance-hereditary graphs, we use the following terminology. Two vertices u and v are called twins when N (u)\ {v} = N (v)\ {u}. Adjacent twins are called true twins, and non-adjacent twins are called false twins. A vertex of degree one will be called a tail, and instead of saying that we introduce a new tail z adjacent to a vertex x, we say that x grows a tail z. Bandelt and Mulder [1] characterized distance-hereditary graphs by the following theorem.
Theorem 1.9 ([1]).
A graph is distance-hereditary if and only if it can be generated from the one-vertex graph by repeatedly adding twins and growing tails.
In the terminology of [1] , the reverse of the above generation is called a pruning sequence, and it can be found in linear time [8, 12] . The properties of distance-hereditary graphs have been exploited in the design of interconnection network topologies [10, 23] . In [5] , distancehereditary graphs are used to compress the routing information in a new model for compact routing. Efficient solutions for optimizations problems restricted to distance-hereditary graphs are given in [2, 4, 6, 9, 13, 12, 15, 18, 19] . In fact, distance-hereditary graphs have clique-width at most 3 [11] with a linear-time construction of the 3-expression, yielding linear-time algorithms for a large number of problems [7] . The class of distance-hereditary graphs is known to contain the classes of trees and cographs, and to be contained in the class of brittle graphs, which in turn is contained in the class of perfect graphs [3, 12] .
In this paper we show that the converse of Theorem 1.5 holds for distance-hereditary graphs, and so the absence of a bad P 4 is both necessary and sufficient for a distance-hereditary graph to be equistable. We give polynomial-time algorithms for Problem 1.7 restricted to distance-hereditary graphs, and for recognizing equistable distancehereditary graphs. The characterization and the algorithms are based on Theorem 1.9 and focus on whether or not a step in the generation process creates a bad P 4 .
Characterization
It will be convenient to use the following definition. Definition 2.1. Let G = (V, E) be a graph. A normal weight function for G is a non-negative weight function w on V such that all maximal stable sets S ⊆ V satisfy w(S) = 1. An equistable weight function for G is a normal weight function w such that w(T ) = 1 for all sets T ⊆ V that are not maximal stable.
Thus G is equistable if and only if it has an equistable weight function.
Our aim here is to prove that a distance-hereditary graph G with no bad P 4 is equistable. The next lemma shows that we may assume that G is connected.
Lemma 2.2.
(1) A graph G is equistable if and only if each connected component of G is equistable.
(2) A graph G has no bad P 4 if and only if each connected component of G has no bad P 4 .
Proof.
(1) It is sufficient to show that when G 1 and G 2 are vertexdisjoint graphs, G = G 1 ∪ G 2 is equistable if and only if G 1 and G 2 are equistable. Let G i = (V i , E i ) for i = 1, 2 and let G = (V, E) so that
Only if: Let w be an equistable weight function for G. Then it is easy to see that w(S 1 ) is a constant α 1 > 0 for all maximal stable sets S 1 of G 1 , and w(S 2 ) = 1 − α 1 for all maximal stable sets S 2 of G 2 . Therefore the function w 1 , defined to be w/α 1 restricted to V 1 , is a normal weight function for G 1 . Let T 1 ⊆ V 1 be any set that is not maximal stable in G 1 , and let S 2 be maximal stable in G 2 . Then T 1 ∪ S 2 is not maximal stable in G, and consequently 1 = w(T 1 ∪ S 2 ) = α 1 w 1 (T 1 ) + w(S 2 ), or equivalently w 1 (T 1 ) = (1 − w(S 2 ))/α 1 = 1. This shows that w 1 is an equistable weight function for G 1 , so that G 1 is equistable. Similarly G 2 is equistable.
If: Let w i be an equistable weight functions for G i , i = 1, 2. Then for all 0 < α < 1, the weight function w on V given by
is normal for G. We show that for some α, w(X) = 1 for all sets X that are not maximal stable in G, which means that for this α, w is an equistable weight function for G. Suppose X is not maximal stable in G, so that we may assume without loss of generality that X 2 is not maximal stable in G 2 , and consequently w 2 (X 2 ) = 1. Then the equality w(X) = 1, which is equivalent to α · (w 1 (X 1 ) − w 2 (X 2 )) = 1 − w 2 (X 2 ), holds for a single value of α or for no α. Since there is only a finite number of such subsets X, we can choose an appropriate α such that w becomes an equistable weight function for G.
(2) Consider a bad P 4 in a connected component C of G. Then there is a witness S against the P 4 in C, and S extended to a maximal stable set of G is a witness against the P 4 in G. Conversely, consider a bad P 4 in G, and let C be the connected component of G containing the P 4 . There is a witness S against the P 4 in G, and S restricted to C is a witness against the P 4 in C.
We consider the process of generating G according to Theorem 1.9. First we show that none of the intermediate graphs obtained in the process can have a bad P 4 . This is a consequence of the following lemma. Next we show that growing a tail to a false twin creates a bad P 4 .
Lemma 2.4. Let v 1 and v 2 be false twins in a connected graph G. If v 1 grows a tail, then a bad P 4 is formed.
Proof. The shortest path from v 1 to v 2 has length 2; let v 3 be its middle vertex, and let z be the tail. Then the
A clique (set of vertices inducing a complete subgraph) meeting all maximal stable sets will be called a strong clique.
Theorem 2.5. In a distance-hereditary graph with no bad P 4 , each vertex is contained in a strong clique.
Proof. We denote the property that each vertex is contained in a strong clique by P . Let G be a distance-hereditary graph with no bad P 4 . We show by induction on the number of vertices of G that G has property P . By Lemma 2.2 we may assume that G is connected. By Theorem 1.9, G is generated from the one-vertex graph by adding twins and growing tails. By lemma 2.3, all the intermediate graphs have no bad P 4 . Therefore it is enough to show that if G has property P , we obtain G ′ from G by adding a twin or growing a tail, and G ′ has no bad P 4 , then G ′ has property P . We consider separately the cases of true twin, false twin, and tail.
Case 1: G ′ is obtained by adding a true twin x 2 to a vertex x 1 of G. Let x be any vertex of G and let C be a strong clique of G containing x. We assert that (i) if
In either case we found a strong clique of G ′ containing x, and (i) applied to the case x = x 1 gives a strong clique of G ′ containing x 2 . It remains to prove the assertion. (i) Let S ′ be a maximal stable set of
′ is maximal stable in G and therefore meets C, and therefore meets C ∪ {x 2 }. (ii) Assume that C is not a strong clique of G ′ , if possible. Then some maximal stable set
′ , and hence in G, but it does not meet C, a contradiction to the strongness of C in G. If x 2 / ∈ S ′ , then S ′ is maximal stable in G, and therefore meets C, in contradiction to our assumption. Case 2: G ′ is obtained by adding a false twin x 2 to a vertex x 1 of G. Each maximal stable set of G ′ contains both or none of x 1 and x 2 . Let x be any vertex of G and let C be a strong clique of G containing x. We assert that (i) if x 1 ∈ C, then C and (C \ {x 1 }) ∪ {x 2 } are strong cliques of G ′ , and (ii) if x 1 / ∈ C, then C is a strong clique of G ′ . Again, in either case we found a strong clique of G ′ containing x, and (i) applied to the case x = x 1 gives a strong clique of G ′ containing x 2 . It remains to prove the assertion. (i) Let S ′ be a maximal stable set of
′ is maximal stable in G, and since C is a strong clique in G,
} is maximal stable in G, so it meets C, and therefore S ′ meets C.
Then S or S ∪ {x} is maximal stable in G, and so meets C in some vertex other than x. In both cases, S meets C, hence S ′ meets C.
(ii) Now assume that x ∈ C. Assuming that C is not a strong clique in G ′ , we will show that G ′ has a bad P 4 , in contradiction to our assumption. Since C is not a strong clique in G ′ , there is a maximal stable set S ′ of G ′ that does not meet C. Since x ∈ C and C does not meet S ′ , x / ∈ S ′ , and therefore z ∈ S ′ . Let S = S ′ \ {z}. Then S is a stable set in G that does not meet C, and therefore is not maximal stable in G. The only way to extend S into a maximal stable set of G is to add x, so S ∪ {x} is maximal stable in G. Since S ′ is maximal stable in G ′ and does not meet C, each vertex of C \ {x} has a neighbor in S ′ other than z, in other words a neighbor in S. There exists a vertex v 1 ∈ C \ {x} because G is connected and has more than one vertex, and by the above
Corollary 2.6. In an equistable distance-hereditary graph, each vertex is contained in a strong clique.
Proof. This follows from Theorems 1.5 and 2.5.
Theorem 2.7. If an equistable graph has a strong clique containing a pair of true twins and one of the twins grows a tail, then the resulting graph is equistable.
Proof. Let C be a strong clique containing the true twins x 1 and x 2 in an equistable graph G. Let x 1 grow a tail z, resulting in a graph
In the first case, S ′ \ {z} meets C and therefore S ′ meets C. In the second case, (S ′ \ {z}) ∪ {x 2 } is another maximal stable set in G, but then S ′ ∪ {x 2 } is stable in G ′ , contradicting the maximality of S ′ . Let w be an equistable weight function for G, and define the weight function w ′ for G ′ as follows:
where ε is a parameter. Figure 2 lists the changes from w to w ′ in parentheses. For small enough ε > 0, w ′ is non-negative. Moreover, it is a normal weight function for G ′ for the following reason. Each maximal stable set
Corollary 2.8. If a true twin in a distance-hereditary equistable graph grows a tail, the resulting graph is equistable.
Proof. This follows from Corollary 2.6 and Theorem 2.7, since a strong clique containing one of two true twins can be extended to a strong clique containing both.
The next two lemmas show that adding a twin preserves equistability.
Lemma 2.9 (Theorem 5.4 of [17] ). In every graph, the operation of adding a false twin preserves equistability.
Lemma 2.10. In a distance-hereditary graph, the operation of adding a true twin preserves equistability.
Proof. Let G ′ be obtained from an equistable distance-hereditary graph G by adding a true twin to a vertex x. By Corollary 2.6, x is contained in a strong clique C of G. The characteristic function w of C, which takes the value 1 at the vertices of C and the value 0 at the other vertices, is a normal weight function for G satisfying w(x) = 1. The graph G is also strongly equistable, since it is perfect, and an equistable perfect graph is strongly equistable by Theorem 5.1 of [17] . Theorem 5.6 of [17] says that if G is strongly equistable and has a normal weight function w and a vertex x with w(x) = 1, then substituting any strongly equistable graph H for x preserves strong equistability (substitution means deleting x, adding H, and joining each vertex of H to each neighbor of x in G). Applying this to our situation with H being a clique of size 2, i.e., adding a true twin to x, results in a strongly equistable graph. Therefore G ′ is strongly equistable and hence equistable.
We come now to the main theorem of this section. Theorem 2.11. A distance-hereditary graph with no bad P 4 is equistable.
Proof. Let G be a smallest counter-example, a distance-hereditary graph without a bad P 4 that is not equistable. We will derive a contradiction. Since each graph with at most three vertices is equistable, G has more than three vertices. Recall also that we may assume that G is connected by Lemma 2.2.
We assert that G has no twins. Assume otherwise and remove one twin from G, to obtain a smaller distance-hereditary graph G 1 , which has no bad P 4 , for otherwise G would have one by Lemma 2.3. By the minimality of G, G 1 is equistable. Therefore G is equistable by Lemmas 2.9 and 2.10. This contradicts the choice of G.
Since G is distance-hereditary and has no twins, it has tails, and no two tails have the same neighbor. Let z be a tail of x in G. If x has degree 2 in G, let y be the other neighbor of x. Since y is not a tail, it has another neighbor v, and G has the bad P 4 (z, x, y, v), a contradiction. Therefore the degree of x in G is at least 3.
By the above, the graph H obtained by removing all the tails of G is a connected distance-hereditary graph with at least three vertices and having no tails. Therefore H has twins. But H has no false twins, for otherwise they would remain false twins in G, or G would have a bad P 4 by Lemmas 2.4 and 2.3. Therefore H has true twins.
Let x 1 and x 2 be true twins of H. Since they are not twins in G and G is obtained from H by growing tails, at least one of x 1 and x 2 has a tail in G. Suppose only one of them, say x 1 , has a tail z 1 in G. Then G − z 1 is a distance-hereditary graph smaller than G, and it has no bad P 4 by Lemma 2.3. By the minimality of G, G − z 1 is equistable, hence G is equistable by Corollary 2.8, a contradiction. Therefore x i has a single tail z i in G for i = 1, 2.
The distance-hereditary graph G ′ = G − {z 1 , z 2 } has no bad P 4 by Lemma 2.3, so by the minimality of G, G ′ is equistable. By Corollary 2.6 and the fact that x 1 and x 2 are true twins in G ′ , they are contained in a strong clique C of G ′ . We assert that C remains a strong clique in G. Indeed, let S be a maximal stable set in G. If z i / ∈ S, then S meets C at x i and we are done. Assume now that z 1 , z 2 ∈ S, and consider the stable set
If S ′ meets C, then so does S and we are done. So assume that S ′ does not meet C, and therefore S ′ is not maximal stable in G ′ . The only way to extend S ′ in G ′ is to add x 1 or x 2 , and since x 1 and x 2 are twins in G ′ , both S ′ ∪ {x 1 } and S ′ ∪ {x 2 } are stable sets in G. Therefore S does not meet N (x 1 ) ∩ N (x 2 ) in G. This shows that P 4 (z 1 , x 1 , x 2 , z 2 ) is a bad P 4 in G, a contradiction. This proves the assertion.
Let w ′ be an equistable weight function for G ′ , and define a weight function w for G by
where ε 1 , ε 2 are parameters. Figure 3 lists the changes from w ′ to w in parentheses. For small enough ε 1 , ε 2 > 0, w is non-negative. Moreover, it is a normal weight function for G for the following reason. Each maximal stable set S of G meets C in a single vertex s. If s = x 1 (or similarly if s = x 2 ), then x 2 / ∈ S and hence z 2 ∈ S, and S ′ = S \ {z 2 } is maximal stable in G ′ . Therefore w(S) = w(S \ {z 2 ,
We want to choose ε 1 , ε 2 so that w becomes an equistable weight function for G. For that purpose, consider any set T of vertices of G that is not maximal stable, and put
, which is maximal stable in G. In each of these cases w(T ) = w ′ (T ′ ) = 1 provided we choose ε 1 = ε 2 . The case of t = x 2 is similar. If t = x 1 , x 2 , then T is not T ′ ∪ {z 1 , z 2 }, which is maximal stable in G, and we reach the same conclusion. Finally assume that T ′ is not maximal stable in G ′ , and therefore w ′ (T ′ ) = 1. There are integers k 1 , k 2 , possibly zero, such that w(T ) = w
Then w(T ) = 1 unless ε 1 , ε 2 satisfy a particular linear equation that depends on T via k 1 , k 2 (in case they are not both zero). Since there is only a finite number of such sets T , we can choose ε 1 , ε 2 as required.
Therefore G is equistable, in contradiction to its choice.
Recognition
Our aim here is to show that in contrast to Theorem 1.8, Problem 1.7 for distance-hereditary graphs is in P . We know by Theorem 1.9 that G is generated from the one-vertex graph by adding twins and growing tails, and we can assume that we have found a sequence of such generating steps. Since the number of P 4 's is polynomial, we can solve Problem 1.7 recursively. In other words, let G ′ be a distance-hereditary graph and assume that for each P 4 of G ′ , we already know whether or not it is bad in G ′ . Let G be obtained by adding a twin or growing a tail to a vertex of G, and now we solve Problem 1.7 for G.
When G is obtained from G ′ by adding a twin, matters are quite simple, and Problem 1.7 is solved by the following assertion, whose proof is quite straightforward. a, b, c, d ) is bad in G if and only if the P 4 obtained from it by replacing x by x ′ is bad in G ′ .
The "if" part of (1) follows from Lemma 2.3. For the "only if" part of (1), let S be a witness against P 4 (a, b, c, d 
′ are false or true twins. In the proof of (2), we distinguish the cases that x is an end-vertex or a mid-vertex of P 4 (a, b, c, d ). First let x be an end-vertex, say x = a. We need to show that P 4 (x, b, c, d ) is bad in G if and only if
′ are false or true twins. Conversely, if P 4 (x ′ , b, c, d) is bad in G ′ , then it is also bad in G by Lemma 2.3, and there is witness S against
{x} is a witness against P 4 (x, b, c, d) in G according as x and x ′ are false or true twins. Now we prove (2) when x is a mid-vertex, say x = b. We need to show that P 4 (a, x, c, d) is bad in G if and only if P 4 (a,
Then it is bad in G by Lemma 2.3, and there is a witness S against it in G. Therefore {a, d} ⊆ S and N (x ′ )∩N (c) ⊆ N (S). Since x and x ′ are twins, we have
, and this shows that S is a witness against P 4 (a, x, c, d ) in G. Conversely, assume that P 4 (a, x, c, d) is bad in G, and there is a witness S against it in G. Then {a, d} ⊆ S and N (x) ∩ N (c) ⊆ N (S). By the argument above we have
. This implies that S is a witness against P 4 (a, x ′ , c, d) in G ′ , and completes the proof of Assertion 3.1. From now on we assume that G is obtained by growing a tail z to a vertex x of G ′ . We consider separately all kinds of a P 4 in G.
Case 1: The P 4 contains x but not z. We show that the status of the P 4 in G ′ (bad or not) remains the same in G. If the P 4 is a bad in G ′ , it remains bad in G by Lemma 2.3. Now assume the P 4 is not bad in G ′ . Let S be a maximal stable set in G containing the end-vertices of the P 4 . We assert that S ′ = S \ {z} is a maximal stable set in G ′ . This assertion is clearly true when z / ∈ S (S ′ = S). If z ∈ S, then x / ∈ S and therefore x is a mid-vertex of the P 4 , and x cannot be added to the stable set S ′ = S \ {z}, since the latter contains both end-vertices. Therefore S ′ is maximal stable in G ′ in this case too, which proves the assertion. Since the P 4 is not bad in G ′ , S ′ has a common neighbor of the mid-vertices, and therefore so does S. This shows that S is not a witness against our P 4 , which means that our P 4 is not bad in G.
Case 2: The P 4 contains x and z. Thus z is an end-vertex and x is a mid-vertex. Let the P 4 in question be P 4 (z, x, y, a), as illustrated in Figure 4 . We show how to recognize if P 4 (z, x, y, a) is bad or not in G. Indeed, let S be a maximal stable set in G containing {z, a, c}. The set S ′ = S \{z} is a maximal stable set in G ′ containing the end-vertices a and c of P 4 (a, y, x, c). Since S ′ is not a witness against P 4 (a, y, x, c), S ′ meets N (y) ∩ N (x), and therefore so does S. Therefore S is not a witness against P 4 (z, x, y, a) in G, which proves Assertion 3.2.
Let us denote D = N (x) ∩ N (y) \ N (a). Thus D is the set of vertices of G that are common neighbors of the mid-vertices x, y, but are nonneighbors of the end-vertices z, a of P 4 (z, x, y, a). We construct a set U of vertices as follows. Consider the set U 0 = N (D) \ N ({z, x, a}) (in particular, U 0 is disjoint from {z, x, y, a} ∪ D). Let
Partition U 1 so that two vertices are in the same part if and only if they have the same neighbors in D, and choose a representative from each part to form the set U . Thus the sets N (u) ∩ D for u ∈ U form an antichain with respect to inclusion, i.e., none of these sets is a subset of another.
Assertion 3.3. U is a stable set.
Indeed, assume that u 1 , u 2 ∈ U are neighbors, if possible. By the construction of U there exist vertices
. This is illustrated in Figure 6 . Then G ′ has two chordless paths of different lengths from x to u 1 , namely x, d 1 , u 1 and x, d 2 , u 2 , u 1 . This contradicts the assumption that G ′ is distance-hereditary and proves Assertion 3.3.
The following assertion determines whether or not P 4 (z, x, y, a) is bad in G in Case 2. (1) Assume that G has a vertex c such that c ∈ N (x) \ ({z} ∪ N ({a, y})) and P 4 (a, y, x, c) is bad in G ′ . Then P 4 (z, x, y, a) is bad in G. To show (1), let S be a witness against P 4 (a, y, x, c) in G ′ . Then x / ∈ S, and S does not meet N (x) ∩ N (y). Therefore S ∪ {z} is a witness against P 4 (z, x, y, a) in G.
Now we show the "if" part of (2) . By the construction of U and by Assertion 3.3, the set U ∪ {z, a} is stable. Extend it to a maximal stable set S in G. Then S is a witness against P 4 (z, x, y, a) in G, since it cannot contain any vertices of N (x) ∩ N (y) (because these vertices are in D ⊆ N (U ) ⊆ N (S)).
To prove the "only if" part of (2), we assume that D N (U ) and show that each maximal stable set S in G containing {z, a} is not a witness against P 4 (z, x, y, a), i.e., meets N (x) ∩ N (y), and hence P 4 (z, x, y, a) is not bad in G. (2) and Assertion 3.2, c does not belong to a set that is a witness against P 4 (z, x, y, a) in G. But c belongs to S, so S is not a witness against P 4 (z, x, y, a) in G, and we are done. Finally, if c / ∈ N (x), then by the construction of U we have c ∈ U or else there exists c
This means that d has a neighbor in U , namely c or else c ′ , and contradicts the choice of d.
Case 3: The P 4 does not contain x. Then the P 4 in question is contained in G ′ − x, and we denote it by P 4 (a, b, c, d). Once again, if
) is not bad in G for the following reason. Let S be any maximal stable set in G containing {a, d}. If x ∈ S, then S is maximal stable in G ′ , and hence meets N (b) ∩ N (c) since P 4 (a, b, c, d) is not bad in G ′ . If x / ∈ S, then z ∈ S, and S \ {z} or (S \ {z}) ∪ {x} is maximal stable in G ′ , hence it meets N (b) ∩ N (c) at some vertex v. The vertex v cannot be x: this is clear in case x / ∈ N (b) ∩ N (c), and in case x ∈ N ({a, d}) it follows from {v, a, d} ⊆ S. Therefore S \ {z} meets N (b) ∩ N (c), and so does S.
So from now on we may assume that x ∈ N (b) ∩ N (c) \ N ({a, d}).
Assertion 3.5. Let g ∈ N (x) \ (N ({a, d}), and assume that g is a neighbor of exactly one of b, c, say g ∈ N (c) \ N (b), as illustrated in Figure 7 . If P 4 (a, b, c, g) is not bad in G ′ , then g does not belong to any set that is a witness against P 4 (a, b, c, d ) in G. Indeed, let S be any maximal stable set in G containing {a, d, g}. Then x / ∈ S, hence z ∈ S, and hence S ′ = S \ {z} is maximal stable in
, and so does S. This shows that S is not a witness against P 4 (a, b, c, d) in G and proves Assertion 3.5.
Let us denote
We construct a set W as follows. Consider the set W 0 of those vertices w of G such that w is a neighbor of at most one of b, c, x (in particular w / ∈ F ), w / ∈ N ({a, d, z}) (in particular w / ∈ {b, c, x}), and w ∈ N (F ) (in particular w / ∈ {a, d, z}). Let
Again, partition W 1 so that two vertices are in the same part if and only if they have the same neighbors in F , and choose a representative from each part to form the set W . So once again the sets N (w) ∩ F for w ∈ W form an antichain with respect to inclusion. Assertion 3.6. W is a stable set.
Indeed, assume that w 1 , w 2 ∈ W are neighbors, if possible. By the construction of W there exist vertices lengths between w 1 and x, namely w 1 , b, x and w 1 , w 2 , c, x, impossible in the distance-hereditary graph G ′ . This proves Assertion 3.6. Once again, the following assertion enables us to determine whether or not P 4 (a, b, c, d ) is bad in G in Case 3. Assertion 3.7.
(1) Assume that g satisfies g ∈ N (x) \ (N ({a, d}), g is a neighbor of exactly one of b, c, say g ∈ N (c) \ N (b), and
(N ({a, d}) and g is a neighbor of exactly one of b, c, say
We begin by proving (1) . Let S be a witness against P 4 (a, b, c, g ) in G ′ , that is to say S is maximal stable in G ′ , {a, g} ⊆ S and N (b) ∩ N (c) ⊆ N (S). If d ∈ S, then S ∪ {z} is a witness against P 4 (a, b, c, d ) in G, and we are done. Therefore we assume d / ∈ S. We define Figure 13 , then G ′ has two chordless paths of different lengths from k to g, namely k, x, g and k, d, c, g, a contradiction. We have shown that N (K) ∩ H = ∅.
Consider the stable set S * = S ∪ {d} \ K in G. It contains {g, d, a} (g ∈ S * because g ∈ S and g / ∈ K since g / ∈ N (d); d ∈ S * because d / ∈ K since K ⊆ N (d); a ∈ S * because a ∈ S and a / ∈ K since a / ∈ N (d)). We show that N (b) ∩ N (c) ⊆ N (S * ). Indeed, let v ∈ N (b) ∩ N (c). If v ∈ N ({g, d}), then v ∈ N (S * ) because {g, d} ⊆ S * . So assume that v / ∈ N ({g, d}). Then v ∈ H by the definition of H, and consequently v / ∈ N (K) by N (K) ∩ H = ∅. But v has a neighbor u ∈ S because v ∈ N (b) ∩ N (c) ⊆ N (S). Therefore u / ∈ K, which shows that u ∈ S * , and therefore v ∈ N (S * ) in this case as well. We have shown that N (b) ∩ N (c) ⊆ N (S * ). Therefore a maximal stable extension of S * is a witness against P 4 (a, b, c, d) in G. This proves (1) . Now we show the "if" part of (2) . By the construction of W and by Assertion 3.6, the set W ∪ {a, d, z} is stable. Extend it to a maximal stable set S in G. Then S is a witness against P 4 (a, b, c, d ) in G, since it cannot contain any vertices of N (b) ∩ N (c) (because these vertices are in F ⊆ N (W ) ⊆ N (S)).
To prove the "only if" part of (2), we assume that F N (W ) and show that each maximal stable set S in G containing {a, d} is not a witness against P 4 (a, b, c, d), i.e., meets N (b) ∩ N (c), and hence P 4 (a, b, c, d) is not bad in G. By our assumption there exists a vertex f ∈ F \ N (W ). If f ∈ S we are done, since f ∈ N (b) ∩ N (c) by the definition of F , so we assume f / ∈ S. Then by the maximality of S, S contains a neighbor g of f . If g ∈ N (b)∩N (c), we are done. If g ∈ N (x) and g is a neighbor of exactly one of b, c, then by the assumption in (2) and Assertion 3.5, g does not belong to a set that is a witness against P 4 (a, b, c, d ) in G. But g belongs to S, so S is not a witness against P 4 (a, b, c, d ) in G, and we are done. In the remaining case, g is a neighbor of at most one of b, c, x. Since g ∈ S and by the assumptions that x ∈ N (b) ∩ N (c) and g / ∈ N (b) ∩ N (c) (which imply g = x), we have g / ∈ N ({a, d, z}). By the choice of g we have g ∈ N (F ). These three properties of g mean that g ∈ W 0 , but g is not in W because its neighbor f is not in N (W ). Therefore by the construction of W there exists g ′ ∈ W such that N (g) ∩ F ⊆ N (g ′ ) ∩ F . Because f ∈ N (g) ∩ F , it follows that f ∈ N (g ′ ). This means that f has a neighbor in W , namely g ′ , and contradicts the choice of f . This proves Assertion 3.7. We summarize the above discussion with the following.
Theorem 3.8. There is a polynomial-time algorithm for Problem 1.7 restricted to distance-hereditary graphs. When the answer is yes, that is to say when P 4 (a, b, c, d ) is bad in G, the algorithm finds a witness against P 4 (a, b, c, d) in G.
By Theorems 1.5, 2.11 and 3.8, and the fact that a graph on n vertices has O(n 4 ) P 4 's, we have the following.
Corollary 3.9. There is a polynomial-time algorithm for recognizing an equistable distance-hereditary graph.
Remark 3.10. We can test whether a distance-hereditary graph G is equistable more directly than applying Theorem 3.8 to each P 4 . We build G by adding twins and growing tails. Adding twins preserves equistability by Lemmas 2.9 and 2.10. When we grow a tail, we check every P 4 in the resulting graph for badness according to Theorem 3.8 (no need to check in Case 1). If any bad P 4 is discovered, we can stop: the final G will contain a bad P 4 by Lemma 2.3 and will not be equistable by Theorem 1.5. If no bad P 4 is found throughout, then G is equistable by Theorem 2.11.
