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INTRODUCTION 
In [8], I. J. Schoenberg generalizes the construction of best quadrature 
formulas in two ways. He discusses integrals with an arbitrary pre-assigned 
weight function opening up the possibility of constructing this kind of q.f. 
for the numerical evaluation of Laplace transforms, Fourier integrals, and 
other special integral transforms. We pursue this possibility here; in 
particular, we wish to discuss approximations to the integrals 
s 
cc f(x) eixt dx (1) --o) 
s om f(x) cos xt dx (2) 
I 6Uf(x) sin xt dx (3) 
In the paper [S], for m, a positive integer and lo(x), an arbitrary pre- 
assigned weight function, Schoenberg discusses q.f. of the form 
s ” w(x)f(x) dx = i H;yzf(v) + ‘5’ B;l”n’f’j’(O) + mflC;,~z~j’~‘(n) + RJ (4) 0 v=O j=l j=l 
He requires: (i) that the q.f. (4) be exact, i.e., Rf = 0, iff E n-m--l) the class of 
polynomials of degree not exceeding m - 1; and (ii) that the functional, Rf, 
when written in Peano-fashion as an integral of the form Ja” K(x)f(m)(x) dx 
has the kernel K(X) with least &-norm. This q.f., he shows, is uniquely 
characterized by requiring Af = 0 if f is a spline function of degree 2m - 1 
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having the knots 1, 2,..., II - 1, that is, j(x) E P”-?(R) and j(x) E T~,-~ for 
x in (-a, l), (1, 2), . . . . (11 - I, fz), (12, a)~ 
Here we shall disc&infinite analogs of the q,f- (4) for the real line R arid 
the half-line (0, co) or R+. We first consider the entire line, the so-tailed 
cardinal case when all the integers v are nodes of the q,f. Let S,, (~1 a positive 
integer) denote the class of functions S(x) such that 
(i) S(x) E Cn-8(R); 
(ii) S(x) E Z-~-~ in each interval (v + n/2 - 1, v + IT/~) for all integers V. 
Such functions are called cardinal spline f3nctiom of degree E - 1. 
Let IZ be even, say n = 2112, and consider a qX of the form 
j m f(x) dx = f Hy)f(v) + RA 
-m -co 
(j) 
where the numerical coefficients Ht2rr’) satisfy the condition that 
/ Hy(zlid , < K for all v and some appropriate K. 
In [lo, Theorem 5, p. 301 Schoenberg proves the following: 
Among aN quadrature fomulas (5), (6), the 4~5 
s -f(x) dx = f f(u) + Rf --ijr, p k. ’ i 
i.s characterized by the requirement that Rf = 0 if/~ S,,, r? Ll(i@). 
In Part I, we first consider the analog of the q.f. (4) for the entire line W and 
we take IV(X) = e izt, that is, we discuss approximations to the Fourier trans- 
form (1). Let II be any positive integer and consider a q.f. of the for 
where the coefficients H,fI;) satisfy the condition that 
1 H$,) 1 < K for fixed t, for all V, and some K (9) 
Note that the coefficients Hy(,n) are now functions of t. 
To describe our analog of (7) we need some notation introduced in 
[6, pp, 79, 114-I 161 and discussed further in Section 1, below. We define, 
for k a natural number, 
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and 
The +k(t) term is a cosine polynomial, positive for all real t [7, Lemma 6, 
p. 1801. We may now state 
THEOREM 1. Sllpposef(x) E C”(R), and thatf(x) u&f(“)(x) are in L,(R) 
and -+ 0 as x + foe. Among all quadrature formulas of the form (S), (9), 
there is a unique formula, given by 
with the property 
Rf =0 whenever f E S, n L,(R). (13) 
We obtain this q.f. (12) by using Newton’s fundamental idea: assuming 
the function f(x) to be given numerically at equidistant points of step 1, 
including the origin 0, we interpolatef(x) by a function S(x) at these points, 
and then construct the Fourier transform of S(x). This idea has been used 
before, and often, for the integrals (l)-(3) [4]. In fact, for rz = 2, the case of 
linear spline interpolation, the q.f. (12) can be found in [4, pp. 22, 231. 
In Part I, we also consider the analog of the q.f. (4) for the half-line Rf 
and we take w(x) = cos xt or w(x) = sin xt. With this choice of w(x) and m 
a positive integer, we seek a q.f. of the form 
I m w(x)f(x) dx = f H;;?)~(v) + mfllIpFlf(j)(0) + R’ 0 l-0 j=l (14) 
where the coefficients H,!:2,“” satisfy the condition that 
I H,!fy’ I < K for fixed t, all integers v > 0, and some K. (15) 
Again, for nz fixed, the H$‘) are functions oft. Theorem 5 in Section 4 below 
gives an explicit form for these q.f. 
We also consider q.f. of the form 
s 
mf(x) cos xt dx = 2 H$im’f(v) + ‘pncl Bf$f (zi-1)(O) + Rf, (16) 
0 “=O i=l 
I om f(x) sin xt dx = “go H$)~(v) + ‘El BjTy)j cej)(0) + Rf, (17) j=l 
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where the coefficients again satisfy the condition (15). For the weight function 
cos xt, we obtain the following: 
THEOREM 2. Suppose f(x) E C?(rW+), and that f(x) and fcEn3)(x) are i~z 
L,(R+) and -+ 0 us .Y + co. Then, among all q.jI of the Jorm (lb), (15) there is 
a wzique q~$, given by 
with the propert? 
&f=O whenever fE S,, f-7 .L,(Ll%+). (19) 
The analogous theorem for the weight function sin xt is stated in Theorem 6: 
Section 4 below. 
We obtain the q.f. (16) and (17) by constructing the cosine or sine transform 
of the appropriate spline interpolant. Closest to this point of view is the 
paper [I] in which Einarsson approximates integrals of the form 
! ;ib f (x) cos IVX dx, 
by taking the transform of a cubic spline with equidistant knots that matches 
f(x) at the knots and the valuesf’(a) andf’(b) at the appropriate endpoints. 
For the case of (16) and (17) for a finite interval, Marsden and Taylor in [5] 
exhibit precisely the analogues of the q.f. in Theorems 2 and 6. In fact, -their 
results for the finite interval allow us to establish Theorems 2 and 6 for 
general m. 
Part II contains expressions for the error, as well as estimates of bounds of 
these errors, for the approximations we make in the first part. We acquire 
these expressions by showing that we could have constructed our q.f. another 
way, by utilizing a particular monospline. In Section 6 below, we establish 
THEoREM 3. Suppose f(x) E C2m(Iw+) and f (z”~i(;c)c), f(x  are in L,(R+) and 
-+Oasx+ co. 
lo. The remainder Rf in the q.J (18) of T/jeorern 2 is given 5~ 
Rf- {-,l)“” riC 
pm J 0 
(20) 
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where S,(x) is the unique, bounded (2112 - 1)st degree cardinal spline inter- 
polating cos xt at the integers. 
2”. For the step length h, we can bound Rf in the 4.5 
s 0 
4f(~) cos xt dx = $=$& h jff(0) + f f(A) cos vth/ 
"4 
+ “il (--l)j 
[ 
1 _ &j(th) #Znz--pj(fh) 
j-1 t2j +emW) I 
f’“j-“‘(0) + Rj- 
(21) 
I WI < Ai, (;)““’ IlP7) lL,t~+) for -7i-111 < t < 7r[h (22) 
Art = 2 
f 
1 + 2 g (Zv ; 1)2% 
1 
< 3 
for 1~2 = 1, 2,... (23) 
We use I. J. Schoenberg’s very nice application of the exponential Euler 
splines to get our bound for the Fourier transform case, Theorem 7, Section 5 
below, and show that this approach also gives us the bound in Theorem 3. 
The result is also an improvement over our original estimate in which the A, 
of (22) was replaced by the number 4 [13, p. 911. 
I. APPROXIMATIONS TO THE TRANSFORMS (1) (2), (3) 
1. Preliminaries. We first recall some known definitions and results [6]. 
Let n be a natural number and define the central B-spline or basis spline 
where 
M(x) = Mn(x) = (11 A l)! E-c:--l, (l-1) 
x+= 10” 
if x > 0, 
if x<O 
where an stands for the usual symbol for the nth order central difference of 
step equal to 1. M,(x) is a spline function of degree n - 1 having as knots 
the points v (V integer), or v + $, depending on whether n - 1 is odd or even. 
M,(x) is positive in the interval (--in, &n) and vanishes elsewhere, and 
evidently M,(x) E S, . It has the following Fourier transform: 
s m M,(x) t-P= #n(t) (1.2) --oJ 
where 
(1.3j 
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I 
$uo = 
i 
2 sin i 
7 
(See [6], pp. 67-72). 
We also define a forward B-spline en(x) by 
Q,(X) has integer knots, is positive in (0, n) and zero elsewhere, 
With &(t) defined by (1.Q we define 
A&> = f $4 + 241. j=-, 
+Jt) is a cosine polynomial of period 27~ and order [(n + l)/2] 
be explicitly computed from the expression 
- 1 that can 
Related to the equivalent form 
we define a new set of periodic functions by 
Evidently 
+Jt) = p,(t) if n is even. 
The functions (1.7) can be obtained recursively from 
p,+l(t> = cos i p,(t) - f sin 5 p,‘(t) 
starting with the initial value pi(t) = cos(t/2) (see f6], pp. 114, 1 Z 5). 
By Lemma 6 of (7, p. 1801 we have 
38 SHERWOOD D. SILLIMAN 
By (1.6) we find 
VW) = 1, 
43(t) = (3 + cm o/4, 
$&4(t) = (2 -+ cos t)/3. 
We shall need .Yn,(x), the so-called fundamental cardinal spline function of 
order 12, or degree 12 - 1, which we call the unique, bounded member of S, 
which satisfies 
-K&b) = &I” for all integers v. 
It was found [6, p. 1241 that 
and, inverting, that 
s OcI -* Zn(x) eixt dx = $#- . 
2. Proof of Theorem 1. The author is indebted to I. J. Schoenberg for the 
following simplified version of the proof. We first note that the result 
[lo, p. 27; 13, p. 121 
S(x) E S, n L,(R) implies f 1 S(v)1 < co 
--ot 
and (9) guarantee that the functional Rf is well defined by (8) if 
S(x) ES, n L,(R). 
To derive the q.f. (12), we start from the identity 
S(x) = -f S(v) dio,(x - v) (2.1) 
valid for any cardinal spline of power growth, S(x) E S, [9, Theorem 3, p. 4071. 
In particular, this identity is valid if S(x) ES, f? L,(R). Multiplying by eixt 
and integrating, we find 
where 
i m S(x) eizt dx = f Air;‘S(v), --m “=-cc 
(2.2) 
AC”) = 
u,t Irn Tn(x - V) eixt dx = eivf Jrn -E”,(x) eiet dx --;a --m 
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or, by (1.10), 
YL(t> ivt A(“’ = m e . v,t 
The interchange of the integral and the sum in (2.2) is justified because 
S(x) ES, A L,(R) and the series in (2.1) converges absolutely and locally 
uniformly. By (1.9), we obtain 
so that (9) is satisfied. 
In order to characterize the q.f. (12), we suppose (8): (9) and (13) hold: If 
we choosef(x) = A?J.u - v), we obtain 
or 
- m 
fp’ = 
J 
+aitj ir,* 
v.t -* 
-ul,(x - v) eint dx = m e 
as above. 
3. Proof of Theorem 2. We take W(X) = cos xc, but consider more general 
boundary conditions that include those of Theorem 2 as a special case. 
. . 
Partition the numbers 1, 2,..., 2m - 2 into the m - 1 disjoint pairs. 
(I, 2m - 2), (2, 2nz - 3) )...) (m - I ) n-z). (3.1) 
Note that the sum of the numbers in each pair is 2na - 1. Let I be a set of 
172 - 1 numbers obtained by choosing one and only one number from each 
of the pairs (3.1). One possible choice is 
I = (1, 3, 5 )...) 2m - 3) (3.2) 
which corresponds to the derivative data required in Theorem 2. 
For simplicity, we write H, = El;,?), Bi = B,‘~~). We want to construct a 
q.f. of the form 
Jomf(x) cos xt ds = F NJ(v) + 1 SJ”‘(0) + R,f (3.3) 
l-0 &I 
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such that 
j H, I < K for all integers v >, 0 and some K (3.4) 
and with the property that 
Rj-=0 if f~ S,, n L,(R+). (3.5) 
We shall need the fundamental functions 
L,(x) (v = 0, I,...); /Ii(X) (i E I) 
for this semicardinal case. There are the unique, bounded members of 
S,, n L&R+) that satisfy 
L(j) = 6”i 7 I$)(O) = 0 (i E I) (3.6) 
A,(v) = 0, Al”‘(O) = ai, (i, k E I) (3.7) 
Schoenberg [l 1, Theorem 2, p. 861 has shown that 
1 L,(x)1 < Ae-nlr-vl, j A,(x)l < Ae-a= for x > 0 (3.8) 
for appropriate constants A and 01 depending only on m. 
The proof for the semicardinal case proceeds the same way as the proof 
of the cardinal case, Theorem 1. The result [lo, p. 271 
S(x) E S,, n L,(W) implies 2 ( S(v)1 < us 
0 
and (3.5) guarantee that Rf is well defined by (3.3) if S(x) ES,, n L,(R+). 
This time we begin with the identity 
S(x) = F S(v) L,(x) + c P(0) A,(x) 
II=0 ia 
(3.9) 
valid for any semicardinal spline that satisfies S(x) = O(xy) as x --+ cc, 
[l 1, Theorem 3, p. 861. Taking the cosine transform of S(x) gives 
where 
s m S(x) cos xt dx = f A,S(v) + cC,f’“‘(O) (3.10) 0 1-O ia 
A” = Jorn L,(x) cos xt dx, ci = Jorn L&(x) cos xt dx (3.11) 
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The interchange of integral and sum in (3.10) is justified as in the proof of 
Theorem 1. 
To establish the unicity of the q.f. we suppose that (3.3), ~3.4)~ and (3.5’; 
hold and choosef(x) equal to L,(x) and then Al(x) to obtain 
Bi = ci = jm d,(s) co5 .-St dx, 
0 
respectively, because of (3.6), (3.7), and (3.11). We have estabhshed the 
following: 
THEOREM 4. Suppose f(x) E CPnl(R+) m~df~~“~~,x) are in L,(R*) arrd - 8 
as x + co. Amorlg all q.f. of the for177 (3.3), (3.4), there is a miqque q.$, gfct!en 
b~l(3.3) arzd (3.12), that satisfies (3.5). 
For the choice of I = (I, 3, 5,..., 2nz - 3) corresponding to the derivatives 
needed in Theorem 2; we can obtain simple, explicit forms for the coefhcients 
I-I,, Bi . We employ some results that Marsden and Taylor [S] obtained for 
the finite interval. To do this, we restrict any S(X) ES,,, n L,(R+) to the 
interval [O, N], obtaining a spline function of degree 2nz - I on [O, A?? 
for which [5, pp. 1, 8, 1 I] 
f N S(xj cos xt dx = 
“ro 
-$+$/k S(0) + y S(k) cos kf + i,S(Nj cos ii?/ 
, z,,z x=1 
(3.13j 
Note that if we use Markov’s Theorem repeatedly and (3.8) we obtain 
Ls”j(Nj -+ 0, AyyN) 3 0 as N-+cc (k = 0, I,...:, 217: - 2). 
(3.14) 
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Now, let S(x) = L,(x) in (3.13), so that, by (3.6) and (3.14) we obtain 
f 
x) 
L,(x) cos x’t dx = 1 ‘I , 
0 2 dzm(t) ’ 
s 
m 
b&> L,(x) cos xt dx = m cos vt (v = 1, 2,...). 
0 
Similarly, if we substitute L’&(X) for S(x) in (3.13), we find 
s Or, i’l,,-l(x) cos xt Ax = - (j = 1, 2,..., 171 - 1) 
0 
y [I “---$t; t y”(t)] 
2m 
These results, together with Theorem 4, prove Theorem 2. 
4. DiSferent Derivative Data; the Sine Transform. We can also express the 
q.f. of Theorem 4 in another way that more explicitly relates this q.f. to the 
one of Theorem 2. For I = {1,2 ,..., m - l> we have 
THEOREM 5. Let S(x) E L,(R+) be the unique spline of degree 2m - 1 for 
x > 0 with knots x = 1, 2,... satisfying the conditions 
S(v) = f(v) (v = 0, 1, 2,...) 
p’(o) = f’“‘(0) (i = 1, 2 ,..., nz - 1). 
(4.1) 
Then the q.J of Theorem 3 may be written as 
s om f(x) cos xt dx = $$$ j$(O) + =$ f(v) cos vti “=l 
+ 2,-;,n,Al y [l - 
i2mpt~2io ] f’““-‘)(O) 
2,n 
+ 2i;>, k$ [l - +2vz-;“; tzict) ] 92i-l'(O) + RJ 
2m t 
(4.2) 
A proof follows from observing that the q.f. (18) of Theorem 2 is exact for 
the S(x) of the hypothesis and from there applying (4.1). 
In Section 3, we considered w(x) = cos xt. Now we take IV(X) = sin xt 
and indicate an analog of Theorem 2. Theorem 4 and its proof are valid if 
sin xt replaces cos xt, and we get the coefficients of the q.f. in a particularly 
simple form if we now choose I = {2,4,..., 2m - 2). A similar expression to 
(3.13) [5, pp. 1, 8, 1 l] yields the following: 
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THEOREM 6, Suppose f(x) E Cem(R+) and f (x) and JifmQ) are itz L(W) 
and + 0 as x + OI. Among all q. f. of the form 
where 
j H$’ j < K for$xed t, for all ifztegers Y> 0 ar?,d some K. 
there is a unique q.f-, given bjl 
with the property 
Rf=O whenever f~ &, n &(W). 
We also obtain an obvious analog of Theorem 5 for the sin xt case if we 
use Theorems 4 and 6. 
II. EXPRESSIONS FOR THE ERRORS 
5. Exponential Euler Splines and the Fourier Trarzsform. In the intro- 
duction we mentioned that we could have constructed our q.f. in another way? 
by using a particular monospline. We do this here, and instead of basing our 
error bounds on a result of M. Golomb [3, p. 411 as in 1131, we follow 
I. J. Schoenberg in developing our error expressions by using exponential 
Euler splines and their properties [see 11, Lecture 10, Pa.rt I]. 
We lirst discuss the simpler, cardinal case, and consider the unique, 
bounded cardinal spline of degree 2m - 1 interpolating eiZt at the integers 
[l I, Theorem 1, p. 851. This spline 
S(x) = S,,-,(x; eit) 
is also an exponential Euler spline where the base of the exponential is 
y = eii + 1, i.e., S(x + 1) = ??s(,r;\ = eitS(X). 
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We shall need more information about S(x) in the interval [0, 11. 
(See [ll], pp. 21-241.) Suppose 0 f x < 1 and n = 2nz - 1 and define 
@“,(x; I!) = c ~)jQn+l(x -A (5.1) 
where Q?&(x) is the forward B-spline defined in (1.4), so that 
S,(x; y) = @,(x; y>pn(O; JT> (5-2) 
We also define the manic polynomial A,(x; y) = x1’. + (lower degree terms) 
by 
z&(X; JJ) = iZ! (I - J’-1)-n @,(X; J’) (V f 0, J’ f 1). (5.3) 
This polynomial is also given by 
A,Jx, J’) = x” + (‘I) n,(y) x-1 + i’;) a.,(y) x-2 + .-* + a,(y), (5.4) 
where 
Here the II,(y) are the so-called Euler-Frobenius polynomials. They are 
related to the forward B-spline Qn+l(.x) by the identity 
n-1 
%(Y) = n! c Qn+l(j + 1) 9. 
j=O 
(5.5) 
They also satisfy the recurrence relation 
fin+,(Y) = (1 + V> %b’> + I’(1 - Y> 17,‘(Y) W,(Y) = 1) (5.6) 
from which we find 
flow = 1, mJ4 = Y + 1, 
G(Y) = 1, WY) = Y2 + 4y + 1. 
Later, we shall need information about derivatives of S(x) so we record 
here that 
A f’(0; y) = n !(y - I)-“fj 17,-J y)/(12 - j) ! 
and (5.3) imply that 
@$‘(O; y) = Jr”(J) - 1)j II&y)/(n -j)! (j = 0, l)..., ?7) (5.7) 
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Now supposef(,lc) E c”“‘(R) and thatf(x) andf@“)(x) are in L,(R) and - 0 
as x--t &co. Let 
K(x) = eixt - S,,-,(x; eit) (5.9) 
and consider the functional 
Integrating this expression by parts iteratively yields 
.From this, we obtain 
and require the following lemma proved by Schoenberg Cl I, Lecture 10;. 
LEMMA 1. We haue the relations 
This shows that the coefficients of (5.10) are identical with those of (12), 
Theorem i, 
We now want to express the q.f. for the Fourier transform in Theorem I 
for 12 = 2m in steps of length h. If we replacef(x) in (12) or (5.10) byf(xA) 
we obtain the relation 
f 
3o f(x/z) ei:ct & = 
-To 
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where 
Rf = (it)--2n%~“1 SW [eizt - S(x; e”“)] f (““‘)(xh) dx 
--io 
Replacing first x by x/h and then replacing t by th yields 
(5.12) 
where 
Rf = (it)-“” 1% [eizt - S(x/h, e”““)] f(zv~z)(x) d.x. 
-40 
(5.13) 
Here S(x/h, eit7&) is the unique, bounded (2nz - 1)st degree spline interpolating 
eiZt at the points x = 0, &h, &2h ,... . 
We require Theorem 8 of Schoenberg’s [l 1, p. 301 whose statement is the 
following: 
If -rr < t < rr, then 
1 eipt - S&-,(x; ei”)l 9 A, ($)‘ln for all real x, (5.14) 
where 
A.,,* = 2 1 + 2 f ( “=1 (2v : l)*m < 3 1 
for nz = 1,2,... (5.15) 
This is applied by keeping the old t fixed and choosing h > 0 so that 
-n-/h < t < rrlh. (5.16) 
Then, apply (5.14) with t replaced by th, and x by x/h, to obtain 
I eist - S,,,-,(x//z; eit”)i < A,, (4,“” for all x. (5.17) 
Then (5.17) and (5.13) yield 
This establishes 
(5.18) 
THEOREM 7. Suppose f(2nL)(~), f(x) are in L,(R) aizd + 0 us x ---f -loo. 
Then we can bound Rf in the q.j (5.12) by (5.18) for all t and h satisfying 
(5.17). 
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6. Proof of Theorem 3. We can now adapt Schoenberg’s proof of the 
cardinal case to the semicardinal case. We begin with the same rnonos~l~~.~ 
(5.9) we employed for the cardinal case, but now integrate the functional 
Rf = j-= K(x)~‘~“‘(x) d.v = IO= K(x) dj(Pnf--L)(x) 
0 
by parts until eventually we find 
i 
omf(x) eict dx = 
zm--1 
- (it)-2~7~ C (-l)j[(it)Zm-1-j _ Sf2,fii--l-j)(0)1f:jj(0) 
j=l 
- (if)-Zt”[(jt)Znl-1 _ S(Pn!-Ii(() + ())I j(O) 
+ (it)-‘” s,x ~(x)f(~~~)(x) dx. 
In addition to Lemma 1 we also need 
LEMMA 2. We have the relations 
= (it-l)j+l 1 _ #2m-l-j(t)Pj+l(t) 
[ 4em(t) 
(6.1) 
(62) 
(6.3) 
ProoJ: For I”, we first claim that, for y = eit, 
r:-jITj( v))! = e-[U+l)l"lf~pj+,(f> (j = I, &...I (6.4) 
For j = I, we get y-l = e-i”. The rest follows by a straightforvard induction 
using the recurrence relations (5.6), (1.8) that the 17,(y) and pj+l(t) satisfy. 
From (5.2), (5.7), and (6.4) we find 
s(2~m---j)(fj) = @lZm-I-j)(Q u)/@(O, y> (62) 
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@Wm-l-j)((Jy) = y-(2nl-l)(y - 1)2m-l-9 flj(y)/j! 
= (1 _ e-it)2m-l-i e-['~+l'/21itpj+l(~) 66) 
The left side of (6.2) becomes 
-(iy+ly-l)i[l _ (jf)-(2m-l--3~(2m-l-9((9] 
(it-1y+1 [l - 162m-l-i(f) P.7.+&) zzz 
dzwL(t) 1 
by successively using (6.9, (6.6) and (5.8). 
For 2”, we note that because of (5.7) and (5.8) we have that 
S(2”-1)(() + 0) = (1 - e-it)2m-1 eivnt/$2m(t) 
so that the left side of (6.3) becomes 
-(it)-l[l - (iy2n-l’(l - e- it 2m-1 e[(2.m-l)/2]ite~(2m-ll/2]it~~~t~~2,z(~)] ] 
= (it-l) [I _ (~~)-(2?Ply1 _ e-i~~z"'-'e['2m-l'121it cos ;/+2m(t)] 
_ (it-l) [(it)-'"nl-l,(~ _ e-ity*-l e[(2m-1)121it (i sin $)/#2&t)], 
which is the right side of (6.3). 
If we use Lemmas 1 and 2 and take real and imaginary parts of (6.1), we 
obtain a q.f. for irf(x) cos xt whose coefficients are identical with those of 
(18), Theorem 2 and a q.f. for jrf( x sin xt dx whose coefficients are the ) 
same as those of (4.3), Theorem 6. We remark that Re S,,-,(x; eit) and 
Im S,,,-,(x; ei”) are the unique, bounded (2m - 1)st degree cardinal splines 
interpolating cos xt and sin xt, respectively, at the integers. So the first part 
of Theorem 3 is established. 
The second part of Theorem 3 follows just as Theorem 7 does from the 
discussion in Section 5. In particular, the estimate (22) is a consequence of 
(5.17). The analogous result for the sin xt case is given by the following: 
THEOREM 8. Suppose f (x) E C”” and that f (‘2m)(x) and f (x) are in L,([w+) 
und+Oasx-+ co. 
1”. The remainder Rf in the q.$ (4.3) of Theorem 6 is given by 
Rf+$," [sin xt - Im S,,-,(x; etat)] f(21n)(x) dx. 
0 
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2”. For the step length h, we can bound Rf iz the q.j’. 
s’ oy f(x) sin xt cl,v = $@&$ h c f (vh) sin vth V-l 
where A, is given by (5.15). 
7. Remarks. In [2] Einarsson compares several methods for ~ornput~~g 
cosine transforms for the special case off(x) = e-“. One method he uses an 
the reason for the paper is based on the approximation ofj(x) by a cubic 
spline. This q.f., precisely the same one as (21) of Theorem 3 for m = 2, is 
17 1” \ . . 
where we have used y&(t) = 1. Einarsson’s main conclusion is that this spline 
q.f. is superior to Filon’s formula, a q.f. based on approximation of the 
function by a quadratic in each double interval and one of the most used 
formulas for the calculation of Fourier integrals. 
Einarsson’s calculations indicate that for small values of t, the q.f. (7.1) 
gives a relative error that is four times less than the Filon formula. For large 
values oft: the relative error of the Filon formula increases rapidly, w-hile the 
spline method (7.1) gives a surprisingly small error growth. This same 
phenomenon we found to be the case for the following q.f., obtained from (2.lj 
for 1Tl = 3. 
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This also occurred with the q.f. obtained from (4.2) of Theorem 5 for 112 = 3, 
which differs from (7.2) in that it uses the term S”‘(0) instead off”‘(O). These 
q.f. correspond to quintic spline approximations, (7.2) using I = (1, 3) and 
the latter using I = {1,2}. 
In regard to the absolute error, we consider 
s 00 ewx cos xt dx = 1 0 1 + t" 
and the step h = 27~132 w 0.2 for the q.f. (7.1) and (7.2). We can compute 
bounds on Rf by using (22) and (23) and find that 
1 Rf 1, < 4.6 x 10-5, ( Rfl, < 1.8 x 1O-7 for -16 < t G 16, 
where the subscript indicates (7.1) or (7.2) respectively. Calculations using 
(7.1) indicate that the absolute error in the cubic case is actually greater than 
the bound for j Rf I5 for values of t less than 2. For related observations and 
some graphs, see [13, pp. 98-1061. 
ACKNOWLEDGMENT 
The results in this paper are contained in the author’s doctoral thesis, which was written 
at the University of Wisconsin under the supervision of Professor I. J. Schoenberg. The 
author wishes to express his heartfelt appreciation to Professor Schoenberg for his valuable 
guidance and assistance. 
REFERENCES 
1. B. EINAF~SSON, Numerical calculation of Fourier integrals with cubic splines, BZT 
8 (1968), 279-286. 
2. B. EINARSSON, On the calculation of Fourier integrals, preprint: IFIP Congress 71, 
Ljubljana - August 1971, Booklet TA-1, Numerical Mathematics, 99-103, North- 
Holland, Amsterdam. 
3. M. GOLOMB, Approximation by periodic spline interpolants on uniform meshes, J. 
Approximafion Theory 1 (1968), 2665. 
4. V. I. KRYLOV AND N. S. SKOBLYA, “Handbook of Numerical Inversion of Laplace 
Transforms,” (translation from Russian) Israel Program for Scientific Translations, 
Jerusalem, 1969. 
5. M. MARSDEN AND G. TAYLOR, Numerical evaluation of Fourier integrals, presented 
at Oberwolfach, June 1971. 
6. I. J. SCHOENBERG, Contributions to the problem of approximation of equidistant data 
by analytic functions, Quart. Appl. Math. 4 (1946), 45-99, 112-141. 
7. I. J. SCHOENBERG, Cardinal interpolation and spline functions, J. Approximafion 
Theory 2 (1969), 167-206. 
SPLINES FOR FOURIER TRANSFORMS C’ w* 
8. I. 3. SCHOENBERG, A second look at approximate quadrature formulae and sp!ine 
interpolation, AdL>arzces of Marh. 4 (1970), 277-300. 
9. 1. J. SCHOENBERG, Cardinal interpolation and spline functions II, Interpo!ation of data 
of power growth, J. Approximation Theory 6 (1972), 404420. 
10. I. J. SCHOENBERG, Cardinal interpolation and spline functions VI, Semi-cardmal 
interpolation and quadrature formulae, Mathematics Research Center Technical 
Summary Rep. No. 1180, IMadison, Wisconsin, 1971. To appear in J, d’Analyse Math. 
11. I. J, SCHOENBERG, Cardinal spline interpolation, CBMS Regional Conference Moco- 
graph, no. 12, SIAM, Philadelphia, 1973. 
12. I. J. SCHOENBERG AND S. D. SILLIMAN, On semi-cardinal quadrature formulae, ,%&rt!r. 
camp. 28 (1974), 483-497. 
13 S. D SILLIMAN, The numerical evaluation by splines of the Fourier transform and the . ~ 
Laplace transform, Mathematics Research Center Technical Summary Rep. No. 1183, 
Madison, Wisconsin, 1972. 
