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Abstract 
The purpose of this work is to investigate the performance of LES as an effective 
modelling tool for turbulent premixed flames. The LES approach is particularly 
appropriate in flows which involve large scale unsteady turbulent structures. In the 
first part of the present work, interface capturing schemes which can be used for 
the discretisation of the spatial term in the reaction progress variable equation, are 
investigated. One and two-dimensional studies of the behaviour of interface captur-
ing schemes in simple flow flelds are carried out. A scheme is identified which can 
maintain the integrity of an interface without smearing the interface or generating 
numerical wrinkles. 
LES is applied to two problems representative of those found in a practical combus-
tion device; 1) a premixed flame stabiHsed behind a backward facing step and 2) a 
premixed flame in a plane symmetric dump combustor. The thin flame concept is 
introduced and a turbulent burning velocity which accounts for flame wrinkling is 
applied. Inert simulations of both geometries serve to give confidence in the ability 
of the LES code to accurately predict the behaviour of these flows in the absence of 
combustion. 
The findings of this study suggest that the technique adopted is a viable approach to 
the modelling of premixed combusting flows. In particular, the large scale motions 
present in the backward facing step flame are well captured and the turbulent statis-
tics are in very good agreement with experimental observations. The inclusion of 
flame stretch affects does not greatly improve the predictions. The predictions of the 
combusting flow fleld in the dump combustor are in reasonable agreement with the 
experimental data, although the absence of the acoustically generated flame flapping 
leads to under-prediction of the turbulent statistics in the recirculating regions. 
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Chapter 1 
Introduction and Thesis Outline 
1.1 Introduction 
In the modern world, turbulent combustion provides the power behind nearly 
all mechanical means of transportation from motorcycles to rocket engines. 
Many industrial processes, such as those found in the metals industry, are also 
very reliant on the use of turbulent combustion. Stringent emissions legislation 
has lead to an increase in the development of alternative sources of power, but 
it is likely that for the foreseeable future, turbulent combustion will provide a 
significant amount of the energy requirements of mankind. Indeed in 2002, the 
International Energy Agency (lEA) predicted that by 2030 man will use two-
thirds more energy than in 2002 and that 90% of this increase will be derived 
from fossil fuels [5]. Therefore the prediction of the behaviour of turbulent 
combustion processes in these devices is of paramount importance if turbulent 
combustion technologies are to meet emissions guidelines and also remain a 
cost efficient means of producing power. Analytical solutions for flows which 
1.1 Introduction 
are encountered in these systems do not exist and the costs associated with 
the types of experimental programmes necessary for improving the design of 
practical devices is in general prohibitive. It therefore falls to the field of 
Computational Fluid Dynamics (CFD) to provide cost effective prediction and 
design solutions for turbulent combustion dominated systems. 
Intermediate to the Reynolds Averaged Navier-Stokes (RANS) method in 
which all turbulent scales are modelled and the Direct Numerical Simulation 
(DNS) approach in which all turbulent scales are computed, lies Large Eddy 
Simulation (LES). This approach simulates the large energy containing scales 
of motion which govern the dynamics and statistical properties of the flow field 
whilst the small unresolved sub-grid scales are generally more universal and 
their interaction with the resolved scales is therefore more amenable to mod-
elling. The application of LES to inert flows has met with considerable success 
and this has naturally led to attempts to extend LES to combusting flows. In a 
premixed combustion device, the chemical reactions are conflned to a very thin 
and in general sub-grid region in space known as the flame front. This has led 
to the development of techniques which can deal with the sub-grid behaviour 
of the spatially filtered chemical source term. Modelling of the chemical source 
term can be avoided through the introduction of the concept of a propagating 
thin flame and the estimation of the velocity of this thin flame normal to itself 
as well as the estimation of the sub-grid surface area present two of the main 
modelling challenges associated with premixed LES. 
To date, approaches to the LES of turbulent premixed combustion have used 
various numerical techniques which allow the location of the flame front to be 
represented on a numerical mesh without explicitly attempting to simulate the 
flame front. The reason for this is that the flame front, as pointed out above. 
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1.2 Thesis Outline 
is on the sub-grid scale. The objective of this work is to develop a numer-
ical technique which attempts to simulate the flame front on the numerical 
mesh without resorting to the traditional premixed combustion techniques. 
The width of a premixed flame front captured across a few mesh points is, 
however, still too large when the mesh spacing is of a practical engineering 
size. Nevertheless, this approach provides a reasonable first attempt to ensure 
the simulated flame is explicitly thin and therefore serves as a guide for future 
work. 
1.2 Thesis Outline 
In Chapter 2, the governing equations of turbulent reacting flows are intro-
duced. The reaction progress variable equation, which is central to this work, 
is also introduced. The Reynolds Averaged Navier-Stokes approach, the Di-
rect Numerical Simulation approach and the Large Eddy Simulation approach 
are briefly discussed along with some consideration of the turbulence scales 
associated with turbulent flows. 
In Chapter 3, the LES methodology is described. The concept of spatial filter-
ing is introduced and then applied to the governing equations. The residual 
stress which results from this filtering procedure is then discussed and vari-
ous closure models are presented. Issues associated with backscatter and wall 
bounded flows are also discussed and the numerical implications of LES are 
also considered. 
In Chapter 4, some of the methods used to extend LES to premixed flows 
are introduced. The problems associated with direct closure of the chemical 
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1.2 Thesis Outline 
source term are discussed. The classification of premixed combustion based 
upon flame and flow field characteristics is described. Closure models for the 
turbulent burning velocity as well as the approaches generally used in the 
literature to deal with the thin flame found in premixed devices are next con-
sidered. Issues associated with flame resolution and the effect of flame stretch 
on the laminar burning velocity are then addressed. Finally, the general form 
of the reaction progress variable equation used in this work is introduced and 
the calculation of the sub-grid velocity needed for calculation of the turbulent 
burning velocity is presented. 
In Chapter 5, the concepts associated with scalar discretisation schemes as 
well as the Total Variations Diminishing (TVD) concept which is required for 
the application of discretization schemes to bounded variables are introduced. 
Various techniques currently applied in the literature to flows containing thin 
interfaces are then presented. One and two dimensional case studies of a 
variety of these discretisation schemes are then described. This chapter closes 
with a decision being made as to the appropriate discretization scheme to use 
for application to the spatial term in the reaction progress variable equation. 
In Chapter 6, inert and reacting results of the application of the developed 
technique to a backward facing step flame are presented. Some general obser-
vations about the flame resolution are made and the influence of some mod-
elling parameters discussed. Finally, the influence of stretch on the velocity, 
temperature and CO2 fields is presented. 
In Chapter 7, results from inert and reacting simulations of a flame in a sudden 
expansion are presented. 
In Chapter 8, the findings of the present study are summarised and some 
33 
1.2 Thesis Outline 
suggestions for further work are given. 
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Chapter 2 
The Governing Equations of 
Turbulent Reacting Flows 
2.1 Introduction 
This chapter presents the equations which govern the turbulent flow of a react-
ing mixture of fluids in their instantaneous form. These equations include the 
balance equations for mass, momentum, species, energy and reaction progress 
variable. The necessity to apply some form of averaging when dealing with high 
Reynolds number combusting flows will then be discussed. The conservation 
equations for mass and momentum have been presented by Anderson [7] and 
Libby and Williams [107] present the conservation equations of species and en-
ergy. The Cartesian tensor notation with the Einstein summation convection 
is adopted throughout. 
2.2 The Governing Equations in Instantaneous Form 
2.2 The Governing Equations in Instantaneous 
Form 
The equations which describe the motion of a fluid continuum are a set of 
coupled non-linear partial differential equations of second order. They can 
be derived from the principles of conservation of mass, momentum and en-
ergy in a continuum fluid. The derivation of these equations is not presented 
here and can be found in several texts. See Batchelor [9] and Versteeg and 
Malalasekera [160]. 
2.2.1 T h e Mass Conservation Equat ion 
The mass conservation (or continuity) equation is written as; 
where p is the density and will vary in a reacting flow due to the heat released 
by the chemical reactions and the chemical composition of the fluid. Uk is the 
fluid velocity in the Xk direction and t is time. 
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2.2.2 T h e M o m e n t u m Conservation Equa t ion 
The Momentum equation describes the transfer of momentum in the fluid and 
is expressed as: 
dpuj dpujuk ^ dp doik , , 
dt dxk dxi dxk 
where p is the pressure and is the viscous stress tensor. In turbulent 
reacting flows, the fluid is assumed to be Newtonian and therefore the stress 
is proportional to the rate of strain: 
2 (Jij = 2lJ,Sij — —flSkk^ij (2.3) 
where: 
and where 6ij is the Kronecker delta, /i is the coefiicient of viscosity and is a 
function of both the temperature and the composition. The presence of a body 
force in the Xi direction, pgi is omitted since it plays no part in the current 
work. 
Substitution of equation 2.3 and 2.4 into equation 2.2 results in the well known 
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Navier-Stokes equations: 
dpuj dpuiuk _ dp d 
dt dxk dxi dxk 
dui duk 2 duj (2.6) 
These equations can be considered to describe the flow of a fluid in which the 
smallest scales present are much larger than the mean free path in gases under 
atmospheric conditions. As analytical solutions of the Navier-Stokes equations 
are restricted to simple laminar flows such as boundary layers over flat plates, 
an alternative means of calculating the behaviour in complex flows is required. 
2.2.3 T h e Species Transpor t Equat ion 
The chemical composition of a reacting fluid can be written as: 
dpYa , dpUkYa dJa,k , 
H M — h Ula dt dxk #3* (2.6) 
where Ya is the mass fraction of species a. 
The term Ja^k, is the difl'usional flux and contains contributions from many 
sources in a multi-component system. These contributions include concentra-
tion gradients (ordinary difl'usion) , mass diffusion due to temperature (Soret 
effect) and pressure gradients as well as external forces which act unequally 
on the different species present in the system. Pick's law can be used when 1) 
the mixture is a binary mixture, 2) thermal diffusion is negligible, 3) the body 
forces experienced by all species are the same, and 4) either the pressure is 
assumed to be constant or the molar mass of all species is assumed to be con-
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stant such that the mole and mass fractions are the same. Condition 1 is the 
most difficult of these to justify and is often replaced by the assumption that 
the binary diffusion coefficients of all pairs of species are equal. Conditions 
2 and 3 are generally satisfied and the absence of large pressure gradients in 
the problems discussed in this work ensure that condition 4 is satisfied. In a 
turbulent reacting flow at a high Reynolds number, the turbulent transport is 
much greater than the molecular transport [11], and the ordinary diffusion is 
the only one of the contributions to be retained. The diffusional flux therefore 
reduces to Pick's law which is strictly only valid for binary mixtures: 
(2.7) 
where Da is the diffusion coefficient of species a. In many fluid flow problems, 
it is possible to identify one component which is present in large amounts 
(the background fluid), whilst the others can be treated as trace species. For 
combustion in air, Nitrogen (which is essentially inert) is present in high con-
centrations and can thus be considered a background fluid [167]. Under these 
circumstances can be considered as the binary diffusion coefficient between 
species a and the background fluid. Upon substitution of equation 2.7 into 
equation 2.6, the species transport equation is rewritten as: 
dpYg , dpukYg d ( n dYa\ , . 
+ ^ (2.8) 
dt dxk dxk \Scadxk 
Where Sca is the Schmidt number for species a and is defined as Sca = 
The final term on the right hand side of equation 2.6 is the chemical source 
term and represents the net rate of production or destruction of species a due 
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to the chemical reaction. It is this term along with the density which couples 
the N species transport equations. It can be written as: 
Wr 
— 53 ^a,k) (2.9) 
where and I'a.k are the matrices containing the stoichiometric coefficients 
for species a on the reactant and product side of the reaction respectively. 
Cm is the concentration of the components and can be written as: 
(Tm - (2.10) 
where Wm is the molar mass of the components. The specific reaction rate 
constants, ki, are written using the Arrhenius equation: 
ki — ^exp('^or) (2.11) 
where A is the frequency (or pre-exponential) factor for the reaction step, E 
is the activation energy and Ro is the universal gas constant. A is generally 
assumed constant, but can be weakly associated to the temperature. The ac-
tivation energy also depends on the temperature and the range of temperature 
[94]. 
In turbulent reacting flows the reaction rate term results in serious difficulties 
since it is highly non-linear and very strongly dependent on the temperature, 
density and species concentrations. This complex phenomenon will be further 
elucidated upon in section 4.2. The usual approach to avoid this problem is 
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to describe the combustion process through strictly conserved quantities or 
through the use of a progress variable. The element mass fractions form a 
set of variables which are conserved since elements are neither created nor 
destroyed during combustion. The element mass fractions can be defined as: 
N 
Zff — ^ (2.12) 
a=l 
where the term 'ippa is the number of grams of element in species a . Since 
these elements are conserved, the source term in the transport equation for 
the element mass fractions is zero: 
N 
— 0 (2.13) 
a=l 
If the diffusion coefficients can be considered as being equal, then the Schmidt 
number of the individual species Sca is equal to the Schmidt number of the 
mixture {Sc). Under these circumstances the species concentration equation 
2.6 can be used in conjunction with equations 2.12 and 2.13 to write a transport 
equation for the element mass fractions: 
dpZp dpukZp _ d f n dZp\ 
a** ckc* ^ ^ ^ 
Differential diffusion effects can arise if the element diffusivities are not equal 
and can have an effect if the molecular weight of the species are very different. 
However, in high Reynolds number fiows the molecular diffusion is confined to 
the smallest scales of the flow and the approximation of equal diffusivities is 
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often used [12]. 
2.2.4 T h e Energy Conservation Equa t ion 
The equation describing the conservation of energy can take many forms and 
will have either static pressure, temperature, stagnation enthalpy or internal 
energy as the principal variable. In combusting flows, not all of the terms 
present in the most general form of the energy conservation equation are re-
quired. Furthermore, based on order of magnitude analysis, the kinetic energy 
and the viscous dissipation terms can be neglected when the Mach number is 
sufficiently low. Also any work produced by body forces (e.g. gravity) is not 
accounted for since it is expected to be small in comparison to the thermal 
energy released during a chemical reaction. 
The rate of change of the internal e and kinetic energy present within 
a control volume is dependent upon convection in to and out of the control 
volume due to external forces as well as the flux of heat through the surface of 
the control volume and any work done by the fluid on its surroundings. These 
ideas can be expressed in terms of an energy transport equation as: 
a, (e + 1 « . ^ ) ^ (e + |u,u,) ^ _ flg, ^ a (2.15) 
The last term in this equation is due to viscous and pressure forces. In flows 
where the Mach number is small in comparison to unity, the energy present due 
to kinetic energy can be neglected. It is common in engineering applications 
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to use a transport equation for specific enthalpy. 
The specific enthalpy can be defined as: 
N 
/i = e H— = ^ ^ Ya^a (2.16) 
^ a=l 
where ha is the specific enthalpy of species a and can be given by: 
h a = [ CpadT + Ahfa (2.17) 
JTref 
where Cpa is the specific heat at constant pressure of species a and is generally 
a function of temperature. is the standard heat of formation (enthalpy 
of formation) of a given species at reference temperature T^e/ and is related to 
the heat liberated during a chemical reaction. Finally, the specific enthalpy in 
equation 2.16 can be expressed as: 
N 
A ==<:';,? (2.18) 
a=l 
where Cp = ^ YaCpa- Therefore, if the species mass fractions and the en-
a=l 
thalpy of the mixture are known, then the temperature of the mixture can be 
calculated. Finally, the energy conservation equation can be written as: 
dph dpukh dqk , dp 
I II 
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where % is the heat flux vector and pressure and viscous stress terms have 
been discarded as they are generally negligible compared to the heat liberated 
by a chemical reaction [106]. Term II of this equation is often neglected in 
combusting flows and its relative importance of in comparison to term I can 
be estimated as follows. 
If a fluctuation u in the velocity occurs, it will have an associated pressure 
fluctuation of pu^ and a fluctuation in the enthalpy of CpT and thus the ratio 
of terms I and II can be written as: 
W 
Afo: (2.20) 
Where Ma is the fluctuating Mach number and is given by where 7 is the 
ratio of the specific heats. In a low speed flow, Ma is small and hence term II 
can be neglected. In systems such as internal combustion engines where there 
are strong cyclical variations in the mean pressure this term should, however, 
be retained. 
The heat flux, in a multi-component mixture will include contributions due 
to radiation, the Dufour effect, species inter-diffusion as well as conduction. 
Radiative transfer is generally only of importance in furnaces and particle laden 
flows and is not of significance in single phase systems [11]. The Dufour effect 
(diffusion induced by a temperature gradient) is also negligible in chemically 
reacting flows of multi-component gases [11]. 
The heat flux vector in the energy conservation equation, 2.19, can then be 
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cast in terms of only the heat conduction qf and the species inter-diffusion q}' id. 
+ (2 21) 
where equal diffusivities have been assumed for the inter-diffusion term and 
Fourier's law, where k is the thermal conductivity of the mixture, has been 
used for the heat conduction. The temperature gradient in the heat conduction 
can be written in terms of an enthalpy gradient as follows: 
and upon substitution of equation 2.22 into equation 2.21 for the temperature 
gradient the energy flux vector can be written as: 
IJ, dh ^ \ ^ 
' a=l 
where Pr is the Prandtl number and is written as Pr = The energy 
transport equation can now be rewritten by substitution of 2.23 into equation 
2.19: 
dph , dpukh _ d f n dh\ d f \ l 1 1 A , dvA . . 
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If it is assumed that there is a single Schmidt number and a single Prandtl 
number for the flow problem and also that the Lewis number (the ratio of 
these two quantities (Le = ^ ) ) is unity, then term I of equation 2.24 dis-
appears. In high Reynolds number flows, this assumption together with that 
of equal dilfusivities is generally sufficient since it is argued that the effect of 
these assumptions is confined to the smallest scales of the flow. The energy 
conservation equation then reduces to; 
dph dpukh _ d ( ix dh . 
dt dxk dxk \Scdxk 
and is identical in form to the element mass fraction equation presented in 
section 2.2.3 where here Pr = Sc. 
2.2.5 T h e React ion Progress Variable Equat ion 
For flows involving homogeneously premixed reactants, the combustion process 
can be described in terms of a reaction progress variable. This variable is 
usually defined as a normalized fuel mass fraction and can be written as: 
where Yp-, Ypfi and Yf,oo are the local fuel mass fraction, the unburnt fuel 
mass fraction and the fully burnt fuel mass fraction respectively. Under these 
conditions, the reaction progress variable will take a value of 0 in the unburnt 
mixture, 1 in the fully burnt mixture and values between these bounds where 
the chemical reaction is taking place. The reaction progress variable is some-
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times written as c —> c — 1, and is then often known as the regress variable. 
This second form is used throughout this work with the term reaction progress 
variable being retained. 
In a lean or stoichiometric flame, the fully burnt fuel mass fraction will be zero 
and this equation reduces to; 
c — 1 — (2.27) 
Under adiabatic conditions, constant pressure and unity Lewis number the 
normalised fuel mass fraction definition of the progress variable is equivalent 
to a normalised (or reduced) temperature and is the only transport equation 
needed to define the state of combustion. This in effect means that the specific 
enthalpy of the mixture is constant and that when the fuel mass fraction 
decreases, the chemical enthalpy also decreases but that the temperature and 
therefore sensible enthalpy both increase. However, when these conditions 
of unity Lewis number, constant pressure and adiabatic conditions are not 
satisfied a transport equation for the enthalpy 2.25 is also required in order to 
define the thermochemistry of the problem. 
The fresh gas fuel mass fraction in hydrocarbon/air flames can be expressed 
in terms of the following equation; 
(1 + 3 . 7 6 ^ ) 
where Wyvj and W02 are the molar masses of Nitrogen and Oxygen and s is 
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the stoichiometric ratio which varies from fuel to fuel. It takes a value of 4 for 
Methane - air flames and 3.63 for Propane - air flames. The equivalence ratio, 
which depends on the ratio of the fuel and oxidizer mass fractions is given 
by: 
(ft) 
"eq — / \ (2.29) 
( p i Jo J St 
The instantaneous form of the reaction progress variable, taking a value of 1 
in the unburnt gas and zero in the burnt gas, can be written as 
where D is the diffusivity and w is the reaction rate. The difficulties associated 
with the closure of the reaction rate term will be dealt with in subsection 4.2. 
It is sufficient to state here that direct closure of this term in an LES presents 
myriad issues, and techniques to overcome these difficulties are a major branch 
of both the non-premixed and premixed combustion modelling fields. 
2.2.6 T h e S ta te Equat ion 
The equation of state for a mixture of ideal gases expresses a relationship 
between the local composition, the temperature, pressure and density. It can 
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be written as: 
p = (2.31) 
The density is then a function of the local composition, pressure and enthalpy 
fields: 
p = pip,h,Y) (2.32) 
where T denotes dependence of p upon the thermochemical variables only. At 
low Mach numbers, as seen in section 2.2.4, the dependence of p on fluctuations 
in pressure is usually neglected. 
2.3 Turbulent Reacting Flow Simulation 
2.3.1 Turbulence Scales and Direct Numer ica l Simula-
t ion 
Analytical solutions to the Navier Stokes equations are known only for a small 
number of laminar flows in simple geometries. Numerical techniques for find-
ing solutions to the equations are therefore needed for high Reynolds number 
turbulent flows. The most accurate method for numerically solving the Navier 
Stokes equations is Direct Numerical Simulation (DNS). In this type of com-
putation, all the time and length scales of the flow are solved for. The solution 
domain must therefore be at least large enough in order to capture the largest 
of the anisotropic eddies in the flow field. These extents are characterised by 
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the integral length scale, k , and the velocity time scale, uj. The DNS must 
be able to capture the smallest scales present in the flow field. At the smallest 
turbulent scales in high Reynolds number flows, the turbulence has been ob-
served experimentally [72] to be isotropic in nature. Therefore, it is assumed 
that the characteristics of the turbulence at these scales is unaffected by the ex-
ternal conditions which characterize the large scale, anisotropic motions of the 
flow field. At the smallest scales, the kinetic energy that has been transferred 
down the energy cascade is dissipated into heat through the action of viscosity. 
Since the turbulence in this region is assumed to be in equilibrium (according 
to Kolmogorov [90]), it can be characterised by the dissipation rate, e, and the 
kinematic viscosity, u. Prom these parameters, the Kolmogorov length scale 
and velocity scale can be written as: 
77= ( ^ ) = (2.33) 
The assumption of equilibrium used to derives the above expressions for the 
dissipation scales implies the rate of transfer of kinetic energy from the large 
scales to the dissipative scales is balanced by the rate at which the energy in the 
small scales is dissipated. Therefore, the turbulent kinetic energy contained 
in the large scales can be estimated by and the time scale estimated as 
A DNS must be capable of capturing all length and time scales between 
these large scales and the Kolmogorov scales defined earlier. Experimental 
data suggests that energy is transferred from the large scales at a rate which 
is proportional to the inverse of the large scale time scale. The dissipation can 
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therefore be estimated in terms of the large scale flow quantities as: 
e (2.34) 
H 
and is a valid order of magnitude approximation. If the relations in equation 
2.33 are then rewritten in terms of equation 2.34, then the number of nodes 
required to resolve the three dimensional flow field can be given by: 
Nxyz OC ^ ^ ~ (2.35) 
The turbulent Reynolds number. Ret-, is proportional to the mean flow 
Reynolds number and the resolution requirements are then expected to grow 
in regions away from surfaces as Reh Close to walls the resolution grows more 
rapidly [165]. 
As well as considering the spatial resolution required, the temporal resolution 
is also an issue. In a practical simulation, it is necessary to simulate in time 
for a long enough period to remove any spurious start up conditions from 
the flow field and then to integrate forward in time for a sufficient period 
to ensure accurate statistics are captured. Assuming the scales of relevance 
are the integral scales, the minimum time required from a start up effect free 
simulation is: 
simulation ~ (2.36) 
Furthermore, in order to accurately capture the physics, the time step must 
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not convect the smallest scales of the flow field more than one mesh spacing 
in a given time step. A characteristic number which relates the time step to 
the local flow field velocity and length scales is defined as: 
C o = ' ^ (2.37) 
Where Co, known as the Courant Number, must be of the order of unity. Since 
Aa: DC 77, the number of time steps required to advance the solution over the 
inteiind aa defined abcnreia: 
a (2.38) 
4 
Therefore, the cpu-time needed for a DNS scales as Niyz and grows with Re^. 
Since the Reynolds number can take values of the order of 10® — 10®, the 
resolution requirements for practical flows of engineering interest are beyond 
the capabilities of even the fastest computers. 
When combustion takes place the scales associated with it lead to resolution 
requirements that are even more stringent. These scales are dealt with in 
section 4.3. The spatial resolution requirements of a Methane - Air flame 
are of the order of one million nodes per cubic millimetre [16]. The combined 
effect of the resolution requirements due to the combustion and the flow field 
scales requires that numerical techniques which do not demand such large 
computational resources are found. 
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2.3.2 Reynolds Averaged Navier Stokes Equat ions 
The Reynolds Averaged Method (RANS) is an approach to the modelling of 
turbulent flows in which the resolution requirements are much less than those 
of a DNS. The flow variable, 0, is decomposed into a mean and a fluctuat-
ing component and then the conservation equations are averaged. The flow 
variable can then be written as the sum of the mean, (</>), and the fluctu-
ating, 0, components. The averaging is then applied and can take the form 
of a Reynolds average or a Favre (density weighted) average. The Reynolds 
decomposition is written as 
<6== (d") 4-<A (2.39) 
where the mean quantity is defined as 
Nr 
{(j)) = lim — ^ {x, t) (2.40) 
1=1 
yr~rw 1 VY 
where (.) denotes a Reynolds averaged quantity. A Favre or density weighted 
average is decomposed a follows 
0 = (W) + ^ (2.41) 
where the mean quantity is defined as: 
<W) = i lim ^ ("''') (2 42) 
P yVr—f00 , 
^ ' 1=1 
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where ((.)) denotes a Favre averaged quantity. Note that ensemble averages 
are used and thus each (z, t) represents the i — th realisation of a total 
of Nr realizations. In a statistically stationary flow field these two ensemble 
averages are identical to time averages. The Favre averaging is used because 
in flows with large density fluctuations, the use of Favre averaging eliminates 
terms which involve correlations of density fluctuations, thus making the prob-
lem more tractable. Application of a Reynolds average to the Navier Stokes 
equations and observing that: 
= 0 and <^2> = (0i) ih) (2.43) 
results in the well know Reynolds Averaged Navier-Stokes equations which de-
scribe the mean flow. Only the integral scales need to be resolved and thus the 
RANS approach offers a distinct advantage over the resolution requirements 
of DNS. Unfortunately, the application of a Reynolds average means that all 
turbulence scales need to be modelled [77]. 
Averaging results in the equations describing the mean flow containing un-
known averages of products of fluctuating quantities, (•UjUj) , the Reynolds 
stresses. This is the closure problem and has demanded much attention from 
those attempting to solve these equations. The introduction of a closure 
through a turbulence model is therefore required. Often the unknown higher 
order moments are represented in terms of known lower order moments which 
are known as part of the solution. The k — e approach and the Reynolds stress 
models are two of the most widely used closures. The closure models often in-
clude problem dependent model parameters and it has been found that RANS 
approaches generally perform poorly in regions of strong streamline curvature 
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or large adverse pressure gradients as well in flows where there are large scale 
(unsteady) coherent motions. 
2.3.3 Large Eddy Simulation 
Intermediate to the RANS and DNS approaches is the Large Eddy Simula-
tion approach which makes use of the idea of the separation of scales. In any 
turbulent flow field there are large scale structures which depend strongly on 
the boundaries and the nature of the flow. The large scale structures are pre-
dominantly responsible for the transport of the mass, momentum and species 
concentrations in a turbulent gas mixture flow. The smallest scales in the flow 
field in contrast are independent of the nature of the fiow and their main pur-
pose is to dissipate the fluctuations of the transported quantities and therefore 
have a slight effect on the mean quantities. These smaller, geometry inde-
pendent and essentially isotropic scales are more amenable to modelling than 
the larger scales. The approach adopted in an LES is therefore to explicitly 
solve for the large scale energy containing scales and to model the effects of 
the small scales. In general, the large scales are defined as those which can 
be captured on the numerical grid and the small scales as those which are in 
effect sub-grid in size. This method is more computationally demanding than 
the RANS approach but is capable of handling large Reynolds number flows 
in manageable computational time scales. In flows without solid boundaries 
LES is not restricted by the Reynolds number. However, close to walls in the 
viscous sub-layer, the separation of scales argument does not apply and this 
region requires full resolution. In high Reynolds number flows this layer is 
extremely thin and requires the use of approximate wall boundary conditions 
rather than computationally expensive full resolution. 
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2.4 Summary 
This chapter introduced the equations which govern turbulent reacting flows. 
The scales associated with turbulence are then introduced and it has been 
shown that the computational requirements for full resolution in high Reynolds 
numbers flows is computationally too expensive given current computational 
resources. This has led to the development of the RANS and LES techniques. 
Whilst the RANS approach is computationally efficient, it performs poorly in 
highly unsteady flows and flow with separation. The LES approach allows the 
modelling of the smallest scales while explicitly computing the largest scales 
and using approximate wall boundary conditions in place of full resolution near 
the wall. The large resolved scales are therefore calculated in a time dependent 
manner and the effect of the small sub-grid scales is mimicked using sub-grid 
closure models. 
In a turbulent premixed combusting flow, it will be shown in the next chapter 
that the problems associated with the closure of the reaction rate term in the 
species transport equation using Arrhenius law type expressions is problematic 
and therefore more manageable approaches are required. These approaches will 
be introduced in chapter 4. 
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Large Eddy Simulation 
3.1 Introduction 
The governing equations of LES for a variable density flow are introduced in 
the following sections. Initially, the spatial filtering, which is central to LES, 
and the consequent need for sub-grid modelling are introduced. Dynamic sub-
grid modelling as well as wall bounded flows are then further elucidated. The 
sub-grid modelling of the reaction progress variable which is used for simulating 
premixed combustion in this work is also introduced. Finally some numerical 
aspects of these ideas are considered. 
In the previous chapter the concept of scale separation was introduced. This 
separation allows the dynamics of the large geometry dependent scales to be 
explicitly simulated whilst the behaviour of the small more isotropic scales are 
modelled. The small and large scale motions are separated using a spatial 
filtering operation. This filtering introduces unknown terms which have the 
3.2 The Spatial Filtering Operation 
properties of a stress and act to remove turbulent kinetic energy from the re-
solved scales of motion. These unknown terms must be appropriately modelled 
to ensure that an accumulation of energy in the resolved scales is prevented. 
3.2 The Spatial Filtering Operation 
The application of a spatial filtering function to the Navier-Stokes equations 
results in the Large Eddy Simulation equations and the approach taken by 
Leonard [102] to obtain these equations is presented here. The spatial filtering 
of a general flow variable (j){x, t) can be defined as its convolution with a spatial 
filter function G: 
^{x,t) = f G{x — x,A)(l){x,t)dx (3.1) 
Jn 
where the integration is carried out over the entire domain, and A is a 
width which characterises the spatial filter G and can vary with position. The 
Fourier transform, f{k,t), of (f>{x,t) and G can be expressed as: 
+00 
/(&,() = JJJ f{x,t)e~^'"'^''dx (3.2) 
—00 
Hence in wavenumber space the filtered variable of equation 3.1 can be written 
as the product of the Fourier transforms of f{x,t) and G: 
^{k, t) = G{k, A) • ^{k, t) (3.3) 
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It is seen that if G is zero for kf > kl then all wavenumbers larger than 
(a cut-off wavenumber which defines the limit of resolution in wavenumber 
space) will have their contribution removed. This is known as the spectral 
cut-off or ideal filter and is the only filter function to ensure removal of all 
high wavenumber contributions from the flow field. For application to an LES 
of a combusting flow, the properties which a filter function must satisfy are: 
+00 
j j j G{x,A)dx = l (3.4) 
hin G(a;, A) = 5(a;) (3.5) 
( 2 ( 3 , ( 3 . 6 ) 
These constraints ensure, respectively, that when a constant is filtered it re-
mains unchanged, that as A approaches zero the filtered and unfiltered func-
tions becomes equal and that the physical principles associated with positive 
definite quantities such as kinetic energy are not violated. 
In addition to the spectral filter introduced earlier, several others are com-
monly encountered in the literature. These include the top hat (also known as 
'box') and Gaussian filter functions. The application of a top hat or Gaussian 
filter will remove contributions from all wavenumbers without removing the 
entire contribution from any particular part of the spectrum. The applica-
tion of finite differences to continuous transport equations acts to remove the 
smallest unresolved scales and is often interpreted as being a box filter [6]. 
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The interpretation of spatial filtering by Leonard [102] is simply an elegant 
means of providing a formalism for LES which defines the scale separation. As 
pointed out by Wille [165] the definition of a filter is not critical to formalise 
the distinction between simulated and modelled turbulent statistics as long 
as the large scale energy containing motions and the statistics of the energy 
transfer with the small scale residual motions are approximated accurately by 
the simulation. 
In order to apply the filter to the equations of motion some rules need to 
be established. The decomposition of a quantity into resolved and sub-grid 
components is represented as: 
(j){x, t) = ^{x, t) + <j){x, t) (3.7) 
In a similar manner to Reynolds averages where s is a constant: 
scj) = s(j) a(j)i + bcj)2 = a0i + (3.8) 
and 
However, unlike Reynolds averages repeated application of a filter will in gen-
eral result in further smoothing of the variable: 
(j) ^ (j) (3.10) 
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3.3 The Commutation Error 
Provided the spatial filter is constant throughout the domain, spatial filter-
ing and differentiation can be assumed to commute. However in complex 
engineering problems, the filter width (generally linked to the mesh spacing) 
varies throughout the flow field due to both geometrical considerations and the 
need to capture varying turbulent length scales. Under these circumstances 
spatial filtering and differentiation no longer commute. It has been shown by 
Ghosal and Moin [56] and Wille [165] that when the assumption of commu-
tation is applied, then errors associated with it can be analysed in terms of a 
one-dimensional filtering operation: 
%+A+ 
x—A-
where A"'"(a:) -t-A~(a;) is the effective filter width at location x. Equation 3.9 is 
then modified to include the error due to the commutation, the commutation 
error: 
dt it ( A + ( i ) + A - ( a ; ) ) " ' 
(A+(z) + A-(a;)) 
(3.12) 
where the rhs is the commutation error, C{x). Ghosal and Moin [56] , as 
already mentioned, redefined the spatial filtering operation through the use of 
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a mapping technique which transforms the computational space of the non-
uniform filter width to a space of uniform filter width. The commutation 
error associated with such a transformation is of the same magnitude as that 
resulting from a 2nd order discretisation scheme. This in effect means that the 
spatial filtering and differentiation commute to within the accuracy of such a 
numerical discretisation scheme. 
It can be seen from equation 3.12 that C(x) is a function of the stretching 
factor (also known as the expansion ratio): 
ci(A+(x)+A (x)) 
( A + ( i ) J A - W ) ( 3 1 3 ) 
and the work of Wille [165] notes that provided the stretching factor is small 
(±10%) then the commutation error is negligible. Since the filtering procedure 
is generally implicit in the formulation, it is standard practice in LES to ignore 
the commutation error and to actively control the size of the expansion ratio. 
During the course of this work every effort has been taken to ensure that this 
criteria for cell size expansion ratio is adhered to. 
3.4 The Favre Filtered Navier Stokes Equa-
tions 
Large Eddy Simulation calculates large scale fluctuations in density explicitly. 
However, the presence of sgs fluctuations in density need to be accounted for. 
The most straightforward approach to account for these fluctuations is through 
the use of a density weighted (Favre averaged) filtering procedure. Through 
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the use of Favre filtering, the presence of second and higher order correla-
tions between the density and other variables are avoided, thus rendering the 
problem more tractable. The Favre filtered variable ^{x,t) can be defined as 
follows: 
(j){x,t) - ^{x,t) + ^{x,t) = p{x,t)^{x,t) = 0 
(3.14) 
This Favre filtering has been used in many studies of both inert and reacting 
fiows [35], [29], [16]. 
Application of the Favre filter to the Navier Stokes equations gives: 
dpUj dpUjUk ^ 
dt dxk dxi dxk 2^ — -SikSu 
(3.15) 
where /i is assumed constant and the rate of strain tensor Sij has been intro-
duced: 
In an LES, the filtered strain rate is not available since Uj rather than % is 
solved for. Most LES are at high Reynolds numbers and in these cases the 
viscous effects are generally confined to the dissipative scales and therefore 
have little effect on the large scales of motion and as such the approximation 
is considered to introduce neghgible error. 
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3.5 The Residual Stress 
The convective term on the Ihs of equation 3.15 is non-linear in nature and 
requires a decomposition into known and unknown parts which are often de-
composed as: 
p v ^ j — puiuj -I- Tij (3.17) 
where Tij is known as the residual stress or the sub-grid scale stress (sgs stress). 
The term sgs stress derives it name from the usual practice of using the com-
putational grid scale in an LES as the cut-off between resolved and unresolved 
scales of motion. Substitution of 3.17 into 3.15 allows for the Favre-filtered 
Navier Stokes equation to be written in a similar form to the unfiltered equa-
tion with an additional term for the residual stress. A large part of the research 
in LES has been devoted to finding accurate models to account for the flow 
physics associated with this residual stress. 
3.5.1 Decomposit ion of the Residual Stress 
The residual stress can be studied in greater detail by substituting into equa-
tion 3.17 a decomposition of the velocity in the form: 
Uk = Ui + Uk (3.18) 
where the term % is the sub-grid component of Uk and Ui is the Favre-filtered 
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quantity. 
This substitution can then be written in terms of the triple decomposition: 
the Leonard, Cross and sgs Reynolds stresses respectively: 
Tij — Cij + Cij + TZij (3.19) 
where 
= p {uiuj — UiUj^ (3.20) 
Cij = p (uiuj + UjUi^ (3.21) 
TZij = puiUj (3.22) 
It can be seen that the Leonard stress Cij contains only resolved quantities 
and it represents the spatial average of the transport due to the interactions 
amongst the resolved scales only and is sometimes called the resolved filter 
stress. It can be calculated explicitly from the known quantities in an LES. 
The Cross stress Cij contains both resolved and unresolved terms and accounts 
for the spatial average of the transport due to the interactions between resolved 
and unresolved scales. The last term, the Reynolds stress term Tlij contains 
only unresolved terms and accounts for the spatial average of the transport 
due to the sub-grid motions only. Models based on a direct decomposition of 
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Tij are not generally used and most techniques (including those in this work) 
attempt to model the entire residual stress as one unit. 
Through manipulation of equation 3.15 a transport equation for Ty can be 
derived using the general moments of Germano [51]. This transport equation 
for Tij results in a number of terms which need to be modelled. The computa-
tional cost of dealing with these terms is considerable and rather than solving 
this equation, the standard approach is to create simple models for which 
are based on resolved flow quantities. 
As pointed out by Lesieur [104], the most important purpose of the residual 
stress is to remove kinetic energy from the large scales at the appropriate 
rate. Through manipulation of equation 3.15, two equations (representing the 
resolved {kgs = ^UiUj) and the sub-grid scale {ksgs = | {u^j — UiUj)) kinetic 
energy can be derived which shed light on the interaction of both scales in terms 
of the kinetic energy transfer. The resolved scale kinetic energy equation is 
written as: 
dpkgs dpukkgs _ dp dcikUj _ ~ dTjkUj . 5 c)o\ 
TermI 
This equation contains contributions on the rhs from pressure forces, viscous 
diffusion and dissipation, sub-grid scale diffusion and sub-grid transfer (Term 
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I) respectively. The sub-grid scale kinetic energy equation is written as: 
dpksgs dpukksgs _ dT{ui,Ui,Uk) 
dt dxh dxk 
dp _ dp 
+ 
(3.24) 
Termll 
and contains contributions on the rhs from turbulent transport, pressure work, 
viscous diffusion and dissipation and sub-grid scale transfer (Term II) respec-
tively. The sub-grid transfer term appears with opposite sign in equations 3.23 
and 3.24 (Terms I and II) and represents the net exchange of energy between 
scales. If the sign of this term is negative, then it means that the energy is 
transferred from resolved to unresolved scales as expected. However, instan-
taneously, this term can take on a positive sign, thus allowing energy to move 
from unresolved to resolved scales. This phenomena, known as backscatter, 
is often encountered when the resolved and unresolved scales are insufficiently 
separated and has been noted in several LES related papers [123]. It is also 
noted in the literature that backscatter is only of importance in low Reynolds 
number flows. Furthermore, the modelling of backscatter through the use of 
transport equations for the sgs stresses using stochastic modelling techniques 
is computationally expensive [141] and as long as the energy containing scales 
are properly resolved and the models used provide the correct rate of dissipa-
tion, the inclusion of such models is unnecessary. Close to walls in the viscous 
sub-layer much of the transported energy is in the small scales and backscatter 
can therefore become important. Backscatter is discussed in further detail in 
section 3.6.4. 
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3.6.1 T h e S tandard Smagorinsky Model 
It is common in turbulence modelling to represent the turbulent stresses using 
a scalar eddy model. In LES, the Smagorinsky model, which is an eddy vis-
cosity model of the Boussinesq type, is used to represent the sub-grid stress. 
Models of the Boussinesq type are valid order of magnitude approximations 
for turbulent transport in which a single time and length scale are dominant 
[151]. In an LES, provided the cut-oif scale is in the inertial sub-range and at 
high Reynolds numbers, the main role of the Smagorinsky model is to dissi-
pate energy at the correct rate. Since in an LES, the large scales are explicitly 
calculated, the assumption is that at small scales, a single time and length 
scale dominate. This can be achieved using an appropriately calibrated (pos-
itive) eddy viscosity model. Scalar eddy viscosity models assume isotropy of 
scales which is clearly not true for the energy containing resolved scales and 
on an instantaneous basis may be inaccurate for the largest of the unresolved 
scales. However, since the sub-grid scales only interact with the smallest of the 
resolved scales, sub-grid isotropy is not expected to adversely affect the most 
energy abundant of the resolved scales. 
Smagorinsky [145] was the first to use a Boussinesq type model for LES to 
parameterize the deviatoric part of the sub-grid stress tensor: 
~ Tfj — '^ P'sgs (3.25) 
where the sub-grid eddy viscosity is given by iiggs- This eddy viscosity is now 
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assumed, in the spirit of Prandtl, to be proportional to an appropriate local 
length and velocity scale [72]. Using a single equation for the sub-grid eddy 
viscosity implies that the stress and strain fields are aligned. As noted above, 
when the energy cascade interactions are between scales of similar size, the 
effect of such an assumption is not expected to affect the large scales of the 
flow. Since in an LES the integral scale at the sub-grid level is not known, the 
standard procedure is to use the filter width (usually the mesh spacing size) 
as the length scale. This assumption implies that the strongest interactions 
between resolved and unresolved scales are at a length similar in size to the 
filter size and thus the largest contribution to sub-grid turbulent transport will 
be from these scales. Traditionally, the velocity scale is associated with the 
square root of the sub-grid scale turbulent kinetic energy in an LES and the 
sub-grid stress can be calculated as: 
n i^jpkggg 2 CtpX-\^hggs Sij (3.26) 3 
f^sgs 
where is a constant of proportionality and A is a length scale. 
For High Reynolds Number flows, the assumption of local equilibrium allows 
the transport equation for the sgs kinetic energy to be reduced to a simple 
algebraic expression. This assumption requires that the time scale of the un-
resolved motion is significantly smaller than that of the resolved motion so 
that the assumption of equilibrium is valid since when perturbed, sub-grid 
eddies adjust and return to equilibrium almost immediately. The transfer of 
energy from the resolved to the residual scales, known as the rate of production 
of residual kinetic energy, is balanced by the rate of dissipation and can be 
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written for a constant density flow as: 
TijSij — P s^gs (3.2T) 
where eggs is the sub-grid dissipation rate and is dependent upon the smallest 
resolved scales 
(3.28) 
where Q is a constant of proportionality. Equation 3.27 is then substituted 
into equation 3.28 and using equation 3.26 : 
-2Crp\\/ksgsSij + •^^ijpksg^ Sij — —pCe ^ (3.29) 
which is then manipulated to provide a model for the sub-grid kinetic energy: 
(3.30) 
where 
|5l = (3.31) 
The isotropic part of the sub-grid stress is usually combined with the pressure 
term and is therefore not calculated explicitly. The modified pressure is often 
70 
3.6 Sub-grid Scale Modelling 
referred to as a pseudo-pressure. In an LES the Favre-filtered quantity, S, is 
calculated and it is assumed that using this quantity in place of S is sufficient to 
account for density variations. The Smagorinsky eddy viscosity for a variable 
density flow is then written as: 
= (3.32) 
The length scale A is generally estimated as being the cubed root of the local 
cell volume and is thus a function of the mesh spacing. In general the length 
scale, A, should be greater than the mesh spacing in order to accurately rep-
resent the smallest scales of the filtered field. However, in practice for ease of 
computation it is usual to assume: 
A = = A (3.33) 
Lilly provided an analytical calibration of the Smagorinsky coefficient, Cs, 
using the three-dimensional Kolmogorov energy spectrum for isotropic turbu-
lence [108]. If local equilibrium is assumed, then the mean sub-grid kinetic 
energy equation reduces to: 
i^sgs) — - - (njSij) (3.34) 
If the Smagorinsky model is then included and the strain rate tensor manipu-
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lated, the mean sgs dissipation rate can be given by; 
(c,„) = ((TfZl)* (3.35) 
The mean square root of the strain can be calculated using the Kolmogorov 
energy spectrum: 
E{k) = ak{e)'^k-i (3.36) 
where otk is the Kolmogorov universal inertial sub-range constant which is 
given experimentally as approximately 1.6 [151]. (e) is the mean dissipation 
rate and k is the wave number. By introducing the assumption of an inertial 
sub-range it is assumed that very little energy is dissipated through the large 
scales and therefore all of the dissipated energy is dissipated through the sub-
grid stress. An expression for involves some complicated integrals and 
was approximated using the Kolmogorov energy spectrum by Lilly as 
( | g | ' ) «2^'°A:'E(A)dA; = (3.37) 
where kc, the cut-off wavelength is given by This expression for the mean 
square rate of strain is useful since the term involving the mean rate of strain 
to the power of 3 in equation 3.35 can be approximated by 
according to Lilly. Substitution of this expression into equation 3.37 and then 
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substitution of the resulting expression into equation 3.35 gives 
4 1 
^ « 0.165 (3.38) 
6a) -K 
In flows which involve mean shear, the value of 0.165 has been found to provide 
excessive damping of the resolved scale fluctuations and in simulations of tur-
bulent channel flows, Deardoff [33] found that good results could be obtained 
using a value of 0.1. A priori tests [112] in homogenous turbulence have shown 
that Cs decreases with increasing strain rate thus implying that the value of 
Cs will vary from flow to flow. The model does however contain a degree of 
robustness to the mistuning of Cs- If Cg is chosen too low, then the energy 
dissipation at the small scales will be insuflicient to balance the production at 
the larger scales and energy will then accumulate in the high wave numbers. 
3 
, the dissipa-This will result in an increase in and since the Eggs ~ Cs 
tion will be increased until such time that it is in equilibrium with the rate of 
production. The spectrum implies that the strain rate depends mostly on 
the low energy content high wavenumbers and therefore the adjustment due 
to insufficient sub-grid scale dissipation occurs with little impact on the large 
scales [16], [76]. 
Clark et al [27] used DNS data of a turbulent flow to show that the sgs stresses 
calculated according to the Smagorinsky model correlate very poorly (< 0.3) 
with those calculated from the appropriate filtering of the DNS data. Further-
more, the Smagorinsky model is absolutely dissipative in nature and cannot 
account for the effects of backscatter from the sub-grid to super-grid scales 
since Tggs < 0. However, it has been found that correlations calculated for the 
sub-grid scale dissipation rate are in good agreement with DNS data (> 0.7) 
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and it is therefore argued that the success of the Smagorinsky model is due to 
its ability to remove turbulent kinetic energy from the resolved scales at the 
correct rate. 
3.6.2 T h e Dynamic Smagorinsky Model 
Dynamic procedures for calibrating the Smagorinsky model parameter have 
been developed since it is well known that the optimum value of the Smagorin-
sky parameter is different for different flow regimes. The Smagorinsky coef-
ficient should be zero in laminar flows as well as being attenuated near walls 
in comparison with its standard value in high Reynolds number free turbu-
lent flows [131]. Germano et al [52] proposed an extension to the standard 
Smagorinsky model which makes use of information from the smallest resolved 
scales to allow for a spatial and time dependent value of the Smagorinsky 
model parameter to be calculated. This allows the stress-strain relationship 
calculated from the smallest resolved scales of the flow to be used for model 
adjustment rather than assuming a turbulent sub-range [29]. 
The main assumption behind the dynamic procedure is that the model pa-
rameter is scale invariant. This implies that the model parameter (C = Cs^) 
at scales larger than the standard test filtered level AT is equal to the model 
parameter at the grid filtered scale Ac- Generally, the test filter is set equal 
to twice the grid filter level [29]. Applying a test filter ^ to equation 3.15: 
dpui dpUiUk _ dp ddik , . 
dt dxk dxi dxk 
^Denoted by a carat here, rather than meaning a Fourier Transform 
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where the test filtered stress can be written using equation 3.17 as: 
pQaj = + Tij (3.40) 
where is known as the test filter scale stress. Both the grid and test filtered 
stresses are unknown, but using Germano's identity, they can be related as: 
Lij = Tij - ^ = p ^UiUj - (3.41) 
where Lij is the test filter scale Leonard stress and can be directly found 
using known quantities from the resolved scales of motion. Assuming the 
same functional form for both Ty and Tij, the anisotropic part of these terms 
can then be written as: 
Tij — -^SijTkk = —2PCAq S ^Sij — -SijSk^ = —CPij (3.42) 
Tij — -^SijTkk — —2pCAy S ^Sij — -SijSkk^ = —Caij (3.43) 
where the tensors, and ^ij are written for notational convenience. Since 
both of these tensors are traceless, the anisotropic part of the test filter scale 
Leonard stress tensor Lfj can then be written as: 
Lij = Lij — -SijLkk = (C0ij — C o y j (3.44) 
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If it is assumed that the model parameter is not a function of space this 
expression can be rewritten as: 
= C (3.45) 
where Mjj = (^ Pij — . Upon contraction of the above expression using Sij 
a scalar expression for C is found: 
c = , (3.46) 
[^Pij — cuijj Sij 
The assumption that C is not a function of space is inconsistent with the model 
parameter being a function of space. It is also noted that the denominator of 
equation 3.46 can become indeterminate (or lead to computational instability). 
Germano[52] attempted to numerically account for this problem in a turbu-
lent channel flow simulation by averaging the value of C across the planes of 
homogeneity. Local negative values of C can occur due to the ill conditioning 
of the denominator in equation 3.46 and can lead to negative eddy viscosities 
which can destabilize the flow. 
As is clear from equation 3.46, the components of the tensor vanish in 
laminar flows and therefore the eddy viscosity will, as expected, tend to zero. 
Also, in the vicinity of a wall, the modelled stress is proportional to the cube of 
the distance to the wall and gives the correct behaviour for the most important 
component of the residual stress, Tn, in this region. 
Since and are symmetric and traceless tensors, equation 3.45 will result 
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in five independent equations. A single Smagorinsky coefficient cannot be 
chosen to match these independent components and it has been shown by Lilly 
[109] that the mean-square error can be minimised by defining the square of 
the error as: 
^ij — Lij - C (^Pij — (3 47) 
and then taking the derivative of Eij'^ in C and setting the results to zero, the 
sum of squares will be minimized and will result in a value of C: 
(3.48, 
Furthermore, the 2nd derivative of in C is positive, thus ensuring we 
have a local minimum in The numerator and the denominator, unlike 
in equation 3.46, of this equation vanish only when all five components of My 
are zero since the test filtered strain vanishes. It is usual, however, to employ 
some form of averaging or clipping to ensure C does not become too large. 
The removal of C from within the test filter implies spatial invariance of C 
and is mathematically inconsistent with the dynamic procedure. In order to 
overcome this, Piomelli and Liu, [124], rewrite equation 3.44 as follows: 
Lij — Lij — -6ijLkk — {c*Pij — Cai j j (3.49) 
where C* is an estimate of the coefficient and is assumed to be known. If the 
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sum of the squares of the residuals are minimised, an expression for C is found: 
(c*l3ij — Lij] aij 
C = ^ ^ (3.50) 
<^klOtkl 
Here, the denominator vanishes only if the components of the stress tensor 
vanish and in such a case, the numerator vanishes also. An estimate for C* 
is also needed. It is common to assume a zeroth order approximation and 
let C* = First order extrapolation can also be employed, but this can 
lead to unstable behaviour if the model coefficient changes on a small time 
scale. Limiting of the Courant number can reduce or remove this unstable 
behaviour since the model coefficient is controlled by the time scale of the 
smallest resolved scale motions which is proportional to For a Courant 
number of 0(0.1), this means that the time scale of the smallest resolved 
scales will be of the order of O (10 Ai), thus resulting in a long correlation time 
for C. 
The dynamic model requires no input from the user other than the size of the 
test filter in relation to the grid scale filter. Germano [52] however, showed 
that a doubling of the ratio of the grid filter and test filter from 2 to 4 does not 
significantly affect the statistics in a channel flow simulation. Furthermore, 
the dynamic model results in a zero value for C in regions of laminar flow 
and will automatically tend towards zero in the near wall region thus negating 
the requirement to impose a damping function close to walls. One of the 
drawbacks of the dynamic model is that it depends on the smallest resolved 
scales for its information and is therefore susceptible to errors at these scales. 
In these cases, filtering can control the numerical errors. 
78 
3.6 Sub-grid Scale Modelling 
3.6.3 Other Models 
Bardina et al [8] introduced the concept of scale similarity models in the 
derivation of sub-grid scale models in LES. In the absence of density variations, 
the sub-grid component of the velocity can be given by 
u = u — u (3.51) 
where the largest sub-grid quantity from the resolved scales allows a direct 
calculation of the sub-grid stress. These models, unlike the eddy viscosity 
models, do not assume alignment of the sub-grid stress and strain tensors 
and are capable of dealing with backscatter. Whilst there is a good correlation 
between the actual and modelled sub-grid stress tensors, the level of dissipation 
is insufficient [138]. Mixed models, which take advantage of the abilities of 
similarity models and viscosity models, have also been developed [8]. 
3.6.4 Backscat ter 
Energy transfer between the resolved and sub-grid scales is not necessarily 
uni-directional [104]. Backscatter is the transfer of energy from the sub-grid 
to the resolved scales (inverse energy flux) and is a difficult phenomenon to 
include in an LES since there appears to be no simple correlation between 
spectral evidence of backscatter and backscatter in physical space. In regions 
where the sub-grid scale contains a significant amount of the total energy (i.e. 
the viscous sub-layer) or where the mesh is coarse and there is not a clear 
separation between scales, then backscatter can be of importance [141]. It 
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has been shown in DNS studies of channel flows at necessarily low Reynolds 
numbers that the backscatter can be of the same size and often larger than the 
net sub-grid scale dissipation [123]. However, provided that the backscatter 
term does not represent an energy carrying scale, then it can be considered 
negligible. 
Several authors have attempted to account for backscatter in their work. 
Ghosal et al [55] describe backscatter using a stochastic approach to account 
for the interaction between the largest of the unresolved scales and the re-
solved scales and also used a positive eddy viscosity model for the interaction 
between the smallest unresolved scales and the resolved scales. If the smallest 
unresolved scales and the resolved scales are sufficiently separated spectrally 
(spectral gap) then a positive eddy viscosity model is adequate. However, as 
noted by Kraichnan [92], a simple eddy viscosity model incorrectly describes 
the interaction between the largest unresolved scales and the resolved scales 
since these scales are insufficiently separated. Due to the lack of information 
about the sub-grid scales, and based on the above observations, stochastic ap-
proaches are appealing. Leith [101] used the above approach with a stochastic 
backscatter force and a Smagorinsky model in a mixing layer problem and ob-
tained good agreement with the experimentally measured growth rate. It has 
been noted [36] that stochastic models are unable to account for the highly 
non-linear and highly correlated interaction between the largest unresolved 
scales and the resolved scales. Ghosal et al [55] also noted that using noise 
to model the backscatter implies that the time scales associated with the rele-
vant scales are disparate; this is clearly untrue. Given this evidence, it is usual 
to use deterministic approaches to describe backscatter. The standard eddy 
viscosity type model has no mechanism for accounting for backscatter but a 
reduction in the eddy viscosity when the forward scatter is dominant can be 
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seen to imply local backscatter. Dynamic eddy viscosity models can take neg-
ative values but it is known that these negative values can cause considerable 
stability problems and are not an accurate representation of backscatter [55]. 
Similarity models are another approach which have been used to tackle the 
issue of backscatter but have been found to lead to a build up in energy at 
the resolved scales [138]. The current practice in complex LES problems is to 
ignore the effects of backscatter. Since DNS at low Reynolds numbers [123] 
is not an adequate representation of high Reynolds number physics, it is gen-
erally accepted that backscatter is only relevant in those cases. Furthermore, 
since the effect of backscatter has been found to be small in comparison with 
the effect of unresolution [141], it is accepted that provided the energy carry-
ing eddies are sufficiently resolved into the inertial sub-range then the effect 
of backscatter is uninfluential. The net sub-grid dissipation appears to be the 
only term to which many statistical moments are sensitive and it is therefore 
usual to try and account only for the net energy transfer to the sub-grid scales. 
3.6.5 Wall Bounded Flows 
At a wall, two additional considerations are that the assumptions inherent 
in the filtering procedure breakdown and also the application of suitable wall 
boundary conditions. These issues are strongly coupled to one another and the 
presence of a wall has a strong effect on the dynamics of the sub-grid scale. The 
growth of turbulent structures are inhibited in the viscous sub-layer and it can 
be shown that the wall normal fluctuating velocity approaches zero as a square 
of the distance from the wall whereas the other components approach zero 
linearly in the wall normal direction and the eddies therefore tend to flatten as 
the wall is approached [35]. In the viscous sub-layer, it has been seen in DNS 
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studies of turbulent pipe and channel flows that there is enhanced backscatter 
near the wall due to the anisotropy of the sgs stresses [67]. Pull resolution in the 
region of the wall would require DNS type resolution and is thus prohibitive in 
an LES. It has been shown that the grid requirements in the viscous sub-layer 
are proportional to Re^ [165]. Despite this limitation it is usual in an LES 
to increase the resolution in the wall normal direction. Unresolved turbulent 
production and backscatter require the sgs model to be altered close to the 
wall. This is done by reducing the characteristic length scale so that the drain 
of energy by the sgs model is reduced as the wall is approached. A commonly 
employed model is the Van Driest damping function [158]: 
A = A(1 - e ^ ) (3.52) 
which is used to modify the length scale A from its unmodified value of A 
(as defined in equation 3.33) as the wall is approached. A+ is 25 and the 
non-dimensional distance from the wall: 
= (3.5% 
where Ut is the wall friction velocity and is given in terms of the wall shear 
stress,Tu, as: 
Ut = Y ~ (3.54) 
The use of the Van Driest damping function has been shown by Piomelli [123] 
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to lead to only a 7% increase in the dissipation levels in a laminar channel flow 
whereas without the damping function the predicted dissipation levels can be 
35% too high. Therefore, to reduce computational cost, several approximate 
wall models in the form of a mean semi-logarithmic wall law [139] have been 
proposed for LES: 
u'^ = ——— = —In + B (3.55) 
Ur K 
where B = 5.1 and k = 0.4 are Reynolds number independent universal con-
stants. This approach makes the assumption that the universal profile can be 
applied instantaneously and results in an inconsistent mean wall shear stress. 
Using experimental data, Schumann [140] proposed a model which avoids this 
problem for the axial component of the wall shear stress, 
The mean wall shear stress, in a channel flow is equal to the driving 
pressure gradient (required a priori) and {ui{x,yn,z)) can be calculated itera-
tively using the logarithmic law of the wall and the instantaneous wall shear 
stress can then be found from equation 3.56. Grotzbach [63] proposed a mod-
ification to this approach using the mean value of Ui over the first grid plane 
parallel to the wall (and in time in statistically stationary flows) where the 
subscript i refers to the i-th coordinate direction: 
'^i,w — 
Ujjx, Vn, Z) 
{ut{x,yn,z)) (3.57) 
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and the subscript t is the direction of the mean tangential flow. The instanta-
neous wall shear stress, can then be calculated from equation 3.57. This 
is the model adopted throughout this work unless otherwise stated. 
3.6.6 Numerical and Modelling Issues 
The use of numerical tools to simulate turbulent flows will always leads to 
some numerical errors. In an LES the computational mesh is just fine enough 
to capture the important large scale motions of the flow. In a DNS where 
the grid spacing is smaller than the smallest scales of any significance, the 
numerical errors are tightly controlled and do not appreciably interfere with the 
simulation. There are two main sources of error in an LES; The numerical error 
due to the discrete approximation of the equations of interest and a modelling 
error due to the use of a sub-grid model. The error due to the sub-grid term 
can be further decomposed into errors due to the numerical approximation of 
the modelled term and the error due to the difference between the modelled 
and real sgs stresses. 
It is of great importance in an LES to ensure that the numerical errors as-
sociated with the computation are significantly smaller than the size of the 
sub-grid force, since the efi'ects of the model would be obscured by the nu-
merical error if this were not the case and sub-grid modelling would become 
redundant. Second order central differencing schemes have been found to pro-
duce better results in LES than low and skewed higher order schemes [53] 
since these schemes lead to excessive numerical dissipation compared to a cen-
tral differencing scheme. The formal accuracy of the scheme used is therefore 
of less importance than the degree of dissipation introduced by the choice of 
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scheme. Dispersive errors due to central differencing have no effect on the 
energy transfer but can lead to 'wiggles' in the solution field which may lead 
to stability problems [133]. 
One method for reducing numerical errors is to carry out the simulation on 
a mesh which is finer than the filter width and to use explicit filtering to 
prevent Fourier modes in the intermediate mesh space from contaminating 
those smaller than the mesh on which the simulation is carried out. The 
truncation error has been shown by Ghosal [54] to be two orders of magnitude 
smaller than the sub-grid term if the characteristic mesh spacing is of the 
size of the filter width. This approach clearly requires a very large increase 
in computational effort (8^ times). Using higher-order schemes in this context 
can lead to a reduction in computational effort in comparison to that outlined 
above, but the effort is still unacceptable in practical engineering flows. Lund 
and Kaltenbach [110] employed a fast Fourier transform to perform cut-off 
filtering and increased the computational effort by 30%. They concluded that 
the improvement in the solution when used with a second order finite-difference 
scheme could be obtained in a comparable time by increasing the mesh spacing. 
Finally, the resolution required in order to capture the energy containing scales 
needs to be considered. Pope [131] suggests the sub-grid energy kggs should 
not exceed 30 % of the total energy kgs -t- ksgs- Furthermore, the sub-grid scale 
stress should be small in comparison to the resolved scale fluctuations. 
A second order scheme is used throughout this work and the approach taken 
has been extensively applied to both inert and combusting LES flow calcula-
tions with good success [16], [29], [35], [165]. 
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3.6.7 Variable Density Flow 
The general approach to the development of sub-grid scale models for use in 
variable density flows is to replace the constant density form of the model 
in terms of the Favre-filtered strain rate and the filtered density and then 
assuming that this is sufficient to take the effect of sub-grid scale density 
fluctuations into account [41]. The nature of the pressure field changes once 
the density is allowed to vary. This can be seen through the appearance of 
an additional term, (there are also additional viscous terms, but these 
are negligible at high Reynolds numbers) in the variable density case when the 
divergence of the constant and the variable density Navier-Stokes equations are 
taken and compared. This additional term will alter the transport equation 
for Tij by modifying the pressure terms in the transport equation and thus 
can effect the sub-grid scale dynamics [16]. This term is non-negligible at high 
Reynolds number and high Mach numbers, but its effect can be neglected at low 
Mach numbers with the structure of the sub-grid scales remaining unaltered. 
As already noted, the main purpose of the sub-grid model is to remove energy 
from the large scales at the correct rate and this is the approach taken here 
with the use of the Smagorinsky model and its dynamic variants. 
3.7 Summary 
The concept of spatial filtering upon which the implementation of the idea of 
scale separation in LES is based has been introduced. Filtering, in common 
with the RANS approach, introduces some unknown quantities, the residual 
stresses, which require modelling. The models developed for accounting for 
this sub-grid stress must remove turbulent kinetic energy from the resolved 
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scales at the correct rate. The Smagorinsky eddy viscosity model as well as its 
dynamic variants have been introduced. The effects of backscatter as well as 
wall bounded flows are also presented. Finally, numerical and modelling issues 
relevant to LES have been presented along with some assumptions made when 
dealing with variable density flows. 
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Premixed Combustion in Large 
Eddy Simulation 
4.1 Introduction 
The previous chapters dealt with the theory in inert turbulent flows. In the 
presence of combustion, however, the phenomena become more complex since 
the turbulent flow field is coupled to the chemical kinetics. This chapter in-
troduces the characteristics of a premixed flame and then goes on to present 
various models used to take into account the affect of combustion in a flow 
field. 
Premixed turbulent flames are based on the premise that the fuel and oxidizer 
are fully mixed down to the molecular level (homogenised) prior to combustion. 
As will be seen, in this regime, combustion is controlled by the propagation of 
a thin reaction zone into the unburnt mixture. This thin reaction zone or flame 
4.1 Introduction 
is known as a laminar fiamelet. The time and length scales associated with 
the laminar flamelet concept will be introduced, followed by various transport 
equations often applied to premixed combustion. 
Large Eddy Simulation in the context of premixed combustion is promising 
since it explicitly resolves the large scale unsteady motions which are often 
influential in premixed combustion [13]. The passage of vortices, the merging 
of adjacent flame brushes, flame-wall interactions and anchoring points such 
as shear layers behind bluff bodies or backward steps have a significant effect 
on the behaviour of a premixed flame as they control the large scale wrinkling 
of the flame surface. The grid resolution of a practical LES results in the 
flame thickness usually lying within one grid cell. This can lead to numerical 
problems as well as presenting modelling issues. Artiflcial thickening of the 
flame front is one approach which has been adopted in the literature to allow 
for adequate numerical resolution of the flame thickness. Fractal based models 
which assume the existence of a sub grid burning velocity and furthermore 
assume that this velocity has fractal properties which depend on the Flame 
Surface Density (FSD) have been proposed. Unfortunately, experimental ev-
idence does not exist to support the hypothesis that the flame wrinkling is 
scale independent. Premixed flames, in general, do not form wrinkles which 
are smaller than a few times the flame thickness because rapid reaction at the 
flame front prevents rolling up [93],[13]. 
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4.2 Filtered Mass Fraction Equation 
Application of a spatial filter to the instantaneous transport equation for the 
species mass fraction, equation 2.8 in section 2.2.3, results in 
dpy^ , dpUkYg _ d / n dVA _ .x 
dt dxk dxk i Sca dxk j dxk 
where the last two terms are the sub grid scalar flux of Ya and the filtered 
chemical source term respectively. The sub grid scalar flux term can be pa-
rameterized using the gradient transport assumption as 
na,k (4-2) 
where is the sub-grid diffusivity. The treatment of the filtered chemical 
source term represents the main challenge to modelling reacting flows in LES. 
The reaction rates in the chemical source term are generally expressed using 
Arrhenius type equations and are highly non-linear in temperature, density and 
species concentrations. If the known filtered quantities, p, T and Ya, are used 
to close the chemical reaction rates through the Arrhenius type expressions 
directly, the result is erroneous predictions of the filtered reaction rate. If an 
idealized single step irreversible reaction between a Fuel, F, and an Oxidizer, 
O2, is considered, then the complexity of the filtered source term becomes clear 
since the sub-grid contribution to the filtered source term involves higher order 
moments [16]. Furthermore, the sub-grid PDF of the temperature requires 
closure in order to calculate the Arrhenius reaction rates [122]. If these sub-
grid contributions are neglected, the results achieved are very poor [31]. Direct 
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closures have been attempted, [34], but the improvement in results compared 
to ignoring the terms is insufficient. 
This limitation in the ability to accurately predict the filtered reaction rate 
term has led to techniques which try to find an alternative method of clo-
sure. The turbulent burning velocity is a powerful closure tool for the filtered 
reaction rate. 
4.3 Regimes in Turbulent Combustion 
This section discusses the time and length scales associated with a premixed 
fiame and in particular it will focus on the use of dimensional scaling ar-
guments to gain a better understanding of laminar premixed flames and in 
turn turbulent premixed combustion. The domain of validity of the flamelet 
approach has been formalized by many different authors in terms of regime 
diagrams [120], [130] and [154]. The approach adopted here can be found 
in [122], [121] and [15]. 
A laminar premixed flame propagates locally in a direction normal to itself 
into the unburnt mixture. By integrating the continuity equation in the normal 
direction (one-dimensional), the mass flow rate through the flame can be shown 
to be constant. This results in a characteristic velocity known as the laminar 
burning velocity Sl- Characteristic scales can then be found by considering 
the local structure of a premixed flame. If equal diffusivities of all reactive 
scalars are assumed and the Schmidt number is taken as unity {Sc = -^  = 1.0) 
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then a length and a time scale can be written in terms of Sl as 
It is clear that the flame time is the time taken for the flame to traverse its 
own thickness,(f. By comparing these scales to the scales which characterise 
the turbulence an understanding of the interaction between the turbulence and 
chemistry can be found. The turbulent intensity and turbulent length scale 
which were introduced in chapter 2 can then be used in conjunction with these 
variables to define the turbulent Reynolds number, the turbulent Damkohler 
number and the turbulent Karlovitz number as: 
_ Uth _ uA n _ _ tp _ Ip _ 
(4.4) 
where these non-dimensional numbers have also been written in terms of LES 
variables and u is the sub-grid velocity. The Damkohler number is the ratio 
of the flow time scale ft = 4 to the chemical time scale tp and the Karlovitz 
number is the ratio of the chemical time scale tp to the Kolmogorov time scale 
tk and is therefore equal to the inverse of the Damkohler number in which the 
Kolmogorov time scale is used instead of the integral time scale. A further 
Karlovitz number, based on the inner layer thickness Is and the Kolmogorov 
scale 7? can be defined as 
Kas = % = S^Ka . (4.5) 
rf 
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This inner layer, or reaction zone thickness is defined as being a layer where 
the fuel is attacked by radicals and oxidized to CO and H2. It can be written 
as Is = Sip where here 5 is of the order of 0.1. The above parameters can be 
combined to provide the following useful relationship for classifying different 
premixed combustion regimes: 
These scales can be used to define various 'regimes' of combustion which can 
be represented graphically in a regime diagram, Figure 4.3, as proposed by 
Peters [121]. 
The demarcations between premixed combustion regimes are defined in terms 
the lines Re = 1, = 1, Ka = 1 and Kas = 1. The zone where the Reynolds 
Number is less than one defines the laminar flame region and is not considered 
here since this work deals with exclusively turbulent flows {Re >1 ) , but in the 
limit of large Reynolds numbers. The next zone defines the wrinkled flamelets 
region and can be characterised by ^ < 1. This regime occurs when the 
turnover velocity of even the largest eddies in the flow are smaller than the 
laminar burning velocity and thus laminar flame propagation is dominant and 
the eflPect of the turbulent flow is only in corrugating the flame front. When 
the turnover velocity of the largest eddies is greater than the laminar burning 
velocity, the flame structure is distorted by the turbulent flow and this regime is 
known as the corrugated flamelets regime. A further constraint on this regime 
is that Ka < 1 and thus the Kolmogorov velocity scale is smaller than Sl and 
the small vortices therefore cannot penetrate the flame. This condition is also 
known as the Klimov-Williams criterion and implies that the flame thickness 
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Broken Reaction Zones Kas = 1 
Thin Reaction Zones 
Ka = l 
Corrugated Flamelets 
Laminar Flam 
Wrinkled Flamelets 
Figure 4.1: Regime Diagram for Premixed Turbulent Combustion [121] 
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is smaller than the Kolmogorov microscale. The thin reaction zones regime 
is defined as being where Ka > 1 and thus the small eddies can enter the 
reactive-diffusive layer, but is also confined to the region where Kag < 1 and 
thus these eddies cannot interfere with the inner fiame thickness. In the case 
of a thin reaction zone the laminar structure is retained in the thin reaction 
zones regime but the preheat region is governed by turbulent mixing which 
leads to an enhancement of the burning velocity. The final region is known as 
the broken reaction zones regime, where the Kolmogorov eddies can enter the 
inner flame thickness and hence the chemistry can break down locally leading 
to local extinction. 
In general, practical combustion devices are operated in the thin reaction zone 
since mixing is enhanced at high Karlovitz numbers thus leading to higher 
volumetric heat release and shorter combustion times [125]. 
4.4 Turbulent Burning Velocity 
Because of the highly non-linear dependencies (see section 4.2) of the chemical 
source term which appears in the transport equations for mass fraction and the 
reaction progress variable, alternative methods of representing the physics of 
the reaction kinetics present in the premixed flames are required. The quantity 
of paramount importance in premixed turbulent combustion which can over 
come these issues is the turbulent burning velocity. 
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4.4.1 Damkohler Type Model 
Damkohler attempted in 1940 [32] to establish a theoretical expression to 
describe the turbulent burning velocity. Experimental investigation of pre-
mixed flames by Damkohler provided the insight necessary to describe pre-
mixed flames in terms of a propagating surface and thus led to a theoretical 
framework still in use. This propagating surface led to the definition of the 
velocity at which a premixed flame surface propagates normal to itself and 
relative to the flow field into the unburnt mixture and is the laminar burning 
velocity in a laminar flow. If the advancement of this velocity relative the 
flow field is known, then the volume swept by the surface in this relative co-
ordinate system per unit time describes the rate at which unburnt species are 
consumed. Thus the reaction rate term can be described in terms of a velocity 
which propagates normal to the unburnt gas surface. In a turbulent flow field, 
an initially laminar flame front interacts with the eddies of varying size (scales 
ranging from the largest eddies present down to the smallest eddies which are 
capable of interacting with the flame surface) and results in a flame which is 
wrinkled. The turbulent burning velocity St then describes the velocity re-
quired at the inlet to a control volume in order to keep the turbulent flame 
stationary (in the mean) in the volume [129]. Thus the ratio of the turbulent 
burning velocity to that of a laminar burning velocity should be equal to ratio 
of the area of the turbulent flame At to the area of the laminar flame. A. This 
ratio is known as the flame wrinkling factor, S: 
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This analysis led to the following non-dimensional expression 
it)' 
which can be written in a more general form which fits a great many sets of 
experimental data as; 
^ - 1 + t . J ^ ) (4.9) 
Peters [122] suggests that the exponent, n, is in the range 0.5 < n < 1.0. This 
model reduces in the limit of u ^ 0 to the laminar burning velocity. Note 
that the calculation of u in an LES needs to ensure that u —>• 0 under these 
circumstances, is a modelling parameter which is of the order of 1.0. A 
dynamics calibration of is possible if n / 1 [24]. 
According to Poinsot [129], any LES model which predicts that the flame 
wrinkling increases as the sgs velocity u increases (or in an RANS the rms 
velocity), gives a physically reasonable result. The reduction in the rate at 
which the turbulent burning velocity increases, the bending effect, is a well 
known phenomena. Indeed, the turbulent burning velocity may even begin to 
decrease at large turbulence intensities [172]. Flohr and Pitsch [42] incorporate 
this effect using a stretch parameter as a correction factor for the turbulent 
flame speed [172]. Unfortunately, the bending of the St curve is difficult to 
predict as a function of u and the published data exhibits much scatter. The 
likely reason for this is that a unique relationship between u and St does 
not exist [59] and is merely a useful tool for analysis as well as application 
in computational models. Further eff'ects of flame stretch are discussed in 
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Section 4.7 and Appendix B. 
Peters developed a RANS based model for the turbulent burning velocity [121] 
which takes into account both the velocity ^ and the length ^ scale ratios. 
This model has been extended to LES by Duchamp et al [38]: 
^ ^ 0463 A a4blA\^ 2 (4.10) 
where the constants 04,61 and 63 are given in Peters paper and the filter width 
A has been used in LES in place of the integral length scale, /j, and u is the 
sub-grid velocity fluctuation rather than the rms velocity as it would be in a 
RANS. This model has been used with reasonable success by Duchamp et al 
[38] and Pitsch et al [126] in the context of premixed and partially premixed 
LES. 
Fureby [45] applied Pocheau's [128] and Giilder's [64] models to a premixed 
flame and obtained good results with both. Giilder's model can be written as 
— l + (4.11) 
V JL 
where Rcj, is the Reynolds number based on the Kolmogorov scale and amounts 
to using the Kolmogorov scale as a cut-off point for the length scale at which 
a flame can be wrinkled. Pocheau's [128] model is written as 
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where Kim et al [86] and more recently Stone and Menon [146] applied this 
model, with the constants ci and Cg set equal to 20 and 2 respectively, with 
reasonably results. 
Wang and Bai [162] calculate a turbulent flame speed simply by incrementing 
the laminar flame speed by a characteristic sgs fluctuating velocity. This sgs 
velocity, u is calculated using the Smagorinsky model and the relationship is 
of the form: 
S t — Sl + u (4.13) 
= CgA = CgA (4.14) 
Equation 4.13 does not account for quenching due to stretch. 
Tominaga et al [153] as well as Kobayashi [89] calculate the turbulent burning 
velocity in a G-equation approach using Yakhot's model [168]: 
S t — S^exp ( ) (4.15) 
where they model u, as Q A S , where Q is determined to be 0.15 based on Cg 
= 0.1 in both cases. Tominaga et al also model flame extinction due to stretch 
by assuming the burning velocity to be zero when the following condition is 
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satisfied; 
> Kaq (4.16) 
where Kug is a Karlovitz type parameter set equal to 5.0. They appear to 
apply this switch in a sharp manner. 
4.4.2 F lame Wrinkling Models 
Several models attempt to calculate the flame wrinkling term, which is often 
used to close the FSD and reaction progress variable equations. Colin et al [30] 
estimate the flame wrinkling term by assuming an equilibrium at the sgs scale 
level between flame strain and turbulence (i.e. the flame stretch is approxi-
mately zero). This estimation can be modified (as will be seen) to account for 
the inability of small vortices to wrinkle a flame front. 
The flame wrinkling term, E is estimated as; 
^ — 5 — 1 + au ,^ (aT) (4.17) 
where is a model constant and is of the order of 1.0. The sgs strain rate 
,(ar), is estimated by Colin et al [30] as; 
(®t) = ^ (4.18) 
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This leads to an equation for B in terms of standard LES parameters: 
thus recovering equation 4.9 with n equal to unity. This expression does not 
account for the inability of small vortices to wrinkle a flame front and can be 
modified by applying the analysis in section B.1.2 based on the ITNFS work 
of Meneveau and Poinsot [114]. This modification of equation 4.19 through 
equation 4.18 accounts for the bending effect and is often incorporated through 
the n exponent as in equation 4.9. 
With emphasis on application to LES, Charlette et al [24] and FYireby [45], 
following the work of Colin et al [30], have modifled the expression for 5. Their 
modifications do not account for the intermittency as was originally done in 
the work of Meneveau and Poinsot [114]. Colin found that the inclusion 
of intermittency led to only a weak modification of the final result. Also, 
Charlette et al [24] state that at high values of quenching is expected to 
occur. According to Meneveau and Poinsot this should occur when; 
I >10(I)' ( 4 . 20 ) 
Charlette et al report that this is seen in their work. Fureby [45], however, fur-
ther modifies the laminar burning velocity to account for the effect of quench-
ing. 
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Colin et al [30] model the flame front wrinkling as follows: 
where the stretch efficiency function is given by: 
^ ^ ^ ~ 0 . 7 5 £ ' a ; p 
1.2 
t 
0.3 (4.22) 
This model requires an estimation of the integral length scale in order to 
calculate the turbulence Reynolds number, Ret- Charlette et al [23] model 
the flame front wrinkling in a slightly different manner, using the sgs Reynolds 
number, Re/^ instead of Ret and seems more appropriate in an LES. The 
analysis of Charlette et al results in the following expression: 
= 1 + min A u (4.23) 
where Pc is an exponent and is set equal to 0.5 in [23] and dynamically cali-
brated in [24]. The stretch efficiency function results in an expression requir-
ing computationally expensive numerical integration. Charlette et al propose a 
general expression for this function which fits the numerical integration results 
very well and eliminates the need for numerical integration. This expression, 
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is reproduced below: 
/ \ ^ 
= ( ( / r + / r ) " ' ) ' ' + / . (4.24) 
where 
A - 4 
/ 2 7 C t y / 1 8 C A 
I 1 1 0 / V 5 5 7 \ S I 
(4.25) 
/A = 27C,n', ^  f {A\i / (4 26) 
fRe = 9 / g ^ 
— e a ; p f - - C f c 7 r t i ? e A ~ ^ XRca^ (4.27) 
where the exponents, a and b, are given by: 
a = 0.6 + Q.2exp — 0.2exp (4.28) 
6 = 1.4 (4.29) 
and Ck is the universal Kolmogorov constant and is % 1.5. 
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4.4.3 Fractal Based Me thods 
A fractal description of the geometry of a flame surface can also be used to 
estimate the turbulent flame speed or wrinkling term. Gouldin [58] developed 
a model which derived a relationship between the flame surface area ratio and 
the ratio of the outer to inner cut-off of the fractal range. This models also 
requires the fractal dimension, Dfi 
At (£o Df-2 E = 5 |Vc| = ~ { ~ ) (4.30) 
The outer cut-off scale, eq, is generally agreed to correspond to the inte-
gral length scale, and in an LES corresponds to the mesh size, but it is not 
clear/agreed what the inner cut-off length should be [122]. Some authors, 
Kerstein [83], argue that e, should be the Gibson scale. This scale is based 
upon using the laminar burning velocity in place of the integral rms veloc-
ity (typically, the velocity associated with an eddy) in the expression for the 
dissipation and rearranging to given a new length scale: 
IG = ~ (4.31) 
Peters defines the Gibson scale as being the length scale of eddies which can 
interact with the flame front and is the scale where flame surface fluctuations 
are suppressed. Larger eddies will move the flame front around causing corru-
gation whereas eddies smaller than the Gibson scale will be unable to wrinkle 
the flame front. 
Other authors, such as Giilder [64] , suggest that g, should be the Kolmogorov 
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scale. In a subsequent paper, Giilder [60] modified the definition to allow 
the inner cut-off to be given bye* = Ip (^ a + Ka^) for a velocity scale ratio 
of 0.5 < Jtr < 6.2 which does not cover the range of interest in a practical 
combustion device. Pureby [45] proposes to model £i as the inverse of the 
surface averaged curvature of the flame. Following the work of Poinsot and 
Meneveau presented in section B.1.2, Pureby models the inner cut-off length 
as the inverse of equation 4.52: 
and hence the flame wrinkling S as: 
_ _ ( $ ' (4.33) 
The fractal dimension, Df, increases with ^ from 2 to where the upper 
limit is associated with the dynamics of a material surface [83]. An empirical 
model, due to North et al [118] and used by Pureby [45] is given as: 
0& % 
Pureby [45] obtained good agreement with experimental data on a practical 
premixed flame problem. 
All of the models discussed here have resulted in reasonable prediction of the 
turbulent burning velocity for the various authors who implemented them. In 
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the present work, the simplest model of all, given by equation 4.9 is applied 
with the exponent, n, set to its lower limit, 0.5. A parameter study is then 
used to define a reasonable value or range of values for a^. 
4.4.4 Laminar Burn ing Velocity 
The laminar burning velocity is of paramount importance in the numerical 
prediction of turbulent premixed flames. The laminar burning velocity varies 
considerably for a given fuel burning in air and depends strongly upon the 
initial temperature, pressure and stoichiometry [171]. Extensive experimental 
data is presented by Law et al [98], [99], Zhao et al [171] and Tanaka et al [150]. 
The measurements in [99] were obtained using a symmetric counter flow stag-
nation conflguration in which the flow is steady and planar and are the basis 
for the laminar burning velocities used throughout this work. Figure 4.2 is a 
plot of various sets of experimental data obtained for the premixed burning 
of a laminar propane and air flame at atmospheric pressure. The experimen-
tal data of Metghalchi and Keck, [116], Yu et al, [170], and Egolfopoulos et 
al [40] are presented for comparison. As is immediately clear, there is con-
siderable differences (in excess of 50% at some stoichiometric ratios) between 
the reported experimental values of different authors. The differences in re-
ported values are due to differences in experimental techniques as well as post 
processing methods for accounting for reaction zone thickness [150]. 
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Figure 4.2: Laminar burning velocities of a mixture of propane and air at 1 
bar as a function of the equivalence ratio 
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4.5 Approaches to Premixed Combustion 
There are various general approaches to gaseous combustion modelling as used 
in Large Eddy Simulation. A list of these techniques can be found in [45], 
and they are listed below: 
1. Reaction mechanisms based on Arrhenius rate expressions which usually 
ignore the fluctuations in scalar quantities such as species concentration, 
reaction progress variable or temperature. 
2. Models based on the thin layer flamelet in which a wrinkled flame surface 
separates fresh and burned gases. 
3. Solving 1-D species equations of the linear eddy model type using a grid-
within-a-grid approach 
4. Probability Density Function (PDF) models which either solve a trans-
port equation for a PDF or use a presumed PDF to close the equations. 
This section seeks to present some techniques which are currently employed 
in Large Eddy Simulation of premixed combustion and is based around the 
second general approach above. 
4.5.1 T h e Bray-Moss-Libby Model 
The Bray Moss Libby (BML) model [17], [161] for the aerothermochemistry 
allows for the thermochemical state of a mixture to be defined in terms of a 
single variable, the reaction progress variable. The quantities of interest, such 
108 
4.5 Approaches to Premixed Combustion 
as the reaction rate, can then be written in terms of a Probability Density 
Function (PDF) which describes the probability of finding burnt, unburnt and 
partially burnt mixture. When applied at Reynolds and Damkolher numbers 
which are much greater than one, the assumption of fast chemistry in the thin 
flame region is invoked and the combustion zone consists of burnt and unburnt 
gases separated by thin reaction zones. Under this regime, the probability of 
finding a partially burnt mixture approaches zero since it can be shown that 
7p = 0{1/Da) <C 1 (where 7p is the probability of finding partially burnt 
mixture) and is thus often ignored in model development. 
A two Dirac delta function is then used to represent the pdf of the progress 
variable as: 
p (c, x,t) = a {x, t) 6{c) + P {x, t)S {1 — c) (4.35) 
where a and /3 are the probabilities of finding burnt and unburnt mixtures at 
a given position respectively and the reaction progress variable is defined as 
being equal to zero in the unburnt gas for the purposes of the current section. 
The renormalization condition requires that the integral of the pdf between 0 
and 1 is equal to unity and thus: 
a {x, t) + ^ {x, t) — 1 (4.36) 
Dropping the dependence on x and t for notational convenience, the definition 
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of a Favre filtered quantity allows the following relations to be obtained: 
1 i 
p = a J p (c) 5 (c) dc + (1 — a) J p (c) 5 (1 — c) dc 
0 0 
= apu + (1 - a) pb 
pc = pc = a J p(c) c5 (c) dc+ (1 — a) J p (c) cS (1 — c) dc 
0 0 
= (1 - a) Pb 
hence, using equations 4.37 and 4.38: 
and rearranging for a: 
(4.37) 
(4.38) 
[apu + (1 - a) pb] c= {1-a) Pb (4.39) 
» = , (4.40) 
[Pu — Pb)C + pb 
where the subscripts u and b denote unburnt and burnt gases respectively. 
These relations allow the following general expression for the Favre average of 
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any quantity, (j), to be written as 
^ = [l-a)(t>b + (a) (t)u (4.41) 
where 0 can be the temperature, species mass fraction, enthalpy or unweighted 
(0) density. 
4.5.2 T h e G-Equat ion Approach 
A common technique employed for modelling premixed flames is the G-
Equation approach introduced by Williams [166]. Here, the flame is assumed 
to be a thin surface which can be represented by the level surface of a non-
reactive scalar field. The standard form of the G-Equation is: 
where the level surface, G = Go defines the flame sheet and the local relative 
propagation velocity of the flame is given by Vl- When far from the flame 
front {G ^ Go), the G-field has no physical meaning. In the thin reaction zones 
regime, the inner layer of the fiame is responsible for sustaining the combustion 
and the flame structure under this regime can be modified by Kolmogorov scale 
eddies entering into the preheat zone which result in unsteady perturbations. 
Equation 4.42, as noted by [70], can also be thought of as a reaction progress 
variable. This approach to modelling problems was first applied to combus-
tion by Menon and Jou [115] after the suggestion of Yakhot [168]. The work 
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of Menon and Jou was successful in establishing the G-equation as a use-
ful approach for premixed combustion LES problems under the thin flamelet 
assumption. By application of an LES filter to equation 4.42, the effective 
propagation velocity of the flame surface is increased through sub-grid scale 
wrinkling of the flame. This results in a modification of the above equation 
such that the filtered equation becomes: 
a c a 
+ h — {ukG — UkG) — w |VG| — ST |VG| (4.43) 
ot OXk OXk -• v ' '—V—' 
Terml Termll 
Peters [122] introduced a level-set approach for a local instantaneous flame 
front where the displacement speed, Sd, is identified as being relative to the 
unburnt gas density, po, and is a function of strain rate and curvature (together 
known as stretch) and the Markstein number as well as other effects. In the 
context of LES, Kerstein [84], presented the G-equation in a similar manner 
to equation 4.43 but with the sgs term merged into the closure term: 
where St is required for closure. One of the main disadvantages of the G-
equation approach is that no diffusion is usually included and cusps of zero 
curvature which cannot be resolved on the LES mesh can form. Another 
issue of importance is how can the G-equation be coupled to the thermochem-
istry. Menon and Jou [115] attempted to deal with this issue by coupling the 
G-equation to the temperature field and thus the density. Under these circum-
stances the heat release will be dependent on the thickness of the instantaneous 
profile of the G-equation (i.e. close to the flame front in the area of gas ex-
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pansion across the flame) and thus numerical diffusion. In cases where the 
sgs term is included (equation 4.43), a gradient transport approach is usually 
used to close the sgs term. The diffusion due to the sgs term helps avoid the 
numerical issues which occur when the sgs term is not explicitly included. 
4.5.3 T h e Thickened Flame Approach 
In the theories of laminar premixed flames the laminar flame speed and the 
flame thickness can be expressed as: 
SL OC VDU If oc — (4.45) 
JL 
where w is the reaction rate. If the molecular diffusivity, D, is increased by 
a factor F and the reaction rate is reduced by the same factor F and simul-
taneously the flame thickness, Ip is increased by a factor F, then the laminar 
flame speed is seen to remain unchanged. If F is large enough, then the new 
flame thickness, F x Ip, is sufficiently large to be resolved on a computationally 
realistic LES mesh. This in effect amounts to a DNS (at least from a numerical 
point of view) on the LES grid since the actual flame has been replaced by a 
thicker flame without the need for LES filtering. When the reaction rate term 
is expressed in terms of the Arrhenius law, complicated combustion phenomena 
can be taken into account. The Damkohler number is also reduced by a factor 
F and therefore the interaction between turbulence and chemistry is modified. 
Furthermore, when this factor is applied, it also modifies the Markstein num-
ber and as such phenomena such as strain rate and curvature are modified. 
Despite these obviously large modification, in combustion flows where the flow 
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scales are much larger than the laminar flame thickness (such as instabilities), 
this approach is still likely to be valid since the approach inherently assumes 
that the sgs flame is an unwrinkled laminar flame. This is, however, untrue 
when small unresolved eddies could be interacting with the flame. Colin et al 
[30], have performed an LES of a combustor using a thickened flame model 
and included an efficiency function (Based upon the ITNFS model of Men-
eveau and Poinsot [114] ) to account for the effect of sgs wrinkling. This 
accounts for the ability of eddies of all sizes to wrinkle the flame. They have 
shown that the efficiency function is required in order to calculate the correct 
flame consumption rate. This type of model could also be applied in PSD and 
reaction progress variable approaches. A further efficiency function is required 
when using thickened flamelet models to account for the fact that the flames 
ability to respond to the smallest scales of motion has been reduced due to the 
artificial thickening [30] and [100]. 
4.5.4 T h e React ion Progress Variable Approach 
The instantaneous equation for the reaction progress variable is given by equa-
tion 2.30 in section 2.2.5. Application of a spatial filter in the context of Large 
Eddy Simulation leads to the Favre filtered equation for the reaction progress 
variable and is given by: 
W + ^ ^ 6 (4.46) 
where 
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{pukC — pukc) can be modelled using a simple gradient expression as follows: 
(4.47) 
The term gSd |Vc| is due to the interaction between turbulence and chemistry 
at the sub grid level and it is usual in LES to model this term as follows [14]; 
gSd |Vc| = [ « pSl^ = pSl^ |Vc| (4.48) 
Jo 
Where for a quantity, ( j ) , an LES-weighted flame surface average is defined as 
{QSd)s = . When the flame is very thin, can be approximated 
by pSl- This assumption implies that the inner structure of the reaction zone 
is unaffected by the turbulence. |Vc| is easily calculated in terms of the Favre 
filtered reaction progress variable. The sgs flame surface density, E, is the 
flame surface density per unit volume in the sub-grid and 5 is the sgs flame 
wrinkling factor. This wrinkling factor is the ratio of the sgs flame surface 
and its projection in the propagating direction and can also be regarded as the 
turbulent to laminar flame speed ratio. Various algebraic and balance equation 
approaches have been developed for S and S. 
Another problem associated with turbulent premixed flames is that the same 
mechanisms which wrinkle the surface of the flame can also cause local quench-
ing of the flame if the combined effect of the strain rate (specifically the strain 
rate tangential to the flame) and/or curvature is suflBciently high. This is often 
accounted for by modifying the unstrained laminar burning velocity S'L to give 
a strained laminar burning velocity. Again, various approaches are available 
which can account for this effect. It should be noted that the modiflcation of 
115 
4.5 Approaches to Premixed Combustion 
Sl is sometimes incorporated into the definition of the sgs flame surface den-
sity or the sgs flame wrinkling factor. A review of techniques for accounting 
for flame stretch is presented in Appendix B although some comments are also 
made about stretch effects in section 4.7. 
4.5.5 Other Common Approaches 
The Flame Surface Density (FSD) is used in the fiamelet regime to describe 
the ratio of the fiame surface area within a volume to the volume itself. This 
description allows the rate of fuel consumption to be defined in terms of the rate 
of fuel consumption per unit surface times the fiame surface density. The source 
terms in the FSD equation are based on flame stretch and the destruction terms 
are based on models for flame merging and extinction [70]. 
Colin et al [30] and Charlette et al [23] attempted in LES computations 
to include many of the features of the coherent flame model in their work 
including the use of the stretch efficiency function detailed in section B.1.2 
of Appendix B. As pointed out by Pope et al [13] in their recent review, 
it is difficult to assess the validity of using the stretch efficiency function at 
the sub-grid level since measurements are not currently available. Also, since 
premixed flames do not in general form sub-grid scale wrinkles that are smaller 
than approximately ten times the laminar flamelet thickness (this is due to 
the large dilatational velocity of the burnt gases) [88], the stretch efficiency 
function which is a function of the large scales will not be valid at the smallest 
scales. 
Weller et al [164] derived a transport equation for the flame wrinkling,S, which 
takes into account flame stretch and propagation as well as representing the 
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effect of differential propagation on the distribution of H. A transport equation 
for the strained laminar burning velocity in order to account for the unsteady 
effects of strain on the flame was also derived without rigorous validation. 
The application of these equations together with an equation for the reaction 
progress variable achieved good results in LES calculations. 
4.6 Flame Resolution 
In Large Eddy Simulation of premixed combustion, the flame is entirely on the 
sub-filter scale for much of the regime diagram (Figure 4.3) and is in effect a 
contact discontinuity. The reaction progress variable varies from 0 to 1 over a 
single cell. It is numerically very difficult to deal with such a contact discon-
tinuity and special schemes such as sharpening schemes are need to deal with 
it. If the ratio of the filter size to the flame thickness is first defined as ^ and 
then the filter width is decreased, the Reynolds numbers at the sub filter level, 
(See equation 4.4), will eventually become smaller than unity. At this point, 
the filter size is smaller than the Kolmogorov scale and sub filter modelling for 
the effects of turbulence are no longer required. If the flame becomes thick in 
some regions, as will happen if the Karlovitz number is sufficiently large, then 
the numerical schemes applied must be capable of resolving these flames also 
and therefore sharpening schemes must not be applied. In the present work, 
attention is restricted to thin flames where the flame is approximated by a 
propagating material surface. Indeed, the use of a burning velocity implies a 
small flame thickness, i.e. ^ < < 1. 
Pitsch [125] suggested that explicit filtering used with adaptive local mesh 
refinement may be one method of surmounting these issues in LES. The al-
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gorithms associated with adaptive local mesh refinement would however, be 
quiet complex. Pitsch presents a good discussion of the issues associated with 
the resolution requirements of a premixed flame [125] as presented above. 
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Figure 4.3: Effect of spatial Gaussian filter. [129] 
4.7 Flame Stretch 
In the presence of turbulence, the individual laminar flamelets which make up 
the ensemble or turbulent flame undergo flame stretch. Flame stretch measures 
the variation of the flame surface area. A, and is defined as: 
(4.49) 
This is a local and instantaneous characteristic of the flame front. The flame 
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stretch controls the growth of the flame surface through two processes [114]: 
1. Flame surface production due to stretching 
2. Flame quenching due to stretching 
Low values of stretch create active flames whilst higher stretch rates can lead to 
flame quenching. Classical flamelet theory stipulates that any line connecting a 
point in the unburnt gases with a point in the burnt gases must cross at least 
one flame front. This requires that there are no holes in the flame surface. 
However, Meneveau and Poinsot [114] broaden the definition of the flamelet 
regime as follows: 
A premixed turbulent reacting flow is in a flamelet regime if holes (generated 
by local quenching of the flame front) do not inhibit the growth of the active 
flame surface. 
This allows for the quenching of flames as long as the holes (quenched) do 
not grow fast enough to interfere with the flame (non-quenched) surface. Pre-
dicting quenching in turbulent premixed flames is a difficult task and is quite 
different to that observed in laminar flames. Most studies of laminar flames 
undergoing strain are undertaken in stagnation point flames and are subject to 
a constant strain. In turbulent flames, the strain rate is time varying, since the 
flame is distorted by vortices which are convected by the mean flow field and 
these vortices are also being dissipated due to viscous effects. Furthermore, 
these flames can often escape regions of high strain. These effects are not 
present in stagnation point flames and hence the ability to estimate the flame 
stretch in a turbulent flow is important. The characteristic time associated 
with the quenching phenomena tg has been shown in direct simulations [130] 
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of flame-vortex interactions to be a weak function of the vortex characteristic 
time ty, but is strongly correlated to the flame time,(f: 
tv — ~ ^ (4.50) 
4.7.1 Clavin and Williams Quenching Model 
Poinsot and Veynante [129] and Chen and Im [25], reproduce a classical 
model [28] for the relationship between Si, the unstrained laminar burning 
velocity and Sl, the actual or strained laminar burning velocity: 
= 5° ^1 - [(ar) + ^"(/Cc)]^ (4.51) 
where (KC) is the flame curvature and is defined as: 
(Kc) = <V.n> (4.52) 
and (flr), is the sgs strain rate and can be estimated using equation 4.18. It 
can be seen in equation 4.51 that the flame time, tp, is an important part 
of this model. This model was also used by Fureby [45] and Grinstein and 
Fureby [46] in LES studies (see section 4.4.3). In their work, the Markstein 
number, Ma, is set equal to 2.0 based on the work of Clavin and Williams [28]. 
The Markstein number characterizes the effect that flame stretch has on the 
burning velocity. 
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In the current work, the sub-grid strain rate is required for closure of equa-
tion 4.51 and is estimated based on the grid scale strain rate rather than using 
equation 4.18. As pointed out by Poinsot [129], the flame strain which con-
tributes to the stretch is the component in the flame plane. A usual error is to 
assume the flame strain in a planar flame in a shear flow can be estimated by 
the flame normal component, whereas it is the flame tangential strain which 
is important. 
A general review of some other commonly used techniques for dealing with 
flame stretch effects in LES is given in Appendix B. 
4.8 The Developed Model 
4.8.1 Form of React ion Progress Variable Transpor t 
Equa t ion Solved 
The present work takes the following approach to dealing with the closure of 
the right hand side of equation 4.48. If the right hand side of equation 4.48 is 
substituted into equation 4.46, then using equation 4.7: 
^ (453) 
where the normal is defined as pointing into the unburnt gas, then equa-
121 
4.8 The Developed Model 
tion 4.46 can be rewritten in the form: 
dpc dpUkC 
dt dxk ^ - pttfcc) = pwjfeVc = VpWfcC (4.54) 
where w, represents the components of IiStI in each direction and pw, have been 
brought inside the gradient term. This form can then be rearranged, separating 
the resolved and unresolved burning terms and subsequently amalgamated the 
resolved convective and burning terms as well as the sub-grid convective and 
burning terms to give: 
^ + ^ [ / ) {ukC + Wkc) - p {uk + Wk) c] = 0 (4.55) 
^ 'V ^ ^ V ^ 
TermI Termll TeTtnlll 
The same approach as has been applied to equation 4.46 is used to close the 
sub-grid convective term. The effects of sub-grid wrinkling (and hence the 
burning velocity) are included in the calculation of the convective term and 
therefore the sub-grid scalar gradient approximation term will only contain 
contributions from the convective velocity and not the burning velocity. In 
order to discretize the resolved term, Term II, a spatial discretization scheme 
must be chosen such that the boundedness of the reaction progress variable 
is satisfied. Furthermore, the spatial discretization scheme should ensure that 
the interface between the burnt and unburnt gases is thin on the numerical 
mesh. This is the primary challenge investigated in this thesis. 
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4.8.2 Modelling of t h e Sub-Grid Velocity 
The sub-grid velocity is used as part of the solution of equation 4.9 and needs to 
be ascertained. For the purpose of characterizing the velocity at the sgs level, 
the procedure for the development of the Smagorinsky model is adapted as 
follows. Assume that the filter is in the inertial sub-range. For High Reynolds 
Number flows, the assumption of local equilibrium allows the transport equa-
tion for the sgs kinetic energy to be reduced to a simple algebraic expression. 
In the mean, the transfer of energy from the resolved to the residual scales, {'P), 
known as the rate of production of residual kinetic energy, is balanced by the 
rate of dissipation, Zr-
(?)) == Er 01.56) 
From the development of the Smagorinsky model, the linear eddy viscosity 
model is used to relate the anisotropic residual stress tensor,?^, to the filtered 
rate of strain, Sij\ 
rlj = -2iJ,sgsSij (4.57) 
where the residual motion eddy viscosity is modelled by analogy to the 
mixing-length hypothesis as: 
pLsgs = l ' ' S ^ { C s A f S (4.58) 
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The rate of production and dissipation are given respectively by: 
'P = rljSij = 2ij,sgsSijSij - (4.59) 
and 
3 (Tr == (4.60) 
and hence, equation 4.56 can be written as: 
C (CaZi)2 5* = (4.6i) 
The sgs velocity can now be used in conjunction with equation 4.61 to provide 
a model equation for the sgs velocity: 
u = \ -3 CjS , ^JA^SijSij = 0 . 2 3 7 5 ( 4 . 6 2 ) 
Termll 
TermI 
where 
== (4.63) 
The LES dissipation coefficient Q and the Smagorinsky constant Cs axe taken 
to be 0.93 [43] and 0.1 respectively in term II. If a Dynamic Calibration is 
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adopted for the Smagorinsky coefScient, Cs, then term I is used dynamically. 
Colin et al [30] state that if the dilatational part of the velocity field is used 
when estimating the sgs velocity, then in the absence of turbulence the laminar 
burning velocity for a planar flame will not be recovered since the 25^5^ term 
is dominated by thermal expansion. If, however, a dynamic procedure is used 
for the calculation of the Smagorinsky coefficient then in laminar regions of 
the flow, u will be estimated as zero. 
4.8.3 Calculation of the Density and Other Scalars 
For the cases studied in this work which adopt adiabatic wall boundary con-
ditions, the procedure developed in section 4.5.1 is used for the calculation 
of the density, temperature and species concentrations. The burnt and un-
burnt gas densities are calculated using the one step equilibrium chemistry 
mole fractions, the adiabatic flame temperature (calculated using the JANAF 
tables [20]) and the inlet temperature. For the cases which adopt the iso-
thermal wall boundary conditions with the addition of a transport equation 
for the enthalpy, the unburnt enthalpy is required for calculating the burnt 
gas density. This quantity is also calculated using the procedure developed in 
section 4.5.1. 
4.9 Summary 
This chapter has considered the modelling of turbulent premixed flames. The 
filtered mass fraction equation is introduced and the difficulty of closing the 
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filtered source term identified. The time and length scales used to identify 
diflFerent types of premixed combustion were then introduced and formalized 
in the form of the regime diagram. Tools for calculating the turbulent burning 
velocity in the context of an LES are then presented in tandem with a brief 
review of some experimentally obtained laminar burning velocity data. Several 
transport equation approaches for dealing with premixed combustion are then 
presented. A brief look at flame resolution issues is followed by a presentation 
of the general form of the transport equation which is solved in this work 
together with some of the modelling techniques applied. The next chapter deals 
with the approaches which can be used to discretise term II in equation 4.55. 
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Differencing Schemes for 
Interface Capturing 
5.1 Introduction 
In the numerical computation of premixed flames under the thin flamelet as-
sumption, there is a need for an accurate representation of the interface sepa-
rating burnt and unburnt gases. It is therefore paramount that the interface 
between these two zones is kept as thin as possible. This chapter concentrates 
on identifying a spatial discretization scheme which can keep the interface be-
tween these two zones as thin as possible since the thin flame is located entirely 
at the sub-grid scale. Traditionally the use of interface capturing schemes has 
been confined to compressible flows and flows involving interfaces between mul-
tiphase fluids. Free surface flows such as water waves as well as the collision 
of liquid droplets in a gas are typical problems encountered in multiphase flow 
computations [155]. The main problem in these types of flows is that discreti-
5.2 Various Techniques 
sation of convective terms using schemes such as first-order upwind smear the 
interface and introduce artificial mixing of the two fluids (burnt and unburnt 
gas in a thin flame). For this reason, the use of higher-order schemes or first 
order downwinding schemes are the preferred method of choice. Consideration 
must be given to the nature of the spatial discretisation of the spatial term in 
the reaction progress variable equation to ensure the boundedness criteria is 
not violated. 
5.2 Various Techniques 
Typical methods used in the past for separating two (or more) immiscible flu-
ids include Surface methods and Volume methods [119],[155]. Surface methods 
mark and track the interface between fluids explicitly using either line seg-
ments, marker particles or using moving grids to associate the interface with 
fitted nodal points. One of the main disadvantages of these techniques is that 
special treatments are required to deal with large deformations or stretch of 
the interface [156]. In volume methods used for interface capturing, particles 
associated with each fluid can be convected around the domain or more usu-
ally an indicator function, such as a volume fraction, is used. These techniques 
have the advantage of being able to cope with large deformations, and indeed 
rupture of the interface, easily. 
Marker and Cell (MAC) methods [66] track massless particles in a Lagrangian 
manner as they move across a fixed grid and are generally non-conservative. 
These methods work on the premise that a cell with no particles in it is empty, 
cells which contain a marker particle and are lying adjacent to an empty cell 
are considered to contain some of the interface and all other cells contain fluid. 
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The particles act merely as flow identification aids so that the fluid trajectories 
can be calculated and the particles are convected according to the local fluid 
velocities during each time step. This method can be extended to two or multi 
fluid flows by allowing individual particles to represent individual fluids and 
identifying the interface as being in those cells where two particles representing 
two different fluids are found. 
Volume methods, on the other hand, solve a transport equation for a volume 
fraction scalar in an Eulerian manner and can therefore easily be used to 
enforce conservation. The two most commonly used approaches in the volume 
method sense are the level-set approach and Volume of Fluids (VOF) type 
methods. The level set approach is an arbitrary, but smooth function on the 
mesh where the interface is defined by a pre-specified iso-surface. The level-set 
approach will keep its maximum and minimum initial values and therefore in 
the case of two merging interfaces, the maximum value will be retained by 
both interfaces and thus there will be a very sharp gradient in the level set 
function. This requires that the level set be re-initialised between time steps 
[147] . Furthermore, numerical diffusion associated with standard differencing 
schemes introduces error. The level set approach appears to be a surface 
tracking rather than volume method, but it can be considered to be both. 
The reason for this is that when the level set interface cuts through a cell, 
the proportions of the cell on either side can be defined as volume fractions 
through reconstruction of the interface. 
VOF methods use convection terms to convect fluid volumes on a mesh. The 
distribution of the volume fraction data in a domain does not guarantee a 
unique interface topology and therefore a reconstruction algorithm is required 
to define the location and orientation of the interface. These reconstructed 
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interface locations are then used to compute volume fluxes and the procedure 
is advanced in time. Typically, one-dimensional implementations are used with 
the multi-dimensional case using operator splitting [91], [155]. The advection 
of a sharp interface across a mesh is a difficult problem, even without the 
addition of turbulence or combustion. Some of the issues associated with 
this advection problem are diffusion and dispersion of the interface as well 
as numerically generated wrinkhng. Several authors [137], [96], [155] have 
addressed these issues. 
The next section introduces the concepts of monotonicity and the idea of TVD 
solutions and then goes on to describe the general class of numerical techniques 
which will be used as part of this work. 
5.3 Monotonicity and Total Variations Dimin-
ishing 
When dealing with advection schemes, it is desirable to ensure that the scheme 
is monotonicity-preserving or shape-preserving. This means that it does not 
create spurious extrema or lead to amplification of the existing extrema in an 
advected quantity [152]. In order to ensure this is so, the advective fluxes 
in the conservative numerical discretization are controlled by limiting them 
using certain mathematical constraints. The TVD schemes [148], [149], pos-
itive schemes [75] and the universal limiter [103] schemes are all examples of 
numerical techniques which adopt this type of limiting procedure. A scheme 
will be considered monotone if it does not lead to an oscillatory behaviour of 
the solution. The strongest condition which ensures a scheme is monotone is 
130 
5.3 Monotonicity and Total Variations Diminishing 
monotonicity and a weaker condition will involve the total variation. 
The one-dimensional scalar conservation equation: 
d(j){x,t) df{(j){x,t)) 
with (j){x, 0) = (j)o{x) can be written in numerical conservation form as follows: 
= c - A, - f ^ ) (5.2) 
where / " i are consistent numerical flux functions and is the ratio; 
l±2 
-- (5.3) 
If a numerical scheme in conservation form, equation 5.2, is rewritten as: 
then, such a scheme is monotone if ^ is a monotone increasing function of 
each of its arguments: 
V i - Z < ; < : + ! (5.5) 
with the obvious modification for a monotone decreasing function. Therefore, 
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using equations 5.2 and 5.4, 
= H C+L) = < ^ 7 - 4 ( % . - F T I ) (5 -6) 
it is clear that the scheme will be monotone if the numerical flux is non-
decreasing in its first argument and non-increasing in its second: 
and that for a linear scheme written in the form : 
f = (5.8) 
I 
all bi must be non-negative for the condition of monotonicity to be true. 
Turning to the definition of a bounded Total Variation, r F , t h e total variation 
of a physically acceptable solution 
TV 
-I d(j) dx dx (5.9) 
will not increase in time. The total variation of the solution in space at time 
step M 4-1 can be written as: 
TVi<l>) = J2\cl>i+,-cl>i\ (5.10) 
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where k is over the entire domain. A numerical scheme is then TVD if it 
ensures that 
j^yn+l ^ j.yn (5 .11) 
in both time and space and is a global property of the scheme. Harten [68] 
showed that a monotonic profile will remain monotonic when advected by 
a TVD scheme and that monotonicity-preserving schemes do not allow the 
creation of new extrema and that the values of local minima/maxima are non-
decreasing/non-increasing respectively [73]. It has been shown by Harten [68] 
that a scheme is TVD if equation 5.2 is rewritten in the form: 
- Q_I - 9)") (5.12) 
and the functions, Q _ i and are data dependent coefficients which satisfy 
the following inequalities: 
0 < Q + i , 0 < D , + i , 0 < C , + i + D , + i < l (5.13) 
All monotone schemes are TVD and all TVD schemes are monotonicity-
preserving. These inequalities provide a practical means of analysing various 
discretization schemes for their TVD properties. When dealing with linear 
schemes of the form of equation 5.8, monotonicity preservation and mono-
tonicity are the same and any linear TVD scheme is therefore a monotone 
scheme and hence, according to Godunov [57] , only first-order accurate. If a 
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non-linear TVD is constructed, then second order accuracy can be achieved. 
This is one reason why non-linear TVD schemes have become so popular. 
5.3.1 Limiters 
The concept of using limiters to ensure the TVD property is satisfied is now 
discussed. The basic idea is to limit the amount of a high order flux (high 
order, but oscillatory) which is added to a basic first order flux (low order and 
diffusive) to ensure that the scheme remains high order. 
A flux function as seen in equation 5.2 can be written as: 
+ ( t i A - (5-14) 
where f " i . and / " i , are a high order and low order flux function respectively. 
l~r 2 •1 2 1* 
However, use of such a function without limiting the amount of high order 
flux can lead to schemes which violate the TVD constraint. Van Leer, [159], 
introduced the notion of limiting this high order flux with the introduction of 
a flux limiter, ip: 
low—order flux high—order flux ^non—linear 
where xp is & function of consecutive gradients of the solution, r, defined based 
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on the flow direction: 
r = (5 16) 
If the data is smooth, then r is expected to be equal to 1, but in the presence 
of a discontinuity we expect r to be close to zero [148]. In other words, a 
high order scheme will naturally be applied to the calculation of the fluxes in 
smooth regions, but a first order scheme will be approached at a discontinuity 
since (0) —> 0. This ensures that the non-diffusive nature of high order 
schemes are applied in smooth regions and that the diffusive nature of low 
order schemes are applied near discontinuities such that oscillatory solutions 
are avoided about these discontinuities. The limiter is chosen such that 'the 
anti-diffusive flux is maximized in amplitude subject to the constraints of the 
resulting scheme being TVD' [148] and also that it fulfills the criteria of a given 
TVD scheme. 
Using Harten's TVD constraints with the definition of a limiter, Sweby's [148] 
TVD diagram can be constructed. This graphical representation of the re-
lationship between the limiter, the consecutive gradients and the TVD con-
straints is a powerful tool for the development and analysis of TVD schemes. 
Sweby showed that in order to maximize the anti-diffusive flux that is added 
to the flrst order flux, ^( r ) can be defined as: 
ip{r) = m i n ( 2 r , 2 ) r > 0 ip{r) = 0 r < 0 ( 5 . 1 7 ) 
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The TVD region as defined by Sweby is identified in figure 5.1 as the entire 
shaded and hatched region. A further requirement often asked of a chosen 
scheme is that it be second order accurate away from extrema. In order for a 
scheme to be second order accurate it must pass through the point i/;(l) = 1. 
The 2nd order TVD region is shown in figure 5.1 as the square hatched region. 
For the purposes of modelling (fully) premixed flames in the thin flamelet 
regime, the only profile structures which are expected to form are step profiles 
(discontinuities) in the reaction progress variable. Therefore, the requirement 
that the scheme be second order accurate is too restrictive, since in reality the 
only place where the ratio, r, takes on a meaningful value in terms of locating a 
variation in the solution is at the thin and purposefully sharp interface between 
burnt and unburnt gases, and at this location the numerical flux calculated 
approaches first order since r —>• 0 and hence ip{0) = 0. 
The fiuxes used at each face of a cell consist of an upwind contribution which 
is dealt with implicitly in the present work and a non-linear correction known 
as a deferred correction since it is dealt with explicitly [35], [85]. Using a fully 
implicit formulation would yield a system of equations which are non-linear in 
(j) and leads to significant computational overload. 
If / = where G" is a mass fiux, then the face values, can then be 
written as [35]: 
= < 
ct>p + ^ {(j^N — 0p), if G" > 0 
(5.18) 
<j)N + "^2" ^ — 4>p) J if G" < 0 
where •i/'n (r^) are the limiters associated with the positive and negative fluxes. 
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ij) = r 
Lax-Wendroff scheme 
w = 2r 
1.0 2.0 
Figure 5.1: Sweby's TVD Diagram 
3am scheme 
3.0 r 
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The Van Leer scheme [159] limiter is given in equation 5.19 and is a quiet dif-
fusive scheme which is often employed in non-premixed combustion [35] for the 
spatial term in the mixture fraction transport equation. The superbee scheme, 
equation 5.20, which was developed by Roe [135] is the most compressive 2nd 
order TVD scheme available and as shown by Leonard [103] tends to turn a 
smooth sin wave profile into a square profile. The Sweby upper bound (SUB) 
limiter [148], equation 5.21, is the most compressive TVD limiter, but is a 1st 
order scheme. These three limiters are given below: 
Van Leer Limiter 
V'(r) = (519) 
Superbee Limiter 
ip{r) = Max [0, min{2r, 1), mm(r, 2)] (5.20) 
Sweby Upper Bound (SUB) Limiter 
ij){r) = Max [min[2r, 2), 0] (5.21) 
Two further schemes, which fall into the universal limiter category are the 
Super-C and Hyper-C schemes [103]. These schemes do not have an upper 
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bound in the sense that Sweby's TVD diagram has a maximum of ^(r) equal 
to 2. With the introduction of the Courant number to the definitions of the 
limiter, ifjir) becomes unbounded. This allows the development of exception-
ally sharp schemes of both first and second order. The Super-C and Hyper-C 
schemes are defined as: 
Super-C 
min i j , if 0 < r < 1 
ip{r) = < mm 
0, 
if r > 1 
if otherwise 
(5.22) 
Hyper-C 
ij;{r) 
i q q ) ' i f r > 0 
0, if 
(5.23) 
otherwise 
5.4 Essentially Non-Oscillatory Schemes 
Work on Essentially Non-Oscillatory (ENO) schemes started with the paper of 
Harten et al [69] in 1987. Much of the material presented below is sourced from 
the work by Shu [143] and Laney [97] and can be found in [81] also. In [69], 
Harten et al laid down the ideas for the use of interpolations of discrete data 
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using polynomials for use with scalar conservation schemes. These polynomials 
increase in accuracy as the number of points in the stencil increases, provided 
that the function is smooth inside the stencil. Therefore, ENO schemes offer a 
high level of accuracy in smooth regions. ENO schemes exploit this property of 
polynomials in order to reconstruct high order approximations of the fluxes at 
cell faces from the cell average values. Usually, when using finite volume and 
finite difference techniques, a fixed stencil is used. For example, a 2nd order 
polynomial may use the 3 cells: i, i — 1 and % + l. This scheme works well 
as long as the data is smooth. However, a fixed-point stencil interpolation of 
2nd or higher order of accuracy is necessarily oscillatory near discontinuities. 
These oscillations, known as Gibbs phenomena, do not decay in magnitude 
when the mesh is refined. It can lead to numerical problems in cases contain-
ing discontinuities. This is where the concept of Essentially Non-Oscillatory 
schemes is useful in terms of its ability to avoid such oscillations without a 
reduction in accuracy close to the discontinuity. 
The ENO scheme takes the following form of the total variation, where k is 
the formal accuracy of the method: 
y ^ n + i ^ J . y n ^ ( 5 . 2 4 ) 
The ENO scheme is TVD up to an order of 2. Oscillations and overshoots can 
grow in the solution above this order, but are not typical, at least in moderately 
smooth data. 
The ENO scheme works as follows. Choose one or two cells (ensuring up-
winding), then adding one cell at a time to the stencil from the candidate 
cells on either side based on the two divided differences of the average scalar 
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values in the relevant cells. The divided differences give a measure of the local 
smoothness of the function. 
The ENO scheme applied to the 1-D scalar conservation law, equation 5.1, 
equipped with suitable initial and boundary conditions will be described. A 
method of lines approach (semi-discrete) is used. The computational domain 
is defined as 6 ^ x ^ c where for purposes of discussion, periodic (or compactly 
supported) problems are assumed. 
An integrated version of equation 5.1 is solved. It is integrated over the interval 
Ii-r---Ii+s where U-r is defined as being r cells to the left of the cell of interest 
(Jj) and /j+s as s cells to the right of the cell of interest, where the order of 
the scheme is equal to s -f r. Integration of equation 5.1 gives 
d(l){xi, t) 
dt Axi fi+^ ~ fi-\ (5.25) 
and 
[ X i , t ) — — — — f ( 5 . 2 6 ) 
where 5.26 is a cell average of the function ^{^,t)d^ and the fluxes, /i±i, are 
solved for using the ENO reconstruction. 
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5.4.1 E N O Reconst ruct ion Algor i thm 
The notation and algorithm below is based on the procedure as defined by Shu 
[143]. Given cell averages as a function of v { x ) : 
(j>i = u(e, t)dC i = l - ^ N (5.27) 
It is necessary to find an interpolation polynomial, P i { x ) , of degree at most 
A — 1 for each cell, such that it is a order accurate approximation to the 
function XJ(X) in the cell; 
P i { x ) = v { x ) + O i A x " ) , x e I i , i = l ^ N (5.28) 
and especially at the cell boundaries where 
= i = (5.29) 
which is order accurate. A polynomial of this type is found using the 
following method of reconstruction with the ENO idea. 
The divided diflFerences for each cell for degree z = 1 —)• A: are calculated using 
the cell averages. In cell 7, , start with a two point stencil: 
%(*) = (5.30) 
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for the primitive function v{x] which is equivalent to a one point stencil: 
'S'lM = [-^ t] (5.31) 
for (j)i. This stencil is then increased in size (order) by adding either the left 
or the right cell face location to it. The choice of which face location to add is 
based upon the size of the relevant divided differences. For m = 2, ...,k assume 
that the following stencil is known: 
S{i) = ^3 + \i S'+m-i (5.32) 
where j refers to the left most point of the stencil. The m"' degree divided 
difference of the scalar average solution is represented as: 
V (5.33) 
The next step is to compare the relevant divided differences based upon their 
size. The algorithm, using FORTRAN syntax, is: 
If V < V i + m - j (5.34) 
then add a;,_i to the stencil to give 
'S'm+l (*) — •••) (5.35) 
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Else add to the stencil to give 
W = [2:^+1,. . . , (5.36) 'm+ll 
End if 
The reason for using the divided difference to decide which point to add is 
that the divided difference gives a measure of the smoothness of a function 
inside the stencil. This procedure is repeated until a order polynomial can 
be formed from the stencil. Thus through the use of divided differences the 
stencil will comprise of points chosen to ensure maximum smoothness of the 
polynomial used to calculate the flux for the relevant cell at the given order. 
It is usual to use Newtons or Taylors form of the interpolation polynomial to 
form the polynomial. In this case, Newton's form is used. The derivative of 
Newtons polynomial is then formed [see [143] for details]: 
k i-i i-i 
p{x) J I Z n ~ (537) 
j=l m=0 
I = 0 
I i=- m 
where x refers to any location at which an approximation is taken. The polyno 
mial is taken about Xj^i and the cell boundary value, = p»(a;i±i), 
is found. This a fc*'' order approximation. 
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5.4.2 T h e Weighted Essential Non-Oscil latory Scheme 
The standard ENO scheme has a number of drawbacks. The scheme is actually 
oscillatory and allows, for example, a monotone-decreasing bounded scalar to 
grow by the order of accuracy of the scheme. The ENO scheme also computes 
divided differences that are ignored and is therefore computationally inefficient. 
The WENO scheme seeks to reduce the effect of both of these issues by using 
the extra polynomials so that the accuracy (order) of the scheme is increased 
in smooth regions of the solution and also picking the least oscillatory solution 
in regions that contain discontinuities in the solution. 
This scheme uses a convex linear combination of the available polynomials 
rather than simply one of the available polynomials chosen using the relative 
smoothness of the divided differences of the solution. The coefficients of this 
combination are then chosen (mathematically) such that the solution is as 
smooth as possible. Therefore, in smooth regions, all stencils will have a 
similar weighting, whereas close to a discontinuity the smoothest polynomials 
will be given a large weighting while those which are strongly affected by the 
presence of the discontinuity (perhaps the stencil for a given polynomial passes 
through the discontinuity) will be given a very small weighting. 
Using the notation of Shu [143], the k candidate stencils to calculate the flux 
at a given position are given as: 
S{i) — [xj—j-,..., Sj—r+jfe—i], r = 0, ...k 1 (5.38) 
Now, the WENO scheme works by creating k different reconstructions for the 
145 
5.4 Essentially Non-Oscillatory Schemes 
flux based on each of the stencils and using a convex linear combination of all 
of these reconstructions to give the cell face value of the flux: 
A-i 
fi+\ = (5.39) 
r=0 
where / r i is simply the flux as calculated using each of the k stencils. 
2 
It is desirable that the weights, w ,^ are smooth functions of the cell averages 
which are used. If all of the candidate stencils used to calculate the flux at a 
given location are smooth, then there exist constants that give a flux which is 
{2k — 1)*^  order accurate: 
jt-i 
f i H = E = " k + i ) + 0 ( A i ^ ' - ' ) (5.40) 
r=0 
The constants, dr , are given in reference [143]. 
In order to prevent data from non-smooth regions (e.g. across discontinuities) 
polluting the solution in smooth regions, the weights to be used on the polyno-
mial formed from a stencil that crosses a discontinuity are desirably zero. All 
of these factors need to be considered. The resulting weights are required to 
satisfy the following constraints, so that a linear convex combination is formed: 
k - l 
y^ci^r = 1 and Wr ^ 0 (5.41) 
r=0 
146 
5.4 Essentially Non-Oscillatory Schemes 
It is desirable that Ur = + 0(Aa:* and hence the cell flux is equal to: 
?i±\ = (5.42) 
Giving due consideration to the details outlined above, the weightings should 
be of the following form: 
ar 
— ^ k - l (5.43) 
Z- (S=0 
where: 
and e is simply a small positive number used to ensure that the denominator is 
positive. All the quantities in equation 5.44 are grid independent, represents 
the smoothness of the polynomial in a given stencil and are known as the 
smoothness indicators. will be of the order 0{Ax^) in smooth regions and 
will therefore give a relatively large value of ar compared to that obtained in 
a non-smooth region where Pr will be of the order of 0(1). 
The ENO scheme used the divided differences to measure smoothness. In this 
case we attempt to minimise the total variation for a given polynomial within 
the relevant set of points (stencil). Therefore, Pr , is given as being the sum 
of the squares of scaled L2 norms for all the derivatives of the interpolation 
polynomial [143] over the relevant interval: 
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In this work, the WENO scheme has been implemented in 3'"'' and 5*^  order. 
The equations for /3r when k = 2(3'"'^ ) order, are: 
^0 = {4>i+i - ^ i f and /3i = {(pi - (pi-if (5.46) 
and for k = 3(5*^order), are: 
Po = — 20i+l + <^ i+2)^  + |(30i — 40i+i -t- (pi+2)'^  
A = + ^i+i)^ + |(3^j_i — ^i+i)^ 
A = f|(0i-2 — 2(;6j_i + 0,)^ + |(3(?ij_2 — 4(/>i_i + 3(^ i)^  
(5.47) 
5.4.3 T h e Sharpening Algori thm 
The problem at hand is one where we have contact discontinuities rather than 
shocks. Shocks are self-sharpening, due to converging characteristics. The use 
of an ENO or WENO scheme does not, for example, completely eliminate the 
smearing of a convected step across several nodes. Harten [68] recognised 
that the cell averages of a function contain information regarding the exact 
location of a discontinuity within a cell. This led him to develop a sub-cell res-
olution technique. Shu and Osher [144] have implemented a sub-cell resolution 
technique based on the work by Yang [169]. This technique has yielded good 
results for Shu and Osher when applied to a 1-D linear advection equation 
with a step contact discontinuity. 
The technique will sharpen slopes in the discontinuous cells, and it will also 
preserve the monotonicity of the solution. The ENO scheme therefore remains 
essentially non-oscillatory, as the sharpening algorithm does not adversely 
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affect the boundedness of the solution. The algorithm is described below. 
The new value of the flux as calculated using the sharpening algorithm is 
defined as follows: 
(5.48) 
where Cj^i , an anti-diffusive flux, has the effect of sharpening. It is defined 
as: 
S+5 ~ L 2 ~ A - i ) ' /?•+! ~ ~ / j - i 
(5.49) 
where m is the minmod function and / ^ i is obtained using the same technique 
J-r 2 
as for f j ^ i but assuming that the flow is going in the opposite direction. This 
can result in downwinding. The parameter a j (which is positive) can either 
be set to a fixed value in the range of 2 ^ a ^ 5 or calculated using a solution 
dependent parameter such as: 
The reason for using equation 5.50 is that it will result in a value of a j which 
is very small except when in the vicinity of a discontinuity in either (j) or 
its derivative. This will avoid over-compression in smooth regions, ao is a 
parameter which can be tuned and a value of 33 is recommended by Yang 
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[169]. /3 is a non-negative integer value which has been assigned a value of 2 
in this work. In smooth regions of the flow, this sharpening method will add a 
term to which is of the same order as the truncation error and thus 
should not result in a loss in accuracy. 
5.5 CICSAM Scheme 
Ubbink and Issa [155], in the context of performing calculations on non tur-
bulent water-air immiscible flows, developed a method designed to surmount 
the problems associated with using downwind biased compressive differencing 
schemes which lead to numerical wrinkling [96]. The basic idea is based upon 
the numerical observation that the use of very compressive schemes leads to 
significant numerical wrinkling when the flow is almost tangential to the in-
terface. The original VOF method of Hirt and Nicols [74] compensated for 
this by switching to upwind differencing when the interface is more likely to 
be tangential rather than normal to the flow field. This switch is activated 
abruptly at 45°. Laufaurie et al [96] found that the accuracy of the method 
depended very strongly on the angle used for switching schemes. Ubbink and 
Issa developed a scheme which blended the very compressive Super-C scheme 
with the Ultimate QUICKEST scheme of Leonard [103] and based the blend-
ing upon a smooth function of the angle between the grid and the interface. 
This blending function, (0 < 7 ;^ < 1), is then applied to the two differencing 
schemes as: 
(5„per-C) + T'") fi+L{UQ) (5.51) 
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where the subscripts Super-C and UQ refer to the Super-C and Ultimate-
QUICKEST schemes respectively and the factor 7^ is based upon the cosine 
of the angle, 0, between 
(5.52) 
which is the vector normal to the surface of the scalar and the vector d which 
connects the donor and acceptor cell centres. The weighting factor, 7^ is then 
given by 
9 = arccos 
l(W)lDld| (5.53) 
7u, = mm 2 ' 
(5.54) 
where is a factor which is introduced to control the dominance of the 
different schemes being blended and is set equal to unity by Ubbink and Issa 
to give equal weighting. This scheme, in its entirety, is known as CICSAM 
(Compressive interface capturing scheme for arbitrary meshes). Seo et al [142] 
obtained improved results using the velocity vector at the centre of the cell 
instead of the vector d used by Ubbink and Issa in the calculation of 7^. 
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5.6 One and Two Dimensional Test Cases 
When dealing with flows which physically contain sharp jumps in local con-
ditions, it is necessary to try and incorporate these interface discontinuities 
into any models being developed. When working with premixed flames, the 
thin flamelet assumption requires that the flame location is captured across as 
few nodes as possible. Compressive differencing schemes have been employed 
in the past for various flows in the context of immiscible flows. The work of 
Lafaurie et al [96] highlights, amongst others, the presence of numerical wrin-
kling when the flow field and interface are parallel when using downwinding 
schemes. This led to the concept of using downwinding only when the interface 
is almost perpendicular to the flow fleld and using a dissipative scheme such 
as an upwinding scheme when the interface is parallel. 
It remains to find a discretization scheme which is sufficient to keep the inter-
face between burnt and unburnt gases as thin as possible in a fully premixed 
system. The following sections will present some commonly used test cases 
and attempt to isolate a particular scheme which returns accurate numerical 
solutions in the test cases. In particular, since this work deals with fully pre-
mixed combustion, the abilities of each scheme to maintain sharp profiles at 
step interfaces will be extensively assessed. In the context of sharp interfaces, 
it would seem prudent to use a compressive differencing scheme in all cases at 
all times if the issues associated with numerical wrinkling can be avoided. 
1-Dimensional and 2-Dimensional test cases relevant to the type of fluid me-
chanical environment likely to be found in premixed flow devices are presented 
in the following sections. The test cases will be introduced as part of the 
analysis. 
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5.6.1 One-Dimensional Test Case 
The 1-dimensional test case chosen in this work is the linear-advection of a 
step profile. This equation is a standard starting point for the testing of 
techniques used to solve hyperbolic partial differential equations. The linear-
advection equation is similar in form to equation 2.30 for the instantaneous 
reaction progress variable although the diffusivity and reaction term have been 
ignored. This is similar to equation 4.55 for the Favre filtered reaction progress 
variable if the sub-grid term in that expression, Term III, is ignored and the 
density and velocity in terms I and II are considered to be constant. Also, the 
linear advection equation is a special case of equation 5.1 and is written here 
as: 
(5.55) 
TermI 
where a can be understood here as the flame speed and is the convective 
velocity. The convective velocity, a, is set equal to 0.1 m/s. The length of the 
domain is Im with 300 grid points. Each 1-Dimensional test case was run for 
7 seconds with one of three Courant numbers: 0.01, 0.2 and 0.5. The initial 
field of (j) is set equal to zero in the domain and to 1 at the inlet boundary. 
In order to give a more quantitative analysis of the results, the L2 norm is 
calculated as 
\ 
n=210+ol 
E [«-« 
^ (5.56) 
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where sjid (jf^ are the numerical and analytical solutions at each grid point, 
n, respectively and al is set equal to 12 so that the integration is only over cells 
in the region of the step (which should in theory be located at n = 210) which 
comprise the limits at which the numerical solution of the worst performing 
scheme varies from the theoretical solution. 
The Superbee, Van Leer, Sweby upper bound (SUB), Super-C, Hyper-C, ENO 
and WENO schemes introduced have been applied to the calculation of the 
flux function, f " i, in equation 5.2. The ENO scheme was applied at orders 
ranging from 2nd to 7th order. This simple test case provides a first insight 
into the dissipative or compressive nature of the various schemes. 
Figure 5.2 is a plot of various ENO schemes for the case where the Courant 
number was 0.2. It is immediately clear that the higher the order of the ENO 
scheme, the greater the accuracy with regard to capturing the step. However, 
even the 7th order ENO scheme still smears the step across approximately 
8 nodes which is unacceptably high. In terms of computational effort, a 7th 
order ENO scheme will require information at 6 nodes before and 6 nodes after 
the face at which the flux is being calculated. This is an unacceptably large 
stencil from a computational point of view and the effort required would be 
further exacerbated in a parallel computation due to the requirement to pass 
the entire stencil from each computational processor to its adjacent processor. 
Table 5.1 contains the L2 norms for all the schemes implemented. These figures 
should only be used for comparative purposes. It is clear from the L2 norms 
that of the ENO schemes tested, the 7th order ENO scheme is in general the 
most accurate in terms of the L2 norms and this is in agreement with the 
qualitative analysis of figure 5.2 discussed above. The 5th order ENO scheme 
performs moderately well but gives only a slight improvement on the 4th order 
154 
5.6 One and Two Dimensional Test Cases 
ENO scheme which is computationally less demanding. 
The results of the Sweby Upper Bound scheme (SUB Scheme) and the Su-
perbee scheme, which are well known to be compressive, and the Van Leer 
scheme, which is well known to be dissipative are presented in figure 5.3. The 
5th order WENO scheme is also presented in this plot as are the 2nd and 
4th order ENO schemes which have already been discussed. As is expected, 
the 2nd order ENO scheme and the Van Leer scheme are seen to be the most 
dissipative. The Superbee scheme and the SUB scheme are the most compres-
sive and closer analysis of figure 5.3 reveals that the SUB scheme leads to the 
interface being spread across only 3-4 cells. This is reinforced in table 5.1 
where it is clear that the SUB scheme gives the lowest L2 norms of all schemes 
presented thus far. All schemes predict the location of the step interface with 
excellent accuracy. 
The 4th order ENO scheme leads to a degree of numerical dissipation which 
is essentially the same as the 7th order scheme and which will have a more 
compact stencil. The sharpening algorithm which was introduced in section 5.4 
is now applied to the 4th order ENO schemes and the model parameter cuo 
tuned to the problem. Six different values of ao ranging from 10 to 100 were 
tested. The results are presented in figure 5.4. All values of ao greater than 
33 (in agreement with Yang [169]) give similar results and lead to an excellent 
improvement on the results obtained for the 4th order ENO scheme without 
the sharpening algorithm. The SUB scheme is still, however, seen to be the 
sharpest. 
The results for the non TVD schemes, Hyper-C and Super-C as introduced in 
section 5.3.1 are presented in figure 5.5 along with the best of those schemes 
already tested. It is immediately clear that the Hyper-C scheme improves on 
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Courant Number —> 0.01 0.2 0.5 
Numerical Scheme 
2nd order ENO 0.210 0.210 0.210 
3rd order ENO 0.171 0.170 0.169 
4th order ENO 0.154 0.153 0.151 
5th order ENO 0.146 0.144 0.148 
6th order ENO 0.141 0.139 0.166 
7th order ENO 0.138 0.135 0.153 
Superbee 0.118 0.114 0.108 
Van Leer 0.175 0.189 0.187 
3rd order WENO 0.189 0.190 0.191 
5th order WENO 0.134 0.135 0.135 
Hyper-C 0.068 0.080 0.102 
Super-C 0.093 0.098 0.107 
Sweby Upper Bound 0.111 0.098 0.107 
Table 5.1: L2 norms for the step advection case at different Courant numbers 
the SUB scheme slightly whereas the SUB scheme and the Super-C scheme lead 
to very similar results. Comparison of the norms for these three schemes 
show that the Hyper-C scheme leads to the best results although it very much 
Courant number dependent. Furthermore, since the Hyper-C and Super-C 
schemes are not TVD, they can lead to unbounded solutions. This would 
be particularly likely in turbulent flows and is particularly undesirable when 
dealing with a bounded variable such as the reaction progress variable. 
Finally, the SUB scheme plotted at three difference Courant numbers is pre-
sented in figure 5.6. It can be seen that the scheme is essentially Courant num-
ber independent. This is a desirable quality, since the use of very small Courant 
numbers in order to keep a scheme compressive is computationally very ex-
pensive. All schemes presented, except the Hyper-C and Super-C proved to be 
generally Courant number independent. Further analysis of all schemes will be 
presented in section 5.6.2. where two-dimensional test cases will be evaluated. 
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Figure 5.2: All ENO schemes at a Courant number of 0.2 
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Figure 5.3: 2nd and 4th order ENO, 5th Order WENO, Superbee,Van Leer at 
a Courant number of 0.2 
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Figure 5.5: Hyper-C and Super-C schemes 
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Figure 5.6: SUB scheme Courant number independence 
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5.6.2 Two Dimensional Test Cases 
The 2-dimensional test cases chosen are the simple rotation of a rectangle in 
a circular flow field and the deformation of a circle in a shearing flow. Both of 
these test cases have been used in similar forms for scalar scheme evaluation 
by other authors [155],[137], [61] and have proved to be useful tools. The 
numerical procedure used for this case is outlined in Appendix A although the 
velocity field in both cases is frozen and therefore is not solved for at each 
time step. The scalar fluxes are evaluated using several of the best performing 
schemes outlined in the one-dimensional test case section. 
The ENO and WENO schemes have not been implemented in 2-dimensions as 
their performance in 1-dimension has been disappointing. Furthermore, the 
effort required for their implementation in multiple dimensions is large and the 
stencil size is prohibitive, particularly in parallel computations. 
5.6.2.1 Revolving Rectangle in Circular Flow Field 
The initial velocity field for the circular flow field test case is set as follows 
U{x,y)=y and V{x,y) =—x (5.57) 
where U(x, y) and V(x, y) are the velocities in the x and y directions respec-
tively with x,y,e[—n/2,7r/2] and 100 x 100 grid points in the test domain. 
Figure 5.7 shows the initial flow fleld with the initial scalar embedded in it. 
The flow field vectors have been filtered in this image for clarity of visual inter-
pretation. The scalar fleld is given a value of 1.0 inside the rectangle and zero 
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outside. The lines on the rectangle boundaries define the interface between 
these two zones. 
\ \ \ \ \ 
11111 
/ / / / / 
Figure 5.7; Initial condition of scalar in circular velocity field 
The scalar field is advanced in time until it has undergone 4.0 tt radians ro-
tations using a Courant number of 0.3. The Van Leer scheme, the Superbee 
scheme, the SUB scheme, the Hyper-C scheme and the two blended SUB-Van 
Leer schemes (based upon both the angle between the grid and the interface 
and the angle between the velocity and the interface) are all tested. The 
blended SUB-Van Leer schemes are ellucidated upon below. 
The Van Leer scheme, figure 5.8, results in a very diffuse interface after 
4.0 TT rotations. This is expected given the observations made during the 
1-Dimensional testing. The Hyper-C scheme, figure 5.9, which is the most 
compressive scheme used resulted in significant wrinkling of the interface af-
ter both 2.0 and 4.0 tt rotations despite maintaining excellent resolution. In 
particular the leading edge corners of the interface are very distorted. Further-
more, since the Hyper-C scheme is not TVD, some degree of unboundedness 
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may be expected. In this case, the unboundedness was of the order of 5%-10% 
greater than the maximum value of the initial scalar field (1.0) and is entirely 
unacceptable when dealing with bounded variables. The Superbee scheme, 
figure 5.10, and the SUB scheme, figure 5.11, both result in quiet sharp solu-
tions after 4.0 tt rotations and again, this is expected given the 1-Dimensional 
testing results. The Superbee scheme is, however, seen to be slightly more 
diffuse than the SUB scheme and the SUB scheme has tended to very slightly 
wrinkle the surface of the rectangle. 
In order to try and remove these small wrinkles, a variation on the work of 
Ubbink and Issa[155] was implemented. Rather than using the Super-C and 
Ultimate-QUICKEST schemes as part of the CICSAM methodology, the SUB 
scheme and the Van Leer scheme (which are both TVD) are used in expression 
5.51. Ubbink and Issa's blending function, equation 5.54, is then used. This 
scheme will be known as SUBl. The blending function of Seo et al [142] as 
defined in section 5.5 is also implemented and is known as SUB2. 
The results for SUBl and SUB2 after 4.0 n rotations are presented in figure 
5.12 and figure 5.13 respectively. Both schemes can be seen to slightly reduce 
the wrinkling seen in the SUB scheme results, but on closer analysis they 
tend to lead to slightly increased numerical diffusion, particularly in the case 
of SUB2. This increase in numerical diffusion in both the SUBl and SUB2 
schemes is expected, since the Van Leer scheme will have introduced some 
degree of numerical dissipation. 
The results of the SUBl and SUB2 schemes do not, in general, improve on 
those of the SUB scheme and the SUB scheme is therefore the best performing 
of those schemes tested on this test case. The next section presents an analysis 
of the same schemes as have been used in this section, with the exception of 
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the Hyper-C scheme which has been shown to be inadequate, but on a more 
realistic flow pattern. 
0.2 TT radians 1.4 TT radians 
2.0 TT radians 4.0 TT radians 
Figure 5.8: Van Leer scheme; Rotating rectangle 2-dimensional test case 
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0.2 TT radians 1.4 TT radians 
2.0 TT radians 4.0 TT radians 
Figure 5.9: Hyper-C scheme; Rotating rectangle 2-dimensional test case 
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0.2 TT radians 1.4 TT radians 
2.0 TT radians 4.0 TT radians 
Figure 5.10: Superbee scheme: Rotating rectangle 2-dimensional test case 
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0.2 TT radians 1.4 TT radians 
2.0 TT radians 4.0 TT radians 
Figure 5.11; SUB scheme: Rotating rectangle 2-dimensional test case 
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0.2 TT radians 1.4 TT radians 
2.0 TT radians 4.0 TT radians 
Figure 5.12: SUBl Scheme: Rotating rectangle 2-dimensional test case 
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0.2 TT radians 1.4 TT radians 
2.0 TT radians 4.0 TT radians 
Figure 5.13: SUB2 Scheme; Rotating rectangle 2-dimensional test case 
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5.6.2.2 Deforming Circle in Shearing Flow Field 
The shearing flow problem has been used by several authors in the analy-
sis of differencing schemes for application to scalar convection type problems 
[155],[137] and is an excellent and more importantly easily repeated test of the 
behaviour of differencing schemes applied to scalar convection problems. 
The initial velocity field for the shear flow test case, figure 5.14, was set using 
the following simple relations: 
C/(x, y) = cos(a:)sin(y) and V{x,y) =-sm{x)cos{y) (5.58) 
where U{x,y) and V{x,y) are the velocities in the x and y directions respec-
tively with X and y, e[—7r/2,7r/2]. This flow field leads to the initially circular 
scalar field (with a radius of 0.2 tt) being deformed by the shearing flow into a 
distorted tear drop shape as it is rotated through 2.0 TT radians. At this point 
the flow field is reversed and the scalar field is rotated backwards for the same 
amount of time as it was rotated forward in order to return the scalar field to 
its initial condition. The results shown at 0.2 vr radians, 1.4 tt radians and 2.0 
TT radians are for the forward rotation and that shown at 4.0 tt radians is for 
the full rotation back to its original position. The scalar should take on the 
form of a perfect circle once it is rotated back to its original position, but the 
reality, as will be seen, is somewhat different due to both numerical diffusion 
and numerical resolution issues. 
The results using the Van Leer scheme are presented in figure 5.15. It is very 
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Figure 5.14: Initial Condition of Shearing Flow field and Scalar 
clear that after 1.4 tt radians rotation when the scalar field should form a 
perfect circle that the circular shape of the scalar has been both distorted 
and diffused. After 4.0 tt radians rotation, the scalar field should once again 
have returned to its original position, but it can be seen that the distortion 
and diffusion have lead to a scalar distribution which is very unlike that of 
a circle. Using the Superbee scheme as seen in figure 5.16 leads to much 
improved results after 1.4 tt radians but again, after 4.0 tt radians the scalar is 
both distorted and diffuse, although the relationship between this shape and 
a circle is more clear. 
If the SUB scheme is applied, it can be seen in figure 5.17, that the integrity 
of the circle after 1.4 tt and 4.0 tt radians rotation is excellent in comparison 
to that of the Superbee scheme. The only major distortion and diffusion oc-
currs at the base of the circle after 4.0 tt radians rotations. Further analysis 
of the scalar after 2.0 tt radians rotations suggests that at the trailing edge 
of the tear drop shaped scalar, the effects of numerical resolution are leading 
to a loss of structural integrity as well as slight smearing of the scalar which 
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both then manifest themselves in the slight distortion seen at 4.0 tt radians 
rotations. Implementation of the SUBl scheme, figure 5.18, and the SUB2 
scheme, figure 5.18, does not improve the situation. After 1.4 tt radians rota-
tions, the SUB2 scheme has lead to significant distortion of the scalar when 
compared to the SUB and SUBl schemes although the results are still much 
better than those seen with the Van Leer and Superbee schemes. The SUB 
scheme after 2.0 tt radians rotation can be seen to have much better structural 
integrity when compared to both the SUBl and SUB2 schemes. This is most 
likely because the effects of the inclusion of the Van Leer scheme in the blend-
ing functions of the SUBl and SUB2 schemes are most acutely felt in regions 
where the resolution is low. The SUB2 scheme performs particularly poorly in 
comparison to the SUB and SUBl schemes after 4.0 tt radians rotation when 
the shape of the scalar is more like that of half a circle than a full circle. The 
SUB and SUBl schemes lead to very similar scalar distributions after 4.0 TT 
radians rotations although the SUB scheme does seem to maintain both better 
topological structure and non-diffusive quality at the base of the circle. The 
SUBl scheme is more compressive around most of the circle, but the difference 
between the two results is minimal when the considerations at the base of the 
circle just discussed are taken into consideration. Furthermore the extra com-
putational effort as well as increased mesh design considerations which would 
be required if the SUBl scheme were to be used for the 3-dimensional Large 
Eddy Simulations do not make it an attractive option. 
The SUB scheme is therefore chosen as the preferred discretisation scheme for 
application in the 3-dimensional cases. 
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0.2 TT radians 1.4 TT radians 
2.0 TT radians 4.0 TT radians 
Figure 5.15; Van Leer scheme: Shearing circle 2-dimensional test case 
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0.2 TT radians 1.4 TT radians 
2.0 TT radians 4.0 TT radians 
Figure 5.16: Superbee scheme: Shearing circle 2-dimensional test case 
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0.2 TT radians 1.4 TT radians 
2.0 TT radians 4.0 TT radians 
Figure 5.17: SUB scheme: Shearing circle 2-dimensional test case 
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0.2 TT radians 1.4 TT radians 
2.0 TT radians 1.0 TT radians 
Figure 5.18: SUBl scheme: Shearing circle 2-dimensional test case 
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0.2 TT radians 1.4 TT radians 
2.0 TT radians 4.0 TT radians 
Figure 5.19: SUB2 scheme Shearing circle 2-dimensional test case 
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5.7 Summary 
The concept of a scalar conservation scheme has been introduced along with 
the ideas of monotonicity and TVD. These conditions are used to limit con-
structed differencing schemes which are to be applied to bounded variables. 
It has been found that interface capturing type differencing schemes, in con-
trast to schemes such as the Van Leer scheme, offer considerable potential for 
application in problems involving very sharp changes in flow conditions. Pre-
mixed combustion is one example of such a physical problem as it involves a 
rapidly changing spatial distribution of burnt and unburnt gases. The Van Leer 
scheme and the nominally sharp Superbee scheme have been shown to com-
promise the sharpness of the solution as well as the topological characteristics 
of transported 2 dimensional scalar fields. While the Hyper-C and Super-C 
schemes offer excellent sharpness, they do not conform to the TVD criteria 
and are therefore capable of producing unbounded solutions to the transport 
of a bounded scalar equation. The ENO and WENO schemes did not perform 
as well as expected in the 1-dimensional test cases. Furthermore, given the 
complexity of implementing them in multi-dimensional problems as well as the 
computational eflFort required due to large stencils and the subsequent large 
information passing in parallel implementations, they are not considered fur-
ther. It has been shown that the Sweby Upper Bound (SUB scheme) scheme 
maintains excellent sharpness as well as maintaining the structural integrity 
of a scalar distribution in 2 -dimensional flows whilst simultaneously obeying 
the TVD criteria. This scheme will therefore be used for the discretisation of 
the convective terms in the modelled reaction progress variable equation 4.55. 
177 
Chapter 6 
LES of a Backward Facing Step 
Flame 
6.1 Introduction 
The Backward Facing step problem is a common benchmark problem used 
to evaluate the performance of Large Eddy Simulations. The geometry of a 
backward facing step problem is similar to that found in ramjet-style dump 
combustors and is therefore of practical interest as an engineering problem as 
well as being a useful test case for evaluating numerical simulation techniques. 
The flow features present behind a backward facing step are common to a 
great many flows and the predictive capabilities of LES are expected to lead 
to better predictions than traditional two-equation RANS closures. 
This chapter presents results and a discussion of both an inert and a premixed 
combusting flow in a backward facing step geometry. 
6.2 The Backward Facing Step Flame 
6.2 The Backward Facing Step Flame 
6.2.1 Flow Configurat ion 
The Backward facing step problem studied in this chapter was designed for 
the purpose of studying premixed combustion by Ganji and Sawyer [49]. A 
simple 2-dimensional schematic of the geometry used for the purposes of LES 
is show in figure 6.1. The geometry consists of several main components. 
Air and fuel are mixed in three venturi nozzles. The mixture then enters a 
Im long premixing chamber of rectangular cross section. This chamber then 
transitions to the test section where a step (of height h=25.4mm) which is 
streamlined in the upstream direction has a blockage ratio of 0.5. The step 
has been designed to ensure a uniform entrance velocity and also to stabilise 
the flame by offering an anchoring point. The combustion chamber then ex-
tends downstream of the step for 8.l2h before passing through a contraction 
which is 3.31h long and has a height of 1.32h. The experimental apparatus is 
Q.5h wide. Air pathways for cooling the top and bottom plates of the combus-
tion chamber were also provided. Indeed, the temperature at the upper walls 
has been measured experimentally to be that of the inlet temperature and is 
therefore in effect an adiabatic wall. The experimental data used for compar-
ison here are obtained from the work of Pitz and Daily [127] and Ganji and 
Sawyer [49], [48], [50]. Laser Doppler Velocimetry in conjunction with alu-
mina {AI2O3 ) particles was used for velocity measurements giving an accuracy 
of ±3%. The temperature field was measured using a 76 //m diameter wire 
silica coated thermocouple. Composition measurements were taken using an 
uncooled, aerodynamic quench quartz microprobe and analyzed using a Beck-
man model 315 infrared nondispersive CO2 analyser. The presence of water in 
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a sample interferes with the measurement of CO2 and an ice bath water trap 
was used for water condensation before the sample entered the analyzer. The 
CO2 measurements can therefore be considered as dry concentrations although 
they were readjusted by Ganji and Sawyer [49] to give the wet concentrations. 
A Schlieren optical system was used for visualisation of the non-reacting and 
reacting flows and a shadowgraph optical system was also used for visualisa-
tion of the reacting flow. The equivalence ratios of the incoming streams were 
set to within a 6% accuracy and the inlet flow velocity within 1.3%. 
Adiabatic Wall 
Inlet yection 
y\ Outlet Sectian 1.32h 
8.12h 
Isothermal Wall 
3.31h 
Adiabatic Walls 
Figure 6.1: 2D Schematic of the Pitz and Daily backward facing step geometry 
where h is the step height. 
6.2.2 Exper imenta l D a t a 
This section presents information on the nature of the experimental flow un-
der consideration, some comments on the flow structures seen in such a flow, 
and a general overview of the most pertinent experimental measurements for 
comparison with LES. 
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6.2.2.1 Inert Experimental Data 
In a general backward facing step of finite step height, h, where the upstream 
velocity corresponds to a developing boundary layer, Kelvin-Helmholtz type 
vortices are shed in the shear layer behind the step which then undergo various 
transformations until they reach a new fully developed flow state. The flow can 
be characterised in terms of the curved shear layer which forms at the step, 
the primary recirculation region which reattaches at a distance downstream 
of Xr, and the relaxation region which extends from Xr until the flow has 
fully recovered. The dynamics of a backward step flow are similar to those of a 
half-jet prior to the curvature effects becoming large at which point the mixing 
layer analogy is no longer correct [44]. The length of the recirculation region 
is dependent upon the rate at which the shear layer grows. In a non-reacting 
free shear layer behind a splitter plate, as visualised by Brown and Roshko 
[18], large eddies are formed in a quasi-steady manner and carried through the 
mixing layer and grow due to coalescence and engulfment. The irrotational 
fluid is ingested and enfolded into the large scale structures through these 
processes. Internal mixing occurs by the action of small scale turbulence and 
the new fluid will be digested and subsequently incorporated into the structure 
[136]. 
The experimental data for the non-reacting flow fleld cases are shown in figures 
6.4 and 6.5. Immediately downstream of the step, the sharp interface between 
the incoming stream and the upper boundary of the recirculation is clear from 
the sharp averaged streamwise and rms velocities. The flow develops in a sim-
ilar manner to a free shear layer and indeed is similar to a half-jet, except that 
in this case the velocity in the recirculation region is not zero. Curvature effects 
become larger as the shear layer develops and the layer eventually reattaches 
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at the lower wall. The structure of the reattachment shear layer is dictated by 
the large coherent structures which are a result of the Kelvin-Helmholtz insta-
bility formed at the step. The structures in the mixing region are in general 
two-dimensional and will grow due to both fluid entrainment and coalescence. 
The turbulence in these regions is due to the passing of the large scale struc-
tures which have smaller, three dimensional structures embedded within them 
[164], [49]. 
6.2.2.2 Reacting Experimental Data 
The large coherent structures which are present in non-reacting, free shear 
flows are seen to be present in the reacting shear layer behind a backward step. 
The combustion is confined to the eddies which develop due to the vortical 
action of the shear layer. The growth of these vortices and the propagation 
of the flame are therefore intimately linked. Indeed, vortical pairing as can be 
seen in non-reacting flows is believed by Ganji and Sawyer [49] to be one of 
the mechanisms for the introduction of fresh reactants into the shear layer in a 
reacting flow. Time averaged probe measurements in the flow suggest that the 
composition and temperature do not vary greatly in the transverse direction. 
Furthermore, Schlieren images of the flow fleld suggest that the large scale 
motions are quasi two-dimensional in nature [49]. 
The experimental data for the reacting flow fields are presented for the stream-
wise mean and rms velocity in figure 6.15 and for the Temperature and CO2 
concentration in figure 6.29. The presence of a large recirculation zone in the 
region below the step can be clearly seen in the profiles of the mean stream-
wise velocity. The maximum velocity is seen to increase as the fluid moves 
downstream due to the combustion process. The length of the recirculation 
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region is also seen to be less than that of non-reacting flows and the maximum 
reverse velocity is also larger. These features are attributed to the dilation 
effect of combustion. As seen in figure 6.15 of the averaged streamwise rms 
velocity component, the regions of high turbulence occur in the shear layer and 
broaden with downstream distance from the step. Close to reattachment, the 
rms intensities begin to decrease and the rms profiles begin to resemble those 
seen in fully developed channel fiows. 
Even though there is a large variation in temperature in the recirculation 
zone as seen in figure 6.29, the CO2 concentrations do not follow the same 
trend. This implies that little reaction occurs in the recirculation zone and 
that the concentrations in this region depend primarily on the stoichiometry 
and inlet temperature [49]. As reported by Ganji et al [49] ,the measured CO2 
concentrations are at equilibrium to within ±10% . This observation supports 
the use of equilibrium chemistry assuming complete combustion as was done 
by Weller et al [164]. 
6.2.3 Previous Numerical Studies 
Fureby [44], Weller et al [164], Kobayashi [89] and Cannon et al [21] have 
all carried out LES calculations on the Pitz and Daily [49] backward step 
geometry. Fureby modelled only the inert case whilst the others modelled 
both the inert and the combusting cases. 
Weller et al [164] modelled the Pitz and Daily Backward facing step in the 
context of their development of a flame wrinkling LES of premixed flows using 
320,000 grid nodes. The flame wrinkling technique involved using a reaction 
progress variable equation in conjunction with a transport equation for the 
183 
6.2 The Backward Facing Step Flame 
flame wrinkling which is then used to close the propagation term in the re-
action progress variable equation. The flame wrinkling transport equation 
includes closures for the effects of strain and propagation as well as the effect 
of differential propagation: enhancing generation at the back of the flame and 
reducing generation at the front of the flame. A transport equation for the 
laminar burning velocity is also included which allows modelling of the un-
steady effects of flame strain on the laminar burning velocity. This transport 
equation is not validated rigorously and is completely arbitrary in its form. 
It was found necessary by Weller et al [164] to use this transport equation in 
order to achieve agreement with the experimental data. 
Weller et al [164] note that the initial shear develops in a similar manner to 
a half-jet before curvature effects become too large and the mixing layer anal-
ogy becomes inadequate. The layer then curves down towards the lower wall 
where reattachment occurs and then develops in the relaxation region into a 
fully developed boundary layer flow at the wall. Both the inert and combust-
ing streamwise mean and rms velocities are well reproduced. The combusting 
streamwise velocity predictions are in good agreement at all locations. Indeed, 
the shortening of the recirculation region from the inert to the combusting flow 
is well predicted. In terms of the streamwise rms fluctuations, the results are 
also of a good standard. In the same paper Weller et al [164] also performed 
an LES using an algebraic formulation for the flame wrinkling as defined by 
Giilder [65] and a simple linear model for the laminar burning velocity. These 
formulations gave very similar results to the more computationally demand-
ing Weller model and it is therefore evident that the increased computational 
effort required for the two transport equation Weller model is not justified. 
The model used for the effect of the instantaneous strain rate on the lami-
nar burning velocity assumes a linear form (and is similar to the Clavin and 
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Williams model (See Section 4.7.1)) and is expected to result in quenching 
only in the initial shear layer. The CO2 results of Weller et al are curious, 
since the results appear in good agreement with the experimental data, but 
the predicted and experimental concentrations presented are of the order of 
1%, which is much lower than the backward step experimental data presented 
in the present work. The presence of a cooled lower wall reduces the tem-
perature (in comparison to the adiabatic flame temperature of 1651K) of the 
flow field close to the wall. As the flow field moves downstream, the maximum 
temperature is seen to increase from approximately 1050K to 1500K. This is 
expected since x/h = 5 and x/h = 7, the majority of the burnt gas has 
avoided entrainment in the recirculation bubble and has therefore not directly 
experienced the large degree of heat transfer at the lower wall. 
Kobayashi [89] performed an LES on the Pitz and Daily Backward facing 
step using the G-equation (Equation 4.43) with the Yakhot model (Equation 
4.15) for the turbulent flame speed (using a non-dynamic procedure for the 
sgs turbulent velocity (Equation 4.14) and no account is taken of the effect 
of flame stretch on the laminar burning velocity. They used approximately 
240,000 grid points. Unfortunately, numerical results are only available for the 
streamwise velocity and streamwise rms velocity fluctuations at x/h = 3 and 
for the temperature at x/h = 3.5. From these data it is clear that the model 
reasonably well reproduces the characteristics of the flow field although some 
under prediction of the strength of the recirculation region in both the inert 
and combusting flows is evident. Kobayashi, based upon visual examination of 
instantaneous streamlines in both the inert and combusting flow fields, suggests 
that heat release and its resulting gas expansion and increase in viscosity of 
the gas mixture in the initial stages of the mixing layer does not considerably 
affect the vortex shedding behind the step. Since the effect of flame stretch 
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on the laminar burning velocity in the initial shear layer was not taken into 
account, the reasonable results reported at only a single streamwise location 
suggest that its inclusion may not be necessary for accurate modelling of this 
combustion problem. 
Cannon et al [21] performed an LES on the Pitz and Daily Backward facing 
step using the CFDRC commercial CFD-ACE+ combustion LES code [22]. 
Neither the number of nodes used nor the specifics of the combustion model 
used are presented in the Cannon et al [21] report. Reasonable agreement 
between the experimental and numerical streamwise velocities is obtained at 
the three locations presented, x/h = I x/h = S and x/h = 5. No results 
for the averaged streamwise rms velocities are presented. Significant under 
prediction of the maximum negative velocity in the recirculation region is seen 
at a://i = 3 where the LES results show that the recirculation region is almost 
reattached whereas in the experiment this does not occur until approximately 
x/h = 5. The agreement between the temperature profiles at three locations 
at x/h < 3.5 is well predicted. Cannon et al [21] note that radiative heat 
transfer was required in the model to obtain good agreement with the measured 
peak temperatures. No other author has modelled the effect of radiative heat 
transfer in this geometry. 
Fureby [44] performed an inert LES on the Pitz and Daily Backward fac-
ing step and found good agreement between the LES computations and the 
streamwise velocity and rms velocity fiuctuations. The purpose of the paper 
was to compare the varying ability of different sgs models to capture the first 
and second order moments. The standard Smagorinsky model, a dynamic La-
grangian Smagorinsky model [113] as well as a one-equation eddy viscosity 
model [105] were used. It was found that the coarse mesh of approximately 
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170,000 nodes accurately captured both the streamwise mean and rms veloci-
ties although an increase in the resolution to approximately 370,000 nodes did 
result in a slight increase in the accuracy of the rms velocity fluctuations. One 
of the main findings of this paper is that the results were largely insensitive to 
the details of the sgs models used. 
The under prediction in the maximum negative velocity in the recirculation re-
gion in all the LES cases discussed above (under predicted by varying amounts 
by the different authors) may be due to the use of a periodic boundary condi-
tions in the transverse direction with a width of 3h rather than the full 6.5h 
width channel with side-walls. The boundary layer at the side walls would 
be expected to result in higher negative flow velocities at the centreline [21]. 
The computational efltort required to model the full width of the chamber in 
combination with the resultant increase in resolution at the side walls is felt 
to be excessive and a periodic condition at a channel width of 3h has therefore 
been used by all authors. 
6.3 Inert Flow 
The analysis of the inert flow provides a basis for the subsequent development 
of the combusting flow simulation tools. Accurate inert modelling of the flow 
in a particular configuration serves to increase confidence in the numerical 
simulation abilities of the BOFFIN [78] code^. The computational parameters 
of the various inert simulations undertaken are first presented. The results of 
the inert simulations are then presented along with a discussion of these results. 
It should be noted that the analysis in this section is sparse, since the primary 
^Boundary Fitted Finite INtegrator 
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focus of this thesis is premixed combustion. 
6.3.1 Computa t iona l Pa rame te r s 
6.3.1.1 Residence Time 
The residence time, Tres, in the shear layer as estimated by Ganji and Sawyer 
[49] for a case where the inlet temperature is 295K is calculated based on 
the reference velocity at the inlet, Uq = 13.3m/s, and the length of the test 
section, L = 0.165m, which ends where the converging nozzle at the outlet 
begins. Ganji and Sawyer estimated Tres using 
Tres — Yf (6.1) Uq 
A characteristic entrainment time ,Tg, which characterizes the time it takes for 
an eddy to make a half revolution can be estimated as 0.012 seconds using 
- J. -
where is the angular velocity of the eddy and Us is the unburnt or burnt 
gas velocity below the step. Therefore, the characteristic flow through time 
Tf, has been estimated as the larger of the residence time and the entrainment 
time and is therefore 0.0165 seconds. This r/ was used in both the inert and 
combusting flow problems as the characteristic flow through time, since the 
maximum velocities and general structure of the flow field remained largely 
similar. Indeed, the estimates of Ganji and Sawyer [49] are based upon the 
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Mesh spacing (m) Expansion Ratio 
Xmin 2.62 X 10-= 1.000 
^max 2.62 X 10-3 1.000 
Umin 2L18X10-4 0.934 
Umax 1.75 X 10-3 1.106 
^min ^ 2 8 x 1 0 - 4 (1968 
^max 5.11 X 10-3 1.039 
^min Grid B 1.51 X 10-3 1.000 
^max Grid B 1.51 X 10-3 1.000 
Table 6.1; Grid A and Grid B characteristics for the inert backward step cases 
reacting case. 
6.3.1.2 Computational Mesh 
The computational mesh chosen for this work was based upon a mesh used by 
Weller [164] to model the same geometry. The mesh size was studied using 
two relatively coarse meshes (Grid A and Grid B) as well as a final fine mesh 
(Grid C) where the grid sizes are presented in table 6.3 in section 6.3.1.3. The 
mesh in all cases was designed such that the cell sizes were globally adequate 
and locally refined in the region of the shear layer behind the step and close 
to the upper and lower walls. Furthermore, the cell expansion ratios are such 
that changes in mesh size are very moderate. See tables 6.1 and 6.2 for details 
of the Grid A, Grid B and Grid G meshes. A plot of the backward step mesh 
in the region of the step is shown in figure 6.2 and is indicative of the mesh 
distribution used in that region with the mesh being concentrated close to the 
expected shear layer region. 
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Mesh spacing (m) Expansion Ratio 
1.95x10-3 1.000 
1.95x10-3 1.000 
2.69x10-4 0.936 
8.56x10-4 1.049 
5.72x10-4 1.000 
2^# xlO-3 1.015 
Table 6.2; Grid C Characteristics for the inert backward step cases 
Figure 6.2: Computational mesh in the vicinity of the step 
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6.3.1.3 Boundary Conditions 
Inflow Conditions 
Two types of inflow condition are investigated in this study. A 'white noise' 
specification of the turbulence is initially applied and is based upon the ex-
perimental data measured at | = 0, the dump plane of the combustor. The 
experimentally ascertained streamwise and rms velocity data at ^ = 0 as pro-
vided by Ganji and Sawyer [49] are presented in figure 6.3. As can be seen, 
the experimental data for the rms velocity close to the upper and lower walls is 
not known and is therefore extrapolated from the nearest measurement point. 
When 'white noise' inflow boundary conditions are used the velocity field which 
is generated significantly lacks both spatial and temporal structure since a ran-
dom Gaussian is sampled at each inflow node at each time step without any 
regard for temporal or spatial correlations. This type of inlet turbulence is 
rapidly damped by the sub-grid stress and is tantamount to applying no tur-
bulence at the inlet. It is, however, the most commonly used method in the 
literature. 
w w 
y 1 h" 
w 
Figure 6.3: Non-Reacting and Reacting flow: Inlet streamwise mean and rms 
velocities 
In the second approach adopted, the procedure developed by Klein et al [87] is 
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used to specify the streamwise and rms velocities at the inlet. This approach 
allows for the development of synthetic velocity data which can reproduce first 
and second order one point statistics as well as a given local autocorrelation 
function. This procedure is further elucidated upon in Appendix A. It suffices 
to say here that firstly, only streamwise mean and rms quantities are applied 
since no experimental data exists for higher moments. Secondly, the rms quan-
tities in the spanwise and transverse directions were set equal to those of the 
streamwise rms quantities since no experimental data for these have been as-
certained. 
Outflow and Periodic Conditions 
At the outflow, a convective outflow condition (See Appendix A) has been 
applied. This type of outflow was required, since initial simulations suggested 
that coherent rotating structures which approached the outflow were being 
excessively distorted by the application of a simple flrst-order upwind non-
reflective condition. 
In the spanwise direction, a periodic boundary condition was applied for the 
full length of the domain. Thus, the influence of side walls was not considered. 
Previous numerical studies, as noted in section 6.2.3, used this condition in 
the spanwise direction and adequate results were achieved by all authors. 
Wall Conditions 
Full resolution of the wall region is not affordable and therefore a logarithmic 
law of the wall which is satisfled locally and in the mean is applied in order to 
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Case sgs Model Depth Inlet Time scheme Grid Size 
Case I Smagorinsky 3h White Noise 3PBD 30x58x224 
Case II Dynamic 5h White Noise 3PBD 84x58x224 
Case III Smagorinsky 3h Klein C-N 40x85x282 
Case IV Dynamic 3h Klein C-N 40x85x282 
Table 6.3: Parameters for inert backward step cases 
calculate the wall shear stress [80] using equation 3.57 in section 3.6.5 [79]. 
An instantaneous form of this model is employed in one of the cases presented. 
6.3.1.4 Simulations 
Four computations of the chosen inert test case have been carried out on 
Cartesian meshes. The computational geometries have been chosen in order 
to represent the experimental configurations adequately. The computational 
domain, as seen in figure 6.1, extends downstream of the domain in which 
experimental data has been taken and is of the same size as that used in various 
other studies as outlined in section 6.2.3. General information is given on 
the various inert backward step computations undertaken on this geometry in 
table 6.3 of section 6.3.1.3 and these cases are identified using Roman numerals. 
The grid sizes do not include the mesh which is present in the region before 
the step. The pre-expansion mesh consisted of cells whose size and expansion 
ratios mirror those in the early post expansion region. 
In order to maintain temporal accuracy, the Courant number in all simulations 
(inert and reacting of all geometries) was limited to less than 0.3 as has been 
done in other studies [29]. An initial simulation set the initial streamwise 
velocity to the bulk velocity and all other velocities at all locations are set 
equal to 0.5 m/s. In excess of 5 initial flow through times were then simulated 
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before statistics began to be collected in order to allow the flow field to become 
fully developed. This period of time is likely to be excessive, since preliminary 
simulations suggested that the flow field develops to a fully developed state in 
a shorter period. The initial pressure field was set to zero everywhere and the 
density was set to that of the incoming mixture which is set in order to satisfy 
the Reynolds number of 22,000 based on the bulk velocity and the step height. 
All simulations were run on either 8 or 16 parallel processing elements of 
either a Pentium 4 Linux Cluster [1] or a 1.8GHz Opteron Linux cluster [2]. 
The most relevant details for each simulation are presented in table 6.3 of 
section 6.3.1.3. The Depth column refers to the non-dimensional spanwise 
distance, the Inlet column refers to the type of inflow used and the Time 
Scheme column refers to the type of time differencing used where 3PBD and 
C-N refer to the three point backward differencing scheme and Crank Nicolson 
scheme (See Appendix A) respectively. A short description of the 4 cases 
simulated is now presented and is useful in conjunction with table 6.3 in 
section 6.3.1.3 for quick reference. 
Case I 
Case I is the most basic of the inert simulations undertaken. Inflow conditions 
are applied using 'white noise' and a relatively coarse mesh of approximately 
390,000 nodes is used. The data in figure 6.3 was used at the inlet in all cases 
except Case II. The Smagorinsky model is employed to represent the sub-grid 
stress and the value of C, was set equal to 0.1. This value has been found to 
work well in a variety of flows [165]. A three point backward time scheme was 
employed for the time differencing. Case I used an instantaneous form of the 
wall shear stress model at all walls (See section 3.6.5). 
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Case II 
Case II increased the complexity of the problem to one which employed the 
Dynamic Smagorinsky model in conjunction with an increase in mesh resolu-
tion in the spanwise direction as well as an increase in the spanwise distance 
from 3h (as used in all other simulations) to 5h. A three point backward time 
scheme for the time differencing was also employed in this case. The mean 
logarithmic wall law is used at all walls for the shear stress in Cases II to IV. 
A constant mean inflow velocity equal to the bulk velocity was applied in this 
case at the inlet with white noise for the rms quantities. 
Case III 
Case III uses a mesh in which the resolution has been increased in all 3 di-
rections in comparison to Case I and in the axial and transverse direction in 
comparison to Case II. Furthermore, the Crank-Nicolson scheme was used for 
time discretization and the inflow conditions are generated using the Klein 
procedure and the Smagorinsky model is again used with Cg equal to 0.1. 
Case IV 
Case IV is identical to case III except that the Dynamic Smagorinsky model 
is employed. 
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6.3.2 Resul ts and Discussion 
6.3.2.1 Velocity Field Predictions 
The axial and rms velocity predictions for 4 locations downstream of the step 
are presented in figure 6.4 and figure 6.5. Figure 6.4 presents results obtained 
using the three point backward differencing time scheme whereas figure 6.5 
presents results obtained using the Crank-Nicolson scheme. The time dis-
cretization was changed to the Crank Nicolson scheme because it offers better 
stability in flows undergoing large density variations, which is the case in the 
reacting simulations which are presented later. In general, the axial velocity 
predictions for all cases are in good agreement. The flow field is seen to pre-
dict the presence of the primary recirculation region and reattached at between 
1 = 5 and | = 7 in reasonable agreement with the experimental data. The 
strength of the recirculation region is, however, under predicted. The most 
probable reason for this is that the side walls present in the experimental flow 
were replaced with periodic conditions in the simulated cases since the mesh 
resolution requirements would be prohibitive if the side walls were included. 
Side walls will lead to an increase in the reversed axial velocity found in the 
recirculation region along the centreline,| = Oh, of the flow field since the side 
wall boundary layers retard fiow in their vicinity and thus mass continuity 
requires that the reversed flow close to the spanwise centreline increases and 
that away from the centreline decreases. Experimental data presented by Pitz 
and Daily [127] of axial velocity profiles along the centreline, f = Oh, and at 
I = 1.8h away from the centreline (in the z-direction (i.e. into the page) in 
figure 6.1) show that away from the centreline the strength of the recirculation 
at I = 3/i is —0.2UO whereas along the centreline it is —O.SUq. The under 
prediction of the strength of the reversed velocity in the simulations is thus 
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expected. Pitz and Daily [127] state that the deviation from two-dimensional 
behaviour is due to the low aspect ratio of the tunnel and that only at aspect 
ratios greater than 10 have three-dimensional effects been found to be small. 
Previous numerical simulations (Pureby [44], Weller et al [164] and Kobayashi 
[89]) used periodic conditions in the spanwise direction and their use here, de-
spite the discrepancy, is felt to be adequate. Indeed, in all previous published 
numerical simulations of this case, the strength of the recirculation was under 
predicted with varying degrees. 
The axial rms velocity predictions are in general excellent in the reversed axial 
mean velocity region. Furthermore, the under prediction in the rms quantities 
in the flow field above the recirculation region at ^ from 0 to 0.7 at | = 5 and 
I = 7 is consistent with the under prediction in the peak rms quantities at 
1 = 1. The under prediction at | = 1 indicates that the degree of mixing is 
under predicted and thus, the spreading of the shear layer is likely to be under 
predicted downstream, thus leading to reduced activity in the ^ from 0 to 0.7 
region. The under prediction in the peak rms at | = 1 is most likely due to the 
short inlet section prior to the sudden expansion. The boundary layer formed 
along this short surface is not sufficiently turbulent to lead to adequate mixing. 
Both Fureby [44] and Weller et al [164] used the same short inlet section. 
Comparison of Cases III and IV show that using the Dynamic Smagorinsky 
model in place of the standard Smagorinsky model leads to a better prediction 
of the peak rms velocity at | = 1 and indeed, at | = 7 the rms quantities in the 
shear region are seen to be closer to the experimental data when the Dynamic 
model is used. Comparison of Cases I and II which involved changing from the 
Smagorinsky model to the Dynamic model as well as increasing the resolution 
and distance in the spanwise direction and changing from a flat profile at the 
inlet for the mean velocity to the experimental profile shows that changes in 
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the mean and rms velocities are minimal when the correct inlet conditions are 
applied with increased resolution, increased spanwise distance and a Dynamic 
model. Comparison of cases II and IV suggest that the influence of either grid 
A or B is minimal in obtaining good results. Changing the time discretisation 
scheme, as expected, has very little affect. 
It should be noted that the published work of Kobayashi [89] presented results 
at I = 3.5 only. These results are in excellent agreement with those presented 
here. Weller et al [164] obtained very good agreement between the mean and 
rms quantities despite using a periodic boundary condition which would have 
suggested results closer to those presented here. 
In summary, the differences between the results for all cases is minimal and 
strong confidence in the robustness of the various modelling techniques used 
can be expected. Since the results for Case IV are the best of those which 
used the correct inlet conditions, the general modelling techniques used in that 
simulation will be applied to the combusting flow with some modifications to 
be presented later. Also, in a reacting flow field, the time and spatial scales 
are expected to be smaller than those seen in an inert flow fleld and thus mesh 
C which is the fine mesh used for Case IV will be applied to the combusting 
flow. 
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Figure 6.4: Non-Reacting flow: Transverse distribution of streamwise mean 
and rms velocities for cases I and II 
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Figure 6.5: Non-Reacting flow: Transverse distribution of streamwise mean 
and rms velocities for cases II to IV 
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6.4 Reacting Flow 
This section presents the reacting flow parameters and results for the backward 
facing step 
6.4.1 Computa t iona l Pa rame te r s 
6.4.1.1 Boundary Conditions 
Inflow Conditions 
At the inflow, the procedure developed by Klein et al [87] is used to specify 
the streamwise and rms velocities for all cases. The details of this model are 
the same as those used in the inert case (See Section 6.3.1.3). The flow field 
is fully premixed and the reaction progress variable is specified as being equal 
to 1.0 in the unburnt incoming gas. 
Outflow and Periodic Conditions 
The outflow applied in the reacting simulations differs from that used in the 
inert case, since simple extrapolation of the pressure at the outflow led to 
numerical difficulties during preliminary simulations. In non-premixed flames 
and inert flows, the extrapolation of the pressure at the outlet based on the 
outlet adjacent pressure field is reasonable since the mass flux at the outlet 
does not vary significantly with time. In a premixed fiame, particularly in the 
early stages of a simulation, large changes in mass due to the flame burning 
into position lead to large mass corrections at the outlet. The flapping flame 
led to pulsing of the mass flux at the outlet and this pulsing had the effect 
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of leading to a corresponding pulsing of the pressure field which over a period 
of time would become unstable and led to the simulation blowing-up. There-
fore, the outlet pressure was fixed at atmospheric pressure (since this is an 
incompressible code, the actual value used is irrelevant as long as the reference 
pressure is located at the outlet). More details on this boundary condition 
are presented in Appendix A. The velocities at the outlet were then specified 
using a Von Neumann condition. 
The boundary condition for the reaction progress variable at the outlet ensured 
that if the flux at the outlet was inward, then only fully burnt gas would be 
entrained. 
In the spanwise direction, a periodic boundary condition was applied for the 
full length of the domain in a similar manner to that used for the inert flow. 
Wall Conditions 
The wall boundary conditions for the velocity field were applied in a similar 
manner to those used in inert case II (See Section 6.3.1.3). At all walls, the re-
action progress variable was set using a zero gradient Von Neumann condition. 
In the iso-thermal lower wall test case the temperature along the lower wall of 
the combustor is set using experimental data. The lower wall of the combus-
tion chamber was cooled (See section 6.2.1) using air pathways. A transport 
equation for the enthalpy is then used to include the influence of the cooled 
wall temperature on the flow field. 
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Case QJju c & w Wall condition Temperature & CO2 
Case I 1.0 No Adiabatic No 
Case II 2.0 No Adiabatic Yes 
Case III 2.75 No Adiabatic Yes 
Case IV 4.5 No Adiabatic No 
Case V 1.75 No Adiabatic No 
Case VI 2.75 Yes Adiabatic No 
Case VII 2.00 No Isothermal Yes 
Table 6.4: Parameters for the combusting backward step cases 
6.4.1.2 Simulations 
Seven computations of the chosen test case have been carried out on Cartesian 
meshes. The computational geometry used is the same as that which was used 
for Cases III and IV in the non reacting simulations. The characteristics of the 
mesh, Grid C, are presented in table 6.2 of section 6.3.1.2. The characteristic 
flow through time, t / , is presented in section 6.3.1.1. General information is 
given on the various reacting backward step simulations undertaken in table 
6.4. The column C & W refers to whether or not the Clavin and Williams 
Quenching model as presented in section 4.7.1 was used for the computation. 
The Temperature column refers to whether temperature and CO2 results are 
presented for the case and the column refers to the modelling parameter 
used to calculate the turbulent burning velocity in equation 4.9. 
The statistics collection time for all cases was between 2 and 5 flow through 
times as defined in section 6.3.1.1. It was, however, noted that the statistics 
did not change radically from those obtained after 0.5 of a flow through time. 
Further collection simply served to smooth the moments. The simulations 
were all run for at least two flow through times (from an already developed 
solution in which the new parameters were simply changed) before statistics 
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were collected. 
The numerical techniques used for the combusting flow field are similar to 
those used for Case IV of the inert simulation. A reaction progress variable 
transport equation was also solved in all reacting simulations and an enthalpy 
transport equation was also used in Case VI to allow for the influence of the 
lower cooled wall to be ascertained. The outlet boundary conditions were 
specified using a fixed static pressure at the outlet which allowed positive and 
negative velocities (i.e. inflow and outflow) as outlined briefly in section 6.4.1.1 
and Appendix A. 
All simulations were run on either 8 or 16 parallel processing elements of either 
a Pentium 4 Linux Cluster [1] or a 1.8GHz Opteron Linux cluster [2]. A short 
description of each of the simulations is now presented. 
Case I 
Case I used the same numerical technique as was applied in Case IV (See sec-
tion 6.4.1.2) of the inert simulations. The boundary conditions applied are 
outlined in section 6.4.1.1 and the lower wall of the geometry was assumed 
to be adiabatic. The influence of quenching on the burning velocity was not 
included in this simulation and the modelling parameter, a.^, used in the ex-
pression for the turbulent burning velocity was set equal to 1.0. 
Case II 
Identical to Case I apart from the modelling parameter, with a^j now being 
set equal to 2.0. 
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Case III Identical to Case I apart from the modelling parameter, with now 
being set equal to 2.75. 
Case IV 
Identical to Case I apart from the modelling parameter, with now being 
set equal to 4.5. 
Case V 
Identical to Case I apart from the modelling parameter, with now being 
set equal to 1.75. 
Case VI 
Identical to Case III apart from the influence of quenching being included us-
ing the Clavin and Williams quenching model. 
Case VII 
Identical to Case II apart from the inclusion of a transport equation for en-
thalpy to include the effect of the isothermal lower wall on the problem. 
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6.4.2 Resul ts and Discussion 
6.4.2.1 Preliminary Investigations 
The use of an interface capturing scheme for the combined velocity and re-
acting (turbulent burning velocity) convection term in the reaction progress 
variable equation is intended to reduce numerical diffusion of the flame front 
to a minimum whilst obeying the TVD criteria. During the course of prelim-
inary investigations, it became apparent that the reaction progress variable 
transport equation was not achieving the degree of sharpness in the reaction 
progress variable at the flame front as was expected. Examination of figure 6.6 
of an instantaneous snapshot of the reaction progress variable in a reasonably 
well developed simulation will serve to elucidate upon this statement. Prom a 
global perspective, the interface between the unburnt and partially/fully burnt 
gases can be identified as the transition from a reaction progress variable of one 
(unburnt) to those values which are less than one. This jump from unburnt to 
burnt gases should occur across as few points as is numerically possible with 
the current technique. Clearly, as the flow field moves downstream, it can be 
seen that the transition from fully unburnt to fully burnt gases is occurring 
across a great many steps. An enlarged portion of the first few step heights 
after the initial step region in figure 6.6 is presented in figure 6.7 for further 
analysis. 
At the step, it is clear that the transition from fully unburnt to fully burnt 
gas occurs very sharply. Further downstream at approximately f = 2 the 
transition is from a fully unburnt state to a partially burnt state where the 
transition is sharp, but rather than a transition to fully burnt gas, the sharp 
transition is to a partially burnt mixture. Examination of fingers of fully 
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unburnt gas protruding into the burnt gas region of the flow due to Kelvin-
Helmholtz type roll ups shows that as the fingers are burnt down to a level 
where the distance across the finger is one or two cells, the sharpness of the 
interface begins to become reduced and the unburnt gas begins to smear on 
the mesh. The reason for the apparent smearing is that when the resolution 
is across one or two cells, the numerical algorithm identifying the direction of 
burning finds it increasingly difficult to identify the normal direction to the 
flame surface and thus large parts of the unburnt finger are simply convected 
by the flow field and do not experience burning at the correct rate. This in 
combination with the merging of other partially burnt fingers leads to large 
regions of the flow where the gas is only partially burnt. Because the convection 
discretization scheme is TVD, fully unburnt gas which is adjacent to a region of 
partially burnt gas can only burn to the state of the partially burnt gas. This 
is due to the value of the reaction progress variable being bounded above and 
below by a function of it neighbouring values (at the most extreme it is bounded 
by the actual values of its neighbouring cells) in accordance with the TVD 
criteria. Thus, as can been seen in figure 6.6 between approximately ^ — 5 
and f = 7 there is a large region in which the gas is partially burnt (green in the 
figure) and the fully unburnt gas (red) above it can at best take on the values 
of its neighbours in this region once it burns. Furthermore, at approximately 
1 = 3, difl'use fingers of partially burnt (green) gas can be seen to be protruding 
deep into the unburnt region of the flow. In the trail of this finger, small values 
of reaction progress variable of the order of less than approximately 0.1 can 
be identified from the plot. These regions also suflier from the boundedness 
problem explained above and thus if they become trapped in the recirculation 
region, they will take a considerable amount of time to burn away since they 
are numerically smeared and the algorithm finds it difficult to identify the 
normal direction due to the resolution. As the simulation is advanced in time, 
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the entire burnt gas region of the domain becomes partially burnt gas and 
therefore due to the TVD criteria the flow field cannot burn any gas to a fully 
burnt state. The instantaneous streamwise velocity and rms results predicted 
at this point were wholly inadequate in comparison to the experimental data. 
Figure 6.6: Instantaneous plot of smeared reaction progress variable. 
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Figure 6.7: Enlarged plot of initial shear layer region in figure 6.6 
209 
6.4 Reacting Flow 
A simple 2-dimensional test was designed to ascertain the ability of the numer-
ical algorithm to burn a large circular region of unburnt gas at the correct rate 
to a completely burnt state. The SUB scheme is used for spatial discretisation 
and the molecular and sub-grid diffusivities are set equal to 0.0. Figure 6.8 
shows the initial conditions for a simply constant density test gas where a cir-
cular pocket of unburnt gas is embedded in a region of burnt gas. The flow field 
is fixed and stationary so that the circle of initial radius 0.1 m should remain 
in its current position and burn towards the centre of the unburnt gas at a 
burning velocity prescribed to be 1 m/s. After 100 % of the expected burning 
time has elapsed, all gases should be burnt. A series of 2-dimensional plots 
across the circle at various times of the reaction progress variable as a func-
tion of location reveals the evolution of the burning process. Figure 6.9 shows 
the theoretical and numerical solutions across a 2D line passing through the 
centre of the unburnt gas. It can be seen that after 50 % of the burning time 
has elapsed, the numerical solution is both sharp and in the correct position 
relative to the theoretical solution. As the unburnt gas continues to burn, it 
becomes clear as 100 % of the burning time is approached, that the numerical 
solution begins to underestimate the speed at which the gas is being burnt. At 
100 % of the burning time, it can be seen that one cell contains approximately 
20% unburnt gas whilst those on either side of it contain approximately 5% of 
unburnt gas. At 105% of the burning time, it is clear that some unburnt gas 
still remains. In a simple laminar flow field with clear directions of flow and 
minimal flapping of the flame where fingers of unburnt gas which protrude into 
the unburnt region are quickly convected out of the domain of interest, such 
issues are expected to be unimportant (See [155] for the application of a similar 
technique in laminar flow fields). However, in a fully turbulent flow field where 
coherent turbulent structures such as Kelvin-Helmholtz vortices and recircula-
tions form, these small unburnt pockets of gas can quickly become a problem 
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due to the issues outlined above. 
A similar test was carried out using the same initial conditions as presented 
in figure 6.8 but rather than the flow field being stationary, the circle was 
convected at 45° in the positive y and z directions where the y and z velocities 
were set equal to 1 m/s. The positions of the flame after half the burning time 
(0.05 seconds, Plot A of figure 6.10) and the full burning time (0.1 seconds. 
Plot B of figure 6.10) are shown in figure 6.10 with the expected centre of 
the circle shown by the white dot. The radius and centre of the circle are 
accurately predicted in Plot A whereas in Plot B which is after 100% burning 
time, there is still some unburnt gas. The plots through the centreline of the 
moving circle produce similar results as are presented in figure 6.9. 
I 1.0 
' 0 . 0 
Figure 6.8: Initial conditions for the burning of the circular region test case. 
Several differencing schemes were applied to the calculation of the unit normal 
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Plot A Plot B 
Figure 6.10: Reacting flow: Progress variable contour plots for the case of the 
convection of a burning circular region 
vector to the flame front in order to ascertain if this effect could be removed. 
Both forward and backward one-sided differences as well as central differences 
were used. Each resulted in problems when the unburnt gas was very close to 
100% burnt. In order to circumvent this problem, some analysis of the use of 
a sub-grid burning sink term at small values of reaction progress variable are 
now presented. 
As numerical discretisation techniques were found to be unable to burn the 
very small fingers and pockets of unburnt mixture rapidly enough, a sink term 
was added to the right hand side of the Favre Filtered equation for the reaction 
progress variable as given by equation 4.55: 
dpc dp [uk + ujk) c + ^ [p (wtc 4- Wkc) - p{uk + Wk) c] = - / ( c ) — (6.3) 
Termlll 
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where the term on the rhs is the sink term for removing small pockets of 
unburnt mixture which have become trapped in the burnt region as well as 
helping to eliminate problems associated with fingers of unburnt gas becoming 
too thin on the numerical mesh. This sink term is dependent on the local cell 
courant number which is based on a local length (A, the characteristic cell 
size) and a burning time scale, r . The function /(c) is then set equal to 0.0 for 
values of c > Co, 1.0 for c < ^ and varies linearly from 0.0 to 1.0 in between 
these two limits, r can be written as: 
\SL\ 
Then equation 6.4 is introduced into equation 6.3: 
(6.4) 
f + ^ ^ 
^ 
TermI Termll Termlll 
(6.5) 
During initial investigations it was found necessary to include a model constant 
in this sink term in the region of 3.0 - 5.0 in order to remove these almost burnt 
pockets quickly enough. A value of Cq equal to 0.1 was used throughout this 
work. 
6.4.2.2 Some General Observations of the Flame 
Figure 6.11 shows typical instantaneous 2-diraensional contours plots of the 
reaction progress variable scalar field. From a qualitative point of view, it 
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is clear that both flames exhibit some degree of roll up as well as enhanced 
wrinkling as the flame moves downstream. This is in accordance with the 
wrinkling seen later in figure 6.26. Even in these cases which include the 
sub-grid burning sink term, small pockets of unburnt gas can be seen to form 
and then be convected into the burnt gas region. In summary, these figures 
suggest that the flame is confined to a thin region on the mesh and that the 
characteristic roll-ups found at backward facing steps are leading to enhanced 
burning through the formation of large scale wrinkles. 
Turning attention to a quantitative analysis of the sharpness of the flames, 
figure 6.12 contains four smaller plots (Plots A to D) of the fiame seen in 
figure 6.11 upon each of which there is a white line indicating the location at 
which the 2-dimensional line plots presented in figure 6.13 are taken. Line A, 
which is taken close to the step is seen to resolve the flame across 2-3 cells 
which is excellent resolution considering the difficulties associated with the 
application of interface capturing schemes in turbulent fiow fields. Although 
the physical flame thickness is much smaller than the cell size, the spreading 
of the numerical flame across 2-3 cells is certainly at the bounds of numerical 
possibility given that the TVD criteria has been pushed to its limit in the use 
of the upper bound of the Sweby diagram (SUB scheme) for the calculation 
of the scalar fluxes. Plot B is taken at approximately | = 3. It can be 
seen at y = 0.027 that the flame is spread across 3 cells down to a partially 
burnt state with a reaction progress variable of 0.2. Closer examination of 
this region indicates that a finger of unburnt premixed gas protruding into 
the burnt gas region has begun to again merge with the flame in its wake 
and thus a ridge of partially burnt gas has appeared. Ideally, in the total 
absence of numerical resolution issues, the finger of unburnt gas and the main 
flame would merge seamlessly. The flame is then seen to drop to a fully burnt 
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state over 5 nodes between y = 0.023 and y = 0.020. Plot C taken further 
downstream at approximately f = 5 still retains a relatively sharp transition 
of 4-5 nodes. Plot D, similarly to plot B, encounters a finger of unburnt gas 
merging with the main flame. Ideally the transition from burnt to unburnt 
gas would take place very sharply, but the application of any current TVD 
adherent discretization technique in a turbulent combusting flow field with 
fingers of partially burnt gas forming will result in partially burnt gas building 
up in the burnt gas region due to numerical resolution problems when the 
unburnt gas finger becomes very thin. 
Plot A 
I 1.000 0.000 
Plot B 
Figure 6.11: Reacting flow: Instantaneous contour plots of the reaction 
progress variable at different times. 
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Line A Line B 
Line C Line D 
Figure 6.12: Reacting flow: Instantaneous contour plots of the reaction 
progress variable with lines for the 1-dimensional plot, figure 6.13. 
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Figure 6.13: Reacting flow: Reaction progress variable 2-dimensional plot cor-
responding to figure 6.12 plot lines. 
6.4.2.3 Influence of on the Velocity Field 
In order to model the turbulent burning velocity, equation 4.9, it was first nec-
essary to establish a value or range of values for the parameter which give 
reasonable results. Values in the range of 1.0 to 4.5 were tested in the cases in 
which there was no quenching with very large differences in predicted velocity 
fields between the extremes of this range. Figure 6.15 is a plot of the normal-
ized streamwise mean and rms velocities at various locations along the length 
of the domain ranging from | = 1 to f = 7. Comparison of the predicted and 
experimental values of the mean and rms streamwise velocities suggests that a 
value of = 1.0 leads to a very large over prediction of the length of the recir-
culation region although the rms quantities are in reasonably good agreement 
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with the experimental data. This suggests that the turbulent burning velocity 
is being very much under predicted, since the burning backward facing step 
case is expected to reduce the length of the recirculation region in comparison 
with that seen in the inert flow field. A value of = 4.5 however, resulted 
in a very short recirculation region and subsequent enhanced recovery. Fur-
thermore, the rms quantities predicted at this value of are radically under 
predicted, indicating that the flow in the burnt gases in particular is close to 
laminar. Examination of an instantaneous plot of the reaction progress vari-
able, figure 6.14, truncated at values less than 0.99 indicates that the flame 
is much shorter than that predicted by Ganji and Sawyer [49]. Indeed, this 
fiame did not tend to flap and was in effect stationary in the flow field. These 
two results, at aw = 1.0 and = 4.5, suggest that an intermediate value 
should result in a reasonable prediction of the flow field. Two further test 
cases. Cases II and III, with = 2.0 and = 2.75 respectively, were carried 
out. It can be seen that the differences in results between these two cases is 
minimal and that the predicted mean streamwise velocities are in good agree-
ment with the experimental data. Turning to the predicted streamwise rms 
quantities it can be seen that between the normalized transverse distances of 
^ = 0.0 and ^ = —0.75, the rms quantities predicted are reasonable, although 
they are somewhat under predicted at | = 3 and | = 5. The absence of 
quenching in the initial shear layer leads to burning in that region and the 
subsequent suppression of the early instabilities which contribute to the de-
velopment of Kelvin-Helmholtz type structures. Weller [163] suggested that 
the gas expansion during combustion can disturb the fragile vortices within 
the shear layer causing them to break-up and not form large enough coherent 
structures. This explanation seems plausible since the under predicted rms 
quantities suggest that the degree of turbulence in the developing shear layer 
region is under predicted. 
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Streamwise mean and rms velocities for the case of a small change in from 
1.75 to 2.00 are presented in figure 6.16. It is immediately clear that a small 
change in a„, has a minimal effect. Exploring values of in the optimum 
range established above of 2 to 2.75 will most hkely not lead to qualitatively 
more accurate results. 
The instantaneous streamwise velocity on an iso-contour plot of the reaction 
progress variable equal to 0.5 is plotted in figure 6.17. In the early shear region, 
the axial velocity is lower than that seen further downstream indicating an 
increase in velocity due to combustion as the flow moves downstream. Indeed, 
the presence of spanwise vortices are indicated by the periodic peaks in axial 
velocity seen between approximately f = 1 and | = 3.5. Further downstream, 
the velocity is seen to decrease a little since the flow field has expanded (as 
seen in figure 6.17). In the contracting section at the outlet, the velocity is 
seen to increase again due to mass continuity. 
As noted above, Cases II and III, which are simulations with a^, = 2.0 and 
= 2.75 respectively, produce very similar results although case III gives 
slightly better streamwise mean and rms predictions at all locations except 
for the mean quantity at | = 7 where the difference is minimal. In order 
to ascertain the effect of quenching in the initial shear layer, the Clavin and 
Williams quenching model was then examined using the case III parameters 
and compared to case III. 
Figure 6.14: Instantaneous contour plot of the reaction progress variable where 
blue represents all values of c less than 0.99 for Case I. 
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Figure 6.15: Reacting flow: Transverse distribution of the streamwise mean 
and rms velocities for the non quenching cases at various a^. 
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Figure 6.16: Reacting flow: Transverse distribution of the streamwise mean 
and rms velocities for the cases investigating the sensitivity of the 
velocity field to a small change in 
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M20.0 
Figure 6.17: Reacting flow: Streamwise velocity (m/s) plotted on an iso-
contour surface of the reaction progress variable of 0.5. 
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6.4.2.4 Influence of Stretch on the Velocity Field 
The Clavin and Williams quenching model (See Appendix B) is applied to 
the backward facing step problem. The Markstein number used was 2.0 and is 
taken from [45]. The curvature and tangential strain were calculated using grid 
scale quantities and are only expected to give an indication of the behaviour 
locally. Since sub-grid straining effects are unknown, the grid scale quantity 
is used and is likely to give a reasonable indication of the relative size of the 
total strain rate. The streamwise mean and rms velocities for Cases III and 
VI are presented in figure 6.18. Examination of the mean and rms streamwise 
velocities suggests that at | = 1 and f = 3 the quenching model produces 
much better prediction of the mean quantities and a slightly better prediction 
of the rms quantities, particularly at | = 3. At | = 5, the rms velocity 
predictions are in excellent agreement with the experimental data, but the 
length of the recirculation region is over predicted. Again, f = 7 the rms 
velocity predictions are in excellent agreement where as the effect of the over 
prediction of the recirculation region length can be seen in that the mean 
velocity has not recovered as well as that seen for the case without quenching. 
In general, however, the quenching predictions are quiet accurate and have led 
to good rms predictions at all locations. Since reasonable results have been 
obtained in the current study, and also by Kobayashi [89], without accounting 
for quenching, it is felt that the inclusion of this phenomenon is not necessary to 
achieve accurate results. Attention will now turn to a qualitative examination 
of the curvature and strain rate and its effect upon the laminar burning velocity 
and subsequently the turbulent burning velocity. 
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Figure 6.18: Reacting flow: Transverse distribution of the streamwise mean 
and rms velocities for the quenching cases 
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Figure 6.19 is a typical plot of the instantaneous curvature in the flow field 
plotted on an iso-contour surface of 0.5 where the units are 1/s. It is imme-
diately clear that in the initial shear region, the curvature is very small in 
comparison to that seen between f = 2 and f = 5. This is to be expected, 
since the incoming premixed gas has not had sufficient time to be distorted by 
the flow field and hence the surface has remained flat. If the tangential strain 
rate as plotted in figure 6.20 is compared to the curvature field, it can be seen 
that in the initial shear layer, the tangential strain is in general of the order of 
greater than 500 — 600 1/s whereas the curvature is minimal. The total stretch 
is plotted in figure 6.21 and it can be seen that for | < 2, the total stretch 
is certainly sufficient to cause quenching, since experimental evidence suggests 
that the strain rate at extinction for a very lean premixed flame such as this 
one is of the order of 100 — 350 1/s [99], [163]. Therefore, the inclusion of the 
stretch effects in the modelling will have a substantial effect upon the laminar 
burning velocity and subsequently the turbulent burning velocity in this re-
gion. In order to identify those locations at which quenching has occurred, a 
plot of these regions is given in figure 6.22 where a value of 0.0 indicates total 
quenching and a value of 1.0 indicates the total absence of quenching and can 
be interpreted as the inverse of the probability of quenching. It can be seen 
that in the initial shear layer, the laminar burning velocity is subject to sig-
nificant modification due to stretch effects. Indeed, if this plot is compared to 
figure 6.21 which was obtained from a flame which was not subject to quench 
effects, it can be clearly seen that the very large values of total stretch which 
occurred in the non-quenching flame would have resulted in signiflcant regions 
of totally quenched flame, whereas in the quenching case, whilst the influence 
of quenching is clearly present in the initial shear layer, it is not as strong as 
that seen in the non-quenching case. This suggests that in those numerical sim-
ulations with the absence of quenching, that the total stretch is greater than 
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that seen in a simulated flame in which quenching effects are included. The 
absence of quenching in the shear layer and the subsequent partial suppression 
of disturbances which would lead to Kelvin-Helmholtz instabilities give rise 
to significantly larger tangential strain rates than those seen when quenching 
is applied because the shear layer is not allowed to develop Kelvin-Helmholtz 
type structures early on. The development of these Kelvin-Helmholtz struc-
tures would be expected to reduce the tangential strain rate (it would increase 
curvature effects). 
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Figure 6.19: Reacting flow: Curvature (1/m) plotted on an iso-contour surface 
of the reaction progress variable of 0.5. 
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Figure 6.20: Reacting flow: Tangential strain rate (1/s) plotted on an iso-
contour surface of the reaction progress variable of 0.5. 
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Figure 6.21: Reacting flow: Total stretch (1/s) plotted on an iso-contour sur-
face of the reaction progress variable of 0.5 
230 
.4 Reacting Flow 
Figure 6.22: Reacting flow: Quenched/Unquenched part of the flame plotted 
on an iso-contour surface of the reaction progress variable of 0.5 
where 1.0 (Red) indicates unquenched and 0.0 (Blue) indicates 
completely quenched. 
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Iso-contour plots of the predicted turbulent burning velocity for an unquenched 
case and a quenched case are presented in figures 6.23 and 6.24 respectively. It 
is immediately clear that in general, the case which includes quenching leads 
to smaller, and sometimes zero, values of the burning velocity in the initial 
shear layer. This suppression of burning leads to more physical formation of 
the Kelvin-Helmholtz instability and thus the predicted turbulence character-
istic are improved, as is seen in figure 6.18, leading to increased wrinkling in 
the downstream region which manifests itself in the generally larger turbulent 
burning velocities predicted in that region. A plot of the turbulent burning 
velocity normalized by the unstretched laminar burning velocity is presented 
in figure 6.27 for a case without quenching and can be interpreted as the 
wrinkling factor (given by equation 4.7). This plot serves merely to indicate 
that in general, the wrinkling factor leads to values of the turbulent burning 
velocity which are lower than 3 times the laminar burning velocity apart from 
in the initial shear layer where the predicted sub-grid velocity is very large, 
and leads to quiet large values of the wrinkling factor. This could be seen as 
contrary to the analysis above which suggested that the presence of burning 
in the initial shear layer leads to a more laminar flame. However, burning 
assisted suppression of the Kelvin-Helmholtz instability in this region does not 
mean that the flame is not experiencing sub-grid wrinkling. It most likely 
means that even though the Kelvin-Helmholtz instability is not forming as 
close to the step as it would in the presence of quenching, the flame is still 
experiencing substantial turbulent efi'ects. A plot of the sub-grid velocity is 
given in figure 6.25 and serves to give a more focused qualitative argument 
for this phenomenon. It can be seen that the sub-grid velocity in the first cou-
ple of step heights downstream is larger than that seen further downstream. 
This predicted sub-grid velocity is calculated using the dynamic Smagorinsky 
model and therefore would result in a zero sub-grid velocity in laminar regions. 
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Therefore, even though the presence of burning in the initial shear in the non-
quenching case serves to suppress the Kelvin-Helmholtz instability, it certainly 
does not totally eliminate turbulent activity at the sub-grid level. 
Figure 6.26 is a contour plot of the turbulent burning velocity on an iso-
surface of reaction progress variable equal to 0.5 at ( | < 5). The plot has 
the numerical grid superimposed upon it in order to make the structure of 
the grid scale wrinkles more apparent. In the initial shear layer, the flat grid 
scale structure of the premixed flame is very apparent. The flame surface is 
then seen to develop large scale wrinkles over approximately one step height 
once wrinkles begin to form. Whilst it is difficult to make a general comment 
on the location of large burning velocities in comparison to the topological 
structure of the flame, it is clear that the burning velocity around the surface 
of each large scale wrinkle varies greatly. This plot simply serves to give a 
better impression of the degree of grid scale wrinkling. 
On the whole. Cases II and VI led to improved results and gave very similar 
results apart from an under prediction in the length of the recirculation zone 
by Case VI. Case II was therefore chosen as the base test case in which to 
continue the analysis. The next section presents temperature and CO2 results 
for several cases for which velocity results have already been presented. A 
further case where a transport equation for enthalpy is solved in order to 
probe the influence of the cooled lower wall (thus far ignored) on the flow field 
is also introduced. 
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Figure 6.23; Reacting flow: Turbulent burning velocity (m/s) plotted on an 
iso-contour surface of the reaction progress variable of 0.5 without 
quenching.The negative sign of the turbulent burning velocity is 
due to the definition of the reaction progress variable used in this 
work. 
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Figure 6.24: Reacting flow: Turbulent burning velocity (m/s) plotted on an 
iso-contour surface of the reaction progress variable of 0.5 with 
quenching. The —ve of the turbulent burning velocity is due to 
the definition of the reaction progress variable used in this work. 
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Figure 6.25: Reacting flow: Sub-grid velocity (m/s) plotted on an iso-contour 
surface of the reaction progress variable of 0.5. 
236 
6.4 Reacting Flow 
Figure 6.26: Reacting flow: Topology of an iso-contour surface of the reaction 
progress variable of 0.5 with the mesh superimposed and coloured 
with the turbulent burning velocity (m/s). The —ve of the tur-
bulent burning velocity is due to the definition of the reaction 
progress variable used in this work. 
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Figure 6.27: Reacting flow: Wrinkling factor E plotted on an iscontour surface 
of the reaction progress variable of 0.5 for an unquenched case. 
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6.4.2.5 Predicted Temperature and CO2 
The combustion cases presented thus far assumed adiabatic wall boundary 
conditions at the lower wall. Whilst this assumption is unlikely to modify 
greatly the predicted velocity fields it may have a substantial effect on the 
temperature predictions close to the wall. The predicted temperature and 
CO2 fields are now presented in figure 6.29 for several of the cases for which 
velocity field analysis has already been presented (Cases II, III and VI) as 
well as for a simulation (case VII) which incorporated a transport equation for 
the enthalpy such that the presence of the cooled lower wall is included. The 
streamwise velocity and rms quantities are also presented for all of these cases 
in figure 6.28. 
The predicted temperature and CO2 fields for cases II, III and VI all give 
very similar results, although the inclusion of quenching in case VI has led to 
better development of the initial Kelvin-Helmholtz instabilities and thus the 
intermittency of the flame is better captured in that a broader mean flame 
brush, in agreement with the experimental data, is predicted. The predicted 
temperature flelds can be seen to very much over predict the temperature, 
particularly at | = 0.4 and | = 1.2. Interestingly, the CO2 predictions at 
I — 0.4 are in excellent agreement and strongly suggest that only burnt gas is 
present in this region. In the iso-thermal wall case, case VII, the effect of the 
cooling air at the lower wall would not be expected to lead to a sufficiently 
large heat flux in order to reduce the predicted temperature to the extent 
it appears to have been experimentally. Indeed, the temperature boundary 
layer is not expected to be very thick and certainly, the temperature between 
I = —0.7 and | = 0.0 seems to be very low indeed. Cannon et al [21] 
have stated that radiative heat transfer is required in their model to obtain 
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good agreement with the predicted temperature profiles. This, together with 
heat transfer to the lower wall, would not however be expected to reduce the 
temperature to the extent it has been. Further downstream, the CO2 field is 
seen to spread suggesting that the flame is flapping more than the simulation 
predicts. Curiously, the mean flame brush as suggested by the CO2 field is 
broader at | = 3.5 than at | = 6.0. 
Focusing on the predicted streamwise velocity and rms quantities, figure 6.28, 
it can be seen that the iso-thermal wall case, case VII, compares favourably to 
all the adiabatic cases and the experimental data. The inclusion of the enthalpy 
equation has led to better prediction of the rms quantities at all locations when 
compared to the adiabatic cases which do not include quenching. Case VI does 
not offer significantly improved rms quantities in comparison to the enthalpy 
transport equation case and the inclusion of quenching in case VII would not 
be expected to radically improve the results although it may slightly broaden 
the predicted flame brush. 
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Figure 6.28: Reacting flow: Transverse distribution of the streamwise mean 
and rms velocities for comparison with the enthalpy case, Case 
VII. 
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Figure 6.29: Reacting flow: Transverse distribution of the temperature and 
CO2 concentrations for Cases II, III, VI and VII. 
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6.5 Summary 
The inert combusting results are in excellent agreement with the experimental 
data and give strong confidence in the predictive capability of the inert flow 
solver. The predictive capability of the developed premixed model has then 
been assessed. The ability of the model to accurately predict the streamwise 
velocity and rms quantities has been demonstrated. The inclusion of quench-
ing phenomena as well as the iso-thermal boundary condition at the lower wall 
improves the streamwise velocity and rms results, although not substantially. 
The predicted temperature and CO2 are somewhat different to the experimen-
tal data, particularly at | < 2.0. Since the very low experimentally measured 
temperature profiles in this region are not expected, assessing the temperature 
and CO2 fields is difficult. 
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LES of a Sudden Expansion 
Flame 
7.1 Introduction 
The ORACLES-Burner (One Rig for Accurate Comparisons with Large Eddy 
Simulation) was specifically designed in order to allow validation of LES com-
putations [10] in both premixed and partially-premixed combustion. The OR-
ACLES geometry can be described as a plane symmetric dump combustor and 
like the backward facing step geometry is similar to that found in ramjet-style 
dump combustors. 
This chapter presents both inert and combusting results of LES simulations of 
the ORACLES geometry. 
7.2 The Sudden Expansion Flame 
7.2 The Sudden Expansion Flame 
7.2.1 Flow Configurat ion 
The main components of the experimental rig and the experimental techniques 
applied to the ORACLES geometry are presented here. Following two sepa-
rate mixing chambers, in which the propane and air in the separate chambers 
can be premixed to specified equivalence ratios, there is a 3 metre long sec-
tion consisting of 2 parallel constant rectangular cross section ducts which are 
used to obtain two fully developed turbulent channel flows (which facilitates 
LES entrance condition setting). These two streams merge at the end of a 
splitter plate shortly before the sudden expansion. Downstream of the sudden 
expansion, there is a 2 metre long combustion chamber which is thermally in-
sulated to allow the use of isenthalpic combustion models. An exhaust section 
follows the combustion chamber. A schematic representation of the geometry 
modelled is shown in figure 7.1 
The flame is stabilised in the shear layers which develop in the region after the 
sudden expansion. Transverse distributions of the mean and rms are available 
at various downstream locations. Experiments were carried out at mass flow 
rates ranging from 0.05 to 0.2 ^ and equivalence ratios ranging from 0.6 to 1.0. 
The incoming temperature as measured by thermocouples is approximately 
273 ± IQK. The data was collected using a Laser Doppler Velocimeter (LDV) 
and used vegetable oil in the inert flow and SiO^ or TiOg in the combusting 
flow as the seeding particles. The systematic error in determining the location 
of the measuring volumes is equal to ih0.5mm. The experimental data used in 
this thesis was obtained from Bruel [19] and Nguyen and Bruel [117]. 
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Figure 7.1: Schematic of ORACLES geometry where h is the step height 
7.2.2 Exper imenta l D a t a 
7.2.2,1 Inert Experimental Data 
The flow features of inert flows behind a sudden expansion have been studied 
both experimentally and numerically [4], [47]. The inert mean flow past 
a symmetric sudden expansion has been shown by Abbott and Kline [4] to 
be asymmetric if the area expansion ratio, , is greater than 1.5. 
In the current computation, Ar is 1.84. The measurements, as seen in the 
experimental data in figure 7.3, clearly show that the mean streamwise flow 
pattern is characterised by an upper recirculation zone which is longer than 
that present in the lower recirculation zone and is seen to not greatly modify 
the mean flow structure in the wake of the two steps when compared to a 
one stream sudden expansion or backward step. This is in agreement with the 
findings of Abbott and Kline [4]. The presence of the shear layers in the region 
after the sudden expansion can also be seen from the rms profiles in figure 7.4 
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at ^ = 1 and | = 3.5 and generally correspond to the location of the steps. 
The mixing layer, which begins to form at the splitter plate can also be seen to 
exhibit a local peak in the rms quantity. Since the intensity of the fluctuations 
due to the mixing layer is much smaller than that due to the shear layers, the 
turbulent transport process in the intermediate zones will be controlled by the 
turbulence characteristics due to the shear layers. Similar flow structures as 
those discussed in section 6.2.2.1 are seen to develop, although in a sudden 
expansion there are in effect two backward facing steps interacting. 
7.2.2.2 Reacting Experimental Data 
In the reacting flow, the symmetry of both the mean and rms flow fields is 
recovered as can be seen in figures 7.8 and 7.9. There is also a marked acceler-
ation in the velocity on both sides of the symmetry plane, but this is restricted 
to regions which are outside ^ = 1 to | = 3.5 and indicates the infrequency 
of combustion in this core region. Outside of this core region, closer to the 
upper and lower walls, there is a strong increase in the mean velocity and 
this is clearly related to the decrease in gas density due to the combustion. 
The combustion does not radically alter the rms quantities, but does move the 
location of the maximum rms quantities closer to the upper and lower walls. 
Experimentally obtained evidence suggests that the flame is flapping at a fre-
quency of approximately 48 Hz. Indeed, visualisations of the flow field clearly 
show this phenomenon. 
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7.2.3 Previous Numerical Simulations 
Several numerical computations of the ORACLES geometry have been pub-
lished. Pureby [45], Duchamp et al [38] and Domingo et al [37] performed LES 
computations while Kurenkov and Oberlack [95] performed a RANS calcula-
tion of the inert and combusting geometries. 
Kurenkov and Oberlack [95] used a RANS G-equation approach to model the 
behaviour of the ORACLES geometry. The ORACLES geometry used in their 
study applies inlet boundary conditions at the sudden expansion rather than 
upstream of the expansion or indeed the splitter plate. The dynamics of the 
mixing layer at the centre of the domain are thus not expected to be well 
captured since the inlet boundary conditions applied do not adequately repre-
sent the momentum deficit zone which is observed experimentally due to the 
splitter plate. Indeed, examination of the inert streamwise velocity data shows 
that at all distances downstream of the expansion, the streamwise velocity in 
the region close to the centre line of the geometry is flat. Furthermore, it is 
also clear the rms of the averaged streamwise velocity component is generally 
well predicted close to the inlet, though again the lack of a mixing layer is ev-
ident. Further downstream, the rms profile becomes quiet fiat and in general 
under predicts the experimentally reported quantities. The combusting flow 
streamwise velocity data generally predicts the velocity reasonably well at all 
locations less than | = 7 where the profiles are, however, flat. The presence of 
the mixing layer in the experimental combusting flow does not greatly mani-
fest itself in the numerical data since the dynamics of the combustion process 
in the step induced shear layers strongly controls the turbulent transport pro-
cess. The good agreement between the experimental and numerical results is 
thus fortuitous, since the presence of the experimental mixing layer is quickly 
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over come by the dynamics of the step shear layers and in eflfect allows the 
application of a flat inflow profile in the numerical work even though such a 
profile is inaccurate. At locations greater than f = 7 the mean profiles over 
predict the velocity close to the wall. This is probably due to the prediction 
of a slightly too large burning velocity, thus resulting in a reduction in flame 
length and hence leading to a large post flame velocity in these regions due 
to an incorrect combustion induced decrease in density and simultaneous in-
crease in velocity in order to satisfy continuity. Indeed, the over estimation of 
the burning velocity is likely to be due to the overestimation of the turbulent 
kinetic energy as is evident in the streamwise rms velocity data. 
Domingo et al [37] performed an LBS computation of the ORACLES exper-
iment using a Flame Surface Density (FSD) and Flame-generated tabulation 
(FPI) approach. In addition to the Navier-Stokes equations, a balance equa-
tion for the reaction progress variable and a balance equation for a quantity 
which is the difference between the variance and its maximum value. The 
chemistry source terms for these balance equations are closed using FPI ta-
bles in conjunction with a sub grid scale PDF which makes use of a bimodal 
BML type model in conjunction with a term for the unmixedness. Domingo 
et al [37] modelled the ORACLES geometry in part of the region upstream of 
the splitter plate and used pre-computed channel flow simulations as boundary 
conditions. This ensured confidence in the turbulent characteristics entering 
the measuring zone. The LES computations were run for two flow through 
times where a flow through time was defined as the time elapsed when a fluid 
particle travels from inlet to outlet. The presence of the splitter plate induced 
mixing layer is well reproduced through the reduction in average streamwise 
velocity close to the centre line and the two velocity peaks away from the 
centreline, which are due to the shear layers formed at the expansion steps 
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are also reproduced. In the numerical results the recirculation is seen to be 
much longer than the experimental results. Indeed, the experimental results 
suggest the recirculation ends at approximately f = 7 whereas the numerical 
recirculation zone ends 30% further downstream at approximately ^ — 9. The 
slight asymmetry (due to the Coanda effect) in the streamwise velocities is, 
however, captured. Numerical data for the inert streamwise rms velocities were 
not published and cannot therefore be discussed. In the combusting case, very 
good quantitative agreement between the LES predictions and the experiment 
is seen in the streamwise mean velocities. The acceleration due to combustion 
in the velocity field as the flow moves down the combustor is clearly captured. 
Close to the upper and lower walls, the LES velocities approach a zero ve-
locity (no-slip condition) faster than the experimental data. Indeed, the LES 
rms velocities reach a maximum further from the wall than the experimental 
data and then decay. This suggests the wall modelling was insufficient. No 
information regarding the wall model used was presented in the paper, but the 
Lagrangian dynamic procedure of Meneveau [113] was used for the turbulent 
eddy viscosity and should give reasonable values close to the wall if the res-
olution were adequate. Domingo et al [37] included the effect of the periodic 
motion of the flapping flame in their calculations using a sinusoidal forcing at 
the experimentally measured frequency and applied this forcing to the inlet 
velocity in order to mimic the corresponding acoustic mode. 
Duchamp et al [38] performed an inert and combusting LES on the ORACLES 
geometry using the G-equation for combustion with Peters [121] RANS based 
model for the turbulent burning velocity (see equation 4.10 in section 4.4 
where the sgs velocity, u, is calculated by Duchamp et al [38] using the dynamic 
model.) A transport equation for the mixture fraction is also required since 
Duchamp et al [38] performed an LES of a partially-premixed flame (with 
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different stoichiometric ratios in the two inlet channels) in the ORACLES 
geometry. Approximately 2.2 million cells were used with a convective outflow 
boundary condition and inlet conditions obtained from a separate LES of two 
fully developed channel flows. Duchamp et al [38] obtained good agreement 
with the experimental streamwise velocities and to a lesser extent with the 
experimental turbulent kinetic energy. These results are not discussed further 
in the present work since they are of the partially-premixed kind and thus not 
of direct relevance. 
Pureby [45] performed both inert and combusting LES of the ORACLES ge-
ometry using a flame wrinkling approach in conjunction with the reaction 
progress variable. Both Zimont's [172] and Pocheau's [128] models for the 
flame wrinkling were compared to Pureby's fractal flame wrinkling (FFW) 
model. Approximately 0.5 million and 1 million nodes were used in coarse and 
flne simulations respectively. Dirichlet boundary conditions are applied at the 
inlet for all variables except the pressure for which zero Neumann conditions 
were used. The no-slip condition is used at the walls. The inlet velocities were 
obtained from fully developed channel flow simulations. Pureby [45] obtained 
reasonable agreement with the experimental mean streamwise velocities for 
the inert case on both the fine and coarse meshes. The Pocheau and FFW 
models produced good agreement with the experimental data for the stream-
wise velocities in the combusting flow field, although the predictions of the 
length and strength of the recirculations were somewhat less accurate. The 
Zimont model under predicted the acceleration affects, most probably because 
the flame wrinkling was under predicted and the end of the flame was therefore 
further downstream than it should be. Results for the rms quantities are not 
presented, but it is commented that they are well reproduced by all models. 
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7.3 Inert Flow 
An analysis of the inert flow field is presented in this section and serves to give 
an indication of the ability of the inert LES code to predict the flow features in 
this symmetric plane dump combustor type geometry. In a similar fashion to 
the previous chapter, the computational parameters are flrst presented followed 
by the results and a discussion of the results. 
7.3.1 Computa t iona l Pa rame te r s 
7.3.1.1 Residence Time 
The estimated residence time in the ORACLES geometry is based upon an 
examination of the experimental data. The experimental data were acquired 
along the burner from upstream of the sudden expansion to a location at | = 10 
downstream. The reference velocity is taken to be the bulk velocity of the inlet 
streams and is 11 m/s. Although the flow field decelerates slightly after the 
sudden expansion, it is clear from the experimental data (to be presented 
below) that the mean velocity of the flow field in the non-recirculating region 
maintains this velocity and the peak velocities are in fact, greater than the bulk 
velocity. Therefore, based upon the length of the measurement region and the 
bulk velocity, the residence time calculated using equation 6.1 is approximately 
0.027 seconds. 
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Mesh spacing (m) Expansion Ratio 
3.13 X 10-3 1.000 
3.13 X 10-3 1.000 
1.11 X 10-3 0.851 
1.31 X 10-3 1.000 
&48X10-3 1.000 
&48X10-3 1.000 
Table 7.1: Grid characteristics of the pre-expansion ORACLES cases. 
7.3.1.2 Computational Mesh 
The computational mesh used for this simulation uses a uniform mesh (in 
each direction) in all regions downstream of the sudden expansion. Tables 7.1 
and 7.2 present the maximum and minimum expansion ratios of the mesh in 
each direction for the pre-expansion and post-expansion regions respectively. 
In the sudden expansion, due to the converging mesh at the splitter plate, 
the expansion ratios differ from 1.0 but this is not expected to influence the 
flow fleld dynamics downstream of the sudden expansion which is the region 
of interest. The LES work of Duchamp et al [38] used approximately 2.2 
million nodes whereas that of Fureby [45] applied 1.0 million nodes and that 
of Domingo et al [37] used approximately 0.4 million nodes. Here we use 
approximately 1.78 million nodes as outlined below in section 7.3.1.4. The 
mesh expansion ratios are kept uniform throughout the flow field since the 
length of the flame and the region of combustion dynamics is unclear a priori. 
Close to the walls this mesh may not perform particularly well, but since the 
turbulent dynamics of the flow field are expected to be dominated by the flame, 
this is not expected to be an issue. A line plot of the ORACLES grid from the 
inlet to just downstream of the sudden expansion is presented in figure 7.2 for 
clarity. 
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Mesh spacing (m) Expansion Ratio 
3.13x10-3 1.000 
&13X10-3 1.000 
3/mtn 1.31x10-3 1.000 
3/maa; 1.31x10-3 1.000 
2 4 8 x 1 0 - 3 1.000 
7^7102 2.48x10-3 1.000 
Table 7.2: Grid characteristics of the post-expansion ORACLES cases. 
Figure 7.2: Computational grid in the vicinity of the sudden expansion. 
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7.3.1.3 Boundary Conditions 
Inflow Conditions 
The procedure developed by Klein et al [87] is used to specify the streamwise 
and rms velocities at the inlet to the upper and lower channels. 
Outflow and Periodic Conditions 
At the outflow a simple Von Neumann boundary condition is applied to the 
velocities since the flow is expected to be fully developed and indeed, this was 
verified computationally. 
Similarly to the backward step case, a periodic boundary condition was ap-
plied in the spanwise direction. Although the presence of side walls in the 
experimental apparatus may be expected to have some influence on the flow 
field, the computational effort required to increase the resolution in the span-
wise direction for adequate calculations would be prohibitive given the level 
of computational resources at hand. Domingo [37] and Pureby [45] obtained 
good results using this boundary condition. 
Wall Conditions 
As is the case in the backward facing step problem, the resolution requirements 
for full resolution close to the walls are prohibitive. A mean logarithmic wall 
law is therefore applied to calculating the wall shear stress using equation 3.57. 
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Case sgs Model Spanwise Periodic Pre-Expansion Post Expansion 
Case I Dynamic 5h Yes 2x50x29x71 50x102x309 
Table 7.3: Parameters for the inert ORACLES cases. 
7.3.1.4 Simulations 
A single inert ORACLES test case was studied. The type of models used for 
this case are the same as those applied to Case IV of the backward facing step 
problem and are not repeated here. Table 7.3 contains general information on 
the current test case. In the spanwise direction, the domain was modelled as 
5h wide which is the width of the experimental apparatus. The pre-expansion 
mesh in the upper and lower channels are identical. 
The single inert simulation was run on either 8 or 16 parallel processing el-
ements of either a Pentium 4 Linux Cluster [1] or a 1.8GHz Opteron Linux 
cluster [2]. The inert simulation is allowed to run for more than 5 flow through 
times before statistics would be collected. Statistics were then collected for at 
least five flow through times. The statistics were seen to not change consider-
ably after one flow through time had passed. 
7.3.2 Resul ts and Discussion 
7.3.2.1 Velocity Field Predictions 
Transverse profiles of the mean streamwise velocities and mean streamwise 
rms velocities are plotted in figures 7.3 and 7.4 respectively at streamwise 
locations corresponding to | = 1,2,3,4,7,8,9 and 10. Transverse profiles 
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of the mean and rms transverse velocity are plotted in figures 7.5 and 7.6 
respectively. Figure 7.7 presents the Reynolds shear stress, vw, due to the 
correlation between the transverse and streamwise velocity fluctuations. 
The existence of both a splitter plate and a sudden double expansion up-
stream of the flrst measurement plane at | = 1 leads to interactions between 
the boundary layers formed on the outer walls of the upper and lower chan-
nels and the shear layer formed at the sudden expansions as well as a mixing 
layer due to the merging channel flow like boundary layers at the splitter plate 
and the subsequent development of these structures before the first combus-
tor measurement plane. Broadly speaking, the mean and rms predictions of 
the streamwise velocity are in very good agreement and the asymmetry due 
to the bi-stable behaviour of this flow and the subsequent manifestation of 
the Coanda effect which leads to the flow field attaching itself to one of the 
walls is well predicted although the lengths of the lower and upper recircula-
tion zones are under and over predicted respectively. This can be more clearly 
seen in the predicted transverse velocity plots where the absolute value of the 
transverse velocity is over predicting that seen in the measurements indicat-
ing that the mean flow field is approaching the lower wall more rapidly than 
expected. There are a number of possible reasons for this. Firstly, as seen 
in the streamwise rms profiles, the degree of mixing is under and over pre-
dicted at the internal boundaries of the upper and lower recirculation zones, 
respectively, and is particularly under predicted at the lower recirculation zone 
boundary. This under prediction in mixing allows the mean flow fleld to main-
tain its transverse momentum and therefore penetrate through to the lower 
wall more quickly. Secondly, examination of the transverse velocity compo-
nents indicates the mean flow field begins to approach the lower wall both 
earlier than expected and at a faster velocity than seen in the measurements. 
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The mean transverse velocity may therefore transport the vw Reynolds shear 
stress towards the lower wall more quickly than expected and thus lead to a 
downward shift in the location of the peak in the streamwise rms velocity as 
seen in the predictions. In spite of the under prediction of the length of the 
lower recirculation zone, The vw Reynolds shear stresses are well predicted 
at all locations although at | > = 7 and at values of ^ between 0.75 and 1.75, 
these Reynolds stresses are slightly under predicted. This indicates that the 
predicted values of the fluctuations in the transverse and streamwise velocity 
components are less well correlated and lends strength to the argument that 
the over predicted magnitude of the transverse transport is dominating the 
dynamics in this region. 
Given that the first measurement plane, at ^ — 1, is 6.5 non-dimensional step 
units downstream of the inlet, the agreement between the streamwise velocity, 
the rms velocity and the vw Reynolds stress predictions and measurements 
is excellent and gives strong confidence in both the Klein inflow generation 
method used to prescribe the inflow conditions and the experimental inlet data 
itself. The transverse velocity predictions are less accurate, particularly away 
from the upper and lower walls. The small magnitude of these values makes 
them difficult to predict since even a substantial error in predicted values will 
not have a significant effect on the flow field characteristics and also the wiggles 
present in them suggest that confidence in the measured values is difficult to 
support. The symmetric trough around the centreline in the velocity profiles is 
indicative of the merging of the upper and lower channel flows after the splitter 
plate. The streamwise velocity then reduces smoothly as the combustor walls 
are approached and is negative in the upper and lower regions due to the 
recirculations. It then begins to recover at the walls of the combustor. This 
indicates the presence of a recirculation zone and it can be seen that the 
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strength of this recirculation is adequately predicted. The streamwise rms 
profile shows a more complicated form with relatively large peaks due to the 
shear layers formed after the sudden expansion and then a small trough at 
the centreline followed by larger troughs either side of the centreline which are 
all characteristic of the merging of two parallel channel flow boundary layers. 
The measurements and predictions at f — 2 are again is excellent agreement 
and are very similar to those at | = 1. The trough in the streamwise velocity 
is beginning to become more shallow and the sharpness of the shear layer 
streamwise rms profiles seen at | = 1 is no longer present due to turbulent 
mixing. Furthermore, the maximum velocity can be seen to be slowly reducing 
due to the spreading of the flow fleld after the sudden expansion. At | = 3 and 
4 the mean velocity measurements are still symmetric whereas the predictions 
are beginning to take on an asymmetric profile with the flow fleld beginning 
to approach the lower wall. 
Both the structure and magnitudes of the vw Reynolds stress are in excellent 
agreement at all locations although their magnitude is slightly under predicted 
close to the lower wall. 
259 
7.3 Inert Flow 
Q. (Q 
If) 1-1- • 1 • 1 ' 1 ' 
10 
d 
- " 
o -
lO 
d I . I . I 
, . , 
CO C\j 
CO 
If) 
o ? 
iq lO 
^ 
•r- T-
LO 
d o 
o o 
o I . I . I . ' . s 
Figure 7.3: Non-Reacting flow: Transverse distribution of the streamwise ve-
locity for the inert ORACLES case. 
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Figure 7.4: Non-Reacting flow: TVansverse distribution of the streamwise rms 
velocity for the inert ORACLES case. 
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Figure 7.5: Non-Reacting flow: Transverse distribution of the transverse ve-
locity for the inert ORACLES case. 
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Figure 7.6: Non-Reacting flow: Transverse distribution of transverse rms ve-
locity for the inert ORACLES case. 
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Figure 7.7: Non-Reacting flow: Transverse distribution of the vw Reynolds 
stress for the inert ORACLES case 
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7.4 Reacting Flow 
7.4.1 Computa t iona l Pa rame te r s 
The mesh used for the inert ORACLES case is also used here. The following 
sections detail the way in which the reacting ORACLES cases differs from the 
inert case. 
7.4.1.1 Residence Time 
The residence time as calculated in the inert flow applies in the reacting case. 
Experimental evidence of spectra and OH-PLIF visualizations suggest that the 
flame is flapping at a frequency of approximately 48 Hz (0.0208 seconds). This 
is less than the 0.027 seconds residence time calculated in the inert case and 
therefore, the residence time for the combusting flow problem is 0.027 seconds. 
7.4.1.2 Boundary Conditions 
Inflow Conditions 
The inflow boundary conditions are applied using the Klein generation method 
and the inlet profiles for the combusting case are those which are shown in 
figures 7.8 and 7.9 and labelled inlet profile. Further information on the gen-
eration of these inlet data is presented in Appendix A. 
Outflow and Periodic Conditions 
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The periodic boundary condition is applied here as it has been in the inert 
case. In terms of the outflow, the fixed outlet pressure boundary condition 
is applied. The reasons for the use of this boundary condition are given in 
section 6.4.1.1 of chapter 6 and the details of its application are presented in 
Appendix A. 
Wall Conditions 
The wall conditions are applied using a mean logarithmic wall law as outlined 
in section 7.3.1.3. 
7.4.1.3 Simulations. 
Three combusting ORACLES test cases are studied. The computational mesh 
is the same as that used for the non-reacting simulation and the characteristics 
of the mesh in terms of the maximum and minimum grid sizes and expansion 
ratios are therefore those presented in tables 7.1 and 7.2 of section 7.3.1.2 
where further information can be found. All simulations were run on either 8 
or 16 parallel processing elements of either a Pentium 4 Linux Cluster [1] or a 
1.8GHz Opteron Linux cluster [2], The reacting simulations were allowed to 
run for two to three flow through times before statistics were collected. Statis-
tics were then collected for at least three flow through times. The statistics 
were seen to not change considerably after one flow through time had passed. 
All test cases are run with adiabatic wall boundary condtions since no exper-
imental data regarding the temperature or species is available. Furthermore, 
the experimental work attempted to ensure that the walls were well insulated 
so that the assumption of adiabaticity for the purposes of LES computations 
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Case C & W Wall condition Temperature & CO2 
Case I 2.0 No Adiabatic Yes 
Case II 2.75 No Adiabatic No 
Case III 2.75 Yes Adiabatic Yes 
Table 7.4: Parameter for combusting ORACLES cases 
could be made. 
Case I 
Case I used the same numerical technique as was applied in Case I (See sec-
tion 7.3.1.4) of the inert ORACLES simulations. The boundary conditions 
which are applied are given section 7.4.1.2. In all cases, the walls are assumed 
to be adiabatic for the reasons given in the previous section. The Clavin and 
Williams quenching model was not applied to this case. The modelling param-
eter used to calculate the turbulent burning velocity is 2.0. This is based 
upon the observations in the backward facing step chapter. The dynamic sgs 
model is used for all sub-grid closures. 
Case II 
Case II is identical to Case I except that the modelling parameter is now 
set to 2.75, again based on the observations in section 6.4.2.3. The dynamic 
sgs model is used for all sub-grid closures and the sgs velocity is also estimated 
using the dynamic model. 
Case III 
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Identical to Case II except that the Clavin and Williams quenching model 
presented in section 4.7.1 is applied using the same parameters as used for the 
backward facing step problem. 
7.4.2 Resul ts and Discussion 
7.4.2.1 Velocity Field Predictions 
Figures 7.8 to 7.12 present the streamwise mean velocity, streamwise rms veloc-
ity, transverse mean velocity, transverse rms velocity and the Reynolds shear 
stress vw respectively. The cases without quenching effects. Case I and Case 
II, will be presented in this section. These cases used the modelling parameter 
with values of 2.0 and 2.75 respectively. The first point to note is that the 
predictions from both cases predict the streamwise mean and rms velocities at 
1 = 0, which is the dump plane, quiet accurately, thus giving confidence in 
the applied boundary conditions. The rms quantities at the upper and lower 
walls of the dump plane ( | = 3.5 and ^ = 1 respectively) are, however, slightly 
under predicted. Rather than being a manifestation of inadequate near wall 
resolution upstream of the dump plane, this is most likely due to the inability 
of this model to predict the periodic oscillation of the flow field. It can seen 
from the predicted streamwise mean velocities in figure 7.8 that the results 
from Case II predict the large acceleration seen near the upper and lower walls 
of the combustion chamber better than Case I particularly at locations from 
1 = 4 onward. The streamwise rms quantities are over predicted by both cases, 
although Case I performs slightly better than Case II. The general shape of 
the streamwise rms profiles are, however, quite well captured. The increase in 
the streamwise rms quantities seen experimentally is not captured in the LES 
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simulations and this is probably due to inadequate resolution in the near wall 
region combined with the absence of the acoustically driven flame flapping. 
The transverse mean and rms velocities are presented in flgures 7.10 and 7.11, 
respectively. Whilst the predictions at the dump plane and at locations less 
than I = 2.0 are in excellent agreement with the experimental data, further 
downstream, in the regions above and below the developing and developed 
sudden expansion shear layers, the transverse mean velocity is seen to over 
predict the experimental data. This indicates that, in the mean, the flow is 
approaching the upper and lower walls too rapidly and thus the slight under 
prediction in the mean streamwise velocity between | = 0.5 and | = 1.5 and 
also between | = 3.0 and ^ — 4.0 is expected. The transverse rms quantities 
close to the wall are quiet under predicted at | = 2.0 and | = 3.0. Although 
the general shape of the transverse mean and rms velocity profiles is well pre-
dicted in the central region of the flow, both Case I and Case II over predict 
the rms quantities. The Reynolds stresses, vw, (Figure 7.12) on the near wall 
sides of the sudden expansions, are very much under predicted at | < 3.0. 
This indicates that the mixing between the incoming flow and the recircula-
tion region is under predicted. This is reflected in the over prediction of the 
transverse mean velocities in these regions, since the under prediction of mix-
ing enables the transverse fluid to approach the upper and lower walls more 
quickly since the transverse velocities are not decelerated due to mixing and 
therefore maintain their momentum. In general, the increase in from 2.0 to 
2.75 between Case I and Case II has lead to an increase in all rms quantities. 
In order to capture the experimentally observed periodic oscillation, a com-
pressible flow solver which would capture the acoustic oscillations in the system 
would need to be used or a sinusoidal forcing function would need to be ap-
plied. Since neither of these have been used during the course of this work, 
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it is expected that the inability to capture the oscillation has lead to many of 
the inaccuracies seen in the predicted profiles. 
7.4.2.2 Influence of Stretch on the Velocity Field 
Case III used the same setup as Case II, but introduced the effects of quenching 
on the flame. Case III was started using instantaneous Case II data as an 
instantaneous initial field. The predicted streamwise mean velocities 7.8 are 
virtually unchanged by the application of the Clavin and Williams quenching 
model although the streamwise rms quantities are much better predicted at 
all streamwise locations. The transverse mean and rms velocities (figures 7.10 
and 7.11) are not modified greatly by the inclusion of quenching, although 
the rms quantities are slightly improved in the central part of the flow field. 
The Reynolds stress quantities are also slightly better predicted away from the 
walls. The inclusion of the effects of quenching can therefore be seen to have 
slightly increased mixing in the flow field by reducing the burning velocity in 
the initial shear layer and therefore allowing the Kelvin-Helmholtz vortices to 
develop more naturally. This has led to a more accurate prediction of the flow 
quantities. 
7.4.2.3 Predicted Temperature and CO2 
Typical averaged temperature and CO2 plots are shown in figure 7.13 and 
7.14. Although no experimental data is available, these plots serve to given an 
indication of the predicted mean flame brush since values of the temperature 
which lie between the inlet temperature and the adiabatic flame temperature 
occur within the mean flame brush. It is clear that as the flame moves down-
270 
7.4 Reacting Flow 
stream, the consumption of unburnt gases leads to an increase in the size of 
the flame brush until at | = 10.0 the unburnt gas has been almost completely 
burnt. The CO2 profiles are in accordance with equilibrium chemistry and the 
predicted temperature. 
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Figure 7.8: Reacting flow: Transverse distribution of the streamwise velocity 
for the reacting ORACLES cases. 
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7.5 Summary 
This chapter has presented both inert and combusting results of the ORACLES 
geometry. The predicted inert results were in very good agreement with the 
experimental data. The combusting predictions were, in comparison, not as 
accurate. The reasons for this include inadequate resolution in the near wall 
regions, thus leading to poor prediction of the near wall turbulent behaviour 
and its affect on the free-stream flow. Also, the acoustic phenomena of the 
flame seen experimentally is not reproduced. This requires a compressible flow 
solver. 
Whilst the predictions are not as good as may be expected, they are encourag-
ing and offer a sound reflection of the reasonably good ability of the developed 
model to capture the dynamics of the flame. 
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Chapter 8 
Conclusions and Further Work 
8.1 Conclusions 
The purpose of this work has been to assess the performance of Large Eddy 
Simulation as an effective tool for the modelling of turbulent non-reacting 
and premixed reacting flows. In particular, the capturing of the interface 
between the burnt and unburnt gases in a premixed combusting flow has been 
addressed. One, two and three dimensional case studies have been undertaken 
with the intention of identifying a numerical discretisation scheme capable of 
representing the spatial term in the reaction progress variable equation as a 
sharp interface between burnt and unburnt gases. 
The first case studied in three dimensions is a backward facing step. Inert 
simulations of the flow in this geometry served to give confidence in the pre-
dictive capability of the inert LES code. It has been found that the choice 
of sub-grid model had minimal affect on the results and that the application 
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of inlet boundary conditions using either white noise or synthetic turbulence 
inflow data did not substantially affect the predicted results. An increase in 
resolution was also seen to have minimal affect. This inert LES code together 
with the reaction progress variable equation were then applied to a variable 
density premixed combustion flow over the backward facing step. 
Initial reacting simulations of the backward facing step flame highlighted the 
resolution issues which led to the smearing of very thin fingers of unburnt gas 
which were being convected into the nominally burnt gas region. These fingers 
of unburnt premixture quickly accumulate in the burnt gas region and over a 
period of time lead to gross corruption of the reaction progress variable field 
and subsequently of the velocity field. This phenomena is a manifestation of 
the trailing edge resolution issues seen in the simple two dimensional shear-
ing flow test case. The problem is exacerbated here because the flow field 
is turbulent and does not roll up and form shear induced fingers of unburnt 
mixture in a simple manner. In order to circumvent the problems associated 
with this phenomena, a sink term which would burn pockets of gas which were 
at least 90% burnt irrespective of the orientation or topology of these pockets 
was introduced. This 90% threshold is based on an analysis of the burning of 
a simple two dimensional circle of unburnt fiuid. Based on preliminary simula-
tions, this sink term may slightly affect the structure of the flame, but its aff'ect 
is expected to be minimal. The sharpness of the interface between the burnt 
and unburnt gases has been found to be adequate although as is expected, 
the application of the compressive differencing scheme in a turbulent flow has 
not performed as well as in the simple one and two dimensional test cases. A 
systematic calibration of the turbulent burning velocity modelling parameter, 
ayj, has been undertaken and values in the range 2 to 2.75 have been found to 
given reasonable agreement between the predicted results and the experimen-
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tal data. The introduction of quenching phenomena through the Clavin and 
Williams model [28] is seen to improve both the predicted streamwise mean 
and rms velocities throughout the domain. Downstream of the initial shear 
layer region, however, the mean velocity is under predicted slightly. In general 
all cases produced reasonable velocity field predictions in comparison to both 
the experimental data and other published work. In terms of the tempera-
ture and CO2 concentrations, the adiabatic cases very much over predicted 
the peak temperature profiles as well as under predicting the width of the 
mean flame brush in the downstream region. The introduction of a transport 
equation for the enthalpy to include the influence of the cooled lower wall did 
improve both the velocity and temperature predictions in comparison to the 
adiabatic lower wall boundary condition cases. The absence of the quenching 
phenomena in the iso-thermal cases does seem to have led to an under predic-
tion of the width of the mean flame brush and a subsequent over prediction 
of the CO2 concentrations in comparison to that predicted by the adiabatic 
wall boundary condition quenching cases. In all cases, the temperature and 
CO2 are over predicted. It is very unlikely that the heat transfer to the air 
cooled lower wall of the combustion chamber is responsible for the large drop in 
peak temperature in comparison to the adiabatic flame temperature. Indeed, 
the CO2 predictions at the first downstream measurement point suggest that 
combustion very rarely occurs in this region and that the temperature in this 
region is almost entirely dominated by either conductive heat transfer to the 
lower wall or radiative heat transfer which Cannon et al [21] found necessary 
to include in order to accurately predict the peak temperatures. 
The second reacting flow simulation was carried out on a sudden expansion 
flame in the ORACLES geometry. Initially an inert simulation was carried out 
and the results from this are in good agreement with the experimental data 
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and the predicted results of other authors. The predicted premixed combustion 
velocity data for this case indicate that away from the walls, the dynamics of 
the flow field are well captured. The absence of a strong streamwise oscillation 
in the predicted results together with inadequate wall resolution are the likely 
cause of the poor predictions close to the walls. The inclusion of the affect of 
quenching did lead to a slight improvement in the predicted streamwise rms 
quantities as well as the Reynolds stresses in the flow field. In comparison 
to previous LES computations, the LES presented here are adequate. In gen-
eral, other authors have not presented predictions for statistics other than the 
streamwise mean and rms quantities. Furthermore, in comparison to a previ-
ous RANS computation, the LES model offered a considerable improvement. 
One and two dimensional case studies have been used to assess the ability of 
various differencing schemes to maintain the sharp interface between a burnt 
and unburnt gas whilst also ensuring that numerical dissipation, numerical 
resolution smearing and numerical wrinkling are kept to a minimum. The 
one dimensional case study involved the simple convection of a step profile 
using a variety of differencing schemes for the discretisation of the spatial 
term in the simple linear advection equation. It has been found that in one 
dimension, the upper bound of the Sweby diagram (the SUB scheme), the 4th 
order ENO scheme with sharpening, the Hyper-C scheme and the Super-C 
scheme maintain excellent sharpness of the profile. ENO schemes, however, 
are difficult to implement in geometries with non-orthogonal grids lines and 
they also require substantial message passing in parallel computations due to 
the size of the computational stencil required. Furthermore, Essentially Non 
Oscillatory schemes, as the name implies, do allow unboundedness, although 
the error introduced by this is of the order of the scheme. These shortcomings 
led to it being excluded from the two dimensional case studies. 
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Turning to the first of the two dimensional test cases, the rotation of a rect-
angular scalar field, the Hyper-C and Super-C schemes, whilst not TVD com-
pliant, are found to have excellent compressive properties but can lead to 
unboundedness. The Hyper-C scheme is also found to lead to severe numerical 
wrinkling of the interface. The Van Leer and Superbee schemes lead to exces-
sive dissipation of the interface in this test case as well as unphysical distortion 
of the scalar field. The SUB scheme has been found to offer excellent interface 
capturing as well as maintaining the integrity of the scalar distribution. Slight 
wrinkling of the rectangular test case by the SUB scheme is, however, noted. 
In order to try to eliminate the slight wrinkling, the blended SUB and Van 
Leer cases (SUBl and SUB2) used the angle between the normal to the scalar 
field and the grid lines (SUBl) and the velocity field (SUB2) to calculate a 
blending factor which weighted the SUB and Van Leer schemes. Whilst these 
two differencing schemes did slightly reduce the numerical wrinkling, the addi-
tion of the Van Leer scheme to the calculation of the fluxes in the spatial term 
resulted in an unacceptable increase in numerical dissipation. Furthermore, in 
a three dimensional turbulent flow field, the numerical dissipation introduced 
by using the Van Leer scheme for the calculation of the blending function is 
expected to further compromise the sharpness of the interface. A second two 
dimensional test case, that of a shearing flow, in which an initially circular 
scalar distribution is distorted by the flow field and then reversed in time back 
to its nominally initial state, is also studied. This test case is more indicative of 
the behaviour of the tested differencing schemes in a turbulent premixed flow 
fleld in which vortical structures are expected to distort the interface between 
burnt and unburnt gases substantially. The Van Leer and Superbee schemes 
were seen to lead to substantial numerical diffusion and in particular the poor 
resolution of the trailing edge of the sheared tear drop shaped scalar field led 
to significant distortion of the field. The SUB scheme maintained excellent 
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structural integrity of the scalar field as well as resolving the trailing edge 
of the sheared scalar field quite well. Application of the blending functions 
in the SUBl and SUB2 cases led to excessive resolution issues at the trailing 
edge whilst the SUB2 scheme also substantially distorted the final shape of the 
scalar field. Therefore, despite the introduction of a limited, but acceptable, 
degree of wrinkling, the 1st order TVD SUB scheme proved to be the most 
robust scheme studied. For this reason, it was chosen as the discretisation 
scheme for application to the spatial term in the reaction progress variable in 
the three dimensional turbulent premixed flame simulations. 
8.2 Further Work 
Large Eddy Simulation of turbulent reacting flows is a relatively recent devel-
opment and a great deal of work still remains to be done in order to accurately 
predict the behaviour of reacting flows. In terms of the application of an in-
terface capturing scheme to the spatial term in the reaction progress variable 
equation, the most compressive TVD scheme as defined by the Sweby TVD 
diagram has been implemented. This scheme has proved to be robust but in 
order to avoid the problems associated with inadequate resolution of very thin 
fingers of unburnt gas a method to identify these sub-grid burning regions of 
the flow field and deal with them appropriately must be found without the use 
of ad-hoc terms. 
The model used to describe the turbulent burning velocity is a relatively simple 
one and it may prove fruitful to explore the application of other models for 
the turbulent burning velocity although the disparate measurements of the 
laminar burning velocity reported in the literature also needs to be addressed. 
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The laminar burning velocity is strongly coupled to stretch effects in regions of 
high shear and/or curvature. A more sophisticated method of estimating the 
strain rate experienced by the flame needs to be found. The current practice 
of using the grid scale strain rate as an estimate leads to a qualitatively correct 
distribution of the stretch but may be inaccurate in terms of the quantitative 
values. 
The streamwise flapping of the ORACLES flame should be introduced through 
the application of either a sinusoidal forcing to the inlet velocity at the exper-
imentally measured frequency or the use of a compressible flow solver. This 
should lead to much improved predictions, particularly in the regions close to 
the upper and lower walls. 
Adaptive local mesh refinement in the region of the flame is a numerical mod-
elling approach which should be explored. If this type of mesh adaption is 
used, it should be possible to capture the flame front in an LES. Clearly the 
resolution required is computationally prohibitive for flows of engineering in-
terest, but as a first step, its application to a very simple turbulent flame would 
prove useful. 
The application of a radiative heat transfer model to the backward facing step 
problem should improve the temperature predictions. The lack of experimental 
species and temperature data for the ORACLES geometry limits the scope for 
analysis of numerical predictions of these quantities. An experimental program 
to ascertain this data would add greatly to the usefulness of the ORACLES 
geometry for the validation of prembced reacting Large Eddy Simulations. 
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Numerical Solution Procedure 
This section presents an overview of the numerical solution procedure adopted 
in this work. The in-house code, BOFFIN, has been developed over many 
years and is considered to be in a mature state. Much of the content of this 
section can therefore be found in several other works [165], [35], [16], [29] and 
indeed the numerical procedures applied here have been discussed in detail in 
the first two of these references and therefore only a brief summary is given 
here. 
A . l Velocity and Pressure Fields 
The numerical procedure used in this work employs a finite volume method 
based discretization of the governing equations presented in chapter 3. The 
governing equations considered are approximated by finite volume equations 
formulated in a transformed curvilinear coordinate system using a co-located 
A.l Velocity and Pressure Fields 
variable storage system. This allows the treatment of complicated geometries 
since a domain of complex shape in physical space is transformed onto a rect-
angular domain in computational space. 
If the velocity components are transformed into the computational space so 
that they are either orientated along the coordinate direction (covariant) or 
normal to the coordinate direction (contravariant), additional body force type 
terms are required since a coordinate orientated velocity vector turns with the 
coordinate direction and an apparent force is required to do this. In order to 
evaluate these terms, second derivatives of the grid coordinates are required. 
In non-smooth meshes, these terms can be ill behaved [134]. For this rea-
son, the Cartesian velocity components are retained in this work. All spatial 
derivatives, apart from the convective fluxes used for the enthalpy transport 
equation and the reaction progress variable equation, use second order central 
difference approximations. The technique applied to the spatial derivatives in 
the reaction progress variable equation have been discussed in detail in chap-
ter 5. The spatial derivatives in the enthalpy equation have been approximated 
using the Van Leer scheme in keeping with the usual procedure adopted for the 
simulation of the mixture fraction as presented in several works [35], [16], [29]. 
The second order accurate temporally centred Crank-Nicolson scheme is used 
for the time integration and as noted by Wille [165] is virtually neutral with 
regard to numerical diffusion. The Crank Nicolson scheme takes on its usual 
form and can be written for a one dimensional convection/diffusion problem 
as [165]; 
^ . - 4 4 (A.1) 
At 2 \ 5x J 2 \ 5x^ Sx^ 
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where - ^ \ i and are difference operators and the superscripts n + 1 and n 
correspond to the time level at which the variables are evaluated and A t is the 
time step. The time step is controlled by limiting the largest cell Courant num-
ber to 0.3 in the present work in order to ensure temporal accuracy [35]. There-
fore, due to the time over resolution, errors resulting from the approximations 
in the transient term can be considered negligible [165]. The discretization 
scheme results in a system of algebraic equations of the form 
Ap(j)p = ^ An(t)n + Sp (A.2) 
N 
where N represents the neighbouring nodes and Sp is the linearised source 
term which contains all terms not expressed in terms of the face fluxes. A 
preconditioned conjugate gradient solver is then used to solve the set of equa-
tions. The bi-conjugate solver of Van der Vorst [157] is used for the solution 
of the velocity and scalar fields and an approximate factorization technique 
is used to determine the pressure field and ensure mass conservation. The 
Rhie and Chow [132] pressure smoothing technique is used to prevent odd-
even node decoupling of the pressure and velocity fields. A conjugate gradient 
method is employed with incomplete Cholesky preconditioning in order to 
solve the pressure increment equation [82]. The parallel implementation uses 
a domain decomposition technique which employs the MPI message passing 
protocol [62]. 
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A.2 Boundary Conditions 
In order to complete the description of the physical problem to which a numeri-
cal solution is being sought, the application of boundary conditions is required. 
The Navier-Stokes equations contain five dependent variables, p , p and Uj, for 
which boundary conditions must be supplied. Generally, these variables are 
taken from experimental data. The density is supplied based on the density 
of the mixture entering the domain. The velocity requires the application of 
boundary conditions and the pressure is specified at the outlet in those cases 
which apply a fixed outlet pressure boundary condition. In order for mass 
conservation over the entire domain to be satisfied, the following expression 
must be satisfied 
== 0 (/LZI) 
If the mass conservation condition is not satisfied, then the Poisson equation 
for the pressure has no solution [77]. 
A.2.1 Inflow Boundary Condit ions 
At the inlet, two types of boundary conditions are used for the velocity. The 
first of these applies a simple artificial inflow boundary condition whereby in-
stantaneous velocity components at the inlet are generated by adding a random 
perturbation to the mean inflow velocity using experimentally measured rms 
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quantities 
(a:, = < > (a:, + y X ili > 1 ^ (A.4) 
where < Ui > is the experimentally ascertained mean velocity at the 
inlet and < Uj is the root mean square of the turbulent fluctuations in w, 
at the inlet, and y) is a random number having a Gaussian distribution. This 
velocity field is very unphysical since it lacks spatial and temporal information. 
If the velocity at each point in the inflow is generated at each time step, then 
the high frequency oscillations at the inlet will be damped very rapidly by 
the sub-grid model. The inflow boundary conditions for the reaction progress 
variable specify a value of 1.0 at the inlet, indicating the presence of fresh gas. 
The enthalpy equation boundary condition at the inlet is calculated using the 
temperature of the unburnt gas and the mole fractions of the species present 
in the unburnt mixture (in all reacting cases reported here, the unburnt pre-
mixture consisted of CsHg, and Air). These variables are used in the JANAF 
tables [20] which are available at [3] to give the enthalpy boundary condition 
at the inlet. 
A second approach due to Klein et al [87] for generating synthetic turbulence 
was also used. This approach generates a velocity signal which possesses cer-
tain statistical properties which have been measured experimentally. These 
properties can include the mean velocity, Reynolds stresses, two point correla-
tions as well as length and time scales. The procedure is split into two parts. 
Firstly, a three-dimensional signal Ui possessing three dimensional properties 
which typically include prescribed two point statistics such as a time scale and 
a length scale is generated for each of the velocity components. The required 
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Reynolds stress tensor can be obtained using a transformation such as that 
due to Lund et al [111]. In order to create a two point correlation let be a 
series of random data with zero mean and unity variance. Then, the quantity 
N 
n=—N 
— ^ ] b n f m + n (A.5) 
defines a convolution or a digital linear non-recursive filter. The quantity Um is 
the value of one velocity component at a point in space or time and corresponds 
to a single realization. The are the filter coefficients and N is connected to 
the support of the filter. Because < r^rn > = 0 for m ^ n it follows that: 
and this determines the relationship between the filter coefficients and the 
two-point correlation function of u . A three-dimensional filter can be obtained 
from the convolution of three one-dimensional filters: 
bijk = bi • bj • bk . (A.7) 
It is assumed that the correlation function depends only on the separation 
distance, r = |r| and a single length scale. The following shape is presumed: 
Ruuir, 0,0) = exp (A.8) 
Suppose A x is the grid spacing and L = n A x is the desired length scale, then 
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the correlation function can be written in discretized form as: 
("i^) 
where the filter coefficients are given by: 
h^h / ( y 1 &nd 6* := exp • (A.IO) 
Using these filter coefficients, it is possible to filter a collection of random 
maps differing for only a row or a column of random numbers. If the random 
numbers are shifted between subsequent filtering operations it is possible to 
obtain filtered fields of data in which every field has a spatial correlation and 
each point of a given filtered field is correlated with the same point of some of 
subsequent filtered maps. This property amounts to a temporal correlation. 
Throughout the course of this work, the length scale is assumed to be the 
thickness of the boundary layer as measured based upon the rms profile at the 
inlet and the time scale is the time taken for a circular vortex which has a 
diameter equal to this length scale to be convected through its full length by 
the inlet reference velocity. 
A.2.2 Outflow Boundary Condit ions 
In time or ensemble averaged calculations, a zero gradient boundary condition 
is often applied to the velocity at the outlet: 
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where denotes the gradient normal to the outlet boundary. This condition 
does not hold on an instantaneous basis, but if the mean flow at the outlet is 
approximately parabolic then the errors resulting from the application of this 
expression are expected to only influence the flow in the region close to the 
boundary. 
Application of this approach, however, has been found to lead to small oscilla-
tions at the outflow of the backward step problem reported here. A convective 
boundary condition, similar to that employed by Branley [16], is adopted for 
the inert case: 
^ 1 ,rr _ n fAirA 
lout I ^con(x,t) lout — u (A.iZj 
where Ucon(x,t) is the convective velocity. This convective outflow condition is 
equivalent to the application of Taylor's hypothesis (frozen turbulence) at the 
outflow and is valid when the turbulent fluctuations are small in comparison to 
Ucon{x,t)- Ucon{x,t) IS defined here as the bulk velocity required to ensure conser-
vation. The definition of an appropriate convective velocity can, however, be 
difficult to define particularly in the presence of a recirculation at the outlet. 
In the combusting cases, it was found necessary to specify the pressure at the 
outlet as simple extrapolation from the internal values led to low frequency 
oscillations in the pressure field and subsequently the velocity field in the outlet 
section. The large temporal density variations associated with a premixed 
flame led to the pressure field at the outlet becoming unstable. Therefore, the 
reference pressure used as part of the pressure increment equation formulation 
is located at the outlet so that the pressure correction along the outlet would 
be zero. 
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A non-reflective condition is used at all times for the reaction progress variable 
and the enthalpy at the outlet. 
A.2.3 Wall Boundary Condit ions 
At walls, the no-slip condition is applied 
Uj = 0 (A.13) 
where W denotes the solid boundary surface. As full wall resolution is com-
putationally prohibitive, a simple viscous condition cannot be used at the wall 
to capture the correct wall shear stress. An approximate wall law is therefore 
used to model the effect of the viscous sub-layer on the flow. These issues are 
discussed in Chapter 3, section 3.6.5. 
A.2.4 Periodic Boundary Condit ions 
The computational expensive associated with the application of side walls in 
certain geometries makes the use of periodic conditions very attractive since it 
allows the size of the domain to be reduced as well as reducing the resolution 
requirements. Periodicity is used in the spanwise direction in chapters 6 and 
7. To apply a periodic condition: 
^{x,t)\i = (l){x,t)\2 (A.14) 
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^ 1 . = (A.15) 
where the subscripts 1 and 2 are the cell face locations of the two associated 
periodic boundaries. Thus, the colocation of two layers of nodes is required; 
an interior node and a dummy node. These conditions are applied to all 
dependent variables including the pressure increment. This modification leads 
to the coefficient matrix of the discretized equations becoming unhanded and 
therefore appropriate solvers must be used for the velocity and pressure fields. 
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Flame Stretch and Quenching 
The Clavin and Williams approach to quantifying the effect of flame stretch 
on quenching has been introduced in section 4.7.1. A general overview of other 
techniques used to include this affect is given here, with particular emphasis 
on those techniques which are applicable to LES. 
B . l Various Approaches to modelling Quench-
ing 
B . l . l T h e Klimov-Williams Cri ter ion 
The Klimov-Williams Criterion for quenching [167] was the first approach for 
flamelet quenching. This approach assumed that all scales of motion down to 
the Kolmogorov scale convert flame strain into stretch. The Criterion states 
that if the Karlovitz Number, equation B.l (Defined as the ratio of the chemical 
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time scale, , to the Kolmogorov time scale, tk) is greater than unity, then 
the flame is quenched. This occurs when the Kolmogorov scale is smaller than 
the flame thickness: 
The Kolmogorov scales, however, have minimal effect on the flame stretch, 
since the time scales associated with them are small in comparison to flame 
quenching times as defined in equation 4.50 and hence the flame does not 
have time to respond to quenching due to local stretch and curvature effects 
induced by the high frequency fluctuations. It is therefore apparent that pre-
mixed flames are more difficult to quench than the Klimov-Williams Criterion 
suggests. 
B. l . 2 In te rmi t t en t Turbulence Net F lame St re tch (IT-
NFS) Model 
Meneveau and Poinsot [114] suggest (in the context of solving a Flame Surface 
Density (PSD) Equation, but not limited to) that the efficiency of eddies of a 
given size and velocity at stretching a flame can be accounted for by removing 
the effect of those eddies which do not stretch a flame. 
The actual strain rate can be estimated as the product of the efficiency cor-
rection function (to be defined below) and the total (theoretical) strain rate 
multiplied by a constant of the order of unity. This constant results from the 
fact that eddy interactions in complex turbulent flows are more complicated 
318 
B.l Various Approaches to modelling Quenching 
than the vortex pairs used in the analysis here. A value of 0.28 has been found 
to be a good choice. 
An estimate of the strain induced by a given eddy of radius, r, with a velocity 
Vr and is given by equation 4.50. At different scales, the influence of ^ on 
stretch varies due to the inability of small scales to interact with the flame 
and as such the e f f i c i e n c y c o r r e c t i o n f u n c t i o n , C e , is introduced and relates 
the size of a given eddy to the flame thickness and is defined as 
^ == 4 ^ ^ 0.28Ce f f - ) ^ (B.2) 
A dt \If J r 
where Cc is given by a simple curve fit as: 
Ce ( ^ ) = 10-<') (B.3) 
and c (s) and s are given by 
In Meneveau and Poinsot, Q was estimated from direct simulations of flame-
vortex interactions and is valid for flames propagating into a turbulent flow 
with a zero mean velocity. The estimate is rather crude and in practical 
combustion environments is only applicable, to first order, in situations such 
as a turbulent flame behind a bluE body (e.g. backward step). 
The analysis of Klimov-Williams implies that there is an eddy velocity scale 
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associated with each eddy length scale. In real turbulent flows, the turbulence 
is intermittent and the effect of this needs to be accounted for. This is incor-
porated into a model for the total stretch of the flame (the rate of creation 
of surface area) which occurs without quenching. The total strain rate can be 
estimated as 
SrOc) = (E(.5) 
where the Sr{x) replaces y in equation B.2 and accounts for the intermittency 
and results in a relationship which can then be integrated over all eddy sizes to 
give a measure of the effect of the total strain field on the actual flame. Vr{x) 
is the velocity distribution as a function of eddy size, r, at flame location, x , 
in which intermittency has been accounted for. 
(i) = 0.28C gr(a:) (B.6) 
This expression is then integrated over all a (explained below) along the flame 
front and gives the total strain acting on a flame surface due to scales of size 
r as: 
r r+oo 
{Kr)= / Kr{x)dx= / Kr{a)Pr{a)da (B.7) 
J Front J—oo 
where (a) is given by equation B.6 and Pr (a) is obtained from DNS data 
and is as a result of including intermittency in the analysis. We have integrated 
over X along the flame front which is equivalent to integrating over a, where 
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/ (a) is independent of r and the Reynolds number and can be interpreted as 
a distribution function of the dissipation in log-log units normalized by the 
log (£). / ( a ) has been measured in a great many turbulent flows and has 
been shown to be a universal feature of high Reynolds number turbulence. 
The integral over all scales, r, is then performed and leads to the following 
expression: 
'F / J Front 
I n ' ^ 
r 
(B.8) 
It should be noted that this quantity defines the total strain in the absence 
of quenching. In order to calculate the net stretch including the effect of 
quenching, (K) is modified by removing the amount of flame stretch suppressed 
by quenching. This removal of flame stretch is due to the fact that some of the 
flame surface has been removed due to quenching. The net stretch,.^, whose 
model is know as the ITNFS model, is therefore given by: 
where Pg is the fraction of the surface which has been quenched. This effect 
is not instantaneous and is associated with the quenching time, t g . 
The above expression for (K) is then normalized using the large-scale strain 
^ and has been used in various forms by several authors, including, [45] and 
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[23]: 
^ (B.io) 
Lt 
where the large-scale strain and can be represented in an LBS as: 
and Lt, the integral length scale, is usually approximated in LES by A. k , the 
kinetic energy (sgs kinetic energy in an LES), is approximated by equation 4.63. 
Fureby [45] and Colin et al [30] have omitted the | in their LES models 
can be calculated using the procedure in [114] and provides a useful tool for 
modelling. They propose a regression for fitting as a function of . 
Colin et al [30] propose a fit, Equation 4.22 ,to the above expression (ignoring 
intermittency, which as stated in section 4.4.2, is found to have minimal effect 
on the results). 
As part of the development of a fractal flame-wrinkling model for application in 
an LES, Pureby [45] models the tangential strain rate according to the ITNFS 
model equation, B.IO, (without using the Probability of quenching as seen in 
equation B.9 ) , and then uses this in the quantification of the fiame wrinkling 
closure term. The Clavin Williams [28] expression (See Section 4.7.1) is then 
used to modify the unstrained laminar burning velocity for the eflFect of strain. 
Grinstein et al [46] also use the ITNFS model in an LES, but with a linear 
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relationship between the tangential (interface) strain rate and the extinction 
strain rate to account for the effect of strain rate on the laminar burning 
velocity. This model, whilst reducing the laminar burning velocity in the 
presence of strain, does not explicit try to capture the physics of quenching. 
The ITNFS model is also used by Hawkes and Cant [71] in a Flame Surface 
Density Approach to LES of a premixed flame. A transport equation for the 
LES-FSD is solved in order to close the reaction progress variable equation. 
This LES-FSD model has a contribution from the straining of the fluid motion 
on the flame surface (tangential strain) and this contribution is split into a 
resolved scale tangential strain and an sgs strain term. The sgs strain term is 
closed using equation B.IO. Hawkes and Cant make no attempt to modify Si 
due to flame quenching. 
Duclos et al [39] make a comparison of flamelet models for premixed com-
bustion and in particular, the ITNFS approach is used to close the flame 
production due to stretch term in a transport equation for the FSD in two 
coherent flame model RANS approaches. Again, this does not try to account 
for quenching. 
Cheng et al [26] attempt to account for the eflfect of strain on quenching by 
including a critical stretch in their RANS approach where the critical stretch 
is given by: 
Kcrit = aoi^c { 0 ) (B.12) 
where ao and are model constants. 
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B.1.3 Local Combust ion Ext inct ion Mode l 
Zimont and Lipatnikov, [172], proposed the following model to account for 
the effect of flame stretch on quenching. The probability of quenching, G, is 
multiplied by the unstrained laminar burning velocity and results in the 
strained laminar burning velocity, Sl-
( t + I)] L n 
Where e r f c is the error function and is associated with integrations of a Gaus-
sian distribution, and a is the standard deviation of the log-normal distribu-
tion; 
cT = 0.26Ln- (B.14) 
V 
The critical dissipation rate, €„•, is given by 1.5z/gcr ,^ where z/ is the kinematic 
viscosity, Qct is the critical strain rate at which quenching occurs and is mod-
elled. e is the dissipation rate and can be calculated from the resolved strain 
rate in an LBS as: 
e — — (B.15) 
where u is calculated using equation 4.14. This model also requires good 
estimates of the integral and Kolmogorov scales. In an LES the cell size A 
is often assumed to be the integral scale and the Kolmogorov scale can be 
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estimated as 
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