Mainstream automatic speech recognition has focused al most exclusively on the acoustic signal. The performance of these systems degrades considerably in the real world in the presence of noise. On the other hand, most human listen ers, both hearing-impaired and normal hearing, make use of visual information to improve speech perception in acous tically hostile environments. Motivated by humans' ability to lipread, the visual component is considered to yield in formation that is not always present in the acoustic signal and enables improved accuracy over totally acoustic sys tems, especially in noisy environments. In this paper, we investigate the usefulness of visual information in speech recognition. We first present a method for automatically locating and extracting visual speech features from a talk ing person in color video sequences. We then develop a recognition engine to train and recognize sequences of vi sual parameters for the purpose of speech recognition. We particularly explore the impact of various combinations of visual features on the recognition accuracy. We conclude that the inner lip contour features together with the informa tion about the visibility of the tongue and teeth significantly improve the performance over using outer contour only fea tures in both speaker dependent and speaker independent recognition tasks.
INTRODUCTION
In the field of automatic speech recognition (ASR), main stream research has focused almost exclusively on the acous tic signal and has ignored the visual speech cues. While purely acoustic-based ASR systems yield excellent results in a laboratory environment, the recognition error rate can increase dramatically in the real world in the presence of noise such as in a typical office environment with ringing telephones, noise from fans and human conversations. Noise robust methods using feature-normalization algorithms, mi crophone arrays, representations based on human hearing and other approaches have only limited success in these en vironments. Indeed, multiple speakers are very hard to sep arate acoustically.
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To overcome this limitation, automatic speechreading systems, through their use of visual information to augment acoustic information, have been considered. The first au tomatic speechreading system was developed by Petajan in This paper is organized as follows. Section 2 gives a review of previous work on extraction of visual speech fea tures. Section 3 presents our visual front end for lip feature extraction. In Section 4, we examine the problem of speech recognition using visual speech information. Finally, Sec tion 5 concludes the paper.
PREVIOUS WORK
The choice for a visual representation of lip movement has led to various approaches to visual speech feature extrac tion. At one extreme, the entire image of the talking per son's mouth is used as a feature [3, 4] . In this case no information is lost, but it is left to the recognition engine to determine the relevant features in the image. This ap proach tends to be very sensitive to changes in illumina tion, position, and speaker [5] . With other approaches, only 0-7803-7402-9/02/$17.00 11:>2002 mEE 11-1993 a small set of parameters describing the relevant informa tion of the lip movement is used for the recognition. In this approach, model-based methods such as deformable tem plates, "snakes" and active shape models [2] are commonly used. Traditionally, they are performed using gray-scale im ages. The difficulty with these approaches usually arises when the contrast is poor along the lip contours, which oc curs quite often under natural lighting conditions. In partic ular, edges on the lower lip are hard to distinguish because of shading and reflection.
An obvious way of overcoming the inherit limitation of the intensity-based approach is to use color, which can greatly simplify lip identification and extraction. Lip feature extraction using color information has gained interest in re cent years with the increasing processing power and storage of hardware making color image analysis more affordable.
In this work, we present an approach that extracts lip features using color video sequences. Previous work re stricts the visual speech features to the lip outer contour only. However, it is known from human perceptual stud ies that more visual speech information is contained within the lip inner contour. Besides, the presence/absence of the teeth and the tongue inside the mouth is also important to human Iipreaders [6] . We, therefore, aim at extracting both outer and inner lip contour parameters, as well as detecting the presence/absence of teeth and tongue. To derive the lip dimensions within a video sequence, we make use of both color and edge information of an im age. These are combined within a Markov random field (MRF) framework, which has been shown to be suitable for the problem of spatial statistical modeling. Details of MRF-based lip segmentation can be found in [8] .
LIP FEATURE EXTRACTION
Segmentation results with different persons and differ ent lip opening situations are demonstrated in Fig. 2 Fig. 3 shows the extracted key feature points. We perform the speech recognition task using the audiovisual database from Carnegie Mellon University [9] . This database includes ten test subjects (three females, seven males) speaking 78 isolated words repeated 10 times. In our experiment, we use the data set for seven weekdaysMonday, Tuesday, Wednesday. Thursday. Friday, Saturday.
Sunday.
We conducted tests for both speaker dependent and in dependent tasks using visual parameters only. The eight vi sual features used are: Wi, W2, hi, h2, h3, h. corresponding to Fig. 4 , and the presence/absence of the teeth/tongue. For comparison, we also provide test results on partial feature sets. In particular, we limited the features to the geometric dimensions of the inner contour (W1' �), and outer con tour (W2, h1 + h2 + h3)' The role of the use of the tongue and teeth parameters was also evaluated. For the HMM, we used ten states and the recognition system was implemented using the HTK Toolkit.
For the speaker dependent task, the test was set up by using a leave-one-out procedure, i.e., for each person, nine repetitions were used for training and the tenth for testing.
This was repeated ten times. The recognition rate was av eraged over the ten tests and again over all ten speakers.
For the speaker independent task, we use different speakers for training and testing, i.e., nine subjects for training and the tenth for testing. The whole procedure was repeated ten times, each time leaving a different subject out for testing.
The recognition rate was averaged over all ten speakers. We observe that the geometric dimensions of the lip outer contour, as used in many previous approaches, are not adequate for recovering the speech information. While the use of the lip inner contour features achieves almost the same recognition rate as that of the lip outer contour in the S.D. mode, it outperforms the former by a signifi cant II % in the S.I. task, and suggests it provides a better speaker independent characteristic. The contribution of the use oftongue/teeth is 5.1% in the S.D. and 3.8% in the S.I. task. The delta features yield additional improved accuracy by providing extra dynamic information. OveraU best re sults are obtained by using all relevant features, achieving 78.285% for S.D. and 48.43% for S.I. task. These compare favorably with using outer contour only features by 12.8% for S.D. and 15.7% for S.l., respectively.
S. SUMMARY AND CONCLUSIONS
In this paper we described a method of automatic lip feature extraction and its application to speech recognition. Our algorithm first reliably locates the mouth region, then sub sequently segments the lip from its surroundings by utiliz ing a Markov random field framework. The lip key points that define the lip position are detected and the relevant vi sual speech parameters are derived and form the input to the recognition engine. In our speech recognition experi ments, we applied hidden Markov models to model the ex tracted features. Experiments from both speaker dependent and speaker independent tasks indicate that the lip features of the outer contour alone are not sufficient for recovering the relevant speech information. By incorporating the inner lip contour features and the information about the visibility of the tongue and teeth, significant improvements of 12.8% for speaker dependent case and 15.7% for speaker indepen dent case can be achieved.
