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Abstrakt: 
Tato diplomová práce se zabývá problematikou klasifikace objektů na základě 
příznaků získaných z obrazů. Práce patří do oboru počítačového vidění. Popisuje 
možné nástroje pro klasifikaci (např. neuronové sítě, rozhodovací stromy, atd.). 
Nezbytnou součástí je popis objektů pomocí příznaků. Příznaky jsou vstupními daty 
klasifikátoru. Praktická část práce se zabývá klasifikací souboru předmětů, které se 
běžně vyskytují doma (nůžky, CD, lepicí páska, atd.). Analyzovaný obraz je 
předzpracován, prahován v barevném modelu HSV. Následně jsou rekonstruovány 
defekty vzniklé segmentací pomocí morfologických operací. Poté jsou určeny 
hodnoty příznaků, které jsou vstupem klasifikátoru. Klasifikátor má podobu 
rozhodovacího stromu. 
 
Abstract: 
This master's thesis deal with problems of classification objects on the basis of 
atributes get from images. This thesis pertain to a branch of computer vision. 
Describe possible instruments of classification (e.g. neural networks, decision tree, 
etc.). Essential part is description objects by means of atributes. They are imputs to 
classifier. Practical part of this thesis deal with classification of object collection, 
which can be usually found at home (e.g. scissors, compact disc, sticky, etc.). 
Analyzed image is preprocessed , segmented by thresholding in HSV color map. 
Then defects caused by a segmentation are reconstructed by morfological operations. 
After are determined atribute values, which are imputs to classifier. Classifier has 
form of decision tree. 
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1. ÚVOD 
Pro dnešní moderní dobu je typické, že technika (obzvláště výpočetní 
technika) zasahuje do všech oblastí lidského života. Dalo by se říci, že se bez 
moderní techniky již neobejdeme. Vzrůstající kvalita výpočetní techniky nám stále 
víc umožňuje řešit s její pomocí složitější a složitější problémy. Není žádnou 
výjimkou, že moderní technické zařízení nahradilo práci kvalifikovaného člověka.  
Typickým představitelem by mohla být oblast počítačového vidění, která 
se stále více rozrůstá a nachází nové a nové uplatnění. S pomocí snímačů (nejčastěji 
kamer) používaných v oblasti počítačového vidění se dají řešit rozličné problémy. 
Nejjednodušším problémem může být rozpoznání přítomnosti předmětu v určitém 
místě. Často se využívá aplikace počítačového vidění při měření (např. rozměrů, 
rychlostí, ...), typickou aplikací v dnešní době je kontrola dopravní situace, hojně je 
využíváno dovedností počítačového vidění v defektoskopii a v mnoha dalších 
oblastech. 
Je tedy zřejmé, že oblast počítačového vidění je moderní technická disciplína, 
která se může díky rychlému zdokonalování výpočetní techniky stále častěji 
uplatňovat nejen při řešení technických problémů v průmyslu, ale čím dál častěji 
i v běžném životě. Proto stojí za to se počítačovým viděním zabývat. 
Diplomová práce má kromě úvodu tři hlavní kapitoly. První dvě kapitoly se 
podrobně zabývají teorií získávání a zpracování obrazu. Je podrobně rozebrána 
problematika předzpracování a segmentace i s uvedením některých užitečných 
algoritmů. Jedním z cílů této práce je popsat problematiku získávání příznaků 
z obrazu a především klasifikace obrazu. Z tohoto důvodu je této problematice 
věnována zvláštní kapitola. V poslední kapitole je popsáno praktické řešení úlohy a 
diskuzí výsledků. 
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2. ZÍSKÁNÍ A ZPRACOVÁNÍ DIGITÁLNÍHO 
OBRAZU 
2.1 ZÁKLADNÍ POJMY 
Obraz může být modelován matematicky pomocí spojité skalární funkce f 
dvou nebo tří proměnných, které se říká obrazová funkce. V jednoduchém případě 
je statický obraz popsán obrazovou funkcí dvou souřadnic v rovině f(x,y). Obrazová 
funkce tří proměnných se použije, když se obrazy mění v čase t nebo v případě 
objemových obrazů, např. tomografu.  
Hodnoty obrazové funkce odpovídají některé měřené fyzikální veličině, např. 
jasu u obrazu z černobílé TV kamery, teplotě termovizní kamery nebo schopnosti 
pohlcovat záření v daném místě objemu u rentgenového tomografu. Pro skalární 
obrazovou funkci dvou proměnných f(x,y) je užíván název intenzitní obraz.  
V počítači pracujeme s digitalizovanými obrazy, kde je obrazová funkce 
f(x,y) představovaná maticí. Prvky matice se nazývají obrazové elementy (pixely), 
jejichž hodnota je úměrná množství světelné energie. Z hlediska digitalizovaného 
obrazu je obrazový element nejmenší dále nedělitelná jednotka. Často se pro 
jednoduchost používá i termín bod, i když jde o pixel konečných rozměrů [3].  
 
2.2 ZÍSKÁNÍ OBRAZU 
Proces získání a zpracování obrazu výpočetní technikou má několik 
základních částí (viz. Obr. 1). V reálné aplikaci však nemusí být vždy dodržena 
přesně tato struktura zpracování. Některé části mohou být vynechány (např. 
předzpracování), jiné mohou být sloučeny. Způsob získávání a zpracování obrazu 
závisí především na člověku, který na něm pracuje a také na řešeném problému.  
Z pohledu technické realizace je snímací řetězec tvořen třemi zařízeními 
(zdrojem světla, snímačem obrazu a počítačem). Počítač provádí celé zpracování 
obrazu. Je vybaven digitalizační kartou (blok A/D) a ostatní části (např. 
předzpracování, ...) jsou řešeny softwarem. 
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Obr. 1 Řetězec snímání a zpracování obrazu 
Proces získávání a zpracování má tyto základní části: 
• osvětlení 
• snímač obrazu (nejčastěji kamera) 
• A/D převodník 
• předzpracování 
• segmentaci 
• popis 
• další nástroje (klasifikace, měření, ...) 
 
2.2.1 Osvětlení 
Volba vhodného typu osvětlení je velmi důležitou částí návrhu snímacího 
řetězce. Vhodné nasvícení scény následně může velmi zjednodušit zpracování 
získaného obrazu. Základním důvodem osvětlování scény je zlepšení viditelnosti 
snímaného objektu. Využití některých zvláštních druhů osvětlení (např. infračervené 
záření) může zvýraznit některé vlastnosti (např. defekty), což je někdy velmi žádoucí 
(např. v defektoskopii). 
Ve většině případů je denní osvětlení nedostatečné, proto se používají 
„přídavné“ zdroje světla. Do této skupiny patří žárovky, zářivky, výbojky, LED 
diody, lasery, ... Podle vlnové délky λ (viz. Obr. 2) dělíme světlo na ultrafialové 
(λ<380nm), viditelné (380nm≤λ≤700nm) a infračervené (λ>700nm). Podle způsobu 
osvětlování dělíme zdroje světla na bodové, plošné a kruhové. Využitím clony 
umístěné před světelným zdrojem můžeme získat různé vzory (tvary) světelného 
paprsku. 
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Obr. 2 Spektrum světla [4] 
 
2.2.2 Snímač obrazu 
Snímač obrazu je zařízení, s jehož pomocí získáváme obraz snímané scény. 
Skládá se ze dvou základních částí: 
• objektivu 
• senzoru 
Objektiv je tvořen soustavou čoček, které zaostřují snímaný obraz 
na fotocitlivý senzor. Mezi základní vlastnosti objektivů patří ohnisková vzdálenost, 
světlost, ... U některých druhů objektivů je možné měnit ohniskovou vzdálenost 
čoček (tzv. zoom). Této vlastnosti se využívá k přibližování snímaného předmětu. 
Objektivy obsahují také tzv. clonu, kterou se reguluje množství procházejícího 
světla. Podle úhlu záběru scény se objektivy dělí na normální, širokoúhlé 
a teleobjektivy. Normální objektivy mají úhel záběru velmi podobný, jako lidské oko 
(asi 50°). Samotný název napovídá, že širokoúhlé objektivy mají velký úhel záběru 
(až 180°). Oproti nim mají teleobjektivy velmi malý záběr.  
 
Obr. 3 Objektiv [5] 
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Nevýhodou objektivů je vznik odchylek (tzv. aberací) v obraze od skutečného 
obrazu. Tyto aberace jsou dány přímo zkreslením optické soustavy. Vady objektivů 
dělíme na: 
• sférické aberace 
• chromatické aberace 
• astigmatismy 
• asymetrické aberace 
• zkreslení obrazu (soudkovité, poduškovité) 
• zklenutí zorného pole 
• difrakční vady 
• vinětace atd. 
Výrobci se snaží tyto vady odstranit, ale není možné vytvořit objektiv zcela 
bez vad. Druh vady, kterou objektiv má, ho pak předurčuje k použití v určité oblasti.  
Neméně důležitou částí snímače obrazu je senzor, který je tvořen 
světlocitlivými prvky. Obrazové senzory lze dělit podle mnoha kritérií, např. podle 
způsobu snímání na řádkové a plošné, podle typu barevné informace na barevné 
a černobílé, podle rozměru na 1/3“, 1/2“, 2/3“, podle použité technologie na CCD 
(Charge Coupled Devices) a CMOS (Complementary Metal Oxide Semiconductors). 
Mezi základní vlastnosti CMOS senzorů patří značná odolnost proti šumu, nízká 
spotřeba a vysoká hustota prvků na čipu. CCD čipy jsou většinou kvalitnější.  
 
2.2.3 A/D převodník 
A/D převodník je ve většině případů realizován kartou, která je připojena 
k základní desce počítače. Provádí vzorkování vstupního spojitého signálu 
ze snímače obrazu do diskrétní podoby (matice MxN pixelů). Jasové úrovně 
spojitého signálu je nutné kvantovat do K úrovní. Aby bylo vzorkování prováděno 
správně, musí být realizováno podle Shannonova teorému, který říká, že pokud nemá 
dojít ke ztrátě informace, musí být vzorkovací frekvence alespoň dvojnásobkem 
nejvyšší frekvence obsažené ve vzorkovaném signále.  
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2.3 PŘEDZPRACOVÁNÍ OBRAZU 
Cílem předzpracování je upravit obraz tak, aby mohl být následně snáze 
využíván nadřazenými úrovněmi zpracování. Je zapotřebí potlačit šum, zkreslení 
a zvýraznit či potlačit rysy obrazu. Při předzpracování je využíváno nadbytečnosti 
údajů v obraze. Sousední pixely mají velmi podobnou (někdy dokonce stejnou) 
hodnotu jasu. Metody předzpracování dělíme: 
 
Obr. 4 Dělení metod předzpracování 
 
2.3.1 Bodové jasové transformace 
U jasových korekcí závisí jas v bodě výstupního obrazu pouze na jasu bodu 
ve vstupním obraze se stejnými plošnými souřadnicemi [1]. 
Jasové korekce slouží k odstranění chyb v obraze vzniklých vlivem 
hardwaru. Konkrétně může jít o chybu vzniklou nestejnou citlivostí všech 
světlocitlivých prvků snímače obrazu nebo chybu vzniklou nerovnoměrným 
osvětlením.  
PŘEDZPRACOVÁNÍ 
BODOVÉ JASOVÉ 
TRANSFORMACE 
GEOMETRICKÉ 
TRANSFORMACE 
LOKÁLNÍ 
PŘEDZPRACOVÁNÍ 
RESTAURACE 
OBRAZU 
MATEMATICKÁ 
MORFOLOGIE 
JASOVÉ KOREKCE 
ZMĚNA JASOVÉ STUPNICE 
PLOŠNÁ TRANSFORMACE 
JASOVÁ TRANSFORMACE 
VYHLAZOVÁNÍ OBRAZU 
DETEKCE HRAN, OSTŘENÍ 
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Jednou z možností jasové korekce je pořídit obraz s objektem I0, obraz 
za stálých světelných podmínek bez objektu If (korekce osvětlení) a obraz za tmy Ib 
(korekce nelinearity snímače).  
( ) ( ) ( )( ) ( )jiIjiI
jiIjiI
MjiI
bf
b
C
,,
,,
,
0
−
−
×= . (1) 
  
Konstanta M slouží ke změně kontrastu výsledného obrazu. 
Změna jasové stupnice spočívá ve změně určité hodnoty jasu ve vstupním 
obraze na jinou hodnotu jasu ve výstupním obraze. 
 
Obr. 5 Některé změny jasové stupnice 
Pro zvýšení kontrastu je možné využít ekvalizace histogramu. Ekvalizace 
spočívá ve změně rozložení intenzit v obraze tak, aby byly všechny zastoupeny 
přibližně rovnoměrně. Provede se podle následujícího vztahu: 
( )∑
=
+
×
−
=
Kp
pi
k qiH
NM
qq
q
0
0
0
, (2) 
kde <p0,pk> je původní interval jasových hodnot, <q0,qk> je nový interval 
jasových hodnot a H(i) je hodnota histogramu v bodě i. 
 
255 
255 negativ 
prahování
p 
q 
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2.3.2 Geometrické transformace 
Název geometrické transformace napovídá, že budou sloužit k úpravě 
geometrie (tvaru) obrazu. Geometrická transformace se provádí ve dvou částech. 
Nejdříve se provede plošná a následně jasová transformace. 
 
Obr. 6 Druhy zkreslení – a)soudek, b)poduška, c)natočení detektoru [8] 
Plošná transformace přiřadí k bodům ve vstupním obraze odpovídající body 
výstupního obrazu. Přiřazení se provede pomocí transformační funkce, která 
je předem známa nebo se určí z podoby původního a transformovaného obrazu (např. 
aproximací polynomem n-tého řádu a metodou nejmenších čtverců). 
Jasová transformace určí hodnotu jasu, která bude odpovídat pixelům 
výstupního obrazu. Určí se např. jako průměrná hodnota pixelů vstupního obrazu, 
které mají souřadnice velmi blízké souřadnici pixelu výstupního obrazu. 
 
Obr. 7 Jasová transformace [8] 
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2.3.3 Lokální operace předzpracování (LOP) 
LOP využívají lokálních operátorů, které pro výpočet jasové hodnoty pixelu 
výstupního obrazu používají malou oblast vstupního obrazu. Díky této vlastnosti 
dochází ke zmenšení výstupního obrazu v závislosti na velikosti zvolené oblasti. 
Bude-li využívána oblast 3*3 pixely vstupního obrazu, bude mít výstupní obraz 
menší rozměry o 2 pixely, protože na okrajové body vstupního obrazu nelze 
aplikovat lokální operátor.  
 
Obr. 8 Dělení lokálních operací předzpracování 
U lineárních operací je jas pixelu výstupního obrazu o souřadnicích (i,j) dán 
lineární kombinací hodnot jasů v okolí o velikosti MxN vstupního obrazu g 
s váhovými koeficienty h. Pro systémy nezávislé na poloze je dán diskrétní 
konvolucí: 
( ) ( )∑ ∑
+
−=
+
−=
×−−=
2
2
2
2
),(,,
Mi
Mim
Nj
Njn
nmgjnimhjif . (3) 
 
Obr. 9 Výpočet nové hodnoty jasu pomocí konvoluce [8] 
DĚLENÍ LOP 
PODLE 
FUNKČNÍHO 
VZTAHU 
PODLE CÍLE 
lineární 
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Cílem filtrace je potlačení šumu a jiných nežádoucích jevů. K filtraci lze 
využívat metodu průměrování, průměrování s omezením změn, Gaussův filtr, 
medián, rotující masku, ... 
Operace průměrování využívá různých konvolučních masek. Aplikace 
průměrování způsobuje rozmazání hran objektů. Tomuto nežádoucímu jevu se může 
předejít, pokud provedeme průměrování přes více obrazů. Je možné si vymyslet 
mnoho druhů masek, zde jsou základní druhy: 


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
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



=

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

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1
,
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1 h h h . 
Gaussův filtr odpovídá svým rozložením Gaussově křivce. Konvoluční 
maska filtru je: 


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Medián množiny čísel seřazené podle velikosti odpovídá prostřednímu prvku 
této množiny. Je tedy neocenitelný při filtraci tzv. šumu pepř a sůl. Výhodou je, 
že příliš nerozmazává hrany. Bohužel ale ničí tenké čáry. 
Pro hrany je typické, že mají vysoký gradient. Představují oblasti o vysokých 
frekvencích. Bohužel do oblasti vysokých frekvencí patří i šum, takže při zvýraznění 
hran dojde k zesílení šumu. Opět se využívají konvoluční masky. Jejich tvar se může 
lišit podle toho, zda hledáme vodorovnou či svislou hranu.  
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Masky h1 a h2 se nazývají Laplaceovy. Za nimi následují v tomto pořadí 
masky Robertsova, Sobelova, Prewitova a Kirschova.  
 
2.3.4 Restaurace obrazu 
Cílem restaurace obrazu je obnovení ztracených dat v obraze. Vychází se ze 
znalosti poruchy, která způsobila ztrátu dat. Čím více informací o ní máme, tím lepší 
je výsledek. Pokud nemáme předem informace o druhu poruchy, je nutné je získat 
analýzou restaurovaného obrazu. K restauraci obrazu se používá Kalmanův, Inverzní 
a Wienerův filtr. 
 
2.3.5 Matematická morfologie 
Morfologie slouží k potlačení šumu, zdůraznění struktury objektu, 
zjednodušení tvaru objektu, popisu objektu (např. obvod, plocha, ...), ... Provádí 
se relace mezi obrazem a menším elementem, kterým systematicky pohybujeme 
v obraze. Relací může být dilatace, eroze, uzavření nebo otevření. 
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3. HLEDÁNÍ, POPIS A KLASIFIKACE OBJEKTŮ 
V OBRAZE 
3.1 MOTIVACE 
Pojmy hledání, popis a klasifikace tvoří sled činností, které v případě správné 
aplikace vedou k určení požadovaných částí obrazu. Počítačové vidění je využíváno 
při řešení rozličných technických problémů. Aby bylo možné něco v obraze měřit, 
určovat vlastnosti, atd., je nutné nejdříve v obraze najít a popsat objekt zájmu. 
Neexistuje univerzální metoda, která by fungovala vždy. Konkrétní řešení 
technického problému se liší aplikaci od aplikace. V této kapitole budou popsány 
některé metody, s jejichž pomocí lze identifikovat objekty. 
 
3.2 HLEDÁNÍ OBJEKTŮ V OBRAZE 
Tento problém spadá do oblasti segmentace, případně mohou být při řešení 
složitějšího problému použity vyšší úrovně zpracování obrazu. Cílem je oddělení 
hledaných objektů od zbytku obrazu (pozadí). V ideálním případě dosáhneme tzv. 
úplné segmentace. Ne vždy je možné přesně oddělit objekty od pozadí. V takových 
případech vysegmentované oblasti nemusejí přesně odpovídat hledaným objektům 
(tzv. částečná segmentace).  
Problémy při segmentaci dělá šum a nejednoznačnost dat, která je typická 
především pro složité scény (scény s pozadím podobným hledanému objektu).  
 
3.2.1 Segmentace prahováním 
Prahování je transformace vstupního obrazu f na výstupní binární obraz podle 
vztahu: 
( )
Tj)f(i, pro 
Tj)f(i, pro jig
<
≥
=
0
1
, , 
kde T je předem určená konstanta nazvaná práh [1]. 
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Využívá se stejné pohltivosti či odrazivosti povrchů objektů. Mnoho objektů 
má tedy stejnou barvu (jas). Prahování lze využít v případech, kdy mají objekty 
a pozadí podstatně odlišné vlastnosti. Je-li tato podmínka splněna, je možné najít 
vhodný práh. 
 
Obr. 10 Vyprahovaný obraz (vpravo) 
Stejný práh pro celý obraz může být využíván pouze u velmi jednoduchých 
snímků. Vlivem nehomogenit v složitějších obrazech by vznikl ve výstupním obraze 
šum. Proto je nutné použít prahování s proměnným prahem.  
Aby bylo prahování úspěšné, musí být správně zvolena hodnota prahu. 
Vychází se přitom z tvaru histogramu.  
 
Obr. 11 Volba prahu z histogramu [8] 
 
3.2.2 Segmentace na základě detekce hran 
Při hledání hran se využívají hranové operátory (viz. 2.3.3), které zvýrazní 
hrany v obraze. Problémem při zpracovávání vyhranovaného obrazu je neúplnost 
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hran nebo vznik hran tam, kde žádné být nemají (vlivem šumu). Vlivem těchto 
faktorů není vyprahovaný obraz vhodný pro další okamžité zpracování. Nejdříve je 
nutné provést „korekce“ (tzn. spojit hrany). Do oblasti segmentace na základě hran 
patří metoda sledování hranice, heuristické sledování hranice, určování hranic 
s využitím znalosti o její poloze a vyhledávání hranic pomocí Houghovy 
transformace. 
Metoda sledování hranice se využívá v případech, kdy není znám tvar 
hranice, ale jsou v obraze určeny oblasti. Cílem je určit vnitřní hranice pro každou 
oblast v obraze. Postup hledání popisuje následující obrázek: 
 
Obr. 12 Sledování hranice [8]  
Heuristické sledování hranice využívá postupů prohledávání grafů. Graf je 
struktura tvořená množinou uzlů a orientovanými spojnicemi mezi uzly. Hrany 
mohou mít přiřazenu svoji specifickou hodnotu - cenu (např. délka hrany, velikost 
změny jasu, ...). Jsou spojovány do celků, které lépe popisují průběh hranic.  
 
Obr. 13 Generování orientovaného grafu [8] 
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Při prohledávání grafu se snažíme najít co nejkratší cestu (tj. cesta s nejmenší 
cenou). Při tvorbě grafu mohou vzniknout (a často vzniknou) hrany, které by tam 
neměly být. Je tedy nutné je odstranit a to bezezbytku. Využívá se přitom informací 
o pozici a velikosti hran v jejich okolí (velikost okolí je nutné vhodně volit). 
Na základě těchto informací se jejich věrohodnost postupně zvětšuje nebo zmenšuje 
(viz. Obr. 14). Podle věrohodnosti zůstanou zachovány nebo budou vymazány.  
 
Obr. 14 Určování věrohodnosti hrany [8] 
Vyhledávání hranic pomocí Houghovy transformace (příště jen HT) má 
velkou výhodu v podobě necitlivosti vůči šumu, necitlivosti na porušení hranic a je 
použitelná i při částečném zakrytí hranic. Nevýhodou je, že musíme znát přesný 
popis (analytický) hledaného objektu. Analytický popis je možný jen u základních 
tvarů (např. přímka, kružnice, trojúhelník...). Pro ostatní objekty je nutné znát přesný 
průběh hranice popsaný souřadnicemi jednotlivých bodů (zobecněná HT). Postup 
hledání přímek v normálovém tvaru pomocí HT ukazuje následující algoritmus: 
1. Pro všechny boby binárního vyhranovaného obrazu Img, pro které platí 
Img(x,y)=1: 
a) pro úhly Θ od 0 do 359 
• urči r: Θ×+Θ×= sincos yxr  
• do akumulátoru A o rozměrech (0:359; 22 yx + ) na pozici Θ,r přičti 
jedničku 
2. Nalezni maximum akumulátoru A. 
 
3.2.3 Segmentace narůstáním oblastí 
Cílem této metody je vytvoření co nejrozsáhlejších souvislých oblastí. Jako 
kritéria pro spojování oblastí je možné využít jasové hodnoty, barvy, ... Využívají 
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se dva základní přístupy k této metodě, a to štěpení nebo spojování oblastí. Oba tyto 
přístupy mohou dávat různé výsledky pro stejný obraz.  
Princip spojování oblastí je zřejmý z algoritmu: 
1. Definujte počáteční rozdělení obrazu do velkého množství malých oblastí. 
2. Definujte kritérium spojování dvou sousedních oblastí. 
3. Spojujte sousední oblasti vyhovující definovanému kritériu. Pokud nelze spojit 
žádné dvě sousední oblasti bez porušení kritéria, skončete [1]. 
Štěpení oblastí je opakem předchozího postupu. Začíná se s jedinou oblastí 
a ta se následně dělí do menších částí. Efektivnější je metoda štěpení a spojování 
oblastí. Jak již sám název napovídá, jedná se o kombinaci předešlých postupů. 
Štěpení a spojování je realizováno v rámci čtvercových oblastí. Je–li čtvercová oblast 
nehomogenní, je rozdělena na čtyři podoblasti. V opačném případě jsou oblasti 
spojeny do jedné. 
 
3.2.4 Segmentace srovnáním se vzorem 
Při praktické realizaci nemůžeme očekávat, že by byl zkoumaný obraz 
ve všech ohledech úplně shodný se vzorem. Může se lišit šumem, pootočením, 
měřítkem, ... Není proto možné provádět prosté porovnání zkoumaného obrazu 
a vzoru pixel po pixelu. Cílem je najít maximální míru shody mezi obrazem 
a vzorem pro všechny možné transformace obrazu (např. změna měřítka, natočení, 
...). K tomuto druhu segmentace se využívá vzájemná korelace, hledání shody částí 
obrazu jen s jednotlivými částmi vzoru a srovnání grafů vytvořených podle vlastností 
sledovaných objektů. 
 
3.2.5  Segmentace barvením 
Aby bylo možné oblasti popsat, musí být nejdříve každá z nich jednoznačně 
identifikována tak, aby bylo možné se na ni odkazovat. To se nejčastěji provádí 
pomocí celých čísel. Někdy je tato segmentace nazývána barvením. K identifikaci 
lze použít například následující algoritmus: 
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1. První průchod. Procházejte obraz po řádcích. Každému nenulovému obrazovému 
elementu f(i,j) přiřaďte hodnotu podle hodnoty jeho sousedních elementů, pokud 
sousední elementy existují. Všechny sousední elementy dané maskou již byly 
v předchozích krocích obarveny. 
• Jsou-li všechny sousední elementy částí pozadí (mají nulovou hodnotu), 
přiřaďte obrazovému elementu f(i,j) dosud nepřidělenou hodnotu – barvu. 
• Má-li právě jeden ze sousedních elementů nenulovou hodnotu, přiřaďte 
obarvovanému elementu hodnotu nenulového sousedního elementu. 
• Je-li více sousedních obrazových elementů nenulových, přiřaďte 
obarvovanému obrazovému elementu hodnotu kteréhokoli nenulového 
obrazového elementu ze zkoumaného okolí. Byly-li hodnoty sousedních 
elementů různé (tzv. kolize barev), zaznamenejte ekvivalenci dvojic hodnot 
do zvláštní datové struktury, tabulky ekvivalence barev. 
2. Druhý průchod. Po průchodu celého obrazu jsou všechny obrazové elementy 
náležející oblastem obarveny, některé oblasti jsou však obarveny více barvami 
(díky kolizím). Proto projděte znova celý obraz po řádcích a podle informace 
o ekvivalenci barev přebarvěte obrazové elementy oblastí. Každé oblasti odpovídá 
označení (obarvení) jedinou, v jiné oblasti se nevyskytující hodnotou (barvou) [1]. 
  1 1 1 
2 1 1 1 1 
Obr. 15 Kolize při barvení objektů 
Tento obrázek ukazuje teoretický případ kolize. Jeden bod objektu byl 
označen nesprávně 2, protože se tento pixel nacházel daleko od již označených bodů. 
Tyto druhy kolize se označují v druhém průchodu algoritmu. 
 
 
Mezi další segmentační metody patří vyplňování oblastí (řádkové, 
semínkové, barvení), metoda pružných a aktivních kontur, Level-set a Watershed.  
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3.3 POPIS OBJEKTŮ 
3.3.1 Příznaky 
Problematika popisu objektů spočívá v nalezení vlastností, které by dobře 
specifikovaly daný předmět. V segmentovaných obrazech je možné najít mnoho 
příznaků (deskriptorů), ne všechny jsou však vždy vhodné. Musíme tedy určit 
ty správné, má-li být následná klasifikace úspěšná. Na příznaky jsou kladeny vysoké 
nároky. Musejí být spolehlivé, invariantní (vůči natočení, měřítku, atd.), 
diskriminabilní (tzn. musí mít různé hodnoty pro různé objekty), nekorelované 
(musejí mít mezi sebou co nejmenší vazbu), atd. 
Množina příznaků tvoří tzv. příznakový vektor. Snažíme se o popis objektu 
co nejmenším počtem příznaků, protože každý další příznak zvyšuje výpočetní 
náročnost a prodlužuje dobu zpracování. Příznakový vektor je možné zmenšit 
pomocí extrakce nebo selekce. 
 
Obr. 16 Příznakový vektor [7] 
Selekce spočívá ve zmenšení počtu příznaků. Jsou ponechány pouze ty 
s maximální diskriminabilitou. Extrakce spočívá v transformaci příznakového 
vektoru. Transformací vzniknou nové příznaky, které mají jiný význam, než 
původní. Extrakci provádí např. Karhunen-Loevova transformace. 
 
3.3.1.1Karhunen-Loevova transformace 
Nejdříve je určena pro trénovací soubor matice A pomocí jednoho 
z následujících výpočtů: 
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1. autokorelační matice: 
∑
=
=
K
k jiij xxK
a
1
1
, (4) 
kde K je počet obrazů, které jsou uloženy v trénovací množině. 
 
2. kovarianční matice: 
( )( )∑
=
−−=
K
k jjiiij xxxxK
a
1
1
, (5) 
kde jix ,  je střední hodnota vypočítaná z trénovacího souboru. 
Dále se naleznou vlastní čísla matice A, která se uspořádají podle velikosti 
od největšího po nejmenšího, a její vlastní vektory. Vytvoří se matice T  z prvních m 
vlastních vektorů, odpovídajících prvním m vlastním číslům. Při rozpoznávání 
se potom etalony tříd (e) transformují na nové etalony eTe ⋅=′ . 
3.3.1.2Dělení příznaků 
Příznaky je možné třídit podle několika hledisek. Podle domény popisované 
vlastnosti objektu je dělíme na fotometrické a radiometrické. Podle oblasti výpočtů 
rozeznáváme příznaky založené na regionech a na hranicích. Oblast popisu 
objektu rozděluje příznaky na globální příznaky obrazu a objektu a lokální 
příznaky objektu. Fotometrické příznaky popisují optické vlastnosti objektu (např. 
průměrná jasová úroveň, rozptyl jasových hodnot, ...), narozdíl od příznaků 
radiometrických, které popisují geometrické vlastnosti. U příznaků založených 
na regionech je nutná znalost jasových hodnot objektu, kdežto u příznaků založených 
na hranicích musí být známy hranice objektu. 
 
3.3.2 Radiometrické příznaky založené na regionech 
Do této skupiny příznaků patří velikost, obvod, nekompaktnost, konvexnost, 
hlavní osa, vedlejší osa, orientace, výstřednost, podlouhlost, pravoúhlost, Eulerovo 
číslo, ... Je možné si vymyslet jakýkoli jiný příznak, který bude vhodně popisovat 
zkoumaný objekt. Řada z výše uvedených příznaků má jasný význam. Velikost 
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reprezentuje počet pixelů zaplňující plochu objektu. Obvod udává počet pixelů, které 
tvoří hranici objektu. 
Nekompaktnost je vyjádřena jako poměr druhé mocniny obvodu 
ku velikosti. Tento příznak udává míru podobnosti vůči kruhu. Čím nižší hodnotu 
nekompaktnost má, tím je podobnější. Konvexnost je definována poměrem velikosti 
ku ploše konvexního obalu. Představuje míru podobnosti objektu vůči jeho 
konvexnímu obalu. Pro konvexní obal musí platit, že spojnice jakýchkoli dvou bodů 
objektu se musí nacházet uvnitř konvexního obalu nebo na jeho hranici. 
 
Obr. 17 Kompaktnost - kroužek má vypočtenou hodnotu 13,5 a obdélník 15,8 
 
Obr. 18 Konvexnost – zkoumaný obraz (vlevo) a jeho konvexní obal (vpravo) [7] 
Obecně je možné říci, že by teoreticky měla být kompaktnost velmi dobrým 
parametrem při určování kruhu a čtverce. Z matematické podstaty výpočtu 
kompaktnosti je totiž zřejmé, že pro tyto dva objekty je tento parametr nezávislý 
na velikosti objektu. Pro kruh je 4π a pro čtverec 16. To jsou ale teoretické hodnoty. 
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Podlouhlost je dána poměrem stran obdélníku opsaného objektu, přičemž 
musí být splněna podmínka, že obdélník musí mít minimální obsah. Pravoúhlost 
představuje maximální možný poměr velikosti objektu vztažené k ploše opsaného 
obdélníku. Eulerovo číslo je dáno rozdílem počtu souvislých částí (černá barva v 
obraze) a počtu děr (bílá barva v obraze).  
  
Obr. 19 Obrázek s Eulerovým číslem 0 (vlevo) a s číslem -5 (vpravo) 
  
Obr. 20 Obdélníky s pravoúhlostí 1 
Pravoúhlost je u obou obdélníků stejná, protože je tato vlastnost invariantní 
vůči otočení. 
 
3.3.3 Radiometrické příznaky založené na hranicích 
Tyto příznaky popisují geometrické vlastnosti objektu, které jsou odvozeny 
na základě velikosti hranice. Používá se řetězový kód, B-spline a Fourierovy 
příznaky.  
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Freemanův (řetězový) kód popisuje hranici zkoumaného objektu pomocí 
posloupnosti čísel. Každé z čísel má význam určitého směru pohybu. Pro čtyř okolí 
se používají číslice nula až tři, pro osmi okolí číslice nula až sedm. Toto značení však 
není striktně nutné dodržovat. Je možné použít jinou posloupnost symbolů, obrátit 
směr postupu symbolů, ... Vždy je ale potřeba popsat, podle jakých pravidel se 
Freemanův kód tvoří, aby nedocházelo k nějakým zmatkům. 
  
Obr. 21 Kódové symboly pro směry hranice pro čtyřokolí (vlevo) a osmiokolí 
(vpravo) 
Kód hranice objektu: 
0,0,0,0,0,1,1,0,1,1,1,1,2,2,2,2,2,2,2,3,3,3,0,3,3,3 
           
          
          
           
           
          
          
          
          
Obr. 22 Ukázka Freemanova kódu (zelená šipka ukazuje směr postupu) 
Freemanův kód je možné použít také jako samostatný příznak, který může být 
i částečně invariantní vůči natočení. Je ale nutné najít takový řetězec, který bude 
představovat nejmenší případně největší číslo ze všech možných řetězců, které 
reprezentují hranici objektu. Úlohou je tedy správné určení počátečního bodu. 
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3.3.4 Fotometrické příznaky 
Do této skupiny příznaků patří průměrná jasová úroveň objektu, maximální 
nebo minimální jasová úroveň, diference průměrného jasu objektu a blízkého okolí 
a příznaky histogramu. Mezi nejběžnější příznaky histogramu patří průměrná 
hodnota, kontrast, energie, entropie, ...  
Průměrná hodnota se vypočítá: 
( )∑
=
×=
N
qmean
qhq
N
H
1
1
 . (6) 
Kontrast se vypočítá: 
( )( )∑
=
−×=
N
q meanK
Hqhq
N
H
1
21
. (7) 
Energie se vypočítá: 
( )∑
=
=
N
qE
qh
N
H
1
21
. (8) 
Entropie se vypočítá: 
( ) ( )∑
=
×=
N
qENT
qhqh
N
H
1 2
log1 . (9) 
 
3.4 KLASIFIKACE OBJEKTŮ 
Klasifikace spočívá v zařazení zkoumaného objektu do nějaké třídy 
na základě příznaků získaných popisem objektu. Třídění může být dvojího druhu. Je 
možné rozdělovat objekty jen do základních tříd (např. třídy čtyřúhelníky, oblé, ...) 
nebo je možné další podrobnější dělení (čtyřúhelníky malé, velké, ...).  Klasifikace 
do tříd je prováděna klasifikátorem, který je realizován algoritmem v počítači.  
 
Obr. 23 Postup rozpoznávání objektu 
Klasifikátory je možně členit podle různých hledisek (viz. následující 
obrázek). 
třída předmět 
POPIS  
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Obr. 24 Rozdělení klasifikátorů 
Výhodou dávkových klasifikátorů je, že dokáží zpracovat celou trénovací 
množinu najednou, narozdíl od inkrementálních klasifikátorů, které zpracovávají 
vzory postupně.  
 
3.4.1 Symbolické klasifikátory 
Symbolické klasifikátory vycházejí z rozhodovacích stromů. Jedná se 
o nelineární hierarchické systém. Rozhodovací strom se graficky znázorňuje pomocí 
orientovaného grafu (viz. Obr. 25). S rozhodovacími stromy jsou spojeny výrazy 
atribut a hodnota atributu. Atribut odpovídá vlastnosti, podle které se strom větví 
a jeho hodnota odpovídá podskupině atributu (např. atribut barva a jeho hodnoty jsou 
bílá, černá a červená). 
 
Obr. 25 Rozhodovací strom s hloubkou stromu 2 
KLASIFIKÁTORY 
PODLE METOD 
KLASIFIKACE 
PODLE 
CHARAKTERU 
UČENÍ 
symbolické 
subsymbolické 
statistické 
paměťové 
dávkové 
inkrementální 
inkrementální se 
zapomínáním 
kořenový uzel 
uzel 
listový uzel 
větev 
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Jak již samotný název této metody napovídá, hledání řešení spočívá 
v systematickém větvení a rozdělování na nižší úrovně. Tímto větvením dosáhneme 
rozdělení příznakového prostoru na oblasti, které odpovídají jednotlivým třídám (viz. 
Obr. 26). V každém uzlu dochází k rozdělování na nižší úrovně. Listový uzel 
odpovídá jedné třídě. Je velmi důležité správně nastavit rozsah větvení pro každou 
proměnnou, aby nedošlo k situaci, kdy bude dělení příliš podrobné a nebude možné 
vytvořit žádná rozhodovací pravidla. Jsou tedy vhodné pro klasifikaci do menšího 
počtu tříd. 
  
Obr. 26 Příklad úlohy řešené rozhodovacím stromem [12] 
Velmi důležitý je i výběr vhodného atributu pro kořenový uzel. Tento atribut 
musí mít co největší separabilní vlastnost, aby došlo k co největšímu rozdělení. Míru 
separability příznaku určuje entropie. 
Rozhodovací stromy je možné dělit podle topologie (binární ,vícerozměrné), 
podle vstupní proměnné (kvalitativní, kvantitativní) a výstupní proměnné 
(kvalitativní, kvantitativní). 
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Obr. 27 Rozdělení rozhodovacích stromů podle charakteristických vlastností 
Binární stromy mají na výstupu uzlu vždy jen dvě větve. Jsou tedy rychlejší 
(jednodušší rozhodování), a většinou přesnější. Nevýhodou je, že při řešení 
konkrétního problému mají větší počet uzlů než stromy obecné. Obecné rozhodovací 
stromy mohou mít libovolný počet větví na výstupu uzlu, oproti binárním bývají 
menší a jejich struktura je často logičtější. 
Rozhodovací stromy je možné generovat pomocí několika algoritmů (např. 
ID3, C4.5, atd.). Obecně probíhá generování rozhodovacího stromu takto: 
1. výběr vhodného algoritmu 
2. v cyklu se provádí operace: 
• podle informací rozhodni, o případném dalším dělení uzlu 
• vyber nejlepší atribut na větvení  
• vyber data do nových uzlů 
3. prořezání stromu 
Budou-li špatně nastaveny ukončovací podmínky algoritmu, dojde k přeučení 
a je nutné provést prořezávání rozhodovacího stromu. Rozhodovací stromy využívají 
proces učení s učitelem.  
 
3.4.1.1 Algoritmus ID3 
Používá se pro nominální vstupy a výstupy. Vždy je pro daný soubor objektů 
vytvořen stejný strom. Výhodou algoritmu je schopnost výběru z velkého množství 
ÚSTAV AUTOMATIZACE A MĚŘICÍ TECHNIKY 
Fakulta elektrotechniky a komunikačních technologií 
Vysoké učení technické v Brně 
 
 
36 
atributů. Bohužel algoritmus ID3 nezaručuje vygenerování nejvýhodnějšího stromu. 
Volba atributu pro větvení se provádí na základě tzv. informačního zisku (I). 
( ) ( ) ( )ASHSHASI ,, −= , (10) 
kde H(S) je entropie a H(S,A) je průměrná neuspořádanost. 
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kde m udává počet tříd, pi pravděpodobnost příslušnosti záznamu do třídy 
a v udává počet podskupin, do kterých je atribut A rozdělen. 
Na počátku je kořenový uzel, který se dále větví podle atributů. Každý atribut 
může být použit pro větvení jen jednou. K větvení se použije atribut s nejmenším 
H(S,A). Algoritmus s vytvářením stromu končí, pokud již není volný žádný atribut, 
pokud strom dosáhl maximální hloubky nebo maximálního počtu uzlů, pokud je 
dosažená požadovaná přesnost nebo pokud je nedostatek trénovacích dat. 
Chybí-li hodnota některého atributu, je nahrazena nejčastěji se vyskytující 
hodnotou v daném uzlu nebo nejčastěji se vyskytující hodnotou ve třídě, do které má 
být objekt klasifikován. Dojde-li k přeučení stromu, provádí se zpětné prořezávání 
stromu např. metodou Reduced-Error Pruning. 
 
3.4.1.2Algoritmus C4.5 
Jedná se o vylepšený algoritmus ID3. Stejně jako on využívá informačního 
zisku a entropie. Oproti ID3 lépe řeší případy chybějících hodnot atributů. Dále 
oproti ID3 umožňuje zpracovávat vstupní kvantitativní data. Pro kvantitativní 
atributy se nastavuje práh (Θ), který rozdělí atribut na 2 poloviny. Je možné používat 
ve stromu kvantitativní algoritmus opakovaně. Pro kvalitativní atributy platí totožné 
podmínky, jako v ID3 algoritmu. 
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Větvení stromu je možné provádět atributem s největším průměrným 
informačním ziskem, ale musí splňovat podmínku minimálně průměrného 
informačního zisku. 
 
3.4.1.3Algoritmus CART 
Jde o binární rozhodovací strom, který umí zpracovávat libovolné vstupní 
i výstupní hodnoty. Většinou se nechává vytvořit rozhodovací strom maximální šířky 
a následně se aplikuje prořezávání. 
Algoritmus je založen na počítání míry diverzity („nečistoty“) uzlu: chci 
maximalizovat 
   div(matka) – (div(dcera A) + div(dcera B)) 
s tím, že sčítance vážíme podílem případů v uzlech [14]. 
Algoritmus využívá místo entropie tzv. Ginniho míru diverzity: 
∑−= 21 igin pdiv , (13) 
kde pi jsou relativní četnosti v uzlech. 
CART algoritmus neumí nalézt vícerozměrnou závislost. Kritériem pro 
rozdělení uzlu je přítomnost minimálního požadovaného počtu prvků v uzlu. Jako 
větvící parametr se zvolí atribut s minimální chybou určenou pomocí metody 
nejmenších čtverců. 
 
3.4.1.4Algoritmus CHAID 
Je jedním z nejpoužívanějších algoritmů. Byl vyvinut na univerzitě 
v Jihoafrické republice. Je to rekurzivní algoritmus, tzn. každý uzel se větví podle 
stejného předpisu. Uzel může mýt libovolný počet výstupních větví. Algoritmus je 
ukončen, pokud již není možné další dělení (tzn. vznikne listový uzel). Bývají ještě 
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doplněny omezující podmínky (maximální hloubka stromu, atd.). Jedná se o poměrně 
rychlý algoritmus. Pokud je počet kategorií N, je nutné provádět jen N2 testů. 
  
3.4.2 Subsymbolické klasifikátory 
Subsymbolické klasifikátory využívají výpočetní metody napodobující 
biologii člověka (např. neuronové sítě, genetické algoritmy, ...).  
3.4.2.1Genetické algoritmy 
Genetické algoritmy aplikují princip evoluční teorie na řešení složitých 
problémů, kdy přežívá jen nejpřizpůsobivější jedinec. Základem pro genetické 
algoritmy je Darwinova teorie. Výhodou je, že je možné řešit libovolně složitý 
problém bez jeho podrobné znalosti, ale nedá se určit výhodnost řešení. Navržené 
řešení algoritmu není konzistentní (tzn. pro jednu trénovací množinu dává různá 
řešení při opakovaných spuštěních). Vyskytují se zde obdobné odborné termíny, jako 
v biologii (např. mutace, evoluce, dědičnost, ...).  
Genetický algoritmus vytváří generace pro různá řešení daného problému. 
Každá generace se vyhodnotí a provede se výběr (tzv. selekce) a následné mutace a 
křížení. Tím vznikne nová generace, kterou je třeba opět zhodnotit a postup řešení se 
stále opakuje, dokud není splněna ukončovací podmínka. Při řešení je vytvářena 
populace obsahující jednotlivá řešení (tzv. jedince). Před nástupem nové generace 
se pro každého jedince určí tzv. fitness funkce udávající míru kvality řešení, které 
odpovídá tomuto jedinci. Fitness funkce může nabývat i záporných hodnot. 
Selekce generace provede výběr dvou jedinců (rodičů) z patřičné generace, 
kteří budou kříženi na nového silnějšího jedince (potomka). Selekce využívá tři 
metody výběru: 
• metoda rulety: sečtou se fitness funkce všech jedinců v populaci a 
v závislosti na velikosti hodnot fitness funkcí je jedincům přiřazena 
velikost výseče na „ruletovém kole“. Pak je proveden náhodný „hod“ 
a vybraný jedinec postupuje do další generace. 
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Obr. 28 Příklad ruletového kola [16] 
• metoda turnaje: z populace se vybírají jedinci (i víc než dva), mezi 
nimiž proběhne „turnaj“. Je vybrán jedinec s největší fitness funkcí a 
postupuje do dalšího kola. 
• poziční selekce 
Mutace je poměrně málo používaná evoluční operace. Provádí úpravu jedince 
tak, aby měl lepší vlastnosti.  
Příznaky mohou být kódovány binárně nebo pomocí reálných čísel. Toto 
hledisko je potřebné brát do úvahy při určování křížení a mutací. Nevýhodou 
genetických algoritmů je velké množství nastavovacích parametrů a ne ve všech 
případech vedou ke správnému řešení. Další nevýhodou je nutnost rozsáhlého 
vyhodnocování cílové funkce. 
 
3.4.2.2Umělé neuronové sítě (UNS) 
UNS využívají matematických modelů, simulujících chování biologických 
neuronů, které se nacházejí v mozku a slouží k uchování a předávání informace. 
Biologický neuron se skládá z těla neuronu (somi), vstupů (dendritů), výstupu 
(axonu) a synapsí, které zprostředkovávají komunikaci mezi neurony. 
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Umělé neurony (dále jen neurony) mají tři modely: 
• základní neuron: na vstupu můžou být jen binární hodnoty 
 
Obr. 29 Základní model neuronu [18] 
• perceptron: povolené vstupní hodnoty jsou 0, 1 nebo -1, 1. Výstupní 
hodnota je přímo ovlivněna hodnotou prahu (h). Oproti základnímu 
neuronu je možné nastavovat váhy vstupů neuronu (w) 
 
Obr. 30 Model perceptronu [18] 
• neuron: vstupní hodnoty mohou být libovolné. Oproti perceptronu je 
výstup neuronu ještě upraven pomocí přenosové funkce f(z) (např. 
sigmoida, lineární, skoková nebo Havisideova funkce, ...). 
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Obr. 31 Model neuronu [18] 
Neuronová síť je charakterizována typem použitého modelu neuronu, svou 
topologií, způsobem učení a vybavování. Všechny tyto parametry ovlivňují kvalitu 
klasifikace pomocí UNS.  
 
Obr. 32 Topologie UNS 
Vstupy UNS X1 až Xn z předešlého obrázku představují parametry, které se 
používají pro klasifikaci. Výstupy budou odpovídat jednotlivým klasifikovaným 
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třídám. Klasifikace pomocí UNS má dva kroky (mimo návrhu UNS). Nejdříve se 
musí UNS učit podle předkládaných vzorů a známých požadovaných výstupních 
hodnot sítě. Pak jsou teprve předkládány objekty (jejich příznaky), které chceme 
klasifikovat. 
Proces učení UNS probíhá podle následujícího algoritmu: 
1. inicializace vah wi 
2. není-li splněno kritérium pro ukončení učení UNS, pokračuj kroky 3 
až 7. 
3. pro každý trénovací pár x, d (x je vstupní vektor příznaků a d je 
požadovaná výstupní hodnota) prováděj kroky 4 až 6. 
4. načti na vstupy nový vektor příznaků  
5. vypočítej odpovídající výstupní hodnotu sítě 
6. změň nastavení vah: 
• Je-li výstupní hodnota sítě menší než požadovaná, potom 
( ) ( ) iii xnwnw +−= 1 . 
• Je-li výstupní hodnota sítě rovna požadované hodnotě, potom 
( ) ( )1−= nwnw ii  
• Je-li výstupní hodnota sítě větší než požadovaná, potom 
( ) ( ) iii xnwnw −−= 1 . 
7. Pokud se hodnoty vah mění, pokračuj jinak zastav. 
Často používaným algoritmem učení je Back Propagation. Jedná se 
o iterativní algoritmus, který minimalizuje čtverec chybové funkce (EC). 
( )2
1 12
1
∑ ∑
= =
−=
p
k
m
j jkjkC ydE , (14) 
kde k je počet vzorů a m počet výstupů. 
Pro učící se algoritmus Back Propagation se provádí přepočet vah vstupů 
podle: 
( ) ( ) ( ) i
j
jj
jjiji y
z
zf
nwnw
∂
∂
⋅+−= δα1 , (15) 
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kde α je učící koeficient, z je potenciál neuronu. 
Jakmile jsou UNS předloženy všechny trénovací vzory, je dokončena jedna 
sekvence učení (tzv. iterace). Proces učení mívá většinou několik set iterací. Proces 
učení je dokončen, pokud dosáhne nastaveného maximálního počtu iterací nebo 
klesne-li celková chyba pod požadovanou mez. 
UNS jsou velmi dobrou klasifikační metodou, která je asi nejčastěji 
používána. Nevýhodou je, že je nutné volit mnoho parametrů sítě. Z toho plyne, že je 
potřebné mít pro její návrh zkušenosti. UNS se často používají na řešení dopravních 
systémů, rozpoznávání textu, ... 
Neuronové sítě mají řadu modifikací např. Hopfieldova síť, Kohonenova síť, 
atd. 
 
3.4.3 Statistické klasifikátory 
Mezi statistické klasifikátory patří např. Bayesův odhad, PCA a LDA. 
3.4.3.1Bayesův odhad 
Autorem je duchovní Thomas Bayes. Zabýval se otázkou, jak pozdější 
zkušenosti uvést do souladu s původními předpoklady (dynamické „ověřování 
hypotéz“ s jejich dodatečnou korekcí) [20]. Využívá se apriorní pravděpodobnosti 
(p(Hk)), která odpovídá počáteční pravděpodobnosti, a aposteriorní 
pravděpodobnosti (p(Hk,D)), která je vypočtená až při vlastní analýze a udává 
pravděpodobnost hypotézy. 
( ) ( ) ( )( )Dp
HDpHp
DHp kkk
|
,
⋅
= , (16) 
kde p(D) je pravděpodobnost nastolení dat D a p(D|Hk) je podmíněná hustota 
pravděpodobnosti udávající rozložení dat D uvnitř jednotlivých tříd. 
Nejpravděpodobnější hypotéza je ta s největší aposteriorní pravděpodobností. 
Z ní se provádí další odhad. 
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Výhodou je, že tato metoda využívá intuitivní řešení, které se podobá 
lidskému rozhodování a je možné kombinovat předchozí pravděpodobnost 
s pozorovanými daty. 
Používají se tři druhy Bayesovských klasifikátorů Brutální, Optimální a 
Naivní. Brutální klasifikátor vybírá z množiny hypotéz hypotézy konzistentní 
s trénovacími daty, které jsou si rovnocenné [20]. Ostatní hypotézy jsou vyloučeny. 
Při predikci jsou si i výstupy hypotéz rovnocenné. Optimální klasifikátor stanoví 
aposteriorní pravděpodobnost všech hypotéz. Při predikci jsou výstupy hypotéz 
váhovány aposteriorními pravděpodobnostmi [20]. Naivní klasifikátor provádí 
klasifikaci na základě nejpravděpodobnější klasifikace za předpokladu vstupního 
vektoru X. Nevýhodou je malá odolnost vůči šumu. 
 
3.4.4 Paměťové klasifikátory 
Paměťové klasifikátory využívají při své činnosti ukládání instancí tříd (např. 
IBL). 
3.4.4.1Algoritmus IBL 
Jsou to velmi efektivní nástroje pro klasifikaci, ale je obtížné z nich pochopit 
souvislosti mezi příznaky a třídami, do kterých se klasifikuje. Výhodou je odolnost 
proti šumu, predikce kvalitativních i kvantitativních dat. Nevýhodou je citlivost na 
nesmyslná data a bývají výpočetně náročné.  
Klasifikace probíhá takto: mezi k nejbližšími instancemi je určena 
nejpočetněji zastoupená třída (modus) a do té je také zařazena nová instance.[22] 
Algoritmus má jeden problém. Máme-li n prvků, ze kterých potřebujeme 
vybrat nejbližšího souseda pro vytvoření lokálně platného modelu, a n je příliš velké 
(např. 1000000), pak je IBL příliš výpočetně náročné. Řešením je organizace instancí 
pomocí k-d stromů nebo omezení počtu instancí (modely IB2, IB3 a IB4). K-d 
stromy jsou binární stromy a pro nalezení nejbližšího souseda je potřeba míst x kroků 
pouze log2 x kroků. 
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4. POPIS VYTVOŘENÉHO PROGRAMU 
4.1 PROGRAMOVACÍ PROSTŘEDÍ 
Na počátku praktické realizace bylo nutné zvolit programovací prostředí. 
V dnešní době existuje celá řada různých prostředků, s jejichž pomocí lze efektivně 
zpracovávat obraz. Je možné využívat programy od různých firem (např. Borland, 
Microsoft, ...), které slouží k programování v jazyce C++ a v dnešní době je již 
možné tyto programy rozšířit o knihovny pro práci s obrazem. Druhou skupinu tvoří 
univerzální výpočetní programy, mezi které patří MATLAB, LabVIEW a další.  
Výběr vhodného prostředí je ovlivněn řadou faktorů. Je nutné vzít do úvahy, 
k čemu bude výsledná aplikace použita, jaké programy máme k dispozici, jaké 
programy umí programátor ovládat, apod. Zadání mé diplomové práce je zřejmě 
uměle vytvořené. Protože má výsledná aplikace nebude nasazena v praxi a protože 
jsem ke zpracovávání obrazu již dříve využíval MATLAB, rozhodl jsem se jej využít 
i při vypracování diplomové práce. Použil jsem MATLAB verzi 7.1. 
Výhoda MATLABU spočívá v implementovaném programovacím jazyce C, 
který je v dnešní době asi nejznámější programovací jazyk. MATLAB je maticově 
orientovaný a má implementováno mnoho operací pro práci s maticemi, což je při 
zpracovávání obrazu výhodné. Hlavní předností MATLABU je jeho rozsáhlá 
knihovna určená pro zpracovávání obrazu. Nazývá se Image Processing Toolbox. 
Image Processing Toolbox obsahuje operace pro editaci, převody formátů, 
zobrazování, úpravy, předzpracování, segmentaci, popis obrazu, atd. Podporuje 
mnoho grafických formátů (bmp, cur, gif, jpg, pcx, png, tiff, ...), mnoho typů 
datových souborů (binární, indexované, černobílé obrazy, ...), apod. 
 
4.2 CÍL KLASIFIKACE 
Cílem mé práce je volba vhodné klasifikační metody obrazu pro soubor 
obrazů. Není přesně specifikováno, obraz čeho by měl být klasifikován. Spektrum 
vhodných úloh k řešení je široké a právě proto je výběr jednoho úkolu složitý. Bylo 
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by možné zabývat se rozpoznáváním textu, v průmyslu by se našlo mnoho vhodných 
aplikací pro výstupní kontrolu a třídění výrobků. V dnešní době je v souvislosti 
s hrozbou terorismu zvýšená poptávka po systémech, které na veřejných místech 
(letištích, nádražích, ...) hlídají, zda se tam nepohybuje osoba hledaná policií, atd. 
Možností je mnoho, každá je něčím zajímavá a každá má svá pro a proti. Rozhodl 
jsem se, že řešený problém nebude úzce zaměřen do určité oblasti. Budu provádět 
klasifikaci běžných objektů, které se mohou nacházet v domácnosti. 
Otázkou je, na základě jakých příznaků má být klasifikace prováděna. Řešení 
této otázky a vůbec celého zvoleného úkolu má dvě části. Protože nemám v této 
problematice bohaté zkušenosti, bylo vhodné a i potřebné se nejdříve zabývat tímto 
problémem obecně a teprve po nabrání zkušeností se pustit do řešení konkrétního 
problému.  
 
4.3 PRVNÍ ČÁST ŘEŠENÍ 
První myšlenka byla klasifikovat obraz s jedním a N objekty podle 
geometrických vlastností. Protože v počátku nebylo důležité se zabývat 
předzpracováním a složitou segmentací, vytvořil jsem v grafickém editoru sadu 
umělých obrázků. Jedná se o základní geometrické obrazce (tzn. kruh, čtverec, 
obdélník, ...) reprezentované bílou barvou na černém pozadí (viz. Obr. 33). Protože 
mohl být počet objektů v obraze libovolný, naprogramoval jsem metodu barvení, 
která oddělila objekty od pozadí a současně i určila počet objektů v obraze. 
  
Obr. 33 Ukázka vytvořených obrázků  
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Kompletní soubor obrázků je na přiloženém CD v adresáři 
program/obrazky/stare. 
Rozhodl jsem se použít pro popis objektů konvenční příznaky (např. velikost, 
kompaktnost, podlouhlost, ...). Aplikace je tvořena dvěma hlavními částmi. První je 
adresář program/obrázky, ve kterém jsou uloženy obrázky používané při analýze 
obrazu. Jádro celé aplikace je tvořeno souborem klass.m (viz. CD 
program/pocatecni_program). Jedná se o matlabovský m-file, který obsahuje celý 
zdrojový kód.  
Na úplném začátku programu jsou načteny testovací obrázky (proměnná 
obr1). Binární vstupní obraz je dále zpracováván s využitím tzv. barvení (viz. 3.2.5). 
Tato metoda je rozdělena na dvě části (tzv. průchody). V první části se prochází celý 
obrázek a hledají se body náležející objektům. Jakmile je ukončena analýza celého 
obrázku, hledají se kolize ve značení a ty jsou následně opraveny.  
Dále pak již probíhá popis objektu pomocí příznaků. Nejdříve je hledán 
Freemanův kód (viz. 3.3.3) hranic objektů. Algoritmus pokračuje výpočtem příznaků 
objektu v následujícím pořadí: 
1. velikost objektu (počet pixelů) 
2. obvod objektu 
3. nekompaktnost objektu 
4. minimální plocha obdélníku opsaného objektu 
5. pravoúhlost objektu 
6. podlouhlost objektu. 
Obvod se vypočítá z Freemanova kódu.  
Na počátku jsem se snažil co nejméně využívat předprogramované funkce 
Matlabu. Všechny funkce jsou tedy mým originálním zdrojový kódem. Díky tomu 
jsem mohl lépe pochopit podstatu a matematický základ použitých metod. Nicméně 
tyto metody jsou již v Matlabu většinou implementovány a optimalizovány 
z hlediska paměťové i  výpočetní náročnosti. Vzhledem k času potřebnému na 
zpracování funkcí, jsem se v pokračování mé diplomové práce a tedy v praktické 
realizaci rozhodl používat i některé předprogramované funkce.  
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Vývojový diagram první části řešení 
 
Obr. 34 První část vývojového diagramu prvního řešení 
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Obr. 35 Druhá část vývojového diagramu druhého řešení 
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4.3.1 Zhodnocení první části projektu 
Záměrně jsem vytvořil jako testovací obrázek obdélník a jeho pootočené 
varianty po 20°. Chtěl jsem tím ověřit, jak moc jsou jednotlivé parametry invariantní 
vůči otočení objektu.  
vlastnost objektu 0° 20° 40° 60° 80° 100° 120° 140° 160° 180°
velikost 17557 17559 17559 17554 17560 17560 17555 17557 17560 17557
obvod 552 597,3 569,8 592,3 583,2 582,4 590,7 570 597,9 552
nekompaktnost 17,36 20,32 18,49 19,99 19,37 19,31 19,87 18,51 20,36 17,36
min. plocha 
opsaného 
obdélníka
17557 17557 17557 17557 17557 17557 17557 17557 17557 17557
pravoúhlost 1 1 1 1 1 1 1 1 1 1
podlouhlost 1,866 1,866 1,866 1,866 1,866 1,866 1,866 1,866 1,866 1,866
obdélník pootočený o
 
Tabulka 1 Velikosti parametrů pro pootočené obdélníky 
Ze získaných dat je zřejmé, že nekompaktnost je velmi závislá na úhlu 
natočení objektu. Jak již bylo dříve řečeno, nekompaktnost je dána druhou mocninou 
obvodu ku velikosti objektu. V tabulce je vidět, že se obvod hodně mění při natočení 
objektu. Největší diference je 45. Tato chyba se ještě zvětší kvadrátem, takže se 
nekompaktnost liší až o tři jednotky. Nedá se tedy u nekompaktnosti hovořit 
o invariantnosti vůči natočení. 
Veškeré geometrické vlastnosti objektů (obvod, plocha, ...) jsou poměrně 
hodně závislé na reprezentaci obrazu. Čím bude analyzovaný objekt (např. kruh) 
menší, tím více budou jeho parametry zkresleny. Např. jsem zjistil, že kruh 
o velikosti 542 pixelů má nekompaktnost 13,5185, což je docela velký rozdíl oproti 
teoretické hodnotě 4π, která by měla platit pro všechny kruhy. 
Pro praktickou realizaci mé práce bylo tedy nezbytné po předchozích 
zkušenostech přehodnotit způsob realizace a změnit některé parametry . 
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4.4 DRUHÉ A ZÁROVEŇ FINÁLNÍ ŘEŠENÍ 
4.4.1 Zaměření úlohy klasifikace 
Finální verze aplikace pochopitelně zpracovává snímky reálných předmětů. 
Jednotlivé předměty nebyly voleny zcela náhodně. Snažil jsem se je vybírat 
rozmanitě co do tvaru, barvy a jiných vlastností. Pokud to bylo možné, snažil jsem se 
vybrat i totožné předměty, které se lišily jen barvou. Celkově jsem vybral 12 
předmětů ke klasifikaci. Konkrétně se jedná o nůžky, lepící pásky, CD, různé 
krabičky a lahvičky, fixy, barevné lístečky a gumu. Protože mým úkolem nebylo 
zpracovávat robustní řešení segmentace obrazu, ale problematiku klasifikace 
na základě příznaků, použil jsem při pořizování fotografií objektů jednobarevný 
zelený podklad. Rozhodl jsem se ale nepoužívat žádné speciální osvětlování ani 
blesk fotoaparátu, aby nebyla segmentace úplně jednoduchá. Veškeré osvětlení bylo 
provedeno pouze denním světlem. Focení probíhalo v různou denní dobu, aby 
se mohly projevit různým způsobem stíny. Mojí snahou rovněž bylo měnit úhly 
snímání předmětu. Záměrně jsem se snažil nedosahovat ostrosti snímků.  
Barevné pozadí je do jisté míry i eliminující faktor. Není z pochopitelných 
důvodů možné klasifikovat objekt, který má velice podobnou barvu jako pozadí, 
protože s tímto pozadím splyne. 
Oproti původní myšlence, se kterou jsem do realizace diplomové práce 
vstupoval, jsem změnil jedno kritérium pro klasifikaci. Rozhodl jsem se, 
že algoritmus bude naprogramován pro klasifikaci jen jednoho objektu v obraze. 
Nejedná se o žádnou převratnou změnu. Nejde ani o závažné ztížení ani o závažné 
zjednodušení algoritmu. Algoritmus barvení jsem již naprogramovaný měl. Moje 
úvaha se ubírá spíše směrem k praxi. Řekl bych, že se v reálném nasazení 
počítačového vidění častěji zpracovává jeden objekt než nějaká veliká skupina (viz. 
výrobní linky). Z konvenčních radiometrických příznaků založených na regionech 
jsem se rozhodl použít pouze podlouhlost a pravoúhlost. I další využitý příznak je 
možné zařadit do této skupiny. Nazval jsem ho konzistence. Jedná se o obdobu 
Eulerova čísla. Přesný popis bude uveden později. Klasifikace vychází z geometrie 
objektu, proto bude určeno, zda se jedná o kruh. V pořadí čtvrtý příznak bude 
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rozlišovat hlavní barevný tón objektu. Tento příznak má nízkou úroveň separability. 
Problémové barvy jsou bílá, šedá a černá, které vzniknou smícháním všech tří barev 
modelu RGB. V závislosti na jejich odstínu se mohou jejich úrovně měnit v rozsahu 
i několika desítek. Všechny dosud uvedené příznaky budou separovat všechny 
objekty. U posledního příznaku tomu je jinak. Slouží pouze k separaci předmětů, 
které mají v sobě díru. Nazval jsem ho poměr průměrů. U objektů bez díry udává 
informaci, která neovlivní jeho další klasifikaci. 
Pro klasifikaci je použito rozhodovacího stromu. Nejedná se o strom 
generovaný konvenčním algoritmem (např. C4). Klasifikátor je tvořen soustavou 
podmínek, které postupně upravují míru podobnosti vůči trénovacím obrázkům, 
jejichž vlastnosti jsou známy. 
 
4.4.2 Soubory aplikace 
Celý program je tvořen devíti soubory, které se nacházejí na přiloženém CD 
(viz. program/finalni_verze_programu/...). Protože byl program vytvořen v Matlabu, 
není možné program samostatně spustit. Je nutné vlastnit program Matlab 
v odpovídající verzi (viz. 4.1). Seznam souborů programu: 
 hlavni.m 
 prahovani_hsv.m 
 vyber_oblasti.m 
 odstran_diry_objektu.m 
 hough_kruznice.m 
 vypocet_konzistence.m 
 urci_podlouhlost.m 
 pomer.m 
 hlavni_barva.m 
Stejně jako v prvním případě je součástí aplikace soubor obrázků (viz. CD 
program/obrazky/...). S ohledem na přehlednost je tento soubor rozdělen do dvou 
adresářů. První adresář se nazývá trenovaci. Obsahuje 12 obrázků, u kterých jsou 
známy jejich požadované vlastnosti a budou s nimi porovnávány analyzované 
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snímky. Druhý adresář se jménem testovaci ukrývá soubor všech analyzovaných 
fotografií. Celkem jich je 72. 
 
4.4.3 Instalace (kopírování) aplikace 
Jak jsem již v předešlé kapitole uvedl, moje aplikace není samospustitelná. 
Z tohoto důvodu neobsahuje instalační soubor. Pro zachování funkčnosti v případě, 
že uživatel chce mít program na pevném disku počítače, je potřeba překopírovat 
adresáře obrázky a finalni_verze_programu do jednoho adresáře.  
 
4.4.4 Soubory použitých obrázků 
Jak již bylo uvedeno výše, testovacích obrázků je velké množství, proto není 
možné zde všechny ukázat. Jejich kompletní soubor je možné prohlédnout na 
přiloženém CD. Uvedu zde pouze soubor trénovacích obrazů. 
  
Obr. 36 Trénovací obrázek lahvičky s bělobou (vlevo) a CD (vpravo) 
 
  
Obr. 37 Trénovací obrázek fixy modré a fialové 
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Obr. 38 Trénovací obrázek gumy (vlevo) a izolepy (vpravo) 
  
Obr. 39 Trénovací obrázek krabička (vlevo) a nůžky (vpravo) 
 
  
Obr. 40 Trénovací obrázek papírky modré a růžové 
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Obr. 41 Trénovací obrázek lepící páska a víčko 
 
4.4.5 Popis činnosti aplikace 
Aplikace je rozdělena do dílčích funkčních souborů. Nejdůležitější je soubor 
hlavni.m, kterým se aplikace z prostředí Matlabu spouští. Zajišťuje načítání obrázků, 
vzájemně propojuje funkce předzpracování, segmentace, popisu, klasifikace 
a prezentace výsledků. Funkci celé aplikace je možné chronologicky popsat: 
1. načtení obrázků 
2. předzpracování (omezení velikosti vstupního obrazu) 
3. prahování obrázku v barevném modelu HSV 
4. nalezení oblasti s objektem 
5. rekonstrukce případných děr v objektu po prahování 
6. morfologické operace 
7. zpřesnění výběru oblasti 
8. popis objektu 
9. klasifikace. 
Dále bude podrobně popsána funkce jednotlivých částí aplikace. 
 
4.4.5.1 hlavni.m 
Jak již bylo řečeno, tento M-file je spouštěcím souborem pro celou aplikaci. 
Na začátku programu jsou zapsány příkazy pro načtení všech dostupných obrázků. 
Uživatel si musí některý z nich vybrat a ten bude po spuštění programu analyzován. 
Jakmile je obrázek načten do proměnné obr1, je zjištěna jeho velikost. Pokud je 
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obrázek větší než stanovená mez 1280 px, provede se jeho zmenšení pomocí příkazu 
imresize. Vstupní obrázek se zobrazí a následně převede z barevného modelu RGB 
do modelu HSV. S takto vzniklým obrázkem je zavolána funkce prahovani_hsv, 
která provede segmentaci prahováním. Oddělí se tak pozadí od objektu a výsledný 
obrázek obr_prh se vykreslí.  
Prahovaný obrázek se převede na šedotónový, aby z něj mohla být určena 
malá oblast, ve které se nachází objekt, pomocí funkce vyber_oblasti. V podstatě 
se nalezne opsaný obdélník. Pokud korespondují některé body objektu s použitým 
pozadím, dojde při segmentaci prahováním k vytvořeni děr v objektu. Tyto defekty 
je vhodné opravit. K tomuto účelu slouží funkce odstran_diry_objektu. Po zacelení 
děr je vykreslen tento opravený snímek a je do něho vyznačena oblast, která byla 
určena k dalšímu zpracování. Funkce odstran_diry_objektu umí odstranit pouze 
defekty, které jsou ze všech stran obklopeny hmotou objektu. Protože segmentací 
může dojít i k rozrušení okraje, jsou v dalším kroku na obrázek aplikovány 
morfologické operace otevření a uzavření. Morfologické operace používají 
strukturální element kruhového tvaru o velikosti 10 px. Nejdříve je aplikováno 
otevření, které by mělo částečně vylepšit případnou nedokonalou segmentaci 
přirozených otvorů v objektu (např. otvor v roličce izolepy) a poté je aplikováno 
uzavření s cílem vyhladit okraje objektu. S velikostí strukturálního elementu vzrůstá 
výpočetní náročnost. Čím větší díry má vyhladit, tím musí být použitý strukturální 
element větší. Mohl by mít velikost třeba i několik set pixelů, což by ale bylo 
výpočetně neúnosné.  
Vlivem morfologických operací může dojít k odstranění případného šumu 
v okolí objektu. Je proto po provedení morfologických operací opětovně zavolána 
funkce vyber_oblasti, která zpřesní výběr. Tato změna se promítne i do zobrazeného 
snímku s vyznačenou oblastí.  
Dále již následuje popis objektu tzn. zjišťování příznaků. Jako první se určí 
konzistence objektu pomocí funkce vypocet_konzistenci. Jedná se o příznak, který 
jsem vymyslel při prohlížení zvolených předmětů ke klasifikaci. Podrobnosti jsou 
uvedeny v popisu souboru vypocet_konzistence.m. 
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Dalším krokem popisu je určení, zda má objekt tvar kruhu. Tuto vlastnost 
určí funkce hough_kruznice. U objektů, které mají v sobě jednu symetrickou díru 
(např. CD), má dobrou separabilní vlastnost příznak poměr průměrů zjišťovaný 
funkcí pomer. Jedná se o poměr průměru objektu a průměru díry.  
Následují jedny z velmi známých příznaků. Nazývají se podlouhlost a 
pravoúhlost. Více o nich je napsáno v úvodu práce. Poslední příznak se týká barvy 
objektu. Funkce hlavni_barva určí dominantní barevný tón objektu. 
V poslední části tohoto hlavního souboru se nachází klasifikátor. Má uloženy 
vlastnosti trénovacích obrázků. Vyhodnotí míru podobnosti se známými objekty 
a výsledky prezentuje i s případným zobrazením objektu, kterému je ten analyzovaný 
podobný. 
 
4.4.5.2 prahovani_hsv.m 
Tento soubor obsahuje definici stejnojmenné funkce sloužící k nalezení 
vhodného prahu pro segmentaci obrazu. Má jeden vstupní a jeden výstupní parametr. 
Vstupem funkce je snímek reprezentovaný v barevném modelu HSV, který se 
po zpracování převede zpět do barevného modelu RGB a je předán jako návratová 
hodnota. Program je rozdělen do 3 logických částí: 
• výpočet a zobrazení histogramu 
• nalezení vhodných prahů 
• prahování obrázku. 
Ze vstupního obrazu jsou vypočítány a zobrazeny histogramy. Jsou ošetřeny i 
stavy, kdy by mohlo dojít k překročení rozsahu některé proměnné. Barevný model 
HSV má tři složky. Jedná se o barevný tón (Hue), sytost (Saturation) a jasovou 
hodnotu (Value). Tento model je vhodnější pro analyzování obrazu oproti 
součtovému barevnému modelu RGB, který je vhodný jen pro zobrazování. Barevný 
tón totiž reprezentuje hlavní spektrální barvu obsaženou v obraze, sytost udává 
příměs jiných spektrálních barev a jas příměs bílé barvy. Je tedy vhodné provádět 
prahování podle barevného tónu. Histogramy jsou tedy tři pro tři barevné složky.  
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Obr. 42 Grafické znázornění barevného modelu HSV [25] 
Výchozím předpokladem pro prahování je, že pozadí na obrázku zabírá 
největší plochu a bude tedy mít největší četnost. Toto je ale jen teoretický 
předpoklad, který je samozřejmě ověřován. Pokud se práh nepodobá této průměrné 
hodnotě, je nalezena ta správná. Práh je porovnána s průměrnou hodnotou získanou 
výpočtem ze 100 hodnot v každém rohu obrazu. Předem totiž nelze odhadnout, jaké 
bude rozložení histogramu. 
Od této hodnoty budou ve dvou cyklech postupně zjištěny úrovně prahu 
pro segmentaci. Nejdříve se postupuje směrem do leva po laloku histogramu. Hlídá 
se přitom, aby hodnoty četnosti klesaly. Jakmile začne četnost narůstat, zjišťuje se, 
zda se nejedná pouze o lokální minimum. Pokud je to jen lokální úkaz, pokračuje 
se dál v hledání, jinak se toto místo označí jako hodnota prahu 1. Stejným způsobem 
se pokračuje zase od maximální četnosti pro pozadí na pravou stranu až je nalezen 
druhý práh. Nalezené úrovně prahů jsou do histogramu označeny zelenou čárou. 
Hodnoty mezi těmito prahy odpovídají pozadí a jsou proto odstraněny (nahrazeny 
nulovými hodnotami). Segmentovaný snímek se převede zpět do barevného modelu 
RGB a je předán touto funkcí jako návratová hodnota. 
 
4.4.5.3 vyber_oblasti.m 
V tomto m-filu je naprogramována stejnojmenná funkce s jedním vstupním a 
jedním výstupním parametrem. Vstupem je prahovaný snímek. Výstup má podobu 
řádkové matice o čtyřech sloupcích. Cílem je nalézt co nejmenší oblast s objektem, 
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aby se ulehčilo další zpracování. Program prochází obrázek a identifikuje oblast 
ve které se nachází objekt. Snaží se přitom vyhýbat případnému šumu. Reaguje tedy 
až na zvýšenou míru výskytu dat, která neodpovídají pozadí. Je ale potřebné být 
opatrný, aby nedošlo ke ztrátě dat např. tenký hrot nůžek. Určil jsem tedy, 
že v příslušném řádku nebo sloupci se musí nacházet alespoň 0,5% bodů odlišných 
od pozadí, aby mohlo toto místo být označeno za hranici. Nejdříve jsou do matice 
uloženy souřadnice levé a pravé hranice a následně horní a dolní hranice objektu. 
Nalezené hranice jsou posunuty o hodnotu 2, aby při zobrazování mohla vyniknout 
hrana objektu. 
 
4.4.5.4 odstran_diry_objektu.m 
I tento soubor obsahuje deklaraci stejnojmenné funkce, jejímž úkolem 
je rekonstruovat případné defekty v objektu, které vznikly prahováním. Může se totiž 
stát, že se bude barva části povrchu objektu shodovat se segmentací odstraněnými 
hodnotami. V takovém případě budou tyto defekty nahrazeny hodnotami 
z původního obrázku. Podmínkou ale je, že musí být tyto defekty ze všech stran 
obklopeny hmotou objektu. Nedokáže tedy odstranit nerovnosti na hranici objektu. 
Tento problém je následně vyřešen pomocí morfologických operací.  
Funkce má čtyři vstupní parametry. Pro správnou funkci potřebuje vstupní 
šedotónový obrázek, originální obrázek, prahovaný obrázek a nalezené hranice 
objektu. Funkce vrací opravený obraz. 
 
4.4.5.5 vypocet_konzistence.m 
Funkce deklarovaná v tomto souboru počítá příznak, který jsem pojmenoval 
jako konzistenci. Již dříve bylo zmíněno, že se jedná o příznak podobný Eulerovu 
číslu. Konzistence je vypočtena jako rozdíl počtu částí náležejících objektu a počtu 
děr v objektu. Může tedy obecně nabývat kladných i záporných celočíselných 
hodnot. Nejlépe vysvě
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Obr. 43 Obrázek s konzistencí 1 (vlevo), s konzistencí 0 (uprostřed) a -1 
(vpravo) 
Nakonec je do okna Command window vypsána zjištěná hodnota konzistence 
s popiskem. Tato hodnota je předáná hlavní funkci. 
 
4.4.5.6 hough_kruznice.m 
Funkce deklarovaná v tomto souboru má logickou výstupní hodnotu (true, 
false). Udává pouze zda má objekt kruhový tvar. V prvním kroku se zjišťuje, jaký by 
měl mít objekt průměr. Jeho hodnota se hledá porovnáváním z několika směrů. Proč 
je ale vlastně důležité najít průměr kružnice opsané objektu? Při hledání kružnice 
se využívá Houghova transformace, která provádí transformaci do prostoru 
neznámých parametrů kružnice. Těmito parametry jsou posunutí středu kružnice 
ve směru osy x a y (a a b) a poloměr kružnice (r). Jsou tři neznámé proměnné 
a Houghův prostor má tedy tři rozměry. Jeho procházení by bylo výpočetně velmi 
náročné, proto se hledá možný průměr. Následující vzorec je rovnicí kružnice. 
( ) ( ) 222 rbyax =−+−  (17) 
Po nalezení průměru objektu se provede transformace obrazu do Houghova 
prostoru. Výhodou tohoto prostoru je, že se v něm zobrazují průsečíky možných 
řešení. Tzn. že v místě odpovídajícím středu skutečné kružnice je veliká intenzita 
jasu, která vznikla přičtením jedničky do tohoto bodu při zjištění u mnoha bodů, 
že mohou být okrajem kružnice. Problémem bývá určit, kolik takovýchto maxim 
se má v Houghově prostoru najít. V tomto případě je hledáno pouze jedno maximu, 
které odpovídá okraji jednoho objektu. Pokud je taková kružnice skutečně nalezena, 
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zakreslí se do zobrazení objektu. Posledním krokem funkce je výpis zjištěného stavu 
kruhovosti objektu na obrazovku. 
 
4.4.5.7 pomer.m 
Funkce s názvem pomer zjišťuje příznak, udávající poměr mezi průměrem 
objektu a případné díry v objektu. Tento příznak se tedy vyhodnocuje pouze pro 
objekty s konzistencí 0. Pro ostatní předměty udává hodnotu poměru 0, což 
klasifikátor rozezná jako informaci, která nic neovlivní. Parametr je používán pouze 
k rozlišení různých druhů izolep a CD (tzn. kruhových objektů s jedním otvorem).  
Vstupem funkce pomer je analyzovaný obraz objektu a hodnota konzistence. 
Výstupem je tedy reálné číslo udávající zmiňovaný poměr. Nakonec je vypsána 
hodnota tohoto příznaku na obrazovku s patřičným popisem. 
 
4.4.5.8 urci_podlouhlost.m 
Funkce deklarovaná v tomto souboru vypočítá konvenčně používaný příznak 
podlouhlost a současně i pravoúhlost. Podlouhlost udává poměr stran obdélníku 
opsaného objektu. Obdélník musí ale splňovat kritérium minimálního možného 
obsahu. V praxi to tedy znamená, že je potřebné otáčet obrazem v malých krocích a 
vždy vypočítat podlouhlost. Následně ji potom porovnávat, zda náhodou není menší 
než zatím nalezená nejmenší. Algoritmus je napsán tak, že stačí provádět rotaci 
obrazu v intervalu 90°. Problémem je volba vhodného kroku změny úhlu. Pro 
zvýšení efektivity je nejdříve obrázek otáčen po 10°. Jakmile je nalezeno minimum, 
provede se pro toto pootočení upřesňující hledání v rozsahu ±9° s krokem 1°. Tím je 
dosažena dostatečná přesnost a je ušetřena část výpočetního výkonu.  
Výhodou tohoto příznaku je jeho invariantnost vůči změně velikosti objektu 
a vůči natočení. Tento příznak je protipólem k příznaku poměr. Je určován pro 
druhou skupinu objektů. Nemá smysl určovat podlouhlost u kruhu. Protože opsaný 
obdélník u kruhového předmětu má stejně dlouhé strany, je jeho podlouhlost vždy 
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rovna jedné. Stejně jako v předešlých případech je dosažený výsledek funkcí vypsán 
do okna Command window. 
Současně je v této funkci vypočten i příznak pravoúhlost. Počítá se stejně 
jako podlouhlost z minimální plochy opsaného obdélníka, tak je vhodné sloučit obě 
funkce. Protože udává míru podobnosti k opsanému obdélníku, může nabývat hodnot 
0 až 1. 
Vstupem je analyzovaný obrázek a informace, zda se jedná o kruh, která byla 
již dříve zjištěna pomocí Houghovy transformace. 
 
4.4.5.9 hlavni_barva.m 
Tato funkce má jako vstup pouze klasifikovaný obraz vyjádřený v barevném 
modelu HSV. Zjistí histogram složky barevný tón a v něm nalezne barvu s největší 
četností, která odpovídá objektu. Vyzkoušel jsem řadu příznaků, vycházejících 
z barvy. Konkrétně byly použity různé druhy průměru, energie, atd. Žádný 
z příznaků ale nedosáhnul uspokojivých výsledku. Proto jsem se rozhodl použít 
maximální hodnotu, i když v některých případech selhává pro bílou barvu. 
 
4.4.6 Klasifikátor 
Je použit klasifikátor, který je obdobou rozhodovacího stromu. Jedná se 
o soustavu podmínek, která postupně upřesňuje míru podobnosti analyzovaného 
objektu vůči trénovacím (tzn. známým) obrázkům. Míra podobnosti je vyjádřena 
pravděpodobností v rozsahu 0 až 1. Na počátku je míra podobnosti k trénovacím 
obrázkům nulová a postupně se mění v závislosti na zjištěných příznacích. Jako 
totožný je zvolen trénovací objekt, který při klasifikaci dosáhnul maximální míru 
podobnosti. Tato míra však musí být větší než 0,5. Nedosáhne-li žádný z objektů 
míru podobnosti alespoň 0,5, je objekt klasifikován jako neznámý. Zvolil jsem tuto 
metodu klasifikace, protože je její rozhodování nejbližší rozhodování člověka. Je 
tedy možné provádět logickou kontrolu správnosti výsledků.   
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Nejedná se o klasifikátor, který by automaticky prováděl proces učení 
a následně by testoval. Nastavení rozhodovacích schopností klasifikátoru jsou pevně 
uloženy ve vahách, které jsou v jednotlivých rozhodovacích podmínkách.  
Jako první příznak posuzovaný klasifikátorem jsem zvolil kruhovost objektu. 
Dále se vyhodnocuje konzistence, poměr průměrů objektu, podlouhlost a nakonec 
barevný tón. Podrobný popis algoritmu klasifikátoru nabízí jeho vývojový diagram 
(viz. přílohy 7.2). 
 
4.4.7 Výstupy z programu 
Po spuštění aplikace se jako první zobrazí snímek, který byl zvolen 
ke klasifikaci. 
 
Obr. 44 Zvolený snímek ke klasifikaci 
Dále je vykreslen histogram pro každou složku vstupního obrazu 
reprezentovaného barevným modelem HSV. Do složky barevný tón jsou zakresleny 
zelenou barvou prahy. 
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Obr. 45 Histogram složky barevný tón vstupního obrazu  
 
Obr. 46 Histogram složky sytost vstupního obrazu 
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Obr. 47 Histogram složky jasová hodnota vstupního obrazu 
V dalším kroku je zobrazen výsledek po prahování přes složku barevný tón 
barevného modelu HSV. 
 
Obr. 48 Snímek segmentovaný prahováním 
ÚSTAV AUTOMATIZACE A MĚŘICÍ TECHNIKY 
Fakulta elektrotechniky a komunikačních technologií 
Vysoké učení technické v Brně 
 
 
66 
Následuje zobrazení snímku po rekonstrukci děr objektu a je vyznačena 
oblast, určená k dalšímu zpracovávání. 
 
Obr. 49 Obrázek po rekonstrukci s vybranou oblastí 
Obrázek se převede na binární a provede se na něm binární otevření 
a následně uzavření. 
 
Obr. 50 Binární obrázky po morfologických operacích 
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Pomocí Sobelova hranového detektoru se určí hrany obrázku. 
 
Obr. 51 Hrany obrázku 
Následně je provedena transformace obrazu do Houghova prostoru. 
 
Obr. 52 Houghův prostor obrázku 
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Pokud je mezi známými obrázky nalezen korespondující obraz, je zobrazen 
i s mírou podobnosti vůči klasifikovanému obrazu. 
 
Obr. 53 Známý obrázek korespondující s klasifikovaným 
V průběhu klasifikace se vypisují na okna Command window Matlabu 
zjištěné hodnoty jednotlivých příznaků. 
 
Obr. 54 Výpis zjištěných příznaků 
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4.4.8 Výsledky testování 
K testování byl použit soubor 72 obrázků. Konkrétní výsledky pro jednotlivé 
obrázky jsou uvedeny v souhrnné tabulce (viz. přílohy 7.3 ). Výsledná úspěšnost 
klasifikace programu je 80,56%. K chybné klasifikaci docházelo většinou u objektů, 
které byly snímány pod velkým sklonem. Tím došlo ke ztrátě proporcí jednotlivých 
rozměrů a program si nedokázal z takto velikými odchylkami poradit. Nejčastěji 
docházelo k selhání příznaku kruhovosti objektu. Kruhovost selhala v 6 případech. 
I když segmentace nebyla vždy zcela dokonalá, dokázal si program většinou poradit 
i v případě, kdy nebyl zcela odstraněn stín objektu. Obecně se dá říci, že stíny 
nezpůsobovaly při klasifikaci velké problémy. Problém se stíny byl u objektu páska, 
která je poměrně vysoká a má v sobě malou díru. Protože denní světlo nasvětlovalo 
objekt vždy z boku a nebylo používáno dodatečné osvětlení, vznikl v otvoru pásky 
stín, který nebylo možné odlišit od pozadí. To mělo za následek selhání příznaku 
konzistence. 
  
Obr. 55 Obrázek kdy vlivem nesprávné segmentace selhala konzistence 
V několika případech došlo k situaci, že byl nalezen správný obraz, kterému 
se měl klasifikovaný objekt podobat, současně ale byl označen stejnou měrou 
podobnosti i jiný objekt (např. splynuly objekty beloba a vicko). Příčinou tohoto 
výsledku byl vždy příznak pravoúhlost, který nefunguje vždy úplně správně u 
podobných kruhových objektů. Protože musí být příznaky invariantní vůči zvětšení, 
je obtížné tímto příznakem odlišit kruhy. Při trénování byla zjištěna u snímku beloba 
pravoúhlost 0,80837 a u snímku vicko 0,78833. Je vidět, že tyto dvě hodnoty jsou si 
velmi blízké. Následující obrázek beloby, u kterého došlo k selhání příznaku 
pravoúhlost dosáhl hodnoty 0,78909. Je vidět, že došlo k jasnému překrytí hodnot. 
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Obr. 56 Příklad snímku beloba u kterého selhala pravoúhlost 
Na druhou stranu program správně rozpoznával i některé hodně zkreslené 
obrázky (např. viz Obr. 57). Kruh se změnil v elipsu, ale klasifikace se i přes to 
zdařila. v tomto případě byla objektu přidělena míra podobnosti 63%. 
 
Obr. 57 Správně klasifikovaný snímek 
Průměrná míra podobnosti, se kterou byly objekty správně klasifikovány je 
88,72 %, což je uspokojivý výsledek. 
  
Obr. 58 Další příklady správně klasifikovaných snímků 
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5. ZHODNOCENÍ 
Prvním krokem řešení této diplomové práce bylo hledání informačních 
zdrojů. Hledal jsem mezi knižními tituly a samozřejmě na internetu. O problematice 
počítačového vidění toho již bylo napsáno mnoho. Mně se bohužel nepodařilo nalézt 
publikaci, kde by byly shrnuty výhody a nevýhody jednotlivých klasifikačních 
metod. Nebylo ani možné vyzkoušet všechny v praxi. Vycházel jsem tedy 
z dosavadní zkušenosti a znalostí získaných z literatury. Při výběru vhodného druhu 
klasifikátoru jsem se rozhodoval mezi neuronovými sítěmi a rozhodovacími stromy. 
Neuronové sítě jsou nasazovány velmi často na řešení nejrůznějších úkolů. Nastavují 
se jimi i regulátory. Důvod proč jsem nakonec zvolil rozhodovací stromy jsem již 
uvedl v některé z předchozích kapitol (viz. 4.4.1). Jejich velkou výhodou je dobrá 
interpretovatelnost pro člověka.   
Praktická část projektu se nejdříve orientovala na popis umělých obrázků. 
Cílem bylo ověřit si funkci jednotlivých příznaků. Získané poznatky jsem využil při 
volbě vhodných příznaků pro klasifikaci skutečných snímků. Vycházel jsem spíše 
z geometrických vlastností objektu než z fotometrických. Rozhodl jsem se totiž 
nepoužívat žádné umělé osvětlení, které by zjednodušovalo práci s obrazem. 
Nesnažil jsem  se ani dosáhnout ostrosti snímku.  
Klasifikace byla prováděna až v druhé části diplomové práce na skutečných 
snímcích. Ze 72 testovacích snímků bylo správně klasifikováno více než 80 %. 
Problémy, které vedly k chybným klasifikacím byly způsobeny částečně 
nedokonalou segmentací a částečně snímáním objektu. Snažil jsem se fotografovat 
objekty z různých směrů a pod různými úhly, abych ověřil, co program ještě dokáže 
klasifikovat správně. V některých případech již byly odchylky příliš veliké a nebylo 
možné je správně klasifikovat. Řešení těchto problémů vidím ve zdokonalení 
segmentace objektů a v některých případech i ve zdokonalení algoritmu hledání 
příznaků. Určitě by bylo výhodné použít klasifikátor, který bude automaticky 
provádět učení. Dosáhne jistě lepších vlastností klasifikace než já při ručním 
nastavování. Ruční nastavování pro mě mělo výhodu v získání praktických 
zkušeností. Proto si myslím, že můj postup byl správně volen. 
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Pokud by měla být aplikace rozšířena o další příznak pro klasifikaci, musela 
by být přidána do klasifikačního algoritmu jedna podmínka. Následně by muselo být 
znovu provedeno trénování a uložení hodnot nového příznaku do paměti. Vyzkoušel 
jsem klasifikovat i několik úplně neznámých objektů. Chování aplikace je závislé na 
parametrech objektu. Jiný druh CD byl klasifikován bez problémů, ale pokud bude 
klasifikován např. obraz auta, bude s největší pravděpodobností označen jako 
neznámí. 
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7. PŘÍLOHY 
7.1 CD  
Následující seznam popisuje strukturu souborů na disku CD. 
 CD 
 diplomová práce 
 gabriel_petr.doc 
 gabriel_petr.pdf 
 program 
 finalni_verze_programu 
 hlavni.m 
 hlavni_barva.m 
 hough_kruznice.m 
 odstran_diry_objektu.m 
 pomer.m 
 prahovani_hsv.m 
 urci_podlouhlost.m 
 vyber_oblasti.m 
 vypocet_konzistence.m 
 obrazky 
 stare 
 … 
 testovaci 
 … 
 trenovaci 
 … 
 pocatecni_program 
 klass.m 
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7.2 VÝVOJOVÝ DIAGRAM KLASIFIKÁTORU 
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7.3 TABULKA VÝSLEDKŮ TESTOVÁNÍ 
název 
klasifikovaného 
obrázku 
Správně 
klasifikován? 
(ano=1, ne=0) 
procento 
úspěšnosti 
beloba1 1 100 
beloba2 0 90 
beloba3 1 80 
beloba4 1 100 
beloba5 1 72 
beloba6 1 100 
cdr1 1 63 
cdr2 1 80 
cdr3 0 65 
cdr4 0 76 
cdr5 1 80 
fixa1 1 100 
fixa2 1 100 
fixa3 1 100 
fixa4 1 100 
fixa5 1 100 
fixa6 1 100 
fixaf1 1 100 
fixaf2 0 72 
fixaf3 1 100 
fixaf4 1 80 
fixaf5 1 100 
guma1 1 80 
guma2 1 72 
guma3 1 80 
guma4 1 80 
guma5 1 52 
guma6 1 72 
izolepa1 1 100 
izolepa2 1 80 
izolepa3 0 65 
izolepa4 1 80 
izolepa5 1 80 
izolepa6 1 72 
izolepa7 0 58 
izolepa8 1 80 
izolepa9 1 80 
krabicka1 1 90 
krabicka2 1 90 
krabicka3 1 100 
krabicka4 1 100 
krabicka5 1 100 
krabicka6 1 100 
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nuzky1 0 52 
nuzky2 1 72 
nuzky3 1 80 
nuzky4 1 100 
nuzky5 1 100 
papirky_modre1 1 100 
papirky_modre2 1 90 
papirky_modre3 1 100 
papirky_modre4 1 100 
papirky_modre5 1 90 
papirky_modre6 1 90 
papirky_ruzove1 1 80 
papirky_ruzove2 0 72 
papirky_ruzove3 1 100 
papirky_ruzove4 1 100 
papirky_ruzove5 1 76 
papirky_ruzove6 1 86 
papirky_ruzove7 1 95 
paska1 0 90 
paska2 0 80 
paska3 0 90 
paska4 1 80 
paska5 0 90 
paska6 1 64 
vicko1 0 90 
vicko2 0 90 
vicko3 1 100 
vicko4 1 100 
vicko5 1 100 
 
