The thinnest coverings of ellipsoids are studied in the Euclidean spaces of an arbitrary dimension n. Given any ellipsoid, our goal is to find the minimum number of unit balls needed to cover this ellipsoid. A tight asymptotic bound on the logarithm of this number is obtained.
Introduction

Ellipsoids and coverings
Consider the ball B n ε (y) of radius ε centered at some point y = (y 1 , . . . , y n ) in an ndimensional Euclidean space R n :
For any subset A ⊂ R n , a subset M ε (A) ⊆ R n is called its ε-covering if A is contained in the union of the balls of radius ε centered at points y ∈ M ε (A):
A ⊆ The so-called ε-entropy [1] ℵ ε (A) of a set A is defined as
where minimum is taken over all coverings and the logarithm is base e. Below we study the ε-entropy of an arbitrary ellipsoid
where a = (a 1 , . . . , a n ) is a vector with n positive symbols. Without loss of generality, we assume that 0 < a 1 a 2 · · · a n .
By linear transformation of R n , we can always replace a subset A and its covering M ε (A) using the unit balls B n 1 (y) on the rescaled subset A/ε. More generally, we can use different scaling factors b i for different axis x i. Thus, the following three problems are equivalent:
(1) covering an ellipsoid E n a with unit balls; (2) covering an ellipsoid E n a with balls of radius ε; (3) covering an ellipsoid E n a with (smaller) ellipsoids
Due to this equivalence, we will consider coverings with unit balls and remove the subscript ε from our notation. Our main goal is to find the asymptotic (unit) entropy ℵ(E n a ) as a function of n and a. Here we consider the subsets of ellipsoids such that ℵ(E n a ) → ∞.
Coverings of the balls
Optimal coverings have been long studied for an Euclidean ball B n ρ = B n ρ (0). Various bounds on its minimum covering size are obtained in papers [2, 3] . In particular, it follows from these papers that for any n 1 and ρ 1,
Here and in the sequel, c and c i denote some universal constants. We also mention the FewCoxeter-Rogers lower bound
For more details, we refer to the monographs [4, 5] , and survey [6] , which give a detailed account of the subject along with an extensive bibliography. Coverings of other sets have also been studied for general convex bodies (see [7] and references therein).
Prior and present results
Note that ℵ(E 1 a ) = log a for n = 1. Thus, we assume that n 2. Given some θ ∈ (0, 1/2), we decompose the set of positions N = {1, . . . , n} into the three consecutive subsets:
We also assume that m 1, since otherwise E n a is covered with the single ball B n . Given an ellipsoid E n a , consider the geometric mean of the m largest half-axes and the sum of their logarithms
Note that the ball B m ρ has the same volume as the m-dimensional sub-ellipsoid
spanned over the m largest axes of the original ellipsoid E n a . We begin with a lower bound.
Theorem 1 (Generalized packing bound [7] ). The entropy of any ellipsoid E n a satisfies inequality ℵ E n a K.
The following theorem is valid for all ellipsoids and directly follows from the more general results [7] for convex bodies. It is also a reformulation of Theorem 3 of [8] .
Theorem 2. For any θ ∈ (0, 1/2), the entropy of an ellipsoid E n a satisfies inequality ℵ E n a K + μ θ log(3/θ ).
From now on, consider the sets of ellipsoids E n a with K → ∞, so that sub-ellipsoids E m a have growing size. According to Theorem 2, asymptotic equality
holds if there exists θ ∈ (0, 1/2) such that
Note, however, that condition (9) is very restrictive and holds only for the sets of expanding ellipsoids, such that ρ → ∞. In particular, it fails on a ball B n ρ of any given radius ρ > 1. The following asymptotic bound of [8] removes this drawback.
Theorem 3. Asymptotic equality (8) holds for the ellipsoids E n
a provided that log a n log ρ
Note that condition (10) implies that
in which case the volume of the largest sub-ellipsoid E m a exceeds any polynomial in n. Our main goal is to obtain asymptotic equality (8) for a broader class of ellipsoids. Firstly, we shall refine condition (10) so that the largest coefficient a n will depend on m and ρ only. Secondly, we show that all positions of the subset J θ,0 are insignificant for the entropy ℵ(E n a ), which allows us to replace parameter n in (11) with parameter μ θ . Finally, we show that asymptotic bounds only slightly depend on θ and can be extended to the case of θ → 0. These results are summarized as follows.
Theorem 4. Consider the set of ellipsoids E n
a that satisfy restriction log a n log ρ
for any m 2. Then for any parameter θ
where c 1 and c 2 are universal constants.
By taking θ = e −K/ log K , we obtain the following corollary.
Corollary 5. Consider the set of ellipsoids E n a that satisfy condition (12). Let
Then ellipsoids E n a satisfy asymptotic equality
Note that new conditions (12) and (14) loosen former conditions (10) and (11). In particular, restriction (12) holds whenever the longest half-axis a n is a polynomial ρ s of increasing degree s, as long as s = o(m log ρ/ log m). Also, (14) admits any ellipsoid whose size grows faster than a polynomial in m * . Finally, this number m * includes only those m * half-axes a j , which either exceed 1 or are arbitrarily close to 1 (within an exponentially declining margin
On the other hand, the following lemma shows that there exist ellipsoids, whose entropy (13) is dominated by the term log μ θ .
Lemma 6.
Consider an ellipsoid E n a with half-axes a 1 = · · · = a n−1 = 1 and any a n > 1. No n unit balls can cover E n a .
Proofs
Proof of Theorem 4. The proof includes three main steps. In the first step, any ellipsoid E n a will be enclosed into a finite number of subsets D n R , each of which is a direct product of the balls (of lesser dimensions). In the second step, we design a covering for each D n R . In the third step, we obtain a universal upper bound on the entropy ℵ(E n a ) and optimize its asymptotic parameters.
Step 1. Divide the set N of n positions into some number t + 1 of consecutive intervals
where t m + 1. Below we use notation J i = [n i + 1, n i+1 ] for any interval J i and denote its length s i = n i+1 − n i . Here n 0 = 0 and n t+1 = n. For any θ, m, and μ = μ θ , we also use the parameter z = 2(μ + 1) 2 /θ 2 and define t + 1 approximation grids P i , where
Thus, all t + 1 grids have the same range [1/z, 1], and the last t − 1 grids are identical. Without loss of generality, we assume that 2 θ log z is an integer. These grids are used as follows. For any point x ∈ E n a , we take any interval J i and consider the subvector
of length s i . Then we define the vector R = R(x) = (r 0 , . . . , r t ) with symbols
By the definition of an ellipsoid E n a , t i=0 r i 1.
Each symbol r i is then rounded off to the two closest (but not necessarily different) pointsr i and r i on the grid P i taken as follows:
Finally, for any vector R, we use its approximation
. . ,r t ).
These vectors R form the set {R} of size
Now, for any i, define the ball
of dimension s i and radius ρ i . Then we consider the direct products D n R of all t + 1 balls:
Lemma 7. The original ellipsoid E n a is contained in the union of the sets D n
Proof. For any point x ∈ E n a , consider the corresponding vectors R(x) and R. Recall that a n i+1 = max{a j , j ∈ J i }. Then
and x J i ∈ B s i ρ i for all i. Thus, by considering all possible vectors R, we find a subset D n R that covers any point x ∈ E n a , and (20) holds. 2
Step 2. Given any vector R, our next goal is to cover each subset D n R defined in (19) with unit balls. In doing so, we cover each ball B 
The following lemma shows that the direct product of the covering balls is contained in the unit ball: 
Next we proceed with r i > 1/z. For r 0 > 1/z, we use the fact that a 2
Also, definition (21) shows that
Thus, (22) follows from (23)- (25):
Step 3. Our goal is to estimate the entropy
Consider any set D n R . According to (21), the first ball B s 0 ρ 0 is entirely covered by the ball of the same radius e 0 . Also, for the remaining t balls B s i ρ i , the universal bound (2) gives the following estimates:
Note that log(1 − α) −2α for any α ∈ [0, 1/2]. Thus for all i 1, definitions (15), (17), and (21) give inequalities
These two inequalities are used as follows. For i = 1, the interval J 1 has length s 1 = μ − m. Then
Similarly, for any i 2, we obtain a uniform estimates for all vectors R:
Now note that
Thus, estimates (26)-(30) give the universal bound
s i log a n i+1 + c 1 log(μ + 1) + c 2 log θ + C(t − 1) log(m + 1).
For m = 1, we have t 2, and bound (13) readily follows from (31). For m 2 and K → ∞, let η = η(K) be a positive function such that
Obviously, our original condition (12) can be replaced with (32) if function η approaches 0 slowly enough. We then choose the intervals J i of length
Finally, note that restriction (32) can be rewritten as log a n = o ηK 2 m log m .
Then the first term in (31) gives (s i − 1) log a n i+1 a n i +1 K + (s − 1) log a n a n−m+1
The latter bound combined with (31) and (33) gives our main estimate (13), and the proof of Theorem 4 is completed. 2 Proof of Lemma 6. Assume that n unit balls cover E n a . Then the centers of the balls belong to some hyperplane H in R n . First, suppose that H does not contain the longest axis x n . Consider the orthogonal line OA ⊥ H from the origin O that crosses the surface of E n a at some point A. Since a n > 1, this point A is located at the distance d(A, H ) > 1 and is not covered by any unit ball.
Secondly, let H contain the axis x n . We take any positive parameter λ < a n − 1 a n + 1
and consider L n + 1 points 
)/a n = λ i /a n . Then for any two indices i < j,
in accordance with restriction (34). On the other hand,
Now we see that Thus, no L − 1 separate balls with centers on the same hyperplane H can cover all L points A i (despite the fact that these points have vanishing distance if n → ∞ or a n → 1). This contradiction shows that the centers D i may not belong to the same hyperplane and there are more than n centers needed for complete covering. 2
Note that similar arguments can also be extended to the case when some coefficients a i are less than 1. In particular, Lemma 6 can be verified for any a n > 1 and any parameter c ∈ (1, a n ) if we take an ellipsoid E a n , where
, λ= a n − c a n + c .
Concluding remarks
Replacing an original ellipsoid with direct products of the balls was first used in [8] . Present design differs in the following aspects. Firstly, exponentially declining steps are now used instead of the uniform quantization of [8] . Secondly, different approximation grids are applied to different positions. Finally, for each vector R, our radii e i are specified directly. Instead of this, non-convex optimization was performed in [8] to find the worst vectors R, which give the highest contribution to the entire entropy.
Our design includes two parts. In the first, approximation, part, we increase and round off the original quantities r i employed to cover the axes of an ellipsoid. To minimize the overhead caused by this expansion, the approximation grids {P i } have to be stretched to a very low level 1/z. These grids should also have sufficient density (to yield small approximation errors) and sufficiently small size (to avoid prohibitively many subsets D n R ). Exponentially declining levels {r i } resolved these problems.
In the second, covering, part, we have to compensate for the increase in radius e 0 employed on the first interval J θ,0 . This problem is addressed by using a small multiplying step e θ/2 in the first grid P 0 . To obtain sufficiently small approximation errorsr i /ε i on the remaining intervals, we define the radii e i through the second set of approximation levels {r i }. In turn, this double approximation allowed us to meet the restrictions of Theorem 4 and Corollary 5.
