Object tracking plays an important role in multimedia surveillance systems, in which the major types of data are video and audio captured by cameras and microphone arrays. In this paper, we describe a systematic approach to audiovisual object tracking, originally proposed by Beal et al, based on graphical models that jointly combine audio and video variables under a single probabilistic framework. We seek to improve this approach through three aspects: First, we introduce background subtraction preprocessing of video data. Second, we modify the video model to exclude the background from being transformed. Third, we extend the joint model to a dynamic Bayes net. These improvements yield satisfactory results on single person tracking in a noisy outdoor environment with far-field background road traffic, and handle situations where the target is lost due to occlusions.
INTRODUCTION
The analysis of multimedia data is of paramount importance in today's society. Two major types of multimedia data are video and audio captured by video cameras and microphone arrays. In many surveillance applications, with both video and audio available, a fundamental task is to track an object in the scene. In the literature, there has been extensive work on object tracking based on either video or audio only. In the belief that by fusing video and audio cues one can potentially improve tracking performance, researchers have begun to exploit the correlations between the two modalities. This has led to systems in which video and audio cues are loosely coupled. In those systems, a video tracker and an audio tracker are run independently, and the results of the two trackers are combined at a high level. However, in order to maximize the benefit of joint audiovisual processing, cue fusion must be performed at a low level in a systematic manner.
In 2003, Beal et al proposed a novel approach to audiovisual object tracking based on graphical models that jointly combine audio and video variables under a single probabilistic framework [1] . This approach for the first time models the joint statistical characteristics of the video and audio signals. The joint model exploits the dependency of the time delay between the audio signals received at two microphones on the object position in the scene. As a result, calibration is not required for it is automatically performed by parameter learning in the model.
We seek to improve this approach through three aspects: First, we introduce background subtraction preprocessing of video data to make the foreground object "stable" against the background. Second, we modify the video model to exclude the background from being transformed. Third, we extend the joint model to a dynamic Bayes net (DBN) to characterize the temporal evolution of the object trajectory.
This paper is organized as follows. Section 2 describes the joint audiovisual model proposed by Beal et al. Sections 3-5 elaborate our improvements to the joint model, namely background subtraction preprocessing, the modified video model, and the DBN, respectively. We present our experiment results in Section 6, and conclude the paper in Section 7.
JOINT AUDIOVISUAL MODEL
Assuming the experiment setup in Fig. 1(a) , the joint audiovisual model proposed by Beal et al is illustrated in Fig. 1(b 
where l G denotes a spatial shift operator.
In the setup in Fig. 1 
An efficient E-M algorithm is derived to learn and infer in the model [1] . Tracking is done by evaluating
The above audio and video models both use a technique termed transformed mixture of Gaussians (TMG) [2] . In the audio model the transformations are time delays and in the video model spatial shifts. An analysis of TMG reveals a drawback of the video model. TMG is a transformationinvariant clustering technique that tends to capture the most typical or stable part of an image sequence. In practice, the background of a scene is usually deemed as more stable than the foreground object. In this case, TMG tends to track the background instead of the desired foreground object. Although the audio model is fighting against this trend, it is however less effective. Due to the high level of noise present in the audio signals, the time delay is difficult to estimate. The much stronger visual cues cause a bias toward the video model. An example of failure of tracking is demonstrated in Fig. 6. 
BACKGROUND SUBTRACTION PREPROCESSING
Since TMG tends to capture the most stable part of an image sequence, a natural idea would be to force to make the foreground object "stable" relative to the background. This is achieved by a background subtraction preprocessing procedure. First, we extract the background of the scene by averaging all the video frames across time. Next, we subtract the obtained background from every video frame. The preprocessed video data, with the foreground object made stable, is then used to train the joint audiovisual model. The foreground object can be made even more stable by further binarizing the preprocessed video data. We choose an intensity threshold θ so that all pixels greater than θ are set to 1 and the rest 0. See Fig. 2. 
MODIFIED VIDEO MODEL
In the video model, the background is spatially shifted along with the foreground object. An alternative to background subtraction preprocessing is that we modify the video model to exclude the background from being transformed. The new BN is shown in Fig. 3 .
In the modified video model, the latent image v represents only the foreground object. v is spatially shifted by l pixels before it is combined with the background b to form the observed image y . In this model, b is a deterministic variable whose value is obtained as described in the previous section. The observed image y is then 
MODELING TEMPORAL DYNAMICS
The joint audiovisual model described above assumes all random variables are i.i.d. across time, without mentioning any inter-frame dependencies. Thus, it is called the "static" model. In practice, however, an object is observed to change its position slowly over time. In order to characterize the temporal evolution of the object trajectory, we extend the static model to a dynamic Bayes net (DBN) [3] , as shown in w are set empirically.
The Viterbi algorithm finds the "best" path in the trellis of which the total probability total P is maximum. The candidates t i lˆ along the "best" path are then our optimal position estimates of the object for the corresponding time frames.
EXPERIMENTS AND RESULTS
We carried out a series of experiments based on our inhouse data, captured by an off-the-shelf camera and two microphones, as shown in Fig. 1(a) . The data include the video of a person walking in a noisy outdoor environment with far-field background road traffic and his speech. We used 420 audiovisual frames (about 30s) of the data for parameter learning, and tracking is part of inference in the model. The parameters are randomly initialized except that s µ is set to be the first frame of the video data. All the precision matrices are assumed to be diagonal. . Usually, the E-M algorithm converges after 5 iterations. Fig. 7 is the result of background subtraction preprocessing and Fig. 8 the result of the modified video model. In both results the person in the scene is accurately tracked. Fig. 9 shows the result of the DBN. Here, the result of the DBN is identical to that of the modified video model. A reasonable explanation is that the video cues (and probably the audio cues) have provided sufficient information for the static model to accurately track the person, thus leaving no improvement space for the DBN. However, in situations where the person is nearly totally occluded, the advantage of the DBN becomes obvious. Fig. 10 shows the result of the static model with an artificial occluding bar. When the person walks behind the bar, visual cues disappear and the static model loses the target. However, the DBN overcomes this drawback. It can accurately track the person even he is totally buried behind the bar, as shown in Fig. 11 Table 1 is a summary of tracking performance of the above various experiments. One should note that the DBN demonstrates great potential for object tracking in those scenes where possible occlusions exist.
CONCLUSION
In this paper, we describe a novel approach to audiovisual object tracking, originally proposed by Beal et al, which is based on graphical models that jointly combine audio and video variables under a single probabilistic framework. We have improved this approach through three aspects: First, we introduce background subtraction preprocessing of video data to make the foreground object stable against the background. Second, we modify the video model to exclude the background from being transformed. Third, we extend the joint model to a dynamic Bayes net to characterize the temporal evolution of the object trajectory. A series of our experiments have shown that both background subtraction preprocessing and the modified video model yield satisfactory results on single person tracking in a noisy outdoor environment with far-field background road traffic, and the DBN can further handle situations where the target is lost due to occlusions.
The DBN is a promising technique for modeling temporal data. It is potentially useful for simultaneously tracking multiple objects in a clutter background with occlusions. Our future work will be focused on applying the DBN technique to multiple audiovisual object tracking in a complex scene in which the objects might be occluded by one another.
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