Image segmentation is defined as the process of dividing an image into disjoint homogenous regions and it could be regarded as the fundamental step in various image processing applications. In this paper, a novel multilevel thresholding segmentation method is proposed for grouping the pixels of remote sensing (RS) images into different homogenous regions. In this way, Hybrid Genetic Algorithm-Particle Swarm Optimization (HGAPSO) is used for finding the optimal set of threshold values. The new method is tested on two different study areas and results are compared with PSO-based image segmentation comprehensively. Results show HGAPSO based image segmentation performs better than PSO-based method in different points of view.
INTRODUCTION
Segmentation refers to the process of partitioning a digital image into multiple objects. In other words, image segmentation could assign a label to each pixel in the image such that pixels with the same label share certain visual characteristics. These objects are more meaningful than each pixel. Image segmentation plays an important role in analyzing and understanding images [1] . The segmentation of images into meaningful objects could be useful for further image processing purposes such as classification and object recognition.
There are a few methods for image segmentation such as texture analysis based, histogram thresholding based, clustering based and region based split and merging methods [2] .
One of the most famous methods for image segmentation is thresholding method, which is commonly used for segmentation of an image into two or more clusters [3] . Otsu introduced a nonparametric method for automatic threshold selection based on histogram evaluation for segmentation of images [4] . Otsu also introduced three objective functions to evaluate threshold value at the level t, as follows:
, ,
Where is the within-class variance, is the between-class variance and is the total variance. The problem of bi-level thresholding is reduced to an optimization problem to probe for the threshold t that maximizing the and minimizing [3] . For two level thresholding, the problem is solved by finding T* which satisfies max( (T*)) where 0 ≤T*< L and L is the maximum intensity value. This problem could be extended to n-level thresholding through satisfying max (T* 1 , T* 2 , . . .,T* n ) that 0 ≤T* 1 <T* 2 <. . .<T* n < L. One way for finding the optimal set of thresholds is the exhaustive search method. The exhaustive search method based on the Otsu criterion is simple, but it has a disadvantage that it is computationally expensive [3] . Exhaustive search for n -1 optimal thresholds involves evaluations of fitness of n(L-n+1) n-1 combinationsof thresholds [3] so this method isn't suitable in computational coast's point of view.
The task of determining n -1 optimal thresholds for n-level image thresholding could be formulated as a multidimensional optimization problem. Some methods were proposed for solving the Otsu threshold selection such as finding the optimum set of thresholds by PSO and GA [5] , [6] , [1] , [3] and [7] . In the follow, a brief description of GA and PSO are brought and strengths and weaknesses of these methods are perused.
Genetic Algorithm
Genetic algorithm (GA) is an adaptive method that can be used to solve search and optimization purposes [8] . GA is based on the genetic process of biological organisms. In compression to other techniques, GA can emphasize much stronger on global, as opposed to local search and optimization [9] . Furthermore, GA is able to find an optimal solution without having to explore the whole (often vast) search space.
GA starts optimization with several solutions. Each of these solutions is called chromosome or individual. Each chromosome consists of several genes which can have different values. These genes carry the attributes of each individual. Set of The chromosomes constitute a population. Each chromosome receives a fitness value based on its genes. The fitter chromosomes are selected for generation. For generation phase, two fitter chromosomes are selected and their chromosomes are recombined to make a new offspring (or solution). The act of combination is done by crossover. After crossover, mutation is applied on each child individually [8] . This cycle is repeated until a termination criterion is met [10] .
For solving the multilevel thresholding problem, some techniques using GA have been introduced [5] , [6] . Segmentation methods 
Particle Swarm Optimization (PSO)
PSO is a very promising evolutionary computation technique that has been developed recently due to research on bird flock simulation by Kennedy and Eberhart [11] . The main specification of PSO is simplicity and velocity. The PSO algorithm acts such as genetic algorithms and, additionally, it can be implemented much easier than GA and has fewer parameters to adjust. PSO consists of the set of solution, which is called population. Each solution consists of the set of parameters and represents a point in multidimensional space. Each parameter could be a solution for our problem and calls particle. Group of particles (population) is called swarm. Particles move through the search space with a specified velocity for finding the optimal solution. Each particle keeps a memory which helps it in keeping the track of its previous best position. The positions of the particles are distinguished as personal best and global best. Particles' velocities are adjusted according to the historical behavior of each particle and its neighbors while they fly through the search space. Each move of particles is deeply affected by its current positions and its memory of previous useful parameters, and by the cooperation and group knowledge of the swarm [11] . Therefore, the particles have a tendency to fly towards the better and better search area over the search process course. The Velocity of i-th particles in k-th iteration determined as:
C 1 and C 2 are acceleration constant.C 1 guides each particle towards local best position whereas C 2 called social parameter and guides the particle towards global best position. r 1 and r 2 are random values in range of 0 and 1. W is the inertia weight and is predefined by user.
shows The position of each particle in ddimensional search space.
is the best previous position of each particles which is called particle best position.
is the best position of the all particles and is called global best particle. The i-th particle position is updated by:
PSO is widely used for image segmentation and solving the multilevel thresholding problem by [1] , [3] and [7] .
Hybrid GA-PSO (HGAPSO)
Hybrid GA-PSO combines the standard velocity and updates rules of PSO with the ideas of selection, crossover and mutation from GAs.
One drawback of PSO is the swarm may prematurely converge. The main cause of this problem is that, particles try to converge to a single point, which is on the line between the global best and the personal best positions. This point is not guaranteed for a local optimum [12] . Another reason for this problem could be the fast rate of information flow between particles. In this manner, similar particles are created with a loss in diversity and the possibility of being trapped in local optima is increased [13] .
Another problem in PSO is the different parameter settings for a stochastic search algorithm cause the high performance variances [13] . Generally, there isn't any specific parameter setting could be applied to all problems. Increasing the inertia weight (W) will increase the speed of the particles and cause more exploration (global search) and less exploitation (local search) [13] . So, finding the best set of parameters isn't a simple task, and it might be different from one problem to another [13] .
The main reason of using the PSO is its simple conceptual and could be implemented in a few lines of code. Further reason is PSO also have memory. In a GA if a chromosome is not selected, the information contained by that individual is lost. However, without a selection operator which has been used in GA, PSO may waste resources on inferior individuals [13] . A PSO's behavior enhances the search for an optimal solution, however a GA has problem for finding an exact solution and are best at reaching a global region [14] . In general, Hybrid GA-PSO is used to overcome these problems. Matthew Settles and Terence Soule suggest that the correct combination of GA and PSO has the potential to achieve better results faster and to work effective across a wide variety of problems. Both Angeline [15] and Eberhart [14] have suggested that a hybrid combination of the GA and PSO models could make a very efficient search strategy.
The Hybrid GA-PSO is made for optimization of problems in continuous, multidimensional search spaces [15] .
P.D. Sathya and R. Kayalvizhi proposed a multilevel thresholding method based on PSO and compared their method with GA-based thresholding method. Comparison showed PSO-based image segmentation runs faster, and more stable than GA [14] . Therefore, one goal of this paper is comparison of a proposed method with PSO-based one.
In this paper, a novel method for segmentation of RS images based on HGAPSO are introduced. This method can solve the Otsu problem for delineating multilevel threshold values and has a great potential to segment of images more efficiently than PSO. Result shows HGAPSO-based method is more stable and efficient than PSO-based method, in terms of finding the optimal set of thresholds for segmentation of RS images.
This paper is organized as follows. In Section 2, the proposed segmentation method, its structures and specifications, are presented. Section 3 is devoted to the experimental results and comparison of the new methods with the PSO-based one. Finally, Section 4 presents the concluding remarks and future works.
PROPOSED METHOD
In this research study, a novel Hybrid GA-PSO (HGAPSO) based method is proposed for segmentation of remote sensing images. Enhancement: In each generation, after calculating of all individuals' fitness functions, the top-half best-performing individuals are opted. These individuals are regarded as elites. Instead of reproducing the individuals directly by GA, elites are enhanced by PSO at first. Each elite is regarded as a particle and the total number of elites illustrates a swarm based on PSO, (2) and (3) are applied to the elites. By applying PSO on the elites, the search ability would increase. Half of the population in the next generation is produced by the enhanced individuals, and the remainder is occupied by crossover and mutation operations [13] .
Crossover: The tournament-selection scheme is used for selection step. For producing the individuals with better performance, crossover only is done on individuals, which were enhanced by PSO. Two enhanced elites are selected in the random way, and their fitness values are compared to each other. Then, the elite with better fitness is opted. Further the other parent is selected in the same manner. One-point crossover operation is used for producing the new offsprings [13] .
Mutation: In this research work, uniform mutation with a constant probability equal to 0.1 is used [13] .
The inertia weight (W) is an important factor for the PSO's or HGAPSO's convergence. It is used to control the impact of previous history of velocities on the current velocity. A large inertia weight factor facilitates global exploration (i.e., searching of a new area) while small weight factor facilitates local exploration. Therefore, it is better to choose large weight factor for initial iterations and gradually reduce weight factor in successive iterations. This can be done by using: 
Where n b (T) = (6) n o (T) = (7) μb and μo are the mean level of class background and class foreground respectively.
The solution with the best fitness function is selected as the optimal set of image thresholds. It should be noticed that, the fitness value of each solution is calculated as follows: (4) The best solution with the max fitness or X gbest is declared by (5): 
EXPERIMENTAL RESULT
PSO-and HGAPSO-based image segmentation which are proposed in this paper were programmed in MATLAB on a computer having Intel Core 2 Duo E7500 processor and 2GB of memory.
Two RS images are used for the experiments which were captured by different sensors with different spectral and spatial resolutions. The first data set has a wide variety of intensity values. However, the second one is scarce and has limited digital numbers. In the follow, these data sets and the corresponding results will be described. The first test case is a RGB image which was captured from Atlanta by GeoEye Inc. with 1200×950 dimension size. Fig.  4 (a) shows this image and Fig. 2 illustrates the histogram of R, G and B respectively. The second test case is a false color RGB image from Canon city, Colorado, which was captured by Landsat Thematic Mapper (TM) sensor which has about 30 meter resolution. In this data set, band 4, 3 and 2 are used for showing R, G, and B respectively. Fig. 5 (a) shows this data set and Fig.3 illustrates the histogram of each band.
Fig. 2: Histograms of R, G, and B for the first test case
For comparing algorithms in computational time point of view, CPU process time for segmentation of each test case in different level is calculated and results are presented in table 2. The results show that the PSO has fewer computational time. The reason of higher computational time in HGAPSO is three extra processes (Selection, Crossover and Mutation) which must be applied. The difference between two methods' computational time is so low and could be eliminated.
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Fig. 3: Histograms of R, G, and B for the second test case
The proposed multilevel thresholding technique based on HGAPSO is implemented with the following parameters. Since all the optimization algorithms are organized based on random search and stochastic way for solving problems, the results of experiments are not completely the same in each iteration of the algorithm. Hence, it is necessary to analyze the stability of all the algorithms [14] . This comparison is used for finding which algorithm is more stable than others. In [14] standard deviation is used for showing the stability of the algorithm. Standard deviation is calculated as follows:
Standard deviation =
Ite is the number of iteration of the algorithm. is the best fitness value in the i-th iteration of the algorithm and is the mean value of The result of standard deviation is shown in table 2. As can be seen standard deviation in almost all experimental results based on HGAPSO is fewer than PSO-based segmentation. So, HGAPSO-based segmentation is more stable than PSO-based one. As can be seen in previous section, the HGAPSO could be converged in fewer iteration than other methods such as GA and PSO. As a result, remains same in more iteration. Subsequently, the difference between and decreases and consequently the standard deviation value which is calculated by (6) is decreased. Table 3 shows the optimal threshold value for each level and corresponding fitness value. Both of fitness value and optimal threshold value are calculated for R, G, and B. In the first test case, most of the time, HGAPSO acts more significant than PSO. HGAPSO has a great potential for finding the optimal set of thresholds in complicated images with the wide variety of intensities.
In the second test case mostly, two methods act in the same way when the level of the segmentation is low. In this situation, population has the low number of variables, so the crossover couldn't act well and as a result, the output of the HGAPSO is related to the enhance elites with the PSO and mutation only and consequently HGAPSO-and PSO-based method could has the same result.
In segmentation with high levels, when the input image has wide variety of intensities, it is recommended to use HGAPSO for image segmentation. For segmentation of image with low levels, there isn't much difference between results of PSO-and HGAPSO-based methods. Thus it can be concluded that HGAPSO-based segmentation is more efficient than PSO-based one in general.
CONCLUSION AND FUTURE WORK
In this study, a new method for segmentation of RS images is introduced. This method is based on HGAPSO and could be used for segmentation of RGB or grayscale images. HGAPSO is proposed for solving the Otsu problem for delineating multilevel threshold values and overcome the disadvantages of GA and PSO based methods. In this case, the performance of HGAPSO and PSO is compared from different points of view such as CPU time, Standard deviation, optimal threshold value and corresponding fitness value. Results indicate that HGAPSO is more stable than PSO and has higher potential for finding the optimal set of thresholds with better fitness value than another method, especially when the level of segmentation is high and image has a wide variety of intensities.
