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Abstract
This thesis deals with possibilities of unified management of IT resources
for Department of Computer Science and Engineering at University of West
Bohemia. It describes managed resources by the department and possible
automatization of frequently performed tasks. It compares existing solutions
and analyses their suitability. Next part of this thesis proposes own solution
and describes it’s implementation.
Abstrakt
Tato pra´ce se zaby´va´ mozˇnostmi spra´vy IT zdroj˚u Katedry informatiky a
vy´pocˇetn´ı techniky (KIV) Za´padocˇeske´ univerzity v Plzni. Popisuje spravo-
vane´ zdroje katedrou a mozˇnosti automatizace cˇasto vykona´vany´ch u´kon˚u.
Srovna´va´ existuj´ıc´ı rˇesˇen´ı a analyzuje jejich vhodnost pouzˇit´ı. V dalˇs´ı cˇa´sti
je navrzˇeno vlastn´ı rˇesˇen´ı a popis jeho na´sledne´ implementace.
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1 U´vod
Na katedrˇe informatiky a vy´pocˇetn´ı techniky (KIV) se cˇasto setka´va´me s
pozˇadavky z oblasti IT zdroj˚u. Veˇtsˇina teˇchto pozˇadavk˚u je vyrˇ´ızena manu-
a´lneˇ odpoveˇdnou osobou, z cˇehozˇ plynou urcˇite´ nedostatky. Jelikozˇ neexistuje
jednotna´ evidence prova´deˇny´ch cˇi pla´novany´ch operac´ı, mu˚zˇe docha´zet k du-
plicita´m, kdy se dva cˇi v´ıce lid´ı snazˇ´ı splnit stejny´ u´kol. Takto provozovany´
syste´m se na´sledneˇ sta´va´ teˇzˇce udrzˇovatelny´m a spravovatelny´m.
Da´le k teˇzˇke´ udrzˇovatelnosti syste´mu prˇisp´ıva´ mnozˇstv´ı a rozmanitost
zdroj˚u katedry. Z d˚uvodu velikosti katedry je vhodne´, aby bylo mozˇne´ vyko-
na´vat stejny´ typ u´kolu opakovaneˇ stejny´m postupem. Bez ucelene´ho syste´mu
vykona´va´n´ı pozˇadavk˚u a na´sledne´ evidence mohou by´t neˇktere´ u´koly prove-
deny v´ıce zp˚usoby a t´ım vznikaj´ı rozd´ıly jednotlivy´ch proveden´ı.
Uvedene´ nedostatky je mozˇne´, alesponˇ cˇa´stecˇneˇ, eliminovat vhodny´m sys-
te´mem pro evidenci a automatizaci vybrany´ch u´kol˚u. Automatizace pozˇa-
davk˚u zajist´ı jednotne´ proveden´ı vsˇech pozˇadavk˚u stejne´ho typu, bez ohledu
na to, kdo tento pozˇadavek zadal. Dı´ky na´sledne´ evidenci vsˇech pozˇadavk˚u
jsme schopni zabra´nit prˇ´ıpadny´m duplicita´m.
C´ılem te´to pra´ce je nastudovat mozˇnosti a potrˇeby pro jednotou admi-
nistraci IT zdroj˚u v ra´mci KIV a na´sledne´ navrzˇen´ı vhodne´ho rˇesˇen´ı, ktere´
usnadn´ı a sjednot´ı spra´vu s d˚urazem na bezpecˇnost a efektivitu vybrane´ho
rˇesˇen´ı.
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2 Administrace zdroj˚u
IT zdroje prˇedstavuj´ı fyzicke´ nebo virtua´ln´ı komponenty pocˇ´ıtacˇove´ho sys-
te´mu cˇi infrastruktury. Administrace zdroj˚u prˇedstavuje kritickou cˇinnost pro
zajiˇsteˇn´ı bezproble´move´ho, bezpecˇne´ho a dlouhodobeˇ udrzˇitelne´ho syste´mu.
2.1 Mozˇnosti administrace
Jedno z mozˇny´ch rozdeˇlen´ı rˇesˇen´ı pro administraci je na rucˇn´ı a automatizo-
vanou spra´vu.
2.1.1 Rucˇn´ı spra´va
Prˇi rucˇn´ı spra´veˇ vykona´va´ poveˇrˇena´ osoba jednotlive´ u´koly manua´lneˇ s zˇa´d-
nou cˇi malou na´pomoc´ı podp˚urne´ho softwaru. Setka´me se s prˇ´ıkazovou rˇa´d-
kou, vestaveˇny´mi syste´movy´mi na´stroji, rucˇn´ı u´pravou konfiguracˇn´ıch sou-
bor˚u pomoc´ı textove´ho editoru nebo s jednou´cˇelovy´mi skripty. U´koly se cˇasto
opakuj´ı a tak je snadne´ dopustit se chyb cˇi neprˇenost´ı.
Evidence pozˇadavk˚u a jejich stav˚u veˇtsˇinou neexistuje, cozˇ vede k proble´-
mu˚m u v´ıcecˇleny´ch ty´mu˚ prˇi rozdeˇlova´n´ı a vykona´va´n´ı jednotlivy´ch u´kol˚u.
Metoda je vhodna´ pro mensˇ´ı organizace, kde se o administraci stara´ jedna
azˇ dveˇ osoby. Vy´hodou tohoto prˇ´ıstupu je schopnost cˇloveˇka reagovat na prˇ´ı-
padne´ odchylky prˇi vykona´va´n´ı u´kol˚u cˇi pozorova´n´ı neocˇeka´vane´ho chova´n´ı
syste´mu.
2.1.2 Automatizovana´ spra´va
Jedna´ se o typ spra´vy infrastruktury, kdy je instalace a konfigurace jednot-
livy´ch sluzˇeb automatizova´na. V te´to oblasti prˇeva´zˇneˇ vynika´ tzv. Configu-
ration management, cozˇ je jedna z mozˇnost´ı rˇ´ızen´ı syste´mu. Configuration
management umozˇnˇuje definovat stav jednotlivy´ch sluzˇeb a na´sledneˇ tento
2
Administrace zdroj˚u Mozˇnosti administrace
stav automaticky vynut´ı, d´ıky cˇemuzˇ eliminuje nutnost rucˇn´ı instalace a kon-
figurace.
Configuration management cˇasto vyuzˇ´ıva´ centra´ln´ıho serveru, nebo-li mas-
teru a agent˚u, tedy klientsky´ch server˚u. Stavy jednotlivy´ch zdroj˚u jsou veˇt-
sˇinou centra´lneˇ ulozˇeny pomoc´ı konfiguracˇn´ıho soubor˚u nebo databa´ze, d´ıky
cˇemuzˇ jsme v prˇ´ıpadeˇ selha´n´ı hardware schopni stav obnovit.
Configuration management je vhodny´ pro velke´ mnozˇstv´ı zdroj˚u, u kte-
ry´ch jsme schopni prˇesneˇ definovat jejich konfiguraci. Pokud je mnoho zdroj˚u
unika´tn´ıch nebo se jedna´ o jednora´zovou konfiguraci, definova´n´ı konfiguracˇ-
n´ıch soubor˚u mu˚zˇe zabrat stejne´ mnozˇstv´ı cˇasu jako rucˇn´ı konfigurace. Neˇ-
ktera´ rˇesˇen´ı nav´ıc nab´ızej´ı automatickou aktualizaci instalovane´ho softwaru,
cozˇ ovsˇem mu˚zˇe zp˚usobit proble´my v prˇ´ıpadeˇ aktualizace softwaru, u ktere´ho
je nova´ verze nekompatibiln´ı s verz´ı p˚uvodn´ı.
Mezi za´stupce rˇesˇen´ı typu configuration management patrˇ´ı naprˇ´ıklad Pup-
pet [1], Ansible [2], Saltstack [3] a System Center 2012 R2 Configu-
ration Manager [4]. Da´le budou popsa´ni dva popula´rn´ı za´stupci Configu-
ration Management a to Puppet a Ansible.
Puppet
Puppet je open-source1 program slouzˇ´ıc´ı k hromadne´ konfiguraci Unixovy´ch
a Microsoft Windows syste´mu˚ a jejich sluzˇeb. Administra´tor definuje stav
sluzˇeb pomoc´ı tzv. manifest˚u, ktere´ prˇedstavuj´ı konfiguracˇn´ı soubory agent˚u
tvorˇene´ v jazyce Ruby DSL(Domain Specific Language)2 nebo ve vlastn´ım
programovac´ım jazyce softwaru Puppet. Puppet umozˇnˇuje distribuci mani-
fest˚u dveˇma zp˚usoby a to s pouzˇit´ım master serveru a bez pouzˇit´ı master
serveru.
Prˇi pouzˇit´ı master serveru je na tomto serveru spusˇteˇn Puppet de´mon3.
Na agentech beˇzˇ´ı Puppet agent, ktery´ se hla´s´ı v urcˇite´m intervalu, klasicky
30 minut, master serveru a pozˇaduje od neˇj svoj´ı konfiguraci. Agent vyhleda´
rozd´ıly nalezene´ prˇi porovna´n´ı s prˇedchoz´ı konfigurac´ı a prˇ´ıpadne´ zmeˇny apli-
kuje.
1 Pocˇ´ıtacˇovy´ program s verˇejneˇ prˇ´ıstupny´m zdrojovy´m ko´dem
2 Programovac´ı jazyk specificky´ pro konkre´tn´ı aplikacˇn´ı dome´nu
3 Program, ktery´ je spusˇteˇn na pozad´ı a beˇzˇ´ı vy´hradneˇ bez interakce s uzˇivatelem
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V prˇ´ıpadeˇ pouzˇit´ı bez master serveru jsou manifesty rucˇneˇ prˇena´sˇeny na
agenty a pomoc´ı Puppet agent de´monu aplikova´ny. Vhodne´ rˇesˇen´ı prˇi velke´m
pocˇtu agent˚u z d˚uvodu lepsˇ´ı sˇka´lovatelnosti nebo pro agenty, u ktery´ch nelze
proces automatizovat.
Existuje sˇiroke´ mnozˇstv´ı modul˚u, ktere´ da´le rozsˇiˇruj´ı za´kladn´ı mozˇnosti
a zjednodusˇ´ı na´m konfiguraci konkre´tn´ıho softwaru. Moduly jsou prˇeva´zˇneˇ
vyv´ıjeny a vystaveny ke stazˇen´ı uzˇivateli Puppetu.
Hlavn´ı vy´hodou softwaru Puppet je poskytnut´ı abstraktn´ı vrstvy, ktera´
na´m umozˇn´ı spra´vu r˚uzny´ch operacˇn´ıch syste´mu˚. Dı´ky abstraktn´ı vrstveˇ jsme
schopni psa´t univerza´ln´ı manifesty, ktere´ si za na´s porad´ı naprˇ´ıklad s odliˇs-
ny´mi jme´ny softwaru cˇi r˚uzny´mi cestami k d˚ulezˇity´m soubor˚um.
Ansible
Ansible je dalˇs´ı obdobou na´stroje umozˇnˇuj´ıc´ıho hromadnou konfiguraci. Ke
konfiguraci agent˚u vyuzˇ´ıva´ SSH4 a PowerShell5. K popisu konfigurace vyuzˇ´ıva´
forma´tu YAML6. Ke konfiguraci vyuzˇ´ıva´ jeden cˇi v´ıce kontroln´ıch server˚u,
ktere´ pomoc´ı SSH nebo PowerShellu ovla´daj´ı c´ılove´ klienty. Seznam klient˚u
ma´ kontroln´ı server loka´lneˇ ulozˇeny´ na rozd´ıl od Puppetu, kde master o
agentech nemus´ı veˇdeˇt.
Dostupna´ rozsˇ´ıˇren´ı poskytnou dodatecˇnou funkcionalitu, ktera´ da´le zjed-
nodusˇsˇ´ı spra´vu konkre´tn´ıch zdroj˚u. Rozsˇiˇruj´ıc´ı moduly umozˇn´ı ovla´da´n´ı sys-
te´movy´ch zdroj˚u jako jsou sluzˇby, softwarove´ bal´ıky nebo soubory.
Vy´hodou Ansible je rˇesˇen´ı bez nutnosti klient˚u cyklicky se dotazovat kon-
troln´ıho serveru na aktua´ln´ı nakonfigurovany´ stav. Jelikozˇ si kontroln´ı servery
u sebe uchova´vaj´ı seznam klient˚u a jejich s´ıt’ovou adresu, doka´zˇ´ı klienty sami
prˇi zmeˇneˇ kontaktovat.
4 Zasˇifrovany´ s´ıt’ovy´ protokol pro bezpecˇnou komunikaci
5 Interpret prˇ´ıkaz˚u specificky´ operacˇn´ım syste´mu˚m Microsoft Windows
6 Koncept umozˇnˇuj´ıc´ı serializaci dat ve formeˇ dobrˇe cˇitelne´ cˇloveˇku
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2.1.3 Shrnut´ı
Vy´beˇr typu administrace za´lezˇ´ı na velikosti administrovane´ infrastruktury,
pocˇtu administra´tor˚u a pozˇadovany´ch vlastnostech server˚u. Rucˇn´ı adminis-
trace nab´ıdne veˇtsˇ´ı kontrolu v prˇ´ıpadeˇ mensˇ´ıho syste´mu a mensˇ´ıho pocˇtu
administra´tor˚u. V prˇ´ıpadeˇ snadne´ho popisu pozˇadovany´ch stav˚u nebo veˇt-
sˇ´ıch podobnost´ı spravovany´ch server˚u mu˚zˇe mı´t i u mensˇ´ıho syste´mu smysl
nasazen´ı programu pro automatickou spra´vu, naprˇ´ıklad zmı´neˇny´ typ Confi-
guration management, ktery´ d´ıky ulozˇeny´m konfiguracˇn´ım soubor˚um umozˇn´ı
snadne´ nastaven´ı a prˇ´ıpadne´ drobne´ u´pravy jednotlivy´ch klient˚u.
Velkou vy´hodou veˇtsˇiny rˇesˇen´ı pro automatizovanou administraci typu
Configuration management je existence dodatecˇny´ch modul˚u, ktere´ umozˇn´ı
konfiguraci konkre´tn´ıho software a t´ım pa´dem podstatneˇ zjednodusˇ´ı vy´sledny´
za´pis konfiguracˇn´ıho souboru.
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Na katedrˇe KIV se ke spra´veˇ zdroj˚u vyuzˇ´ıva´ prˇeva´zˇneˇ rucˇn´ı spra´vy, tedy
existuj´ı opra´vneˇne´ osoby, ktere´ u´koly prova´deˇj´ı rucˇneˇ bez podp˚urne´ho soft-
waru. Evidence pozˇadavk˚u neexistuje, a tak se spole´ha´ na pouhou domluvu
mezi administra´tory. Kv˚uli vliv˚um nedostatk˚u rucˇn´ı spra´vy je trˇeba prˇed-
cha´zet vzniku duplicit cˇi nedorozumneˇn´ı mezi jednotlivy´mi administra´tory
prˇi rozdeˇlova´n´ı a vykona´va´n´ı u´kol˚u. Velikost celkove´ho syste´mu a uvedene´
nedostatky vybrane´ho typu spra´vy steˇzˇuj´ı jeho administraci.
3.1 Spravovane´ zdroje
Mezi cˇasto spravovane´ sluzˇby patrˇ´ı webove´ stra´nky, databa´ze, virtua´ln´ı stroje,
dome´nova´ jme´na, mailove´ schra´nky a mailove´ konference, soubory´ AFS sys-
te´m, seznamy softwarovy´ch vybaven´ı laboratorˇ´ı a verzovac´ı syste´my SVN a
GIT.
3.1.1 WWW
WWW patrˇ´ı mezi hojneˇ vyuzˇ´ıvane´ sluzˇby a tak i jejich spra´va patrˇ´ı mezi
cˇasto vykona´vane´ cˇinnosti. Mezi za´kladn´ı operace patrˇ´ı vytva´rˇen´ı, rusˇen´ı cˇi
modifikace virtua´ln´ıch host˚u, ktere´ umozˇnˇuj´ı prˇeklad jednoho cˇi v´ıce dome´-
novy´ch jmen na jednu IP adresu, cˇ´ımzˇ umozˇnˇuj´ı provozova´n´ı v´ıce virtua´ln´ıch
host˚u na jednom serveru. Jako webove´ servery jsou pouzˇ´ıva´ny Apache HTTP
Server[5], Internet Information Services[6], Apache Tomcat[7] a Jetty[8].
3.1.2 DNS za´znamy
Samotnou spra´vu DNS za´znamu˚ univerzity zajiˇst’uje organizace CIV 1. Po-
zˇadavky jsou zada´va´ny a na´schledneˇ schvalova´ny, za´rovenˇ je vhodne´ tyto
pozˇadavky evidovat.
1 Centrum informatizace a vy´pocˇetn´ı techniky Za´padocˇeske´ univerzity v Plzni
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3.1.3 Databa´ze
Na katedrˇe jsou vyuzˇ´ıva´ny databa´ze MySQL[9], PostgreSQL[10], Oracle[11]
a Microsoft SQL Server[12]. Cˇasty´mi pozˇadavky jsou vytvorˇen´ı nove´ data-
ba´ze a zalozˇen´ı uzˇivatelske´ho u´cˇtu s prˇ´ıstupem do nove´ databa´ze pomoc´ı
hesla. Pro kazˇdy´ typ databa´ze je jiny´ postup pro vytvorˇen´ı nove´ databa´ze
a druh prˇ´ıstupu za´vis´ı na pouzˇite´m operacˇn´ım syste´mu. Spra´va databa´ze je
umozˇneˇna z konzole c´ılove´ho serveru cˇi pomoc´ı API databa´zove´ho serveru.
3.1.4 Virtualizace
Virtualizace stroj˚u je zajiˇst’ova´na pomoc´ı Xen[13] hypervizoru, cozˇ je roz-
hran´ı umozˇnˇuj´ıc´ı virtualizaci hardwaru a d´ıky tomu mozˇnost beˇhu v´ıce ope-
racˇn´ıch syste´mu˚ na jednom fyzicke´m zarˇ´ızen´ı. Mezi vy´hody virtualizace patrˇ´ı
lepsˇ´ı vyuzˇit´ı hardwaru, mozˇnost migrace virtua´ln´ıch stroj˚u na jiny´ hardware,
bezpecˇnostn´ı vy´hody d´ıky oddeˇlen´ı jednotlivy´ch operacˇn´ıch syste´mu˚ a lepsˇ´ı
mozˇnosti spra´vy.
Prˇed zalozˇen´ım virtua´ln´ıho serveru je trˇeba zajistit vytvorˇen´ı u´lozˇiˇsteˇ.
Nejprve je vytvorˇen logicky´ diskovy´ odd´ıl pomoc´ı LVM[14] na obou u´lozˇiˇs-
t´ıch. Na´sledneˇ se zajist´ı synchronizace LVM odd´ıl˚u pomoc´ı DRBD[15]. Po do-
koncˇen´ı synchronizace u´lozˇiˇst’ se na obou u´lozˇiˇst´ıch vytvorˇ´ı iSCSI[16] target,
nebo-li c´ılove´ zarˇ´ızen´ı. Nad iSCSI targety je jesˇteˇ pouzˇit DM-Multipath[17],
ktery´ slouzˇ´ı pro prˇ´ıstup k u´lozˇiˇsti. DM-Multipath nab´ız´ı veˇtsˇ´ı propustnost
a v prˇ´ıpadeˇ vy´padku neˇktere´ho z u´lozˇiˇst’ redundanci, d´ıky vyuzˇit´ı jine´ cesty
pro prˇ´ıstup k dat˚um. Sche´ma zapojen´ı viz obr. 3.1.
Po vytvorˇen´ı u´lozˇiˇsteˇ jsou na vsˇechny Xen Hypervizory nahra´ny konfigu-
racˇn´ı soubory noveˇ vytva´rˇene´ho virtua´ln´ıho serveru. U´lozˇiˇsteˇ serveru bude
prˇ´ıstupne´ prˇes DM-Multipath. Posledn´ım krokem je spusˇteˇn´ı virtua´ln´ıho ser-
veru na vybrane´m Xen Hypervizoru a na´sledne´ nastaven´ı automaticke´ho
spusˇteˇn´ı virtua´lu po startu hypervizoru.
U existuj´ıc´ıch virtua´ln´ıch stroj˚u lze prove´st migraci, neboli prˇeve´st vir-
tua´ln´ı stroj z jednoho hypervizoru na jiny´. Xen nab´ız´ı dva typy migrace a
to offline a online. U offline migrace je beˇh virtua´lu pozastaven, prˇesunuta
potrˇebna´ data na c´ılovy´ hypervizor a pote´ obnoven stav virtua´ln´ıho stroje.
Prˇi online migraci je stroj ponecha´n spusˇteˇny´ na origina´ln´ım hypervizoru za-
t´ımco se migruj´ı potrˇebna´ data, po dokoncˇen´ı migrace je virtua´ln´ı stroj na
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HWRAID
LVM
DRBD
iSCSI
HWRAID
LVM
DRBD
iSCSI
Storage 1 Storage 2
XEN 1 XEN 2 XEN 3 XEN 4 XEN 5 XEN 6
Obra´zek 3.1: Sche´ma zapojen´ı u´lozˇiˇst’ a XEN hypervizor˚u
p˚uvodn´ım hypervizoru pozastaven a spusˇteˇn na nove´m.
3.1.5 Mailove´ konference
Mailove´ konference slouzˇ´ı pro odes´ıla´n´ı emailovy´ch zpra´v prˇihla´sˇeny´m uzˇiva-
tel˚um do konference. Jsou zrˇizova´ny pomoc´ı programu Mailman[18], ktery´
poskytuje pro kazˇdou konferenci neˇkolik emailovy´ch adres, slouzˇ´ıc´ıch na-
prˇ´ıklad k odes´ıla´n´ı emailovy´ch zpra´v autorizovany´m uzˇivatelem a prˇihla´sˇen´ı
nebo odhla´sˇen´ı z konference. Pro vytvorˇen´ı nove´ konference je nutna´ adresa
nove´ konference, adresa administra´torske´ho emailu a heslo pro spra´vu konfe-
rence. Spra´va programu mailman je dostupna´ pomoc´ı konzole, na kterou se
mu˚zˇeme prˇipojit naprˇ´ıklad SSH protokolem, nebo pomoc´ı webove´ stra´nky.
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3.1.6 Emailove´ u´cˇty
Spra´va emailovy´ch u´cˇt˚u a jejich alias˚u. Emailove´ u´cˇty jsou prova´za´ny se
syste´movy´mi uzˇivateli a autentizace je zajiˇsteˇna protokolem Kerberos. Lze
za´rovenˇ vytva´rˇet aliasy a virtua´ln´ı aliasy. Aliasy slouzˇ´ı ke smeˇrova´n´ı v´ıce
emailovy´ch adres do emailove´ schra´nky syste´move´ho uzˇivatele nebo i na ciz´ı
emailovou adresu v prˇ´ıpadeˇ virtua´ln´ıho aliasu. U´cˇty jsou prˇ´ıstupne´ pomoc´ı
protokol˚u POP2 a IMAP3 zabezpecˇeny´ch pomoc´ı SSL4.
3.1.7 OpenAFS svazky
OpenAFS[19] je implementac´ı AFS, cozˇ je distribuovany´ souborovy´ syste´m,
vyuzˇ´ıva´n univerzitou mimo jine´ pro u´lozˇny´ prostor student˚u. Syste´m je roz-
deˇlen na svazky, cozˇ jsou za´kladn´ı jednotky, ktere´ jsou da´le exportova´ny
uzˇivatel˚um. Pro vytvorˇen´ı svazku je trˇeba urcˇit c´ılovou cestu, kvo´tu dat a
prˇ´ıstupova´ pra´va pro prˇ´ıstup.
3.1.8 Seznam softwaru laboratorˇ´ı
Evidence softwaru jednotlivy´ch laboratrˇ´ı a to pro OS Windows i Linux. Se-
znam plat´ı na jeden semestr a je vyplneˇn vyucˇuj´ıc´ım prˇed zacˇa´tkem semestru
a to pro operacˇn´ı syste´my Linux a Windows. Dı´ky seznamu je lepsˇ´ı prˇehled
nainstalovany´ch programu˚, ktery´ umozˇnˇuje naprˇ´ıklad uprˇednostneˇnou aktu-
alizaci v prˇ´ıpadeˇ vy´skytu bezpecˇnostn´ı chyby.
3.1.9 SVN a GIT repozita´rˇe
Pro verzovac´ı syste´my, ktere´ jsou vyuzˇ´ıva´ny pro projekty student˚u a zameˇst-
nanc˚u univerzity, jsou pouzˇity programy SVN a GIT. Prˇi vytva´rˇen´ı nove´ho
repozita´rˇe potrˇebujeme zna´t na´zev nove´ho repozita´rˇe, c´ılove´ umı´steˇn´ı a prˇ´ı-
padne´ uzˇivatele, kterˇ´ı maj´ı mı´t do nove´ho repozita´rˇe prˇ´ıstup.
2 Post Office Protocol slouzˇ´ı pro stahova´n´ı emailovy´ch zpra´v ze serveru na klienta
3 Internet Message Access Protocol slouzˇ´ı pro prˇ´ıstup k emailove´ schra´nce
4 Secure Sockets Layer je protokol zabezpecˇuj´ıc´ı komunikaci
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Prˇ´ıstup do SVN repozita´rˇe je zajiˇsteˇn pomoc´ı HTTPS protokolu5 a mo-
dulu do Apache web serveru nazvane´ho mod dav svn, ktery´ dovol´ı web ser-
veru Apache zobrazit obsah SVN repozita´rˇe. Autentizace je zajiˇsteˇna pomoc´ı
protokolu Kerberos.
U GIT repozita´rˇe je prˇ´ıstup spravova´n pomoc´ı programu Gitolite, ktery´
umozˇnˇuje prˇ´ıstup do repozita´rˇ˚u autorizovany´ch uzˇivatel˚u pomoc´ı SSH pro-
tokol˚u a SSH kl´ıcˇe.
3.2 Pozˇadovane´ vlastnosti
Ze soucˇasne´ho prostrˇed´ı a spravovany´ch zdroj˚u vypl´ıvaj´ı na´sleduj´ıc´ı pozˇa-
davky na syste´m pro jednotnou spra´vu zdroj˚u.
3.2.1 Oveˇrˇen´ı uzˇivatel˚u
Aplikace umozˇn´ı oveˇrˇova´n´ı uzˇivatel˚u pomoc´ı protokolu Kerberos, ktery´ slouzˇ´ı
jako centra´ln´ı autentizacˇn´ı sluzˇba univerzity a LDAP 6(Lightweight Directory
Access Protocol) skupin, ktere´ poskytnou trˇ´ıdeˇn´ı uzˇivatel˚u podle prˇedmeˇt˚u
a kateder.
3.2.2 Zada´va´n´ı zˇa´dost´ı
Vesˇkere´ u´koly jsou zada´va´ny uzˇivateli jako zˇa´dosti a podle jejich pra´v bude
prˇ´ıpadneˇ nutne´ schva´len´ı autorizovanou osobou, kterou zastupuje naprˇ´ıklad
vedouc´ı laboratorˇe, prˇedmeˇtu nebo katedry.
3.2.3 Hierarchie pra´v
V syste´mu existuje hierarchie pra´v, kde kazˇdy´ vid´ı sve´ mozˇnosti a mozˇnosti
nizˇsˇ´ıch u´rovn´ı. Existuj´ı pra´va pro prˇ´ıstup k jednotlivy´m prvk˚um syste´mu,
5 Zabezpecˇena´ verze HTTP protokolu
6 Protokol slouzˇ´ıc´ı pro pra´ci s daty ulozˇeny´ch na adresa´rˇove´m serveru
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mozˇnost zadat a zobrazit existuj´ıc´ı pozˇadavky, mozˇnost schva´len´ı pozˇadavk˚u
a mozˇnost zmeˇnit opra´vneˇn´ı uzˇivatele.
3.2.4 Skupiny
Mozˇnost vytva´rˇet skupiny uzˇivatel˚u. Kazˇdy´ uzˇivatel mu˚zˇe by´t prˇiˇrazen do
jedne´ nebo v´ıce skupin.
3.2.5 Administra´torska´ pra´va
Administra´tor mu˚zˇe prova´deˇt vesˇkere´ operace bez nutnosti jejich schvalova´n´ı
a za´rovenˇ mu˚zˇe prˇiˇradit administra´torska´ pra´va ostatn´ım uzˇivatel˚um.
3.2.6 Logova´n´ı zˇa´dost´ı
Vsˇechny zˇa´dosti jsou d˚usledneˇ zaznamena´va´ny. Za´rovenˇ se zˇa´dostmi jsou
zaznamena´va´ni jejich zadavatele´, prˇ´ıpadneˇ uzˇivatel, ktery´ zˇa´dost schva´lil a
stav zˇa´dosti.
3.2.7 Fronta zˇa´dost´ı
Prˇehled aktua´ln´ıch zˇa´dost´ı ve fronteˇ a jejich stav.
3.2.8 Notifikace
Mozˇnost zapnout notifikace emailem pro informova´n´ı o stavu u´kolu.
3.2.9 Prˇepnut´ı u´cˇtu
Administra´tor si mu˚zˇe docˇasneˇ prˇepnout sv˚uj u´cˇet na jine´ho uzˇivatele, cozˇ
administra´torovi umozˇn´ı prˇ´ıstup k syste´mu jako jiny´ uzˇivatel bez nutnosti
zada´n´ı uzˇivatelova hesla.
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3.3 Existuj´ıc´ı na´stroje
Byly oveˇrˇeny dostupne´ programy, ktere´ by mohly nejle´pe splnˇovat pozˇadavky
na spra´vu zdroj˚u. Drˇ´ıve uvedene´ na´stroje typu Configuration Management
nebyly da´le uvedeny, jelikozˇ jejich architektura obecneˇ nesplnˇuje pozˇadovane´
vlastnosti rˇesˇen´ı. Zde je uveden prˇehled nejvhodneˇjˇs´ıch kandida´t˚u.
3.3.1 Webmin
Webmin [20] je na´stroj pro spra´vu Unixovy´ch a Windowsovy´ch syste´mu˚ a
popula´rn´ıch serverovy´ch aplikac´ı, mezi ktere´ patrˇ´ı naprˇ´ıklad Apache HTTP
Server, PHP7 nebo MySQL. Program je vyv´ıjen v jazyce Perl a zalozˇen na
webove´m uzˇivatelske´m rozhran´ı, ktere´ umozˇn´ı dostupnost na sˇiroke´m mnozˇ-
stv´ı zarˇ´ızen´ı a operacˇn´ıch syste´mu.
Hlavn´ı vy´hodou programu je jeho modularita, d´ıky ktere´ je mozˇne´ pomoc´ı
dodatecˇny´ch modul˚u rozsˇ´ıˇrit funkcˇnost nad standardn´ı mozˇnosti. Webove´
rozhran´ı poskytuje mimo jine´ i obecne´ informace o syste´mu, jako je aktu-
a´ln´ı ja´dro syste´mu, architektura procesoru, jak dlouho syste´m beˇzˇ´ı, pocˇet
proces˚u a dalˇs´ı. Mezi dva veˇtsˇ´ı a popula´rneˇjˇs´ı moduly patrˇ´ı Cloudmin a
Virtualmin.
Cloudmin modul
Cloudmin je modul Webminu, ktery´ poskytuje rozhran´ı pro spra´v˚u virtu-
a´ln´ıch server˚u na ba´zi Linux XEN, KVM8, OpenVZ9 a dalˇs´ı. Pomoc´ı Cloud-
minu je mozˇne´ vytva´rˇet, mazat a da´le spravovat v´ıce instanc´ı virtua´ln´ıch
server˚u zalozˇeny´ch na libovolny´ch podporovany´ch technologi´ı. K ovla´da´n´ı je
mimo webove´ho prostrˇed´ı dostupne´ jesˇteˇ ovla´da´n´ı pomoc´ı API10 a prˇ´ıkazove´
rˇa´dky.
7 PHP: Hypertext Preprocessor, skriptovac´ı programovac´ı jazyk
8 Virtualizacˇn´ı technologie umozˇnˇuj´ıc´ı pouzˇ´ıt linuxove´ ja´dro jako hypervizor
9 Virtualizacˇn´ı technologie umozˇnˇuj´ıc´ı beˇh neˇkolika samostatny´ch instanc´ı, nebo-li kon-
tejner˚u, na jednom fyzicke´m zarˇ´ızen´ı
10 Programa´torske´ rozhran´ı, pomoc´ı ktere´ho lze vyuzˇ´ıvat procedury, funkce cˇi protokoly
programu
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Virtualmin modul
Virtualmin je rozsˇiˇruj´ıc´ı modul, pomoc´ı ktere´ho jsme schopni spravovat
libovolne´ mnozˇstv´ı virtua´ln´ıch dome´n, mailovy´ch schra´nek, databa´z´ı a dalˇs´ıch
serverovy´ch aplikac´ı. Stejneˇ jako Cloudmin, lze Virtualmin ovla´dat pomoc´ı
webove´ho rozhran´ı, prˇ´ıkazove´ rˇa´dky cˇi API.
I prˇes to, zˇe je Webmin prima´rneˇ navrzˇen na OS typu Unix/Linux, s
omezenou funkcˇnost´ı zvla´dne spra´vu i OS Windows. Mezi za´pory by se dalo
zarˇadit nemozˇnost doinstalovat spravovane´ aplikace prˇ´ımo z rozhran´ı Web-
minu.
3.3.2 cPanel
cPanel [21] je linuxovy´ na´stroj pro usnadneˇn´ı spra´vy webovy´ch stra´nek a
za´kladn´ıch syste´movy´ch sluzˇeb pomoc´ı webove´ho rozhran´ı. Po instalaci je
za´rovenˇ nainstalova´na soucˇa´st cPanelu WHM (Web Host Manager), ktery´
slouzˇ´ı pro administra´tory syste´mu. cPanel je rozdeˇlen na trˇi za´kladn´ı cˇa´sti
urcˇene´ pro administra´tory, prˇeprodejce 11 a koncove´ uzˇivatele. Oddeˇlen´ı jed-
notlivy´ch cˇa´st´ı syste´mu podle u´cˇelu nab´ıdne veˇtsˇ´ı prˇehlednost a bezpecˇnost.
Mimo ovla´da´n´ı pomoc´ı webove´ho prohl´ızˇecˇe nab´ız´ı jesˇteˇ prˇ´ıkazovou rˇa´dku
a API. Mezi spravovatelne´ aplikace patrˇ´ı Apache HTTP Server, PHP, MySQL,
PostgreSQL, Perl a BIND. Pro emaily nab´ıdne podporu POP3, IMAP a
SMTP. Instalaci cPanelu je doporucˇova´no prove´st na noveˇ instalovany´ sys-
te´m bez modifikac´ı. Stejneˇ tak prˇi odinstalova´n´ı je doporucˇeno radeˇji prˇein-
stalovat cely´ syste´m, nezˇ se snazˇit cPanel odstranit.
cPanel podporuje operacˇn´ı syste´my CentOS, Red Hat Enterprise Linux,
CloudLinux a v drˇ´ıveˇjˇs´ıch verz´ıch i FreeBSD. Pro OS Windows vznikla verze
se jme´nem Enkompass, ktera´ ovsˇem nab´ız´ı pouze omezene´ mozˇnosti pro
spra´vu a jizˇ nen´ı aktivneˇ vyv´ıjena ani podporova´na.
Mezi nedostatky se mu˚zˇe rˇadit minima´ln´ı mozˇnost konfigurace cˇi spra´vy
dodatecˇny´ch aplikac´ı. Dalˇs´ı omezen´ı prˇedstavuje nutnost instalace na cˇisteˇ
nainstalovany´ syste´m a znacˇneˇ komplikovany´ postup v prˇ´ıpadeˇ deinstalace.
11 Osoba, ktera´ je opra´vneˇna da´le proda´vat prˇideˇlene´ zdroje
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3.3.3 Openstack
Openstack [22] je program pro spra´vu cloudu. Obvykle je pouzˇ´ıva´n jako IaaS
(Infrastructure as a service), cozˇ je distribucˇn´ı model cloud computingu, u
ktere´ho si za´kazn´ıci pronaj´ımaj´ı sˇka´lovatelnou infrastrukturu. Dı´ky mozˇnosti
vytva´rˇet nove´ instance virtua´ln´ıch stroj˚u poskytuje snadnou sˇka´lovatelnost
syste´mu do sˇ´ıˇrky. Do vy´voje je zapojeno mnoho velky´ch firem, mezi ktery´mi
jsou naprˇ´ıklad Intel, Dell, Cisco a Oracle. Ovla´da´n´ı je umozˇneˇno prˇes webove´
rozhran´ı, prˇ´ıkazovou rˇa´dku cˇi API. Velkou vy´hodou pro administra´tory a
vy´voja´rˇe je detailn´ı dokumentace cele´ho programu, ktera´ umozˇn´ı rychlou
orientaci novy´m uzˇivatel˚um.
Program je navrzˇen modula´rneˇ, cˇ´ımzˇ umozˇnˇuje modifikaci nebo u´plnou
na´hradu neˇktere´ho z podsyste´mu˚. Mezi dostupne´ komponenty patrˇ´ı naprˇ´ıklad
Nova, Swift a Horizon.
Nova je hlavn´ı komponenta pro spra´vu pocˇ´ıtacˇovy´ch zdroj˚u. Doka´zˇe pra-
covat prˇ´ımo s hardwarem pocˇ´ıtacˇe a neˇkolika r˚uzny´mi druhy hypervizor˚u,
mezi ktere´ patrˇ´ı naprˇ´ıklad KVM, VMWare a Xen.
Swift poskytuje sˇka´lovatelny´ redundantn´ı u´lozˇny´ syste´m. Soubory jsou za-
pisova´ny na v´ıce disk˚u mezi jednotlivy´mi servery a OpenStack zajiˇst’uje repli-
kaci a integritu dat. Prˇi porusˇe disku se sa´m postara´ o migraci dat z jiny´ch
aktivn´ıch disk˚u na novy´ disk.
Horizon umozˇnˇuje uzˇivatel˚um ovla´da´n´ı pomoc´ı webove´ho rozhran´ı. Mimo
jine´ poskytuje i monitoring cele´ho syste´mu.
3.3.4 ApacheGUI
ApacheGUI [23] je utilita12 pro zjednodusˇen´ı pra´ce s webovy´m serverem
Apache. Program je napsa´n v programovac´ım jazyce Java a pomoc´ı webo-
ve´ho rozhran´ı umozˇnˇuje spra´vu Apache serveru na OS Windows, Linux cˇi
OS X. Nab´ız´ı prˇehled o beˇzˇ´ıc´ım Apache procesu, aktua´ln´ı vyt´ızˇen´ı proce-
soru, detailn´ı statistiky prˇ´ıstupu uzˇivatel˚u a prˇenosu dat a mozˇnost tento
12 Pomocny´ program
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proces restartovat cˇi zastavit. Velkou vy´hodou je mozˇnost editace zdrojo-
vy´ch soubor˚u webovy´ch stra´nek prˇ´ımo z webove´ho rozhran´ı, cˇ´ımzˇ lze usˇetrˇit
cˇas v prˇ´ıpadeˇ nutnosti rychle´ editace.
Samotne´ nastaven´ı serveru lze jednodusˇe editovat pomoc´ı vestaveˇne´ho
editoru a prˇed nasazen´ım nove´ konfigurace prove´st nejprve test, zda je syn-
tax v porˇa´dku. K monitorova´n´ı beˇhu serveru je umozˇneˇn prˇ´ıstup k logovac´ım
soubor˚u cˇi grafy, zobrazuj´ıc´ı naprˇ´ıklad pocˇet prˇ´ıstup˚u na konkre´tn´ı soubor.
Funkcionalita pro ovla´da´n´ı v´ıce server˚u s instalac´ı ApacheGUI z jednoho uzˇi-
vatelske´ho rozhran´ı chyb´ı, cozˇ nen´ı prˇ´ıliˇs vhodne´ prˇi velke´m mnozˇstv´ı spra-
vovany´ch server˚u.
3.3.5 SVN Access manager a ViewVC
SVN Access manager [24] je program zameˇrˇeny´ na spra´vu prˇ´ıstupu k
SVN repozita´rˇ˚um. Pro spra´vu prˇ´ıstupu nab´ız´ı uzˇivatelske´ u´cˇty a skupiny,
do ktery´ch je mozˇne´ uzˇivatele sdruzˇovat. Pro jednotlive´ uzˇivatele a skupiny
lze nakonfigurovat prˇ´ıstup cˇten´ı a za´pisu a take´ prˇ´ıstup do konkre´tn´ıch slo-
zˇek v repozita´rˇi. Umozˇnˇuje take´ hromadny´ import uzˇivatel˚u pomoc´ı LDAP
protokolu a integraci s programem ViewVC.
ViewVC je rozhran´ı urcˇene´ do webove´ho prohl´ızˇecˇe pro CVS a SVN repo-
zita´rˇe. Generuje na´hled na repozita´rˇe, revize a jednotlive´ changelogy13. Da´le
je mozˇne´ zobrazit soubory v libovolne´ verzi a zobrazit rozd´ıl jednotlivy´ch
verz´ı souboru. Poskytuje podobne´ funkce jake´ jsou dostupne´ z prˇ´ıkazove´ho
rˇa´dku, ale v prˇehledneˇjˇs´ı a uzˇivatelsky prˇ´ıveˇtiveˇjˇs´ı formeˇ.
3.3.6 phpMyAdmin
phpMyAdmin [25] je na´stroj pro spra´vu MySQL databa´ze, napsa´n ve skrip-
tovac´ım jazyce PHP a pouzˇ´ıvaj´ıc´ı webove´ rozhran´ı. Ve sve´m webove´m roz-
hran´ı nab´ıdne mozˇnost prova´deˇt SQL dotazy nad dostupny´mi databa´zemi,
prohl´ızˇen´ı struktur jednotlivy´ch tabulek, import a export databa´ze a volbu
jazyka z mnoha dostupny´ch prˇeklad˚u. Pro urychlen´ı pra´ce nab´ıdne prˇehled
tabulek spolu s odhadovany´m pocˇtem za´znamu˚, velikost´ı a typem tabulky.
13 Seznam zmeˇn mezi verzemi repozita´rˇe
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Poskytuje take´ rychle´ vyhleda´va´n´ı za´znamu˚ v tabulce pomoc´ı prˇedprˇiprave-
ny´ch SQL dotaz˚u cˇi vypra´zdneˇn´ı tabulky jedn´ım kliknut´ım. Vy´hodou je take´
dostupnost ve v´ıce nezˇ 50 ruzny´ch jazic´ıch a multiplatfornost. Za nedosta-
tek by se dala oznacˇit neprˇ´ıtomnost logovac´ıch za´znamu˚ databa´ze prˇ´ımo z
webove´ho rozhran´ı.
3.3.7 pgAdmin
pgAdmin [26] je multiplatforn´ı program umozˇnˇuj´ıc´ı spra´vu PostgreSQL da-
taba´ze. Ke spra´veˇ databa´ze nevyuzˇ´ıva´ zˇa´dne´ abstraktn´ı vrstvy, ale prˇistupuje
k n´ı prˇ´ımo pomoc´ı PostgreSQL API. Nab´ız´ı zvy´raznˇova´n´ı syntaxe SQL do-
taz˚u, rychly´ prˇ´ıstup k velke´mu mnozˇstv´ı dat, prohl´ızˇen´ı logovac´ıch soubor˚u,
zobrazen´ı stavu databa´ze a jejich proces˚u a pla´nova´n´ı SQL dotaz˚u, ktere´
budou ve specifikovany´ cˇas automaticky sˇputeˇny. Dı´ky multiplatformnosti
umozˇnˇuje spra´vu databa´ze ze vsˇech dnes hojneˇ pouzˇ´ıvany´ch operacˇn´ıch sys-
te´mu˚ a pro uzˇivatele nab´ıdne prˇes 10 kompletn´ıch prˇeklad˚u a prˇiblizˇneˇ 30
cˇa´stecˇneˇ prˇelozˇeny´ch.
3.3.8 Oracle SQL Developer
Oracle SQL Developer [27] je vy´vojove´ prostrˇed´ı pro usnadneˇn´ı spra´vy
a pra´ce s Oracle databa´z´ı. Program umozˇnˇujeˇ spusˇteˇn´ı na operacˇn´ıch syste´-
mech s podporou jazyku Java. Pro vy´voja´rˇe nab´ız´ı editory pro pra´ci s SQL,
PL/SQL, ulozˇeny´mi Java procedurami a XML. Pro administra´tory poskytuje
export databa´ze, audit databa´ze, spra´vu uzˇivatel˚u a rol´ı, spra´vu u´lozˇne´ho
prostoru, diagnostiku databa´ze a pra´ci s RMAN, cozˇ je manazˇer pro obnovu
databa´ze.
3.3.9 EMS SQL Manager
EMS SQL Manager [28] je urcˇen pro spra´vu a pra´ci s MS SQL Serverem.
Aktua´lneˇ (kveˇten 2015) podporuje verze od 2000 do 2014, spolu s nejno-
veˇjˇs´ımi funkcemi. Nab´ız´ı mozˇnost urychlene´ho sestavova´n´ı dotaz˚u, pr˚uchodu
databa´zemi a spra´vy SQL Server objekt˚u. Poskytuje na´stroje pro pra´ci s daty,
import a export, na´vrh databa´z´ı pouhy´mi kliknut´ım mysˇ´ı a ladeˇn´ı procedur,
funkc´ı a SQL skript˚u.
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3.3.10 AFS Manager
AFS Manager je program, umozˇnˇuj´ıc´ı spra´vu OpenAFS bunˇek na operacˇ-
n´ıch syste´mech, ktere´ podporuj´ı programovac´ı jazyk Java. Nab´ız´ı mozˇnost
spra´vy uzˇivatel˚u, skupin, prˇ´ıstupovy´ch pra´v, svazk˚u, odd´ıl˚u a za´loh.
3.3.11 Postfix Admin
Postfix Admin [29] je program s webovy´m rozhran´ım, zameˇrˇeny´ na spra´vu
MTA14 Postfix. Pro ukla´da´n´ı uzˇivatel˚u je pouzˇita MySQL nebo PostgreSQL
databa´ze. Umozˇnˇuje vytva´rˇet nove´ uzˇivatele, aliasy a postfixove´ virtua´ln´ı do-
me´ny. Za´rovenˇ je mozˇne´ nastavit automaticke´ odpoveˇdi na maily a integraci
webove´ho mailove´ho klienta Squirrelmail cˇi Roundcube.
3.3.12 XenCenter
XenCenter [30] je program pro spra´vu virtualizacˇn´ı platformy Citrix Xen-
Server dostupny´ pro OS Windows. Uzˇivateli umozˇn´ı pomoc´ı graficke´ho roz-
hran´ı vytva´rˇet nove´ virtua´ln´ı stroje, konfiguraci virtua´ln´ıch stroj˚u a prˇ´ıstup
do konzole beˇzˇ´ıc´ıho virtua´ln´ıho stroje. Pro lepsˇ´ı prˇehled umozˇnˇuje rˇazen´ı
virtua´ln´ıch stroj˚u do skupin a snadne´ vyhleda´va´n´ı podle parametr˚u virtua´lu.
Mezi hlavn´ı funkce se rˇad´ı mozˇnost dynamicke´ alokace pameˇti ze zada-
ne´ho rozmez´ı, integrace Active Directory, vytva´rˇen´ı snapshot˚u15 virtua´ln´ıch
stroj˚u, vytva´rˇen´ı snapshotu pameˇti virtua´lu a mozˇnost vra´tit stav virtua´lu
do prˇedchoz´ıho. Pro monitoring nab´ıdne vy´konove´ grafy jednotlivy´ch stroj˚u,
ktere´ zahrnuj´ı naprˇ´ıklad vyuzˇit´ı pameˇti, procesor˚u a s´ıt’ovy´ch karet. Da´le
nab´ız´ı mozˇnost nastaven´ı obnovy virtua´lu v prˇ´ıpadeˇ poruchy hardwarove´ po-
ruchy hypervizoru, na ktere´m virtua´l beˇzˇ´ı.
14 Mail Transfer Agent, program pro prˇenos mail˚u z jednoho pocˇ´ıtacˇe na druhy´.
15 Ulozˇen´ı aktua´ln´ıho stavu virtua´ln´ıho stroje
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3.3.13 Prˇehled
Prˇestozˇe neˇktere´ aplikace nab´ızej´ı mozˇnosti spra´vy konkre´tn´ıho zdroje, veˇt-
sˇinou nepodporuj´ı vzda´lenou spra´vu a t´ım pa´dem jsou schopny spravovat
pouze loka´ln´ı server, na ktere´m jsou spusˇteˇny. Pouze loka´ln´ı spra´va bohuzˇel
cˇasto nevyhovuje zada´n´ı.
Tabulka 3.1: Prˇehled podpory prvk˚u zada´n´ı jednotlivy´mi aplikacemi
WWW DNS DB Virt. M. konf. Mail AFS Sezn. SW Repo.
Webmin Ano 3 Ne ff Ne ff Ne 7 Ano 3 Ne ff Ne 7 Ne 7 Ano 3
cPanel Ne ff Ne ff Ne ff Ne 7 Ne 7 Ne ff Ne 7 Ne 7 Ne 7
Openstack Ne 7 Ne 7 Ne 7 Ne ff Ne 7 Ne 7 Ne 7 Ne 7 Ne 7
ApacheGUI Ne ff Ne 7 Ne 7 Ne 7 Ne 7 Ne 7 Ne 7 Ne 7 Ne 7
SVN AM, VVC Ne 7 Ne 7 Ne 7 Ne 7 Ne 7 Ne 7 Ne 7 Ne 7 Ne ff
phpMyAdmin Ne 7 Ne 7 Ne ff Ne 7 Ne 7 Ne 7 Ne 7 Ne 7 Ne 7
pgAdmin Ne 7 Ne 7 Ne ff Ne 7 Ne 7 Ne 7 Ne 7 Ne 7 Ne 7
Ora. SQL Dev. Ne 7 Ne 7 Ne ff Ne 7 Ne 7 Ne 7 Ne 7 Ne 7 Ne 7
EMS SQL Man. Ne 7 Ne 7 Ne ff Ne 7 Ne 7 Ne 7 Ne 7 Ne 7 Ne 7
AFS Man. Ne 7 Ne 7 Ne 7 Ne 7 Ne 7 Ne 7 Ano 3 Ne 7 Ne 7
Postfix Adm. Ne 7 Ne 7 Ne 7 Ne 7 Ne 7 Ne ff Ne 7 Ne 7 Ne 7
XenCenter Ne 7 Ne 7 Ne 7 Ne ff Ne 7 Ne 7 Ne 7 Ne 7 Ne 7
3 splnˇuje vsˇechny pozˇadavky zada´n´ı pro zdroj
ff splnˇuje zada´n´ı pouze cˇa´stecˇneˇ
7nesplnˇuje zada´n´ı v˚ubec
3.3.14 Souhrn
Byly otestova´ny aplikace, ktere´ se jevily jako nejvhodneˇjˇs´ı kandida´ti na spra´vu
zdroj˚u katedry KIV. Z dosazˇeny´ch vy´sledk˚u je videˇt, zˇe ani jedno rˇesˇen´ı ne-
podporuje spra´vu vsˇech typ˚u zdroj˚u podle pozˇadavk˚u.
Veˇtsˇina aplikac´ı je zameˇrˇena na jeden konkre´tn´ı u´cˇel a pokud nab´ıdnou
podporu jiny´ch typ˚u zdroj˚u, nezˇ k cˇemu jsou prima´rneˇ urcˇene´, tak pouze
s omezenou funkcionalitou. Dalˇs´ım cˇasty´m omezen´ım byla mozˇnost aplikace
spravovat pouze loka´ln´ı server, na ktere´m byly nainstalova´ny, cozˇ je v rozporu
s c´ılem sjednotit spra´vu do jednoho rˇesˇen´ı.
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Jelikozˇ nebylo nalezeno vhodne´ existuj´ıc´ı rˇesˇen´ı, bude navrzˇeno vlastn´ı,
u jehozˇ na´vrhu a vy´voji se mu˚zˇeme inspirovat vybrany´mi prvky otestova-
ny´ch aplikac´ı, jako je naprˇ´ıklad organizace ovla´dac´ıch prvk˚u v uzˇivatelske´m
rozhran´ı, prˇehled cˇekaj´ıc´ıch a aktua´lneˇ prova´deˇny´ch u´kol˚u a prˇ´ıpadneˇ i funk-
cionalitou neˇktery´ch rˇesˇen´ı. C´ılem je aplikace umozˇnˇuj´ıc´ı efektivn´ı a pro uzˇi-
vatele nena´rocˇnou spra´vu pozˇadovany´ch zdroj˚u, s prˇehledny´m, intuitivn´ım
uzˇivatelsky´m rozhran´ım a mozˇnost´ı budouc´ıho rozsˇ´ıˇren´ı o dalˇs´ı funkce.
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4 Na´vrh vlastn´ıho rˇesˇen´ı
Prˇi na´vrhu vlastn´ıho rˇesˇen´ı budeme kla´st d˚uraz na splneˇn´ı vsˇech pozˇado-
vany´ch vlastnost´ı syste´mu, eliminaci nedostatk˚u sta´vaj´ıc´ıho rˇesˇen´ı adminis-
trace, zajiˇsteˇn´ı bezpecˇnosti rˇesˇen´ı a snadnosti ovla´da´n´ı. Da´le bude trˇeba zva´-
zˇit strukturu rˇesˇen´ı a zvolit vhodne´ technologie.
4.1 Struktura a technologie
Vy´sledne´ rˇesˇen´ı se bude skla´dat z neˇkolika cˇa´st´ı a to z webove´ stra´nky, ktera´
bude slouzˇit pro ovla´da´n´ı programu, na´sledneˇ z cˇa´sti zpracova´vaj´ıc´ı pozˇa-
davky (de´mon) a cˇa´sti vyrˇizuj´ıc´ı zpracovane´ pozˇadavky. Cˇa´sti budou pro-
pojeny pomoc´ı databa´ze, ktera´ bude uchova´vat vsˇechny zadane´ pozˇadavky.
Prˇiblizˇna´ struktura programu je zobrazena na obr. 4.1.
Cely´ program bude muset by´t velmi dobrˇe zabezpecˇen. Prˇ´ıpadne´ pronik-
nut´ı u´tocˇn´ıkem do neˇktere´ z cˇa´st´ı syste´mu by meˇlo fata´ln´ı na´sledky. Pokud
by se u´tocˇn´ıkovi podarˇilo dostat do cˇa´st´ı kde beˇzˇ´ı ovla´dac´ı web nebo zpra-
cova´vaj´ıc´ı de´mon, dostal by prˇ´ıstup nejen k teˇmto server˚um ale za´rovenˇ by
mohl cˇa´stecˇneˇ ovla´dat i spravovane´ klienty.
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Databáze
Ovládací část
2. Uložení pož.
Zpracování
požadavku
3. Přečtení pož.
Vykonání
požadavku
4. Předání zprac. 5. Předání výsl.
7. Přečtení výsledku
Uživatel
1. Zadání pož.
8. Zobrazení výsl.
6. Uložení výsl.
Obra´zek 4.1: Sche´ma struktury navrhovane´ho rˇesˇen´ı
4.1.1 Operacˇn´ı syste´m
Vy´beˇr technoligi´ı pro jednotlive´ cˇa´sti vy´sledne´ho programu za´vis´ı na zvole-
ne´m operacˇn´ım syste´mu. Mezi hlavn´ı kandida´ty se rˇad´ı GNU/Linux a MS
Windows, jelikozˇ jsou pouzˇity na prˇeva´zˇne´ veˇtsˇineˇ server˚u katedry KIV. Z
teˇchto dvou kandida´t˚u vycha´z´ı navrch v tomto konkre´tn´ım prˇ´ıpadeˇ GNU/-
Linux, a to kv˚uli prˇevaze v zastoupen´ı c´ılovy´ch server˚u prˇiblizˇneˇ 9:1 oproti
syste´mu MS Windows. Dalˇs´ı vy´hodou je jednoduchost ovla´da´n´ı jednotlivy´ch
sluzˇeb pomoc´ı konzole.
Konkre´tn´ı distribuc´ı GNU/Linux bude Debian, ktery´ je jednou z nejpo-
uzˇ´ıvaneˇjˇs´ıch distribuc´ı katedrou KIV. Mezi dalˇs´ı vy´hody distribuce Debian
patrˇ´ı stabilita syste´mu, d˚ukladne´ testova´n´ı programu˚ zarˇazeny´ch do ofici-
a´ln´ıch repozita´rˇ˚u1 a jednoduchost instalace a konfigurace za´kladn´ıch sluzˇeb
syste´mu.
1 Hlavn´ı zdroj programu˚, nebo-li bal´ıcˇk˚u
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4.1.2 Databa´ze
Databa´ze bude slouzˇit pro vkla´da´n´ı novy´ch pozˇadavk˚u z webove´ stra´nky. Po-
zˇadavky budou da´le cˇteny de´monem pro zpracova´n´ı pozˇadavk˚u a na´sledneˇ
bude vy´sledek vykona´n´ı zazname´na´n do databa´ze. Jako databa´zi jsem zvolil
databa´zi MySQL, ktera´ pouzˇ´ıva´ pro ovla´da´n´ı jazyku SQL2. Databa´ze MySQL
se d´ıky sve´ populariteˇ docˇka´ podpory v mnoha programovac´ıch jazyc´ıch a
operacˇn´ıch syste´mech, mezi ktere´ patrˇ´ı i vybrana´ distribuce Debian GNU/-
Linux. Prˇedpokla´dana´ pr˚umeˇrna´ za´teˇzˇ databa´ze bude v jednotka´ch dotaz˚u
za sekundu, pro kterou bude vy´kon databa´ze MySQL v´ıce nezˇ dostacˇuj´ıc´ı.
Struktura
Databa´ze bude slozˇena z 8 tabulek, ktere´ budou hlavn´ımi zdroji dat pro
fungova´n´ı cele´ho programu. Sche´ma databa´ze viz 4.2.
• jobs - bude uchova´vat vsˇechny pozˇadavky a to hlavneˇ jejich typ, uzˇiva-
tele, ktery´ pozˇadavek zalozˇil, datum zalozˇen´ı pozˇadavku, aktua´ln´ı stav
a prˇ´ıpadne´ho uzˇivatele, ktery´ naposled meˇnil stav pozˇadavku. Odkaz
na uzˇivatele bude rˇesˇen pomoc´ı ciz´ıho kl´ıcˇe.
• jobs_data - specificka´ data pro kazˇdy´ typ pozˇadavku spojena s dany´m
pozˇadavkem pomoc´ı ciz´ıho kl´ıcˇe.
• jobs_state_log - historie stav˚u jednotlivy´ch pozˇadavk˚u spolu s cˇasem
a prˇ´ıpadnou zkratkou stavove´ zpra´vy.
• users - tabulka bude seznam uzˇivatel˚u a pokud se jedna´ o loka´ln´ıho
uzˇivatele, bude za´rovenˇ uchova´vat hash hesla a s˚ul pouzˇitou k zaha-
shova´n´ı. Da´le zde bude sloupec oznacˇuj´ıc´ı zda je u´cˇet aktivn´ı nebo
ne (TRUE/FALSE). Mı´sto smaza´n´ı uzˇivatele nastav´ıme tento sloupec na
hodnotu FALSE, cˇ´ımzˇ uchova´me v databa´zi uzˇivatelovo u´daje, abychom
mohli rozliˇsit j´ım zadane´ pozˇadavky.
• groups - seznam skupin. Skupina nebude mı´t zˇa´dne´ dalˇs´ı sloupce
kromeˇ jej´ıho na´zvu a identifika´toru.
• groups_member - prˇiˇrazen´ı uzˇivatele do existuj´ıc´ıch skupin pomoc´ı ci-
z´ıho kl´ıcˇe skupiny a ciz´ıho kl´ıcˇe uzˇivatele.
2 Standardizovany´ strukturovany´ dotazovac´ı jazyk
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Obra´zek 4.2: ER sche´ma databa´ze
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• entities_access - bude slouzˇit k prˇiˇrazen´ı opra´vneˇn´ı uzˇivateli nebo
skupineˇ. C´ılova´ entita bude jednoznacˇneˇ urcˇena pomoc´ı typu a identi-
fika´toru entity. Typ entity mu˚zˇe na´sledneˇ by´t uzˇivatel nebo skupina a
samotne´ opra´vneˇn´ı bude oznacˇeno na´zvem opra´vneˇn´ı a povolenou akc´ı.
• entities_access_destinations - bude uchova´vat c´ılove´ klienty, ke
ktery´m se vztahuje odkazovane´ opra´vneˇn´ı. Opra´vneˇn´ı mu˚zˇe mı´t zˇa´dne´
nebo teoreticky neomezeny´ pocˇet c´ılovy´ch klient˚u. Na vztahovane´ opra´v-
neˇn´ı se budeme odkazovat pomoc´ı ciz´ıho kl´ıcˇe.
4.1.3 Webova´ stra´nka
Rˇesˇen´ı v pohodeˇ webove´ stra´nky na´m umozˇn´ı podporu sˇiroke´ho spektra za-
rˇ´ızen´ı a operacˇn´ıch syste´mu, mezi ktere´ patrˇ´ı naprˇ´ıklad MS Windows, GNU-
/Linux, OS X, Android a iOS.
Pro vytvorˇen´ı stra´nky bude pouzˇito PHP v kombinaci s HTML, CSS a
Javascriptem. PHP je skriptovac´ı programovac´ı jazyk, ktery´ je aktua´lneˇ (kveˇ-
ten 2015) [31] nejpouzˇ´ıvaneˇjˇs´ım skriptovac´ım jazykem pro vy´voj webovy´ch
stra´nek.
Dı´ky svoj´ı populariteˇ ma´ sˇirokou podporu webovy´mi servery, cˇ´ımzˇ umozˇn´ı
snadne´ nasazen´ı a zprovozneˇn´ı vy´sledne´ stra´nky. Pro PHP za´rovenˇ existuje
mnoho existuj´ıc´ıch framework˚u3, ktere´ mu˚zˇou znacˇneˇ usnadnit a urychlit vy´-
voj. Disponuje podporou vybrane´ distribuce Debian GNU/Linux a mozˇnost´ı
komunikace s databa´z´ı MySQL.
Ovla´dac´ı web bude trˇeba zabezpecˇit protokolem HTTPS, ktery´ zabra´n´ı
odposlechnut´ı prˇihlasˇovac´ıch hesel nebo kriticky´ch informac´ı odes´ılany´ch opra´v-
neˇny´m uzˇivatelem. Samotne´ prˇihlasˇova´n´ı uzˇivatel˚u bude rozdeˇleno na loka´ln´ı
a pomoc´ı protokolu Kerberos. Loka´ln´ı u´cˇty umozˇn´ı prˇihla´sˇen´ı i v prˇ´ıpadeˇ
nedostupnosti Kerberos KDC (Key Distribution Center)4. U loka´ln´ıch u´cˇt˚u
bude trˇeba ulozˇen´ı hesla v databa´zi pro oveˇrˇen´ı spra´vnosti prˇi prˇihlasˇova´n´ı.
Hesla budou ulozˇena v databa´zi v hashovane´ podobeˇ5 a za´rovenˇ osolena6,
aby i v prˇ´ıpadeˇ odcizen´ı obsahu databa´ze u´tocˇn´ık nemeˇl prˇ´ıstup k hesl˚um
3 Knihovna slouzˇ´ıc´ı pro ulehcˇen´ı programova´n´ı aplikace
4 Du˚veˇryhodna´ trˇet´ı strana skla´daj´ıc´ı se z autorizacˇn´ıho a rˇ´ıd´ıc´ıho serveru
5 Jednosmeˇrny´ otisk vstupu
6 Pouzˇit´ı dodatecˇny´ch dat pro vstup z d˚uvodu zt´ızˇen´ı z´ıska´n´ı p˚uvodn´ıho hesla pomoc´ı
slovn´ıkove´ho u´toku
24
Na´vrh vlastn´ıho rˇesˇen´ı Struktura a technologie
uzˇivatel˚u ve tvaru proste´ho textu.
4.1.4 Webovy´ server
Jako webovy´ server bude pouzˇit Apache. Podpora PHP je zajiˇsteˇna´ jednodu-
chou instalac´ı dodatecˇne´ho modulu, stejneˇ tak v prˇ´ıpadeˇ modulu pro extern´ı
autentizaci uzˇivatel˚u, d´ıky ktere´mu budeme moct oveˇrˇovat uzˇivatele protoko-
lem Kerberos. Dı´ky modulu pro prˇepisova´n´ı vyzˇa´dany´ch URL7 jsme schopni
smeˇrovat vsˇechny pozˇadavky prˇes jeden soubor, cozˇ na´m mimo jine´ usnadn´ı
kontrolu opra´vneˇn´ı uzˇivatele pro vyzˇa´danou stra´nku. Apache je soucˇa´st´ı re-
pozita´rˇ˚u mnoha linuxovy´ch distribuc´ı, vcˇetneˇ distribuce Debian.
4.1.5 Zpracova´va´n´ı pozˇadavk˚u
Cˇa´st zpracova´vaj´ıc´ı pozˇadavky pobeˇzˇ´ı jako de´mon, tedy bez nutnosti uzˇiva-
telske´ interakce. V nastavitelne´m cˇasove´m intervalu bude cyklicky kontrolo-
vat noveˇ zadane´ pozˇadavky v databa´zi, zajist´ı zpracova´n´ı potrˇebny´ch dat a
vy´sledek prˇeda´ cˇa´sti vykona´vaj´ıc´ı pozˇadavky.
Jako programovac´ı jazyk jsem si zvolil jazyk C. Disponuje podporou vla´-
ken, operacˇn´ıho syste´mu Debian GNU/Linux a pomoc´ı knihovny umozˇn´ı
komunikaci s databa´z´ı MySQL. Za´rovenˇ nab´ıdne dobry´ vy´kon, schopnost
komunikovat s operacˇn´ım syste´mem a v prˇ´ıpadeˇ nutnosti i multiplatformn´ı
podporu.
De´mon uzˇ ze sve´ho principu beˇzˇ´ı bez interakce uzˇivatele, jedina´ komu-
nikace s vneˇjˇskem je nacˇten´ı konfiguracˇn´ıho souboru, prˇ´ıstup do databa´ze a
zaznamena´va´n´ı do logovac´ıch soubor˚u. Bude tedy trˇeba zajistit, aby spusˇ-
teˇn´ı de´mona mohla prove´st pouze opra´vneˇna´ osoba. Pro konfiguracˇn´ı soubor
a logovac´ı soubory mus´ıme zajistit spra´vne´ nastaven´ı prˇ´ıstupovy´ch pra´v, aby
je nemohl beˇzˇny´ uzˇivatel cˇ´ıst nebo meˇnit.
7 Rˇeteˇzec znak˚u pro prˇesnou identifikaci dokument˚u
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4.1.6 Vykona´va´n´ı pozˇadavk˚u
Cˇa´st vykona´vaj´ıc´ı pozˇadavky prˇevezme zpracovana´ data a pozˇadavek vykona´.
O sve´m vy´sledku bude informovat zpracova´vaj´ıc´ıho de´mona, ktere´mu prˇeda´
na´vratovou hodnotu a v prˇ´ıpadeˇ neu´speˇchu hla´sˇku s chybovy´m vy´pisem.
Vykona´va´n´ı pozˇadavk˚u budou zprostrˇedkova´vat shellove´ skripty. Ve veˇt-
sˇineˇ prˇ´ıpad˚u se bude jednat o vola´n´ı konzolovy´ch prˇ´ıkaz˚u a editaci konfiguracˇ-
n´ıch soubor˚u. Shellove´ skripty jsou podporova´ny nativneˇ8 distribuc´ı Debian
GNU/Linux a jsou idea´ln´ı pro sekvenci prˇ´ıkaz˚u.
Samotne´ skripty jsou schopny prove´st jen ty prˇ´ıkazy, na ktery´ ma´ uzˇi-
vatel spousˇteˇj´ıc´ı skript syste´mova´ pra´va, jinak koncˇ´ı chybou. I prˇes to bude
lepsˇ´ı, pokud k nim budou mı´t prˇ´ıstup pouze opra´vneˇne´ osoby. Konfiguracˇn´ı
soubory musej´ı by´t zabezpecˇeny prˇ´ıstupovy´mi pra´vy z d˚uvodu mozˇne´ prˇ´ıtom-
nosti kriticky´ch informac´ı, ktery´mi mohou by´t naprˇ´ıklad prˇ´ıstupove´ u´daje do
databa´ze.
Hlavn´ı ovla´da´n´ı klient˚u bude prob´ıhat pomoc´ı protokolu SSH. Tento pro-
tokol zajist´ı sˇifrovanou komunikaci, umozˇn´ı omezen´ı mnozˇiny dostupny´ch prˇ´ı-
kaz˚u na c´ılove´m klientu a za´rovenˇ je soucˇa´st´ı veˇtsˇiny instalac´ı syste´mu GNU-
/Linux, cˇ´ımzˇ zjednodusˇsˇ´ı konfiguraci klient˚u. Pro autentizaci na klientsky´ch
serverech bude pouzˇito SSH kl´ıcˇ˚u9, ktere´ umozˇn´ı oveˇrˇen´ı pomoc´ı verˇejne´ cˇa´sti
kl´ıcˇe. Pro priva´tn´ı cˇa´sti SSH kl´ıcˇ˚u mus´ıme zajistit bezpecˇne´ ulozˇen´ı.
U neˇktery´ch typ˚u zdroj˚u bude potrˇeba na klienty prˇene´st dodatecˇna´ data,
ktery´mi mohou by´t konfiguracˇn´ı soubory. Pro prˇena´sˇen´ı dat bude vyuzˇito
programu rsync, ktery´ je soucˇa´st´ı repozita´rˇ˚u veˇtsˇiny linuxovy´ch distribuc´ı.
Jeho vy´hodou je mozˇnost pouzˇit´ı SSH protokolu pro prˇenos, cozˇ na´m zajist´ı
bezpecˇnost dat a mozˇnost vyuzˇit´ı SSH kl´ıcˇu pro autorizaci. Za´rovenˇ jsme
schopni u klient˚u omezit do ktery´ch slozˇek smı´ rsync s uvedeny´m SSH kl´ıcˇem
zapisovat.
4.2 Modularita
Jednotlive´ podporovane´ zdroje budou do programu prˇida´ny jako moduly,
cˇ´ımzˇ se prˇ´ıpadny´mi zmeˇnami sta´vaj´ıc´ıch cˇi prˇida´n´ım podpory nove´ho zdroje
8 Podpora je soucˇa´st´ı operacˇn´ıho syste´mu
9 Dvojice slozˇena´ z priva´tn´ıho a verˇejne´ho kl´ıcˇe
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neovlivn´ı funkcionalita ostatn´ıch. Za´rovenˇ zajist´ıme prˇehledneˇjˇs´ı na´vrh apli-
kace d´ıky oddeˇlen´ı logiky pro vsˇeobecnou funkcˇnost spojenou se spravova´n´ım
zdroj˚u a logiky spojene´ s konkre´tn´ımi zdroji.
4.3 Notifikace
Uzˇivatel ma´ mozˇnost zapnout si notifikacˇn´ı emaily prˇi zmeˇneˇ stavu j´ım za-
dany´ch pozˇadavk˚u. Notifikace budou rozes´ıla´ny prˇi zmeˇneˇ stavu z webove´
stra´nky, tedy naprˇ´ıklad prˇi schva´len´ı pozˇadavku, a prˇi vykona´n´ı pozˇadavku
vykona´vac´ı cˇa´st´ı.
4.4 Pouzˇit´ı
Za´kladn´ı diagram pouzˇit´ı je vyobrazen na na´sleduj´ıc´ım obra´zku 4.3.
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Přihlášený uživatel
Administrátor
Ovládací část
Vytvoření
požadavku
Úprava
požadavku
Zobrazení
požadavku
Schválení
požadavku
Zamítnutí
požadavku
<<extend>>
<<extend>> Validace dat
<<include>>
<<include>>
Zpracovávající a vykonávající část
Zpracování požadavku
Vykonání požadavku
<<include>>
<<include>>
<<extend>>
<<extend>>
Obra´zek 4.3: Diagram pouzˇit´ı programu
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5 Implementace
V na´sleduj´ıc´ı kapitole je popsa´na implementace jednotlivy´ch cˇa´st´ı navrzˇene´ho
rˇesˇen´ı.
5.1 Webova´ stra´nka
Webova´ stra´nka je prˇeva´zˇneˇ zastoupena jazykem PHP a ma´ architekturu
modelu MVC(Model-view-controller), ktera´ rozdeˇluje datovy´ model na trˇi
cˇa´sti a to model, view a controller. Model reprezentuje data, s ktery´mi budeme
pracovat. View transformuje data prˇedana´ modelem k zobrazen´ı uzˇivateli.
Controller reaguje na uda´losti a mu˚zˇe pos´ılat prˇ´ıkazy modelu na aktualizaci
dat nebo view na zmeˇnu typu zobrazen´ı.
5.1.1 Adresa´rˇova´ struktura
Soubory jsou usporˇa´da´ny do sdruzˇuj´ıc´ıch adresa´rˇ˚u pro lepsˇ´ı prˇehlednost.
Struktura cˇa´stecˇneˇ vycha´z´ı z architektury MVC, viz obr. 5.1.
• app - obsahuje vsˇechny soubory typu model, controller a view. Cont-
rollery a modely jsou da´le oddeˇleny pro obecnou funkcˇnost a pro spe-
cificke´ jednotlivy´m typ˚um zdroj˚u.
• config - v tomto adresa´rˇi jsou soubory pro konfiguraci webu, jako je
naprˇ´ıklad hlavn´ı konfiguracˇn´ı soubor, ktery´ mimo jine´ uchova´va´ infor-
mace nutne´ pro prˇipojen´ı k databa´zi.
• lib - adresa´rˇ s knihovnami. Obsahuje trˇ´ıdy jejichzˇ instance reprezentuj´ı
objekty jako jsou naprˇ´ıklad uzˇivatele´ nebo jednotlive´ pozˇadavky. Da´le
jsou zde soubory s obecny´mi funkcemi, trˇ´ıda pro prˇ´ıstup do databa´ze a
trˇ´ıdy pouzˇite´ pro vykreslova´n´ı neˇktery´ch prvk˚u uzˇivatelske´ho rozhran´ı.
• pub - obsahuje verˇejneˇ prˇ´ıstupne´ soubory, jako CSS, fonty cˇi Javascripty.
Da´le obsahuje u´vodn´ı soubor index.php, na ktery´ je uzˇivatel prˇesmeˇ-
rova´n prˇi prˇ´ıstupu na jakoukoliv podstra´nku.
29
Implementace Webova´ stra´nka
Obra´zek 5.1: Adresa´rˇova´ struktura webu
5.1.2 Popis d˚ulezˇity´ch soubor˚u
• lib/bootstrap.php - vola´n prˇi kazˇde´m nacˇten´ı stra´nky. Nacˇte konfi-
guracˇn´ı soubory, seznam prˇ´ıstupny´ch stra´nek a podp˚urne´ funkce. Na´-
sledneˇ z´ıska´ z pozˇadovane´ adresy na´zev volane´ho controlleru a ze se-
znamu prˇ´ıstupny´ch stra´nek zjist´ı, zda je na´vsˇteˇvn´ık opra´vneˇn tuto
stra´nku navsˇt´ıvit.
Pokud opra´vneˇn´ı vyhovuj´ı, vytvorˇ´ı instanci controlleru a zavola´ prˇ´ıslusˇ-
nou funkci. V opacˇne´m prˇ´ıpadeˇ nacˇte controller, ktery´ ma´ na starosti
chybove´ hla´sˇky a zobraz´ı prˇ´ıslusˇnou chybu.
• lib/resourcemodel.class.php - abstraktn´ı trˇ´ıda, od ktere´ deˇd´ı svoj´ı
funkcˇnost modely jednotlivy´ch zdroj˚u. Zajiˇst’uje vytva´rˇen´ı novy´ch po-
zˇadavk˚u, u´pravu pozˇadavk˚u, nacˇten´ı vsˇech pozˇadavk˚u a obecne´ data-
ba´zove´ operace.
• app/controllers/ResourceController.php - abstraktn´ı trˇ´ıda, od ktere´
da´le deˇd´ı controllery jednotlivy´ch zdroj˚u. Sjednocuje metody, ktere´ na´-
sledneˇ komunikuj´ı s prˇ´ıslusˇny´m modelem. Obsahuje vola´n´ı metod mo-
delu jako je metoda pro vytvorˇen´ı nove´ho pozˇadavku, zobrazen´ı detailu
pozˇadavku a zobrazen´ı vsˇech pozˇadavk˚u dane´ho typu.
• lib/currentuser.class.php - trˇ´ıda se staticky´mi metodami pro pra´ci
s prˇihla´sˇeny´m uzˇivatelem. Pomoc´ı te´to trˇ´ıdy prob´ıha´ oveˇrˇova´n´ı pra´v
prˇihla´sˇene´ho uzˇivatele, nastavit prˇepnut´ı uzˇivatelske´ho u´cˇtu na jiny´
u´cˇet nebo naprˇ´ıklad oveˇrˇit, do ktery´ch skupin uzˇivatel patrˇ´ı.
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• lib/db.class.php - trˇ´ıda pro z´ıska´n´ı instance databa´zove´ho spojen´ı.
Implementova´na pomoc´ı na´vrhove´ho vzoru jedina´cˇek1.
• lib/job.class.php - objekty te´to trˇ´ıdy prˇedstavuj´ı jednotlive´ pozˇa-
davky a vsˇechny jejich atributy jako jsou typ pozˇadavku, zadavatel
pozˇadavku, aktua´ln´ı stav pozˇadavku a cˇas a datum vytvorˇen´ı pozˇa-
davku.
5.1.3 Vzhled
Pro vzhled webove´ stra´nky je pouzˇit Twitter Bootstrap [32], da´le pouze
bootstrap, cozˇ je front-end framework distribuova´n pod otevrˇenou licenc´ı
MIT. Dı´ky Bootstrapu jsme schopni zajistit podporu uzˇivatelske´ho rozhran´ı
na v´ıcero rozliˇsen´ıch. Soucˇa´st´ı Bootstrapu jsou CSS, JavaScripty a cˇasto po-
uzˇ´ıvane´ ikony.
Da´le jsou pouzˇity knihony jQuery a DataTables. Knihovna jQuery je
javascriptova´ knihovna, ktera´ usnadnˇuje pra´ci s javascriptem svoj´ı sadou
funkc´ı. Lze j´ı vyuzˇ´ıt k manipulaci s prvky na stra´nce, tvorbeˇ animac´ı cˇi asyn-
chronn´ıch vola´n´ı ajax2. Knihovna DataTables je vybavena funkcemi oboha-
cuj´ıc´ımi jednoduche´ HTML tabulky. Nab´ız´ı naprˇ´ıklad filtrova´n´ı hodnot, serˇa-
zen´ı sloupc˚u a automaticke´ stra´nkova´n´ı. Vzhled webove´ stra´nky je zobrazen
na obra´zku 5.2.
1 Zajist´ı prˇ´ıtomnost pouze jedne´ instance objektu naprˇ´ıcˇ celou aplikac´ı
2 Asynchronn´ı vola´n´ı na´m umozˇnˇuj´ı meˇnit obsah webovy´ch stra´nek bez nutnosti opeˇtov-
ne´ho nacˇten´ı stra´nky
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Obra´zek 5.2: Vzhled webove´ stra´nky
5.1.4 Stavy pozˇadavku
Pozˇadavek mu˚zˇe by´t v neˇktere´m z na´sleduj´ıc´ıch stav˚u:
• Cˇeka´ na schva´lenı´ - pozˇadavek mus´ı by´t nejdrˇ´ıve schva´len.
• Cˇeka´ na vyrˇı´zenı´ - pozˇadavek je schva´len a nyn´ı cˇeka´ na vyrˇ´ızen´ı.
• Vyrˇizuje se - pra´veˇ je vyrˇizova´n.
• Vyrˇı´zen - pozˇadavek byl u´speˇsˇneˇ vyrˇ´ızen.
• Zamı´tnut - pozˇadavek byl zamı´tnut opra´vneˇnou osobou.
• Chyba - dosˇlo k chybeˇ prˇi vyrˇizova´n´ı pozˇadavku.
Prˇi zobrazen´ı detailu pozˇadavku mu˚zˇeme jeho stav zmeˇnit rucˇneˇ, naprˇ´ıklad
pokud po zmeˇneˇ vstupn´ıch dat chceme data na c´ılove´m serveru aktualizovat.
Vsˇechny zmeˇny pozˇadavku, at’ uzˇ rucˇn´ı nebo automaticke´ syste´mem, jsou
zaznamena´va´ny v databa´zi a jejich historii je mozˇne´ zobrazit na detailu po-
zˇadavku. V prˇ´ıpadeˇ chyby prˇi vykona´va´n´ı pozˇadavku si administra´tor mu˚zˇe
za´rovenˇ zobrazit detailn´ı vy´pis pr˚ubeˇhu, prˇi ktere´m nastala chyba.
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5.1.5 Historie stav˚u pozˇadavku
Vsˇechny zmeˇny stavu pozˇadavku je mozˇne´ zobrazit na detailu pozˇadavku.
Zmeˇny jsou zaznamena´va´ny pomoc´ı databa´zove´ho triggeru3. Trigger prˇi kazˇde´
zmeˇneˇ stavu automaticky ukla´da´ stary´ stav do vedlejˇs´ı tabulky, z ktere´ jsme
na´sledneˇ schopni zkonstruovat historii stav˚u dane´ho pozˇadavku.
Uka´zka pouzˇite´ho triggeru:
CREATE TRIGGER jobs_state_trigger
BEFORE UPDATE ON ‘jobs‘
FOR EACH ROW BEGIN
IF NEW.state <> OLD.state
THEN SET NEW.date_state_change = NOW();
INSERT INTO ‘jobs_state_log‘(‘job_id‘,‘state_date‘,
‘state‘,‘state_message_code‘)
VALUES (OLD.id, OLD.date_state_change, OLD.state,
OLD.state_message_code);
END IF;
END
5.1.6 Ovla´da´n´ı
Popis d˚ulezˇity´ch operac´ı na webu. U popisu prvk˚u ovla´da´n´ı kromeˇ Prˇihla´-
sˇenı´ se prˇedpokla´da´ prˇihla´sˇeny´ uzˇivatel s dostatecˇny´mi pra´vy.
Prˇihla´sˇen´ı
Uzˇivatel, ktery´ neni prˇihla´sˇen, je prˇi na´vsˇteˇveˇ nejdrˇ´ıveˇ prˇesmeˇrova´n na prˇi-
hlasˇovac´ı formula´rˇ. Pro prˇihla´sˇen´ı jsou pouzˇite´ tzv. PHP sessions, ktere´ rˇesˇ´ı
bezestavovost HTTP a umozˇnˇuj´ı udrzˇen´ı informac´ı na´vsˇteˇvn´ıka.
Uzˇivatel je na´sledneˇ identifikova´n pomoc´ı session identifika´toru, ktery´ je
veˇtsˇinou ulozˇen pomoc´ı cookie4. Data jednotlivy´ch session jsou ulozˇeny na
3 Databa´zovy´ objekt spojen s tabulkou, spusˇteˇny´ v prˇ´ıpadeˇ splneˇn´ı urcˇity´ch uda´lost´ı
4 Maly´ textovy´ soubor vygenerovany´ web serverem a ulozˇen u uzˇivatele v prohl´ızˇecˇi
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serveru ve specia´ln´ım adresa´rˇi a sdruzˇena s uzˇivateli pomoc´ı session identifi-
ka´toru. Pokud se uzˇivatel prˇed prˇihla´sˇen´ım snazˇil prˇistoupit na jinou stra´nku
nezˇ u´vodn´ı, je na n´ı po prˇihla´sˇen´ı a oveˇrˇen´ı pra´v na´sledneˇ prˇesmeˇrova´n.
Navigace
Hlavn´ı navigace, viz obr. 5.3, se nacha´z´ı v horn´ı cˇa´sti stra´nky. Je tvorˇena
odkazy slouzˇ´ıc´ımi k administraci uzˇivatel˚u. Zobrazen´ı teˇchto odkaz˚u je pod-
mı´neˇno vlastnictvy´m prˇ´ıslusˇny´ch pra´v. Na odkazu Uzˇivatele´ mu˚zˇeme prohl´ı-
zˇet existuj´ıc´ı uzˇivatele, vytva´rˇet nove´ cˇi modifikovat sta´vaj´ıc´ı. Jsme za´rovenˇ
schopni prˇiˇrazovat uzˇivatele do skupin, nastavovat prˇ´ıstupova´ pra´va uzˇiva-
tel˚um jak k jednotlivy´m cˇa´stem webu tak i mozˇnostem spra´vy jednotlivy´ch
zdroj˚u. Odkaz Skupiny vede na seznam skupin a nab´ız´ı stejne´ mnozˇnosti jako
Uzˇivatele´.
Soucˇa´st´ı menu jsou take´ odkazy Profil, ktery´ zobraz´ı profil prˇihla´sˇene´ho
uzˇivatele a odkaz pro odhla´sˇen´ı.
Obra´zek 5.3: Hlavn´ı navigace
Navigace spra´vy zdroj˚u
Po leve´ cˇa´sti se uzˇivateli zobrazuj´ı odkazy na spra´vu jemu dostupny´ch typ˚u
zdroj˚u, mozˇny´ vzhled menu lze videˇt na obra´zku 5.4. Po rozkliknut´ı odkazu
se uzˇivateli zobraz´ı prˇehled pozˇadavk˚u dane´ho typu a podle dostupny´ch pra´v
i pozˇadavky ke schva´len´ı nebo vytvorˇen´ı nove´ho pozˇadavku.
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Obra´zek 5.4: Cˇa´st navigace zdroj˚u
Nastaven´ı opra´vneˇn´ı
Nastaven´ım opra´vneˇn´ı rˇ´ıd´ıme mozˇnosti spra´vy jednoho cˇi v´ıce uzˇivatel˚u.
Pra´va lze nastavit jak skupina´m tak jednotlivy´m uzˇivatel˚um. Uzˇivatele´ mo-
hou by´t cˇleny zˇa´dne´ nebo jedne´ a v´ıce skupin a jejich vy´sledna´ pra´va jsou
sjednocen´ım pra´v vsˇech skupin a samotny´ch pra´v uzˇivatele.
Pra´va jsou rozdeˇlena na administraci uzˇivatel˚u a skupin a pra´va pro
spra´vu jednotlivy´ch typ˚u zdroj˚u. U zdroj˚u je da´le mozˇnost specifikovat umı´s-
teˇn´ı, na ktere´ prˇiˇrazujeme pra´va, viz obr. 5.5. To na´m v prˇ´ıpadeˇ existence
v´ıce server˚u, na ktery´ch je provozova´n stejny´ typ zdroje, umozˇn´ı specifikovat
ke ktery´m ma´ uzˇivatel prˇ´ıstup.
Obra´zek 5.5: Uka´zka mozˇnost´ı prˇi nastavova´n´ı pra´v pro databa´zi MySQL,
zleva: na´zev opra´vneˇn´ı, akce opra´vneˇn´ı a c´ılove´ servery
35
Implementace Webova´ stra´nka
Vytvorˇen´ı pozˇadavku
K vytvorˇen´ı pozˇadavku se dostaneme pomoc´ı navigace umı´steˇne´ na leve´ cˇa´sti
stra´nky. Po vyplneˇn´ı vsˇech potrˇebny´ch u´daj˚u tlacˇ´ıtkem Vytvorˇit zalozˇ´ıme
novy´ pozˇadavek. Pozˇadavek bude mı´t vy´choz´ı stav Cˇeka´ na schva´lenı´ po-
kud nejsme opra´vneˇni schva´lit tento typ pozˇadavku s dany´m umı´steˇn´ım. Po-
kud opra´vneˇn´ı vlastn´ıme, pozˇadavku se automaticky nastav´ı stav Cˇeka´ na
vyrˇı´zenı´. Prˇ´ıklad zalozˇen´ı nove´ho pozˇadavku je zobrazen na obr. 5.6.
Obra´zek 5.6: Prˇ´ıklad zalozˇen´ı nove´ MySQL databa´ze
Schvalova´n´ı pozˇadavk˚u
Opra´vneˇne´ osoby maj´ı mozˇnost schvalovat pozˇadavky ostatn´ıch uzˇivatel˚u.
Seznam pozˇadavk˚u vsˇech typ˚u cˇekaj´ıc´ıch na schva´len´ı lze zobrazit v menu
na leve´ straneˇ pod odkazem Pozˇadavky ke schva´lenı´. Seznam cˇekaj´ıc´ıch
pozˇadavk˚u konkre´tn´ıho typu lze zobrazit prˇi rozkliknut´ı menu polozˇky pozˇa-
dovane´ho typu. Pozˇadavky lze schva´lit hromadneˇ ze seznamu pomoc´ı zatr-
ha´vac´ıho pol´ıcˇka v rˇa´dce tabulky nebo na detailu pozˇadavku pomoc´ı tlacˇ´ıtka
Schva´lit. Po schva´len´ı je pozˇadavek zarˇazen do fronty na vyrˇ´ızen´ı.
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5.2 Zpracova´vaj´ıc´ı cˇa´st (de´mon)
De´mon je napsa´n v jazyce C a je kompatibiln´ı se standardem C11. Je urcˇen
pro operacˇn´ı syste´m Linux, konkre´tneˇ Debian GNU/Linux ale za´rovenˇ by
meˇl by´t prˇelozˇitelny´ na veˇtsˇineˇ syste´mech s knihovnami mysqlclient, rt a
pthread. Program se skla´da´ z neˇkolika vla´ken a to hlavn´ıho vla´kna, dota-
zovac´ıho vla´kna a thread poolu5. Prˇ´ıstup do sd´ılene´ pameˇti mezi vla´kny je
zabezpecˇen pomoc´ı mutex˚u6. Konfiguraci de´mona lze prove´st pomoc´ı konfi-
guracˇn´ıho souboru, jehozˇ jme´no prˇeda´me jako argument prˇi spusˇteˇn´ı.
5.2.1 Adresa´rˇova´ struktura
Zdrojove´ soubory jsou rozdeˇleny na dveˇ cˇa´sti a to na soubory zajiˇst’uj´ıc´ı
vsˇeobecnou funkcˇnost programu a soubory (moduly) s podporou jednotlivy´ch
zdroj˚u. Struktura je vyobrazena na obra´zku 5.7.
• bin - obsahuje po prˇekladu vy´sledny´ spustitelny´ bina´rn´ı soubor s na´-
zvem bpmk-daemon.
• obj - slouzˇ´ı prˇi prˇedkladu pro ulozˇen´ı objektovy´ch soubor˚u, ktere´ jsou
na´sledneˇ pouzˇity prˇi sestaven´ı spustitelne´ho souboru.
• src - zdrojove´ a hlavicˇkove´ soubory de´mona.
Obra´zek 5.7: Adresa´rˇova´ struktura zdrojovy´ch soubor˚u de´monu
5 Neˇkolik spusˇteˇny´ch vla´ken, ktery´m mohou by´t, veˇtsˇinou pomoc´ı fronty, prˇiˇrazova´ny
u´koly
6 Mutex slouzˇ´ı k synchronizaci vla´ken, zamezuje v´ıce vla´kn˚um prˇ´ıstup do kriticke´ sekce
ko´du
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5.2.2 Prˇ´ıstup do databa´ze
Pro spojen´ı s MySQL databa´z´ı je vyuzˇita knihovna mysqlclient. Pro prˇipo-
jen´ı nejdrˇ´ıve pouzˇijeme funkci mysql_init a na´sledneˇ mysql_real_connect.
Funkce mysql_init vra´t´ı adresu na strukturu jme´nem MYSQL, ktera´ je da´le
pouzˇita prˇi komunikaci s databa´z´ı.
Kazˇde´ vla´kno, ktere´ vyzˇaduje prˇ´ıstup do databa´ze, vlastn´ı svoj´ı strukturu
MYSQL, cozˇ na´m umozˇn´ı paraleln´ı komunikaci s databa´z´ı a odpadne nutnost
pouzˇ´ıva´n´ı mutex˚u pro prˇ´ıstup k te´to strukturˇe.
5.2.3 Hlavn´ı vla´kno
Hlavn´ı vla´kno se stara´ o inicializaci programu a vsˇech jeho d˚ulezˇity´ch cˇa´st´ı.
Za´rovenˇ kontroluje, zda byl prˇi spusˇteˇn´ı prˇeda´n argument, ktery´ by prˇedsta-
voval cestu ke konfiguracˇn´ımu souboru.
Pokud byl program spusˇteˇn s parametrem obsahuj´ıc´ım na´zev konfiguracˇ-
n´ıho souboru, je tento soubor nacˇten a prˇ´ıslusˇne´ vy´choz´ı hodnoty promeˇnny´ch
zmeˇneˇny. Na´sledneˇ spust´ı logova´n´ı, zap´ıˇse do logu hodnoty konfiguracˇn´ıch
promeˇnny´ch, inicializuje thread pool a nakonec dotazovac´ı vla´kno.
Po dokoncˇen´ı inicializace vla´kno slouzˇ´ı k zachycen´ı signa´lu SIGINT, ktery´
zaha´j´ı ukoncˇova´n´ı beˇhu programu.
5.2.4 Dotazovac´ı vla´kno
Slouzˇ´ı k cyklicke´ kontrole pozˇadavk˚u cˇekaj´ıc´ıch na vyrˇ´ızen´ı v databa´zi. Prˇi
kontrole vyuzˇ´ıva´ limitu v SQL dotazu o velikosti volny´ch mı´st fronty thread
poolu. Interval je ve vy´choz´ı hodnoteˇ nastaven na 10 sekund a lze ho meˇnit
pomoc´ı konfiguracˇn´ıho souboru.
Jsou-li volna´ mı´sta ve fronteˇ a existuj´ı-li pozˇadavky cˇekaj´ıc´ı na vyrˇ´ızen´ı,
cˇekaj´ıc´ı pozˇadavky jsou zarˇazeny do fronty thread poolu a jejich stav je na-
staven na hodnotu executing, ktera´ oznacˇuje pra´veˇ vyrˇizovane´ pozˇadavky.
Pokud byly vsˇechny cˇekaj´ıc´ı pozˇadavky prˇeda´ny k vyrˇ´ızen´ı nebo nebyly zˇa´dne´
nalezeny, je vla´kno uspa´no na nastaveny´ interval. Nejsou-li volna´ mı´sta ve
fronteˇ, je vla´kno uspa´no a cˇeka´ na signalizaci o uvolneˇne´m mı´stu.
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5.2.5 Thread pool
Pro pracovn´ı vla´kna je vyuzˇito na´vrhove´ho vzoru thread pool. Prˇi startu je
vytvorˇen urcˇity´ pocˇet vla´ken, ktere´ mohou by´t na´sledneˇ pouzˇity pro zpraco-
va´n´ı pozˇadavku. Pozˇadavky jsou rˇazeny do fronty, ktera´ ma´ veˇtsˇinou velikost,
ne vsˇak nutneˇ, stejnou jako pocˇet vla´ken thread poolu.
Struktura pouzˇita´ pro reprezentaci thread poolu:
typedef struct {
/* velikost */
int size;
/* pocet aktivnich vlaken */
int active;
/* pole vlaken */
pthread_t* threads;
/* podminena promenna pro notifikace */
pthread_cond_t notify;
/* mutex pro podminenou promenou */
pthread_mutex_t mutex;
/* signalizace o uvolneni mista ve fronte */
pthread_cond_t notify_waiting;
/* velikost fronty */
int queue_size;
/* pocet prvku ve fronte */
int queue_count;
/* pocet prvku cekajicich na prirazeni vlakna */
int queue_pending_count;
/* pole ukolu */
thread_pool_task_t *queue;
/* ukazatel na zacatek pole ukolu */
int queue_head;
/* ukazatel na konec pole ukolu */
int queue_tail;
/* signalizuje ze pool bezi */
int running;
/* signalizuje ze jsme ve stavu ukoncovani poolu */
int shutdown;
} thread_pool_t;
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5.2.6 Zpracova´va´n´ı pozˇadavk˚u
Pozˇadavky jsou zpracova´va´ny pracovn´ımi vla´kny. Kazˇde´ pracovn´ı vla´kno ma´
svoj´ı strukturu MYSQL pro prˇ´ıstup do databa´ze, z ktere´ jsou na´sledneˇ nacˇteny
specificke´ informace spojene´ s typem pozˇadavku. Pote´ je provedena kontrola,
zda jsou zada´ny vsˇechny povinne´ hodnoty. Po u´speˇsˇne´ kontrole je zavola´n
kontroln´ı skript pro vyrˇ´ızen´ı pozˇadavk˚u s nacˇteny´mi parametry.
Nastane-li beˇhem kontroly povinny´ch hodnot chyba nebo vra´t´ı-li kont-
roln´ı skript jinou hodnotu nezˇ 0, je u pozˇadavku nastaven status na hodnotu
signalizuj´ıc´ı chybu a ulozˇena chybova´ hla´sˇka.
5.2.7 Logova´n´ı
Du˚lezˇite´ informace jsou prˇi beˇhu programu ukla´da´ny do nastavene´ho logo-
vac´ıho souboru. Logova´n´ı je zajiˇsteˇno vlastn´ım logovac´ım rˇesˇen´ım, ktere´ je
soucˇa´st´ı programu. Pouzˇit´ı vlastn´ıho rˇesˇen´ı pro logova´n´ı na´m umozˇn´ı spe-
cifikovat cestu k logovac´ımu souboru prˇi startu programu a tak umozˇn´ıme
nastaven´ı vsˇech d˚ulezˇity´ch hodnot pomoc´ı jednotne´ho konfiguracˇn´ıho sou-
boru. Ukla´da´n´ı do vlastn´ıho logovac´ıho soubor˚u na´m umozˇn´ı lepsˇ´ı orientaci
prˇi cˇten´ı logovac´ıch zpra´v. Jsou dostupne´ na´sleduj´ıc´ı u´rovneˇ logova´n´ı:
• LOG_NONE(0) - prˇi te´to u´rovni nebudou zaznamena´ny zˇa´dne´ zpra´vy.
• LOG_ALL(1) - nejnizˇsˇ´ı u´rovenˇ slouzˇ´ıc´ı pro zaznamena´n´ı kriticky´ch in-
formac´ı.
• LOG_ERR(2) - u´rovenˇ pro d˚ulezˇite´ chybove´ zpra´vy.
• LOG_WARN(3) - varovna´ hla´sˇen´ı, veˇtsˇinou nezabra´n´ı pokracˇova´n´ı pro-
gramu.
• LOG_INFO(4) - informacˇn´ı zpra´vy. Slouzˇ´ı hlavneˇ pro informaci o aktu-
a´lneˇ prova´deˇne´ akci.
• LOG_DEBUG(5) - lad´ıc´ı zpra´vy. Slouzˇ´ı pro odhalen´ı chyb prˇi vy´voji.
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5.2.8 Konfiguracˇn´ı soubor
De´monu mu˚zˇeme prˇi spusˇteˇn´ı prˇedat pomoc´ı argumentu na´zev konfiguracˇ-
n´ıho souboru, ktery´m na´sledneˇ ma´me mozˇnost zmeˇnit defaultn´ı hodnoty neˇ-
ktery´ch promeˇnny´ch. Konfigurovat mu˚zˇeme na´sledne´ promeˇnne´:
• db_charset - ko´dova´n´ı databa´ze.
• db_host - adresa databa´zove´ho serveru.
• db_name - na´zev databa´ze.
• db_user - uzˇivatel pro prˇ´ıstup do databa´ze.
• db_password - heslo databa´zove´ho uzˇivatele.
• db_reconnect_attempts - pocˇet pokus˚u o nava´za´n´ı spojen´ı s databa´z´ı.
• db_reconnect_interval - interval mezi jednotlivy´mi pokusy o prˇipo-
jen´ı.
• job_poller_interval - interval pro kontrolu pozˇadavk˚u dotazovac´ım
vla´knem.
• log_buffer_sizel - velikost pole pro logova´n´ı zpra´v.
• log_file - cesta k souboru, do ktere´ho budou logova´ny zpra´vy.
• tp_pool_size - pocˇet vla´ken thread poolu.
• tp_queue_size - velikost fronty thread poolu.
• dispatch_file - cesta k serverove´ cˇa´sti vykona´vac´ıho skriptu, vola´n
pro vykona´n´ı pozˇadavk˚u.
• log_level - cˇ´ıselna´ hodnota reprezentuj´ıc´ı u´rovenˇ detailu logovac´ıch
zpra´v zapsany´ch do souboru.
• verbose_level - cˇ´ıselna´ hodnota reprezentuj´ıc´ı u´rovenˇ detailu logova-
c´ıch zpra´v vypsany´ch do konzole.
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5.2.9 Prˇelozˇen´ı
Pro prˇelozˇen´ı programu vyuzˇijeme programu make a prˇilozˇene´ho souboru
Makefile, ktery´ obsahuje sadu pravidel pro prˇeklad. Zdrojove´ soubory roz-
bal´ıme do slozˇky a na´sledneˇ se do n´ı prˇepneme prˇ´ıkazem cd. Pote´ stacˇ´ı zavolat
prˇ´ıkaz make a spust´ı se prˇeklad, viz obr. 5.8.
Obra´zek 5.8: Cˇa´st vy´pisu prˇi prˇekladu programu
5.2.10 Spusˇteˇn´ı
Po u´speˇsˇne´m prˇelozˇen´ı se vytvorˇ´ı soubor bin/bpmk-daemon. Pro spusˇteˇn´ı
stacˇ´ı zadat do prˇ´ıkazove´ rˇa´dky bin/bpmk-daemon nebo se prˇepnout do slozˇky
bin a zadat prˇ´ıkaz ./bpmk-daemon. T´ımto postupem ovsˇem spust´ıme pro-
gram jako regule´rn´ı proces, postup pro spusˇteˇn´ı jako de´mona bude na´sledneˇ
popsa´n v kapitole veˇnovane´ instalaci.
5.3 Skripty
Vykona´va´n´ı pozˇadavk˚u zajiˇst’uj´ı shellove´ skripty, ktere´ jsou rozdeˇleny na
serverove´ skripty a klientske´ skripty. Pro svoj´ı funkci vyuzˇ´ıvaj´ı shellu
Bash7. Prˇi vola´n´ı skript˚u pouzˇ´ıva´me jak u klienta tak u serveru jeden hlavn´ı
ovla´dac´ı skript, ktere´mu prˇeda´me parametrem typ zdroje, pozˇadovanou ope-
raci a prˇ´ıpadneˇ dalˇs´ı argumenty spojene´ s typem zdroje. Komunikace s klienty
prob´ıha´ pomoc´ı protokolu SSH a prˇenos soubor˚u programem rsync.
Dı´ky pouzˇit´ı ovla´dac´ıho skriptu jsme schopni zjednodusˇit logiku de´mona,
kdy stacˇ´ı zna´t cestu k jednomu skriptu pro vsˇechny typy zdroj˚u. Jelikozˇ p˚u-
jdou vsˇechny pozˇadavky prˇes tento ovla´dac´ı skript, jsme za´rovenˇ schopni urcˇit
7 Unixovy´ shel umozˇnˇuj´ıc´ı interpretaci prˇ´ıkaz˚u
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ktere´ typy zdroj˚u klient ovla´da´ pouhy´m nastaven´ım promeˇnny´ch spjaty´ch s
typem zdroje na 1 pro povoleno nebo 0 pro zaka´za´no.
5.3.1 Adresa´rˇova´ struktura
Struktura soubor˚u je podobna´ jak u serverove´ tak klientske´ cˇa´sti. Struktura
serverove´ cˇa´sti je zobrazena na obra´zku 5.9.
Obra´zek 5.9: Adresa´rˇova´ struktura skript˚u
• checkpoints - slozˇka obsahuj´ıc´ı soubory s hodnotami promeˇnny´ch ulo-
zˇeny´ch prˇi kontroln´ıch bodech.
• config - obsahuje konfiguracˇn´ı soubory. Vsˇechny soubory z te´to slozˇky
s prˇ´ıponou .cfg jsou automaticky nacˇteny.
• keys - slozˇka serverove´ cˇa´sti, uchova´va´ kl´ıcˇe pouzˇite´ pro SSH spojen´ı s
klienty.
• resources - skripty pro ovla´da´n´ı podle typu zdroje.
• templates - sˇablony konfiguracˇn´ıch soubor˚u.
• tmp - adresa´rˇ pro ukla´da´n´ı docˇasny´ch soubor˚u.
• config.cfg - hlavn´ı konfiguracˇn´ı soubor.
• dispatch.sh - kontroln´ı serverovy´ skript, zajiˇst’uj´ıc´ı vola´n´ı ovla´daj´ıc´ıch
skript˚u podle typu zdroje prˇedane´ho parametrem.
• functions.sh - vsˇeobecne´ funkce.
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5.3.2 Osˇetrˇen´ı chybovy´ch stav˚u
Pokud prˇi vykona´va´n´ı pozˇadavku dojde k chybeˇ, kterou mu˚zˇe by´t naprˇ´ıklad
prˇi vytva´rˇen´ı databa´ze existence databa´ze s pozˇadovany´m na´zvem, skript je
schopen dostat syste´m klienta do p˚uvodn´ıho stavu, at’ uzˇ je to smaza´n´ım
nahrany´ch soubor˚u nebo vra´cen´ı zmeˇn provedeny´ch v konfiguracˇn´ıch soubo-
rech.
5.3.3 Ukla´da´n´ı stavu
Jelikozˇ mu˚zˇe prˇi beˇhu skriptu doj´ıt k jeho prˇerusˇen´ı, je vhodne´ si ukla´dat
aktua´ln´ı stav prˇi d˚ulezˇity´ch operac´ıch, aby jsme byli schopni na´sledneˇ na
tento stav nava´zat.
Prˇi spusˇteˇn´ı je vypocˇ´ıta´no jme´no souboru pro ukla´da´n´ı stavu z na´zvu
aktua´ln´ıho skriptu a prˇedany´ch parametr˚u. Pro vy´pocˇet jme´na jsou vsˇechny
argumenty spojeny do jednoho dlouhe´ho rˇeteˇzce a pote´ zahashova´ny pomoc´ı
SHA1 algoritmu. Na´sledneˇ je provedena kontrola, zda soubor s t´ımto na´zvem
jizˇ existuje a pokud ano, jsou z neˇho nacˇteny hodnoty promeˇnny´ch.
Beˇhem vykona´va´n´ı skriptu jsou do tohoto soubory v kontroln´ıch bodech
ukla´da´ny hodnoty promeˇnny´ch s t´ım, zˇe prˇedchoz´ı hodnoty jsou nejdrˇ´ıve
smaza´ny. Po u´speˇsˇne´m dobeˇhnut´ı skriptu je soubor smaza´n.
5.3.4 Skripty
Skripty urcˇene´ pro plneˇn´ı u´kol˚u pro jednotlive´ zdroje jsou umı´steˇny ve slozˇce
resources a pojmenova´ny prefixem res a typem zdroje, tedy naprˇ´ıklad re-
swww.
WWW
Vytvorˇen´ı nove´ho virtua´ln´ıho hostu prob´ıha´ pomoc´ı konfiguracˇn´ıch soubor˚u
web serveru Apache, ktere´ jsou ulozˇeny ve specia´ln´ı slozˇce. Jako vzor konfigu-
racˇn´ıho souboru slouzˇ´ı prˇedprˇipravena´ sˇablona, ktera´ je ulozˇena v serverove´
cˇa´sti. Sˇablona je na´sledneˇ prˇenesena pomoc´ı programu rsync na klienta a za-
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vola´n kontroln´ı skript klienta, ktere´mu mimo jine´ parametry prˇeda´me i na´zev
sˇablony.
Dostupn´ı virtua´lni hosti jsou veˇtsˇinou ulozˇeni v slozˇce s konfiguracˇn´ımi
soubory Apache, konkre´tneˇ v relativn´ı cesteˇ sites-available a aktua´lneˇ
povolen´ı ve slozˇce sites-enabled. Zvykem je vytvorˇit konfiguraci ve slozˇce
sites-available a na´sledneˇ vytvorˇit symbolicky´ odkaz do slozˇky sites-
enabled. Konfiguracˇn´ı soubory budeme pojmenova´vat podle dome´ny virtua´l-
n´ıho hostu, za kterou prˇipoj´ıme koncovku .conf - bude-li dome´na test.zcu.cz
potom vy´sledny´ soubor bude pojmenova´n test.zcu.cz.conf.
Sˇablona konfiguracˇn´ıho souboru je ulozˇena v serverove´ cˇa´sti, aby bylo
mozˇne´ soubor meˇnit bez nutnosti jeho aktualizace na vsˇech klientech. Sˇab-
lona je nejdrˇ´ıve prˇenesena na klienta a na´sledneˇ jsou do n´ı vlozˇeny potrˇebne´
hodnoty.
Po zavola´n´ı kontroln´ıho skriptu klienta si nejdrˇ´ıve zkontroluje existenci
souboru se sˇablonou a pote´ kontroluje, zda byly prˇeda´ny vsˇechny potrˇebne´
argumenty. Na´sledneˇ oveˇrˇuje, zda jizˇ neexistuje virtua´ln´ı host se stejnou do-
me´nou a to nejdrˇ´ıve kontrolou existence konfiguracˇn´ıho souboru se stejny´m
jme´nem a na´sledny´m pr˚uchodem jizˇ existuj´ıc´ıch konfiguracˇn´ıch soubor˚u a
porovna´va´n´ım dome´n.
Povolen´ı noveˇ vytvorˇene´ho konfiguracˇn´ıho souboru prob´ıha´ azˇ po u´speˇsˇ-
ne´m splneˇn´ı vsˇech kontrol. Posledn´ım krokem je kontrola syntaxe konfiguracˇ-
n´ıho souboru pomoc´ı prˇ´ıkazu apachectl configtest a pokud je v porˇa´dku,
zavola´me znovunacˇten´ı konfigurace serverem Apache, aby se zmeˇny projevily.
Uka´zka vygenerovane´ho konfigurancˇ´ıho souboru virtualn´ıho hostu:
<VirtualHost *:80>
ServerAdmin webmaster@kiv.zcu.cz
ServerName test.kiv.zcu.cz
DocumentRoot /var/www/test.kiv.zcu.cz/
<Directory /var/www/test.kiv.zcu.cz/>
AllowOverride all
Order allow,deny
allow from all
</Directory>
LogLevel warn
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ErrorLog ${APACHE_LOG_DIR}/test.kiv.zcu.cz.error.log
CustomLog ${APACHE_LOG_DIR}/test.kiv.zcu.cz.access.log
combined
</VirtualHost>
DNS za´znamy
DNS za´znamy mohou by´t typu A, CNAME nebo MX. Za´znam typu A nasmeˇ-
ruje dome´nu na konkre´tn´ı IP adresu, naprˇ´ıklad zcu.cz -> 147.228.58.47.
CNAME funguje jako alias, tedy k nasmeˇrova´n´ı jednoho jme´na na jine´, jizˇ exis-
tuj´ıc´ı, jme´no. Za´znam MX slouzˇ´ı k nasmeˇrova´n´ı email˚u zas´ılany´ch na danou
dome´nu na IP adresu. U MX za´znamu˚ mu˚zˇeme za´rovenˇ specifikovat prio-
ritu jednotlivy´ch za´znamu˚, ktera´ umozˇnˇuje nastaven´ı za´lozˇn´ıch mailovy´ch
server˚u.
Jelikozˇ ma´ samotnou spra´vu DNS na starosti organizace CIV, je trˇeba
odeslat email s detailem pozˇadavku. Pro u´speˇsˇne´ dorucˇen´ı pozˇadavku mus´ı
by´t email odesla´n z dome´ny zcu.cz. Jako odes´ılac´ı email pouzˇijeme email
zadavatele pozˇadavku, na ktery´ se bude ocˇeka´vat i prˇ´ıpadna´ odpoved’.
Vytvorˇen´ı a odes´ıla´n´ı prob´ıha´ v serverove´ cˇa´sti. Pro vytvorˇen´ı emailu po-
uzˇijeme sˇablonu, do ktere´ budou na´sledneˇ doplneˇny vsˇechny zadane´ hodnoty.
Zjiˇsteˇn´ı emailu zadavatele prob´ıha´ pomoc´ı protokolu LDAP z adresa´rˇove´ho
serveru ldap.zcu.cz.
Vy´sledny´ email mu˚zˇe mı´t na´sleduj´ıc´ı podobu:
Zadana zadost o vytvoreni DNS zaznamu uzivatelem feelus s
emailem feelus@students.zcu.cz. Zadost o DNS zaznam typu A.
Jmeno test.kiv.zcu.cz, hodnota 147.228.63.36
MySQL databa´ze
Pro prˇ´ıstup do databa´ze je pouzˇito administra´torske´ho u´cˇtu, jehozˇ u´daje
jsou ulozˇeny v konfiguracˇn´ım souboru config/resdbmysql.cfg. Prˇi spusˇ-
teˇn´ı skriptu pro vytvorˇen´ı databa´ze jsou nejdrˇ´ıve oveˇrˇeny povinne´ vstupn´ı
parametry, mezi ktere´ patrˇ´ı na´zev databa´ze, databa´zovy´ uzˇivatel a heslo.
Komunikace s databa´z´ı prob´ıha´ pomoc´ı konzolove´ho klienta libmysqlcli-
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ent, ktery´ umozˇnˇuje vykona´va´n´ı dotaz˚u prˇ´ımo z prˇ´ıkazove´ rˇa´dky.
V prvn´ım kroku je oveˇrˇeno spojen´ı s databa´z´ı. Na´sledneˇ oveˇrˇ´ıme, jestli
jizˇ neexistuje databa´ze se stejny´m na´zvem a pokud ne, vytva´rˇ´ıme novou. U
MySQL u´cˇtu je spolu s jme´nem a heslem nutno uve´st z jake´ adresy se mu˚zˇe
uzˇivatel prˇipojit, naprˇ´ıklad localhost, ktery´ umozˇn´ı pouze loka´ln´ı spojen´ı
nebo znak %, ktery´ zastupuje libovolnou adresu. Prˇi vytva´rˇen´ı u´cˇtu uzˇivatele
zkontrolujeme existenci uzˇivatele se stejny´m jme´nem a adresou, neexistuje-
li, vytvorˇ´ıme jej. Po zajiˇsteˇn´ı existence uzˇivatele uzˇ mu jen stacˇ´ı nastavit
prˇ´ıstupova´ pra´va do noveˇ vytvorˇene´ databa´ze.
PostgreSQL databa´ze
Vytvorˇen´ı PostgreSQL databa´ze prob´ıha´ na podobne´m principu jako vytva´-
rˇen´ı MySQL databa´ze. Rozd´ılem je urcˇen´ı adresy, z ktere´ se mu˚zˇe uzˇivatel
prˇipoji. Adresa nen´ı uva´deˇna prˇi vytva´rˇen´ı uzˇivatele ale na´sledneˇ v konfigu-
racˇn´ım souboru pg_hba.conf.
MS SQL databa´ze
Jelikozˇ jsou skripty spousˇteˇny z linuxove´ho syste´mu a MS SQL databa´ze
beˇzˇ´ı na syste´mu Microsoft Windows, vytva´rˇen´ı databa´ze prob´ıha´ ze serve-
rove´ cˇa´sti a komunikace s databa´z´ı je zajiˇsteˇna pomoc´ı unixODBC [33] a
FreeTDS [34]. U´daje pro prˇipojen´ı jsou nastaveny v konfiguracˇn´ıch souborech
/etc/odbc.ini, /etc/odbcinst.ini a /etc/freetds.conf. Po prˇipojen´ı je
zbyly´ postup je stejny´ jako v prˇ´ıpadeˇ MySQL databa´ze.
Oracle databa´ze
Prˇi vytva´rˇen´ı Oracle databa´ze pouzˇijeme pro komunikaci s databa´z´ı pro-
gramu SQL*Plus, ktery´ nab´ıdne mozˇnost spousˇteˇn´ı dotaz˚u do databa´ze po-
moc´ı prˇ´ıkazove´ rˇa´dky. U Oracle databa´ze se na rozd´ıl od MySQL a Postgre-
SQL nevytva´rˇ´ı databa´ze do ktere´ se na´sledneˇ nastavuj´ı pra´va pro uzˇivatele,
ale kazˇdy´ vytvorˇeny´ uzˇivatel ma´ svoje vlastn´ı sche´ma, ve ktere´m jsou jeho
objekty jako tabulky, pohledy a podobne´.
Prˇed vytvorˇen´ım uzˇivatele zkontrolujeme, zda existuje uzˇivatel se stejny´m
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jme´nem a pokud ne, vytva´rˇ´ıme u´cˇet. Noveˇ vytvorˇene´mu u´cˇtu je jesˇteˇ trˇeba
prˇidat pra´va pro prˇipojen´ı do databa´ze a to pomoc´ı prˇ´ıkazu GRANT CREATE
SESSION.
Virtualizace
Vytva´rˇen´ı nove´ho virtua´ln´ıho stroje prob´ıha´ ze serverove´ cˇa´sti a je rozdeˇleno
na neˇkolik d˚ulezˇity´ch krok˚u. Prˇed samotny´m vytvorˇen´ım virtua´ln´ıho stroje
mus´ıme zajistit existenci LVM, DRBD a iSCSI targetu na obou u´lozˇny´ch
serverech storage1 a storage2. Ovla´da´n´ı u´lozˇny´ch server˚u a na´sledneˇ XEN
hypervizor˚u prob´ıha´ klasicky pomoc´ı ovla´dac´ıho klientske´ho skriptu a komu-
nikaci zajiˇst’uje protokol SSH.
LVM vytvorˇ´ıme pomoc´ı prˇ´ıkazu lvcreate -L <velikost> -n <na´zev>
<LVM skupina>. Po vytvorˇen´ı LVM na obou serverech pokracˇujeme vytvo-
rˇen´ım synchronizovane´ho blokove´ho zarˇ´ızen´ı DRBD. Pro vytvorˇen´ı pouzˇi-
jeme sˇablonu konfiguracˇn´ıho souboru, do ktere´ vlozˇ´ıme potrˇebne´ parametry,
ktery´mi jsou naprˇ´ıklad na´zev DRBD zarˇ´ızen´ı, DRBD port a na´zev LVM.
Na´sledneˇ je provedena kontrola konfiguracˇn´ıho souboru prˇ´ıkazem drbdadm
dump all. Pokud nenastaly chyby, vytva´rˇ´ıme nove´ zarˇ´ızen´ı prˇ´ıkazem drb-
dadm create-md <na´zev> a vynut´ıme znovunacˇten´ı konfiguracˇn´ıch soubor˚u
DRBD. Jelikozˇ v tomto stavu DRBD nev´ı ktery´ disk ma´ aktua´ln´ı data, mu-
s´ıme na jednom ze server˚u vynutit prˇepsa´n´ı dat proteˇjˇsku. Po vytvorˇen´ı a
nacˇten´ı nove´ho DRBD zacˇne synchronizace dat, kterou necha´me dobeˇhnout.
Stav synchronizace lze pozorovat v /proc/drbd nebo pomoc´ı programu dr-
bdadm.
Po dokoncˇen´ı synchronizace DRBD je trˇeba vytvorˇit iSCSI, ktere´ vy-
tvorˇ´ıme prˇida´n´ım nove´ logicke´ jednotky do hlavn´ıho konfiguracˇn´ıho souboru
programu istgt na obou u´lozˇny´ch servech. Na´sledneˇ sluzˇbu istgt restartu-
jeme, aby se projevily zmeˇny. Pro prˇ´ıstup k disk˚um budou virtua´ln´ı stroje
pouzˇ´ıvat dm-multipath, proto na vsˇech XEN hypervizorech mus´ıme spustit
nacˇten´ı noveˇ dostupny´ch iSCSI target˚u. Na´sledneˇ se vytvorˇ´ı novy´ multipath,
pro ktery´ definujeme alias pomoc´ı identifika´toru UUID. UUID noveˇ vytvo-
rˇene´ho multipathu zjist´ıme po vy´pisu prˇ´ıkazu multipath -ll, kde najdeme
za´znam bez existuj´ıc´ıho aliasu. Nalezene´ UUID a vybrany´ alias na´sledneˇ vlo-
zˇ´ıme do souboru /etc/multipath.conf.
Po zajiˇsteˇn´ı prˇ´ıstupu k disku mu˚zˇeme na vsˇechny XEN hypervizory na-
hra´t konfiguracˇn´ı soubor nove´ho virtua´ln´ıho stroje. Posledn´ım krokem je vy-
48
Implementace Skripty
tvorˇen´ı virtua´ln´ıho stroje na vybrane´m serveru prˇ´ıkazem xl create <cesta
ke konfiguracˇnı´mu souboru>.
Mailove´ konference
Mailove´ konference jsou spravova´ny programem mailman. Prˇed vytvorˇen´ım
je trˇeba zkontrolovat, zda neexistuje konference se stejny´m na´zvem. Na´-
sledneˇ konferenci vytvorˇ´ıme prˇ´ıkazem newlist <nazev> <administrator>
<heslo>. Po vytvorˇen´ı je trˇeba nastavit emailove´ aliasy pro noveˇ vytvorˇenou
konferenci, ktere´ jsou vypsa´ny skriptem newlist po vytvorˇen´ı konference
a na´sledneˇ je vlozˇ´ıme do /etc/aliases a zavola´me prˇ´ıkaz newaliases pro
obnoven´ı databa´ze alias˚u.
Mailove´ u´cˇty
Pro vytvorˇen´ı nove´ho mailove´ho u´cˇtu stacˇ´ı na c´ılove´m serveru zajistit exis-
tenci syste´move´ho uzˇivatele se stejny´m jme´nem. Pokud vytva´rˇ´ıme alias nebo
virtua´ln´ı alias, je trˇeba nejdrˇ´ıve zkontrolovat existenci aliasu v /etc/ali-
ases resp. /etc/postfix/virtual. Pokud jizˇ existuje, budeme k tomuto
aliasu prˇida´vat nove´ho mailove´ho uzˇivatele. V opacˇne´m prˇ´ıpadeˇ vytvorˇ´ıme
alias a to prˇida´n´ım rˇa´dky <alias>: <uzivatel> do /etc/aliases nebo v
prˇ´ıpadeˇ virtua´ln´ıho aliasu <alias> <uzivatel> do /etc/postfix/virtual.
Prˇi prˇida´va´n´ı nove´ho uzˇivatele k existuj´ıc´ımu aliasu za´rovenˇ kontrolujeme,
zda jizˇ tento alias nen´ı nasmeˇrova´n na zadane´ho uzˇivatele, aby nedocha´zelo
k duplicitn´ım za´znamu˚m.
OpenAFS
Vytvorˇen´ı AFS svazku je provedeno prˇ´ıkazem vos create -server <ser-
ver> -partition <oddil> -name <nazev>. Po vytvorˇen´ı svazku je trˇeba
vytvorˇit prˇ´ıpojny´ bod prˇ´ıkazem fs mkmount <cesta> <nazev svazku>. Na-
staven´ı prˇ´ıstupovy´ch pra´v pro cˇten´ı na noveˇ vytvorˇeny´ svazek zajist´ıme prˇi-
kazem fs setactl <cesta> -acl <uzivatel> read. Posledn´ım krokem je
nastaven´ı kvo´ty svazku pomoc´ı prˇ´ıkazu fs setquota -path <cesta> -max
<kvo´ta>.
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SVN repozita´rˇe
Prˇ´ıkazem svnadmin create -fs-type fsfs <cesta> vytvorˇ´ıme v uvedene´
cesteˇ novy´ SVN repozita´rˇ. Na´sledneˇ je trˇeba zajistit prˇ´ıstup do repozita´rˇe
pomoc´ı Apache virtua´ln´ıho hostu. Ze serverove´ cˇa´sti prˇeneseme na klienta
sˇablonu virtua´ln´ıho hostu do ktere´ vlozˇ´ıme potrˇebne´ u´daje.
Oveˇrˇova´n´ı uzˇivatel˚u je zajiˇsteˇno Apache Kerberos modulem. Do konfi-
guracˇn´ıho souboru virtua´ln´ıho hostu stacˇ´ı vlozˇit za direktivu Require user
adresy vsˇech uzˇivatel˚u, kterˇ´ı maj´ı mı´t do repozita´rˇe prˇ´ıstup. Po dokoncˇen´ı
zmeˇn v konfiguracˇn´ım souboru spust´ıme kontrolu syntaxe a vynut´ıme Apache
znovu nacˇ´ıst konfiguracˇn´ı soubory.
Uka´zka vygenerovane´ho konfigurancˇ´ıho souboru virtualn´ıho hostu pro SVN:
<Location /svn-testrepo>
DAV svn
SVNPath /home/svn/testrepo
AuthType Kerberos
KrbAuthRealms ZCU.CZ
KrbServiceName http/ares.fav.zcu.cz
Krb5Keytab /etc/krb5.keytab.http
KrbVerifyKDC off
KrbSaveCredentials on
KrbDelegateBasic on
AuthName "Subversion Repository"
Require user feelus@ZCU.CZ
</Location>
GIT repozita´rˇe
Repozita´rˇe jsou spravova´ny programem Gitolite. Pro u´speˇsˇne´ fungova´n´ı je
trˇeba nastavit v konfiguracˇn´ım souboru cestu k spustitelne´mu souboru gito-
lite, slozˇku s kl´ıcˇi pro prˇ´ıstup uzˇivatel˚u do repozita´rˇ˚u (klasicky .gitolite/-
keydir) a cestu ke konfiguracˇn´ımu souboru (klasicky .gitolite/conf/gi-
tolite.conf). Samotne´ vytvorˇen´ı repozita´rˇe prob´ıha´ vlozˇen´ım rˇeteˇzce repo
<na´zev> do konfiguracˇn´ıho souboru a jeho na´slednou kompilac´ı prˇ´ıkazem
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gitolite compile; gitolite trigger POST_COMPILE se automaticky vy-
tvorˇ´ı noveˇ prˇidane´ repozita´rˇe.
Pro nastaven´ı prˇ´ıstupu uzˇivatel˚u do repozita´rˇ˚u stacˇ´ı v konfiguracˇn´ım sou-
boru zadat typ prˇ´ıstupu, ktery´m mu˚zˇe by´t naprˇ´ıklad R omezuj´ıc´ı prˇ´ıstup
pouze pro cˇten´ı. Za uvedeny´m typem prˇ´ıstupu a znakem = je vy´sledny´ se-
znam uzˇivatel˚u. Samotne´ oveˇrˇen´ı uzˇivatele prob´ıha´ pomoc´ı SSH kl´ıcˇ˚u, ktere´
jsou pojmenova´ny ve forma´tu <uzˇivatel>.pub a ulozˇeny ve slozˇce .gito-
lite/keydir.
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6 Instalace
V na´sleduj´ıc´ı kapitole je popsa´na kompletn´ı instalace a konfigurace implemen-
tovane´ho rˇesˇen´ı na cˇisteˇ nainstalovany´ operacˇn´ı syste´m Debian GNU/Linux.
6.1 Instalace serveru
Nejaktua´lneˇjˇs´ı verz´ı (kveˇten 2015) distribuce Debian je Debian 8 s oznacˇe-
n´ım Jessie, ovsˇem instalace na jine´ verzi Debianu se nebude prˇ´ıliˇs liˇsit. Da´le
budeme prˇedpokla´dat nainstalovany´ a plneˇ aktualizovany´ syste´m.
6.1.1 Apache a PHP
Apache bude slouzˇit jako webovy´ server pro webove´ rozhran´ı programu. Bu-
deme potrˇebovat modul ssl pro podporu sˇifrovane´ komunikace protokolem
HTTPS, rewrite pro povolen´ı manipulaci s URL a modul php5 pro pod-
poru jazyka PHP. Pro PHP budeme na´sledneˇ potrˇebovat modul mcrypt pro
vytvorˇen´ı soli prˇi hashova´n´ı hesel a modul mysql pro komunikaci s databa´z´ı.
SSL certifika´t pro zabezpecˇenou komunikaci mu˚zˇeme z´ıskat od d˚uveˇry-
hodne´ certifikacˇn´ı autority nebo vygenerovat sv˚uj vlastn´ı. V nasˇem prˇ´ıpadeˇ
budeme pouzˇ´ıvat vlastn´ı certifika´t vygenerovany´ prˇ´ıkazem openssl req -
x509 -nodes -days 365 -newkey rsa:2048 -keyout bpmk-ssl.key -out
bpmk-ssl.crt.
Bude se jednat o virtua´ln´ıho hosta, ktery´ bude poslouchat na IP adrese
147.228.63.36 a portech 80 pro nezabezpecˇenou verzi a 443 pro zabezpe-
cˇenou. Zdrojove´ ko´dy webu budou na´sledneˇ v adresa´rˇi /var/www/bpmk, cer-
tifika´t v /etc/ssl/bpmk-ssl.cert a soukromy´ kl´ıcˇ spojeny´ s certifika´tem v
/etc/ssl/bpmk-ssl.key.
Instalaci PHP, Apache a potrˇebny´ch modul˚u provedeme na´sleduj´ıc´ı sekvenc´ı
prˇ´ıkaz˚u:
$ apt-get install php5 php5-mcrypt php5-mysql
$ apt-get install apache2
$ apt-get install libapache2-mod-php5
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$ apt-get install php-pear php5-dev libpam0g-dev
Na´sledneˇ povol´ıme modul pro sˇifrovanou komunikaci a modul pro prˇepis
URL:
$ a2enmod ssl rewrite
Na´sledneˇ vytvorˇ´ıme konfiguracˇn´ı soubor pro nezabezpecˇenou verzi vir-
tua´ln´ıho hostu, ktera´ pobeˇzˇ´ı na klasicke´m protokolu HTTP, portu 80 a na´-
vsˇteˇvn´ıky bude prˇesmeˇrova´vat na protokol HTTPS a port 443.
Konfiguracˇn´ı soubor bude v /etc/apache2/sites-available/bpmk.conf:
<VirtualHost *:80>
ServerAdmin webmaster@localhost
RewriteEngine on
ReWriteCond %{SERVER_PORT} !^443$
RewriteRule ^/(.*) https://%{HTTP_HOST}/£1 [NC,R,L]
</VirtualHost>
Nainstalujeme modul pro PAM autentizaci, umozˇnˇuj´ıc´ı oveˇrˇova´n´ı pomoc´ı
syste´movy´ch uzˇivatel˚u:
$ pecl install pam
$ echo "extension=pam.so" > /etc/php5/apache2/conf.d/20-pam.ini
Konfiguracˇn´ı soubor pro zabezpecˇeny´ virtua´ln´ı host /etc/apache2/sites-
available/bpmk-ssl.conf:
<VirtualHost *:443>
SSLEngine On
SSLCertificateFile /etc/ssl/bpmk-ssl.crt
SSLCertificateKeyFile /etc/ssl/bpmk-ssl.key
ServerAdmin webmaster@localhost
ServerName bpmk
DocumentRoot /var/www/bpmk/pub
<Directory /var/www/bpmk/pub>
Options Indexes FollowSymLinks
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AllowOverride All
Order allow,deny
allow from all
</Directory>
ErrorLog ${APACHE_LOG_DIR}/bpmk.error.log
LogLevel warn
CustomLog ${APACHE_LOG_DIR}/bpmk.access.log combined
</VirtualHost>
Na´sledneˇ nakonfigurujeme Apache aby naslouchal na adrese 147.228.63.36
a portech 80 a 443. Konfigurace probeˇhne v souboru /etc/apache2/ports.conf
ve ktere´m prˇep´ıˇseme p˚uvodn´ı direktivu Listen na na´sleduj´ıc´ı:
Listen 147.228.63.36:80
<IfModule ssl_module>
Listen 147.228.63.36:443
</IfModule>
Povolen´ı obou virtua´ln´ıch host˚u a na´sledny´ restart Apache serveru probeˇhne
pomoc´ı prˇ´ıkaz˚u:
$ a2ensite bpmk bpmk-ssl
$ service apache2 restart
6.1.2 MySQL
Databa´ze MySQL bude slouzˇit pro komunikaci jednotlivy´ch cˇa´st´ı programu.
Pro databa´zi ma´me strukturu v souboru mysql_struktura.sql a defaultn´ı
data v souboru mysql_default.sql ve slozˇce s webem, u na´s tedy v /var/www/b-
pmk.
Instalace MySQL databa´ze:
$ apt-get install mysql-server
Vytvorˇen´ı databa´ze a naplneˇn´ı databa´ze defaultn´ımi daty, bude potrˇeba za-
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dat heslo zvolene´ prˇi instalaci databa´ze:
$ mysql -e "CREATE DATABASE bpmk;" -p
$ mysql -p bpmk < /var/www/bpmk/mysql_struktura.sql
$ mysql -p bpmk < /var/www/bpmk/mysql_default.sql
Vytvorˇen´ı uzˇivatele pro web a de´mona:
$ mysql -e "CREATE USER ’bpmk’@’localhost’ identified by
’tajneheslo’;" -p
$ mysql -e "GRANT ALL PRIVILEGES ON bpmk.* TO ’bpmk’@’localhost’
IDENTIFIED BY ’tajneheslo’;" -p
6.1.3 Web
Obsah adresa´rˇe bpmk-web prˇekop´ırujeme do slozˇky /var/www/bpmk. Na´sledneˇ
je potrˇeba v konfiguracˇn´ım souboru nastavit prˇihlasˇovac´ı u´daje do databa´ze.
V souboru /var/www/bpmk/config/config.php uprav´ıme na´sleduj´ıc´ı hod-
noty:
# Database info
define("DB_HOST", "localhost");
define("DB_NAME", "bpmk");
define("DB_USER", "bpmk");
define("DB_PASSWORD", "tajneheslo");
Po nastaven´ı u´daju pro prˇ´ıstup databa´ze mu˚zˇeme oveˇrˇit funkcˇnost webu
zada´n´ım adresy https://147.228.63.36 do webove´ho prohl´ızˇecˇe. Po u´speˇsˇ-
ne´m nacˇten´ı by se meˇl zobrazit prˇihlasˇovac´ı formula´rˇ, do ktere´ho zada´me
vy´choz´ı prˇihlasˇovac´ı u´daje: jme´no admin a heslo admin. Na´sledneˇ jsme prˇi-
hla´sˇeni a syste´m na´m doporucˇuje zmeˇnu hesla administra´torske´ho u´cˇtu.
6.1.4 De´mon
Prˇekop´ırujeme obsah adresa´rˇe bpmk-daemon do slozˇky /usr/src/bpmk-daemon.
Pro prˇelozˇen´ı a pos´ıla´n´ı email˚u mus´ıme nainstalovat na´sleduj´ıc´ı bal´ıcˇky:
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$ apt-get install mailutils postfix
$ apt-get install libmysqlclient-dev build-essential
Nastav´ıme prˇ´ıstup do databa´ze v souboru /usr/src/bpmk-daemon/config.cfg:
db_host=localhost
db_user=bpmk
db_password=tajneheslo
db_name=bpmk
Prˇelozˇen´ı de´mona provedeme prˇepnut´ım do slozˇky /usr/src/bpmk-daemon
a spust´ıme:
$ make
Na´sledneˇ vytvorˇ´ıme skript, ktery´ bude slouzˇit pro de´monizaci procesu a jeho
na´sledne´ spusˇteˇn´ı cˇi zastaven´ı. Skript ulozˇ´ıme do umı´steˇn´ı /etc/init.d/bpmk-
daemon s obsahem:
#!/bin/sh
set -e
NAME=bpmk-daemon
PIDFILE=/var/run/$NAME.pid
DAEMON=/usr/src/bpmk-daemon/bin/bpmk-daemon
DAEMON_OPTS="/usr/src/bpmk-daemon/config.cfg"
export PATH="${PATH:+$PATH:}/usr/sbin:/sbin"
case "$1" in
start)
echo -n "Starting daemon: "$NAME
start-stop-daemon --start -b --quiet --pidfile $PIDFILE
--make-pidfile --exec $DAEMON -- $DAEMON_OPTS
echo "."
;;
stop)
echo -n "Stopping daemon: "$NAME
start-stop-daemon --stop --quiet --oknodo --pidfile
$PIDFILE
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echo "."
;;
restart)
echo -n "Restarting daemon: "$NAME
start-stop-daemon --stop --quiet --oknodo --retry 30
--pidfile $PIDFILE
start-stop-daemon --start --quiet --pidfile $PIDFILE
--exec $DAEMON -- $DAEMON_OPTS
echo "."
;;
*)
echo "Usage: "$1" {start|stop|restart}"
exit 1
esac
exit 0
Proces nejprve rucˇneˇ pust´ıme, na´sledneˇ nastav´ıme potrˇebna´ pra´va a zajist´ıme
start prˇi spusˇteˇn´ı syste´mu:
$ chmod +x /etc/init.d/bpmk-daemon
$ chmod 755 /etc/init.d/bpmk-daemon
$ update-rc.d bpmk-daemon defaults
6.1.5 Serverove´ skripty
Obsah adresa´rˇe bpmk-daemon-control-srv prˇekop´ırujeme do /usr/src/bpmk-
daemon-control-srv.
Nainstalujeme bal´ık pro komunikaci s LDAP serverem:
$ apt-get install ldaputils
Vygenerujeme SSH kl´ıcˇe pro SSH a RSYNC:
$ cd /usr/src/bpmk-daemon-control-srv/
$ ssh-keygen -f keys/id_rsa_control
$ ssh-keygen -f keys/id_rsa_rsync
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6.1.6 Klientske´ scripty
Obsah adresa´rˇe bpmk-daemon-control-client prˇekop´ırujeme do
/usr/src/bpmk-daemon-control-client na klientovi. Pokud se neˇktere´ hod-
noty liˇs´ı od zde pouzˇity´ch, lze je konfigurovat pro prˇ´ıslusˇne´ typy zdroj˚u ve
slozˇce /usr/src/bpmk-daemon-control-client/config.
Soubor /usr/src/bpmk-daemon-control-client/config/resources.cfg
slouzˇ´ı pro zaka´za´n´ı cˇi povolen´ı jednotlivy´ch typ˚u zdroj˚u, na na´sleduj´ıc´ı uka´zce
je povolen zdroj WWW a zaka´za´n zdroj MySQL:
RES_WWW_ENABLED=1
RES_DBMYSQL_ENABLED=0
Pro omezen´ı prˇ´ıstupu uzˇivatele prˇes SSH mus´ıme prˇidat do autorizova-
ny´ch kl´ıcˇ˚u uzˇivatele root verˇejnou cˇa´st nasˇeho vygenerovane´ho klicˇe
id_rsa_control.pub. Verˇejnou cˇa´st si mu˚zˇeme ulozˇit do schra´nky a do sou-
boru /root/.ssh/authorized_keys vlozˇ´ıme na´sleduj´ıc´ı rˇa´dku:
command="/usr/src/bpmk-daemon-control-client/control.sh
${SSH_ORIGINAL_COMMAND#*
}",no-port-forwarding,no-x11-forwarding,no-agent-forwarding
<obsah id_rsa_control.pub>
Vytvorˇ´ıme uzˇivatele, ktery´ bude slouzˇit k nahra´va´n´ı dat programem rsync
a potrˇebne´ slozˇky:
$ adduser bpmk-rsync
$ mkdir --parents /home/bpmk-rsync/bin/
$ mkdir /home/bpmk-rsync/upload/
$ mkdir /home/bpmk-rsync/.ssh/
Nainstalujeme rsync a pouzˇijeme skript rrsync, ktery´ na´m umozˇn´ı spe-
cifikovat slozˇku, do ktere´ ma´ uzˇivatel prˇ´ıstup:
$ apt-get install rsync
$ gunzip -c /usr/share/doc/rsync/scripts/rrsync.gz >
/home/bpmk-rsync/bin/rrsync
Nastav´ıme vlastnictv´ı slozˇky /home/bpmk-rsync pro uzˇivatele bpmk-rsync:
$ chown -R bpmk-rsync:bpmk-rsync /home/bpmk-rsync/
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Omez´ıme prˇ´ıstup prˇes SSH uzˇivateli bpmk-rsync pouze na zavola´n´ı prˇ´ı-
kazu bin/rrsync a nahra´va´n´ı soubor˚u do slozˇky upload/. Do schra´nky si
zkop´ırujeme obsah souboru id_rsa_rsync.pub ze serverove´ cˇa´sti.
Do souboru /home/bpmk-rsync/.ssh/authorized_keys vlozˇ´ıme rˇa´dku:
command="$HOME/bin/rrsync /home/bpmk-rsync/upload/"
,no-agent-forwarding,no-port-forwarding,no-pty,no-user-rc,
no-X11-forwarding <obsah id_rsa_rsync.pub>
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Aby jsme oveˇrˇili spra´vne´ fungova´n´ı administrace zdroj˚u, je trˇeba oveˇrˇit pro-
veden´ı u´kol˚u a za´rovenˇ chova´n´ı v prˇ´ıpadeˇ vynucene´ chyby. Budeme oveˇrˇovat
funkcˇnost klientsky´ch skript˚u pomoc´ı testovac´ıch skript˚u ve slozˇce bpmk-
control-tests, ktere´ umozˇn´ı otestova´n´ı vsˇech typ˚u zdroj˚u.
Prˇi oveˇrˇen´ı chova´n´ı v prˇ´ıpadeˇ vynucene´ chyby, tedy negativn´ıch test˚u,
bychom idea´lneˇ testy prova´deˇli splneˇn´ım. Prˇipravene´ skripty ovsˇem testuj´ı
pouze korektn´ı vykona´n´ı pozˇadavku a tak i prˇi spra´vne´ reakci na chybu
bude vy´sledek testu chybny´, ovsˇem vy´sledek snadno oveˇrˇ´ıme pomoc´ı chy-
bove´ hla´sˇky.
7.1 Prˇipraven´ı test˚u
Nejprve rozbal´ıme obsah bpmk-control-tests do slozˇky se serverovy´mi skripty,
v nasˇem prˇ´ıpadeˇ tedy do /usr/src/bpmk-daemon-control-srv/ a vy´sledna´
slozˇka s testy bude /usr/src/bpmk-daemon-control-srv/tests/. Jednot-
live´ testy lze spousˇteˇt samostatneˇ z konzole pomoc´ı na´zvu skriptu testu a prˇe-
da´n´ı potrˇebny´ch parametr˚u, nebo pomoc´ı hromadne´ho spousˇteˇc´ıho skriptu
run_tests.sh. Pro konfiguraci parametr˚u jsou v hlavicˇce spousˇteˇc´ıho skriptu
definova´ny promeˇnne´ s argumenty pro prˇ´ıslusˇne´ testy zdroj˚u, pojmenova´ny
ve forma´tu <ZDROJ>_ARGS, naprˇ´ıklad tedy WWW_ARGS. Pro lepsˇ´ı orientaci ve
vy´sledku testu budou provedene´ testy spousˇteˇny po jednom hromadny´m
spousˇteˇcˇem.
7.2 WWW
Test oveˇrˇuj´ıc´ı vytvorˇen´ı WWW virtua´ln´ıho hostu a schopnost prˇedcha´zet
neocˇeka´vane´ chybeˇ v podobeˇ existence konfiguracˇn´ıho souboru virtua´ln´ıho
hostu se stejny´m na´zvem.
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7.2.1 Oveˇrˇen´ı funkcˇnosti
Vstupn´ı data
Umisteni: 147.228.67.127
Adresa virtualu: test.zcu.cz
Aliasy virtualu: alias.test.zcu.cz
Uzivatele: feelus
Vy´sledek testu
[1/1] - Testuji WWW s argumenty: -d 147.228.67.127 -m
test.zcu.cz -s alias.test.zcu.cz -a feelus: [OK]
7.2.2 Zareagova´n´ı na chybu
Prˇed spusˇteˇn´ım testu nejdrˇ´ıve rucˇneˇ vytvorˇ´ıme soubor /etc/apache2/
sites-available/testchyba.zcu.cz.conf.
Vstupn´ı data
Umisteni: 147.228.67.127
Adresa virtualu: testchyba.zcu.cz
Aliasy virtualu: alias.testchyba.zcu.cz
Uzivatele: feelus
Vy´sledek testu
[1/1] - Testuji WWW s argumenty: -d 147.228.67.127 -m
testchyba.zcu.cz -s alias.testchyba.zcu.cz -a feelus: [CHYBA]
---------------------- VYSLEDEK ----------------------
Spusteno: 1
Splnenych: 0
Chybnych: 1
======================================================
Test WWW CHYBA
Chyba - cilovy soubor
/etc/apache2/sites-available/testchyba.zcu.cz.conf jiz
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existuje
7.3 DNS
Test oveˇrˇuj´ıc´ı u´speˇsˇne´ odesla´n´ı emailu s pozˇadavkem o zalozˇen´ı nove´ho DNS
za´znamu.
7.3.1 Oveˇrˇen´ı funkcˇnosti
Vstupn´ı data
Typ: A
Domenove jmeno: test.zcu.cz
Host: 147.228.67.127
Pozˇadavky na DNS jsou rˇesˇeny emaily organizaci CIV a tak pro u´speˇsˇne´
oveˇrˇen´ı funkcˇnosti docˇasneˇ zmeˇn´ıme odchoz´ı adresu na testovac´ı adresu a
oveˇrˇ´ıme prˇijet´ı emailu.
Uka´zka prˇijate´ho mailu:
From: feelus@students.zcu.cz
To: email@example.com
Subject: DNS Zadost typu A
Message-ID: <5571e4f4.OYpHYzOco9PvX5sR%feelus@students.zcu.cz>
User-Agent: Heirloom mailx 12.5 6/20/10
MIME-Version: 1.0
Content-Type: text/plain; charset=us-ascii
Content-Transfer-Encoding: 7bit
Zadana zadost vytvoreni DNS zaznamu uzivatelem feelus s emailem
feelus@students.zcu.cz. Zadost o DNS zaznam typu A. Jmeno
test.zcu.cz, hodnota 147.228.67.127
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7.4 MySQL databa´ze
Test oveˇrˇuj´ıc´ı u´speˇsˇne´ vytvorˇen´ı MySQL databa´ze a reakci na neocˇeka´vanou
chybu v podobeˇ existence databa´ze se stejny´m jme´nem.
7.4.1 Oveˇrˇen´ı funkcˇnosti
Vstupn´ı data
Umisteni: 147.228.67.127
Nazev databaze: databaze_mysql
Databazovy uzivatel: uzivatel_mysql
Heslo uzivatele: sUp3rtajn3h3slo
Vy´sledek testu
[1/1] - Testuji MYSQL s argumenty: -d 147.228.67.127 -m
databaze_mysql -a uzivatel_mysql -p sUp3rtajn3h3slo: [OK]
Za´rovenˇ mu˚zˇeme oveˇrˇit prˇ´ımo spojen´ı s databa´z´ı prˇ´ıkazem:
$ mysql -u uzivatel_mysql -psUp3rtajn3h3slo -h 147.228.67.127
7.4.2 Zareagova´n´ı na chybu
Prˇed spusˇteˇn´ım testu rucˇneˇ vynut´ıme chybu jizˇ existuj´ıc´ı databa´ze vytvorˇe-
n´ım databa´ze s na´zvem databaze_mysql_chyba.
Vstupn´ı data
Umisteni: 147.228.67.127
Nazev databaze: databaze_mysql_chyba
Databazovy uzivatel: uzivatel_mysql
Heslo uzivatele: sUp3rtajn3h3slo
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Vy´sledek testu
[1/1] - Testuji MYSQL s argumenty: -d 147.228.67.127 -m
databaze_mysql_chyba -a uzivatel_mysql -p sUp3rtajn3h3slo:
[CHYBA]
---------------------- VYSLEDEK ----------------------
Spusteno: 1
Splnenych: 0
Chybnych: 1
======================================================
Test MYSQL CHYBA
Chyba - databaze databaze_mysql_chyba jiz existuje
7.5 PostgreSQL databa´ze
Test oveˇrˇuj´ıc´ı u´speˇsˇne´ vytvorˇen´ı PostgreSQL databa´ze a reakci na neocˇeka´-
vanou chybu v podobeˇ existence databa´ze se stejny´m na´zvem.
7.5.1 Oveˇrˇen´ı funkcˇnosti
Vstupn´ı data
Umisteni: 147.228.67.127
Nazev databaze: databaze_postgres
Databazovy uzivatel: uzivatel_postgres
Heslo uzivatele: sUp3rtajn3h3slo
Vy´sledek testu
[1/1] - Testuji POSTGRESQL s argumenty: -d 147.228.67.127 -m
databaze_postgres -a uzivatel_postgres -p sUp3rtajn3h3slo:
[OK]
Za´rovenˇ mu˚zˇeme oveˇrˇit prˇ´ımo spojen´ı s databa´z´ı prˇ´ıkazem:
$ psql -d databaze_postgres -U feelus -h 147.228.67.127
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7.5.2 Zareagova´n´ı na chybu
Prˇed spusˇteˇn´ım testu rucˇneˇ vynut´ıme chybu jizˇ existuj´ıc´ı databa´ze vytvorˇe-
n´ım databa´ze s na´zvem databaze_postgres_chyba.
Vstupn´ı data
Umisteni: 147.228.67.127
Nazev databaze: databaze_postgres_chyba
Databazovy uzivatel: uzivatel_postgres
Heslo uzivatele: sUp3rtajn3h3slo
Vy´sledek testu
[1/1] - Testuji POSTGRESQL s argumenty: -d 147.227.67.127 -m
databaze_postgres_chyba -a uzivatel_postgres -p
sUp3rtajn3h3slo[CHYBA]
---------------------- VYSLEDEK ----------------------
Spusteno: 1
Splnenych: 0
Chybnych: 1
======================================================
Test POSTGRES CHYBA
Kontroluji, zda databaze databaze_postgres_chyba existuje
Chyba - databaze databaze_postgres_chyba jiz existuje
7.6 Oracle databa´ze
Test oveˇrˇuj´ıc´ı u´speˇsˇne´ vytvorˇen´ı Oracle u´cˇtu a reakci na neocˇeka´vanou chybu
v podobeˇ existence uzˇivatele se stejny´m jme´nem.
7.6.1 Oveˇrˇen´ı funkcˇnosti
Vstupn´ı data
Umisteni: 147.228.67.127
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Databazovy uzivatel: uzivatel_oracle
Heslo uzivatele: sUp3rtajn3h3slo
[1/1] - Testuji ORACLE s argumenty: -d 147.228.67.127 -m
uzivatel_oracle -p sUp3rtajn3h3slo: [OK]
Za´rovenˇ mu˚zˇeme oveˇrˇit prˇ´ımo spojen´ı s databa´z´ı prˇ´ıkazem:
sqlplus uzivatel_oracle/sUp3rtajn3h3slo
7.6.2 Zareagova´n´ı na chybu
Prˇed spusˇteˇn´ım testu rucˇneˇ vynut´ıme chybu jizˇ existuj´ıc´ıho uzˇivatele vytvo-
rˇen´ım uzˇivatele s na´zvem uzivatel_oracle_chyba.
Vstupn´ı data
Umisteni: 147.228.67.127
Databazovy uzivatel: uzivatel_oracle_chyba
Heslo uzivatele: sUp3rtajn3h3slo
Vy´sledek testu
[1/1] - Testuji ORACLE s argumenty: -d 147.228.67.127 -m
uzivatel_oracle_chyba -p sUp3rtajn3h3slo: [CHYBA]
---------------------- VYSLEDEK ----------------------
Spusteno: 1
Splnenych: 0
Chybnych: 1
======================================================
Test ORACLE CHYBA
Kontroluji, zda existuje databazovy uzivatel
UZIVATEL_ORACLE_CHYBA
Chyba - uzivatel se jmenem uzivatel_oracle_chyba jiz existuje
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7.7 MSSQL databa´ze
Test oveˇrˇuj´ıc´ı u´speˇsˇne´ vytvorˇen´ı MS SQL databa´ze a reakci na neocˇeka´vanou
chybu v podobeˇ existence databa´ze se stejny´m na´zvem.
7.7.1 Oveˇrˇen´ı funkcˇnosti
Vstupn´ı data
Umisteni: 147.228.67.127
Nazev databaze: databaze_mssql
Databazovy uzivatel: uzivatel_mssql
Heslo uzivatele: sUp3rtajn3h3slo
[1/1] - Testuji MSSQL s argumenty: -d 147.228.67.127 -m
databaze_mssql -a uzivatel_mssql -p sUp3rtajn3h3slo: [OK]
7.7.2 Zareagova´n´ı na chybu
Prˇed spusˇteˇn´ım testu rucˇneˇ vynut´ıme chybu jizˇ existuj´ıc´ı databa´ze vytvorˇe-
n´ım databa´ze s na´zvem databaze_mssql_chyba.
Vstupn´ı data
Umisteni: 147.228.67.127
Nazev databaze: databaze_mssql_chyba
Databazovy uzivatel: uzivatel_mssql
Heslo uzivatele: sUp3rtajn3h3slo
Vy´sledek testu
[1/1] - Testuji MSSQL s argumenty: -d 147.228.67.127 -m
databaze_mssql_chyba -a uzivatel_mssql -p sUp3rtajn3h3slo:
[CHYBA]
---------------------- VYSLEDEK ----------------------
Spusteno: 1
Splnenych: 0
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Chybnych: 1
======================================================
Test MSSQL CHYBA
Kontroluji, zda databaze databaze_mssql_chyba existuje
Chyba - databaze s nazvem databaze_mssql_chyba jiz existuje
7.8 Virtualizace
Test oveˇrˇuj´ıc´ı u´speˇsˇne´ vytvorˇen´ı nove´ho virtua´ln´ıho stroje a reakci na neocˇe-
ka´vanou chybu v podobeˇ existence LVM se stejny´m na´zvem.
7.8.1 Oveˇrˇen´ı funkcˇnosti
Vstupn´ı data
Typ: Vyuka
Hostname: virtualizace_hostname
IP adresa: 147.228.67.128
MAC adresa: AA:BB:AA:BB:AA:BB
Vy´sledek testu
[1/1] - Testuji VIRTUALIZACI s argumenty: -s debian -p vyuka -h
virtualizace_hostname -a 147.228.67.128 -w
AA:BB:AA:BB:AA:BB: [OK]
7.8.2 Zareagova´n´ı na chybu
Prˇed spusˇteˇn´ım testu rucˇneˇ vytvorˇ´ıme LVM s na´zvem
virtualizace_hostname_chyba.
Vstupn´ı data
Typ: Vyuka
Hostname: virtualizace_hostname_chyba
IP adresa: 147.228.67.128
68
Testy Mailove´ konference
MAC adresa: AA:BB:AA:BB:AA:BB
Vy´sledek testu
[1/1] - Testuji VIRTUALIZACI s argumenty: -s debian -p vyuka -h
virtualizace_hostname_chyba -a 147.228.67.128 -w
AA:BB:AA:BB:AA:BB: [CHYBA]
---------------------- VYSLEDEK ----------------------
Spusteno: 1
Splnenych: 0
Chybnych: 1
======================================================
Test VIRTUALIZACE CHYBA
Chyba - doslo k chybe pri vytvareni LVM prikazem: lvcreate -L 2G
-n kiv.virtualizace_hostname_chyba vgstorage, vylsedek:
Logical volume "kiv.virtualizace_hostname_chyba" already
exists in volume group "vgstorage"
7.9 Mailove´ konference
Test oveˇrˇuj´ıc´ı u´speˇsˇne´ vytvorˇen´ı nove´ mailove´ konference a reakci na neocˇe-
ka´vanou chybu v podobeˇ existuj´ıc´ı konference se stejny´m na´zvem.
7.9.1 Oveˇrˇen´ı funkcˇnosti
Vstupn´ı data
Umisteni: 147.228.67.127
Jmeno konference: nazev_konference
Mail admina: feelus@students.zcu.cz
Heslo konference: sUp3rtajn3h3slo
Vy´sledek testu
[1/1] - Testuji MAILOVOU KONFERENCI s argumenty: -d
147.228.67.127 -m nazev_konference -a feelus@students.zcu.cz
-p sUp3rtajn3h3slo: [OK]
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Za´rovenˇ mu˚zˇeme rucˇneˇ oveˇrˇit existenci konference a jej´ıho administra´tora
prˇ´ıkazem:
$ /usr/lib/mailman/bin/list_owners nazev_konference
feelus@students.zcu.cz
7.9.2 Zareagova´n´ı na chybu
Prˇed spusˇteˇn´ım testu rucˇneˇ vytvorˇ´ıme konferenci s na´zvem
nazev_konference_chyba.
Vstupn´ı data
Umisteni: 147.228.67.127
Jmeno konference: nazev_konference_chyba
Mail admina: feelus@students.zcu.cz
Heslo konference: sUp3rtajn3h3slo
Vy´sledek testu
[1/1] - Testuji MAILOVOU KONFERENCI s argumenty: -d
147.228.67.127 -m nazev_konference_chyba -a
feelus@students.zcu.cz -p sUp3rtajn3h3slo: [CHYBA]
---------------------- VYSLEDEK ----------------------
Spusteno: 1
Splnenych: 0
Chybnych: 1
======================================================
Test MAILOVE KONFERENCE CHYBA
Chyba - konference s timto nazvem ’nazev_konference_chyba’ jiz
existuje!
7.10 Maily
Test oveˇrˇuj´ıc´ı u´speˇsˇne´ vytvorˇen´ı nove´ho mailove´ho u´cˇtu a reakci na neocˇeka´-
vanou chybu v podobeˇ existence uzˇivatele se stejny´m jme´nem.
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7.10.1 Oveˇrˇen´ı funkcˇnosti
Vstupn´ı data
Typ: Uzivatel
Uzivatel: uzivatel_email
Vy´sledek testu
[1/1] - Testuji MAIL s argumenty: -a uzivatel_email: [OK]
Za´rovenˇ mu˚zˇeme oveˇrˇ´ıt prˇ´ıtomnost syste´move´ho uzˇivatele prˇ´ıkazem:
$ id -u uzivatel_email
59984
7.10.2 Zareagova´n´ı na chybu
Prˇed spusˇteˇn´ım testu rucˇneˇ vytvorˇ´ıme uzˇivatele uzivatel_email_chyba.
Vstupn´ı data
Typ: Uzivatel
Uzivatel: uzivatel_email_chyba
Vy´sledek pozˇadavku
[1/1] - Testuji MAIL s argumenty: -a uzivatel_email_chyba:
[CHYBA]
---------------------- VYSLEDEK ----------------------
Spusteno: 1
Splnenych: 0
Chybnych: 1
======================================================
Test MAIL CHYBA
Chyba - uzivatel uzivatel_email_chyba jiz existuje!
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7.11 OpenAFS svazky
Test oveˇrˇuj´ıc´ı u´speˇsˇne´ vytvorˇen´ı nove´ho OpenAFS svazku a reakci na neocˇe-
ka´vanou chybu v podobeˇ existence svazku se stejny´m na´zvem.
7.11.1 Oveˇrˇen´ı funkcˇnosti
Vstupn´ı data
Typ: vyuka
Nazev svazku: openafs_svazek
Velikost svazku: 10000K
Uzivatele: feelus
Vy´sledek testu
[1/1] - Testuji AFS s argumenty: -p vyuka -m openafs_svazek -q
10000 -a feelus: [OK]
Zareagova´n´ı na chybu
Prˇed spusˇteˇn´ım testu rucˇneˇ vytvorˇ´ıme svazek openafs_svazek_chyba.
Vstupn´ı data
Typ: vyuka
Nazev svazku: openafs_svazek_chyba
Velikost svazku: 10000K
Uzivatele: feelus
Vy´sledek testu
[1/1] - Testuji AFS s argumenty: -p vyuka -m
openafs_svazek_chyba -q 10000 -a feelus: [CHYBA]
---------------------- VYSLEDEK ----------------------
Spusteno: 1
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Splnenych: 0
Chybnych: 1
======================================================
Test OPENAFS CHYBA
Chyba - svazek s nazvem openafs_svazek_chyba jiz existuje
7.12 SVN repozita´rˇe
Test oveˇrˇuj´ıc´ı u´speˇsˇne´ vytvorˇen´ı nove´ho SVN repozita´rˇe a reakci na neocˇe-
ka´vanou chybu v podobeˇ existence repozita´rˇe v c´ılove´ slozˇce.
7.12.1 Oveˇrˇen´ı funkcˇnosti
Vstupn´ı data
Umisteni: 147.228.67.127
Nazev repozitare: nazev_svn_repo
Uzivatele: feelus
Vy´sledek testu
[1/1] - Testuji SVN s argumenty: -d 147.228.67.127 -m
nazev_svn_repo -a feelus: [OK]
Za´rovenˇ mu˚zˇeme rucˇneˇ oveˇrˇit vytvorˇen´ı adresa´rˇe /home/svn/nazev_svn_repo
prˇ´ıkazem:
$ file /home/svn/nazev_svn_repo
/home/svn/nazev_svn_repo/: directory
7.12.2 Zareagova´n´ı na chybu
Prˇed spusˇteˇn´ım testu rucˇneˇ vytvorˇ´ıme repozita´rˇ nazev_svn_repo_chyba.
Vstupn´ı data
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Umisteni: 147.228.67.127
Nazev repozitare: nazev_svn_repo_chyba
Uzivatele: feelus
Vy´sledek pozˇadavku
[1/1] - Testuji SVN s argumenty: -d 147.228.67.127 -m
nazev_svn_repo_chyba -a feelus: [CHYBA]
---------------------- VYSLEDEK ----------------------
Spusteno: 1
Splnenych: 0
Chybnych: 1
======================================================
Test SVN CHYBA
Chyba - repozitar v ceste /home/svn/nazev_svn_repo_chyba jiz
existuje
7.13 GIT repozita´rˇe
Test oveˇrˇuj´ıc´ı u´speˇsˇne´ vytvorˇen´ı nove´ho GIT repozita´rˇe a reakci na neocˇeka´-
vanou chybu v podobeˇ existence repozita´rˇe v c´ılove´ slozˇce.
7.13.1 Oveˇrˇen´ı funkcˇnosti
Vstupn´ı data
Umisteni: 147.228.67.127
Nazev repozitare: nazev_git_repo
Uzivatele: feelus
SSH klic: ssh-rsa AAAAB3NzaC1yc2EAAAAD...
Vy´sledek testu
[1/1] - Testuji GIT s argumenty: -d 147.228.67.127 -k ssh-rsa
AAAAB3NzaC1yc2EAAAAD -m nazev_git_repo -a feelus: [OK]
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Za´rovenˇ mu˚zˇeme oveˇrˇit vytvorˇen´ı adresa´rˇe /home/svn/nazev_git_repo prˇ´ı-
kazem:
$ file /home/git/nazev_git_repo
/home/git/nazev_git_repo/: directory
Zareagova´n´ı na chybu
Prˇed spusˇteˇn´ım testu rucˇneˇ vytvorˇ´ıme repozita´rˇ nazev_git_repo_chyba.
Vstupn´ı data
Umisteni: 147.228.67.127
Nazev repozitare: nazev_git_repo_chyba
Uzivatele: feelus
SSH klic: ssh-rsa AAAAB3NzaC1yc2EAAAAD...
Vy´sledek testu
[1/1] - Testuji GIT s argumenty: -d 147.228.67.127 -k ssh-rsa
AAAAB3NzaC1yc2EAAAAD -m nazev_git_repo_chyba -a feelus:
[CHYBA]
---------------------- VYSLEDEK ----------------------
Spusteno: 1
Splnenych: 0
Chybnych: 1
======================================================
Test GIT CHYBA
Chyba - repozitar s nazvem nazev_git_repo_chyba jiz existuje
7.14 Vy´sledek test˚u
Pomoc´ı test˚u jsme oveˇrˇili funkcˇnost pozˇadavk˚u vsˇech typ˚u. Za´rovenˇ jsme
otestovali odhalen´ı chyb, ktere´ vcˇas zamez´ı proble´mu˚m jako jsou vy´skyty
duplicit nebo nesrovnalosti prˇi vykona´va´n´ı u´kolu.
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8 Za´veˇr
C´ılem te´to pra´ce bylo nastudova´n´ı potrˇeb organizace KIV pro jednotnou
spra´vu zdroj˚u, nalezen´ı vhodne´ho rˇesˇen´ı cˇi navrzˇen´ı a implementova´n´ı vlast-
n´ıho. Detailneˇ jsme nastudovali jednotlive´ typy zdroj˚u a jejich konkre´tn´ı vy-
uzˇit´ı v ra´mci organizace.
Na´sledneˇ jsme prostudovali a otestovali existuj´ıc´ı rˇesˇen´ı, ktera´ se podle
prˇedpoklad˚u jevila jako nejvhodneˇjˇs´ı kandida´ti pro jednotnou spra´vu zdroj˚u
KIV. Beˇhem testova´n´ı jsme dosˇli k za´veˇru, zˇe zˇa´dny´ z kandida´t˚u nevyho-
vuje kompletneˇ cele´mu zada´n´ı. Hlavn´ım d˚uvodem je heterogenita prostrˇed´ı
organizace, ne prˇ´ıliˇs cˇasta´ rˇesˇen´ı pouzˇit´ı neˇktery´ch zdroj˚u a propojen´ı funkcˇ-
nosti s existuj´ıc´ı infrastrukturou organizace. Z otestovany´ch programu˚ jsme
se inspirovali neˇktery´mi vhodny´mi vlastnostmi, ktere´ jsme na´sledneˇ zva´zˇili
prˇi na´vrhu a implementaci vlastn´ıho rˇesˇen´ı.
Ve fa´zi na´vrhu vlastn´ıho rˇesˇen´ı jsme brali v potaz pouzˇite´ softwarove´ vy-
baven´ı organizace, aby rˇesˇen´ı bylo mozˇne´ v cele´m syste´mu jednodusˇe provo-
zovat a udrzˇovat. Na´sledneˇ jsem navrzˇene´ rˇesˇen´ı programoveˇ implementoval
a otestoval v testovac´ım prostrˇed´ı KIV. Vysoky´ d˚uraz byl kladen na bez-
pecˇnost, jelikozˇ navrhovany´ program bude vlastnit prˇ´ıstupova´ opra´vneˇn´ı do
klientsky´ch syste´mu˚.
Zada´n´ı pra´ce bylo u´speˇsˇneˇ splneˇno a implementovany´ syste´m vyhovuje
vsˇem pozˇadavk˚um zada´n´ı. Syste´m za´rovenˇ umozˇnˇuje snadne´ rozsˇ´ıˇren´ı o dalˇs´ı
typy zdroj˚u d´ıky modula´rn´ımu na´vrhu. Spra´va vsˇech typ˚u zdroj˚u byla d˚u-
kladneˇ otestova´na, spolu s chova´n´ım syste´mu v prˇ´ıpadeˇ vy´skytu vynucene´
chyby.
Vhodny´m rozsˇ´ıˇren´ım pra´ce by bylo vytvorˇen´ı automaticky´ch instala´tor˚u
jak pro serverovou tak klientskou cˇa´st, ktera´ by umozˇnˇila vy´beˇr podporova-
ny´ch a na´slednou automatickou konfiguraci syste´mu, s zˇa´dnou cˇi minima´ln´ı
nutnost´ı za´sahu uzˇivatele.
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Pouzˇite´ zkratky
• KIV, Katedra informatiky a vy´pocˇetnı´ techniky Za´padocˇeske´ uni-
verzity v Plzni
• CIV, Centrum informatizace a vy´pocˇetnı´ techniky Za´padocˇeske´
univerzity v Plzni
• SQL, Structured Query Language, standardizovany´ strukturovany´ ja-
zyk navrzˇeny´ pro pra´ci s daty v relacˇn´ıch databa´z´ıch
• SSH, Secure Shell, zabezpecˇeny´ s´ıt’ovy´ protokol pro vzda´leny´ prˇ´ı-
stup
• LVM, Logical Volume Manager, slouzˇ´ıc´ı pro flexibiln´ı alokova´n´ı pro-
storu na u´lozˇne´m zarˇ´ızen´ı
• DRBD, Distributed Replicated Block Device, distribuovany´ repli-
kovany´ u´lozˇny´ syste´m
• HTTP, Hypertext Transfer Protocol, internetovy´ protokol prˇeva´zˇneˇ
vyuzˇ´ıva´ny´ pro vy´meˇnu hypertextovy´ch dokument˚u
• HTTPS, Hypertext Transfer Protocol Secure, zabezpecˇena´ verze
protokolu HTTP
• API, Application Programming interface, programa´torske´ rozhran´ı
pro prˇ´ıstup k funkcˇnosti aplikace
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Prˇ´ılohy
K pra´ci je prˇ´ılozˇeno CD s na´sleduj´ıc´ım obsahem:
• src - zdrojove´ ko´dy
– bpmk-web - zdrojove´ soubory webu
– bpmk-daemon - zdrojove´ ko´dy de´mona
– bpmk-daemon-control-client - klientske´ skripty
– bpmk-daemon-control-srv - serverove´ skripty
– bpmk-tests - testovac´ı skripty
• doc - PDF verze dokumentace a zdrojove´ soubory TEX
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