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1. INTRODUCTION 
The purpose of this series of papers is to investigate the values of 
L-functions, especially at s = 1. The most famous example of such 
an evaluation is Dirichlet’s class-number formula. If x(n) = (d/n) 
(Kronecker symbol), where d is the discriminant of a quadratic field 
K = Q(dliz) and 
qs, x) = f x(n) n-$, 
?L=l 
then 
2~rh(K)/‘(w(K) I d l’iz), 
L(l) x) = l[Zh(K) log E]/tw, 
if d < 0, 
if d > 0. 
Here h(K) is the class-number of K, w(K) is the number of roots of 
unity in K and, when d > 0, E is the fundamental unit of K. 
We may conjecturally extend this evaluation to a very wide setting. 
Let K and K be algebraic numbers fields with K normal over K. Let 
G = G(K/k) be th e corresponding Galois group and let x be a group 
character of G. We denote the corresponding Artin L-function by 
L(s, x, K/k). Th is f unction is known to satisfy a functional equation of 
the form 
EC1 - 5 j7) = W(x) EC& x)9 
where \ W(x)] = 1 and 
[(s, x) = (I d(k)\ ivf/TP(k)x(l)y~ qs/2)” T((s + 1)/2)b qs, x, K/k). (1) 
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Here d(K) is the discriminant of K, f is the conductor of x in K, n(K) is the 
degree of K and a + b = n(K) x(l). W e h ave also eliminated factors of 
r(s) that are often used by using the duplication formula. Because of the 
functional equation, the value of L(s, x, K/K) at s = 1 is related to the 
value of L(s, 2, K/K) at s = 0. As we will see, the version at s = 0 is the 
simpler. 
When x = xi, the trivial character of G, L(s, 2, K/K) is then just 
Sk(s), the zeta function of K. Here we have 
I$(’ - ‘1 hh) = 2”‘k$;;(, +)l)l/2 
‘&) k(k) R(k) 
* 
Besides h(k), w(K), d(K), n(K) d fi d b e ne a ove, r,(k) is the number of real 
conjugate fields of K, 2r,(k) is the number of complex conjugate fields of K 
and R(k) is the regulator of K (we use the version that has factors of 2 
in the entries corresponding to complex conjugate fields of K). This 
notation will be standard throughout this paper. Also standard will be 
r(k) = r,(K) + r2(k) - 1 and e(k) which is defined as e(k) = 1 if K is 
totally real, e(k) = 2 otherwise. When x = x1 , we have W(x) = Nf = 1, 
a = r(k) + 1, b = ra(k) and it follows from the functional equation that 
1’ lm SF’(“)&(S) = -k(k) R(k)/w(k). 
s-0 
Since we know how L(s, x, K/K) behaves at s = 1 for x = x1 , it will 
suffice to consider only those other L-functions whose characters x do 
not contain x1 as a constituent; these L-functions are analytic at s = 1. 
A vague form of our general conjecture is 
Conjecture. Suppose x does not contain x1 as a constituent. Then 
or equivalently, 
‘j+$ s-“-W, x, Vk) = e(x) R(x). 
Here B(x) is an algebraic number and R(X) is the determinant of an 
a by a matrix whose entries are linear forms (with algebraic coefficients) 
in logarithms of absolute values of units belonging to K and its conjugate 
fields. 
In order to say what R(X) is without undue effort, we will take the case 
of K = CD. Let go E G(K/Q) d enote complex conjugation if K is complex 
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and u,, = 1 if K is real. Let A(a) = (uii(u)) for u E G be a representation 
of G whose character is x; we may assume it has been chosen so that 
where here and later I, denotes the c-dimensional identity matrix. The 
values of a and b here are the same as in the functional equation since 
both here and in (l), 
a = WXU) + XhJ), b = WXU) - xhlo))~ 
There is a unit e of K, called a Minkowski unit, to be given in Lemma 2. 
We let 
R(X) = R(x, l ) = det(ci,). (2) 
Ifu=O,wetakeR(x)=l.Of course e(x) must depend on E as well; 
however, at this point, it is not clear in general what e(x) should be. 
One interesting consequence of our general conjecture is that the 
regulator of a field should factor into a product of smaller size 
“regulators.” This is a severe test for our conjecture and is, as I pointed 
out in [6] where our conjecture was first made, a result that may be 
proved. In fact, such a factorization theorem was discovered (for K = Q) 
by Brauer [2] 23 years ago when he was investigating a closely related 
question. Our proof is slightly different. 
The conjecture is known to be true when K is an abelian extension of 
Q; we will examine this case somewhat in the next section since it 
provides the motivation for much that follows. The conjecture is also 
known to be true when K is an abelian extension of K = Q(cP) with 
d < 0; part I of this series [7] serves as an example of the methods 
used in this case. Finally, the conjecture is true [5] when K/k is abelian 
and a = 0; K must be totally real in this case. The main purpose of this 
paper is to prove 
THEOREM 1. The conjecture is true fw rational characters x. If k = Q, 
R(x) is given by (2) and l?(x) is given by (37) below. 
It may be noted that every character of the symmetric group S, is 
rational. There are other groups such as the dihedral and quaternion 
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groups of order 8 for which this is also true. For these groups, we have 
explicitly evaluated every Artin L-function at s = 1. It is no restriction 
to investigate the case K = Q solely since every Artin L-series may be 
reformulated as one with K = Q. However, a much larger Galois group 
is required in the reformulation and this complicates the calculation of 
R(x). Thus it is convenient to investigate our conjecture for other K 
directly; we do this in Section 4. In place of the Minkowski unit E used 
above, we must use units provided by Artin’s generalization of 
Minkowski’s theorem. We begin Section 4 by showing that Artin’s 
theorem is, however, a direct corollary of Minkowski’s. Lemma 8 then 
gives a slightly less explicit form of Theorem 1 for other R. As an 
illustration of Lemma 8, we will prove in Section 5 the following striking 
analogy of Dirichlet’s class-number formula. 
THEOREM 2. Let k be a totally realfield of degree n(k) = n, K = k(o1112) 
where (II > 0 is in k but the other n - 1 algebraic conjugates of (II are 
negative. Let x be the nontrivial one-dimensional character of G(K/k) and 
f be the conductor of x in k. Let u = 2 if 01 is a unit in k (or a square times 
a unit) and u = 1 otherwise. Then 
(27r)“-1 
-w, XJ Wk) = u(l @)I qy/z . ho log h(k) E9 
where E > 1 is a unit of K and 
K = Q(E), k = Q(E + c-1). 
The unit E together with -J= 1 and a set of fundamental units of k generate a 
subgroup of the unit group of K of index 2u (thus when k = Cl, E is the 
square of the fundamental unit of K). 
In particular, in this case, L(s, x, K/k) completely determines K. 
Since 2h(K)/h(k) is an integer and since we will see in the course of the 
proof of Theorem 2 that K = Q(8) f or any nonzero integer c, the deter- 
mination of K may be best phrased as 
K = Q(exp[4L’(O, x, K/k)]). 
A reference to Hilbert’s 12th problem may not be completely inappro- 
priate. 
There is a connection between certain Petersson inner products and 
f537/17/1-5 
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ArtinL-series. For example, let K be the Hilbert class field of Q(( -23)1/2) 
and let x be the irreducible character of degree 2 of G(K/Q). Let 
L(s, x, K/Q) = 2 u(n) 12-S 
?%=l 
and define for q = 8&z, 
f(z) = 2 a(n) q” = q fi (1 - qn)(l - fp) 
?L=l P&=1 
Thenf(z) is a cusp form on r,(23) f o weight one (with a character) 
and we will show in Section 6 that if $8 is a fundamental domain for 
r,(23), the Petersson inner product off with itself is 
ff y-’ 1 f(z)l” dx dy = 3 log E, 9 
where E is the real root of 
2 - E -1 =o. 
2. DIRICHLET L-SERIES 
The results of this section go back to Dirichlet and Kummer. Let x 
be a primitive character (modf), f > 1. In particular x # x1 , the 
principal character (mod f ). (W e use x1 instead of the more customary 
x0 so as to fit the notation of group representation theory). The corre- 
sponding Dirichlet L-series is 
as, x) = f x(4 n-8, 
a==1 
which is an entire function. The functional equation shows that if 
x( - 1) = - 1, then L(s, x) has a first-order zero at s = 0 and 
L’(O, x) = h(x) WY n>, 
while if x(-l) = -1, then 
(3) 
qo, x) = u/4 ‘(Xl w 2). (4) 
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Here T(X) is the Gaussian sum; its fundamental property is that for all n, 
f-l 
X(4 T(X) = c x(m) ml;"", 
WA=1 
(5) 
where mf = eanilf. In either case, it follows from (5) that 
m f-l 
'(X) L(1) x> = c c x(m) 4-l 
n=lrn=l 
f-l 
= --zl x(m) log(l - wfm)* (6) 
The interchange of order of summation is justifiable and the logarithms 
are principal valued. 
To proceed further, we must compare the m and f - m terms. If 
x(-l) = -1, then for 0 < m <f, 
x(m)log(l - Ufrn> +x(f- 4 kdl - &") = x(4 1% ( ; 1;;: ). (7) 
Since the arguments of 1 - urm and 1 - ~7” lie between -rr/2 and 
n/2, the log on the right is principal valued also. But 
m (1 - wfm)/(l - 0~;“) = --uf = e nit-1+(2m/f)) 3 
and - 1 + (2m/f) is between f 1 for 0 < m < f. Thus for x( - 1) = - 1, 
L(O, x) = -4 ‘2 x(m) (-1 + +) = - -+$l mx(m), 
W&=1 
which is algebraic. We have also demonstrated that for any m not 
divisible by f, (l/n) arg(1 - ufrn) is rational. 
If x(-l) = 1, th en the arguments in the left side of (7) cancel out 
and we end up with 
f-l 
L’(0, x) = -4 c x(m) log 1 1 - wfm I. 
?n=l 
This is close to our conjecture and indeed, when f has two distinct prime 
factors, 1 - wfm is a unit for all m with x(m) # 0. However, even here, 
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these will not be the units of our conjecture. Since x # x1 , there is a 
g, (g, f) = 1, with x(g) # 1 and we have 
f-l 
at!!) L'(O, xl = -Q c x(m) log I 1 - WY I, 
WL=l 
and so, 
Here we always have units when (m,f) = 1. 
Let K = Q(oJ,). Corresponding to each m with (m,f) = 1 is an 
automorphism of K given by mf -+ OJ~ m. We denote this automorphism by 
o$@. The Galois group G(K/Q) is isomorphic to the multiplicative 
group (Zlf)* of th ose residue classes (modf) which are relatively prime 
to k. If f is even, g is odd and so UJ~-~)‘s is a root of unity in K. Let 
E = &Q)‘2(1 - qQ)/(l - Wf). (8) 
Then E is a unit of K and E is real. Since the real subfield 
of K is normal over Q, in this instance, all the E(~) are real as 
well. In fact E is precisely a Minkowski unit as defined in the next 
section. Further, since conjugates of roots of unity have absolute value 1, 
we see that for x(-l) = 1, 
1 f-l 
L’(o2 x, = 2(1 - n(g)) c x(m) 1% I drn) I- m=l 
(vhf)=1 
This is precisely what our conjecture says. 
Let us follow the case off = p, an odd prime, more closely. Every 
character x # x1 is a primitive character. We let g be a primitive root 
(modp) so that x(g) # 1 f or any x # x1 and thus E, as given by (8), is 
independent of x. Let 
M(Q, x) = ‘2 x(m) [+--i- + + arg(1 - OJ:?) + s log 1 E(~) I]. 
WZ=l 
(9) 
Comparing the m and p - m terms as before shows that for x( - 1) = - 1, 
qo, x) = -wa xl 
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while for x(- 1) = 1, x # x1 , M(s, x) has a zero at s = 0 and 
L’(OY x) = ww - am MY02 x)* 
The purpose of the l/(p - 1) entry is that it makes a contribution solely 
when x = x1 , and because of it, 
r;(O) = -& = -&M(O, Xl). 
If x2 ,..., xPM1 are the primitive characters (modp) then &(s) is the 
determinant of the diagonal matrix 
(i” L(ssx2) - . ,J, 
We recall that, 
lj+$l s -r(K)5&) = -(h(K)/w(K)) R(K). 





*- 1 Mb, xsd 
has a similar property: 
1’ UJ s-r(K) det M(s) = c&(K), 
where 01 is a nonzero algebraic number. Thus M(S) gives us a factored 
form of R(K). The key to our results is that this may be directly proved 
from the definition of M(s). For 1 < m < p - 1, let 
x(m) = [l/Q - I)] + (l/n) arg(1 - CUP’) + s log 1 l I. 
If i andj are also in the range from 1 top - 1 let x(?j) = x(m), where 
im = j (mod p). Now define the p - 1 by p - 1 matrix 
Mds) = (x(W), 
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where i and j denote the row and column entries. We claim that MK(s) 
and M(s) are similar and in particular have the same determinant. 
To see this, write 
9-l 
M&) = c 44 44, 
m=1 
where A(m) is a permutation matrix. In fact, it is easily verified that the 
A(m) give a faithful representation of G(K/Q) g (Z/p)*. Since the A(m) 
all commute with each other and are of finite order, they may be simul- 
taneously diagonalized. The diagonal elements are one-dimensional 
representations of (Z/p)*, in other words, Dirichlet characters. Indeed 
every Dirichlet character occurs; group theorists will recognize this 
since the A(m) give the right regular representation of (Z/p)*. Thus 
MK(s) and M(s) are similar. 
Now if we let ci = 4-l), then ~:j) = K’j) and so the rows of MK(s) 
contain terms with the various conjugates of the E( . Thus n/r,(s) closely 
resembles a regulator matrix except it is too big and has extra terms in 
the entries. By another similarity transformation we will produce a 
regulator in MK(s). In fact, we must do exactly the same thing for any 
field. 
Let P be a field of degree n(P) = n with rl(P) = rl real conjugate 
fields and 2r,(P) = 2 1s complex conjugate fields ordered in the usual 
way. Let q ,..., E, be units of P such that 
and 
(11) 
Let b(i, j) denote numbers such that 
b&j) = 0 if i<Y, or j d rl, (12) 
b(i, j) = --b(i + r2, j) = --b(i, j + 12) 
= b(i + r2 , j + r2), for rl -c i < rl + r2 , I1 < j < VI + r2 . 
(13) 
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Now define an n by n matrix 
1M(s)=(a+b(ij)+slog/E!j)I) 3 I , 
where i andj denote the row and column indexes and a is arbitrary. 
In order to see what is happening, we will use (lo), (12) and (13) to 
write M(s) symbolically in blocks as, 
( 
a + s log 18) 1 a + s log / l 1 z 7 z 7 a+s1ogpq z 
M(s)= a+slogIEdj)I,a+b(i,j)+slogIE~)I, a-b(i,j)+slogjEjq . 
a + s log I Elj) j, a - b(i, j) + s log 1 ,z!j) 1) a + b(i, j) + s log / ,f) 1 1 
Here the first row represents the ith row with i < rl , the second row 
represents the ith row with rl < i < rr + r2 and the third row represents 
the (i + r,)nd row with rr < i < rr + r2 and the columns are represented 
in the same fashion. Let 
j, B-l= i%’ ;; +j, (14) 
we calculate that 
ufslog~clj)I, 2u+2slogIclj)I, 0 
B&I(s) B-l = 
a + s log I P I z 7 2a + 2s log 1 E(j) I 
0, 0, * ’ i 
0 * 
2b(i,j) 
Now we wish to find the determinant of the rl + r2 dimensional matrix 
in the upper left corner of BM(s)B-l which we denote by N(s). 
If we add all the columns of N(s) to the last we get the last column 
having every entry equal to na. Subtracting l/n times the last column 
from all the earlier columns eliminates all the remaining a’s. Let ei = 1 
for i < rl , ei = 2 for i > rl . Add ei times the ith row to e,,, times the 
(r + 1)st row for each i, 1 < i < Y. Thanks to (1 I), the last row now 
has all zero entries except the last entry which is 6%~. Let 
R(P, {c.}) = det(e. log I e(i) I) z 3 I 9 
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where the matrix is an r by r matrix. Then we have shown that 
rT det M(s) = (n%/e,+,) R(P, {et}) det(2b(i,j)), (15) 
where (2b(i, j)) is an r, by y2 matrix with row and column indices taken 
between rl + 1 and rl + r2 . Note that e,,, = e(P). 
Note that if det M(s) is not identically 0 then the l i , 1 < i < Y, must 
be independent units of P and so generate a subgroup of finite index in 
the unit group of P. There are two tempting values of a; we may let 
a = n-l and let s ---t 0 or we may let a = n-‘(s - 1)-r and let s --+ 1. 
This is presumably what would happen if we had a matrix of Dirichlet 
series whose determinant is [Js). However, outside of cyclotomic fields 
and their subfields, there is not the slightest evidence that this happens. 
There is not even any reasonable version of what the b(i, j) should be; 
they would contribute towards h(P) if they were known. Thus, out of 
lack of knowledge, we are forced to depart from our example of 
K = Q(w,) and pick convenient values of a and the b(i, j). 
LEMMA 1. Let q ,..., l n be units of P satisfving (10) and (11). Let 
numbers b(i, j) be given by 
1 
1 
b(i,j) = E&, 
if i=j>yl, 
if i-rr,=j>rl, or j-r,=z>r,, (16) 
0, otherwise. 
Let M,(s) = Mp(s, (Q}) be the n by n matrix 
W(s) = U/NO1 + 42) + s log I cy’ I). (17) 
Then 
1’ :2 s- r(p) det MP(s) = [n(P)/@)] R(P, {ci)). 
Proof. The b(i, j) satisfy (12) and (13); the lemma thus follows 
from (15). 
3. PROOF OF THEOREM 1 
Let K/Q be normal with Galois group G = G(K/Q). If K is complex, 
we let u,, E G denote complex conjugation on K and we let G,, be a 
complete set of left coset representative of (1, a,} (thus if u is in G, 
exactly one of u and au0 is in G,). If K is real, we let u,, = 1 and G,, = G. 
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LEMMA 2 (Minkowski’s unit theorem). There is a unit E of KJixed by 
cr,, such that there is only one relation among the r(K) + 1 units eQ-’ for 
Argo> and this relation is 
l! e-1 = *I- 
(18) 
0 
Proof. A proof of Minkowski’s theorem may be found in [4]. Since 
E is fixed by us , E is in the maximal real subfield of K and Eq. (18) just 
says the norm of E is f 1. 
The unit E, of Lemma 2 is called a Minkowski unit; E will have this 
meaning for the rest of the proof of Theorem 1. Let P be a subfield of K, 
H = G(K/P). We split G up into right cosets, 
[G:HI 
G = c Hym. 
??I=1 
For each y in G, we define the unit 
which is clearly in P. Further, E, depends only on the coset Hy containing 
y. Also, 
E =C Yo,J Y (19) 
for all y. We now have [G : H] = n(P) units of P; we wish to show that 
they satisfy the hypotheses (10) and (11) of Lemma 1. 
The conjugate fields of P are Py where y runs through the ‘ym . In case 
K is complex, Py is real if and only if yoO and y act the same on P which 
is the case if and only if Hy = Hya, . Thus Py is complex if and only if 
Hy # Hyq, . Hence for rI(P) of the ‘ym (which we may assume are 
numbered with 1 < m < rl(P)) we have Hr, = HymoO and Pym is real. 
Further for 2r,(P) of the ym we have Hr, # Hymao and we may then 
assume the ym are so chosen that for rI(P) + 1 < m < rl(P) + rz(P), 
Ym+rJP) = YnPo * Thanks to (18), 
(20) 
Note that Eqs. (19) and (20) are exactly the hypotheses (10) and (11) of 
Lemma 1. It is easy to carry this sort of argument further and show that 
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(20) is the only relation between the r(P) + 1 units eY,, 1 < m < r(P) + 1, 
but this result will be obtained in a different manner shortly. 
Let 
1 
b(u) = z’&, 
! 
if K is complex and u = 1, 
if K is complex and D = a,, , (21) 
0, otherwise, 
and 
x(u) = [l/qqI + b(u) + s log I co I. (22) 
Let A(a) denote the permutation representation of G on the right cosets 
of H. Thus, 
44 = k&N~ (23) 
where y and T run through the ym in the same order, y is the row index 
and 7 the column index of a,,,(a) and 
%,A4 = I 
1, if yu+ E H, 
0, otherwise. 
(24) 
LEMMA 3. Let A(a) be the permutation representation of G on the right 
cosets of H = G(K/P). Then, 
ZG 44 44 = ~P(SY {%H? (25) 
where MJs) is dejked by (17) and 
SK’(~) det MP(s, {q}) = [n(P)/e(P)] R(P, {c,}). (26) 
Proof. Let 
ZG 4”) 44 = (CA 
where y and T run through the ‘ym . Then from (22) and (24), 
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With 
we see that 
c Y.7 = w~P)1 + Q, 7) + s 1% I GT I. 
We have already seen that the E, satisfy hypotheses (10) and (11) of 
Lemma 1. Thus, it remains only to show that the b(y, T) satisfy (16). 
If K is real, all the b(a) = 0 an d so all the b(y, 7) = 0 which satisfies 
(16) since P must be totally real in this case. So suppose K is complex. 
Now @UT = 1 if and only if u = yT-l; this will be in H if and only if 
Hy = HT. Likewise y-b7 = u0 if and only if u = yu,~-r; this will be in 
H if and only if Hyu, = HT. Since y and 7 are among the ym , we see that 
Hy = HT if and only if y = T  while Hyu,, = HT if and only if either 




if 7 = y and Pv is complex, 
&Y, T> = if 7 = yu,, and PY is complex, 
0, otherwise. 
This is precisely the hypothesis (16) of Lemma 1 and Lemma 3 follows. 
Incidentally, if we had to prove Lemma 1 at this point, the matrix B 
in (14) diagonalizes A(u,). As we will soon see, this is no accident. 
Now let A(u) b e any representation of G and x be the corresponding 
character. Let 
ws, x) = w, x9 w2) = c 44 44 
CSG 
where X(U) is given by (22). In the special case of P = K in Lemma 3, 
the right-hand side of (26) is not zero by the definition of Minkowski 
units. But when P = K, the A( u in Lemma 3 is the right regular ) 
representation of G and thus, 
det MK(s) = n [det M(s, x)]x(~), 
x 
where x runs through the irreducible characters of G. In particular 
det M(s, x) is not identically 0 in s for any irreducible character of G and 
therefore det M(s, x) is not identically 0 in s for any character of G. 
This shows that in Lemma 3, R(P, (Ed}) # 0 which verifies the statement 
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made earlier that the only relation among the Ed, , 1 < m < r(P) + 1, 
is given by (20). 
We assume that x is a character of G which does not contain x1 (thus 
by the orthogonality relations, Cope X(C) = 0). We note that 
c A(u) = 0; 
OEG 
this is a direct consequence of the Schur relations [3, p. 7]l. Hence, 
where 
Since det M(s, x) is the same for equivalent representations, we will 
assume that A(a,) is in the diagonal form, 
(27) 
where 
fz = [x(l) + xhJ1/2~ b = [x(l) - xhm (28) 
We will write A(u) = (aij(o)) an d use this to define the a by a matrix 
(cij) where 
cij = 2 cz<j(U) log 1 EO I, 1 <;<a, 1 <j<fz. 
.3EG 
We then set 
R(x, l ) = det(4,). 
LEMMA 4. Suppose that x is a character of G not containing x1 . Then, 
sea det M(s, x) = R(x, E), 
where a isgiven by (28) and is the order of the zero at s = 0 of L(s, x, K/Q). 
1 A proof based only on the orthogonality relations is easy: let B = ,&& A(o). Then 
Be - 1 G 1 B = 0. Thus the minimal polynomial of B is B, B - I G I or Ba - I G I B 
and further every eigenvalue of B is 0 or 1 G I. But the sum of the eigenvalues of B is 
&eG x(o) = 0 and therefore the minimal polynomial of B is B; this says B = 0. 
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Proof. We note that 
Y(U) + Y(UUo) = 2s 1% I co I 
while 
Therefore, 
Y(U) - YhJo) = w+ 
75 
where (I) has a columns to the left of the bar and b columns to the right 
of it. In like manner, 
Jw, x) = 4 c [Y(U) + Y(Uo41 [ 1 + ;@o) ] 44 
D 
+ 4 c [Y(U) -Y(Uo41 [ 1 -f@o) ] A(u) 
= c s 1, I co I (qp) + c 6(u) (-&), 
0 CT (30) 
where (-) has a rows above the bar and b rows below it. Between (29) 
and (30), we see that 
i 
s c 4”) 1% I EU I 0 




0 ; 4”) 44 
Thanks to the assumption (27), it follows from the definition of the 
a(u) in (21) that the matrix in the lower right-hand corner of (31) is Ib . 
This proves Lemma 4. 
Suppose that x is a rational character of G. If x1(H) is the trivial 
. 
76 H. M. STARK 
character of a subgroup H of G, then we have a relation 
x = 1 b(P) xdWW))*~ 
P 
where the b(P) are rational numbers and the sum is over all subfields P 
of K. Corresponding to this relation, we have 
qs, x, K/Q) = fl SP(4b’P)* 
P 
(32) 
If a is the order of the zero ofL(s, x, K/Q) at s = 0, then we see from (32) 
that 
a = c b(P) r(P). (33) 
P 
Let 
@‘, 6) = W’s M/W’). 
It follows from (32), (33) and Lemma 3 that 







P w(P) q) qp, c> 
. s-+-(P) det am]’ 
=I-I [- 
h(P) 4P> b(P) 
w(P) n(P) v, 4 1 . s-a det M(s, x). P 
(34) 
If x1 is not a constituent of x, we may now replace sea det M(s, x) by 
R(x, E). There is also an alternate expression in this case which comes 
from starting with 
qs, x, K/Q) = Jj (j#)““‘. 
When x1 is not a constituent of x, this follows from (32) and the fact that 
L-FUNCTIONS AT s = 1 77 
cp b(P) = 0 ( w ic in turn follows from examining the order of the h h 
pole at s = 1 in (32)). When we start from (35), we end up with 
Either (34) or (36) is Theorem 1 with 
--h(P) e(P) w = TplI [ w(P) n(P) i(P, 6) lb(P) = F [ 2wY e9 ]b(P)* (37) w(P) n(P) z(P, 4 
It should be noted that it is not always possible to have integral 
b(P). Thus there is an ambiguity as to which roots should be taken in (37). 
There is no ambiguity at s = 1 however, since L( 1, x, K/Q) is a positive 
real number for rational X. But at s = 0, there is an ambiguity up to k-1 
which can be resolved only when W(x) is known. The quaternion group 
gives an example where this ambiguity arises and where W(x) = -1 is 
actually possible. 
4. THE SITUATION WITH OTHER GROUND FIELDS 
Let K be a normal extension of K and x a rational character of 
G = G(K/K). W e may directly evaluate L( 1, x, K/k) by a process 
analogous to the proof of Theorem 1. Of course Theorem 1 applies here 
already since if K’ is a normal extension of Q containing K and 
G’ = G(K’/Q) then L(s, x, K/K) is also of the form L(s, x’, K//Q) where 
x’ is a rational character of G’. The advantage of the new proof is that G 
has fewer elements than G’ and this should replace R(x’, l ) in (2) by 
something easier to calculate (also the units will come from K rather 
than from K’). On the other hand, the proof is more difficult, partic- 
ularly when we come to the analog of Lemma 4. 
We will use the field K’ and group G’ above. We define the subgroups 
H and H’ of G’ by H = G(K’/K), H’ = G(K’/k). It follows that H is 
a normal subgroup of H’ and that G E H’/H. Let 
[H’ : HI 
H’ = c Ha,. 
m=l 
Then we may write elements of G as cosets H6, = 6,H. We assume 
that the conjugate fields of K are Ku), 1 < i < n(K), and are numbered in 
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the usual r,(K) + 2r,(k) ways. Let /3$ in G’ take k to Fi) and suppose that 
the /$ are selected so that 
where u,, is in G’ and represents complex conjugation on K’. Let 
Kti) = KBi . Then K(i)/k(i) is normal and 
G(K’“‘/k’i’) = BclGpi = (/?~1H&3i}. 
Here the 1 H 1 automorphisms fl;lH i&/I, give all extensions of an 
element of G(Kci)/kci)) to elements of G(K’/k(i)) = /3;‘H’fi, . 
We suppose that the pi are numbered so that for 1 < i < ri’, K(i) 
is real, while for ri’ < i < r,(K), Kti) is complex. If Pi) is real, then there 
must be an element ui in H’ such that 
If Kci) is complex (ri’ < i < r,(K)), then /3,1’i70& represents complex 
conjugation in G(K(i)/k(ij) and H ui is an element of order 2 in G. If K(i) is 
real (i < rl’), Ho, = H; for i > r,(k) we set ui = 1. We let Gi be a 
system of left coset representatives for the subgroup {H, HuJ of G. 
Thus, when HUG is of order 2, for each Ha in G, exactly one of Hu and 
Huuc is in G,; if Ha, = H then Gi = G. We see that 
y,(K) = I G I yl’, r,(K) = 3 I G I [y,W - ~‘1 + I G I yd4 
and the r,(K) complex conjugate pairs of embeddings of K in C are 
given by 
and 
HaPi 7 H~~iBi 7 with rl’ < i < r,(k), Ha~Gi, 
HoPi j H@i+r,(k) with r,(k) < i < r,(k) + r&k), Ha E G. 
LEMMA 5. (Artin’s unit theorem). There are units E$ in K, 1 < i < 
r,(k) + r,(k), such that ~7’ = ci and such that there is exactly one relation 
among the r(K) + 1 units 
{E!“~)-~ j 1 < i < r,(k) + r2(k), Ha E Gi}. * (39) 
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This relation may be taken to be 
($2. JG l :Huy. ,<+!&, (k)J-JG E:Hu)-1)2 = *l* cw ‘ 1 2 f 
Proof. Artin [l] proved his theorem by generalizing Minkowski’s 
method of proof. Here we show that Artin’s theorem is a direct corollary 
of Minkowski’s. By the definition of the & , we have 
tG':H'l 
and thus, 
G’ = c H’/& , 
id 
G’ = c C H8,&. 
i m 
Let E be a Minkowski unit of K’. We will examine the n(K) units, 
%&St 
= g #Go”, 
of K as defined in the last section; their product is 
(41) 
We also saw in the last section that units corresponding to a pair of 
complex conjugate embeddings of K are equal, that is, 
%Bf = E80fBf > for ri < i < r,(k), H~EG~, 
%3‘ = Q8r+r,tr, ’ for r,(k) < i < r,(k) + ~~(4, HSEG, 
and that the r(K) + 1 units 
&,B~ I 1 < i < G4 + rdk), HS, E GJ 
have exactly one relation which follows from (41). 
Let 
E( = CBf .
Then for an element HS of G, we have 
pY-’ = g-1 
1, D = g eG1a8’-le 
607\17/1-6 
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BLlt 
and so 
{6d/!$ / u E H} = SHpi = H8& , 
&W1 
2 = %E( - 
This gives us the units (39) with the single relation (40) and further 
&%‘F z = EQ‘& = E** = Ed . 
This completes the proof of Lemma 5. 
Now that we have the ei , it is no longer necessary to keep track of the 
field K’ or the groups G’, H, 27’ (we still need the & however). For this 
reason, we will stop writing elements of G as cosets. We have P = ksf, 
K(i) = Kfii and G(K(i)/k(i)) = {/3~‘~~~ 1 g E G}. For rl) < i < r#), 
complex conjugation is an element of G(K(i)/k(i)); we will represent it by 
/3;%&3, where ui is an element of order 2 in G. For all other i, we let 
ui = 1. We let Gi be a system of left coset representatives for the sub- 
group (1, gi} in G. Artin’s theorem on units is now the following lemma. 
LEMMA 6 (Artin’s unit theorem). There are units q in K, 1 < i < n(k) 
such that 
ui Ei = zi , 1 < i < n(K), (42) 
Ei+r,k) = % 9 r,(k) < i < r,(k) + r,(k), (43) 
and such that there is exactly one relation among the r(K) + 1 units 
This relation may be taken to be 
yf n cy-’ = ( fl I-I e;-I)( n (45) 
i=l OEG i<rl’ oeG, ~,‘<i<r,(K)+r,W) oeG, 
= fl. 
Proof. This is an immediate corollary of Lemma 5. This form of 
Artin’s theorem is closer to the way Artin stated it and it is the way we 
will use it for the rest of this section. 
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Let P be a field between k and K, and let H = G(K/P). As in 
Section 3, we split G up into right cosets, 
[G:Hl 
G = c Hy,. 
m=l 
For each y in G we define the units 
these units are in P. As i runs from 1 to n(k) and y runs through the ym , 
we get n(P) units from (46). Further, the pair i, ynz serves to identify 
the conjugate fields of P since all conjugate fields of P are given by 
f&n& . 
We wish to identify the TV pairs of complex conjugate embeddings of 
P in @. For i < r,(k), if P vm@i is complex then complex conjugation takes 
the form /?$J&$ on Pymsi and since 
we are led to look at yl where 
Hy,,,q = Hyl . (47) 
If 1 = m, Pym@ is a real field but if I # m, y& and y,& give a pair of 
complex conjugate embeddings of P in C. Therefore the yg(P) pairs of 
complex conjugate embeddings of P in C are given by 
YmBi 9 Y&4 3 where i < r,(k), Hymui = Hyl, m # 1, (48) 
and 
YmBi 3 YmBi+r&) 3 where r,(k) < i < rl(k) + r,(K). (49 
Thanks to (42) it is easily seen for i, m, I satisfying (47) that 
%v, = %.Yl *
Further for r,(k) < i < r,(k) + r,(k), we see from (43) that for all m, 
%.v, = Ei+r,(k) Y  * . m  
Thus the units E$,~ satisfy the hypothesis (10) of Lemma 1; hypothesis 
(11) of Lemma 1 is a direct consequence of the relation (45). 
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For each u E G and i and j between 1 and n(K), we define numbers 
u4 bY 
$9 if u = 1 and i = j > rlr, 
-4, if a = 1 and either i - r,(K) = j > r,(K) 
6,$(U) = or j - yZ(k) = i > r,(k), (50) 
-4, if a = oI and r, 2 i = j > rl’, 
0, otherwise. 
We use these to define an n(K) by n(K) matrix 
where 
Xii(U) = [l/n(K)] + b,i(U) + S log 1 $’ I. (51) 
Again we let A(o) d enote the permutation representation of G on the 
right cosets of H. Thus A( (T 1s ) ’ g iven by (23) and (24) where y and 7 run 
through the y,,, in the same order. We will denote the Kronecker product 
of X(a) and A(u) by X(u) @ A(u); it is the block matrix 
X(u) 0 44 = hG) 44). 
We will say that xii(u) Qu) is the entry at (i, y; j, T). 
LEMMA 7. If A(u) is th e p ermutation representation of G on the right 
cosets of G(K/P), then 
ZG X(4 0 44 = JM, hv>h 
where M,(s) is defmed by (17) and 
s+‘) det MP(s, {qJ) = [@‘)/@‘)I W’, k.J). 
Proof. Let 
As in the proof of Lemma 3, we find that 
46 y;i; 7) = [l/n(P)] + b(i, y; j, T) + s log Il 2 I, 
L-FUNCTIONS AT s = 1 83 
where 
b(i, y; j; T) = c b,&bT). 
OEH 
As in Lemma 3, it remains only to show that the b(i, y; j, 7) satisfy the 
hypothesis (16) of Lemma 1; this is easily done and Lemma 7 follows. 
If A(u) is a representation of G with character x, we now write 
M(s, x) = ws, x, W) = c X(4 0 44. 
UCG 
As before, we get a factorization 
det MK(s) = fl [det M(s, x)]x(i), 
x 
(52) 
where x runs through the irreducible characters of G. Again the left side 
of (52) is not identically 0 and so det M(s, x) is not identically 0 for any x. 
Indeed the left side of (52) is a nonzero constant times a power of s. 
The unique factorization theorem for polynomials now tells us that 
det M(s, x) is a nonzero constant times a power of s for any x. However, 
this does not say which power of s nor does it show that the nonzero 
constant is a determinant of the same size. 
For rational characters, it is easy to determine the power of s in 
det M(s, x). Let 
v> Gil) = v, hJ)IW). 
Suppose that x is ,a rational character of G so that x may be written as 
x = ; W’) xdWW’N*~ 
(53) 
where the sum is over all P between k and K. 
LEMMA 8. Let x be a rational character of G and suppose that 
L(s, x, K/k) has a zero of order a at s = 0. Then 
where the product is over all P between k and K and the b(P) are rational 
numbers satisfying (53). 
84 H. M. STARK 
Proof. We have 
qs, x, K/K) = n 5P(4b(p) 
P 
from which it follows (by looking at s = 0) that 
sq, x, K/k) = JJ (s-rqP(s))b(P). 
P 
Therefore, 




Lemma 7 now implies that 
The lemma follows from (55) and the fact that 
n (det Mp(~))b(P) = det M(s, x). 
P 
The problem in duplicating the proof of Lemma 4 is that the A(q) 
need not be simultaneously diagonalizable. It is possible nevertheless 
to find a similarity transformation which puts M(s, x) in the proper shape. 
A proof of this in general is unnecessary here. 
However, we should note that if the E$ are the units produced in the 
proof of Lemma 5, then we may relate M(s, x) to the previous section. 
To see this, we will again make use of the notation of Lemma 5; in 
particular, elements of G are now the cosets of H, 6,H = HS, . Since A 
is defined on G, we may extend A to be defined on H’ by letting A(o) = 
A(Hu) for all u in H’. Now the representation A on H’ gives rise to an 
induced representation A* on G’ defined for all (T in G’ by the block 
matrix 
where A(o) = 0 if u E G’ - H’. Let x* be the character of G’ corre- 
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sponding to A *. In the last section we defined a matrix M(s, x*, KY/Q) 
bY 
with 
ws, x*> = c X(U) A*(u), 
OSG' 
4u) = [llqql + b(o) + s 1% I =P I, 
and b(u) given by (21) (with K’ in place of K). Because of (56), we may 
write M(s, x*) as a block matrix; the block at (i, j) is 
It is easy to verify that 
as defined by (51). Therefore, 
ws, x*, K’/Q) = ws, x, w. 
Thus the similarity transform required to put M(s, x) in the proper 
shape is the one that diagonalizes A*(cr,). In any event, in this case 
det M(s, x*) has a factor of sa where a is the order of the zero of 
L(s, x*, F/Q!) = L(s, x, K/k) at s = 0 and R(x*, E) may be expressed 
solely in terms of the units .zi and their conjugates which is in accordance 
with our conjecture. 
5. PROOF OF THEOREM 2 
Here K is a totally real field of degree n and K a real quadratic extension 
of K with 2 real conjugate fields and 2n - 2 complex conjugate fields. 
We will use Lemma 8 and thus take G = G(K/K) = (1, u} where u2 = 1. 
We may then use K = K (l) = KS1 which is real while KS* is complex for 
2<i<n.Thisgivesusu,= 1,ui=ufor2<i<n.Inorderto 
calculate the numbers i(P, (~3) for P = K and P = K, we will choose 
a special set of units E( satisfying Lemma 6. 
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Let Ea ,..., E,, be a system of fundamental units of K. There is a unit 
El of K such that either El , E2 ,..., E, is a system of fundamental units 
of K or, along with & 1, generates a subgroup of the unit group of K of 
index 2. We need only consider the case of index 2 when K = H(aV) 
where 01 is a unit of k. Suppose 
EIE1” = f fi ET”,; . (57) 
id 
by replacing El by E,E.$ --- Eim for selected b, , we may even assume 
each a$ is 1 or 2. Let 
cl = E12, E( = Eia’, 2<i<n. (58) 
It follows from (57) that 
Since l = q for all i, we see that these 4 satisfy all the conditions of 
Lemma 6. 
Now we wish to determine the units c$,~ that form Rp((qy}) for P = k 
and P = K. When P = k, we have H = G(K/P) = G, [G : Hj = 1 
and we may take y1 = 1. The n(k) units we get from (46) are 
%v1 = rlelu, %.Y1 = Et2 for 2 < i < n. 
Of these, the r(k) = n - 1 units that make up Rk({qY)) are 
y1=, 9 2 2 ,..., E,-1 . (60) 
When P = K, we have H = (11, [G : H] = 2 and we take y1 = 1, 
ye = a. The n(K) units we get from (46) are 
%Vl = Ei , Et.y* = %u, 1 <i<n. 
Of these, the r(K) = n units that make up &({c~,,,)) are 
El P El09 E2 s-*-t %-1. (61) 
For n = 1, this means just q . 
Thanks to the relation (59), in calculating i(P, {Q}) we may replace the 
units (60) for P = k by 
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and we may replace the units (61) for P = K by 
-3 , E2 ,***, %a-1 , %a2. 
Again, this latter set is just q when n = 1. Thanks to (58), we find that 
1 i(k, {$})I = 2++1 fi fzi , 
id? 
where u = 2 if K = K(01V2) and (II is a unit of k and u = 1 otherwise. 
Note that for 1z = 1, K is totally real and e(K) = 1 while for IZ > 1, 
e(K) = 2. 
Let x by the character of G given by 
x(1) = A(1) = 1, x(a) = A(o) = -1. 
It follows from Lemma 8 that 
( 
h(K) e(K) 









44 @, @iI) 4k) 
In this instance, 
= f2n-3U-1. Tc;; - s-l det M(s, x). 
M(s, x) = X(1) - X(a) = (” log ‘-p”) I.“_j, 
and so 
Let 
1;~ s-?C(s, x, K/k) = f2’%--1 . (62) 
E = n-41 El/El” I, I EIIElu I-‘). 
Since the left side of (62) is positive, 
lii s-‘L(s, x, K/k) = 27+%-~ . - h(K) log 
h(k) ” 
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Also, the only relation between El, E,o, E, ,..., E, is given by (57) and 
so no nonzero power of E is in k. Therefore, 
K = A(<“) 
for any nonzero integer c. Hence IPi = kflf(&) for all i and so & is 
complex for 2 < i < n. Further, EO = c-l, and so if we let 
h = E + c-1, 
h is in k and 6 is a root of 
X2 - Ax + 1 = 0. 
But for 2 < i < n, the roots of 
x2 - Pix + 1 = 0. 
are complex and so h # M for 2 < i < 7t. Therefore h is a root of an 
irreducible polynomial of degree n and hence 
k = Q(E + e-l), K = Q(E). 
The same holds with E replaced by 6 for any nonzero integer c. Finally, 
we see that if E is any unit of K, E/E0 = f@ for some c and that 
fl, E, 4 ,..., En generate a subgroup of the unit group of K of index 224. 
We could have proved Theorem 2 more easily by directly considering 
R(K)/R(k) but this proof is a good illustration of Lemma 8. 
6. A CONNECTION WITH THE PETERSSON INNER PRODUCT 
Let f&4 and A(4 b e cusp forms on I’,(N) of weight k and character 
xN . Thus for A = (z 2) with determinant 1 and N 1 c, we have 
fj(A.4 = XN(d)(CZ + qk h(z), j = 192. 
If 
f&x) = s1 q(n) e2-2, 
L-FUNCTIONS AT s = 1 
then with x = x + iy, 
89 
where both sides converge absolutely for Re s sufficiently large. 
What is coming next is a familiar technique used for showing that 
Eisenstein series converge but was motivated by recent work of Deligne 
on the weak Petterson conjecture for forms of weight one. Let 9 be a 
fundamental domain for r,,(N). Every point x* in the upper half plane is 
equivalent to a unique point x in 9 and, except for a set of plane measure 
0, in a unique way. If z * = Ax, A = (F i), then for a unique t, 
has real part x** satisfying 0 < x** < 1. Now 
Y ** = y/j cz + d 12, 
and so if we replace z in the definition of I(s) by z* *, we find 
The Q is because A and -A give the same linear fractional transfor- 
mation. Inside the integral we practically have an Epstein zeta function, 
where C’ means the summation is over all pairs c, d # 0, 0. 
For Res > 1, 
Es-z (,Y ). 
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s’=s+l--, 
g(s) = 5w pyN (1 -P-Y g1 44 a&) B-s7 
then for Re s sufficiently large, 
But E(s, z) may be continued to the entire s plane, except for a first-order 
pole at s = 1 with residue 7~12, and this serves to give a continuation of 
g(s) to the entire plane except possibly for a first-order pole at s = K 
which will depend on thepetersson inner product of fi and f2 , 
If (f, , fi) # 0, g(s) has a pole at s = K of residue 
If <fi ,fi> = 0, th en d ) s is analytic at s = K and, thanks to Kronecker’s 
limit formula, it is possible to write the value of g(K) as an integral over 9 
involving fi(z),G) and log(d(x)). For N = 1, it is also possible to find 
a functional equation for g(s) by utilizing the functional equation for 
E(s, 2). For N > 1, there are several reasons why this is more difficult. 
We will not go into them here. 
Now we will consider cusp forms of weight one. If fi and fi are cusp 
forms of weight one which correspond (via a Mellin transform) to Artin 
L-series with characters x and xi of degree 2, then g(s) is practically 
L(s, ~2’) where xx’ is the product character of degree 4. By “practically” 
we mean that for all but finitely many primes p, the p parts of the Euler 
products for g(s) and L(s, xx’) are the same. Thus (fi , fi> # 0 if and 
only if XX’ contains x1 (and in fact exactly once) as a constituent and in 
this case we may relate (fi , f2) to the residue of L(s, xx’) at s = 1. 
We close with an example. Let k = Q(-23)li2, K be the Hilbert 
class field of K. Then G = G(K/Q) is isomorphic to S, . There is one 
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irreducible character of degree 2 of G which we denote by x (it is induced 
from either of the two cubic characters of G(K/K) and is rational). Let 
Then 
f(z) = f  u(f2) ezninz 
n=1 
is a cusp form of weight one on r,, (23). Letf, = fi = f. A comparison 
of the Euler products shows that 
z;,(s) qs, x, IqQ) = -qs, xx, UQ> 
= (1 - 23+)-l g(s). 
When we compare the residues at s = 1 on both sides, we get 
(f, f) = [3(23w(241 w , X, v4 
= 3L’(O, x, K/Q). 
An application of Theorem 1 gives 
L’(O, .x3 WV = log E, 
where E is the real root of 
x3 - x-l =o. 
Actually, it is easier to note that L( 1, x, K/Q) is the residue at s = 1 of 
the zeta function of the real cubic subfield of K. In any case, 
(f, f> = 3 log E* 
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