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摘 要：基于超完备字典的图像稀疏表示是一种新的图像表示理论，利用超完备字典的冗余性可以有效地捕捉图像的各种结
构特征，从而实现图像的有效表示。当前稀疏表示的理论研究主要集中在稀疏分解算法和字典构造算法两方面。本文提出一
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Image denoising based on adaptive over-complete sparse representation 
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Abstract：The sparse representation based on over-complete dictionary is a new image representation theory. The 
redundancy of over-complete dictionary can make it effectively capture the geometrical characteristics of the im-
ages. Recent activities in this field concentrate mainly on the study of sparse decomposition algorithm and dic-
tionary design algorithm. In this paper we propose a novel dictionary design algorithm, the K-LMS algorithm. It 
was obtained from generalizing the K-Means clustering algorithm and can be used in adaptive updating of 
over-complete dictionary in order to achieve sparse signal representations. Aiming at image denoising, a method 
based on over-complete sparse representation theory is introduced. With the application of image sparse represen-
tation in over-complete dictionary, the proposed algorithm reconstructs a simple threshold to realize image de-
noising. Experimental results demonstrate the effectivity of the proposed method. 
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得初步成效。本课题组则在 NSCT 域中研究 SAR 图像的统
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式中：fm为 f 的逼近信号，fr为残余分量，dk为给定超完备













α α d             (2) 
式中：
0
∂ 是 L0 范数，表示不为零的元素个数。 
上式对于一个冗余字典来说，如何求取惟一解是一个
典型的 NP 问题。为此，众多学者提出了多种有效的稀疏
分解算法，主要有 MP[14]、OMP[15]及 BP[16]等。MP 算法随
稀疏分解思想的提出 早被引入，OMP 是 MP 的一种改
进算法。BP 算法则是由 Donoho 等人在文献[16]中提出，
它利用 L1 范数代替 L0 范数，从而将组合优化问题转化为
凸优化问题，有效解决了 NP 问题。文献[17]Donoho 还给
出了基于 BP 算法的稀疏表示可精确重构的惟一边界条
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式中：F 为训练样本矩阵，其每一个列向量对应为一个训
练样本；D 为待构造的冗余字典，其每一个列向量对应为








1）构造初始超完备库 { }0 0; 1,2,...,kd k K= =D  
2）构造示例信号集合 { }; 1,2...if i M= =F  
训练更新阶段：令 01, jj = =D D ，j 为迭代次数 
3）将 F 中的所有信号在 D j上进行稀疏分解，得到大
小为 K×M 的系数矩阵 ( )OMP ,j j=α F D  
4）更新字典 D j，对单个原子 d jk逐个更新： 
①选出 d jk所表示的信号子集： 
{ }( , ) 0 , 1,2,...,j jk i k i i M= ≠ =Ω f α  
②计算残差： ( )j j j jk k k k= − ⋅R Ω d α   
③构造梯度算子： ( )( )pinvj jk k∇ = − ⋅R α   
④更新原子： 1j jk k µ





命名该算法为 K-LMS 是因为它与 K 均值方法有一定
相似性，两者都利用了 K 个类似属性的样本信息。不同的
是 K 均值方法利用 K 个样本的均值来进行更新；而我们







= +Y X n                                   (4) 
式中： ( )20,N σn ∼ 为独立零均值高斯白噪声。 
由式(2)可知，图像在超完备字典上实现自适应稀疏分
解，其重构过程实质上是一个逼近过程。因此，通过设定
逼近残差ε，即可实现图像去噪。实验中设置 2kε σ= ，
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图 1 非自适应字典与 K_LMS 字典 













表 1 不同去噪方法性能比较 
Table 1 Comparison of different denoising methods 
PSNR 值 测试 
图像 
σ
Noisy WHMT BLS_GSM NSCT DCT K_LMS
10 28.14 33.70 35.14 35.18 35.19 35.33
15 24.62 31.74 33.34 33.30 33.20 33.54
20 22.15 30.18 32.10 31.95 31.84 32.23
Lena 
25 20.26 29.20 31.09 30.86 30.66 31.15
10 28.15 31.38 33.16 34.00 33.96 34.50
15 24.63 28.97 30.80 31.86 31.62 32.44
20 22.16 27.47 29.10 30.31 29.89 30.79
Barbara
25 20.31 26.48 27.83 29.15 28.60 29.66
 10 28.15 32.92 34.46 34.25 34.48 34.76
15 24.63 30.70 32.37 32.12 32.21 32.67
Boat 
20 22.17 29.21 30.96 30.60 30.59 31.11
 25 20.30 28.13 29.84 29.50 29.40 29.94
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图 2 Lena 图像去噪效果比较 
Fig.2 Comparison of denoising results for Lena image 
                         
              
图 3 Barbara 图像去噪效果比较 
Fig.3 Comparison of denoising results for Barbara image 
此外，值得一提的是利用 K_LMS 自适应字典所得结
果，无论从客观指标还是主观质量，都明显优于冗余 DCT
字典。这其实是由字典自身结构决定的，图 1 中的 DCT
字典能够较优地表示周期信号，因而对纹理较丰富的
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