In spite of enormous theoretical and experimental progresses in quantum uncertainty relations, the experimental investigation of most current, and universal formalism of uncertainty relations, namely majorization uncertainty relations (MURs), has not been implemented yet. A significant problem is that previous studies on the classification of MURs only focus on their mathematical expressions, while the physical difference between various forms remains unknown. First, we use a guessing game formalism to study the MURs, which helps us disclosing their physical nature, and distinguishing the essential differences of physical features between diverse forms of MURs. Second, we tighter the bounds of MURs in terms of flatness processes, or equivalently, in terms of majorization lattice. Third, to benchmark our theoretical results, we experimentally verify MURs in the photonic systems.
Introduction.-In the quantum world, measurements allow us to gain information from a system, and the action of measurements on quantum systems is fully embraced in the areas of quantum optics, quantum information theories, and quantum communication tasks. It is therefore of great practical interest to study the limitations and precisions of quantum measurements. In taking the measurements on board, however, it appears that quantum mechanics imposes strict limitation on our ability to specify the precise outcomes from incompatible measurements simultaneously, which is known as "Heisenberg Uncertainty Principle" [1] .
In the context of the uncertainty principle, both variance [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] and entropies [3, 4, 14-40, 43, 44] are by no reason the most adequate to use. The attempt to find all suitable uncertainty measures has triggered the interest of the scientific community in the quest for a better understanding and exploitation of the precisions of quantum measurements. As previously shown in [6, 46] , any eligible candidate of uncertainty measures should be: (i) non-negative; (ii) a function only of the probability vector associated with the measurement outcomes; (iii) invariant under permutations; (iv) nondecreasing under a random relabeling. According to these restrict conditions, a qualified uncertainty measure should be a non-negative Schurconcave function, and the majorization uncertainty relations (MURs) arise from the fact that all Schur-concave functions can, in general, preserve the partial order induced by majorization [47] [48] [49] . Based on the mathematical expressions, the notions of MURs are classified into two categories; that are direct-product MUR (DPMUR) [6, 50] and direct-sum MUR (DSMUR) [7, 52] . In the original work of [7] , the essential differences of mathematical features between DPMUR and DSMUR (i.e. tensor and direct-sum) are compared and analyzed. However, it is fair to say, that our understanding of the physical essences of MURs is still very limited.
In this work, our first contribution, which also reflects the original intention of this work, is to characterize the essential differences of physical features between DPMUR and DSMUR theoretically. More precisely, we show that the difference between these MURs are more than its mathematical expressions, what really matters is the joint uncertainty they represent. DPMUR is identified as a type of spatiallyseparated joint uncertainty, and meanwhile DSMUR is recognized as a type of temporally-separated joint uncertainty. Despite previous developments on MURs, there is still a gap between their optimal bounds and the ones constructed in [6, 7, 50, 52] . Our second contribution is to fill this gap by applying a technique, called flatness process [53] , which is also known as concave envelope in Mathematics.
Besides theoretical advancements, the experimentally implementations of quantum uncertainty relations are also already of great interest, as they are a pioneering demonstration of the limitations on quantum measurements, and may also inspire breakthrough in modern quantum technologies. So far, the uncertainty relations based on variance and entropies have been successfully realized in various physical systems, including neutronic systems [54] [55] [56] , photonic systems [57] [58] [59] [60] [61] [62] [63] , nitrogen-vacancy (NV) centres [64] , nuclear magnetic resonance (NMR) [65] , and so forth. However, an experimental demonstration of the uncertainty relations given by majorization has never been shown. To boost the experimentally study of the uncertainty relations, it is highly desirable to know how to investigate MURs in a physical system. The third contribution of this work is that we implement the MURs by measuring a qudit state encoded with the path and polarization degree of the freedom of a photon system for the first time.
Direct-Product.-The construction of DPMUR proposed in [6, 50] is best formulated as a game, shown in Fig. (1a) , between an experimentalist (Alice) and a referee (Bob) try- ing to guess the measurement outcomes. More explicitly, the game considered here is as follows: two black boxes Γ ρ are located in different positions, each of them provides a quantum state ρ to Alice and She implements her measurements M and N to the input state separately in each round. Alice knows the measurement outcome from experiments, but she does not know the actual state given to her. By repeating the same procedure a sufficient number of times, Alice derive distinct pairs of measurement outcomes, and the goal of Bob is to guess k distinct pairs of them correctly.
Mathematically, Γ ρ is a preparation channel, generating quantum state ρ on a Hilbert space H C d [66] . The outcome a of the positive operator valued measure (POVM) M = {M a } occurs with probability p a := Tr(M a ρ) (a = 1, . . . , n). Similarly, we implement the measurement N, and denote the corresponding probability distribution by q b := Tr(N b ρ) (b = 1, . . . , m). We collect the numbers p a and q b into two probability vectors p and q, respectively.
In the present scheme, the joint uncertainty between p and q is captured by the maximal probability of Bob in winning the game. For example, when Alice receives outcome (a, b) from measurements, Bob will have a maximal probability max ρ p a q b to win. In general, if Alice receive k distinct pairs of outcomes, then the quantum mechanics gives Bob R k chance to win, with A concise approach of expressing the inequalities mentioned above is to use the majorization "≺" [49] ; A probability vector x ∈ R n is majorizied by y ∈ R n , i.e. x ≺ y, if and only if k j=1 x ↓ j k j=1 y ↓ j for all 1 k n − 1. Here the down-arrow indicates that the components of the vectors are arranged in a non-increasing order. Now we can abbreviate the guessing game into one inequality
with r := (R 1 , R 2 − R 1 , . . . , R mn − R mn−1 ). Consequently, the essence of DPMUR is captured by our framework of guessing game, which demonstrates a spatially-separated joint uncertainty. Note that R k can be in general difficult to calculate explicitly, as they involve an optimization problem. However, the authors of [6] provide us a calculate-friendly bound t, satisfying p ⊗ q ≺ r ≺ t. Physically, MURs are very general; they encompass the most well-known entropic functions used in quantum information theory, but they are not restricted to these functions. Mathematically, majorization lattice forms a complete lattice; the optimal bounds for MURs exist. To obtain the optimal bounds, it suffices to perform a standard process (flatness process) F . Hence, the implementation of the process F on p ⊗ q ≺ r ≺ t could lead to a new relation
where r and t are the bounds given in [6] . Because of the mathematical properties of flatness process (concave envelope), the vector F (r) is optimal. However, a major drawback of F (r) is that the calculation of F (r) is even harder than r.
With the help of flatness process, we also obtain an effectively computable bound F (t), which is tighter than the original t.
We defer the construction of t, and the rigorous definition of flatness process to the Supplementary Material [67] . Direct-Sum.-Our protocol of DSMUR combines guessing game with a binary random number generator R, shown in Fig. (1b) ; in each round, the measurement is determined by R. More specifically, R outputs number 0 with probability λ, and 1 with probability 1 − λ. After receiving 0, Alice performs M, otherwise she implements N. Again the goal of Bob is to guess the measurement outcome of Alice. The maximal probability for Bob to guess k outcomes correctly is given by
where | • | denotes the cardinality of • . There exists an efficient way of computing the success probability S k . Let us define an operator G c as
Then the quantity S k becomes
where λ 1 ( • ) denotes the maximum eigenvalue of the argument. Now we can conclude our guessing game within one inequality by using majorization; that is with s(λ) :
In the framework of DSMUR, classical uncertainty of the random number generator is injected into the guessing game, and as a consequence λp ⊕ (1 − λ)q is a hybrid type of uncertainty, mingling both classical and quantum uncertainties. Quite remarkably, the measurements, monitored by R, can be implemented in the same position but cannot performed simultaneously, and hence λp ⊕ (1 − λ)q reveals a temporally-separated joint uncertainty. It should be stressed here that the original DSMUR [7, 52] is a special case of our notion by first taking λ = 1/2, and then timing the scalar 2, i.e. p ⊕ q ≺ 2s(1/2). Let us now consider the DSMUR after flatness process
Unlike the case of DPMUR, the vector F (s(λ)) is optimal and can be calculate explicitly. Moreover, for DSMUR with uniform distribution, i.e. λ = 1/2, one can easily show that p ⊕ q ≺ 2F (s(1/2)) ≺ 2s(1/2). Note that, the flatness process cannot be applied to p ⊕ q ≺ 2s(1/2) directly [3, 4] , since the results presented in [53] are only designed for probabilities. To accommodate this, a more general lemma is proved in our Supplementary Material [67] . Experimental setup.-The experimental setup used for verifications of DPMUR and DSMUR is shown in Fig. 2 . It consists of single-photon source (see Supplementary Material for details), state preparation, and measurement modules.
In the state preparation module, we prepare a family of 4-dimensional states with parameters θ and φ, |ψ θ,φ = cos θ sin φ|0 + cos θ cos φ|1 + sin θ|2 + 0|3 , which is encoded by four modes of a single photon. States |0 and |1 are encoded by different polarizations of the photon in the lower mode, and |2 and |3 are encoded by polarization of the photon in the upper mode. The beam displacer (BD) causes the vertical polarized photons to be transmitted directly, and the horizontal polarized photons to undergo a 4 mm lateral displacement. When the photon passes through a half-wave plate (H 1 ) with a certain setting angle, it is splited by BD1 into two parallel spatial modes -upper and lower modes. Therefore the photon is prepared in the desired state |ψ θ,φ , with parameters θ and φ are controlled by the plates H 1 and H 2 , respectively.
In the measurement module, we consider a setting with a pair of measurements
and another one with multi-measurements Experimental results.-The experimental datum induced by performing measurements (5, 6) on |ψ θ,φ are acquired, and the target of verifying the MURs is fulfilled. In order to unfold the MURs intuitively and geometrically, we employ the technique of Lorentz curve [49] ; for an non-negative vector x = (x i ) n i=1 with non-increasing order, the corresponding Lorenz curve L(x) is defined as the linear interpolation of the points {(k, k i=1 x i ) n k=0 } with the convention (0, 0) for k = 0. Based on Lorenz curves, we have L(x) lays everywhere below L(y) if and only if x ≺ y.
For measurements A and B, the bound t for DPMUR p ⊗ q, introduced in [6, 50] , is given by (0.5625, 0.1661, 0.2714), and the bound 2s(1/2) for DSMUR p ⊕ q, introduced in [7] , is given by (0.5, 0.2071, 0.2929). To further improve previous results on MURs, we apply the flatness process F to the bounds t, s(1/2), and acquire F (t) = (0.5625, 0.21875, 0.21875), F (s(1/2)) = (0.5, 0.25, 0.25). In Fig. (3) , the dotted lines are obtained by transforming the experimental datum into Lorenz curves. The experimental plots depicted in Fig. (3) confirm the betterments of our bounds by showing that all experimental datum-induced Lorenz curves lay below our bounds F (t) (F (s(1/2))), and our bounds are under the previous ones t (s(1/2)). For measurements C 1 , C 2 and C 3 , the bound F (t ) for DP-MUR is given by (0.7773, 0.2227), and the bound F (s (1/3)) for DSMUR is given by (1, 1, 0.7583, 0.2417)/3. In Fig. 4 (a) and (b) we see that the joint uncertainties associated with different parameters φ of the states |ψ θ,φ are marjorized by our bounds F (t ) and F (s (1/3)). Entropies are important tools in both information theory and quantum information theory, and they are closely related to the majorization. From the properties of majorization, it follows the entropic uncertainty relations i H(C i ) H(F (t )) and i H(C i ) H(3F (s (1/3))) with H stands for the Shannon entropy. All of this can be seen in Fig. 4 (c) and (d) .
Conclusions.-Our guessing game formalism of MURs enable us to classify DPMUR and DSMUR into spatiallyseparated and temporally-separated joint uncertainties accordingly, which differs from previous developments and, more important, exhibit the essential differences of physical fea-tures between DPMUR and DSMUR theoretically. We also implemented an optical experiment that demonstrates the MURs. In order to present the experimental data efficiently, a novel technique, called Lorenz curve, has been employed. Furthermore, it is advantageous to apply the techniques of flatness process to tighter the bounds of MURs, and its efficiency is confirmed by our experiment. The existence of MURs provides tremendous flexibility in formulating uncertainty relations, and greatly enhance our understanding of quantum mechanics. Therefore, the new formalism, and tighter bounds, as well as the corresponding experimental investigation presented in this work would deeper our knowledge of the quantum world.
Supplemental Material: Strong Majorization Uncertainty Relations: Theory and Experiment
This supplemental material contains a more detailed analysis and extensions of the results presented in the main text. We may reiterate some of the definitions and concepts in the main text to make the supplemental material more explicit and self-contained.
MAJORIZATION LATTICE
Before proceeding, it is worth introducing the basic concepts of lattice.
Definition 1 (Poset). A partial order is a binary relation "≺" over a set L satisfying reflexivity, antisymmetry, and transitivity. That is, for all x, y, and z in L, we have Note that without the antisymmetry, "≺" is just a preorder. Let us now define the set of all n-dimensional probability vectors as
with components in non-increasing order. Accordingly, majorization is a partial order over P n , i.e. P n , ≺ is a poset. By embedding the majorization "≺", the quadruple P n , ≺, ∧, ∨ forms a complete lattice. We remark that the result of completeness follows directly from the work presented in [1] , and the algorithm in finding the greatest element and the least element of a subset S (also known as flatness process) was first introduced in [2] . As we are trying to connect the structure of majorization lattice with MURs, here we are only interested in the construction of the greatest element of S ⊂ P n . Roughly speaking, there are two steps in finding it; that are
• Step 1: Finding the largest partial sums; for each x = (x 1 , . . . , x n ) ∈ S, we need to evaluate the following quantities
and collect these numbers into a vector y := (Y 1 , Y 2 − Y 1 , . . . , Y n − Y n−1 ) := (y 1 , y 2 , . . . , y n ). Clearly, we have x ≺ y for all x ∈ S. From now on, we denote the vector y as ∨S; that is y := ∨S, and x ≺ ∨S for all x ∈ S. For the set with finite elements, such as S = {x 1 , . . . , x k }, we can also use x 1 ∨ . . . ∨ x k to stand for ∨S.
• Step 2: Flatness process; let j be the smallest integer in {2, . . . , n} such that y j > y j−1 , and i be the greatest integer in {1, . . . , j − 1} such that y i−1 ( j k=i y k )/( j − i + 1) := a. Define
Here we also use the notation F (∨S) to denote F (y).
Rigorously speaking, to obtain the optimal bounds from a set S, which contains infinite number of elements, by only applying Steps 1 and 2 is far from enough [3, 4] . Actually, we should first guarantee the target set S is a subset of some complete lattice, which ensures the existence of the optimal bounds. A key lemma in proving the optimality is the following lemma, which was first proved in [2] Lemma 1. Let x, y ∈ P n , there exists a unique optimal upper bound F (x ∨ y) ∈ P n , satisfying
, and y ≺ F (x ∨ y);
• for any z ∈ P n satisfying x ≺ z and y ≺ z, it follows F (x ∨ y) ≺ z.
The domain of Lemma 1 is the set P n . However, its generalization is also correct. Let us now consider the following set
with a constant c. Then we have Lemma 2. Let x, y ∈ P n c , there exists a unique optimal upper bound F (x ∨ y) ∈ P n c , satisfying • x ≺ F (x ∨ y), and y ≺ F (x ∨ y);
• for any z ∈ P n c satisfying x ≺ z and y ≺ z, it follows F (x ∨ y) ≺ z.
Proof. By dividing the constant c, we obtain
which implies
Then for the positive vector x and y we have that
Now due to the fact that F is scalar-multiplication-preserving, we get c F ( 1 c x ∨ 1 c y) = F (x ∨ y), and hence
For any z ∈ P n c satisfying x ≺ z and y ≺ z, we have
which immediately yields F (x ∨ y) ≺ z and completes the proof.
As a corollary of our Lemma 2, previous statement remains valid when the domain has been replaced by the set S = {p = (p 1 , . . . , p n ) | p j ∈ [0, 1], n j=1 p j = c, p j p j+1 }, and this proves the key lemma used in [3] . Here we only show the proof of two elements, but actually it works for any countable elements [5] .
BOUNDS FOR DPMUR
Now we are in the position to construct the optimal for DPMUR. Note that the set of spatially-separated joint uncertainty p ⊗ q forms a subset of P n , i.e. here S = {p ⊗ q} ⊂ P n . From Step 1, we have Y k = R k with R k defined in the main text. For the collection of quantities R k , we apply the flatness process and obtain F (r). Therefore, we have p ⊗ q ≺ F (r) for all probability vector p and q, and F (r) is the largest element for S = {p ⊗ q}, and hence optimal.
However, the vector r can be in general difficult to calculate explicitly, as they involve a complicated optimization problem. Fortunately, we still have the following relaxing method,
with
and their indices k 1 and k 2 satisfying k 1 + k 2 = k + 1. Let us define T k as
Note that here the vector t can be computed explicitly, satisfying the following inequalities
Eq. (19) is the main result of [6] , which is also the implementation of Step 1 presented in the previous section. In order to obtain a better bound, the flatness process F is needed; that is
The proof of (20) follows [2] straightforwardly.
BOUNDS FOR DSMUR
In the cases of (weighted) DSMUR, we have S = {λp ⊕ (1 − λ)q} ⊂ P n . From Step 1, we have
Unlike the cases of DPMUR, here the quantities S k can be computed explicitly. Based on these notations, we construct s(λ) as (S 1 (λ), S 2 (λ) − S 1 (λ), . . . , S m+n (λ) − S m+n−1 (λ)), which meets the following relation
Applying the flatness process, we immediately obtain
Again, the optimality of F (s(λ)) follows from the completeness of P n and the flatness process F directly, not just because of the flatness process [3, 4] . For random number generator R with uniform distribution, i.e. λ = 1/2, (23) implies that
and hence we have p ⊕ q ≺ 2F (s(1/2)) ≺ 2s(1/2). (25) Note that, the flatness process cannot be applied to the DSMUR p ⊕ q ≺ 2s(1/2) directly [3, 4] , since the results presented in [2] are only designed for the vector belongs to P n . Otherwise, an appropriate modification of the proof, i.e. our Lemma 2, is needed. This is another reason, from mathematical viewpoints, why our forms of DSMUR are valuable.
MATHEMATICAL COMPARISONS BETWEEN DPMUR AND DSMUR
With the majorization relation for vectors, we now present DPMUR and DSMUR as
where ρ runs over all quantum states in Hilbert space H with x, y standing for the state-independent bound of DPMUR and DSMUR respectively. Let us take any nonnegative Schur-concave function U to quantify the uncertainties and apply it to DPMUR and DSMUR, which leads to
The universality of MURs comes from the diversity of uncertainty measures U and DPMUR, DSMURs stand for different kind of uncertainties. We next move to describe the additivity of uncertainty measures, and call a measure U direct-product additive if U(p ⊗ q) = U(p) + U(q). Instead of direct-product between probability distribution vectors, one can also consider direct-sum and define direct-sum additive for U whenever it satisfies U(p ⊕ q) = U(p) + U(q). Note that the joint uncertainty p ⊕ q considered here is unnormalized and comparison between DPMUR and normalized DSMUR is detailed later. Once an uncertainty measure U is evolved to both direct-product additive and direct-sum additive, then we call it super additive for uncertainties. It is worth to mention that U(p ⊗ q) = U(p ⊕ q) whenever the uncertainty measure is super additive. Consequently, the bound y for DSMUR performs better than x in the case of super additive,
since y ≺ {1} ⊕ x [7] . We remark that the well known Shannon entropy is super additive and only by applying super additive functions, like Shannon entropy, DPMUR and DSMUR are comparable. It should also be clear that DPMUR and DSMUR have been employed to describe different type of uncertainties. For an uncertainty measure U, in general, it can be checked that U(p ⊗ q) U(p ⊕ q) and hence it is meaningless to state that DSMUR performs better than DPMUR and vice versa. One of the main goals in the study of uncertainty relations is the quantification of the joint uncertainty of incompatible observables. DPMUR and DSMUR provide us two different methods to quantify joint uncertainty between incompatible observables. Relations between DPMUR and DSMUR are of fundamental importance both for the theoretical characterization of joint uncertainties, as well as the experimental implementation. Quite uncannily, we find that for some eligible uncertainty measure U, DPMUR and DSMUR are given by
for some quantum state ρ.
Let us now construct such uncertainty measure U. First define the summation function S as S(u) := l u l = u 1 with u = (u 1 , u 2 , . . . , u d ). Another important function M is defined as M(u) := max l u l = 2 −H min (u) . And hence it is easy to check that U := S − M is a nonnegative Schur-concave functions; take two vectors satisfying x ≺ y, and based on the definition of U we have U(x) = d j=2 x ↓ j d j=2 y ↓ j = U(y). Specifically this function, which combines S and M together, is a qualified uncertainty measure and satisfies Eq. (38) for some quantum states and measurements. Moreover, specific examples are given in the following experimental demonstration.
In principle, DPMUR and DSMUR do not have to be comparable and their joint uncertainty can be quantified by their bound. However, we can compare their differences by checking which bound approximates their joint uncertainty better since joint uncertainties are often classified by their bounds. Take any nonnegative Schur-concave function U, which leads to two nonnegative quantities ξ DS := U(p ⊕ q) − U(y) and ξ DP := U(p ⊗ q) − U(x). To determine whether the bound x approximates DPMUR better than y approximates DSMUR, we simply compare the numerical value of ξ DS and ξ DP . And how such bounds contribute to the joint uncertainties are depicted in our experiment.
The above discussion on DSMUR is based on its unnormalized form p ⊕ q, since it was first given in [7] with the form p ⊕ q ≺ y for probability distributions p and q. However, unlike p ⊗ q constructed in DPMUR [6] , p ⊕ q is not even a probability distribution. In order to derive a normalized DSMUR, we simply take the weight 1/2
And now we compare the normalized DSMUR 1 2 p ⊕ 1 2 q ≺ 1 2 y with DPMUR p ⊗ q ≺ x; by taking the quantum states shown in the main text |ψ θ,φ = cos θ sin φ|0 + cos θ cos φ|1 + sin θ|2 = (cos θ sin φ, cos θ cos φ, sin θ, 0) ,
and measurements A, B with the following eigenvectors
We depicted the pictures of H (p ⊗ q), H 1 2 p ⊕ 1 2 q , H (x), and H 1 2 y in Fig. 5 . 
SUPER ADDITIVITY
To be comparable for DPMUR and DSMUR, we should choose an uncertainty measure U that are both Schur-concave and super additive. Clearly Shannon entropy is a qualified candidate. The question, thus, naturally arises: is there another function satisfies the following properties: 
Or will these properties lead to a unique function (up to a scalar)? Since we can take q as (1, 0, . . . , 0), and then U(p ⊗ q) = U(p) which is continuous in the p i while p = (p i ) i . Moreover, due to the Schur-concavity, U is a monotonic increasing function of d when taking p i = 1 d . In addition, if U complies with the composition law for compound experiments, then there is only one possible expression for U, i.e. Shannon entropy (up to a scalar). Namely, if there is a measure, say U(p) = U (p 1 , p 2 , . . . , p d ) which is required to meet the following three properties:
Property 4 U should be continuous in p.
