Abstract. Consider the plane as a checkerboard, with each unit square colored black or white in an arbitrary manner. In a previous paper we showed that for any such coloring there are straight line segments, of arbitrarily large length, such that the difference of their white length minus their black length, in absolute value, is at least the square root of their length, up to a multiplicative constant. For the corresponding "finite" problem (N × N checkerboard) we had proved that we can color it in such a way that the above quantity is at most C √ N log N , for any placement of the line segment. In this followup we show that it is possible to color the infinite checkerboard with two colors so that for any line segment I the excess of one color over another is bounded above by C |I| 1 2 + , for any > 0. We also prove lower bounds for the discrepancy of circular arcs. Finally, we make some observations regarding the L p discrepancies for segments and arcs, p < 2, for which our L 2 -based methods fail to give any reasonable estimates.
Introduction to checkerboard discrepancy
In a previous paper [4] we answered a question posed to us by P. Papasoglu [5] : Consider the plane as a checkerboard, with each unit square [m, m + 1) × [n, n + 1), m, n ∈ Z, colored black or white. Is it possible that there is such a coloring and a finite constant M such that for any line segment I placed on the checkerboard the difference of its white length minus its black length is, in absolute value, at most M ? (See Fig. 1.) We proved in [4] that the answer to the above question is negative. In particular we showed that for any checkerboard coloring there are aribtrarily large straight line segments I whose discrepancy with respect to the given checkerboard coloring (the excess of black vs white length, in absolute value) is at least C |I|, where C is an absolute positive constant. Our approach was Fourier analytic and used rather strongly the fact that the object in question was straight.
In this paper we extend our results on checkerboard discrepancy to circular arcs:
Suppose that the function f : R 2 → {−1, +1} is constant in each cell x + [0, 1) 2 , x ∈ Z 2 . Then for arbitrarily large R > 0 there is a circular arc I of radius R such that
where C > 0 is an absolute constant.
We give the proof of Theorem 1 in §2.
In [4] we also showed how to construct a N × N checkerboard coloring so that the discrepancy of any straight line segment with respect to that coloring is O( √ N log N ). The method was simply a randomized assignment of the colors, and we remarked in [4] that we could not deduce from that the existence of an infinite checkerboard coloring (the entire plane) with respect to which the discrepancy of any straight line segment I was o(|I|). We rectify this situation in §3 where we show how to construct such a good coloring of the infinite plane.
Theorem 2.
There is a function f : R 2 → {−1, +1}, constant in each cell x + [0, 1) 2 , x ∈ Z 2 , such that, for each > 0 and line segment I (2)
Here C is a constant that depends on only.
The questions dealt with in this paper fall naturally into the subject of geometric discrepancy [2, 3] . In this research area there is usually an underlying measure µ as well as a family F of allowed subsets of Euclidean space, on which the measure µ is evaluated and upper and lower bounds are sought on the range of µ on F. The most classical case is that where µ is a normalized collection of points masses in the unit square minus Lebesgue measure and F consists of all axis-aligned rectangles in the unit square. Usually the underlying measure µ has an atomic part (point masses) and the family F consists of "fat" sets. In the problem we are studying here the measure µ has no atomic part (it is absolutely continuous) and the collection F consists of all straight line segments or circular arcs, which may be considered thin sets, and, strictly speaking, µ is 0 on these sets. The work in the bibliography which appears to be most related to this paper is that of Rogers [6] where the measure µ is the same as here but the family F consists not of straight line segments but of thin strips.
Proof of the lower bound for circular arcs
Here we prove Theorem 1. It follows directly from the following theorem. 
where C is a positive constant.
Let us remark here that the fact that we obtain, in Theorem 1, arcs and not full circles of large discrepancy, is a byproduct of looking at a finite part of the infinite checkerboard. In other words, the circle of large discrepancy in the N × N checkerboard which is proved to exist in Theorem 3, translates only to an arc in the infinite checkerboard as it may not entirely line inside the N × N square.
Proof. Let σ t be arc-length measure on a circle of center 0 and radius t. We have the estimate (see e.g. [7] )
We also have σ t (ξ) = t σ 1 (tξ).
Proof. From (3) there is a constant A > 0 such that for x > A we have (again r = |x|)
As long as x > A then the quantity in (4) is
This in turn is bounded from below by
as long as the interval of integration contains a full period of the cosine involved. So we have proved (4) for x larger than an absolute constant C > 0. For c 0 ≤ x ≤ C we only have to observe that the function σ 1 (r) does not vanish identically in any interval.
For a function f : R 2 → C define the circle discrepancy
where C(x, t) is a circle of radius t centered at x. We have
We now use the following lemma.
Lemma 2.
For sufficiently large A > 0 and sufficiently small a > 0 we have
Proof. In [4] Lemma 2 is proved in the form
To obtain the extra restriction |ξ| > a/N we notice that for all ξ
from which it follows that
Now we choose the constant a > 0 to be sufficiently small.
Since |ξ| ≥ a N in the region of integration it follows that α|ξ|N ≥ C hence we may use (4) to bound
from Lemma 2, which implies that there are x ∈ (−2N, 2N ) 2 and t ∈ (N/5, N/4) such that |D t (x)| 2 ≥ CN .
Proof of the upper bound for the straight line segment
In this section we give a proof of Theorem 2. First we construct such a coloring function f for fixed and then we point out how to construct a single function f which works for all > 0.
We will color the infinite checkerboard so that the inequality
holds for each segment I, where f is the coloring function, which takes the values +1 or −1 in each cell of the infinite checkerboard. The constant K = K may depend on only. Let
where the odd integer M k ≥ 2 will be determined later (it will be of the order of some power of log N k ). We will inductively color N k × N k checkerboards, calling the coloring function f k . These checkerboards will be centered so that their union is the entire plane and the coloring of the central N k × N k checkerboard will be preserved when we go to the N k+1 × N k+1 checkerboard. In this fashion a coloring of the entire plane is defined. (See Fig. 2. ) Figure 2 . Extending the coloring from the middle super-cell
For > 0 write k( ) for the minimum index k such that N k ≥ . It follows that every segment I in the plane can be broken into at most, say, 10 segments each of which is entirely contained in a super-cell of size N k(|I|) × N k(|I|) .
The proposition that we prove by induction on k is:
If the segment I is contained in a single N k × N k super-cell then
Define f 1 arbitrarily in the initial 2 × 2 checkerboard and 0 outside that. Clearly (7) is valid with, say, K = 500. We now assume the existence of a coloring function f k for which (7) holds and will construct the function f k+1 to preserve (7) .
The coloring in the N k+1 × N k+1 checkerboard (function f k+1 ) will be defined using the N k × N k coloring (function f k ) by copying it in each N k × N k super-cell of the N k+1 × N k+1 checkerboard multiplied by a random ±1 sign. We insist that the coloring of the central N k × N k super-cell is preserved, by possibly multiplying everything by −1. We will now show that there exists a choice of the signs that will ensure that the new function f k+1 satisfies (7).
As we did in [4] we observe that there is a set S of line segments in the N k+1 × N k+1 checkerboard, of size O ((N k+1 ) D ) , D an absolute constant, such that (7) holds for all line segments if it can be proved to hold for the line segments in S with the constant K replaced by, say, K/3.
Fix now a line segment I ∈ S. Let I j be the intersections of I with the N k × N k supercells, j = 1, . . . , n(I), n(I) ≤ CM k , and let j = ±1 be the corresponding signs used in the construction of f k+1 from copies of f k . We have 
By our inductive hypothesis |d j | ≤ φ(N k )/100. Therefore, we obtain from Theorem A the inequality
and choosing t = C(M k log N k ) 1/2 for a sufficiently large constant C (depending on the value of D only) we obtain
This guarantees that, with positive probability, all segments in S have discrepancy bounded above by
We still have to ensure that
This is easily seen to follow from the choice M k = C log 1/(2 ) N k for large enough C > 0. This completes the inductive proof of (7).
Let now I be any line segment in the plane. Then I can be broken up into at most 3 segments J with J being contained in a single
1+δ for any δ > 0 it follows that the discrepancy of I is at most C |I| 1 2 + for any > . This concludes the proof of how to construct a coloring f which satisfies (6) for a single > 0. If one desires to have a coloring f which satisfies (6) for all > 0 (with different constants of course) all one has to do is to let → 0 slowly during the construction.
Remarks about L p bounds on the discrepancy function
Let us restrict our attention to a finite N × N checkerboard coloring with coloring function f : R 2 → {−1, +1}. So far, in this paper and in [4] , we have examined two discrepancy functions: the circle discrepancy D t (x) defined in §2 as well as the line discrepancy function studied in [4] and in §3 of this paper. Let us denote the line discrepancy function by ∆ u (x) where u ∈ S 1 is a unit vector and x ∈ R:
Here π u f denotes the one-variable projection of f onto the line defined by u and u ⊥ is a unit vector orthogonal to u.
In [4] and in §2 of this paper we proved that
It is natural and customary in the field of discrepancy bounds [2, 3] to study several measures of size for the discrepancy functions, such as their L p norms. An appropriate way to define the L p discrepancy of f for the two cases we are studying is the following.
The reason for the factors N −3 and N −1 in (9) and (10) is to almost normalize the measure and make the different L p norms comparable. Indeed, in the case of D t (x) (circle) the range for t is ∼ N and that of x is ∼ N 2 , and in the case of ∆ u (x) the range of u is constant while that of x is ∼ N (beyond these bounds the functions obviously vanish). With these definitions we have
and similarly for the line discrepancies.
We now point out that the proof given in §2 is essentialy that
which clearly implies the same bound for the sup discrepancy D(f, ∞). Similarly in [4] we not only proved that ∆(f, ∞) ≥ CN 1/2 but also that ∆(f, 2) ≥ CN 1/2 . To summarize, the behavior of D(f, p) and ∆(f, p) is now essentially known (at least up to logarithmic factors) for p ≥ 2. Unfortunately not much is known for p < 2. The following example shows that the study of these quantities is probably a lot harder that the L 2 discrepancies. Color the N × N checkerboard as shown in Fig. 3 , that is paint each row with a single color and alternate these colors from each row to the next. This is a horrible example as far as ∆(f, ∞) is concerned. It is easily seen that ∆(f, ∞) ≥ C · N since every horizontal line contains one color only. However ∆(f, 1) is a lot smaller. Proof. This is a straightforward calculation. We first observe that for each line the contribution to the discrepancy will come only at the ends of the segment, where the line intersects the boundary. Indeed if a line traverses a number k of whole rows then they either contribute 0 to the discrepancy of the line (if k is even) or at most one of them contributes (if k is odd) an amount equal to the length of the intersection of the line with one such row (the quantity L(θ) below).
Therefore the discrepancy of a line will be at most a constant times the length it cuts from a horizontal strip of width 1 and is of course always at most CN . If a line makes angle θ with the x-axis then it intersects such a strip at length
When computing the L 1 -discrepancy and we carry out the direction integration first we are computing (four times) the integral π/2 0 min 1 sin θ , CN dθ ∼ C log N, since CN becomes the minimum from θ = 0 to θ ∼ 1/N . Integration then over x will contribute CN which is cancelled by the normalization in the definition of ∆(f, 1). This proves the lower bound ∆(f, 1) ≥ C log N . To prove the upper bound one keeps θ fixed and integrates along x first. The contribution to the integral will be ≥ CN/ sin θ. One then integrates for θ ∈ (1/N, π/2) and normalizes to obtain the lower bound ≥ C log N .
