Quantum Blackjack or Can MIT Bring Down the House Again? by Lin, Joseph X. et al.
Quantum Blackjack
or
Can MIT Bring Down the House Again?
Joseph X. Lin,1 Joseph A. Formaggio,1 Aram W. Harrow,1 and Anand V. Natarajan1, 2
1Laboratory for Nuclear Science and Physics Department,
Massachusetts Institute of Technology, 77 Massachusetts Ave, Cambridge, MA 02139, USA
2Institute for Quantum Information and Matter, California Institute of Technology,
1200 E. California Blvd, Pasadena, CA 91125, USA
(Dated: August 27, 2019)
We examine the advantages that quantum strategies afford in communication-limited games.
Inspired by the card game blackjack, we focus on cooperative, two-party sequential games in which
a single classical bit of communication is allowed from the player who moves first to the player who
moves second. Within this setting, we explore the usage of quantum entanglement between the
players and find analytic and numerical conditions for quantum advantage over classical strategies.
Using these conditions, we study a family of blackjack-type games with varying numbers of card
types, and find a range of parameters where quantum advantage is achieved. Furthermore, we give
an explicit quantum circuit for the strategy achieving quantum advantage.
I. INTRODUCTION
In quantum information, two-player games have pro-
vided useful perspectives on the unique power of quan-
tum entanglement as a resource. For instance, the
Clauser-Horne-Shimony-Holt (CHSH) game is an exam-
ple of an operational task where quantum entanglement
yields an advantage of all possible classical strategies,
and analysis of CHSH—as well as more general non-local
games— has not only provided insight into foundational
concepts such as Bell’s inequality [1], but has also led
to protocols for important tasks such as verifiable ran-
domness generation [2], key distribution [3], or delegated
computation [4]. A particularly interesting question is
to understand the power of entanglement (which by it-
self does not permit any form of signalling) together with
limited amounts of classical or quantum communication,
and games play an important role here as well. In this
context, a natural type of game to study is real-world
communication-based strategic games. For example, bid-
ding in the game bridge has recently been analyzed via
2→ 1 quantum random access codes [5].
Inspired by the potential insight offered in studying
limited communication protocols—and also drawing in-
spiration with our home institution’s fascination with
casino games [6]—we explore the question of whether
quantum entanglement can offer a strategic advantage to
win at blackjack. In this paper, we describe how quantum
entanglement can be used in blackjack, and how quantum
advantages may arise. Our treatment of quantum strate-
gies in blackjack is a special case of a communication
setting that is somewhere between non-local games with
no classical communication and communication complex-
ity problems where an asymptotically growing amount of
communication is used. This area has not been heavily
studied and we believe that is a promising area for finding
future uses of entanglement. Our motivation for focus-
ing on the special case of blackjack also shows the sort of
concrete details that need to be explored in order to find
settings in which Bell violations and non-locality can be
used.
The main contributions of this paper are a formal-
ism for quantum strategies in communication-limited se-
quential games, a description of how optimal hyperbit
strategies can be computed and realized experimentally,
a concrete analysis of advantages (or lack thereof) in a
small toy example, and calculations and results specific
to blackjack.
The paper is arranged as follows. In Section II, we
describe the class of games we consider, as well as spec-
ify the particular assumptions and variations of blackjack
used in this paper. In Section III, we derive and analyze
the optimal strategies for the types of games considered
in this paper. In particular, we categorize the struc-
ture and properties of the optimal strategies for three
restrictions on communication: no restriction; single-bit
classical communication only; and hyperbit communica-
tion. In Section IV, we present how the optimal hyperbit
strategies can actually be computed, while in Section V
we give an outline for how those hyperbit strategies can
be applied experimentally. In Section VI we apply the
algorithms and strategies developed herein to determine
potential quantum advantage for limited communication
games. We look first at low-dimensional games, which
can be treated in an exact, analytic manner and then
generalize these principles to larger games. Finally, in
Section VII, we describe our search for quantum advan-
tage in concrete games of blackjack.
II. BLACKJACK AND LIMITED
COMMUNICATION GAMES
In our analysis, we consider a modified ruleset to black-
jack. The purpose is to make computation and analysis
simpler (and, in some cases, more feasible). Despite the
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2apparently extreme nature of some modifications, there
are specific and realistic situations that justify them. For
a more detailed description of blackjack rules, see Ap-
pendix A.
We consider only two players, Alice and Bob, who
play cooperatively against the dealer, seeking to maxi-
mize their combined expected payout. There is no min-
imum or maximum bet requirement. This allows us to
consider strategies in which Alice’s bet is essentially zero.
We do so to enforce Alice’s result to be inconsequential,
and therefore her action can be used simply to inform
Bob’s strategy. In the case in which the maximum bet
far exceeds the minimum bet, this assumption is justified.
The cards are dealt as follows. The two players and
the dealer each begin with a single face-up card. Each
player—but not the dealer—is dealt a face-down card
from the shoe. The face-up cards are public information,
known to all parties, while the face-down cards are pri-
vate to each player. Furthermore, the contents of the
shoe prior to the deal are also public, although the or-
der is not known. With knowledge of the public infor-
mation, along with her face-down card, Alice will either
hit or stand. If she hits, no matter what happens, she
will stand immediately after and end her turn, since her
strategy is simply to send a single bit of communication
to Bob. Since her bet is taken to be inconsequential, the
result of her turn is as well.
Bob uses the information available to him (including
the communication from Alice) to decide whether to hit
or stand. After this move, we assume the shoe is reshuf-
fled, to a shoe containing infinitely many standard, 52-
card decks. This assumption is made to simplify the
analysis of the rest of the round. Bob’s strategy, after
his first action, can be directly calculated independently
of Alice’s action or private information. Such a scenario
arises when the shoe becomes depleted and must be re-
placed. If the shoe is taken to contain many standard,
52-card decks, the rest of the round can be approximated
as an infinitely-many deck shoe.
Finally, as mentioned above, Bob plays out his turn via
an infinite deck strategy. The dealer then plays according
to a standard strategy of hitting on a soft 17.
The payouts are then considered as follows. If Bob
wins, his bet is returned to him and he wins an additional
amount equal to his bet. If he loses, his bet is lost. If he
ties, the bet is returned to him.
Note finally that for all parties involved, the only al-
lowed actions are to hit or to stand. More advanced tac-
tics, like doubling down, splitting, or surrendering, are
not considered in this exercise.
In the case that quantum entanglement is allowed, Al-
ice and Bob initially share an arbitrary entangled state.
In addition to Alice’s single bit of communication, she
also decides on a measurement on her half of the shared
state. According to all this information, then, Bob mea-
sures his half of the state prior to the first action of his
turn and uses the measurement result to decide on his
action.
II.1. Problem Statement
Now that a particular ruleset has been described, we
more generally formalize the problem. Although the dis-
cussion will be framed around our game of blackjack,
more general terms will be used here and throughout the
paper to refer to important concepts. In particular, the
form used mirrors how non-local games are typically de-
scribed.
In this paper, we consider games and strategies with
the following properties. Two players, Alice and Bob, re-
ceive private information s and t, respectively. In black-
jack, this corresponds to each player’s initial faced-down
card. Sequentially, each player provides a single bit re-
sponse: first, Alice announces her answer a, followed by
Bob responding his answer b. This corresponds to the
action of hit or stand in blackjack. The sequential and
public nature of the responses means that Bob can base
his action not only on his information t, but also on Al-
ice’s action a. The goal of this game is to maximize the
expected payoff function, which is constrained to only
depend on s, t, and b. Note that we have intentionally
excluded a, meaning Bob’s action alone determines the
pair’s payoff.
This formulation requires some restrictions to be
placed on our version of blackjack. First, the pair’s pay-
off cannot depend on a. This means that only Bob’s
action matters. An equivalent condition is if Bob’s bet
is chosen to be significantly larger than that of Alice; in
the extreme case, we can make Bob’s bet 1, and Alice’s
0. Since the pair are cooperating, it is their combined
payoff that matters. Second, note that their actions in
any round of play is characterized only by a single bit,
a and b. For both, this means that they must play a
predetermined strategy after their first hit/stand choice.
In Alice’s case, we simply assume she hits at most once.
In this way, she only communicates one bit to Bob, and
does not otherwise affect the game. In Bob’s case, if he
chooses b to be hit, then he subsequently plays according
to a predetermined strategy (much like the dealer does),
without regard to Alice’s sent bit a.
The expected payoff function then depends on the con-
tents remaining in the shoe; this depends on s and t, as
well as the publicly available, face-up cards of all three
participants.
Finally, the task is to construct the pair’s optimal
strategy. Since the pair’s payoff depends on Bob’s action,
Alice’s role is to convey to Bob as much of the nature of
her private information s as she can. By example, this
means Alice tries to communicate information about her
face-down card through her action, and, if available, her
correlated measurement. Bob must then utilize Alice’s
communication, along with his private information t, to
optimally act.
An upper bound on the possible optimal expected pay-
off can be calculated assuming communication is unre-
strained. Alice simply tells Bob s and he has perfect
information about the shoe’s remaining contents. This
3is useful for establishing an absolute upper bound on the
possible payoffs.
In blackjack and other games, however, it is sometimes
against the rules to openly communicate. Thus, rather
than that simple, unrestrained case, we will suppose the
rules of the game restrict communication between the
players. In particular, we will disallow any additional
classical communication between Alice and Bob beyond
those necessary for play. However, as mentioned, Alice
can implicitly communicate a single bit to Bob via her
public action a. Since the pair’s payoff does not depend
directly on a, Alice optimally uses her action to help
inform Bob of her private information.
We consider one final class of strategies, which adds
the use of shared quantum entanglement. In particular,
we allow Alice and Bob to prepare an arbitrary quan-
tum state before the round. Each player then receives a
portion of that state, and adheres to the following pro-
tocol. Alice makes a two-outcome measurement of her
state, depending on her private information. She uses
that outcome as her response a, which she can convey to
Bob. Bob then performs a two-outcome measurement of
his state. As in the hyperbit model [7], which we also de-
scribe in Section III, this measurement only depends on
t, and not a. Finally, Bob gives his response as a function
of the information he has: t, a, and his measurement.
By comparing the optimal strategies and correspond-
ing output of these classes of strategies, we can seek if
and how the addition of quantum entanglement can lead
to advantages in these limited-communication games.
Figure 1 provides a pictorial summary relating our no-
tation to an example blackjack round; note again that
the hyperbit notation will be presented in Section III.
II.2. Mathematical Game Model and Notation
In this section, we provide a mathematical descrip-
tion of the types of games we previously outlined. We
will chiefly describe the problem in more general terms,
rather than in terms of blackjack; however, the parallels
drawn in Section II.1 can be referred to for context and
motivation.
Suppose that the pair’s expected payoff is character-
ized by a function V (b|s, t). Furthermore, suppose that s
and t are governed by the joint prior probability pi(s, t),
such that they are given to Alice and Bob, respectively,
with that probability.
Next, consider the players’ strategy, given a pair of
private information (s, t). The strategy can be charac-
terized by the probability distribution of Bob’s answer,
b. Let that probability distribution be given by p(b|s, t)1.
1 We have labeled Bob’s two answer choices explicitly as ±1, rather
than the more common choices of bits 0 and 1. This convention
is intentionally chosen to simplify calculations, but is done so
without loss of generality.
Then, the expected payoff P is given by
P =
∑
s
∑
t
∑
b∈{±1}
pi(s, t)V (b|s, t)p(b|s, t). (1)
If we let p±s,t = p(±1|s, t) and V ±s,t = V (±1|s, t), we can
rearrange Equation 1 to find
P =
∑
s,t
pi(s, t)
(
p+s,tV
+
s,t + (1− p+s,t)V −s,t
)
=
∑
s,t
pi(s, t)
(
(V +s,t − V −s,t)(p+s,t − p−s,t)
2
+
V +s,t + V
−
s,t
2
)
.
(2)
Given this payoff function, the problem of finding the
optimal solution then becomes an optimization problem
over the probability distributions p(b|s, t). Note in partic-
ular that some terms in the right hand side of Equation 2
do not depend on p(b|s, t), and are thus irrelevant to the
optimization problem.
To simplify the notation, let us define two matrices, C
and S, such that their entries are given by
Cst := pi(s, t)(V
+
s,t − V −s,t), (3)
and
Sst := p
+
s,t − p−s,t. (4)
Finally, we can use Equation 2 to write the objective
function we wish to maximize as
I(S) =
∑
s,t
CstSst = 〈C,S〉, (5)
where 〈A,B〉 = tr(ATB) is the matrix inner product.
Note that we have removed terms that do not depend
on p(b|s, t) and scaled the resulting terms by 2; none of
these changes affect the optimal argument resulting from
the optimization problem.
The optimization problem can then be written as find-
ing
S∗ = arg max
S
I(S) (6)
which achieves the objective function value I∗ = I(S∗).
In the rest of this text, we will refer to I∗ as the value of
the game.
Note the roles that the two matrices, C and S, serve in
this problem. The elements Cst of C give an indication
of how likely the private information (s, t) is to be given
to Alice and Bob, combined with the “bias” in expected
payoff given to Bob answering b = +1 over b = −1. The
sign of Cst indicates how Bob would optimally answer,
given perfect information, and the magnitude indicates
the relative importance of correctly answering given this
particular pair of private information. This matrix is a
constant, determined by the properties of the game.
4FIG. 1. An illustration of the information exchange and game play considered for this paper. The dealer sends private
information (face down cards) s and t to Alice and Bob, respectively, while Alice and Bob respond with single bit actions
(hit or stand) a and b. Bob uses public classical information (face up cards and action a from Alice) to optimize his choice
of action b. Communication can also be conveyed through measurements by Alice and Bob on shared quantum entanglement.
The contents of a finite-sized shoe (4 cards in the figure) is known to the table, although the order of the cards is not.
The elements Sst of S give the expected value of Bob’s
answer, and is thus constrained by −1 ≤ Sst ≤ 1. Ad-
ditional constraints can be added, depending again on
the rules of the game. For the types of games we are
interested in, the constraints arise from the restrictions
placed on communication between Alice and Bob. The
structure of the optimal strategies, as well as the optimal
payoff that these strategies can achieve, thus depend on
these matrix constraints.
III. CLASSICAL AND QUANTUM
STRATEGIES
In the unlimited communication (or perfect informa-
tion) case, Alice is able to provide Bob her private infor-
mation s in full. It is simple enough to optimize Eq. 6
by taking
S∗st = sgn Cst (7)
so that the maximum possible game value is given by
I∗U =
∑
s,t
|Cst|. (8)
While simple in nature, this result provides the upper
bound to the value of games with any level of commu-
nication restriction. Notationally, we will designate all
quantities related to this class of strategies with subscript
or superscript U .
In the case of classical communication, we are limited
to a single bit, conveyed by Alice’s action a. Most gen-
erally, for each s, Alice can act according to some prob-
ability distribution. Suppose Alice answers a = +1 with
probability ps and a = −1 with probability qs, such that
ps + qs = 1 and 0 ≤ ps, qs ≤ 1. Furthermore, suppose
Bob also answers according to a probability distribution
that depends on a and t. Recall that Sst characterizes
the expected value of Bob’s action b. Thus, it suffices to
characterize Bob’s individual choice by αt and βt, the ex-
pected value of b given a = +1 and a = −1, respectively.
In this case, −1 ≤ αt, βt ≤ 1. Then, the structure of S is
constrained according to
Sst = psαt + qsβt. (9)
From the linearity of this problem, we can derive sev-
eral properties. First, suppose Bob’s actions are fixed.
Then,
I(S) =
∑
s
(
ps
∑
t
Cstαt + qs
∑
t
Cstβt
)
. (10)
For each s, there are then three cases to consider.
If
∑
t Cstαt >
∑
t Cstβt, then the above is optimized
by taking ps = 1. If, on the other hand,
∑
t Cstαt <∑
t Cstβt, it is optimal to take ps = 0. In the case
the two quantities are equal, Alice is indifferent between
all strategies; in particular, however, the deterministic
ps = 0 and ps = 1 strategies are still optimal.
If Alice’s actions are fixed, then one can write the ob-
jective function as
5I(S) =
∑
t
(
αt
∑
s
Cstps + βt
∑
s
Cstqs
)
. (11)
The optimal actions are determined by fulfilling the
conditions
αt = sgn
∑
s
Cstps, (12)
βt = sgn
∑
s
Cstqs. (13)
All this is also to say that Bob will determine his action
depending on t and Alice’s strategy.
If we imagine the space of all possible strategies of the
form in Equation 9, this analysis has shown that opti-
mal strategies for any game can be found at extremal,
corner points. In particular, the constraints on all pa-
rameters are saturated, namely: ps = 1 − qs ∈ {0, 1}
and αt, βt ∈ {−1, 1}. Notationally, we will designate all
quantities related to this class of strategies with subscript
or superscript C.
We now consider the case in which Alice and Bob are
still limited to a single bit of classical communication,
but are allowed correlated measurements to a shared,
bipartite quantum state ρ. In this way, Alice can con-
vey additional information about her private question s
through quantum entanglement.
There is, admittedly, a large space of possible quantum
strategies to consider. To make analysis more tractable,
we consider only the strategies which utilize the entan-
glement and communication according a hyperbit proto-
col [7]. Finding scenarios where hyperbit strategies are
advantageous over classically restricted strategies would
indicate regimes in which quantum advantages exist.
However, it is also important to note that the absence of
hyperbit advantages does not rule out quantum advan-
tages arising from even more general quantum strategies.
Within the hyperbit model, Alice can prepare a hyper-
bit according to a vector ~xs, which Bob can subsequently
measure according to a vector ~yt. The expected value of
Bob’s hyperbit measurement is determined by the quan-
tity ~xs · ~yt. However, in choosing his answer b, Bob can
choose, according to t, to probabilistically use the hy-
perbit measurement, flip the hyperbit measurement, or
default to some deterministic answer. This amounts to
adding an offset γt to a scaled version of ~xs ·~yt. Note the
scaling need not be made explicit, as it can be absorbed
into the choice of ~yt.
The mathematical description of this set of strategies
can thus be given as
Sst = γt + ~xs · ~yt. (14)
To fully categorize these strategies, restrictions need
to be placed on the parameters. The overall restriction
that must be satisfied is that |Sst| ≤ 1 for all s and t,
and all valid choices of parameters.
Suppose the space of Alice’s strategy is restricted such
that ‖~xs‖ ≤ c for all s, for some fixed value c > 0. We
then note that
|Sst| = |γt + ~xs · ~yt| ≤ |γt|+ |~xs · ~yt| ≤ |γt|+ c‖~yt‖. (15)
The above inequalities are tight; it is thus necessary for
Bob’s strategy to be restricted by
|γt|+ c‖~yt‖ ≤ 1. (16)
It turns out that it is most convenient to follow the
convention used in [7], and choose c = 1; this allows for
the hyperbit vectors to be directly interpretable as ±1-
outcome measurement operators.
In summary, the sole restrictions that need to be fol-
lowed are that
‖~xs‖ ≤ 1 (17)
for all s, and and
|γt|+ ‖~yt‖ ≤ 1 (18)
for all t.
As with the classically restricted case, the problem can
now be rephrased as an optimization problem. In par-
ticular, the strategy matrix given by the form in Equa-
tion 14 allows the objective function to be written as
I(S) =
∑
s,t
Cst(γt + ~xs · ~yt). (19)
As was the case with the classical communication only
analysis above, we can determine that the aforemen-
tioned inequality constraints are saturated to be equali-
ties in the optimal solution.
First, suppose Bob’s actions are fixed. Regrouping the
objective function, we find that
I(S) =
∑
s
(∑
t
Cstγt + ~xs ·
∑
t
Cst~yt
)
. (20)
It is thus optimal to choose
~xs =
(∑
t
Cst~yt
)/∥∥∥∥∑
t
Cst~yt
∥∥∥∥ (21)
i.e. choose ~xs to be as long as possible and in the di-
rection of
∑
t Cst~yt. The general condition is thus that‖~xs‖ = 1. Essentially, Alice should “send as much in-
formation as possible,” which is done by sending a unit
vector.
Next, suppose Alice’s actions are fixed. Again, re-
grouping the objective function gives
I(S) =
∑
t
(
γt
∑
s
Cst + ~yt ·
∑
s
Cst~xs
)
. (22)
6Before applying any restrictions, we consider indepen-
dently optimizing each of the two terms in the parenthe-
ses. Recall that the γ’s and ~y’s are only mutually con-
strained by their magnitudes. In particular, we choose
the sign of the γ’s and the direction of the ~y’s indepen-
dently. For the left term, note that we take
sgn γt = sgn
(∑
s
Cst
)
(23)
while, for the right term, we take ~yt to be in the direction
of ∑
s
Cst~xs. (24)
In this way, the objective function becomes∑
t
(
|γt|
∣∣∣∣∑
s
Cst
∣∣∣∣+ ‖~yt‖∥∥∥∥∑
s
Cst~xs
∥∥∥∥) (25)
There are then two cases to consider. If
∣∣∣∣∑s Cst∣∣∣∣ >∥∥∥∥∑s Cst~xs∥∥∥∥, then Bob should choose |γt| = 1 (so that
‖~yt‖ = 0); otherwise, Bob should choose ‖~yt‖ = 1 (so
that |γt| = 0). This is all in very much the same vein as
the analysis of Equation 10.
Thus, taking note of all these properties, we can con-
clude that for each (s, t), we have either
S∗st = γt (26)
or
S∗st = ~xs · ~yt. (27)
This result can be interpreted as follows. For particu-
lar values of t, Bob can choose to ignore all communi-
cation and default to a deterministic option; this cor-
responds to Equation 26. In the other case, given in
Equation 27, both Alice and Bob will act according to a
hyperbit model. As given by results from Tsirelson [8],
there exist a bipartite state ρ and measurement operators
Aˆs and Bˆt for Alice and Bob, respectively, such that
~xs · ~yt = Tr(Aˆs ⊗ Bˆtρ) = 〈AB〉. (28)
If Alice sends Bob her measurement result A, Bob can
take his measurement result B and respond with his an-
swer as b = AB. This, by construction, has expected
value given by Equation 28.
To calculate the exact optimal strategy matrix S∗, nu-
merical strategies must be employed. The discussion in
this section greatly simplifies the problem and limits the
cases that need to be considered, making the optimiza-
tion feasible. Notationally, we will designate all quanti-
ties related to this class of strategies with subscript or
superscript H.
IV. COMPUTING OPTIMAL HYPERBIT
STRATEGIES
To compute hyperbit strategies, it is most straightfor-
ward to enumerate certain discrete choices, and take the
optimal result from considering the subcases. First, we
fix Bob’s default moves. Since γt is optimally either 0 or
sgn
(∑
s Cst
)
(from Equation 23), we can explicitly enu-
merate the finitely many vectors ~γ of default strategies
to consider. Next, for every one of these ~γ vectors, we
can perform the following procedure.
Numerically, for a fixed set of game parameters C, and
default Bob strategies ~γ, we attempt to compute the opti-
mal strategy matrix S. Recall then that whenever γt = 0,
then optimally ‖~yt‖ = 1, and whenever |γt| = 1, then
‖~yt‖ = 0 is required. The objective function to maximize
becomes
I(S) =
∑
t
γt 6=0
∣∣∣∣∑
s
Cst
∣∣∣∣+∑
s
∑
t
γt=0
Cst~xs · ~yt. (29)
Only the second set of double-summations needs to be
maximized. This can be done via a semi-definite program
as follows. Let C′ be some columns of C, such that
column t of C is included if and only if γt = 0. Let X
contain as columns all the vectors ~xs, and let Y contain
as columns all the nonzero vectors ~yt. Let Z =
(
X Y
)
then be the concatenation of X and Y. Now, consider
the matrix given by G = ZTZ. As a block schematic, it
can be written as
G =
(
XTX XTY
YTX YTY
)
=
(
~xi · ~xj ~xi · ~yj
~yi · ~xj ~yi · ~yj
)
(30)
where the dot products indicate the elements at row i
and column j within the block they reside. Note that, by
definition, this is a Gramian matrix and thus is positive
semi-definite. Therefore, our optimization problem can
be written as a semi-definite program, and the matrix G
can be solved for numerically. The primal problem can
be written as
maximize
G
〈D,G〉
subject to diag(G) = e,
G  0
(31)
where
D =
1
2
(
0 C′
C′T 0
)
(32)
and e =
(
1 1 · · · 1
)T
. Efficient numerical methods are
known that can solve this problem, including PICOS [9]
(our SDP solver of choice) and CVX [10].
With this known, the calculated values in G can be
substituted into Equation 29. By solving the correspond-
ing SDP for every possible vector of values ~γ, the optimal
strategy that maximizes Equation 29 can be established.
7Once the optimal G is found, the optimal hyperbit
vectors ~xs and ~yt can be determined. First, suppose that
the ~xs vectors are indexed by s ∈ {1, 2, . . . ,m} and the
nonzero ~yt vectors are indexed by t ∈ {1, 2, . . . , n}. G
will then have dimensions (m+n)× (m+n). Next, note
that G can be factorized via the Cholesky decomposition
to give
G = UTU (33)
for some upper triangular matrix U. While we could
naively take the first m columns of U to be the ~x’s and
the rest to be ~y’s, there is a strategy that can be used
to reduce the dimensionality of these (m+n)-component
vectors. This is due to two facts. First is that the lower
n components in each of the first m columns of U is 0.
Second is the fact that, from our discussion in Section III,
for γt = 0, a fixed choice for the ~xs vectors uniquely
determines the optimal set of ~yt vectors (and vice versa).
Suppose m ≤ n. Recall from Section III that if the ~xs
vectors are optimally fixed and γt = 0 for all t, then we
can choose
~yt =
(∑
s
Cst~xs
)/∥∥∥∥∑
s
Cst~xs
∥∥∥∥. (34)
Rather than Cholesky factorizing the entire Gramian ma-
trix G, then, it suffices to Cholesky factorize only the
XTX block of G (recall the block form in Equation 30).
The columns of the resulting triangular matrix, then, are
only m-component vectors, which can be taken directly
to be ~xs. Equation 34 can be used to calculate ~yt.
If instead we had n < m, a similar procedure can
be performed. However, first the ~yt vectors are deter-
mined by Cholesky factorizing the YTY block, to get
n-component vectors. Then, ~xs can be determined using
Equation 21.
This procedure thus reduces the dimension of the vec-
tors from m+ n to
d ≡ min(m,n). (35)
As will be seen, this allows for the size of the shared state
to be reduced as well.
It should be pointed out that in arbitrary hyperbit
strategies, which may be non-optimal, the dimensionality
of the vectors can only generally reduced to min(m,n) +
2 [8]. Our analysis of the optimal hyperbit strategies,
however, allows us to use the fact that the ~yt vectors can
be written as a sum of the ~xs vectors, and vice versa, to
further reduce the dimensionality.
V. IMPLEMENTING THE HYPERBITS
ALGORITHM ON QUANTUM HARDWARE
Here, we consider how the results of the aforemen-
tioned theoretical and computational analyses can be
used in an experimental setting. In particular, we con-
sider how to derive the exact quantum operations (gates)
and measurements consistent with the theoretical hyper-
bit strategies. We achieve this goal in several steps, with
each step transitioning to a lower level of abstraction
from the previous.
V.1. Deriving State and Measurements from
Hyperbit Vectors
After determining the optimal hyperbit vectors (Sec-
tion IV) ~xs, ~yt ∈ Rd, we must specify the actual state
and unitary measurements that are made. Following the
Tsirelson characterization of 2-player XOR games [11],
let
L ≡
⌈
d
2
⌉
(36)
where L represents the number of qubits each player re-
ceives; the dimension of the shared state is therefore 22L.
Then, let ρ = |Ψ〉 〈Ψ|, for the maximally entangled state
|Ψ〉 = 1
2L/2
2L−1∑
i=0
|i〉 |i〉 . (37)
Note that each state |i〉 is a L-qubit register.
Next, for 1 ≤ i ≤ L, we define the operators
T2i−1 = Xi
i−1∏
j=1
Zj (38)
T2i = Yi
i−1∏
j=1
Zj (39)
such that Xk, Yk, and Zk indicate the action of the X,
Y , and Z Pauli matrices, respectively, on qubit k of a
register, and identity matrices on all other qubits. These
operators are chosen to fulfill the anti-commutation rela-
tion
{Ti, Tj} = 2δijI. (40)
This property allows us to define our measurement oper-
ators, in terms of these T operators, as
Aˆs =
d∑
i=1
(~xs)iTi (41)
Bˆt =
d∑
i=1
(~yt)iT
T
i (42)
such that
〈Ψ| Aˆs ⊗ Bˆt |Ψ〉 = ~xs · ~yt. (43)
Additionally
Aˆ2s = ‖~xs‖2I and Bˆ2t = ‖~yt‖2I. (44)
8Equation 44 implies that Aˆs and Bˆt can be realized by
±1-valued measurements as long as ‖~xs‖ ≤ 1 and ‖~yt‖ ≤
1; as discussed in Section III, ~xs and ~yt are unit vectors
in cases relevant to us. If Alice and Bob measure their
part of the state according to Aˆs and Bˆt, respectively,
Alice sends her measurement result to Bob, and Bob acts
according to the product of their two measurements, then
his expected value action is given by ~xs · ~yt, consistent
with the hyperbit strategies.
V.2. Decomposing Measurements into Single- and
Two-Qubit Gates
In the previous section, we were able to explicitly write
the unitary matrices corresponding to the measurement
operators. In this section, we explore one possible imple-
mentation of those measurements.
As written, the operators have dimension 2L × 2L and
are L-qubit gates. Arbitrary L qubit operations are in
general difficult to implement; however, the particular
structure of the measurement operators suggests a de-
composition to more feasible operations, such as single-
and two-qubit gates.
First, note that the form of each operator can be writ-
ten as
c1X1+c2Y1+c3X2Z1+c4Y2Z1+c5X3Z2Z1+c6Y3Z2Z1+· · ·
(45)
This is immediately obvious from the form of Aˆs given
in Equation 41; we may simply take cj = (~xs)j . As a
special computational note, it is useful to see that
TT2i−1 = T2i−1 (46)
TT2i = −T2i (47)
since XT = X, Y T = −Y , and ZT = Z. Given this
fact, we see that the form of Bˆt given in Equation 42
can also be written in the form of Equation 45 by taking
c2i−1 = (~ys)2i−1 and c2i = −(~ys)2i.
Next, we seek to use single qubit Z rotations on the
state, so that the measurement operator no longer con-
tains Y Pauli’s. For example, suppose a rotation of the
form eiθ1Z1/2 were applied to the state. The measure-
ment operator then becomes
eiθ1Z1/2(c1X1 + c2Y1 + c2X2Z1 + c3Y2Z1 + · · · )e−iθ1Z1/2.
(48)
Aside from the first two terms of the measurement string,
all other terms commute with the rotation. Thus, we can
focus on the effect on the first two terms:
eiθ1Z1/2(c1X1 + c2Y1)e
−iθ1Z1/2
= c1(cos θ1X1 − sin θ1Y1)
+ c2(cos θ1Y1 + sin θ1X1)
= (c1 cos θ1 + c2 sin θ1)X1
+ (−c1 sin θ1 + c2 cos θ1)Y1.
(49)
To eliminate Y1, we choose
θ1 = arctan(c2/c1) (50)
so that Equation 49 becomes√
c21 + c
2
2X1. (51)
Thus, if we apply the rotations eiθjZj/2, with θj =
arctan(c2j/c2j−1), for all 1 ≤ j ≤ L, the resulting mea-
surement becomes
c′1X1+c
′
2X2Z1+c
′
3X3Z2Z1+· · ·+c′NXLZL−1 · · ·Z1 (52)
with c′j =
√
c22j−1 + c
2
2j .
Now, using two-qubit rotations, we seek to reduce the
measurement to just an X measurement on qubit 1. To
motivate this, consider the last two terms in the sum.
Suppose we applied the rotation eiφLAL/2, where AL =
−XLYL−1. Because this two-qubit rotation only acts on
qubits L−1 and L, only the final two terms are affected.
We can note its affect by isolating the terms affecting
those qubits:
eiφLAL/2(c′L−1XL−1 + c
′
LXLZL−1)e
−iφLAL/2
= c′L−1(cosφLXL−1 − sinφLXLZL−1)
+ c′L(cosφLXLZL−1 + sinφLXL−1)
= (c′L−1 cosφL + c
′
L sinφL)XL−1
+ (−c′L−1 sinφL + c′L cosφL)XLZL−1.
(53)
To eliminate the XNZN−1 term, we choose
φN = arctan
(
c′N/c
′
N−1
)
= arctan
(√
c22N−1 + c
2
2N/
√
c22N−3 + c
2
2N−2
)
.
(54)
so that Equation 53 becomes√
c′2L−1 + c
′2
LXL−1 =
√
c22L−3 + c
2
2L−2 + c
2
2L−1 + c
2
2LXL−1.
(55)
Thus, if we apply two-qubit rotations of the
form eiφjAj/2, for Aj = XjYj−1 and φj =
arctan
(√∑L
k=j(c
2
2k−1 + c
2
2k)/
√
c22(j−1)−1 + c
2
2(j−1)
)
, in
descending order from j = L to j = 2, the resulting
measurement becomes√√√√ L∑
k=1
(c22k−1 + c
2
2k)X1 (56)
which is a trivial single qubit measurement. Note that
since the vectors ~xs and ~yt are unit vectors, the measure-
ment is exactly just X1.
Note that the form of two-qubit rotations still appears
nontrivial. To explicitly show its decomposition into sim-
pler gates, we note that
Aj = XjYj−1 = UZjU† (57)
9for U = SjCNOTj(j−1)Hj . Note here that Sj is not re-
lated to the strategy matrix, but rather is the phase gate(
1 0
0 i
)
applied to qubit j; CNOTj(j−1) is the controlled-
not gate, with control qubit j and target qubit j−1; and
Hj is the Hadamard gate
1√
2
(
1 1
1 −1
)
, applied to qubit
j.
The rotation itself can then be written as
eiφjAj/2 = UeiφjZj/2U†. (58)
To summarize, the steps are:
Step 1: For all 1 ≤ j ≤ L, apply single qubit rota-
tions eiθjZj/2 for θj = arctan (c2j/c2j−1)
Step 2: In descending order from j = L to j = 2, ap-
ply two qubit rotations eiφjAj/2 for φj equal
to
φj ≡ arctan

√∑L
k=j(c
2
2k−1 + c
2
2k)√
c22(j−1)−1 + c
2
2(j−1)
. (59)
Use the decomposition given in Equation 58
to further simplify gates.
Step 3: Measure the X1 expectation value of the ro-
tated state.
Through these steps, we have provided a method for
decomposing each player’s measurement into a series of
elementary single qubit gates and CNOTs. It should be
noted, of course, that this is not the only gate decomposi-
tion for these measurements, nor should it be considered
the optimal or most efficient one. Such considerations
will depend on the specifics of the device or qubits used
and the gateset available. The advantage of the decom-
position given here is that they are in terms of simple,
single- and two-qubit gates. Furthermore, the two-qubit
gates are only applied between adjacently labeled qubits,
allowing for this specific gate decomposition to be applied
on linear or ring architectures with nearest-neighbor con-
nectivity.
VI. QUANTUM ADVANTAGE FOR LIMITED
COMMUNICATION GAMES
In this section, we consider games of varying dimen-
sionality, i.e. the dimensions of the coefficient matrix C.
We will look specifically at low-dimensional games, which
can be treated in an exact, analytical manner. We then
generalize principles to larger games.
Let the dimensionality of C be M×N . The interpreta-
tion of this is that Alice’s private information, s, takes on
one of M distinct values, and Bob’s private information,
t, takes on one of N .
VI.1. Trivially Small or Simple Games
When M or N are small, or the structure of C is es-
pecially simple, the classical strategies may be sufficient
to satisfy the maximal possible payout, i.e. the payout
in the unlimited information case. It is then of no use to
consider quantum strategies, since they cannot possibly
perform better.
We know, by virtue of the restrictions on communica-
tion, that I∗C ≤ I∗H ≤ I∗U . Consequently, if I∗C = I∗U , then
hyperbit strategies (and, indeed, any quantum strategies)
can afford no advantage over classical strategies. In par-
ticular, note that the optimal classical strategy essen-
tially amounts to Bob having two possible deterministic
strategies, selected by Alice’s communicated bit a. This
corresponds to a strategy matrix S with at most 2 dis-
tinct rows, filled with entries equal to ±1. The rows for
which ps = 1 are given by the αt values, and the rows for
which ps = 0 correspond to the βt values.
Let sgn C be the matrix with each element replaced
with its sign; we will refer to this matrix as the sign
matrix. Recall from Equation 7 that the best possible
strategy, with no communication restrictions, is given by
the sign matrix itself. Thus, if the sign matrix has two
or fewer distinct rows, the condition I∗C = I
∗
U will be
achieved.
In terms of the dimensions of C, then, quantum ad-
vantage can only arise when M > 2 and N > 1. The
former condition is because for there to be more than 2
distinct rows, there must obviously be more than 2 total
rows; the latter is due to the fact that there can be 2N
possible row patterns.
VI.2. Reduction and Transformation of Games
The analysis of a given game can be reduced and trans-
formed into others, reducing the space of possible games
that must be analyzed. In particular, the sign matrix
again affords utility in determining valid and useful re-
ductions or transformations.
In this context, reduction refers to the reduction of
dimensionality, in particular the number of relevant
columns. If column t of C is all the same sign, it can
be altogether ignored in the analysis. This is because
αt, βt and γt can all be taken to be that sign value, inde-
pendently of the other parameters. This allows both the
classical and quantum strategies to optimize over that
specific column in a trivial manner, and match the opti-
mal, unrestricted communication strategy.
Thus, when considering games with particular sign ma-
trices, only those with sign matrices containing inhomo-
geneous columns need to be considered.
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Another strategy that can be employed are transfor-
mations of games, which is especially useful in convert-
ing games with a particular sign matrix into another.
Two trivial transformations are permuting the rows and
columns of C; the problem can be solved for the per-
muted matrix, and then the optimal strategy for the
original matrix can be determined by (un)permuting the
solved S matrix. In terms of the problem statement, this
simply refers to a relabeling of the private information.
One less trivial operation is the negation (i.e. sign flip)
of an entire column of C. The corresponding strategy
matrix can be found by negating all of Bob’s parameters
(i.e. α, β, γ and ~y) for that column. This corresponds to
Bob remapping his response for a given choice of private
information (e.g. Bob flips his hyperbit measurement
outcome).
VI.3. 3× 2 Dimensional Games
The smallest possible non-trivial game one can con-
sider is one where (M,N) = (3, 2). Using the transfor-
mation strategies outlined in Section VI.2, it suffices to
only consider games with the sign matrix
sgn C =
 1 11 −1
−1 −1
 (60)
as all others can be transformed to this one.
Before considering quantum strategies, we first charac-
terize the optimal classical strategies. All possible clas-
sical strategies can be enumerated, and it can be con-
firmed that at least one of five possible strategies must
be optimal. These five strategies match the optimal unre-
stricted communication strategy in all entries except for
1) S12, 2) S21, 3) S22, 4) S31, and 5) both S11 and S32.
These strategies then give IC(S) that is less than I
∗
U by
an amount 2δ, for δ equal to 1) |C12|, 2) |C21|, 3) |C22|,
4) |C31|, and 5) |C11| + |C32| respectively. The optimal
classical strategy is determined by which of these values
is the smallest ; if the number is δ∗, then the classical
strategy game value is given by I∗C = I
∗
U − 2δ∗.
With a sense of the classical strategies, we shift our
attention to hyperbit strategies. To start, we will only
explore the hyperbit strategies for which γt = 0 for all t;
if this were not the case, then there would be a classical
strategy that could perform just as well. (To see this,
note that αt = βt = γt can be chosen for the columns
in which γt 6= 0. Since there is at most one column left,
that column can be specified in the classical strategy to
match the hyperbit strategy.)
Next, suppose the optimal strategy for Bob is given
by the unit vectors ~y1 and ~y2. Recall then the optimal
strategy for Alice is determined in Equation 21 such that
the objective function becomes
I(S) =
∑
s
‖Cs1~y1 + Cs2~y2‖
=
∑
s
√
C2s1 + C
2
s2 + 2Cs1Cs2~y1 · ~y2.
(61)
We see then that Bob’s strategy is rotationally-invariant,
i.e. only the value cos θ ≡ ~y1 · ~y2 affects the objective
function. It suffices, then, to characterize the angle θ ∈
[0, pi], or the value z ≡ cos θ ∈ [−1, 1].
This problem is now an optimization problem, seeking
to maximize
f(z) =
√
C211 + C
2
12 + 2C11C12z
+
√
C221 + C
2
22 + 2C21C22z
+
√
C231 + C
2
32 + 2C31C32z.
(62)
The concavity of this function with respect to z means
that the optimal solution occurs at z = z∗, according to
the following cases:
1. If f ′(−1) < 0, then f ′(z) < 0 ∀z ∈ [−1, 1] =⇒
z∗ = −1
2. If f ′(1) > 0, then f ′(z) > 0 ∀z ∈ [−1, 1] =⇒ z∗ =
1
3. Otherwise, z∗ ∈ (−1, 1) such that f ′(z∗) = 0.
Note that in the first two cases, the objective function
value is given by
f(−1) = |C11 − C12|+ |C21 − C22|+ |C31 − C32| (63)
= |C11 − C12|+ |C21|+ |C22|+ |C31 − C32| (64)
and
f(1) = |C11 + C12|+ |C21 + C22|+ |C31 + C32| (65)
= |C11|+ |C12|+ |C21 + C22|+ |C31|+ |C32| (66)
respectively. Note the simplifications come from the sign
matrix we are considering (Equation 60).
If the classical strategies (labeled previously as) 2 or 3
are optimal, then z = 1 gives a quantum strategy with
the same objective function value. When classical strat-
egy 5 is optimal, then z = −1 gives a quantum strategy
with the same objective function value. Thus, if any
of these three classical strategies are optimal, but z∗ is
found to be in the range (−1, 1), there will exist a quan-
tum advantage.
Note one final analytical feature that is only true in this
small case is that the equation f ′(z∗) = 0 can actually be
solved analytically. The exact form is omitted here, but
equation can be written in terms of a quartic polynomial
in z∗, for which there happens to be a closed form formula
for the roots.
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VI.4. Larger Games
For larger games, the analysis can proceed in a similar
vein as in Section VI.3; however, the mathematical ele-
gance and existence of closed-form solutions may drop off
to the point that numerical methods would be preferred
or required. For M × 2 games, with M > 3, Equation 61
can still be used. The analysis which found quantum
advantages in certain regimes that correspond to certain
optimal classical strategies can also be repeated.
For M × N games, with N > 2, the analysis is less
extensible. With more ~y vectors to consider, we can no
longer independently parameterize each inner product.
At that point, the restrictions essentially become those
of an SDP, which again suggests the use of numerical
methods instead.
VI.5. Visualization of Game Values and
Advantages
To aid in understanding the conditions under which
advantages can arise, a visual plot would be beneficial.
The challenge with plots, however, is that each game is
specified by many parameters, in the form of the full C
matrix. Even the simplest, nontrivial game we considered
has 3× 2 = 6 degrees of freedom.
Nevertheless, interesting one-parameter slices over the
space of possible games can be considered through a pa-
rameterization:
C = A+Bt. (67)
Here, A and B are fixed matrices of the same dimension
asC, and t is a numerical parameter to be varied. Sweeps
over a range of t can traverse various regimes in which the
unlimited, classical, and hyperbit communication cases
may categorically vary.
For concreteness, we consider a specific family of
games, given by
A =
 10 110 −2
−10 −10
 (68)
B =
0 20 −1
0 0
 . (69)
Note the parameterization has been selected carefully,
with several properties. First, the sign matrix of A is
the same as that considered in Equation 60. Second,
the entry with smallest absolute value in A is A12, which
means the smallest absolute value entry forC is C12 when
t = 0. As t increases, both C12 and C22 increase in abso-
lute value; however, the former increases faster, meaning
the latter will at some point be the smallest in absolute
value. As t increases even more, however, the other four
values with absolute value 10 will become the smallest;
for our purposes, it is useful to note that C21 is one of
these values. The sparsity of B was also intentional, to
simplify analysis to considering only a sweep varying two
parameters of C.
The corresponding sweep for t ∈ [−10, 40] is given in
Figure 2. It is given with several vertical partitions and
labeled regions, the significance of which we will describe.
First, remark that the locations of the vertical lines
demarcating the regions are at
t1 = −2 (70)
t2 = −0.5 (71)
t3 = 1 (72)
t4 =
√
97 + 1
4
≈ 2.7122 (73)
t5 = 8 (74)
t6 =
3
√
601 + 65
4
≈ 34.6365. (75)
Their significance is as follows. As t decreases from 0,
the sign matrix of C undergoes two transitions, at t1 and
t2, when the signs of C22 and C12 flip, respectively. As
t increases from 0, |C12| eventually overtakes |C22|; this
occurs at t = t3, when both absolute values are 3. For t4
and t6, recall the definition of f(z) given in Equation 62
and the optimal solution z∗ conditions described in Sec-
tion VI.3. As t continues to increase, there comes a point
when f ′(1) < 0; this occurs for t ∈ (t4, t6). For all t > t2,
we have f ′(−1) > 0. These two conditions amount to the
fact that the hyperbit value is maximized for z∗ ∈ (−1, 1)
when t ∈ (t4, t6). Lastly t5 is the point when |C22| = 10;
for larger t values, it can be considered that C21 is (tied
for) the smallest absolute value.
With this understanding, we can now consider the var-
ious labeled regimes, and when advantages appear and
disappear.
It is most convenient to start with region III. In this
region, we have IC = IH < IU . The lack of hyperbit ad-
vantage is because f ′(1) > 0 in this region. The presence
of the unrestricted communication advantage is due to
the nature of the sign matrix of C.
Next, consider region IV. The analysis for region III
still holds; the only difference is that there is a categor-
ical shift in the optimal classical strategy, due to C22
replacing C12 as the smallest absolute value element.
In region V, the presence of a hyperbit advantage ap-
pears. This is due both to the fact that now f ′(1) <
0 =⇒ z∗ ∈ (−1, 1), and also the fact that C22 is the
smallest absolute value element.
In region VI, the classical strategy again shifts as C22 is
replaced as the smallest absolute value element. Because
C21 is (tied for) the smallest absolute value element, and
still z∗ ∈ (−1, 1), the hyperbit advantage still exists.
Then, at last in region VII, the hyperbit advantage
disappears due to f ′(1) again exceeding 0.
For the regions less than t2, consider how the changes
to the sign matrix of C affect the game strategies and
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FIG. 2. A sweep of the game value for the various strategies considered, with the game parameterized by C = A + Bt. Note
that seven regions are labeled for categorically different regimes; see the main text for details.
game values. In region II, the sign matrix becomes
sgn C =
 1 −11 −1
−1 −1
 . (76)
But now that there are only two distinct rows, the the
optimal classical strategy matches the optimal unlimited
communication strategy. Thus, all advantages disappear
and IC = IH = IQ.
Finally, in region I, the sign matrix changes to
sgn C =
 1 −11 1
−1 −1
 . (77)
The first two rows can be swapped (as a valid transfor-
mation mentioned in Section VI.2) to restore the sign
matrix at t = 0, and the same analysis for region III
holds.
The important, high level takeaway is that a one-
parameter sweep, as we have plotted here, can quickly
show the various regimes one must consider when ana-
lyzing games. In some regimes (I, III, IV, VII), there
is no hyperbit advantage, despite a difference in classi-
cal and unlimited communication game values. In other
regimes (II), there is no advantage between any of the
three. And, lastly, in some regimes (V, VI) there are
advantages between all three; this is the regime of guar-
anteed quantum advantage. Additionally, the changes
in the sign matrix and transitions to different smallest
element are apparent from the sweep as well.
VII. BLACKJACK-SPECIFIC RESULTS
Our games are parameterized based on Bob’s initial
face-up card, as well as the cards left in the shoe after
only faceup cards have been dealt. This fully specifies
the probability distribution of the face-down cards s and
t to be dealt to Alice and Bob, as well as the probability
distribution of the first cards Bob would be dealt if his
action was “hit.”
In cases when the shoe is large, e.g. when a full 52-card
deck is left to be dealt, no quantum advantage was found.
This does not necessarily rule out advantage, both due to
the fact that our quantum strategies may not be general
and that our search was not exhaustive. Nevertheless,
our analyses has shown a negative result. This makes
sense: when there are many cards left in the shoe, the
amount of private information Alice has is minimal. That
is to say, Alice’s face-down card does not significantly af-
fect the probability distribution of the shoe, and therefore
will not affect Bob’s strategy. In the limit when infinitely
many cards are in the deck, the Alice’s face down card
has no affect at all on Bob’s potential strategy. Thus, it is
more likely to find quantum advantages in configurations
which have only a few cards left in the shoe. The face
down card that Alice receives then has a much greater
impact on Bob’s prospective outcomes and strategy.
Indeed, when the shoe is reduced to just a few cards,
advantages do arise. We exhaustively enumerated cases
in which, after only the face up cards were dealt, the
remaining shoe had between 3 to 8 cards left. There were
definitively no advantages found for the case of 3 cards,
but advantages were found and enumerated for the cases
of 4 to 8 card shoes.
Many concrete cases correspond to 3 × 3 dimensional
13
TABLE I. For the example when Bob and the dealer have
face up cards 9 and 10, respectively, and the shoe contains [A,
A, 8, 10], the tables below specify Alice and Bob’s strategy.
Note that the measurements Alice and Bob make depend on
the face down cards each player is dealt, and that the angles
specified correspond to the description from Section IV.
Face down card Alice θ1 Alice φ2 Bob θ1 Bob φ2
A 0 0 -2.90 1.11e-4
8 2.99 0 2.45 3.95e-4
10 -1.35 6.04e-4 -3.07 0
games. Such an example is given as follows. Note first
that Alice’s face up card can be anything, as it does not
affect any players’ strategy. We consider a configuration
where Bob and the dealer are dealt a 9 and 10 face up,
respectively, and the remaining shoe contains two Aces,
an 8 and a 10. The advantage amount, calculated from
the difference between objective values I(S), is 0.0087.
Using the algorithm specified in Section IV, we note
that the strategy involves each player getting 2 qubits.
We can then specify Alice and Bob’s strategy in terms
of the rotation angles θ1, θ2 and φ2 for both players, de-
pending on their face-down card. Note that θ2 = 0 in all
cases for both players, since we only have a 3× 3 game.
The calculated values for θ1 and φ2 are given in Table I,
and the corresponding circuit is presented in Figure 3.
In our search for quantum advantages in small shoe
games, a couple of general trends arose. Advantageous
configurations tend to have aces left over in the shoe, as
they are the lowest risk, highest reward card (they can
serve as the highest value of 11, while defaulting to the
lowest value of 1 to avoid busting). Furthermore, Bob
often starts with a high face up card, leading to scenarios
where Bob must weigh the risk of busting. In these cases,
Alice’s private information would be of great help to Bob,
as it would help him weigh the risk and reward of hitting.
Finally, we also see that advantages tend to be larger
and more frequent when fewer cards are left in the deck.
This can be seen from Figure 4, which plots the ex-
pected advantage amount across shoe-sizes 4 through 8.
Note when we take expectations over shoes of size k (for
k = 4, 5, 6, 7, 8) we sample the k cards from an infinite
number of full 52-card decks. Text files containing all
advantageous configurations for these shoe sizes can be
found on our Github repository, which is provided in Ap-
pendix B.
VIII. CONCLUSIONS
We have provided a broad analysis framework to
search for quantum advantages in communication-limited
games, using the hyperbit model as our major theoretical
tool and semidefinite programming as our major com-
putational tool. This framework was concretely applied
to the game of blackjack, and was able to successfully
find quantum advantages in certain, small-shoe config-
urations. Because of the generality of our framework, a
future direction would be to apply it to other games. Any
cooperative, multi-player game in which private informa-
tion can be conveyed in a classical communication-limited
can be analyzed using our results. Another direction to
continue is to search for more general, yet still compu-
tationally tractable, quantum strategies; as mentioned,
while our hyperbit model can prove the existence of quan-
tum advantages, the absence of hyperbit advantages can-
not completely rule out general advantages. Finally, we
hope to see experimental data using our hyperbit strat-
egy algorithm, applied on a small system. As mentioned,
each player’s strategy can be made so that multi-qubit
operations only act on consecutive qubits. This makes
the resulting circuit ready for NISQ devices with limited
qubit connectivity.
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Appendix A: General Blackjack Rules
As mentioned in Reference [12], most casinos play
blackjack with the same, high level rules, but differ in
the specifics. The authors of that paper set out a stan-
dardized ruleset, which we deviate slightly from for clar-
ity and ease of analysis. The particular set of rules and
conditions we have chosen is described as follows.
Blackjack is played with a set of standard playing card,
with each card being either an Ace, a number 2 through
10, inclusive, or a face card (Jack, Queen, or King). All
cards begin face-down and unused; this set of unused
cards is referred to as the shoe.
Among the actors in this game is a single dealer and
some number of players. For our purposes, we will con-
sider just two players, who are named Alice and Bob.
The game begins with the deal. Cards are dealt se-
quentially, without replacement, from the top of the shoe
to an actor either face-up, for all actors to see, or face-
down, private to the individual actor. The dealer receives
a card face-up from the shoe, while each player receives
two cards, one face-up and one face-down.
At any point, the players and dealer have a particular
hand value equal to the sum of the values of the cards in
their hand. Each numbered card, from 2 to 10, is worth
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|0〉⊗2
Alice Qubits
H Rz(θ
A
1 ) X
H S† H Rz(φA2 ) H S
|0〉⊗2
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Rz(θ
B
1 ) X
S† H Rz(φB2 ) H S
Entangled State Prep Hyperbit Measurement
FIG. 3. Quantum circuit for the optimal hyperbit strategy when Bob and the dealer have face up cards 9 and 10, respectively,
and the shoe contains cards [A, A, 8, 10]. The θ and φ rotation angles for both Alice and Bob are specified in Table I and
depend on which facedown card each player is dealt. It is important to note that Alice and Bob’s measurements, which are
conventionally 0/1, must be converted to -1/+1, and that Bob’s action is based on the product of the two measurements.
FIG. 4. The expected advantage amount plotted as a function
of the shoe size. Note that the expected advantage seems to
fall off and then plateau for larger deck sizes.
its numerical value. Each face card (i.e. Jack, Queen,
King) is worth 10 points. Lastly, an Ace can be worth
either 1 or 11 points, depending on the situation:
• If the Ace can be chosen as 11 points without the
player’s hand value exceeding 21, then it is chosen
to be so.
• Otherwise, the Ace is chosen to be worth 1 point.
The former kinds of hands are known as soft hands. The
latter kinds of hands, and hands which do not contain
any Aces, are known as hard hands.
For each player, the goal of the game is to have a hand
value greater than that of the dealer, without exceeding
21. If, at any point, a card holder’s hand value exceeds a
hard 21 (in particular, the value cannot be made lower by
converting any Ace values from 11 to 1), the individual
automatically loses. Note that the players only compete
with the dealer, and not each other.
Before beginning play, both Alice and Bob make bets.
If a player wins the round, the player’s payoff equals that
of their bet (i.e. they get their bet back, and an addi-
tional amount equaling their bet). If they lose the round,
their payoff equals the negative of their bet (i.e. they lose
their bet). Finally, in the case of a tie, the player simply
receives their bet back and their payoff is zero.
Following the bets, play begins with Alice. She has one
of two choices: hit or stand. In the former action, Alice
will receive another card, face-down, from the top of the
shoe; in the latter, Alice will voluntarily end her turn.
Alice can choose to hit as many times as she wishes, un-
less she busts; this happens when her hand value exceeds
a hard 21, at which point she automatically loses and is
forced to end her turn. Play then proceeds with Bob,
who has the same rules as Alice.
If at least one player stands before busting, the round
completes with the dealer. The dealer always plays a
fixed strategy, depending on if they have a hard or soft
hand. The dealer will hit until their hand value reaches
or exceeds a hard 17 or a soft 18, at which point they
stand 2.
The player
• wins if their hand value exceeds that of the dealer,
or the dealer busts;
• ties if their hand value equals that of the dealer;
• and loses if their hand value is less than that of the
dealer, or if the player busted.
Note that even if the dealer busts, a player that busted
first still loses.
While these rules and conditions are consistent with
the overall nature of any typical game of blackjack, it
should be noted that the rules chosen have been sim-
plified for the sake of clarity and tractability of analysis
2 Note that this is a rule that most commonly differs from casino
to casino. For concreteness, this is the convention we adhere to.
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(for example, advanced actions like doubling down and
splitting are not considered). We do not claim these ex-
act rules necessarily match any standard ruleset or rule-
set played in a casino. Nevertheless, the most important
rules that typically identify the game as a blackjack game
are present in our simplified ruleset.
Appendix B: Software Tools
The code that was used in the computational analysis
of this paper can be found at the following GitHub repos-
itory: https://github.com/joelin0/quantum-blackjack.
The files contain scripts for computing and comparing
the optimal strategies for arbitrary games in all three
studied communication regimes, as well as scripts spe-
cific to blackjack calculations.
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