ABSTRACT. -We prove the existence of a first nontrivial eigenvalue for an asymmetric elliptic problem with weights involving the laplacian (cf. (1.2) below) or more generally the p-laplacian (cf. (1.3) below). A first application is given to the description of the beginning of the Fučik spectrum with weights for these operators. Another application concerns the study of nonresonance for the problems (1.1) and (1.5) below. One feature of our nonresonance conditions is that they involve eigenvalues with weights instead of pointwise restrictions. .3) ci-dessous). Une première application consiste en la description du début du spectre de Fučik avec poids pour ces opérateurs. Une autre application concerne l'étude de la nonrésonance pour les problèmes (1.1) et (1.5) ci-dessous. Une caractéristique de nos conditions de nonrésonance est qu'elles font intervenir des valeurs propres avec poids, plutôt que des restrictions ponctuelles.  2002 Éditions scientifiques et médicales Elsevier SAS
Introduction
This paper is partly motivated by the study of the semilinear elliptic problem
where is a bounded domain in R N . It is well known that the asymptotic behaviour of the quotients f (x, s)/s and 2F (x, s)/s 2 (where F (x, s) = s 0 f (x, t) dt) as s → +∞ and s → −∞ plays an important role in the study of the solvability of (1.1). Usually pointwise conditions are imposed on the limits of these quotients (for instance they 582 M. ARIAS ET AL. / Ann. I. H. Poincaré - AN 19 (2002) are required to lie for a.e. x ∈ between two consecutive eigenvalues of − ). When looking at the linear case − u = a(x)u + b(x), it seems however more natural to impose conditions which would involve the limits of the above quotients as weights of eigenvalues. This is the approach that we wish to follow here. This approach of course requires the preliminary study of weighted asymmetric eigenvalue problems of the form
where u ± := max(±u, 0). The study of (1.2) is classical when m(x) ≡ n(x) and corresponds to the theory of linear eigenvalue problems with weight. Several works have been devoted in the last 20 years to the study of (1.2) (and of its relations with (1.1)) in the case where m(x) and n(x) are constant and different; this has lead in particular to the notion of Fučik spectrum and to the so-called problems of Ambrosetti-Prodi type. The situation where m(x) and n(x) are non constant and different was investigated recently in the ODE case N = 1 in [23, 7, 37, 36] (for m(x) and n(x) > 0) and [2] (for m(x) and n(x) indefinite).
It is our purpose in this paper to initiate the study of (1.2) and of its relations with the solvability of (1.1) in the general case: N 1, m(x) and n(x) possibly non constant, different and indefinite. More generally we will consider the quasilinear eigenvalue problem
as well as the p analogue of (1.1) (cf. (1.5) below). Here 1 < p < ∞ and p u := div (|∇u| p−2 ∇u) is the p-laplacian. We wish however to point out that all our results are new even in the semilinear case p = 2 (with only one exception, Theorem 45, as we will see later).
Solutions u of (1.3) which do not change sign clearly arise if (and only if) λ is one of the first eigenvalues λ 1 (m), λ 1 (n), λ −1 (m), λ −1 (n) of the p-laplacian with weight (cf. the end of this introduction for definitions). Section 2 is devoted to the proof of the existence of a solution u of (1.3) which changes sign. Our construction is based on the mountain pass theorem, more precisely on a version of that theorem on a C 1 manifold. In Section 3 we show that the eigenvalue λ constructed in Section 2 is in fact the first eigenvalue of (1.3) with a sign-changing eigenfunction. This is probably one of the main results of our paper and the technique introduced in its proof (which in particular involves the consideration of 3 different manifolds) will be used repeatedly later. This distinguished eigenvalue, denoted by c(m, n), plays in our asymmetric problems a role analogous to that of the usual "second eigenvalue". Several properties of c(m, n) as a function of the weights m, n are investigated in Section 4: continuity, (strict) monotonicity, homogeneity.
As a first application, in Section 5, we study the Fučik spectrum with weights. This is defined as the set of those (α, β) ∈ R 2 such that
in , u = 0 on ∂ (1.4) 583 has a nontrivial solution. We show in particular that if m and n both change sign in , then each of the four quadrants in the (α, β) plane contains a first (nontrivial) curve of , which is hyperbolic like and has a variational characterization. We also study the asymptotic behaviour of these first curves. It turns out for instance that the first curve in R + × R + is asymptotic to the vertical line λ 1 (m) × R if p N , or if p > N and the support of n + intersects ∂ , but it is not asymptotic to that line if p > N and the support of n + is compact in . A similar result of course holds with respect to the horizontal line R × λ 1 (n), which involves the support of m + , and in the other quadrants. The last two Sections 6 and 7 are mainly concerned with the study of nonresonance for the problem
As mentionned earlier, we replace the usual pointwise conditions on the limits of f (x, s)/|s| p−2 s and pF (x, s)/|s| p by conditions involving some eigenvalues having these limits as weights. This approach based on "weights" allows us to improve several results concerning (1.5), as will be indicated in details later. Section 6 is devoted to problems of the type "between the first two eigenvalues". We exploit here our results of Sections 2-4 relative to the distinguished eigenvalue c(m, n) of (1.3). Section 7, which is independent from the previous sections, deals briefly with problems of the type "below the first eigenvalue". It contains an extension of the classical result of Hammerstein where we also impose conditions on eigenvalues with weights. Examples of non unicity are also investigated in Sections 6 and in 7, where nonconstant weights play a central role.
To conclude this introduction, let us briefly recall some properties of the spectrum of − p with weight to be used later. References are [3, 34] (for a bounded weight), [39, 1, 13] (for an unbounded weight). Let be a bounded domain in R N and let m ∈ L r ( ) where r > N/p if p N and r = 1 if p > N. We also assume m + ≡ 0. The eigenvalue problem under consideration here is
The first positive eigenvalue λ 1 (m) of (1.6) is defined as
It is known that λ 1 (m) is > 0, simple, and admits an eigenfunction ϕ m = ϕ m, ∈ W The main results of this paper were announced in [9] . The authors wish to express their gratitude for the referee's careful and detailed comments.
Construction of a nontrivial eigenvalue
In this section and in the following two we consider the eigenvalue problem (1.3) on a bounded domain ⊂ R N . It will always be assumed that m, n ∈ L r ( ) with r as in the introduction, i.e. r > N/p if p N and r = 1 if p > N. We also assume, unless otherwise stated,
We look for eigenvalues λ of (1.3) with λ > 0. Clearly (1.3) with λ > 0 has a nontrivial solution u which does not change sign if and only if λ = λ 1 (m) or λ = λ 1 (n). Moreover, multiplying by u + or u − , one easily sees that if (1.3) with λ > 0 has a solution which changes sign, then λ > max{λ 1 (m), λ 1 (n)}. Proving the existence of such a solution which changes sign is our purpose in this section. Remark 1. -It is easily seen that (2.1) is a necessary condition for (1.3) with λ > 0 to have a solution which changes sign. Observe also that if, instead of (2.1), we have m − and n − ≡ 0, then, by reversing the sign of the weights, our approach will lead to negative eigenvalues of (1.3). So, if m and n both change sign, we will obtain positive as well as negative eigenvalues of (1.3).
We will use a variational approach and consider the functionals
which are C 1 functionals on W 1,p 0 ( ). We are interested in the critical points of the restrictionÃ of A to the manifold
Note that 1 is a regular value of B m,n . Note also that ϕ m and −ϕ n ∈ M m,n , and that M m,n contains functions which change sign. In fact, a standard argument of regularization shows that, under (2.1), there exists u ∈ C 
for all v ∈ W 1,p 0 ( ). This means that (1.3) holds in the weak sense. Moreover, taking v = u in (2.2), one sees that the Lagrange multiplier λ is equal to the critical valueÃ(u). Our eigenvalue problem (1.3) is thus transformed into the problem of looking for critical points and critical values ofÃ.
A first critical point ofÃ comes from global minimization. Indeed
for all u ∈ M m,n , and one hasÃ(u) = min{λ 1 (m), λ 1 (n)} for either u = ϕ m or u = −ϕ n . Consequently either ϕ m or −ϕ n is a global minimum ofÃ and so a critical point ofÃ.
The other one is also a critical point as follows from PROPOSITION 2. -ϕ m and −ϕ n are strict local minima ofÃ, with corresponding critical values λ 1 (m) and λ 1 (n).
Proof. -Let us consider ϕ m (similar argument for −ϕ n ). Assume by contradiction the existence of a sequence u k ∈ M m,n with u k = ϕ m , u k → ϕ m in W 1,p 0 ( ) and A(u k ) λ 1 (m). We first observe that u k changes sign for k sufficiently large. Indeed,
So u k changes sign for k sufficiently large. Now we have 
Proof. -It is easily adapted from [15] which deals with the case n k ≡ 1. Write
and the lemma is proved. If z ≡ 0, then, for some ε > 0, η := |z > ε| > 0. We deduce that |z k > ε/2| > η/2 for k sufficiently large, which contradicts the assumption that
To get a third critical point, we will use a version of the mountain pass theorem on a C 1 manifold, which we now recall. Let E be a real Banach space and let
where g ∈ C 1 (E, R) and 1 is a regular value of g. Let f ∈ C 1 (E, R) and consider the restrictionf of f to M. The differential off at u ∈ M has a norm which will be denoted by f (u) * and which is given by the norm of the restriction of f (u) to the tangent space
here , denotes the duality pairing between E * and E. We recall thatf is said to satisfy the (PS) condition on M if, for any sequence u k ∈ M such thatf (u k ) is bounded and f (u k ) * → 0, one has that u k admits a converging subsequence. 
is nonempty. Assume also that 
for any h ∈ H . We will apply Proposition 4 with E = W Proof. -Let u k ∈ M m,n be a (PS) sequence forÃ. So |∇u k | p remains bounded and, for some ε k → 0, 
and consequently
Using then the inequality 
Proof. -It is partly adapted from [17] where a similar situation without constraint is considered. Assume by contradiction the existence for some ε with 0 < ε < ε 0 of a sequence u k ∈ M with u k − u 0 E = ε and, say,f (u k )
We apply for each k Ekeland's variational principle (cf. e.g. [17] ) to the functionalf on C to get the existence of v k ∈ C such that
Our purpose is to show that v k is a (PS) sequence forf , i.e. thatf (v k ) is bounded (which is clear by (2.10)) and that f (v k ) * → 0. Once this is proved, we get that, for a subsequence,
and it is easily seen, using (2.11), 1/k < δ and u k − u 0 = ε, that the right-hand side of (2.13) is < ε + δ and > ε − δ. So we can take u = γ (t) in (2.12). This gives, for t > 0,
and so, going to the limit as t → 0, we get
Consequently, since w is arbitrary in
We are now in a position to apply the mountain pass theorem of Proposition 4.
is a critical value ofÃ, with c(m, n) > max{λ 1 (m), λ 1 (n)}.
Proof. -The (PS) condition and the geometric assumption (2.5) are satisfied by the previous two lemmas. It remains to verify that is nonempty. Clearly it suffices to construct a path γ in W
We start with a function u ∈ W
As already observed the existence of such a function follows from (2.1). We first go from u to u + by convex combination: tu
Then we go on from u + to ϕ m through the path
(It is an interesting exercise to verify that if v, w ∈ W
Using the fact that m(ϕ m ) p > 0, one easily verifies that the path γ from u to ϕ m constructed in the above way satisfies B m,n (γ (t)) > 0 for all t. One goes in a similar way from u to −ϕ n , and the conclusion follows. ✷ Remark 8. -When the weights m and n are 0 in , one can use in the above proof the standard convex combination tu + + (1 − t)ϕ m instead of (2.15).
Remark 9. -Lemma 6 is in fact not needed to deduce that c(m, n) is a critical value ofÃ (by using the version of Proposition 4 given in [14] , which requires only (2.6)). Lemma 6 is however needed to deduce that
Remark 10. -It may happen that (1.3) does not admit any other positive eigenvalue beside λ 1 (m), λ 1 (n) and c(m, n). In fact, when N = 1 and p = 2, given an odd integer k, there exist continuous weights satisfying (2.1) such that (1.3) admits exactly k eigenvalues > max{λ 1 (m), λ 1 (n)} (cf. [2] ). On the other hand, again for N = 1 and p = 2, if m and n are continuous weights with the product m + n + ≡ 0, then the positive eigenvalues of (1.3) constitue a sequence going to +∞ (cf. [2] ). We observe that for N 2, the existence of further positive eigenvalues for (1.3) beside λ 1 (m), λ 1 (n) and c(m, n) is an open question, even when p = 2 and the weights are constant but different.
First nontrivial eigenvalue
We have seen at the beginning of Section 2 that min{λ 1 (m), λ 1 (n)} and max{λ 1 (m), λ 1 (n)} are the first two positive eigenvalues of (1.3). The present section is devoted to the proof that the eigenvalue c(m, n) constructed in (2.14) is the next eigenvalue of (1.3). 
1). In fact c(m, m) is the minimax value in (P2), which itself is the minimax value in (P1).
Since the latter is > λ 1 (m) (by the Ljusternik-Schnirelman multiplicity theorem and the simplicity of λ 1 (m)), we see that Theorem 3.1 implies the equality of the minimax values in (P1) and (P2) with c(m, m). The mountain pass characterization (3.1) of λ 2 (m) was first derived in [15] for m ≡ 1.
The following lemma will be used in the proof of Theorem 3.1. It guarantees the existence of a critical point in any component of any sublevel set. As for Lemma 2.6, it can be stated in the general framework of the manifold (2.3).
LEMMA 14. -Let E, g, M, f andf be as considered previously (cf. (2.3)). Assume thatf is bounded from below on M and satisfies the (PS) condition on M. Let r ∈ R and consider
Proof. -It is partly adapted from [15] . Consider d := inf{f (u): u ∈Ō 1 }, whereŌ 1 denotes the closure of O 1 . We will show that this infimum is achieved at some u 0 ∈Ō 1 . Let us accept this for a moment. Clearlyf (u 0 ) = d < r and so u 0 ∈ O. Moreover u 0 ∈ O 1 because O is locally arcwise connected. Consequently u 0 is a critical point off .
To show that the infimum d above is achieved, let u k ∈ O 1 be a minimizing sequence with, say,f
2 . For each k, we apply Ekeland's variational principle to the functionalf onŌ 1 to get v k ∈Ō 1 such that
Our purpose is to show that v k is a (PS) sequence forf in S, i.e. thatf (v k ) is bounded (which follows from (3.2)) and that f (v k ) * → 0. Once this is proved, we deduce from (3.3) that u k admits a convergent subsequence, and consequently the infimum d is achieved.
To prove that f (v k ) * → 0, we fix k, take w ∈ T v k (M) and consider a C 1 path γ : ]−η, +η[ → M such that γ (0) = v k and γ (0) = w as in the proof of Lemma 6. We first observe that v k ∈ O 1 for k sufficiently large. Indeed, otherwise, v k ∈ ∂O 1 and consequently, since O is locally arcwise connected, v k ∈ O, which impliesf (v k ) = r; but this is impossible since, by (3.2),
for k sufficiently large. So γ (t) ∈ O 1 for t sufficiently small and we can take u = γ (t) in (3.4). The argument now is identical to the one at the end of the proof of Lemma 6. It
We are now ready to start the Proof of Theorem 3.1. -Assume by contradiction the existence of an eigenvalue λ of (1.3) with max{λ 1 (m), λ 1 (n)} < λ < c(m, n). We will construct a path in on whichÃ remains λ, which yields a contradiction with the definition (2.14) of c(m, n).
Let u ∈ M m,n be a critical point ofÃ at level λ. So u satisfies
and we know that u changes sign. This implies
The desired path will be constructed in several steps, using u as starting point. First we go from u to v := u + /B m,n (u + ) 1/p by some sort of convex combination:
An easy calculation based on (3.6) shows that γ 1 (t) is well-defined, belongs to M m,n and satisfiesÃ(γ 1 (t)) = λ ∀t ∈ [0, 1]. In a similar way we go from
in M m,n by staying at level λ. We will now describe the construction of a path in M m,n from v to ϕ m which stays at levels λ. A similar construction would yield a path in M m,n from −u − /B m,n (−u − ) 1/p to −ϕ n which stays at levels λ. Putting everything together, we get the desired path from ϕ m to −ϕ n .
To 
To go on from v 1 to ϕ m , we first use Lemma 15 below to construct a weightn ∈ L r ( ) such that (n) 
By the choice ofn, one has 
Proof. -A consequence of the following calculation where we use the Sobolev inequality (and have dropped the index k):
where C = C( , N, p, r). ✷ Remark 16. -If we reproduce the proof of Theorem 11 starting from c(m, n) instead of λ, we conclude that the infimum in the minimax formula (2.14) is a minimum.
Remark 17. -Let us observe for later reference that the last step in the proof of Theorem 11 shows the following: given u ∈ M m,n with u 0 and A(u) < µ for some µ, there exists a path in M m,n from u to ϕ m , which is made of nonnegative functions and which remains at levels < µ. Note that it is the introduction of the manifolds M m,m and M m,n in the proof of Theorem 11 which allows us to keep control of the sign of the functions constituing the paths.
Remark 18. -Let us also observe for later reference that the proof of Theorem 11 shows the following: 
and such that
A u + /B m,n (u + ) 1/p µ and A −u − /B m,n (−u − ) 1/p µ for some µ,
Some properties of the first nontrivial eigenvalue
In this section we study the dependence of the first nontrivial eigenvalue c(m, n) of (1.3) with respect to the weights m, n. Continuity and monotonicity will be considered, as well as some homogeneity properties. The weights in this section will always be assumed to belong to L r ( ) and to satisfy (2.1). We start by modifying a little bit the variational characterization (2.14) of c(m, n) in order to allow a larger family of paths, which in addition depends a little less on the weights. 
1). Clearly d c(m, n). Assume by contradiction d < c(m, n).
Take µ with d < µ < c(m, n) and choose a path γ ∈ 1 which remains at levels < µ. We will construct a path in which also remains at levels < µ. This will contradict the definition (2.14) of c(m, n). To construct this path we first go from ϕ m to γ (−1) by using Remark 17, then we follow γ from γ (−1) to γ (+1), and finally we go from γ (+1) to −ϕ n by a construction analogous to that of Remark 17. ✷ The continuous and monotone dependence of c(m, n) are easy consequences of this proposition.
Proof. -We first prove the upper semicontinuity. Let ε > 0 and take γ ∈ such that
Since B m,n (γ (t)) is continuous in its 3 arguments (m, n, t), we deduce that, for k sufficiently large, Proof. -If γ is a path admissible in formula (2.14) for c(m, n), then (m(γ (t) 
1). By Proposition 23, c(m, n) c(m,n).
But 
for at least one eigenfunction u associated to c(m, n), then c(m, n) > c(m,n).
Proof. -Let us consider the case where the first integral in (4.4) is > 0 (similar argument if the second integral is > 0). So
We start by considering the path γ ∈ constructed from the eigenfunction u of assumption (4.4) as in the proof of Theorem 11. With the notations of that proof, γ is made of a first part from u to ϕ m consisting of γ 1 followed by γ 2 followed by γ 4 , and a similar second part from u to −ϕ n . Note that γ 1 lies at level c(m, n) while γ 2 and γ 4 lie at levels < c(m, n) with the exception of the starting point of γ 2 whose level is c(m, n). We then take the normalization of γ for the weightsm,n:
Since Bm ,n (γ (t)) 1,γ (t) is well defined and clearlyγ (t) ∈ Mm ,n . To estimate the levels of A alongγ (t), we distinguish two cases in relation with the second inequality in (4.5): either 1/p to −ϕ n /Bm ,n (−ϕ n ) 1/p , which both lie at levels < c(m, n).
We then apply Remark 17 to extendγ into a pathγ which goes from ϕm to −ϕn and which remains at levels < c(m, n) with the exception of v where the level is c(m, n). Assume now by contradiction that c(m,n) = c(m, n). Then we can apply Lemma 26 below to the restrictionÂ of A to the manifold Mm ,n to conclude thatγ contains a critical point ofÂ at level c(m,n). Consequently v must be this critical point. But this is impossible since v does not change sign. ✷
The lemma below guarantees that in a mountain pass situation, any minimizing path contains a critical point at the mountain pass level. It is stated in the general setting of the manifold (2.3).
LEMMA 26. -Let E, g, M, f,f be as in (2.3). Let u, v ∈ M with u = v and assume that H defined in (2.4) is nonempty and that (2.5) holds. Suppose that h ∈ H is such that
max u∈h[−1,+1]f (u) = c,
where c is defined in (2.5). Then there exists u ∈ h[−1, +1] withf (u) = c and which is a critical point off .

Proof. -Assume by contradiction that C := {h(t): t ∈ [−1, +1] andf (h(t)) = c} does not contain any critical point off . We apply the deformation lemma of [28] (Lemma 3.7) to our functionalf on the component of M which contains u, v. This yields another path l ∈ H such thatf (l(t)) f (h(t)), with strict inequality on C. Thus f (l(t)) < c for all t, which contradicts the definition (2.5) of c. ✷
Remark 27. -A direct proof of a version of Lemma 26 can be found in [14] , which uses only Ekeland's variational principle. In this version E is uniformly convex and assumption (2.5) is weakened into (2.6). Note also that Lemma 26 is not needed in the above proof of Proposition 25 if the two integrals in assumption (4.4) are > 0. To conclude this section, let us observe that definition (2.14) clearly implies that c(m, n) is homogeneous of degree −1:
Some sort of separate sub-homogeneity also holds, which will be useful later:
c(sm, n) > c(ŝm, n) and c(m, sn) > c(m,ŝn). (4.7)
Proof. -We will deal with the first inequality in (4.7) (similar argument for the second one). Let u be an eigenfunction in M sm,n associated to c(sm, n) and let γ be the path in M sm,n from ϕ sm to −ϕ n constructed from u as in the proof of Theorem 11. The patĥ
− is then admissible in definition (2.14) of c(ŝm, n) and we have
with strict inequality if γ (t) + ≡ 0. So the pathγ goes in Mŝ m,n from ϕŝ m to −ϕ n and remains at levels < c(sm, n) except at the point v : Remark 27) to the pathγ in the manifold Mŝ m,n to conclude that v must be a critical point of the restriction of A to Mŝ m,n at level c(ŝm, n). But this is impossible since v does not change sign. ✷ Remark 32. -If m 0 in , then, the first inequality in (4.7) follows directly from Corollary 4.9. In general however this inequality should not be looked at as a property of monotonicity since, when m changes sign in , sm andŝm are not comparable. This last observation can also be made for the classical formulas λ 1 (sm) > λ 1 (ŝm) and λ 2 (sm) > λ 2 (ŝm) where 0 < s <ŝ.
where the level is c(sm, n). It follows that c(ŝm, n) c(sm, n). Assume now by contradiction that c(ŝm, n) = c(sm, n). We can then apply Lemma 26 (or its version referred to in
Fučik spectrum with weights
Let m, n ∈ L r ( ) with r as before. Unless otherwise stated, we also assume (2.1). The Fučik spectrum is thus defined as the set = (m, n) of those (α, β) ∈ R 2 such that (1.4) has a nontrivial solution.
clearly contains the lines λ 1 (m) × R and R × λ 1 (n), and also, if m − ≡ 0 (resp. n − ≡ 0), λ −1 (m) × R (resp. R × λ −1 (n)). These lines are in fact exactly made of those (α, β) ∈ for which (1.4) admits a solution which does not change sign. It will be convenient to denote by * = * (m, n) the set without these 2, 3 or 4 trivial lines. From the properties of the first eigenvalue recalled in the introduction also follows that if (α, β) ∈ * with α 0 and β 0 (resp. α 0 and β 0, α 0 and β 0, α 0 and β 0), then α > λ 1 (m) and β > λ 1 (n) (resp. α < λ −1 (m) and β < λ −1 (n), α > λ 1 (m) and β < λ −1 (n), α < λ −1 (m) and β > λ 1 (n)).
We will start by looking at the part of * which lies in R + × R + . The case of the other quadrants will be considered briefly at the end of the section. (2.14) . 
THEOREM 33. -For any s > 0, the line β = sα in the (α, β) plane intersects * ∩ (R + × R + ). Moreover the first point in this intersection is given by α(s) = c(m, sn), β(s) = sα(s), where c(·, ·) is defined by
, in the sense that there does not exists (α k , β k ) ∈ * ∩ (R + × R + ) such that α k → α 0 and β k → β 0 with (α 0 , β 0 ) in one of these two lines. Note also that Proposition 34 implies that the curve C above coincides with the curve constructed in [19] when p = 2 and m ≡ n ≡ 1 and in [15] when m ≡ n ≡ 1.
We now investigate the asymptotic behaviour of this first curve, i.e. the values of α ∞ and β ∞ . Let us definē 
So, when p N , whatever the weights (satisfying (2.1)), the first curve C is asymptotic to the trivial lines λ 1 (m) × R and R × λ 1 (n). On the contrary, when p > N, the asymptotic behaviour of C depends on the supports of m + and n + . Note that the influence of the supports of the weights in the asymptotic behaviour of the first curve was already observed in the semilinear ODE case N = 1, p = 2, in [2] by using the shooting method. Note also that the present distinction between the cases p N and p > N is of the same nature as that observed in [10] in the study of the antimaximum principle and of the Fučik spectrum for the Neumann p-laplacian without weight.
Proof of Proposition 35. -We first show that α ∞ =ᾱ (similar proof for β ∞ ). Let (α, β) ∈ C and let u be a corresponding nontrivial solution of (1.4). Then
Consequently α ᾱ, which implies α ∞ ᾱ. Assume now by contradiction that We now consider the case p N and show thatᾱ = λ 1 (m). This will clearly follow if we prove the existence of functions which are admissible in (5.1) and converge to ϕ m . The construction of such functions is inspired from [19, 10, 29] . It consists in starting from ϕ m and "digging a little hole" in order to have room to introduce a suitable negative part. To do so we first consider the following functions on 
0 ( ) and, after normalization, is admissible in definition (5.1) of α. We conclude in this way thatᾱ λ 1 (m) and consequentlyᾱ = λ 1 (m).
We now consider the case where p > N and the support of n + intersects ∂ . We will show that here againᾱ = λ 1 (m). The idea is as before to start with ϕ m and to introduce a suitable negative part which however will now be located near ∂ . Let us define Proof. -Let us callᾱ the right-hand side of (5.4). We distinguish two cases: (i) supp n + intersects ∂ , (ii) supp n + is compact in . In case (i), any u ∈ W 1,p 0 ( ) vanishes somewhere on supp n + and consequentlyᾱ = λ 1 (m). The conclusions of Proposition 36 then follow easily, using Proposition 35. So from now on in the proof of Proposition 36, we suppose that we are in case (ii).
We first show thatᾱ ᾱ . Clearly one can restrict oneself to nonnegative functions in the definition ofᾱ. Let u 0 be admissible in the definition ofᾱ. Since u(x 0 ) = 0 for some
vanishes on a neighbourhood of x 0 . We can then construct in this neighbourhood a small negative part so as to satisfy the last constraint in definition (5.1) ofᾱ. The construction here goes by regularization and is identical to that in the proof of Proposition 35. Arguing in this way one getsᾱ ᾱ . We now show thatᾱ ᾱ. Let u be admissible in definition (5.1) ofᾱ. Then u is 0 somewhere on supp n + and consequently u + vanishes somewhere on supp n + . The conclusionᾱ ᾱ then follows by considering u + in the definition ofᾱ.
The infimum in (5.4) is clearly achieved. Let u be a minimizer and assume by contradiction that u vanishes in at least two points x 1 and x 2 in (supp n + ) ∩ . Then v = |u| is also a minimizer which vanishes at x 1 and x 2 . Arguing as in the proof of Lemma 3.1 in [10] , one first observes that, for each i = 1, 2, v is a minimizer for
where F i is the subspace of W + vanishes at at most one point in (supp n + ) ∩ = supp n + , and consequently u 0 on supp n + . Now, if we also have u − ≡ 0 in , then the same argument applies to v = −u and yields u 0 on supp n + . But then u ≡ 0 on supp n + , which contradicts the fact that u vanishes in at most one point of (supp n
To conclude this section we consider the distribution of * in the other quadrants of R × R. From now on we do not assume anymore below that m, n satisfy (2.1). Proof. -The necessary conditions follow from the fact that, if (α, β) ∈ * , then, for u a corresponding solution of (1.4),
To prove the sufficient conditions, let us consider for instance R + × R − (similar arguments in the other quadrants). We have that (α, β) In the semilinear ODE case N = 1, p = 2, the results of Proposition 37 and Corollary 38 were derived recently in [2] by using the shooting method.
The result of Proposition 35 on the asymptotic behaviour of the first curve in R + × R + of course extends to the other quadrants. For instance we have COROLLARY 39. -Suppose m + and n − ≡ 0, and let C +,− be the first curve of
Proof. -Observe, as in the proof of Proposition 37, that the first curve to
Applying Proposition 35 to the latter then yields the conclusion. ✷
Nonresonance of the type "between the first two eigenvalues"
In this section, we study the solvability of the Dirichlet problem (1.5) under assumptions on the asymptotic behaviour of the quotients f (x, s)/|s| p−2 s and pF (x, s)/|s| p which generalize the classical condition that for a.e. x ∈ , the limits at infinity of these quotients lie between the first two eigenvalues. Existence, unicity, as well as examples of nonunicity will be considered. Let f : × R → R be a Carathéodory function satisfying the growth condition
for a.e. x ∈ and all s ∈ R. Here a ∈ L r ( ) and b ∈ L p ( ), where r is as before (i.e. r > N/p if p N and r = 1 if p > N) and p is the Hölder conjugate. We assume that the L r functions γ ± and ± defined by
have nontrivial positive parts and satisfy
Here c( + , − ) is the eigenvalue of (1.3) considered in Sections 2-4. We also assume that the L r functions δ ± and ± defined by
Some uniformity with respect to x is also required in (6.3), which is made precise in (6.13) below. Note that one clearly has [12] (p = 2 and usual spectrum), [16] (p = 2, N = 1 and Fučik spectrum), [19] (p = 2 and Fučik spectrum), [15] (1 < p < ∞ and Fučik spectrum). The main difference comes from the fact that in all these works, the hypothesis takes the form of pointwise inequalities on the functions γ ± , ± , δ ± , ± . For instance in [19] it is assumed that for one point (α, β) in the first curve of the Fučik spectrum of − p (without weight), one has Since (α, β) above belongs to the first curve, c(α, β) = 1, and it follows from Propositions 23 and 25 that (6.5) implies (f) and (F 1 ). On the other hand using the continuity of λ 1 (.) and c(·, ·) (cf. Proposition 22), one easily constructs examples where (f) and (F 1 ) hold while the pointwise conditions (6.5) do not. Note in particular that the functions γ ± , ± , δ ± , ± in Theorem 40 may change sign and be unbounded. Nonresonance conditions bearing as in Theorem 40 on eigenvalues with weight were already considered in [26, 20, 21] . In particular the result of Theorem 40 for p = 2 and under the stronger hypothesis
was obtained in [21] .
Proof of Theorem 40. -We consider the functional 
arguing as at the end of the proof of Lemma 2.5, one obtains that v k → v 0 in W 1,p 0 ( ). In particular v 0 1,p = 1. One also deduces in a similar manner from (6.8) that
Now, by standard arguments based on (6.2) (cf. e.g. [31] ), the function f 0 (x) can be written as α(x)(v
Since the values of α(x) (resp. β(x)) on {v 0 0} (resp. {v 0 0}) are irrelevant in the above expression of
We now distinguish three cases: (i) v 0 0 a.e. in , (ii) v 0 0 a.e. in , (iii) v 0 changes sign in . We will see that each case leads to a contradiction. In case (i), Eq. (6.9) implies λ 1 (α) = 1 and v 0 (x) > 0 in . It then follows from (6.10) and (f) that λ 1 (γ + ) = 1 and also, by the strict monotonicity of λ 1 with respect to the weight, that α = γ + , a.e. in . Dividing (6.7) by u k p 1,p and going to the limit, using (6.3) and Fatou's lemma, one gets Since α = γ + δ + and v 0 > 0, we deduce α = δ + . Consequently λ 1 (δ + ) = 1, which contradicts (F 1 ). Case (ii) can be treated similarly. In case (iii), (6.9) shows that v 0 is a solution of
p−1 which changes sign, and consequently c(α, β)
1. Proposition 23 together with (6.10) and (f) then yield c(α, β) = c( + , − ) = 1. Dividing (6.7) by u k p 1,p and going to the limit, using (6.3) and Fatou's lemma, one gets
In fact the first integral and the last integral in (6.12) are equal because otherwise, Proposition 25 yields c(α, β) > c( + , − ), in contradiction with what we have just proved. So all the terms are equal in (6.12) and we deduce, using (6.4) , that + = + on {v 0 > 0}, − = − on {v 0 < 0}, and using (6.10), that α = + on {v 0 > 0}, β = − on {v 0 < 0}. Combining with (6.11), we finally get α = + and β = − a.e. in . Consequently c( + , − ) = 1, which contradicts (F 1 ). This concludes the proof of Claim 1. ✷
We now turn to the study of the geometry of and first look for directions along which goes to −∞. Remark 41. -For later reference, let us observe that among the critical points of at level (6.15) , there is at least one, say u 1 , which is such that there exists a sequence h k of paths in H R with the property that max u∈h k [−1,+1] (u) → (u 1 ) and dist(u 1 , h k [−1, +1]) → 0. This follows from the proof of the mountain pass theorem as given for instance in [11] .
Theorem 6.1 yields in particular a solution to the semilinear problem
where m, n ∈ L r ( ) with (2.1), h ∈ L 2 ( ), if we assume
In the rest of this section, we will be interested in the unicity of the solution to (6.19) when (6.20) Proof. -Existence follows from Theorem 40 since λ 2 (max{m, n}) = c(max{m, n}, max{m, n}) and so, by monotonicity, (6.21) implies (6.20) . Assume now that u 1 and u 2 are two solutions of (6.19) and put v := u 1 − u 2 . Then v solves This implies that 1 is not an eigenvalue of − for the weight d and consequently, by (6.22) , v ≡ 0. ✷ The following two propositions describe two situations where unicity fails in (6.19) although (6.20) holds. In Proposition 43 it is the first part of (6.21) which is violated, while in Proposition 44 it is the second part of (6.21) which is violated. Note that the example in Proposition 43 requires nonconstant weights. Let us also admit this claim for a moment. We will use it to see that u 0 is different from the solution u 1 of (6.19) provided by the mountain pass argument of the proof of Theorem 40, more precisely provided by Remark 41. We thus have where λ ∈ R, m ∈ L r ( ) and h ∈ L p ( ), and assume that m changes sign in . It is then easily verified that Theorem 45 applies if and only if λ −1 (m) < λ < λ 1 (m). So in fact we are dealing in this section with nonresonnance of the type "between the first negative eigenvalue and the first positive eigenvalue".
Proof of Theorem 7.1. -We recall that the uniformity in (7.1) precisely means that for any ε > 0 there exists a ε ∈ L 1 ( ) such that for a.e. x ∈ and all s ∈ R. One easily deduces from (7.3) that
Taking ε > 0 sufficiently small and using (F 2 ), we get that is bounded below and coercive on W In the rest of this section we will be interested in the unicity of the solution of (7.4) when (7.5) holds. Proof. -Existence follows from Theorem 45 since (7.6) clearly implies (7.5) . Assume now that u 1 and u 2 are two solutions of (7.4) and put v = u 1 − u 2 . Then v solves
