Abstract -The subject of this paper is the maximum principle and its application for investigating the stability and convergence of finite difference schemes. To some extent, this is a survey of the works on constructing and investigating certain new classes of monotone difference schemes. In this connection the maximum principle for the derivatives discussed in this paper is of fundamental importance. It is used as a basis for proving the coefficient stability of difference schemes in Banach spaces and the monotonicity of economical schemes of full approximation. New results on unconditional stability of monotone difference schemes with weights, conservative explicit-implicit schemes (staggered schemes), monotone schemes of second-order approximation in arbitrary domains, and monotone difference schemes for multidimensional elliptic equations with mixed derivatives are given.
Introduction
While investigating the uniqueness and continuous dependence of classical solutions for boundary-value problem for elliptic and parabolic equations maximum principle is used [15, 47] . Its simplest statement is that the appropriate solution of homogeneous equation attains its minimum and maximum on the boundary of the domain. In its general form it allows one to obtain an estimate for the maximum solution magnitude.
In the theory of difference schemes [20, 21, 24, 30] the maximum principle is of a great interest. In particular, it is used to investigate the stability and convergence of the difference solution in a uniform norm [7, 9, 10, 42, 43, 48] . Difference schemes that satisfy the maximum principle are called monotone [20, 44] .
For example, the following works [3, 19, 26, 27, 30, 31, 33, 34, 37, 46] are devoted to the construction and investigation of monotone vector-additive schemes, schemes with weights, schemes for convection-diffusion equations, difference schemes of raised order of approximation on nonuniform meshes. To some extent, this paper is a survey of the works on constructing and investigating some new classes of monotone difference schemes. In Section 3 the formulation of the maximum principle (more exactly its consequence) in the one-dimensional and multidimensional cases is given. The maximum principle is given in a very convenient form for investigating boundary problems with inhomogeneous boundary conditions. So far only the scheme with the weight σ = 1 was known to be unconditionally stable for a parabolic equation. (This means that when establishing an a priori estimate of stability in the norm C a connection between the time step τ , spatial steps h 1 , h 2 ,...,h p , and the coefficients of the equation is absent.) In Section 4 it is shown that all the schemes with the weight σ 1 possess such a property [30, p. 60] .
In Section 5 the maximum principle is used for investigating new classes of conservative explicit-implicit schemes (staggered schemes). The maximum principle for derivatives established in Section 6 deserves a special attention. The coefficient stability of difference schemes in Banach spaces (Section 7) and monotonicity of economical schemes of full approximation on uniform and nonuniform grids (Section 8) is proved on the basis of this principle. The monotone schemes saving the second order of local approximation are constructed on nonuniform grids for multidimensional problems of mathematical physics in arbitrary domains. At the end of the paper, monotone schemes for multidimensional equations with mixed derivatives are given.
Fundamental moments and new results
In the paper, the attention is mainly devoted to constructing and investigating monotone difference schemes satisfying the maximum principle. For this purpose we use the following canonical form of notation of a difference scheme [20, 21] : B(x, ξ) > 0, x ∈ ω h , (2.2) then for the solution of scheme (2.1) the following a priori estimate (the maximum principle) [20] holds:
B(x, ξ)y(ξ)
3)
The difference schemes the solution of which satisfies estimate (2.3) are assumed to be monotone. A vast literature is devoted to investigation of monotone difference schemes. Mention should be made in this connection of works [7, [42] [43] [44] 48 ].
Scheme with weights
In this paper the simplest difference scheme is considered: scheme (2.4) is monotone, and the following a priori estimate [20] holds:
From inequality (2.5) one can see that the difference scheme (2.4) would be unconditionally monotone (without limitations on the step τ and the spatial step h), if only σ = 1. In this paper it is shown that scheme (2.4) would be unconditionally monotone at any σ 1. For the first time this result has been given in [30, p. 60 ].
Explicit-implicit schemes
If in scheme (2.4)
we get a well-known staggered scheme or a scheme with a variable weight multiplier σ = σ(x), x ∈ ω h [23, 39] . Explicit-implicit schemes were popular in the 60-70 years. Afterwards they have been almost forgotten. A few years ago simultaneously A. Gulin and A. Samarskii [11] , R.Čiegis [6] , and the present author together with A. Lapin and I. Mikhiliouk [16, 17] considered these schemes again, from absolutely different points of view. In our opinion, the main defect is that these schemes are nonconservative. In this paper new conservative monotone difference schemes are constructed for a twodimensional problem of the form y t = (yx 1 )
+ ϕ,
A solution of the conservative explicit-implicit scheme is obtained from explicit formulas. The appropriate a priori estimate of stability in the norm C holds provided that h 1 = h 2 = h and
Let us note, that many difference schemes on adaptive grids [18] are also reduced to schemes with variable weights. Here we should mention monograph [36] , where the theory of difference schemes (including conservative ones) with operator multipliers acting in Hilbert spaces is built.
Maximum principle for derivatives
The investigation of the stability of vector-additive economical schemes of full approximation in the mesh space C is based on the estimation of difference derivatives in the uniform norm [36] . The same technique is used to study the coefficient stability in a Banach space (see Section 7).
Let us assume that the difference scheme y t + Aŷ =φ, y| γ h = µ(t), y 0 = u 0 (x), x ∈ ω h ,v = v(t + τ ), (2.6) with the constant operator A = A(t) satisfies the maximum principle conditions (2.2) and that for its solution the following estimate follows from (2.3)
)/τ . Then, differentiating equation (2.6) with respect tot and introducing the notation v = yt from (2.6), we get an absolutely similar problem
Hence, for y t , Ay we also obtain a priori estimates of the form of (2.7). With the aid of such a simple methodological technique (see also [19, 36, 50] ) we later investigate the coefficient stability of difference schemes in Banach spaces and the monotonicity of economical schemes of full approximation.
Coefficient stability
Since the coefficients of differential and difference problems belong to input data, the question of investigating the coefficient stability of these problems is very important. Theoretically the difficulty of the problem lies in evaluating the norms of unbounded operator coefficients. The stability of differential-operator equations and operator-difference schemes with respect to disturbance of the initial data, the right-hand side, and unbounded operator coefficients (strong stability) in Hilbert spaces for evolutionary problems has been investigated in papers [13, 34, 35, 41] .
In the present paper, a considerable advance is made in the development of this problem. This is associated not only with the new obtained estimates in Banach spaces. Here, for the first time a strict definition of strong stability is given.
Let B 1 and B 2 be Banach spaces. Let us consider an abstract Cauchy problem:
Letũ(t) ∈ B 1 be the solution of problem (2.8) with disturbed input dataÃ : B 1 → B 2 ,f (t),ũ 0 . Let us call the differential-operator problem (2.8) strong stable, if such constants M 1 , M 2 , M 3 exist independent of the choice of input data, that for all admissible u 0 ,ũ 0 , f (t),f (t), A,Ã and arbitrary t > 0 the following estimate holds:
Generally, the operators A, A are unbounded. However, one can select such spaces B 1 and B 2 , that the norm of operator (2.10) becomes naturally bounded. For Hilbert spaces work [13] is indicative in this sense. It is precisely the particular technique of obtaining a priori estimates of the form of (2.9) for operator equations (2.8) in Banach spaces that is given in the present paper.
Economical monotone schemes of full approximation
In 1988 V.N. Abrashin and A.N. Iakoubenia [1, 2] suggested the so-called many-component method of alternating directions: 11) which is unconditionally stable in energetic norms for any number of dimension and economical. Computational methods of the given type belong to the class of vector-additive schemes [45] , since as the approximation to the solution of the original problem here one can take the vector y = (y 1 , y 2 , . . . , y p ). In 1998 in [36] (see also [19, 50] ) the unconditional monotonicity of scheme (2.11) was also proved, when coefficients of equation (2.11) are independent of t. The proof of this fact was based on reduction of system (2.11) to the form 13) and application of the maximum principle for derivatives. In 1999 S. B. Zaitseva and A. A. Zlotnik in their work [49] proposed to use as the initial conditions for equations (2.11) the following formulas:
In that paper they pointed to the very close relationship between the vector-additive schemes and locally one-dimensional schemes or schemes of summarized approximation.
Unfortunately, when the coefficients of equations depend on time, one is unable to prove the monotonicity of the vector-additive schemes on the basis of the technique of the maximum principle for derivatives.
In this paper we indicate that by carrying out a numerical integration of the system (2.12), (2.13) with account for initial conditions (2.14), we can obtain the following system of difference equations: 
, with regularization on the top level not only of the operator but also of the right-hand side. Note that if instead of (2.14) we use the standard approximation of the initial data of the form of [1, 2] y 0 α = u 0 (x), x ∈ω h , α = 0, 1, ..., p, then, by the numerical integration of system (2.12)-(2.13) instead of (2.15)-(2.16) we get the following system of difference equations:
where c α is given by
2.6. Monotone difference schemes of the second order of local approximation on nonuniform grids and on minimum stencils
In transition from a uniform to a nonuniform grid, usually the order of local approximation decreases. Let x i−1 , x i , x i+1 be three successive nodes of an arbitrary nonuniform grid in the space,
Then, using Taylor's formula, it is easy to get the following relationship [20] :
17)
Therefore, to reduce the influence of viscosity in the right-hand side of (2.17) during mathematical simulation of applied problems with the second derivatives on nonuniform grids one often has to use quasiuniform grids [14] :
On the other hand, with respect to the midpoint (the center of gravity)
uxx ,i approximates the second derivative with the second order on the same minimum threepoint stencil:
). This simple and remarkable fact, mentioned in monograph [4] , was further developed in [19, 32, 33, 37, 38, 46, 50] while constructing difference schemes of the increased order of approximation on minimum stencils for one-dimensional and multidimensional problems of mathematical physics with constant coefficients. Unconditional a priori estimates of the stability were obtained in energetic norms. As to the difference schemes that approximate the one-dimensional parabolic equation, the maximum principle was established at a very unusual restriction 
It is obvious that the problem is closely connected with the approximation of low-order derivatives. In works [3, 26] the first attempts to construct monotone schemes of the O( 2 ) approximation for the convection-diffusion equation have been undertaken but they were conditionally monotone (there is connection between the steps of the grid and the coefficient k(x)). In construction of the unconditionally monotone schemes for equations with variable coefficients on the three-point stencil (on the minimal stencil for multidimensional case) the following simple identity was found to be fundamental:
since it does not contain the first derivatives. Using this identity for one-dimensional and multidimensional problems of mathematical physics with variable coefficients unconditionally monotone difference schemes of the second order of approximation were constructed on nonuniform grids [27] . The remarkable constructive property of these algorithms is that they pass into the well-known conservative schemes on a uniform grid, for which the condition of the second order of approximation (2.20) already holds at x * = x i . For nonstationary problems, condition (2.19) remains, nevertheless, it is not hard.
Difference schemes for the Dirichlet problem in an arbitrary domain
Various difference schemes are applied to solve numerically boundary-value problems in an arbitrary computational domain [5, 20, 21] . Traditionally it is widely used the difference schemes written in near-boundary nodes on a substantially nonuniform stencil. In that case the local approximation error near the boundary has the first order. Also the schemes of the second order of accuracy are used [20, 22] which in the near-boundary nodes do not approximate the initial problem, but possess such important properties as self-adjointness and positive definiteness.
In works [37, 38] difference schemes are constructed, for which even in the near-boundary nodes the approximation error has the second order relative to the noncalculated point. We note that the increased order of approximation near the boundary is important in many problems. For example, often it is necessary to reconstruct the normal derivative of the solution on the boundary of the computational domain or its segment using the approximate solution. Frequently, the fundamental special features of the solution are also concentrated near the boundary.
In constructing schemes O( 2 ) on minimum stencils one can use the simplest way of domain discretization, i.e., covering by a uniform rectangular grid in all the space directions. Then, nonuniform steps of the grid appear only near the boundary of the domain. To determine the stencil of the difference scheme the pattern operator A is used, which coincides with the unconditionally monotone operator that approximates the Laplas operator with the second order on an arbitrary rectangular nonuniform grid in the case of a rectangular domain. Here, the stencil of the scheme (seven-or eight-point in a two-dimensional case) is defined automatically (see Fig. 1 ). The computational effect of the method is attained due to approximation of the equation in a specially chosen point (in the figure it is represented by the symbol x), which is at a distance from the boundary. To determine its coordinates, one needs only to know the steps of the grid near the boundary.
In this paper, along with the detailed description of the scheme, main attention is paid to investigating the property of the monotonicity of the scheme. Very often the natural question arises: "What makes these schemes be better than others that have the lesser local order of approximation, but that converge with the same order? After all, the accuracy is important rather than approximation". The answer was given by my followers and colleagues D. Malafei and A. Zyl. The computational experiments they carried out [27, 37] , demonstrated that the convergence with the second order of approximation in the proposed methods is observed already on very coarse grids.
Statement of the maximum principle
The statement of the grid maximum principle can be found in many textbooks and monographs (see, e.g., [20, 24] ). To obtain a priori estimates in the norm C various corollaries given below are mostly used.
The one-dimensional case
Let the function y i = y(x i ) defined on a uniform grid
be the solution of the problem
Let us introduce the grid norms:
Lemma 3.1 [20] . Suppose that
Then for the solution of problem (3.1) the following estimate holds:
The multidimensional case
In the rectangleḠ = {0
. . , p} with the boundary Γ we set up a uniform gridω
with the constant steps h 1 = x
, γ h is a set of the boundary nodes. To apply the maximum principle for obtaining the estimates of stability, one should reduce the difference scheme to the following canonical form [24, p. 293] :
and examine the following sufficient conditions on the coefficients:
is a stencil of the scheme.
Lemma 3.2 [27] . Let the positivity property of the coefficients (3.4) be satisfied. Then for the solution of problem (3.3) the following estimate is valid:
where
This lemma is very suitable to study the stability of difference schemes with respect to boundary conditions and the right-hand side simultaneously (especially for nonstationary problems).
Weighted schemes
Let us consider the weighted difference scheme
which approximates the simplest initial-boundary-value problem for a parabolic equation.
Here we use the standard notation of the theory of difference schemes [20] :
0 σ 1 is a real parameter. Varying it, we can get the schemes with different features: from pure explicit (σ = 0) to pure implicit (σ = 1). For the solution of this scheme the maximum principle is valid [20] :
From condition (4.3), it follows that if σ = 1, then the monotone difference scheme (4.1) is unconditionally stable in the norm C (there are no constraints on the ratio of the grid steps τ and h). If σ = 1, then the scheme is monotone under constraint (4.3) only. Let us show that for any σ 1 scheme (4.3) is also unconditionally monotone. Using the identity y t = (y
− y)/(στ ) in fact the difference scheme (4.1) is reduced to the canonical form (3.1):
Since all the assumptions of Lemma 3.1 are satisfied, then inequality (3.2) yields the estimate
As y
we conclude that for any given σ a priori estimate (4.2) is valid for the solution of difference scheme (4.1). Now we consider the pure implicit scheme (σ = 1) with inhomogeneous boundary conditions:
Rewriting difference scheme (4.4) in canonical form (3.3), we see that the positivity property of coefficients (3.4) holds. Furthermore, applying Lemma 3.2, we obtain the following estimate of accuracy in the uniform metric [27] :
Explicit-implicit schemes
For numerical simulation of problems with singularities it is often convenient to apply hybrid methods. These methods are based on the use of various difference schemes in the corresponding domains. These algorithms can often be written as schemes with variable weight factors [24, 35, 39] :
In the case of an explicit-implicit scheme
In spite of the implicitness the solution of this scheme is obtained explicitly. It seems that the condition of its stability in the norm C τ h 2 allows one to find the numerical solution with the time step τ two times bigger in comparison with the familiar explicit scheme (σ = 0). Explicit-implicit schemes were popular in the 60-70 years. Afterwards they have been almost forgotten. A few years ago simultaneously A. Gulin and A. Samarskii [11] , R.Čiegis [6] , and the present author together with A. Lapin and I. Mikhiliouk [16, 17] considered these schemes again, from absolutely different points of view. In our opinion, the main defect is that these schemes are nonconservative in consequence of the failure to carry out the equality
, where the weight σ depends on a grid node. Therefore, in the case of these schemes one fails to obtain a priori estimates in more weak norms and to prove the convergence of the difference schemes with reduced requirements to the properties of the solution of a differential problem.
Conservative schemes
To construct a conservative method, let us write a scheme with variable weight factors in the following form [16] [17] [18] 35] (for simplicity we consider homogeneous boundary conditions):
Consider the numerical implementation of the scheme (5.2) with the weight factors (5.1). Let i be even. Then, from equation (5.2) it follows that
Hence, it is easy to find y j+1 i
and y j+1 i+1 from the explicit formulas.
Stability with respect to the initial data and the right-hand side
The following statement is valid [16] .
Then for the solution of difference scheme (5.2) with arbitrary weight factors σ n i satisfying conditions (5.3) the following estimate holds: 
The multidimensional case
In the two-dimensional case the corresponding conservative difference scheme has the form
The appropriate a priori estimate of stability in the norm C (5.4) holds provided that
The maximum principle for derivatives
For a one-dimensional parabolic equation consider the implicit scheme
2)
The identityv = v + τ v t implies that equation (6.1) can be rewritten in the equivalent form
where v = yt. Problem (6.3) is reduced to the form of (3.1), if
It is obvious that for arbitrary τ and h i the assumptions of Lemma 3.1 are satisfied and the recurrence relation y
holds due to estimate (3.2). Assuming t = 0, we rewrite equation (6.1) in the form
Next, we apply the maximum principle to the grid function v = y t (0), v(0) = v(x i , 0) with F = Λu 0 + ϕ(0). As a result, using the recurrence relation (6.4), we get the estimate
Next, substituting into (6.5) the value of y t from equation (6.1) and applying the triangle inequality Λŷ + ϕ Λŷ − ϕ , we have
The previous estimate and the obvious inequality ŷ C y C + τ y t C yield the following:
Thus we have Theorem 6.1. For the solution of problem (6.1), (6.2) for any t ∈ ω τ the a priori estimates (6.5)-(6.7) hold.
Schemes for the multidimensional equations are constructed by analogy, namely, we have
Difference scheme (6.8)-(6.9) satisfies the grid maximum principle. Thus, by Lemma 3.2, we have
On the other hand, differentiating the difference equation (6.8) with respect to t by analogy with (6.3), we get
Further arguments lead us to estimates (6.5) and (6.6), where the operator Λ is determined by (6.9).
Coefficient stability
By means of the maximum principle for derivatives proved above we shall obtain a priori estimates of stability of the solution when the coefficients are perturbed. Obviously, the problem considered is very important, since in mathematical simulation of applied problems the coefficients of equations can be given inaccurately. For instance, they have been computed as a result of experimental observation, determination, etc. In nonstationary processes, that are described by parabolic equations with given boundary and initial conditions
the variable t (time) plays a special role and that is why we have to distinguish it. Here L is a differential operator that acts on u(x, t), where 
A Cauchy problem is called stable with respect to the initial data and the right-hand side if
where M 1 and M 2 are positive constants andũ(t) is a solution of the following problem with perturbed input data:
Let the operator A be constant, linear, and unbounded. Then, definition (7.2) is equivalent to the inequality u(t)
Estimates like (7.2) and (7.4) are well-known in the theory of differential equations. However, the coefficients of equations are input data also. Then why has this problem not been solved so far? To understand this fact it is necessary instead of (7.3) to consider the problem with disturbed coefficients (operatorÃ):
Subtracting from the disturbed equation (7.5) the original one (7.1), we come to the problem for a pertubration of the solution
As we see, problem (7.6) differs from problems (7.1), (7. 3) in view of the presence of the component (Ã − A)ũ. Since operatorsÃ, A in the general case are unbounded, as a matter of fact, it is not clear how to estimate the norm of unbounded operator
Let us explain this on the example of the typical operator (the example given by V. Makarov)
Let us disturb in (7.8) the coefficient d(x) only. Then we obtaiñ
According to (7.7) and assumptions made for
Now in (7.8) let us disturb the coefficient k(x) at the highest derivativẽ
In this case
and the norm of disturbance of the operator Ã −A is unbounded, since each of the operators A and A are unbounded. However, one can choose such spaces B 1 and B 2 , that the norm of disturbance (7.7) would become bounded under arbitrary disturbance of the coefficients. Let us give an example. Let d(x) = 0 and
We denote v = Au. By virtue of the assumptions made
(7.10)
For real separable Hilbert space [13] that the norm of the operator (7.7), (7.10) is finite, when operators A,Ã are given by formulas (7.8), (7.9), respectively, with d(x) = 0:
The inverse operator A −1
is specified by the formula [13] :
(7.12)
We will assume that k(x),k(x) ∈ C 1 (0, 1). Then, in compliance with formulas (7.11), (7.12)
Considering the operator (Ã − A) as a mapping from C 2 to the space of continuous functions C, on the basis of (7.10), (7.13), (7.14) it becomes naturally bounded
where, as before, u C = max
|u(x)|. Let us designate now the concept of strong stability. 3 , that are independent of the choice of the input data, so that for all the admissible u 0 ,ũ 0 , f (t),f (t), A,Ã and arbitrary t > 0 for solution of problem (7.6) the a priori estimate holds The primary issue in obtaining estimates of the form of (7.15) is to choose such spaces B 1 , B 2 , that the norm of disturbance (7.7) of the operator coefficients would be finite. Let us show, how one can obtain a priori estimates of the form of (7.15) for the differential-operator equation (7.1). We will assume that the operators
are linear, constant, and bounded, and that the solution of problem (7.1) satisfies estimate (7.4). In the case of elliptic operators this estimate is established with the aid of the standard maximum principle. Applying this estimate to the problem for the disturbance (7.6), we come to the inequality
Ãũ . 
Applying estimate (7.4) to this problem, we find the relationship
Passing to the initial notation v = dũ dt =f −Ãũ, from (7.18) we get
Consider the problem of coefficient stability in the finite-dimensional Banach space B (B 1 = B 2 = B). Using the notation given above, let us approximate on the time grid ω τ the differential problem (7.1) by the difference one
The corresponding perturbed difference scheme has the form y t +Ãŷ =φ,ỹ 0 =ũ 0 .
Subtracting from the last expression the previous one, we get the problem for the perturba-
Suppose that for the solution of problem (7.19 ) the following estimate is valid:
Then for problem (7.20) the inequality
holds. For the perturbation of the nonuniformly bounded operator A we assume that
Here α 0 is a lower bound of a set of the constants satisfying (7.23). It specifies the measure of vicinity of unbounded operators in general. Substituting (7.23) into (7.22), we have
Using assumption (7.21) and the estimation technique (6.6), the last term in (7.24) can be estimated in the following way:
Estimates (7.24) and (7.25) demonstrate the stability with respect to perturbation of the initial data, the right-hand side, and the operator (the strong stability).
As an example, let us consider one-dimensional problem (7.19) with the constant operator 26) and the norm · = · C = max
Let us show, that for the specified operator (7.26) inequality (7.23) holds. Let us consider the expression
Ãŷ . 
On the basis of (7.26)-(7.28) we conclude that
So we have shown that estimate (7.23) is satisfied with the constant α determined from expression (7.29).
Economical monotone schemes
In this section, for the first time we prove the monotonicity of the vector-additive schemes [45] and of the many-component method of alternating directions [1, 2, 12] for equations with coefficients that are variable in both space and time. The proof is established on the reduction of these algorithms to the equivalent form of the locally one-dimensional schemes. Note that in the case of constant coefficients the monotonicity of the vector-additive schemes were studied in [36] .
Method of alternating directions
The first economical scheme is an implicit scheme of alternating directions (wedge-reed scheme):
This scheme is often called the Peaceman-Rachford scheme. Recall that an economical scheme is unconditionally stable in some grid norm by definition (there are no constraints on time and spatial steps). This scheme is a scheme of full approximation. Its main shortcoming is that the scheme cannot be generalized to the three-dimensional case. The maximum principle (monotonicity) or an estimate in the norm C has not been established for it.
Scheme of summarized approximation
The second classical scheme is the scheme of summarized approximation (a locally onedimensional scheme):
Using the maximum principle, an estimate of the stability in the norm C has been already established for this scheme. From this point of view it is monotone. However, the scheme does not approximate the original problem (one has a summarized approximation only).
The many-component method of alternating directions
In 1988 V.N. Abrashin and A.N. Iakoubenya [1, 2, 12] proposed a vector-additive scheme of the form
which is of full approximation, economical, monotone, and can be generalized to problems of any dimension:
We assume below that Λ α = Λ α (t) are constant operators and
Let us show that for the solution of problem (8.1)-(8.2) and for any k = 1, 2, . . . , p, t ∈ ω τ the estimate
is valid. Actually, equation (8.1) for k = 1 can be rewritten in the form
Suppose for simplicity that Λ k y k = y kx k x k . By virtue of the equation
Λ α y α = y pt − ϕ, the latter expression can be rewritten as
Similar difference equations can be obtained for k = 2, 3, . . . , p:
For the problems (8.4) and (8.5) with the homogeneous boundary conditions y kt | γ h = 0 the positivity property of coefficients (3.4) holds. Consequently, the inequality y kt C y k−1t C and Lemma 3.2 yield the following estimates:
Thus,
The above formula provides the required estimate (8.3).
The equivalence of the vector-additive schemes and the locally onedimensional schemes
Unfortunately, when the coefficients depend on the time variable Λ α = Λ α (t), one fails to prove the monotonicity of difference schemes (8.1), (8.2) with the aid of the maximum principle for derivatives. In what follows instead of (8.2) we will consider the following initial data:
Due to this approximation S. Zaitseva and A. Zlotnik [49] succeeded in substantially improving the properties of the vector-additive schemes. Moreover, they indicate close connection between the many-component method of alternating directions and locally one-dimensional schemes. Really, let us subtract from equation (8.1), when α = 1, the same equation on the previous time level, when α = p. Then subtracting consecutive equations on the same time level, we get a system of equations
This divergent form was obtained for the first time in [19, 36] . Taking into account initial conditions (8.6), we obtain the following formulas: 
If we multiply equation (8.9 ) by the operator
, we get one more form of the many-component method of alternating directions:
Hence, a vector-additive difference scheme of the form (8.1), (8.6) can be written as an implicit scheme with regularizator on the top layer. We shall obtain an a priori estimate in the uniform metric by using the standard technique. We assume that both problems (8.7), (8.8) satisfy the maximum principle with D = 1. Taking into consideration a priori estimate (3.5), we conclude that
These formulas provide estimate for any time value in the uniform norm
Monotone difference schemes of the second order of approximation on nonuniform grids
In this section, we construct and study monotone difference schemes of the second order of approximation on minimum stencils for differential equations of mathematical physics with variable coefficients. We consider in details methods in arbitrary domains. In our investigation we are guided by the results of papers [19, 32, 33, 37, 38, 46, 50] .
One-dimensional problem
We consider the simple differential problem
We define the arbitrary nonuniform gridω h :
On the gridω h we introduce the usual difference operators
It was noted in monograph [4] that there exists a noncalculated point (center of gravity)
relative to which a second derivative is approximated with the second order on the common three-point stencil:
In papers [19, 32, 33, 37, 38, 46, 50] this idea was developed to construct schemes of the higher order of approximation for time-dependent problems with constant coefficients. Unfortunately, in the case of the variable coefficients for divergent operators such a point doesn't exist:
Since (ku ) = ku + k u , this problem is connected with construction of the appropriate algorithms for the convection-diffusion equation. First attempts to solve this problem were made in papers [3, 26] . However, the algorithms set up in these works were conditionally monotone, i.e., there were constraints on the grid steps and on the coefficients of the equations to satisfy the maximum principle.
To construct the unconditionally monotone schemes using (9.3) we shall apply the identity (ku ) = 0.5((ku) + ku − k u), (9.4) which does not contain first derivatives. We replace the differential operator L by the difference one L h on the three-point stencil:
, and the variable in space weights are defined in the following way:
By virtue of formulas (9.3)-(9.6)
Hence, the difference scheme
approximates differential problem (9.1), (9.2) with the second order on an arbitrary nonuniform grid. The doubtless advantage of scheme (9.8) is that the scheme degenerates to the known conservative scheme [20] in the case of a uniform grid (h + = h)
Scheme (9.8) can be written in the canonical form
with the coefficients
It was shown in [27] that the positiveness of the coefficients
for the arbitrary steps h i is satisfied due to the choice of the variable spatial weights in the form (9.6). From Lemma 3.2, we obtain
So, the unconditional monotonicity of the scheme is proved for the arbitrary steps h i and for the coefficients which satisfy condition (9.2) only.
Monotone schemes for a one-dimensional parabolic equation
In the domainD = {0 x l, 0 t T } one need to find a continuous solution of the problem
Along with the earlier defined arbitrary nonuniform space grid ω h we consider a uniform time gridω τ with the constant step τ . Since the point (x i , t j ),x i = x i +h i , t j = jτ is not calculated in general, then based on expansion (9.7) we conclude that
We use formulas (9.5), (9.9) to construct a monotone difference scheme of the second order of local approximation on the 6-point stencil:
where ϕ = f (x,t),t = t + τ. The following statement [27] takes place.
Then solution of difference problem (9.10), (9.11) is stable with respect to the initial data, the boundary conditions, and the right-hand side, and for any t n ∈ ω τ the following a priori estimate is true:
Condition (9.12), which is logically opposite to the Courant relation, is not hard, as it constrains the time step from below. It is interesting to note that in the energetic norm W 1 2 the stability and convergence of the difference scheme is established without any constraints on the grid steps τ and h i (unconditional stability).
Monotone difference schemes for the Poisson two-dimensional equation
} be a rectangle with the boundary Γ. It is necessary to find a solution of the following boundary-value problem:
In the domainḠ we define the arbitrary nonuniform grid:
Further we shall use the standard notation of the theory of difference schemes [20] :
The simplest monotone difference scheme
is written on the 5-point stencil that is cross-like. However, it has the first-order approximation only. To construct a scheme of the second order of local approximation we should consider the midpoint
The difference scheme of the second order of local approximation on a nonuniform grid is given by
Note, that in the case of the uniform grid h ± α = 0, scheme (9.15) also transforms into classical "cross" scheme (9.13), which has the second order of approximation on a uniform grid. In papers [35, 46] it was shown that the error of approximation
is the second-order infinitesimal on an arbitrary grid. Note, that the stencil of a difference scheme is usually 8-point. Seven-point stencils occur when two consecutive steps in some direction are equal (see Fig. 2 ). 
To apply the maximum principle, we rewrite scheme (9.14) in the canonical form (3.3)
and verify the following sufficient conditions on the coefficients:
By direct calculations it is simple to determine that conditions (9.17) are satisfied provided that
Similarly to paper [46] , we prove the following statement.
Theorem 9.2. Let for all x ∈ω the requirement of the positiveness of coefficients (9.18) be satisfied. Then, difference scheme (9.14) is monotone and the following a priori estimate takes place:
Remark 9.1. Note that only if h 1 = h 2 , condition (9.18) always holds. In this case, scheme (9.14) is unconditionally monotone.
Multidimensional problem for parabolic equation
Then the following relationship is remarkable
where the grid function u α (x α , t) is defined at nodes (9.19). Therefore, the economical monotone difference schemes of the second order of local approximation, which are constructed on the ideas of the vector-additive schemes and the computation of every component y α on its own grid (x α , t) will look most simple. Using the expansion in Taylor's series
we can find approximate solution at the grid nodes (
after all the necessary computations have been made by the following formula of the second order of approximation:
Now, we consider the statement of the problem and construction of economical monotone difference schemes of the second order of local approximation for equations with variable coefficients. Suppose in the domain
it is necessary to find the continuous function u (x, t), x = (x 1 , . . . , x p ) satisfying the initialboundary-value problem ∂u ∂t
We define the grid functions
, t) which should be calculated at nodes (9.19). Then, the difference scheme of the second order of local approximation, based on using vector-additive schemes [45] , space-variable weights [35] , and on the minimum stencil has the following form:
The system of difference equations (9.20), (9.21) is solved sequentially by the three-diagonal Gauss elimination method (Thomas algorithm) starting with l = 1. Note that in the case of a uniform grid this difference scheme transforms into a vector-additive scheme (7.12), (7.16) . The following statement is correct. Theorem 9.3. Let the following conditions be satisfied:
Then, difference scheme (9.20), (9.21) is stable with respect to the initial data, the right-hand side, and the boundary conditions, and for its solution for any t ∈ ω τ the following estimate is true:
Proof. Similarly to the system of equations (7.17), (7.18), difference scheme (9.20), (9.21) can be transformed into the locally one-dimensional scheme:
By virtue of the theorem conditions, this difference problem satisfies the maximum principle.
As the weighting coefficients β 1l , β 2l , l = 1, 2, ..., p are positive, then
From Lemma 3.2, it follows that the system of equations (9.22)-(9.24) provides the inequalities
From this system of inequalities we can simply obtain the a priori estimate
9.5. Difference schemes of the second order of local approximation for the Poisson equation in an arbitrary domain on a minimum stencil
Below we consider the issues appearing under setting up of difference schemes O(h 2 ) for multidimensional elliptic equations in domains of complex geometry. The numerical experiment carried out in [37, 38] shows that the main advantage of such schemes is that the second order of convergence for the approximate solution and the first for the normal derivative are observed on very coarse grids. First, these numerical methods were proposed in [37, 38] . In those very works, estimates of stability in grid analogs of the Sobolev norms were obtained by the method of energetic inequalities. Note also that computing effect of the method is achieved due to approximation of the equation at the special point x, which is located at a distance from the boundary. In this section, along with the description of the scheme, main attention is paid to studying the property of the monotonicity of the scheme.
We consider the Dirichlet problem for the Poisson two-dimensional equation in the bounded, connected, and strongly Lipschitz domain Ω with the boundary ∂Ω smooth enough. (boundary-value problem for the three-dimensional equation is considered similarly).
To make our discussion obvious, we choose the simplest method of domain discretization, i. e., cover the domain by a uniform grid. Then the nonuniform grid steps occur near the domain boundary only. Note, that grid should be detailed enough that for every inner point both neighbor points in one direction could not be boundary ones simultaneously. Below, we shall use the above-mentioned notations.
To define the stencil of the difference scheme automatically, we set the difference operator
which was already used to approximate the Dirichlet problem in a rectangular domain. An example of the computational domain of complex shape covered by a uniform grid is represented in Fig. 1 . In this figure it is shown all the possible types of stencils.
Difference scheme and approximation error
We approximate differential problem (9.25), (9.26) at all the inner grid nodes by the following difference scheme: 27) where now (see designations in Fig. 3 ) Based on a simple geometrical interpretation, we show that there exists the point x * = (x * 1 , x * 2 ), relative to which difference scheme (9.27) approximates differential problem (9.25), (9.26) with the second order on the introduced stencil. To this end we define the points x (9) = (x 
. As x (12) = x (6) , then using formula (9.16), we conclude that
In the closed interval [x (9) , x (10) ] we choose the arbitrary point x (13) . Using the linear interpolation by the points x (9) , x (10) , we find that
, x (13) ) ρ(x (10) , x (9) 
Thus, in the closed interval [x (9) , x (10) ] we can approximate the derivative ∂ 2 u ∂x 2 1 with the second order. Similarly in the closed interval [x (11) , x (12) ] ∂ 2 u ∂x 2 2 (x (14) ) = ux 2x2 ,5 + ρ(x (11) , x (14) ) ρ(x (11) , x (12) ) (ux 2x2 ,6 − ux 2x2 ,5 ) + O( 
, x (10) ] and [x (11) , x (12) ].
Let us find the coordinates of this point. The equation of the right line passing through these points x (9) , x (10) is given by
Similarly for the points x (11) and x (12) we have
Solving the obtained system of two equations, we find the values of h * 1 and h * 2 :
In spite of the inconvenience of the formulas obtained, it is enough to make the calculations by them once (when we construct a system of linear algebraic equations) and only at the nodes near the boundary. Below, we give the figures and tables which allow us to determine the location of the point x * at some of the nodes near the boundary. 
9.7. A priori estimates of stability
In paper [38] the stability of scheme (9.27) is proved with respect to the right-hand side for an arbitrary computational domain without any limitations on the grid steps h 1 , h 2 in the strong grid norm W Using the embedding [46] y C M A 0 y , inequality (9.28) provides the a priori estimate in the uniform metric. We clarify the issue of the monotonicity of the methods constructed. To make the further investigations more simple, we assume that the domain is covered by a square grid H 1 = H 2 = H. Note, that for all the types of the 7-point stencils (see remark 9.1) the maximum principle holds. The question arises: is it possible to cover a domain by an arbitrary square grid so that at the nodes near the boundary the only stencils drawn in Figs. 6, 7, 8 could appear. In general we have the negative answer. In Fig. 9 it is represented an example of domain when difference scheme (9.27) is unconditionally monotone. 
Monotone schemes of O(h

) of local approximation for equations with mixed derivatives
In this section, on the basis of combination of two well-known difference schemes of the second order of approximation, we construct algorithms which satisfy the maximum principle for arbitraty alternating coefficients of mixed derivatives.
The first work devoted to this field was the paper by G.I. Shishkin [40] . Latter investigations are given in papers [28, 29] .
Difference schemes for equations with constant coefficients
Let us consider in the rectangleḠ = {0
x α l α , α = 1, 2} with the boundary Γ the Dirichlet problem for an elliptic equation with mixed partial derivatives,
It is assumed that the following conditions of ellipticity are satisfied: Let us introduce on the uniform gridω h with the constant steps h 1 , h 2 the difference operators
In general, to approximate equation (10.1) it is used the following difference schemes of second order of local approximation [20] : [20] .
To employ the maximum principle, schemes (10.4), (10.5) are to be reduced to the canonical form and the following sufficient conditions must be verified. The maximum principle and some of its applications 85
Using ellipticity condition (10.3) and assuming that ξ 
Schemes for equations with alternating-sign coefficients
In this section, we shall consider the boundary-value problem (10.1) with the nondivergent operator L in the form (11.6 ). Now, difference scheme (11.2)-(11.4) is monotone and for its solution the estimate of the form of (10.8) for stability with respect to the boundary conditions and the right-hand side is still to be valid.
Difference schemes for equations of general type
Unfortunately, one cannot construct directly the monotone schemes for the divergent (conservative) form of equations (10.1), (10.2) with alternating-sing coefficients k 12 (x), k 21 (x) of the mixed partial derivatives. Therefore, to obtain the above-mentioned results in their complete form, in this case one has to consider the equations which contain the lower order derivatives. Let us consider again differential problem (10.1) with Lu = ) for the equations with the lower order derivatives we shall use the ideas of A.A. Samarskii [20] . Let us approximate the derivatives in (12.1) on the nonuniform grid ω h using the finite difference relations It will result in the following difference scheme of the second order of local approximation: where the operators Λ 12 ± are defined from equations (11.3), (11.4) , and d, ϕ are some pattern functionals [20] , which can be in particular considered in the following form: d(x) = q(x), ϕ(x) = f (x), x ∈ ω h . In order scheme (12.2) to be monotone (and therefore to satisfy the maximum principle ) it will be enough to require that the following conditions be satisfied:
As long as R α (x) = O(h α ), one can always satisfy the system of inequalities (12.3).
Remark 12.1. All the above-obtained results can be naturally generalized to the pdimensional (here p 2 is any natural number) elliptic equations with mixed derivatives. Here, to simplify calculations without the loss of generality we suppose that the coefficients depend only on spatial variables and that the coefficients of mixed derivatives have the same sign. Now, from (13. y(x, 0) = u 0 (x), x ∈ ω h ,ŷ| γ h = µ(x,t), x ∈ γ h , (13.5) where ϕ =f . 
Difference schemes for multidimensional parabolic equations
Then, difference scheme (13.4), (13.5) is unconditionally stable for any τ > 0 (without any limitations on τ and h α , α = 1, 2, . . . , p) with respect to the initial data, the boundary conditions, and the right-hand side, and for any t n ∈ ω τ the following estimate is true: I want to say the words of gratitude to Prof. P.N. Vabishchevich for his important remarks and useful discussions.
