Abstract: The soil and water assessment tool (SWAT) is a distributed basin model that includes the option of defining spatial discretization in terms of terrain slope. Influence of terrain slope in runoff results from mountain basins is a determining factor in its simulation results; however, its use as a criterion for basin discretization and for the parameter calibration has not yet been analyzed. In this study, this influence is analyzed for calibrations using two different cases. Ten discretization cases were carried out to evaluate the relative importance of slope discretization compared with other discretization criteria. Data from 1999 2005 were used for model calibration, and those from 2006 2009, for model validation. Parameter identification and specification were performed with the combined latin hypercube and one factor at a time (LH OAT) and the shuffled complex evolution uncertainty analysis methods (SCE UA), respectively. All cases resulted in very good statistical values, with the Nash Sutcliffe efficiency coefficient of 0.82 0.85, a bias of 2 10%, and the observations standard deviation ratio of 0.4 0.3. More realistic calibrated parameters were found when terrain slope variation was not included in the spatial discretization criteria. The inclusion of slope did not significantly improve simulations results when a good set of parameters was used, but it did enhance the calibration when a reduced number of subbasins was used.
Introduction
Hydrological models help to understand and investigate the dy namic behavior of basins. For this reason, hydrologic modeling has become useful for planning and managing water resources sys tems. The soil and water assessment tool (SWAT) model (Arnold and Fohrer 2005 ) is a spatially distributed, environmental, continu ous simulator that includes hydrological modeling and that has become popular. It has proven to be an effective tool for assessing water resource and non point source pollution problems for a wide range of scales and environmental conditions (Gassman et al. 2007) .
In hydrologic and water quality modeling, the manner in which the space is discretized into unique units is important because these units are the smallest geographical parts for which characteristics can be entered. These units are also important because they are where predicted outputs can be simulated (Migliaccio and Chaubey 2008) . However, computational cost increases when the number of spatial units increases, and this does not necessary translate into better simulations results.
As the number of spatial units increases, so does the number of model parameters that need to be calibrated. A larger number of interacting parameters can result in unpredictable effects when multiple parameters are adjusted . Calibrating large basins with short data series is a challenge. Hence, a compromise has to be considered between available data, the number of computational units, and the set of parameters chosen for calibration.
The SWAT model subdivides a basin into subbasins, and each one into hydrological response units (HRUs). HRUs are considered homogeneous with unique values of land use, soil type, and terrain slope. Several studies have analyzed the influence of basin discre tization in model predictions, either through the number of subba sins or of HRUs. Gassman et al. (2007) stated that many authors analyzed streamflow predictions to variations in HRU and/or sub watershed delineations for watersheds ranging in size from 21.3 to 17,941 km 2 , pointing out the insensitivity of the flow simulations results to these variations. Other studies have analyzed the sensi tivity of the subbasin division criterion (Gong et al. 2010) , the land use division criterion (Migliaccio and Chaubey 2008) , then soil di vision criterion (Muleta et al. 2007) , and the slope division criterion (Setegn 2010) , with respect to the model performance in stream flow and sediments; however, none have evaluated the effect on the autocalibration process.
The aim of this study is to evaluate (1) the effect on the cali bration process of including the terrain slope as a criterion of SWAT discretization on large mountain basins; and (2) the relative impor tance of the slope discretization versus other discretization criteria (subbasin delineation and the threshold values of definition). Therefore, 10 discretization examples of a representative Andean basin were analyzed, representing a total of 30 cases evaluated, to analyze the slope effects on the model. The study was applied to the Jequetepeque River Basin, which is located in northern Peru. It is considered a large mountain basin representative in terms of slope variations and size (more than 4,000 km 2 ) with existing data available for modeling. The basin is considered relevant because of its role as a water supply.
Study Site
The Jequetepeque River Basin (4,372.5 km 2 ) is located in the northern part of Peru. The Jequetepeque River flows from east to west and into the Pacific Ocean. The annual average precipitation ranges from 0 to 1,100 mm=year, and its altitude from 0 to 4,188 m above sea level (ASL). The Gallito Ciego reservoir (400 m ASL) separates the upper middle part from the lower part of the basin. The water it stores is used to supply the big cities and the agricul tural fields in the lower part of the basin.
The upper middle part of the basin covers 3,564.8 km 2 , with a straight length of approximately 80 km and terrain slopes up to 20% (Fig. 1) . It contains areas with the highest rainfall variability. Annual mean temperature drops from 25.4°C at the reservoir to less than 4°C in the upper part. Approximately 80% of the population are peasants, and the primary activities are agricultural, livestock, and mining (Yacoub et al. 2012) .
Páramo ecosystems, found above 3,000 m ASL, are character ized by strong UV isolation and cold and humid weather with strong daily temperature fluctuations. They consist of volcanic soils, rich in organic matter, a few adapted species of flora and fauna, and high vulnerability to small changes in climate and anthropogenic activities (Buytaert et al. 2006) . Páramo ecosystems can notably influence the hydrologic regime of the basin. Their role in hydrological terms is considered important owing to their large capacity to retain and drain out water.
Erosion produced by extreme events like the El Niño phenome non and anthropogenic activities like agriculture and extensive mining in the upper part of the basin are silting the reservoir faster than expected. For this reason, the Jequetepeque River Basin has been the object of several studies. In particular, a study developed by CARE et al. (2007) constitutes the first serious effort to model hydrological basin behavior, including a compilation of the data needed for SWAT modeling. Thus, it was used as a starting point for the present study and included updated land use and soil type data, increased time periods, and more complete meteorologi cal data.
Methods

SWAT Model
SWAT is a physically based continuous event hydrologic model developed by the U.S. Dept. of Agriculture Agricultural Research Service (USDA ARS), to predict the impact of land management practices on water, sediment, and agricultural chemical yields in large basins with varying soils, land use, and management over long periods of time (Neitsch et al. 2001a, b) . Specifically, the ArcSWAT2005 v2.3.4 model was used in this work.
SWAT simulation was performed following these consecutive steps: the drainage area and its subbasins were defined, the required Fig. 1 . Map of slope classification used for the fine discretization case (equivalent to 486 HRU) data was introduced, and the HRUs were defined. In the first section of this report, the number of subbasins was defined auto matically. HRUs within the subbasins were defined depending on three threshold values that were introduced into the model: (1) the percentage of land use over subbasin area; (2) the percentage of soil class over land use area; and (3) the percentage of slope class over soil area. These thresholds allowed the modeler to discretize the subbasin and to create the number of HRUs as a function of the land use, soil, and terrain slope criteria (Table 1) . For the second section of the report, the defined subbasins were fixed by changing the size threshold provided by the model, and the same con siderations as in the previous section were performed to define the HRUs.
An initiation period (warm up) was used to prepare the model for calibration. A 3 year start up period was considered adequate (Dr. Raghavan Srinivasan, 2010, personal communication) . The outputs of these start up years were not included in the calibration process. Merz et al. (2009) suggested that a calibration period of 5 years captures most of the temporal hydrological variability. A minimum period of 2 years was recommended for validation. Therefore, at least a time series of 10 years is needed for an ad equate preparation of the model to represent the basin behavior.
Data Used
The following data was provided by CARE et al. (2007) : 90 m dig ital elevation model, land use, and soil shape files, daily weather data, and a 9 year weather generator database (required to generate representative daily climatic data). The weather data, land use, and soil shape files were improved by new data provided from the local administrations [Instituto Nacional de Recursos Naturales (INRENA) (2005); Servicio Nacional de Meteorología e Hidrolo gía (SENAMHI) (2008, 2009)] . Available data from six daily rain fall stations distributed at different topographic levels in the basin were used. One daily maximal and minimal temperature value sta tion, which was located on the middle of the basin, was used. One daily flow station, located in the drainage area, was used. The avail able data period ranged from 1996 to 2009. Data from 1996 to 1998 was used to warm up the model, data from 1999 to 2005 was used for calibration, and data from 2006 to 2009 was used for validation.
Spatial Discretization
The effect of slope on calibration, where two discretizations were autocalibrated and validated, was initially discussed. One was based on subbasin structure and distributions of land use and soil type, whereas the other one incorporated terrain slope as a criterion for spatial discretization.
To estimate the relative importance of the slope discretization versus other discretization criteria, the fit of the simulations results from calibrations with other spatial discretizations, changing the subbasin delineation, and the threshold values of definition was analyzed. For this purpose, four additional discretization cases were analyzed, taking into account the slope as a criterion or not for each case. Thus, five cases were performed to analyze the in fluence of introducing terrain slope as a spatial discretization cri terion. The primary characteristics are summarized in Table 1 .
The first case, C1, was created using the default subbasin delin eation with a size threshold of 6.89 km 2 , resulting in 28 subbasins. Cases 2, 3, and 4 (C2, C3, and C4) were defined by forcing the delineation to a size threshold of 12.8, 9.4, and 5.2 km 2 , respec tively, to assess the implications of increasing and decreasing the number of the subbasins. They performed 12, 19, and 35 sub basins, respectively. For all four cases, HRUs were defined with a threshold of 20% for land use and of 10% for soil type, which are the recommended values. Moreover, a fifth case (C5) was defined with the same 28 subbasins as outlined for the C1 but by applying half of the threshold values used in the other four cases (e.g., 10% for land use and 5% for soil type).
All the cases included two subcases: one without terrain slope as a criterion for HRU definition, and the other one considering the slope criterion. They were designated as CnC for the coarse discre tizations (without the slope) and CnF for the fine discretizations (with slope), with n the case number (see Table 1 ).
Coarse discretization subcases define HRUs in terms of subba sin structure, land use, and soil type. A single slope parameter was computed for each HRU as the dominant one. Thus, the spatial discretization was not applied in terms of the terrain slope. Result ing numbers of HRUs, land uses, and soil types considered were presented in Table 1 . Note that not only the number of HRU varied, but also the number of land uses and soil types considered in each case, increasing the number of subbasins where the same thresholds were used (C2, C3, C1, and C4, in this order) or the same number of subbasins where the thresholds are reduced (C1 and C5).
Fine discretization subcases included the terrain slope as a cri terion for HRU definition. A threshold of 2% of the slope class over the soil area was considered for all the subcases. The objective was to obtain the maximal number of HRUs related to the slope variation, and it was found for 2% (decreasing this threshold does not increase the number of HRUs).
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most homogeneous distribution of slope influence in discretizations ( Fig. 1 ; Table 2 ). Similar to the coarse subcases, the fine each HRU exhibited a unique slope value that corresponds to the mean value of the slopes within the HRU. However, the chosen slope ranges increased the number of HRUs by a ratio of more than 4∶1 with respect to the coarse subcases. Thus, the influence of slope in runoff simulation was included in more detail if the slope was included in the HRU definition.
Calibration
Calibration was divided in two subprocesses: parameter identifica tion and parameter estimation. Parameter identification consisted of defining and choosing the most sensitive parameters of the model, and parameter estimation consisted of fixing the values of the parameters chosen.
Parameter Identification
Parameter identification was performed through a sensitivity analy sis, which estimates the rate of change in the output with respect to change in the input. This analysis was applied to limit the number of optimizable parameters required to obtain a good fit between the simulated and measured data. Hence, the number of free parameters to be adjusted could be considerably reduced (Eckhardt and Arnold 2001) . The optimization of parameters allowed models to better match realistic conditions (Green and van Griensven 2008) . The sensitivity analysis was computed with the combined Latin hyper cube and one factor at a time (LH OAT) sampling methods devel oped by van Griensven et al. (2002) and Francos et al. (2003) , enabled in ArcSWAT2005.
Apart from sensitivity analysis, the associated error of the sim ulations was also evaluated. The adjustment of model outputs to the measured values was estimated with an objective function, the sum of squared residuals (SSQ). A restricted set of 28 parameters was used for the sensitivity analysis and the evaluations of the associ ated error. The default range values of parameters were adjusted following literature findings (Holvoet et al. 2005; van Griensven et al. 2006 ) and regarding the mod eler knowledge. The final ranges used in this work were presented in Table 3 .
Parameter Estimation
Sensitivity analysis was followed by automatic calibration. Because of the complexity of the Jequetepeque Basin, the auto matic calibration was considered more appropriate (Balascio et al. 1998; Gupta et al. 1999) . Duan et al. (1992 Duan et al. ( , 1993 Duan et al. ( , 1994 ) presented a global optimization method known as the shuffled complex evolution (SCE) method. The SCE method is based on a genetic algorithm and was spe cifically designed to deal with the peculiarities encountered in conceptual basin model calibration. Automatic calibration in ArcSWAT2005 was performed using SSQ as an objective function, and the SCE method was complemented by an uncertainty analysis (UA) as an automatic optimization procedure. This combination was named the Parasol (parameter solutions) method (Green and van Griensven 2008; van Griensven et al. 2002 van Griensven et al. , 2006 . In general terms, experience had shown that model results may contain substantial errors, although model calibration has been fo cused on reducing error of model outputs. Therefore, rather than provide a point estimate of a given quantity of model output (a spe cific solution), it is preferable to provide a range of solutions with an associated probability that the value will be contained by the range given (Haan et al. 1998) . Considering the importance of these unpredictability sources, UA was included in model evaluations to give a probable interval of actuation to the SCE algorithm. Specifi cally, UA coupled with the SCE method defined c as a threshold for good parameters by χ 2 statistics, where the selected simulations correspond to the confidence region (CR) using
where OFðθ Ã Þ = minimal objective function value (minimal SSQ); n = number of observations used in calibration; and p = number of parameters included in calibration (Green and van Griensven 2008) .
The SWAT input parameters are physically based and are allowed to vary within an uncertainty range during calibration, taking into account the physical specifications of each parameter (Gassman et al. 2007) . In this work, the same improved ranges em ployed in the sensitivity analysis were applied for the parameter estimation (Table 3) .
Verification
Simulation results (either calibration or validation periods) were verified statistically. Hydrographs were used as a graphical tech nique to compare daily streamflow measured data with data calcu lated by the automatic calibration. As quantitative statistics, the following indicators were applied: Nash Sutcliffe efficiency (NSE), percent bias (PBIAS), and observations standard deviation ratio (RSR) (Harmel and Smith 2007; Moriasi et al. 2007 ). These indica tors were defined as follows:
where n = total number of observations; Y obs i ¼ ith observation for the streamflow; Y sim i ¼ ith simulation for the streamflow; and Y mean = mean of the observed streamflow.
NSE assesses the relative magnitude of the residual variance compared with the measured data variance. PBIAS shows the ac curacy of the model, comparing average tendency of the simula tions results with respect to measured data. The normalized root mean square error (RMSE) is presented by the RSR factor. NSE values close to one express good results, whereas good PBIAS and RSR values are close to zero.
Results and Discussion
Influence of the Slope Discretization Criterion in the Calibration Process
To assess the influence of the slope discretization in calibration, two analyses were performed and verified: case 1 coarse (C1C) and fine discretizations (C1F) ( Table 1) .
Parameter Identification
The meaning of each parameter is described briefly below. The baseflow alpha factor (Alpha Bf) is the direct index of groundwater flow response to changes in recharge (Smedema and Rycroft 1983) .
Average slope steepness (Slope) is a parameter related to topo graphic characteristics defined by the GIS topographic information. SWAT users frequently vary this value by soil type and land cover. Saturated hydraulic conductivity (Soil K) relates the flux density to the hydraulic gradient and is a measure of the ease of water move ment through the soil, whereas Soil Z is the depth from soil surface to bottom of layer. Esco is the soil evaporation compensation factor and is related to the erosion processes. This factor allows SWAT users to fit the depth distribution to the soil evaporative demand by capillary action, crusting, and cracks.
CN K2 is the effective hydraulic conductivity in the main chan nel alluvium, whereas CN H2 is Manning's n for the main channel.
Cn2 is the runoff curve number for Moisture Condition II, cal culated by the soil conservation service (SCS) runoff equation and adjusted soil moisture before a precipitation event. The runoff curve number is a function of the permeability of soils, land use, and ante cedent soil water conditions. SWAT default values are appropriate for a 5% slope and are the typical curve numbers from Moisture Condition II for various lands and soil types (SCS Engineering Division 1986) .
Surlag is the surface runoff lag coefficient. SWAT incorporates a surface runoff storage feature to lag a portion of the surface runoff release to the main channel. The surlag parameter controls the total available water that will be allowed to enter the main channel on any one day.
Canmax is the maximum canopy storage and is related to the land cover characteristics of the basin. Drops of rainfall may cause erosion, and the erosion reduction owing to the plant cover and its morphology can be evaluated in SWAT by this parameter. Epco is the plant uptake compensation factor.
Gwqmn is the threshold depth of water in the shallow aquifer required for return flow to occur, whereas Revapmn is the threshold depth of water in the shallow aquifer for evaporation and diffusion upward and for percolation to the deep aquifer to occur. The water movement from the shallow aquifer into the overlying unsaturated zone only occurs if the volume of water in the shallow aquifer is equal or greater than this factor (Neitsch et al. 2001a, b) .
After applying the LH OAT method, 14 parameters of a total of 28 were chosen for the parameter estimation; their sensitivity rank is given in Table 4 . Ranks 1 6 were categorized as important, whereas ranks 7 20 as slightly important.
All parameters ranked as important and some of those as slightly important were chosen as a result of the particularities of the parameters themselves and the characteristics of the basin. The following parameters, involving different hydrological proc esses, were included: groundwater parameters (Alpha Bf), soil parameters (Slope, Soil K, and Soil Z), evapotranspiration param eters (Esco), channel processes parameters (CH N2 and CH K2), the curve number (Cn2), and another surface runoff parameter (Surlag). Similar parameters were chosen for calibration in basins with comparable characteristics (Fadil et al. 2011; Hörmann et al. 2009; Setegn 2010; Yang et al. 2008) .
Despite having the lowest sensitivity, the Canmx, Epco, Gwqmn, Revapmn, and Soil Awc parameters were included be cause they are highlighted in the literature and in previous work made for this basin (van Griensven et al. 2006; Yacoub and Pérez 2009 ).
Because differences between coarse and fine discretizations were small (Table 4) , the same 14 parameters were chosen for the parameter estimation. This result illustrated that the relevance of parameters do not depend significantly on including terrain slope as a discretization criterion. Table 5 illustrates the characteristics of the selected space for each case. The space delimitated by the SCE UA algorithm represents the confidence region, with results considered as a good match in the selected space; this is related to the probable level defined by the UA, which marks the c threshold value out.
Parameter Estimation
Similar results were obtained for both discretizations. This match was not surprising, as there is the same c defined value for the two discretizations because the set of parameters were the same and the values of the objective function were similar. Consequently, there were the same number of generations and ob servations for the two approaches. Additionally, the total number of runs was similar for the two approximations. No significant differ ences between either case were present, except for the computa tional cost (the cost of fine discretization approximately twice that of coarse) and the number of objective functions (displayed with the number of good selected parameters).
In particular, four objective function values were selected for coarse discretization C1C, with several sets of parameters identified as good. As a result, the selected space showed different maximum and minimum values for the selections of the objective function and for the output values. An elevated number of good parameters was obtained in the coarse discretization case, but with a small percent age of range. On the other hand, one objective function value with only one set of parameters chosen as good was found for the fine discretization case, C1F. Table 6 gives the obtained parameter values for three instances: the fine discretization, the best, and the median of all good set of parameters from the coarse discretization. The best parameters were chosen by the algorithm as the best fit of all the good param eter combinations performed (specifically the best NSE). The median of all good parameters showed slight differences with the best set of parameters. This implied the reduced range param eter variation despite the elevated number of p selected values.
To appraise the differences on the achieved values, the signifi cance of each obtained parameter values and its sensitivity are dis cussed subsequently. As NSE values demonstrated (see Table 7 ), good calibrations were achieved for all the cases. This could be attributable to the extremely small differences presented in the most sensitive parameters, Cn2, CH N2, CH K2, and Esco. Indeed, small differences of these parameters were found when comparing the C1C and C1F cases.
However, these values showed better simulations results for the coarse discretization, except for the most sensitive, the CH K2, which had a better adjustment for the fine discretization. This could result from the meaning of the parameters, with CH K2 being the one most influenced of the size area of the HRU. The calculations of the effective hydraulic conductivity in the main channel are de scribed in each HRU. Hence, a better match was obtained because the HRUs were more realistic in the fine discretization than in the coarse. Additionally, the sensitive Surlag parameter presented a dif ference of one order of magnitude between the two cases. The low Surlag values were predicted owing to basin characteristics: water is first stored and then slowly drained out. The two cases agree with each other in this point, but an extremely small and unrealistic value was obtained for the fine discretization case. On the other hand, a significant difference was found for another important parameter: Alpha Bf. It varied from one extreme of the interval that exhibits a land with slow hydrological response values (for the coarse discretization) to the other extreme, with fast hydro logical response values (for the fine discretization). The high values obtained for the fine case were considered unrealistic as the basin has a slow hydrological response because of the Páramo soils located at the upper part (Molina et al 2007) . The disparity in this value could reflect model and/or experimental error (Green and van Griensven 2008) .
The slightly important parameters Soil Awc, Soil K, Soil Z, and Slope showed insignificant differences for the two subcases. All four parameters were physically related to surface soil varia tions; thus, differences between the two discretizations were ex pected. Nevertheless, no implications of the range of variation of these parameters were observed between C1C and C1F cases for the goodness of the calibration.
Finally, considerable disparities were observed for Canmx, Gwqmn, and Revapmn, all three parameters with minor sensitivity relevance (Table 6 ). For this reason, the implications of these dif ferences were insignificant in terms of good simulations results. The differences between Gwqmn and Revapmn could be related to their physical meaning. For a given basin, more revap capacity (Revapmn parameter represents the threshold value at which water could evaporate) or more water storage capacity (Gwqmn parameter represents the threshold value at which water could percolate to the groundwater) is expected. Therefore, these findings are consistent with the fact that the fine discretization simulated a faster basin with lower values of water storage capacity, whereas the coarse was significantly slower (with more than 850 units of difference). The Revapmn value was bigger for the fine case than for the coarse but less than a half of the difference presented in the groundwater threshold value (Gwqmn). As mentioned previously, these differ ences appeared to not affect the response of the basin, but coarse discretization seemed to be closer to the natural behavior of the basin. Last, Epco, with also small sensitivity, presented no changes between the two discretizations.
Verification
Figs. 2 5 show hydrographs for coarse and fine discretizations simulated with the respective best parameter set obtained in the cal ibration, Figs. 2 and 3 show the calibration period, and Figs. 4 and 5 show the validation period. There was an important variation in rain during the calibration data, whereby the first 4 years presented high streamflow and the rest of the years decreased more than three times. Taking this into account, the obtained calibration gave very good hydrographs for both.
Differences in calibration between the two cases showed a rapid response at the beginning of the rainy season (primarily in October and November) for the fine discretization case, whereas the coarse discretization case showed an increased drainage at the end of the rainy season (between May and April) (Figs. 2  and 3) . Therefore, better minor adjustments were obtained for the fine discretization case than for the coarse. Moreover, discre tization, including slope in HRU definition criterion (the fine one), resulted in better validation results, including the end of the rainy season (Figs. 4 and 5) . Based on these findings, the model was able to simulate a reliable scenario with both discretizations using its corresponding set of parameters. Table 7 shows the quantitative statistics obtained for calibra tion and validation for coarse and fine discretizations from C1. According to Moriasi et al. (2007) , results showed very good values for all statistics in all cases of discretization with calibration and validation simulations results, excluding the PBIAS from fine dis cretization (defined as a good result). Moreover, comparing the ob tained values with values from the literature of the SWAT model gave very good values in most of the cases for all the assessed sta tistics (Bonuma et al. 2011; Fadil et al. 2011; Huang et al. 2009; Moriasi et al. 2007; Muleta et al. 2007; Sulis et al. 2009; Vazquez Amabile and Engel 2008) . As discussed previously, the coarse discretization presented a large number of selected parameters that were considered good simulation results. To estimate these good parameters, the median of the set of good parameters was also evaluated. For this, simu lations were made with these median values (Table 7) . These median values showed slightly better results than those obtained with the best set. The small differences in the quantitative statistics were expected, as small percentage of the variation ranges was ob tained in the calibration process, verifying the low relevance of these differences (Table 5) .
The best NSE and RSR calibration values were achieved for the fine discretization C1F; although at the same time, the worst PBIAS was obtained by comparing with C1C. On the other hand, for the validation period, the results showed smaller differences between coarse and fine discretizations than for calibration, with less sensitivity to the slope variations.
As discussed in the previous section, the set of parameters from the coarse discretization was considered to be better than the fine one. This is in agreement with some findings shown in Table 7 and Figs. 2 5. Hydrographs and PBIAS statistics showed improved values for the calibrated set of parameters obtained for the coarse discretization as compared to those of the fine one, taking into ac count the very good defined values for calibration and validation of the SWAT model (Moriasi et al. 2007) . Considering this, it can be concluded that the automatic calibrations were better for a coarse mesh, and that the finest discretization attributable to slope criterion did not imply a better automatic calibration. Some authors have reported the relative insensitivity of streamflow predictions to different discretizations (Gassman et al. 2007; Merz et al. 2009; Migliaccio and Chaubey 2008; Muleta et al. 2007; Setegn 2010) . The present study results agree with this, emphasizing perhaps that a slightly better improvement is obtained for coarse discretization. The better results for coarse discretizations were also suggested in a similar size basin (2,010 km 2 ) by Gong et al. (2010) .
Influence of the Slope Discretization Criterion Compared with Other Discretization Criteria
To assess the influences of subbasin discretization and threshold implication on model simulation results, five cases are discussed next. The evaluation was performed three times, applying (1) the coarse set of parameters obtained from the coarse discretization calibration, to the CnC cases; (2) the fine set of parameters obtained from the fine discretization calibration to the CnF cases; and (3) the coarse set of parameters obtained from the coarse discretization calibration to the CnF cases, given in Tables 8 and 9 .
Set of Parameters of C1C Calibration to CnC Discretizations
The statistics for the calibration and validation periods are given in Tables 8 and 9 . The order of importance for the NSE and RSR val ues was C4 > C1 > C5 > C3 > C2.On the other hand, the order of importance of PBIAS was C1 > C5 ≥ C4 > C3 > C2 for cali bration, whereas in validation, C1 was slightly worse than C5 and C4. Therefore, decreasing the number of HRUs resulted in worse simulations results than the default discretization, but in creasing it did not necessarily improve the simulations results. The simulation results only slightly improved for the validation period. Taking into account that the subbasins increase the number of HRUs by more than 4∶1, this improvement was considered to be small, whereas the automatic subbasin structure represented a better enhancement. Additionally, the implications of changing the threshold values to increase the number of HRUs (C5), which means increasing by twofold the number of HRUs respective to the default values, only presented better adjustment for PBIAS in the validated periods, so that the default threshold values were concluded to be more appropriate.
Set of Parameters of C1F Calibration to CnF Discretizations
The obtained results are summarized in Tables 8 and 9 for cali bration and validation, respectively. The NSE, RSR, and PBIAS followed the same trend as the coarse discretization performed with the coarse parameters for the validation period. Some differences were obtained for the calibration period, in which better NSE and RSR were found for the Case 1 instead by increasing the number of HRUs. The opposite behavior of PBIAS in calibration was observed: better results were obtained by decreasing the number of HRUs. Therefore, increasing or decreasing the number of sub basins for the fine discretization with the set obtained from the calibration showed worst simulations results than the default case. As described before in the CnC discretizations, decreasing the threshold values resulted in better adjustments for PBIAS in vali dation but worse than that of Case 1; this is analogous to increasing the number of HRUs by increasing the number of subbasins.
Comparing the results from the two sets of parameters, better simulations results were obtained without considering the slope to be a criterion for a number of subbasins equal to or less than the default subbasin discretization. However, spreading the number of discretizations up to 28 resulted in the opposite behavior: better simulations results were obtained for the fine discretization case than for the coarse one. This may be because the increase in the number of subbasins fitted better with more slope detailed values.
Set of Parameters of C1C Calibration to CnF Discretizations
As observed earlier, the set of the parameters obtained from the fine case was unrealistic. For that reason, the set of parameters from the C1 coarse discretization, C1C, was applied to the fine discretization (Tables 8 and 9 ). The order of importance for the NSE values in calibration was C4 > C1 ≈ C5 > C3 > C2, whereas for RSR val ues the C1 and C5 were better than C1. On the other hand, the order of importance of PBIAS was C1 > C5 > C4 > C3 > C2 for the calibration, but in validation, C1 was slightly worse than C5. In the validation, the trends were the same for NSE, RSR, and PBIAs, except for the PBIAS from C4, which was the same to the C2 (Table 9 ). In sum, for calibration and validation periods, these trends were close to the values obtained with the coarse dis cretization, whereas the obtained values were slightly better for the fine discretization than for the coarse. Once a good parameter set was chosen, the slope discretization obtained best results.
In general, despite the slope discretization, increasing the num ber of HRUs improved the NSE, RSR, and PBIAS values for cal ibration and validation, and therefore enhanced the modelation. Nevertheless, increasing the number of HRUs could be a point of concern because of the (1) the spread of the number of subbasins, or (2) the modification of the threshold values (C4 and C5, respec tively), which showed slightly better NSE and RSE values in calibration, but slightly worse values for validation, than Case 1. Therefore, the included information (increasing the number of soil types and land uses) in these small percentages was not a determin ing factor for achieving better results. This is in agreement with findings in literature (Haverkampt et al. 2002) , which define that for streamflow simulations results, increasing the number of sub basins was more sensitive than characterizing the basin with the land use and soil criteria.
Additionally, the default subbasin discretization was considered to be the best option, taking into consideration the slight improve ments on the aforementioned indicators and the number of in creased HRUs (approximately 25% more for the C4, and almost twice for the C5), and therefore the computational time needed. Hence, to include terrain slope in discretization, criteria were less critical that choosing an adequate number of subbasins.
Conclusions
The results presented in this paper show that distributed hydrologic models as complex as SWAT, in large catchments (3,564.8 km 2 ) and without large amounts of data (11 years), can successfully be automatically calibrated and validated.
Calibration was applied for (1) coarse spatial discretization (without the slope in the discretization criterion), and (2) fine spatial discretization (with the slope in the discretization criterion). The performed sensitivity analysis shows that parameters slightly depend on slope inclusion and emphasizes the importance of con sidering output values in parameter specification (e.g., evaluating the associated error of the simulation).
The results of parameter estimation are consistent with exper imental data for the two cases. The parameter values found are sim ilar except for Alpha Bf and Surlag, related to the hydrological response of the basin. The simulations results present different behavior: a fast response is obtained for the fine discretization case and a slow one for the coarse discretization. Hence, the set of cali brated parameters for the coarse spatial discretization seems to be more realistic than the fine one. In spite of having slightly better NSE and RSR values for the fine discretization than for the coarse one, this obtained considerably worse results for PBIAS values, demonstrating that the coarse discretization set of parameters is better than the fine one. Thus, including slope as a discretization criterion is not a determining factor for obtaining better calibra tions. This is significant, considering that the computational cost (CPU time) of the fine discretization is slightly more than twice that of the coarse one. Five different cases of subbasin discretization were evaluated with and without the slope criterion, resulting in very good hydro graphs and statistics for all cases. As a result, the influence of slope in runoff simulations results is a less determining factor than the subbasin discretization. Best results were obtained with the default subbasin discretization, the same one used in calibration. On the other hand, increasing the number of HRUs by decreasing the threshold values did not ensure better results with the default subbasin discretizations.
The inclusion of slope led to a significant improvement of sim ulation result when discretizations with a reduced number of sub basins (less than the default discretization) were used. In these cases, including slope enhanced the simulations results.
A minimum precision of spatial discretization is needed. It can be provided when subbasins are delineated or, later, when HRUs are defined. In this case, the inclusion of slope as a criterion did not offer an advantage with respect to fixing the other thresholds with a lower value. Variability of land uses and soil types cannot be sup plied by large requirements of proper slope representation.
