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Let k be any ﬁeld, k½X1; . . . ;Xn be the polynomial ring of n
variables over k. For any f ¼ f0 þ f1 þ    þ fr 2 k½X1; . . . ;Xn
where each fi is a homogeneous polynomial of degree i and
fra0, deﬁne tmðf Þ ¼ fr . If I is an ideal in k½X1; . . . ;Xn, deﬁne tmðIÞ
to be /tmðf Þ: f 2 I\f0gS, the ideal generated by the terminal
forms tmðf Þ. Using Bezout’s Theorem and Macaulay’s Theorem,
we will establish the following. If f ; g 2 k½X1;X2 satisfying that
gcdff ; gg ¼ gcdftmðf Þ; tmðgÞg ¼ 1 and I ¼ /f ; gS, then tmðIÞ ¼
/tmðf Þ; tmðgÞS. Actually the above result is equivalent to
Bezout’s Theorem, which sheds another perspective of Bezout’s
Theorem. These results are valid in k½X1; . . . ;Xn also.
& 2009 Elsevier GmbH. All rights reserved.Let k be a ﬁeld, k½X1; . . . ;Xn be the polynomial ring of n variables over k. If f ¼ fr þ fr1 þ    þ f0 2
k½X1; . . . ;Xn is a non-zero polynomial where each fi is a homogeneous polynomial of degree i and
fra0, deﬁne tmðf Þ, the terminal form of f, by tmðf Þ ¼ fr. For a non-zero ideal I in k½X1; . . . ;Xn, deﬁne
the ideal tmðIÞ ¼ /tmðf Þ: f 2 I\f0gS, which is the ideal generated by the tmðf Þ’ s where f 2 I. The ideal
tmðIÞ is called the ideal of terminal forms for the ideal I.
We may deﬁne the ideal of initial forms similarly. The ideal of initial forms arises in the
construction of the tangent cone of the afﬁne algebraic variety k½X1; . . . ;Xn=I.
If I ¼ /g1; . . . ; gmS is a non-zero ideal in k½X1; . . . ;Xn, it is not true that the ideal of initial forms for
I is generated by the initial forms of g1; . . . ; gm [1, Theorem 1.6.2, p. 32, 2, Example 2, p. 73]. Similarly,
it is not true that tmðIÞ ¼ /tmðg1Þ; . . . ; tmðgmÞS. However, in certain special case, it is true that
tmðIÞ ¼ /tmðg1Þ; . . . ; tmðgmÞS, which turns out to be equivalent Bezout’s Theorem (see Theorem 5). In
proving Theorem 5, we come across an easy version of Bezout’s Theorem whose proof is of interest
itself: Let g1; . . . ; gn 2 k½X1; . . . ;Xn be a regular sequence consisting of homogeneous polynomials,evier GmbH. All rights reserved.
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Q
1rirndegðgiÞ (see Theorem 6). Our proof of Theorem 6
relies essentially on Gro¨bner bases.
Example. We deﬁne a term order on k½X1; . . . ;Xn as follows. If Xa11 Xa22   Xann , Xb11 Xb22   
Xbnn 2 k½X1; . . . ;Xn, deﬁne Xa11 Xa22   Xann 4Xb11 Xb22   Xbnn if and only if (i)
P
1rjrnaj4
P
1rjrnbj, or (ii)P
1rjrnaj ¼
P
1rjrnbj with a1 ¼ b1; a2 ¼ b2; . . . ; ai1 ¼ bi1; ai4bi for some i where 1rirn.
Suppose that I ¼ /g1; . . . ; gmS is a non-zero ideal in k½X1; . . . ;Xn such that fg1; . . . ; gmg is a Gro¨bner
basis of I with respect to the above term order, it is not difﬁcult to show that tmðIÞ ¼
/tmðg1Þ; . . . ; tmðgmÞS.
In general, if I ¼ /f1; . . . ; fmS is an ideal in k½X1; . . . ;Xn, it is not true that
tmðIÞ ¼ /tmðf1Þ; . . . ; tmðfmÞS. For example, when n ¼ 2, take f1 ¼ x21 þ x2, f2 ¼ x1x2 þ x1  x2,
I ¼ /f1; f2S; we ﬁnd that ðx2 þ 1Þf1  ðx1 þ 1Þf2 ¼ x22 and therefore tmðIÞ+! /tmðf1Þ; tmðf2ÞS.
For the sake of clarity in our presentation, let us start from the two-variable case.
Theorem 1. Let k be any ﬁeld, f1; f2 2 k½X1;X2 be non-zero polynomials, and I ¼ /f1; f2S the ideal
generated by f1 and f2. If gcdff1; f2g ¼ gcdftmðf1Þ; tmðf2Þg ¼ 1, then tmðIÞ ¼ /tmðf1Þ; tmðf2ÞS.
Remark. Except for the case when at least one of f1 and f2 is a non-zero constant, the ideal I ¼
/f1; f2S is always a proper ideal due to the assumption that gcdftmðf1Þ; tmðf2Þg ¼ 1.
The crucial idea in the proof of Theorem 1 is the application of Bezout’s Theorem in algebraic
geometry and of Macaulay’s Theorem in Gro¨bner bases theory. Thus it is no surprising that Theorem
1 can be generalized to the case of k½X1; . . . ;Xn as follows.
Theorem 2. Let k be any ﬁeld, f1; . . . ; fn 2 k½X1; . . . ;Xn be non-zero polynomials, and I ¼ /f1; . . . ; fnS the
ideal generated by f1; . . . ; fn. Assume that (i) the Krull dimension of k½X1; . . . ;Xn=I is zero, and (ii) there is a
positive integer N such that /X1; . . . ;XnS
N  /tmðf1Þ; . . . ; tmðfnÞS. Then tmðIÞ ¼ /tmðf1Þ; . . . ; tmðfnÞS.
Remark. The assumptions (i) and (ii) is equivalent to that (i) the ideal I ¼ /f1; . . . ; fnS is a proper
ideal and (ii) both ff1; . . . ; fng and ftmðf1Þ; . . . ; tmðfnÞg are regular sequences [3, p. 243].
Before proving Theorem 2, we will recall Bezout’s Theorem and Macaulay’s Theoremwhich will be
used later.
Theorem 3 (Bezout’s Theorem [5, pp. 173, 236]). Let k be an algebraically closed ﬁeld, Pn be the
projective space over k. Let F1; F2; . . . ; Fn be homogeneous polynomials in k½Y0;Y1; . . . ;Yn and
H1;H2; . . . ;Hn be hypersurfaces in P
n with deﬁning equations F1; F2; . . . ; Fn, respectively. If
H1;H2; . . . ;Hn intersect properly, then the intersection number H1  H2    Hn is equal to
Q
1rirndegðHiÞ.
Theorem 4 (Macaulay’s Theorem [1, Proposition 2.1.6, p. 58, 2, Proposition 4, p. 448, 3, Theorem 15.3, p.
329]). Let k be a ﬁeld, k½X1; . . . ;Xn be the polynomial ring of n variables over k. Suppose that a term order
‘‘r’’ is endowed on k½X1; . . . ;Xn. If I is a non-zero ideal of k½X1; . . . ;Xn, then k½X1; . . . ;Xn=I is isomorphic
to k½X1; . . . ;Xn=lpðIÞ as vector spaces over k.
Recall that, given a term order on k½X1; . . . ;Xn and f 2 k½X1; . . . ;Xn, then lpðf Þ is the leading power
product of f, i.e. lpðf Þ is the same as the leading term of f up to a non-zero constant [1, p. 21, 2, pp. 37
and 57]. Moreover, if I is a non-zero ideal in k½X1; . . . ;Xn, then the ideal lpðIÞ is deﬁned as /lpðf Þ: f 2
I\f0gS the ideal generated by lpðf Þ’ s [1, p. 32, 2, p. 73]. The ideal lpðIÞ is called the leading term ideal of
I (or the initial ideal by some authors).
Proof of Theorem 2. Without loss of generality, we may assume that k is algebraically closed.
Suppose that f1; . . . ; fn 2 k½X1; . . . ;Xn are given and they satisfy the two condition in Theorem 2. Let
I ¼ /f1; . . . ; fnS.
Step 1: We will embed k½X1; . . . ;Xn in the ﬁeld kðY0;Y1; . . . ;YnÞ by deﬁning Xi ¼ Yi=Y0 for 1rirn. Let
F1; . . . ; Fn be the homogenized polynomials of f1; . . . ; fn, i.e. if di ¼ degfi, then we deﬁne
Fi ¼ Ydi0  fiðY1=Y0;Y2=Y0; . . . ;Yn=Y0Þ. For each i, let Hi be the hypersurface in Pn deﬁned by Fi ¼ 0.
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ð0;0; . . . ;0Þ, i.e. the hypersurfaces H1;H2; . . . ;Hn have no intersection points on Y0 ¼ 0, the
hypersurface at inﬁnity. Moreover, assumption (i) guarantees that these hypersurfaces
H1;H2; . . . ;Hn intersect transversally.
By [5, Deﬁnition 1, p. 224] and [4, Proposition 6, p. 55], the intersection number H1  H2   Hn is
equal to dimkk½X1; . . . ;Xn=I.
Step 2: We will endow on k½X1; . . . ;Xn the term order deﬁned in the above Example.
If J ¼ tmðIÞ, it is not difﬁcult to show that lpðIÞ ¼ lpðJÞ.
Step 3: By Theorem 3, we ﬁnd that H1  H2   Hn ¼
Q
1rirndegðFiÞ, which is the same asQ
1rirndegðfiÞ. Thus
Q
1rirndegðfiÞ ¼ dimkk½X1; . . . ;Xn=I.
On the other hand, using Theorem 4 repeatedly, we ﬁnd that dimkk½X1; . . . ;Xn=I¼
dimkk½X1; . . . ;Xn=lpðIÞ¼ dimkk½X1; . . . ;Xn=lpðJÞ¼ dimkk½X1; . . . ;Xn=JZdimkk½X1; . . . ;Xn=/tmðf1Þ; . . . ; tm
ðfnÞS because /tmðf1Þ; . . . ; tmðfnÞS  J.
Write gi ¼ tmðfiÞ 2 k½X1; . . . ;Xn for 1rirn. Each gi deﬁnes the homogenized polynomial Gi 2
k½Y0;Y1; . . . ;Ynwith degðGiÞ ¼ degðgiÞ; actually, Gi is obtained from gi via substituting Xi by Yi because
gi is a homogeneous polynomial itself. We may repeat the previous arguments, but we work on
g1; . . . ; gn and G1; . . . ;Gn this time. We conclude that dimkk½X1; . . . ;Xn=/g1; . . . ; gnS ¼
Q
1rirndegðgiÞ,
which is the same as
Q
1rirndegðfiÞ. In short, we get that dimkk½X1; . . . ;Xn=J ¼ dimkk½X1; . . . ;Xn=
/g1; . . . ; gnS. Hence we ﬁnd that J ¼ /g1; . . . ; gnS as desired. &
Theorem 5. Theorem 2 is equivalent to Bezout’s Theorem, i.e. Theorem 3.
Proof of Theorem 3. implies Theorem 2 is just given in the above proof. We will show that, if the
validity of Theorem 2 is assumed, then we may deduce Bezout’s Theorem. For the sake of clear
presentation, we will prove ﬁrst the case when n ¼ 2, and then a proof of the general case is given.
Case 1: n ¼ 2.
Assume that Theorem 1 is valid. We will prove the following: Let k be an algebraically closed ﬁeld,
C and D be projective curves in the projective plane P2 over k. Suppose that C and D are deﬁned,
respectively, by F and G, which are homogeneous polynomials in k½Y0;Y1;Y2. If C and D have no
common components, then the intersection number C  D is equal to degðFÞ  degðGÞ.
Let m ¼ degðFÞ, n ¼ degðGÞ and Xi ¼ Yi=Y0 for i ¼ 1;2. Let f ; g 2 k½X1;X2 be the dehomogenized
polynomials of F and G. By assumption, gcdfF;Gg ¼ 1, and thus we also have gcdff ; gg ¼ 1.
Without loss of generality, we may assume that C and D have no intersection on the line at inﬁnity
Y0 ¼ 0. This is equivalent to the fact that gcdfFm;Gng ¼ 1 where Fm ¼ Fð0;Y1;Y2Þ and Gn ¼ Gð0;Y1;Y2Þ.
Note that, if fmðX1;X2Þ; gnðX1;X2Þ denote the polynomials obtained by substituting Y1;Y2 by X1;X2 in
Fm;Gn, then fm ¼ tmðf Þ and gn ¼ tmðgÞ. It follows that the condition gcdftmðf Þ; tmðgÞg ¼ 1 is valid also.
Let I ¼ /f ; gS and J ¼ tmðIÞ. Endow on k½X1;X2 the term order deﬁned in the Example. It follows
that lpðIÞ ¼ lpðJÞ.
As in the proof of Theorem 2, we know that the intersection number C  D is equal to
dimkk½X1;X2=I.
By Theorem 4, dimkk½X1;X2=I ¼ dimkk½X1;X2=lpðIÞ and dimkk½X1;X2=J ¼ dimkk½X1;X2=lpðJÞ. On the
other hand, if we assume that Theorem 1 is valid, then J ¼ /tmðf Þ; tmðgÞS; in particular, we ﬁnd that
dimkk½X1;X2=J ¼ dimkk½X1;X2=/tmðf Þ; tmðgÞS. In summary, we get that the intersection number C 
D is equal to dimkk½X1;X2=/tmðf Þ; tmðgÞS.
It remains to show that dimkk½X1;X2=/tmðf Þ; tmðgÞS ¼ mn. Note that gcdftmðf Þ; tmðgÞg ¼ 1. Write
tmðf Þ ¼ L1  L2    Lm and tmðgÞ ¼ M1 M2   Mn where each L1; . . . ; Lm;M1; . . . ;Mn is a linear poly-
nomial in X1;X2 with vanishing constant term. Deﬁne Li ¼ Lm if iZm, and deﬁneMj ¼ Mn if jZn. Now
we deﬁne Ai;j ¼ L1  L2    Li M1 M2   Mj for any i; jZ0. It is easy to see that fAi;j: iþ j ¼ dg is a basis
of the vector space of homogeneous polynomials of degree d in k½X1;X2 (see [4, Exercise 2–35,
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dimkk½X1;X2=/tmðf Þ; tmðgÞS is adapted from an argument in [4, p. 79].)
Case 2: n is any positive integer.
All the arguments in Case 1 remain valid, except the proof of dimkk½X1;X2=/tmðf Þ; tmðgÞS ¼ mn in
the ﬁnal paragraph.
In short, it remains to prove the following Theorem 6 (‘‘Easy Bezout’s Theorem’’). &
Theorem 6. Let g1; . . . ; gn 2 k½X1; . . . ;Xn be non-zero homogeneous polynomials, and J ¼ /g1; . . . ; gnS
the ideal generated by g1; . . . ; gn. If there is a positive integer N such that /X1; . . . ;XnS
N  /g1; . . . ; gnS,
then dimkk½X1;X2; . . . ;Xn=J ¼
Q
1rirndegðgiÞ.
Proof. Let degðgiÞ ¼ di.
Endow on k½X1; . . . ;Xn the same term order in the Example. By Theorem 4, we ﬁnd that
dimkk½X1;X2; . . . ;Xn=J ¼ dimkk½X1;X2; . . . ;Xn=lpðJÞ. Without loss of generality, we may assume that,
lpðgiÞ[lpðgjÞ for any 1ri; jrn with iaj; in particular, lpðg1Þ; . . . ; lpðgnÞ are distinct monomials.
Since dimkk½X1;X2; . . . ;Xn=lpðJÞ is ﬁnite, there is an integer N0 so that XN01 ; . . . ;XN
0
n 2 lpðJÞ ¼
/lpðf Þ: f 2 J\f0gS. It is not difﬁcult to show that, for each 1rirn, XN0i ¼ lpðhiÞ for some homogeneous
polynomial hi 2 J. (Note that J is a homogeneous ideal.)
Write hi ¼
P
1rjrnajgj where aj’ s are homogeneous polynomials in k½X1; . . . ;Xn with appropriate
degree ej. Since X
N0
i ¼ lpðhiÞ, we may assume that, if aja0, then lpðajÞrX
ej
i . Since no one of
lpðg1Þ; . . . ; lpðgnÞ divides someone else, it follows that there is some t, 1rtrn, so that lpðgtÞ ¼ XN
0et
i .
We conclude that, after changing the indices of g1; . . . ; gn, we may assume that lpðgiÞ ¼ Xdii . Note that
gi 2 k½Xi;Xiþ1; . . . ;Xn.
For l1; . . . ; lnZ0, deﬁne Al1 ;...;ln ¼ Xr11  Xr22   Xrnn  gq11  gq22    gqnn where li ¼ qidi þ ri and 0rrirdi 
1 for 1rirn. Thus fAl1 ;...;ln :
P
li ¼ dg is a basis of the vector space of homogeneous polynomials of
degree d in k½X1;X2; . . . ;Xn. Hence fXl11  Xl22   Xlnn :0rlirdi  1g is a vector space basis of
k½X1;X2; . . . ;Xn=J. &
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