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Abstract
In the paper we construct the wave functional model of a symmetric
restriction of the regular Sturm-Liouville operator on an interval. The
model is based upon the notion of the wave spectrum and is constructed
according to an abstract scheme which was proposed earlier. The result
of the construction is a differential operator of the second order on an
interval, which differs from the original operator only by a simple trans-
formation.
Keywords: functional model of a symmetric operator, Green’s system, wave
spectrum, inverse problem.
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Introduction
In the work [1] the notion of the wave spectrum of a symmetric semibounded
from below operator was introduced. The wave spectrum is constructed as
a topological space determined by the operator. In the same work the wave
spectrum was studied for the Laplace operator on a compact manifold and it
was established that in the general situation one can introduce a metric on the
wave spectrum so that it becomes isometric to the original manifold. In [7] a
scheme of construction of a functional model of such an operator was proposed,
which is called the wave model and is based on the notion of the wave spectrum.
The space of functions on the wave spectrum is taken as the model space. The
graph of the model operator is recovered using the method of boundary control,
on which the construction of the wave spectrum also relies. This scheme was
realized in [7] for the positive-definite Schro¨dinger operator on the half-line in
the limit point case. To be precise, the wave model was constructed for a
symmetric restriction of such an operator with defect indices (1, 1).
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1
2In the present paper we construct the wave model of a symmetric positive-
definite operator with defect indices (2, 2), namely, of the symmetric restriction
of the regular Sturm–Liouville operator defined by the differential expression
− d
2
dx2 + q(x) on the interval (0, l) with the boundary conditions u(0) = u
′(0) =
u(l) = u′(l) = 0. The potential q is supposed to be smooth and such that the
operator is positive-definite. In course of construction we also refine and develop
the abstract scheme of the wave model.
The paper consists of two parts. In the first, abstract, part we give the
definition of the wave spectrum and describe the scheme of the wave model
construction. Trying to keep certain level of generality, we formulate a number of
conditions, which a symmetric operator should satisfy and under which the wave
model is constructed. Conditions are formulated in rather abstract terms, thus
one can check them only constructing the model of some particular operator.
The second part of the paper is devoted to realization of this abstract scheme
for the Sturm–Liouville operator on an interval. We explicitly describe objects
that were defined in the first part and directly check all the conditions.
An important feature of the wave functional model is that it turns out to
be almost identical to the original operator. This happens for the example
considered earlier [7] and in our case. The inverse problem data (spectral,
dynamical) in some cases allows to construct certain “auxiliary model”, i.e., a
model space and an operator acting on it which is unitarily equivalent to the
original operator. In this sense one can distinguish objects that are available to
the “outer observer” (those which can be obtained knowing the inverse problem
data) and available to the “inner observer” (those that can be obtained knowing
the original, the solution of the inverse problem). Knowing the auxiliary model,
the “outer observer” can construct its wave model, from which it is easy to
recover the original. In our examples the wave model is a differential operator.
From the coefficients of this operator one can explicitly obtain the potential of
the original operator. In the case of the regular Sturm–Liouville operator the
potential can be recovered up to reflection from the middle point of the interval
(0, l).
The results of this work were announced in [17], where a brief description of
this construction was given.
1 The abstract scheme
1.1 The operator L0
Consider a closed symmetric linear operator L0 in a separable Hilbert space
H, and let this operator be positive-definite: there exists κ > 0 such that
(L0u, u) > κ‖u‖2 for every u ∈ DomL0. Denote by L the Friedrichs self-adjoint
extension of the operator L0, [9]. For every u ∈ DomL one has (Lu, u) > κ‖u‖
2,
hence the bounded inverse operator L−1 exists.
31.2 The Green’s system
Let A be an operator in H, B a Hilbert space, Γ1 and Γ2 be linear operators
acting from H to B. Let the following conditions hold:
DomA = H, DomA ⊆ DomΓ1 ∩DomΓ2, RanΓ1 +RanΓ2 = B.
The collection G = {H,B;A,Γ1,Γ2} is called the Green’s system, if the equality
(Au, v)H − (u,Av)H = (Γ1u,Γ2v)B − (Γ2u,Γ1v)B (1.1)
(the Green’s formula) holds for every u, v ∈ DomA, [13, 10, 16]. The space H
is called the inner space, B the space of boundary values, A the basic operator,
Γ1,Γ2 the boundary operators.
There is a class of Green’s systems which canonically corresponds to the
class of operators L0 that we consider. Denote
K := KerL∗0,
let PK be the orthogonal projection on the subspace K of H, O be the zero
operator in H, I be the identity operator. Let
Γ1 := L
−1L∗0 − I , Γ2 := PKL
∗
0. (1.2)
Then the collection GL0 := {H,K; L
∗
0,Γ1,Γ2} forms a Green’s system [5]. Such
a system is related to the Vishik’s decomposition for the operator L0, which has
the form
DomL∗0 = DomL0
.
+ L−1K
.
+K (1.3)
(
.
+ denotes the direct sum of linear sets). The boundary operators can be written
in terms of this decomposition as follows [19]: if u ∈ DomL∗0 is represented in
the form
u = u0 + L
−1gu + hu, (1.4)
where u0 ∈ DomL0, gu, hu ∈ K, then
Γ1u = −hu, Γ2u = gu. (1.5)
1.3 The system with boundary control
Consider the following problem, which corresponds to the Green’s system GL0 :
utt + L
∗
0u = 0, t > 0, (1.6)
u|t=0 = ut|t=0 = 0, (1.7)
Γ1u = h , t > 0, (1.8)
where h = h(t), a K-valued function, is called the boundary control, and the
H-valued function u(t) = uh(t) is unknown. In the control theory uh(·) is called
the trajectory, uh(t) the state of the system at the moment t; we will call uh the
wave. Denote the system (1.6)–(1.8) by αL0 .
4The problem (1.6)–(1.8) has a solution, [5], if the control h belongs to the
class
M := {h ∈ C∞ ([0,∞);K) : supph ⊂ (0,∞)}. (1.9)
This solution can be written in the form
uh(t) = −h(t) +
∫ t
0
L−
1
2 sin
[
(t− s)L
1
2
]
htt(s) ds , t > 0, (1.10)
it belongs to C∞ ([0,∞);H) and vanishes near zero. We will call such uh clas-
sical solutions or smooth waves.
The set of states of the system αL0
U tL0 := {u
h(t), h ∈M} ⊆ DomL∗0 (1.11)
is called the reachable set at the time t > 0. It is easy to see that U tL0 grows
with t. The set
UL0 :=
⋃
t>0
U tL0 (1.12)
is called the total reachable set of the system αL0 , and its orthogonal complement
DL0 := H⊖ UL0
is called the defect subspace of the system αL0 . Linear sets U
t
L0
and UL0 are
invariant under L∗0: let T > 0 and u = u
h(T ) ∈ UTL0 , then
L∗0u
h(T )
(1.6)
= −uhtt(T )
(1.10)
= −uhtt(T ) ∈ UTL0 ,
uh(T )
(1.7)
= J2[uhtt](T )
(1.10)
= uJ
2h
tt (T )
(1.6)
= −L∗0u
J2h(T ) ∈ L∗0U
T
L0 ,
where J : u 7→
∫ t
0 u(s)ds. Therefore L
∗
0UL0 = UL0 .
The system αL0 is called controllable, if UL0 = H. The following fact is
known [5].
Proposition 1. Controllability of the system αL0 is equivalent to the fact that
the operator L0 is completely non-selfadjoint.
The restriction of the operator L∗0 to the linear set of smooth waves UL0 ⊆
DomL∗0 is not necessarily a closed operator. Its closure L
∗
0|UL0 ⊆ L
∗
0 is called the
wave part of the operator L∗0. If the operator L0 is completely non-selfadjoint,
the question arises whether the operator L∗0 coincides with its wave part. This
happens for the examples that we know, however, we do not have a proof of the
general fact.
1.4 The wave spectrum
The functional model of the operator L0 that we construct is based on the wave
spectrum of the operator. For its definition we use notions of lattice theory.
5Lattice is a partially ordered set every two elements p, q of which have the
least upper bound sup{p, q} = p ∨ q (the least element of the set of all upper
bounds) and the greatest lower bound inf{p, q} = p ∧ q (the greatest element
of the set of all lower bounds). A lattice is called complete, if every its subset
has the least upper and the greatest lower bounds. In a complete lattice there
always exist the least and the greatest elements.
Let P and Q be partially ordered sets, i be a map from P to Q. The map
i is called isotonic, if p1 6 p2 in P implies i(p1) 6 i(p2) in Q, [8]. We call
isotony a family of maps {it}t>0 from P to Q, if p1 6 p2 and t1 6 t2 implies
it1(p1) 6 i
t2(p2).
Let P = Q = L be a complete lattice and OL be its least element. Then an
isotony It is called an isotony of the lattice L, if I0 is the identity map in L and
It(OL) = OL for every t > 0.
Let a partially ordered set P contain the least element OP . An element p 6=
OP is called an atom of P , if there is no element p ′ ∈ P such that OP < p ′ < p.
Let L be a complete lattice, OL be its least element, EL be its greatest
element. If for every p ∈ L there exists an element p ′ ∈ L such that p∨p ′ = EL,
p ∧ p ′ = OL (the complement), then L is called a lattice with complements.
1.4.1 The lattice of subspaces
We will work with lattices and isotonies of a special kind.
The set L(H) of all subspaces of a Hilbert space H with the partial order ⊆
forms a complete lattice with complements: it is easy to check that G1 ∨ G2 =
G1 + G2 and G1 ∧ G2 = G1 ∩ G2 for G1,G2 ∈ L(H), {0} is the least element, H is
the greatest element, G⊥ is the complement for G ∈ L(H).
Let us call L ⊂ L(H) a sublattice of the lattice L(H) with complements, if
L contains {0}, H, G1 ∨ G2, G1 ∧ G2 for every G1,G2 ∈ L and G⊥ for every
G ∈ L. For every subset M ⊂ L(H) there exists the minimal sublattice with
complements LM in L(H), which contains M. If It is an isotony of the lattice
L(H), then there also exists the minimal lattice with complements LI
M
in L(H),
which contains M and is invariant under I: for every G ∈ LI
M
and t > 0 one
has It(G) ∈ LI
M
, [7].
One can naturally define a topology on the lattice of subspaces L(H). A
sequence {Gn}n∈N from L(H) converges to G ∈ L(H) as n → ∞, if the corre-
sponding projections converge in the strong sense: PGn
s
→ PG . Note that the
strong operator topology, restricted to orthogonal projections, satisfies the first
axiom of countability and can be described in terms of converging sequences,
[12].
Let F(H) denote the set of functions from [0,∞) to L(H) with the pointwise
partial order: f1 6 f2, if f1(t) 6 f2(t) in L(H) (i.e., f1(t) ⊆ f2(t)) for every
6t > 0. Then the lattice operations will also be pointwise:
(f1 ∨ f2)(t) = f1(t) ∨ f2(t),
(f1 ∧ f2)(t) = f1(t) ∧ f2(t),
(f⊥)(t) = (f(t))⊥.
Strong operator topology generates on F(H) the product topology (the topology
of pointwise convergence), which does not satisfy the first axiom of countability
and can be described in terms of converging nets instead of sequences. It turns
out that the objects that we work with do not require a topology on F(H) and
that it is possible to deal with the operation of sequential closure (topology
corresponding to such an operation can be not unique). There exists a version
of our construction of the wave model based on the product topology in F(H).
For all the examples known to us, both versions eventually lead to the same
construction (because the wave spectra coincide).
Let us denote by IL(H) := {It(G),G ∈ L(H)} the set of isotonic L(H)-valued
functions, obtained by applying the isotony I to the elements of the lattice L(H).
We denote by [IL(H)]seq the sequential closure of this set in F(H).
Lemma 1. Let I be an isotony of the lattice L(H). Then the elements of
[IL(H)]seq are isotonic functions.
Proof. Let f ∈ [IL(H)]seq. Then there exists a sequence {Gn}n∈N such that for
every t > 0 one has
f(t) = L(H) − lim
n→∞
It(Gn).
Let t1 6 t2. Then
Pf(t1) = s− limn→∞
PIt1 (Gn), Pf(t2) = s− limn→∞
PIt2 (Gn).
From the inclusion It1(Gn) ⊆ It2(Gn) and the equality PIt2 (Gn)PIt1 (Gn) = PIt1 (Gn)
we obtain for every x that
PIt2 (Gn)PIt1 (Gn)x = PIt2 (Gn)(PIt1 (Gn) − Pf(t1))x
+ (PIt2 (Gn) − Pf(t2))Pf(t1)x+ Pf(t2)Pf(t1)x.
Owing to convergence and to boundedness of the norms, ‖PIt2 (Gn)‖ = 1, we
get PIt2 (Gn)PIt1 (Gn)
s
→ Pf(t2)Pf(t1) as n → ∞ and Pf(t2)Pf(t1) = Pf(t1), which
implies the inclusion f(t1) ⊆ f(t2).
Define the “balls” in the set [IL(H)]seq
Br(f) = {g ∈ [IL(H)]seq : ∃t > 0 : g(t) 6= 0, g(t) ⊂ f(r)}.
Lemma 2. Let I be an isotony of the lattice L(H). Then the system of sets
{Br(f), f ∈ [IL(H)]seq, r > 0} is a base of some topology on [IL(H)]seq.
7Proof. Let us check the condition for a family of sets to be a base of topology:
let f ∈ Br1(f1) ∩Br2(f2). Prove that there exists a radius r such that Br(f) ⊆
Br1(f1) ∩ Br2(f2). There exist t1 and t2 such that f(t1), f(t2) 6= {0}, f(t1) ⊆
f1(r1), f(t2) ⊆ f2(r2). Since, by Lemma 1, f is an isotonic function, f(r) ⊆
f1(r1)∩ f2(r2) for r := min{t1, t2}, while f(r) 6= {0}. Then for every g ∈ Br(f)
there exists tg > 0 such that g(tg) 6= {0} and g(tg) ⊆ f(r) ⊆ f1(r1) ∩ f2(r2),
so that g(tg) ⊆ f1(r1) and g(tg) ⊆ f2(r2). This means that g ∈ Br1(f1) and
g ∈ Br2(f2), and so g ∈ Br1(f1) ∩Br2(f2). The lemma is proved.
Remark 1. If instead of [IL(H)]seq one considers IL(H), the closure of the
set of functions IL(H) in the topology of pointwise convergence on the lattice F,
then analogs of Lemmas 1 and 2 will hold. In the proof of Lemma 1 in this case
one should substitute the sequence {Gn}n∈N by the net {Gα}. The ball topology
on [IL(H)]seq ⊂ F(H) clearly differs from the topology of pointwise convergence.
1.4.2 The wave isotony
For every positive-definite self-adjoint operator A one can define an isotony of
the lattice L(H) in the following way. Consider the system
vtt +Av = g , t > 0, (1.13)
v|t=0 = vt|t=0 = 0 , (1.14)
where g is an H-valued function of time. If g ∈ C∞ ([0,∞);H), then this
problem has the unique solution v = vg(t) given by the Duhamel’s formula [9]:
vg(t) =
∫ t
0
A−
1
2 sin
[
(t− s)A
1
2
]
g(s)ds. (1.15)
Let G ∈ L(H). Consider the sets
VtA(G) := {v
g(t), g ∈ C∞([0, t];G)} (1.16)
and define the family of maps {ItA}t>0 as follows:
I0A := id;
ItA(G) := V
t
A(G), t > 0.
Proposition 2 ([1]). The family {ItA}t>0 is an isotony of the lattice L(H).
We call such an isotony ItA the wave isotony of the lattice L(H) defined by
the operator A.
1.4.3 The wave spectrum
Let us return to the original problem. The family of reachable sets of the
system αL0 defines the family of subspacesML0 = {U
t
L0
, t > 0} ⊂ L(H), and the
operator L defines the wave isotony ItL. As we mentioned above, there exists the
8minimal sublattice LL0 in L(H) which contains the family ML0 and is invariant
under ItL. Denote ILLL0 = {IL(G),G ∈ LL0}, also denote by [ILLL0 ]seq the
(sequential) closure of this set in F(H).
The wave spectrum ΩL0 of the operator L0 is the set of atoms of the partially
ordered set [ILLL0 ]seq,
ΩL0 := At[ILLL0 ]seq.
The wave model of the operator L0, which is a unitarily equivalent operator in
the model space, requires for its construction some additional conditions on L0.
Examples that we considered earlier [1, 7] suggest that the wave model can be
constructed for some class of differential operators. In course of construction
we formulate these additional general conditions on L0 using notions that we
gradually introduce.
Condition 1. The wave spectrum of the operator L0 is not empty: ΩL0 6= ∅.
The ball topology on [ILL(H)]seq induces a topology on the wave spectrum.
Under additional assumptions on ΩL0 one can also define a metric (in the ex-
amples mentioned above the “balls” Br(f) turn out to be open balls in this
metric). Each atom ω ∈ ΩL0 , being a function from [0,∞) to L(H), defines a
non-decreasing family of projections Pω(t). If Pω(t)
s
→ I as t → +∞, then one
can consider the self-adjoint and, generally speaking, unbounded operator
τω =
∫ ∞
0
tdPω(t),
the eikonal. It can happen that even for unbounded τ the following holds.
Condition 2. Pω(t)
s
→ I as t → +∞ for every ω ∈ ΩL0 , and τω1 − τω2 is a
bounded operator in H for every ω1, ω2 ∈ ΩL0 .
In such a case one can consider the function
τ(ω1, ω2) = ‖τω1 − τω2‖
as a distance in ΩL0 (the properties of distance can be checked easily). For the
wave spectrum one can also define the “boundary” ∂ΩL0 as the set
∂ΩL0 := {ω ∈ ΩL0 : ∀t > 0 ω(t) ⊆ U
t
L0
}.
In the case of the Laplace operator on a compact Riemannian manifold the
“boundary” of the wave spectrum corresponds to the boundary of the manifold
[1].
1.5 The wave model
Our goal is to construct the wave model so that this construction is applicable
not only to the operator L0, but also to its unitary copies. For this it is impor-
tant to ensure that the wave model is constructed using the objects which are
available to the “outer observer”.
91.5.1 The wave representation
If Conditions 1 and 2 hold for the operator L0, then its wave spectrum is a
metric space with the distance τ . The model space for the wave model should
consist of functions on ΩL0 which take values in some “natural” auxiliary spaces.
The first step in constructing the model space are spaces of germs on atoms.
For every ω ∈ ΩL0 consider the following equivalence relation on H: u1 ∼
ω
u2,
if there exists t > 0 such that Pω(t)u1 = Pω(t)u2. Corresponding equivalence
classes u˜(ω) are called germs. Germs form the linear space which we denote
by H˜ω and call the stalk above ω. Consider the space of functions on the wave
spectrum, which take values in stalks
H˜ := {u˜(·), u ∈ H}.
We need the operator W : u 7→ u˜ ∈ H˜ to be bijective from H to H˜, and for this
the following condition is imposed, which we call completeness of the system of
atoms of the wave spectrum.
Condition 3. For every nonzero u ∈ H there exists an atom ω ∈ ΩL0 such that
Pω(ε)u 6= 0 for every ε > 0.
It is not convenient to work with this space, because stalks have infinite
dimension. Besides that there is no Hilbert structure there. Thus we need
additional conditions. Possibility to factorize further in germs is related to
existence of gauge elements in H. In order to define them, we need the following
condition of vanishing of atoms at zero.
Condition 4. ω(t)
L(H)
−→ {0} as t→ +0 for every ω ∈ ΩL0 .
By Lemma 1 this is equivalent to the condition
⋂
t>0
ω(t) = {0} for every
atom. We call an element e ∈ H a gauge element of the operator L0, if there
exists a set of atoms ΩeL0 ⊆ ΩL0 such that its elements form a complete system
in the sense of Condition 3 and that for every u ∈ UL0 and ω ∈ Ω
e
L0
the following
limit exists:
lim
t→+0
‖Pω(t)u‖H
‖Pω(t)e‖H
.
As we see, the linear set of smooth waves starts playing an important role here.
Condition 5. The operator L0 has a gauge element.
Let ω ∈ ΩeL0 . For every u, v ∈ UL0 the limit
〈u, v〉ω := lim
t→+0
(Pω(t)u, v)H
(Pω(t)e, e)H
exists. It can be considered as a non-negative sesquilinear form on U˜L0,ω :=
{u˜(ω), u ∈ UL0}, a linear set in the stalk above ω. After factorization of U˜L0,ω by
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the neutral subspace U˜ 0L0,ω of this form we obtain the linear space U˜L0,ω/U˜
0
L0,ω
.
Denote its elements by [u](ω), u ∈ UL0 . This space has the inner product
〈[u](ω), [v](ω)〉Uw
L0,ω
= 〈u, v〉ω.
After completion in the corresponding norm we obtain the space of values UwL0,ω.
Condition 6. There exists a measure µ on ΩL0 such that µ(ΩL0\Ω
e
L0
) = 0 and
the equality
(u, v)H =
∫
ΩL0
〈[u](ω), [v](ω)〉Uw
L0,ω
dµ(ω) (1.17)
holds for every u, v ∈ UL0 .
The space
Hw := ⊕
∫
ΩL0
UwL0,ω dµ(ω)
is called the wave representation of the space H. For the operator Ww0 : u 7→
[u](·) which acts from UL0 to H
w one has ‖Ww0 u‖H = ‖[u]‖Hw owing to (1.17),
therefore the operator Ww =Ww0 is isometric.
Condition 7. The operator Ww of passing from H to Hw is unitary.
We consider the space Hw as the model space. The operatorWw defines the
unitary copy WwL∗0W
w∗ of the operator L∗0 which acts in H
w. Since for each
u ∈ UL0 there exists a control h ∈ M and T > 0 such that u = u
h(T ), we can
write
L∗0u = L
∗
0u
h(T ) = −uhtt(T ) = −u
htt(T ).
The graph of the unitary image of the wave part of the operator L∗0 can be
defined via smooth waves:
Graph
(
WwL∗0|UL0W
w∗
)
= {(Wwu,WwL∗0u), u ∈ UL0}
=
{
(Wwuh(T ),−Wwuhtt(T )), h ∈ M, T > 0
}
.
This way of constructing the wave model is available to the “outer observer”
who can apply different controls and draw graphs.
1.5.2 The coordinate representation
If defect indices of the operator L0 are finite, then under additional assumptions
one can define coordinates in spaces of values UwL0,ω and pass to the wave model,
where the operator is represented as a differential operator acting in a space of
square integrable functions.
Condition 8. The operator L0 has defect indices (n, n), n <∞. The subspace
KerL∗0 lies in UL0 . There exists a basis e1, e2, ..., en in KerL
∗
0 and a set Ω
0
L0
⊆
ΩeL0 , atoms of which form a complete system and for which µ(ΩL0\Ω
0
L0
) = 0,
such that for every ω ∈ Ω0L0 the elements [e1](ω), [e2](ω), ..., [en](ω) form a basis
in the space of values UwL0,ω.
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For atoms ω ∈ ΩL0 and smooth waves u ∈ UL0 elements [u](ω) can be
decomposed over the basis [e1](ω), [e2](ω), ..., [en](ω). Coefficients of this de-
composition can be found from the limit
uˆ(ω) :=

〈u, e1〉ω
〈u, e2〉ω
...
〈u, en〉ω
 = limt→+0 1(Pω(t)e, e)

(Pω(t)u, e1)
(Pω(t)u, e2)
...
(Pω(t)u, en)

and the Gram matrix
G(ω) =

〈e1, e1〉ω 〈e2, e1〉ω · · · 〈en, e1〉ω
〈e1, e2〉ω 〈e2, e2〉ω · · · 〈en, e2〉ω
...
...
. . .
...
〈e1, en〉ω 〈e2, en〉ω · · · 〈en, en〉ω

= lim
t→+0
1
(Pω(t)e, e)

(Pω(t)e1, e1) (Pω(t)e2, e1) · · · (Pω(t)en, e1)
(Pω(t)e1, e2) (Pω(t)e2, e2) · · · (Pω(t)en, e2)
...
...
. . .
...
(Pω(t)e1, en) (Pω(t)e2, en) · · · (Pω(t)en, en)
 ;
this information is available to the “outer observer”. It is easier, however, to
take in the coordinate representation uˆ(ω) instead of these coefficients as values
at ω. In this way we obtain the model of the wave part of the operator L∗0 in
the space
Hc := L2(ΩL0 , µ,C
n)
of the coordinate representation which we also call the wave model. In a perfect
situation one can define on ΩL0 a manifold structure or even global coordinates.
This takes place for the Laplace operator on a compact Riemannian manifold
[1], for positive-definite Schro¨dinger operator on the half-line [7], and in our
case.
2 Sturm–Liouville operator on an interval
Let us look at realization of the abstract scheme for the Sturm–Liouville operator
on an interval.
2.1 The operator L0
Let 0 < l <∞, H = L2(0, l). The operator L0 is defined on the domain
DomL0 =
{
u ∈ H2(0, l) : u(0) = u′(0) = u(l) = u′(l) = 0
}
(2.1)
by the differential expression
L0u := −u
′′ + qu, (2.2)
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where q ∈ C∞[0, l] is a smooth function such that the operator L0 is positive-
definite. Such an operator is symmetric and has the defect indices (2, 2). Its
adjoint L∗0 is defined by the same differential expression on the domain
DomL∗0 = H
2(0, l).
The Friedrichs extension L of L0 is defined on the domain
DomL =
{
u ∈ H2(0, l) : u(0) = u(l) = 0
}
.
2.2 The Green’s system
To describe the subspace K = KerL∗0 define two solutions of the equation −u
′′+
qu = 0. Denote by φ0 the solution of this equation with the initial data φ0(0) =
0, φ′0(0) = 1 and by φl the solution with the data φl(l) = 0, φ
′
l(l) = 1. Since
the operator L is positive-definite, 0 is not its eigenvalue and these functions
cannot be proportional. Therefore they form a basis in K.
Let us write out the Vishik’s decomposition for u ∈ DomL0. Let
η0 := L
−1φ0, ηl := L
−1φl.
Lemma 3. In the decomposition of u ∈ DomL∗0
u = u0 + L
−1gu + hu,
the elements gu, hu ∈ K are given by the formulas
gu =
1
η′0(0)η
′
l(l)− η
′
l(0)η
′
0(l)
×
{[
η′l(l)
(
u′(0)−
u(l)
φ0(l)
−
u(0)
φl(0)
φ′l(0)
)
− η′l(0)
(
u′(l)−
u(l)
φ0(l)
φ′0(l)−
u(0)
φl(0)
)]
η0
+
[
η′0(0)
(
u′(l)−
u(l)
φ0(l)
φ′0(l)−
u(0)
φl(0)
)
−η′0(l)
(
u′(0)−
u(l)
φ0(l)
−
u(0)
φl(0)
φ′l(0)
)]
ηl
}
,
(2.3)
hu =
u(l)
φ0(l)
φ0 +
u(0)
φl(0)
φl. (2.4)
Proof. Since u0(0) = u
′
0(0) = u0(l) = u
′
0(l) = 0 and (L
−1gu)(0) = (L
−1gu)(l) =
0, we should find the coefficients in the equalities
hu = c0φ0 + clφl, gu = d0φ0 + dlφl, (2.5)
such that
u(0) = hu(0),
u(l) = hu(l),
u′(0) = (L−1gu)
′(0) + h′u(0),
u′(l) = (L−1gu)
′(l) + h′u(l).
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Substituting here (2.5) and L−1gu = d0η0 + dlηl and taking into account initial
data for the solutions φ, we find the coefficients c0, cl, d0 and dl and arrive at
the formulas (2.3) (2.4).
We get from the lemma and (1.5):
Γ1u = −
u(l)
φ0(l)
φ0 −
u(0)
φl(0)
φl, (2.6)
Γ2u =
1
η′0(0)η
′
l(l)− η
′
l(0)η
′
0(l)
×
{[
u(0)
η′l(0)− η
′
l(l)φ
′
l(0)
φl(0)
− u(l)
η′l(l)− η
′
l(0)φ
′
0(l)
φ0(l)
+ u′(0)η′l(l)− u
′(l)η′l(0)
]
φ0
−
[
u(0)
η′0(0) + η
′
0(l)φ
′
l(0)
φl(0)
−u(l)
η′0(l)− η
′
0(0)φ
′
0(l)
φ0(l)
+ u′(0)η′0(l)− u
′(l)η′0(0)
]
φl
}
.
(2.7)
The spaces H = L2(0, l), K = {c0φ0 + clφl, c0, cl ∈ C} and the operators
L0,Γ1,Γ2 defined by (2.1), (2.2), (2.6), and (2.7) form the Green’s system GL0 ,
which canonically corresponds to the operator L0.
2.3 The system with boundary control
Consider the system (1.6)–(1.8) in our case. The boundary control h(t) ∈ K
can be written in the form
h(t) = −
fl(t)
φ0(l)
φ0 −
f0(t)
φl(0)
φl,
where the functions f0(t) and fl(t) are taken from the class
M˙ = {f ∈ C∞ [0,∞) : supp f ⊂ (0,∞)}. (2.8)
Then the system (1.6)–(1.8) takes the form of the initial-boundary value problem
utt − uxx + qu = 0, x ∈ (0, l), t > 0,
u|t=0 = ut|t=0 = 0, x ∈ [0, l],
u|x=0 = f0(t), t > 0,
u|x=l = fl(t), t > 0.
The solution of such a problem for t 6 l is given by the formula
uf(x, t) = f0(t− x) + fl(t− l+ x)
+
∫ t
x
w0(x, s)f0(t− s)ds+
∫ t
l−x
wl(l − x, s)fl(t− s)ds, (2.9)
where the functions f0 and fl are assumed to be zero on the negative half-line,
the functions w0(x, t) and wl(x, t) are defined for 0 6 x 6 t 6 l and are smooth.
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2.3.1 Controllability of the system αL0
Let us find reachable sets of the system αL0 .
Lemma 4.
U tL0 =
{
{u ∈ C∞[0, l] : suppu ⊂ [0, t) ∪ (l − t, l]}, t 6 l2 ,
C∞[0, l], t > l2 .
(2.10)
Proof. Let t 6 l2 . One can see from the expression (2.9) that for f0, fl ∈ M˙ the
solution uh(·, t) belongs to C∞[0, l]. It also follows that its support is contained
in [0, t) ∪ (l − t, l]. Thus
U tL0 ⊆ {u ∈ C
∞[0, l] : suppu ⊆ [0, t) ∪ (l − t, l]}.
To prove the inverse inclusion, take u from the right-hand side and show that
u(x) = uf (x, t). Let us represent u in the form
u = u0 + ul, u0, ul ∈ C
∞[0, l], suppu0 ⊆ [0, t), suppul ⊆ (l − t, l].
Divide the equation u(x) = uf (x, t), according to (2.9), into two parts as follows:
f0(t− x) +
∫ t
x
w0(x, s)f0(t− s)ds = u0(x),
fl(t− l + x) +
∫ t
l−x
wl(l − x, s)fl(t− s)ds = ul(x).
These are Volterra equations of the second kind on the interval (0, l), they
have solutions from the same classes, to which their right-hand sides belong
(taking into account change of the variable; supp f0, supp fl ⊆ (0, t], they can
be continued to M˙, which will not affect the equality u(x) = uf(x, t)). Thus
the first assertion of the lemma is proved.
Let l2 < t 6 l and u ∈ C
∞[0, l]. There exists a function u0 ∈ C∞[0, l] such
that u0|[0, l2 ] = u|[0, l2 ] and suppu0 ⊆ [0, t). Take ul = u−u0. Then ul ∈ C
∞[0, l]
and suppul ⊆ [
l
2 , l] ⊆ (l− t, l]. By the same argument as in the first part of the
proof we obtain controls f0, fl ∈ M˙ for which u(x) = uf (x, t). Consequently,
C∞[0, l] ⊆ U tL0 . From (2.9) it follows that U
t
L0
⊆ C∞[0, l].
For t > l the inclusion U lL0 = C
∞[0, l] ⊆ U tL0 holds owing to monotonicity
of reachable sets, and the inverse inclusion U tL0 ⊆ C
∞[0, l] is always true. Thus
the lemma is proved.
The system αL0 is controllable, since UL0 = L2(0, l) = H, and this also
follows from the fact that the operator L0 is completely non-selfadjoint. Closure
of C∞[0, l] in the graph norm of the operator L∗0 is the Sobolev space H
2(0, l) =
DomL∗0, therefore the wave part of the operator L
∗
0 (which is L
∗
0|UL0 ) coincides
with L∗0.
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2.4 The wave spectrum
We turn to constructing the wave spectrum of the operator L0. For this we
have already found the family of reachable subspaces U tL0 = L2((0, t)∪ (l− t, l)).
Now we have to find out how the wave isotony IL acts.
For a set E ⊂ [0, l] denote by Et its metric neighborhood in [0, l]:
Et = {x ∈ [0, l] : dist(x,E) < t}, t > 0,
dist (x,E) := inf
y∈E
dist(x, y).
For t = 0 we take Et = E.
Lemma 5. For 0 6 a < b 6 l and t > 0 the following holds:
ItL(L2(a, b)) = L2((a, b)
t). (2.11)
Remark 2. We identify spaces L2(a, b) with the subspaces of L2(0, l) which
consist of functions that vanish a.e. outside (a, b).
Proof. The system (1.13)–(1.14) can be written in the form of the initial-boundary
value problem
vtt − vxx + qv = g, x ∈ (0, l), t > 0, (2.12)
v|t=0 = vt|t=0 = 0, x ∈ [0, l], (2.13)
v|x=0 = v|x=l = 0, t > 0. (2.14)
with the right-hand side g(x, t) from the corresponding class.
An argument analogous to the proof of Lemma 2 from [7], which is based
on the fact of finiteness of the domain of influence for the hyperbolic equa-
tion (2.12), leads to the inclusion VtL(L2(a, b)) ⊆ L2((a, b)
t) and hence to
ItL(L2(a, b)) ⊆ L2((a, b)
t).
Consider the conjugate problem
wtt − wxx + qw = 0, x ∈ (0, l), t ∈ (0, T ), (2.15)
w|t=T = 0, wt|t=T = y, x ∈ [0, l], (2.16)
w|x=0 = w|x=l = 0, t ∈ [0, T ]. (2.17)
For g ∈ C∞0 ((0, l)× (0,∞)) and y ∈ L2(0, l) the duality relation∫ l
0
∫ T
0
g(x, t)wy(x, t)dxdt = −
∫ l
0
vg(x, T )y(x)dx (2.18)
holds. The odd continuation of the solution wy solves the problem
wtt − wxx + qw = 0, x ∈ (0, l), t ∈ (0, 2T ), (2.19)
w|t=T = 0, wt|t=T = y, x ∈ [0, l], (2.20)
w|x=0 = w|x=l = 0, t ∈ [0, 2T ]. (2.21)
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(note that both wy and wyt retain continuity). If there exists y ∈ L2((a, b)
T )⊖
VTL (L2(a, b)), then an argument analogous to the proof of Lemma 2 from [7] leads
to wy = 0, from which it follows that y can be only zero. Therefore VtL(L2(a, b))
is dense in L2((a, b)
t). Thus we proved that ItL(L2(a, b)) = L2((a, b)
t).
Let us call a set E ⊆ [0, l] elementary, if
E =
n(E)⋃
k=1
(ak, bk),
where 0 6 a1 < b1 < a2 < b2 < ... < an(E) < bn(E) 6 l and if the set E is
symmetric with respect to the middle of the interval (0, l). Let E [0, l] be the
family of all elementary sets. Obviously, if E ∈ E [0, l], then Et ∈ E [0, l] for
every t > 0. We will also call the subspaces L2(E), E ∈ E [0, l], elementary. The
family of elementary subspaces forms the lattice LE[0,l] ⊆ L(H).
Lemma 6. For every E ∈ E [0, l] one has ItL(L2(E)) = L2(E
t).
Proof. By isotonicity,
L2((ak, bk)
t) = ItL(L2(ak, bk)) ⊆ I
t
L(L2(E))
for every k, and thus L2(E
t) ⊆ ItL(L2(E)). Using the same argument as in the
proof of Lemma 5, we arrive to
ItL(L2(E)) = V
t
L(L2(E)) = L2(E
t).
The lattice LE[0,l] is invariant under the wave isotony IL and contains all the
subspaces of the form L2((0, t)∪(l−t, l)), i.e., all reachable subspaces. Therefore
LL0 = LE[0,l].
Let m denote the Lebesgue measure, B the Borel sigma-algebra on the seg-
ment [0, l], LB the corresponding lattice of subspaces,
LB := {L2(E), E ∈ B} ⊆ L(H),
E△F = (E \ F ) ∪ (F \ E) the symmetric difference of sets.
Lemma 7. Let {En}n∈N be a sequence of sets from B and E ∈ B. Then conver-
gence L2(En) −→
n→∞
L2(E) in the topology of L(H) is equivalent tom(En△E) −→
n→∞
0.
The proof of the lemma repeats the proof of Lemma 4 from [7] almost liter-
ally.
Lemma 8. The closure of the lattice LL0 in the topology of L(H) is a subset of
the lattice LB:
LL0 ⊆ LB.
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Proof. Let a sequence L2(En) of subspaces from LL0 = LE[0,l] be fundamental
in L(H). Let us prove that there exists E ∈ B such that L2(En)
L(H)
−→ L2(E). By
Lemma 7, convergence means that m(En△E) → 0. The symmetric difference
is a pseudometric in B and, after factorization with respect to the equivalence
relation of the form E ∼ F , if m(E△F ) = 0, we get B/∼, [14]. Thus there
exists a measurable set E ⊆ [0, l] such that m(En△E) → 0, and by Lemma 7
this means that L2(En)
L(H)
−→ L2(E).
Remark 3. The set E should be symmetric (up to a set of zero measure) with
respect to the middle of the interval (0, l), and therefore LL0 6= LB.
Corollary 1. Functions of the family [ILLL0 ]seq are isotonic and take values
in LB.
Consider the metric space B/∼ of equivalence classes of measurable sets with
the distance ρ(E∼, F∼) = m(E△F ) and for each t > 0 consider the following
sets in it:
E>t := {E
t, E ∈ E [0, l]}
= {E ∈ E [0, l] : b1 > t, if a1 = 0, b1 − a1 > 2t, if a1 6= 0,
and bk − ak > 2t, ∀k = 2, ..., n− 1},
E>t := {E ∈ E [0, l] : b1 > t, if a1 = 0, b1 − a1 > 2t, if a1 6= 0,
and bk − ak > 2t, ∀k = 2, ..., n− 1}.
Recall that elementary sets are symmetric with respect to the middle of the
interval (0, l).
Lemma 9. Closure of (E>t)∼ in the metric of B/∼ is a subset of (E>t)∼.
Proof. Let {En}n∈N be a sequence from E>t such that (En)∼
B/∼
−→ E∼ ∈ B/∼.
Each of the sets En contains no more than
l
t component intervals. One can
choose a subsequence {Enj}j∈N of sets which all contain the same number of
component intervals. Denote this number by N . One can choose a subse-
0 la1(Enj ) b1(Enj ) bN (Enj )aN (Enj ) x
Figure 1: The set Enj
quence {Enjl }l∈N of sets such that all the endpoints of the component intervals
{a(Enjl )}l∈N, {b(Enjl )}l∈N converge to some numbers 0 6 a1 6 b1 6 a2 6 b2 6
... 6 aN 6 bN 6 l (see Fig. 1 and 2). In this way we obtain the set
E∞ :=
N⋃
k=1
(ak, bk).
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Figure 2: The set E∞
bk−1(Enjl
)
bk−1(Enjl
) ak(Enjl
)
ak(Enjl
)bk−1 = ak
bk−1 = ak
Figure 3: Estimating the measure of the symmetric difference
It is easy to see the following estimate (see Fig. 3):
m(Enjl△E∞) 6
N∑
k=1
(|ak(Enjl )− ak|+ |bk(Enjl )− bk|).
Consequently, m(Enjl△E∞) −→l→∞
0. This means that E∼ = (E∞)∼. Since
E∞ ∈ E>t, the sequence {En}n∈N was an arbitrary convergent sequence from
E>t, the lemma is proved.
Lemma 10. Let E,F ⊆ [0, l], {En}n∈N, {Fn}n∈N be sequences of subsets of the
segment [0, l]. Let m(En△E)→ 0 and m(Fn△F ) → 0 as n → ∞. If En ⊆ Fn
for every n, then m(E \ F ) = 0.
Proof. We have:
E \ F ⊆ (E ∪En) \ F = (En ∪ (E \ En)) \ F = (En \ F ) ∪ ((E \ En) \ F )
⊆ (Fn \ F ) ∪ (En \ E) ⊆ (Fn△F ) ∪ (En△E).
From this we immediately get the assertion of the lemma.
For x ∈ [0, l2 ] denote
ωx(t) := L2(({x} ∪ {l− x})
t),
then ωx ∈ [ILLL0 ]seq. Indeed, L2((({x} ∪ {l− x})
1
n )t) ∈ ILLL0 for every n and
L2((({x} ∪ {l− x})
1
n )t) −→
n→∞
ωx in F(H).
Lemma 11. For every nonzero ω ∈ [ILLL0 ]seq there exists x ∈ [0, l] such that
ωx 6 ω.
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Proof. Let ω ∈ [ILLL0 ]seq. This means that there exists a sequence {En}n∈N of
elementary sets such that ItL(L2(En)) = L2(E
t
n)→ ω(t) in L(H) for every t > 0.
By Lemma 8 there exist measurable sets E(t) ⊆ [0, l] such that ω(t) = L2(E(t)),
and by Lemma 9 E(t) ∈ E>t.
If E(t) = [0, l] for every t > 0, then the assertion of the lemma holds: every
element ωx, x ∈ [0,
l
2 ], satisfies ωx 6 ω. Assume that there exists t0 > 0
such that E(t0) 6= [0, l]. Then for the right endpoint of the first interval the
inequality b1(E(t0)) > t0 holds (two cases are possible, see Fig. 4 and 5).
b B(Enj ) l0 x
t
t0
b1(E(t0)) bk1 (E
t0
nj
)
Figure 4: The first case
b B(Enj ) l0 x
t
t0
b1(E(t0)) bk1 (E
t0
nj
)
Figure 5: The second case
The set Et0n contains the finite number of component intervals, there exists a
sequence {Et0nj}j∈N of sets which all contain the same number of component
intervals, and the endpoints of these intervals have limits. These limits can be
either endpoints of component intervals of the set E(t0) or inner points of this
set.
The point b1(E(t0)) is the limit of some sequence {bk1(E
t0
nj )}j∈N of the right
endpoints of the component intervals with some fixed number k1 of the sets E
t0
nj .
Denote
b := b1(E(t0))− t0, B(Enj ) := bk1(E
t0
nj )− t0
(see Fig. 4 and 5). Then B(Enj ) → b as j → ∞. The sets E
t
nj con-
tain {B(Enj )}
t for every t > 0. Since Etnj → E(t), m(E
t
nj△E(t)) → 0
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and m(({B(Enj )}
t)△({b}t)) → 0 as j → ∞, by Lemma 10 we obtain that
{b}t ⊆ E(t) up to a set of measure zero for every t > 0. Therefore ωb 6 ω.
Now we can describe the wave spectrum of the operator L0.
Theorem 1.
ΩL0 =
{
ωx, x ∈
[
0,
l
2
]}
.
Proof. Let ω ∈ ΩL0 . Since ΩL0 ⊆ [ILLL0 ]seq, by Lemma 11 there exists x ∈
[0, l2 ] such that ωx 6 ω. Since ω is an atom of the set [ILLL0 ]seq, it should be
that ωx = ω. Hence ΩL0 ⊆ {ωx, x ∈ [0,
l
2 ]}.
Let us prove the inverse inclusion. Let x ∈ [0, l2 ] and let there exist an
element ω ∈ [ILLL0 ]seq such that ω < ωx. By Lemma 11 there exists x˜ ∈ [0,
l
2 ]
such that ωx˜ 6 ω. This means that ωx˜ < ωx. But this cannot happen: for x˜ = x
we have ωx˜ = ωx, while for x˜ 6= x and t < |x˜ − x| we have ωx(t) ∩ ωx˜(t) = {0}
(see Fig. 6), which contradicts the inequality ωx˜ < ωx. Therefore such ω does
0 x
t
lx˜ x
Figure 6: ωx˜ and ωx
not exist and ωx is an atom. Hence {ωx, x ∈ [0,
l
2 ]} ⊆ ΩL0 and the theorem is
proved.
Denote by β the bijection between [0, l2 ] and ΩL0 established by Theorem 1,
β : x 7→ ωx. Let us denote also xω := β−1(ω), ω ∈ ΩL0 , Ex(t) := ({x}∪{l−x})
t
and fω(x) := dist (x, ({xω} ∪ {l − xω})t). Note that
Exω (t) = {y ∈ (0, l) : fω(y) < t} (2.22)
(see Fig. 7).
Lemma 12. Let ω ∈ ΩL0 . Then the family of projections
Eω(t) =
{
Pω(t), t > 0,
0, t < 0,
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0 x
t
lxω l − xω
Exω (t)
fω
Figure 7: The set Exω (t) and the graph of the function fω
is a resolution of the identity in the space H = L2(0, l), and the corresponding
eikonal
τω =
∫
R
tdEω(t)
is the operator of multiplication by the function fω in L2(0, l).
Proof. As one can see from the definition of elements ωx, for t >
l
2 one has
ωx(t) = H, and so E(t)
s
→ I as t → +∞. Strong left-continuity of functions
Pωx(t) = [χEx(t)] also takes place. Therefore the family E(t) is indeed a res-
olution of the identity and defines the (Stieltjes) integral
∫
R
tdEω(t). If Mf
is the operator of multiplication by the function f , Mf = [f ], in the space
L2(R, ρ) with the measure ρ, then the corresponding resolution of the identity
is E(λ) = [χf−1(−∞,λ)]. In our case ρ is the Lebesgue measure on the segment
[0, l], and for the operator Mfωx = [fωx ] we get E(λ) = [χf−1ωx (−∞,λ)
] = [χEx(t)]
by (2.22). This means that E(λ) = Pωx(λ) for λ > 0 and E(λ) = 0 for λ < 0.
Since spectral measures are the same, the operators also are, thus τω =Mfω .
As one can see, for every ω1, ω2 ∈ ΩL0 the distance
τ(ω1, ω2) = ‖τω1 − τω2‖ = ‖[fω1 − fω2 ]‖ = |xω1 − xω2 |
is correctly defined and the wave spectrum becomes a complete metric space.
Thus the map β is an isometric isomorphism between the segment [0, l2 ] and the
wave spectrum ΩL0 . The “balls”
Br(ω) = {ω˜ ∈ ΩL0 : ∃t > 0 : ω˜(t) 6= 0, ω˜(t) ⊆ ω(r)}
obviously coincide with{
ωx˜, x˜ ∈
[
0,
l
2
]
: |x˜− xω | < r
}
= {ω˜ ∈ ΩL0 : τ(ω˜, ω) < r}
(see Fig. 8), i.e., with the balls for the metric τ , so that the “ball” topology
on the wave spectrum coincides with the topology defined by this metric. From
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0 x
r
lxω l − xω
Figure 8: Br(ω)
the form of reachable spaces (2.10) and the definition of the boundary of the
wave spectrum ∂ΩL0 it follows that in our case
∂ΩL0 = {ω0}.
The atom ω l
2
is not a point of the boundary. Furthermore, the distance from
the boundary defines the coordinate
τ(ω) := τ(ω, ∂ΩL0) = xω,
which parametrizes the wave spectrum for the “outer observer” (unlike the
isomorphism β available only to the “inner observer”).
2.5 The wave model
We begin constructing the wave model of the operator L0 starting with the
space of values. The first three Conditions from the abstract part are satisfied,
which is obvious since we explicitly know the subspaces ωx(t). It is also clear
that atoms vanish at zero. To prove existence of a gauge element we need the
following standard lemma.
Lemma 13. A function u ∈ KerL∗0 cannot have more than one zero on the
segment [0, l].
Proof. Let u ∈ KerL∗0. The operator L is positive-definite, and hence its kernel
is trivial. Therefore u cannot vanish at both points 0 and l simultaneously.
Assume that u has two zeros, a and b, on the segment [0, l], and at least one of
them is an inner point. Then u is in the kernel of the Strum–Liouville operator
Lab defined on the interval (a, b) by the differential expression −
d2
dx2 + q(x) with
the Dirichlet boundary conditions at the points a and b. Such an operator is self-
adjoint and semibounded from below. Let l and lab denote the sesquilinear forms
that correspond to the operators L and Lab. Their domains are d[l] = H˚
1(0, l)
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and d[lab] = H˚
1(a, b). According to the minimax principle [9],
λ1(Lab) = min
u∈H˚1(a,b)
(labu, u)L2(a,b)
‖u‖2L2(a,b)
.
If a function u ∈ H˚1(a, b) is continued by zero to the whole segment [0, l], then
one gets the function u˜ ∈ H˚1(0, l) and ‖u˜‖L2(0,l) = ‖u‖L2(a,b). Besides that,
(labu, u)L2(a,b) = ‖u
′‖2L2(a,b) + (qu, u)L2(a,b)
= ‖u˜′‖2L2(0,l) + (qu˜, u˜)L2(0,l) = (lu˜, u˜)L2(0,l).
Therefore
min
u∈H˚1(a,b)
(labu, u)L2(a,b)
‖u‖2L2(a,b)
= min
u∈H˚1(a,b)
(lu˜, u˜)L2(0,l)
‖u˜‖2L2(0,l)
> min
u∈H˚1(0,l)
(lu, u)L2(0,l)
‖u‖2L2(0,l)
= λ1(L).
We obtained that λ1(Lab) > λ1(L) > 0, which means that 0 cannot be an
eigenvalue of the operator Lab, u /∈ KerLab, a contradiction. Hence the function
u cannot have two zeros on the segment [0, l], and the lemma is proved.
Let us take an element e ∈ KerL∗0 as a gauge element. The kernel of the
operator L∗0 consists of solutions of the equation−u
′′+qu = 0, we take a solution
which does not vanish at the point l2 as e. The lemma just proved guarantees
that |e(xω)|2 + |e(l − xω)|2 6= 0 for every ω ∈ ΩL0 . The wave spectrum can be
taken as the set ΩeL0 . Indeed, let u ∈ UL0 and ω ∈ ΩL0 . Then
‖Pω(t)u‖
2
‖Pω(t)e‖2
=
∫
Exω (t)
|u(x)|2dx∫
Exω (t)
|e(x)|2dx
−→
t→+0
|u(xω)|2 + |u(l − xω)|2
|e(xω)|2 + |e(l − xω)|2
.
Thus Condition 5 is satisfied. This allows to define on smooth waves the
sesquilinear form
〈u, v〉ω :=
u(xω)v(xω) + u(l − xω)v(l − xω)
|e(xω)|2 + |e(l − xω)|2
, u, v ∈ UL0 .
Factorizing with respect to the equivalence relation
u ∼
ω
v ⇔ 〈u− v, u− v〉ω = 0⇔
{
u(xω) = v(xω),
u(l− xω) = v(l − xω),
avoiding stalks, we come directly to spaces of values UwL0,ω = {[u](ω), u ∈ UL0}
of dimension two with the inner product
〈[u](ω), [v](ω)〉Uw
L0,ω
=
u(xω)v(xω) + u(l− xω)v(l − xω)
|e(xω)|2 + |e(l− xω)|2
.
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This definition does not depend on the choice of the equivalence class represen-
tatives u and v. Denoting
ρ(x) := (|e(x)|2 + |e(l − x)|2),
we can write
(u, v)H =
∫ l
0
u(x)v(x)dx =
∫ l
2
0
(u(x)v(x) + u(l − x)v(l − x))dx
=
∫ l
2
0
〈[u](ωx), [v](ωx)〉Uw
L0,ωx
ρ(x)dx =
∫
ΩL0
〈[u](ω), [v](ω)〉Uw
L0,ω
dµ(ω),
where µ is the image of the measure ρ(x)dx on the segment [0, l2 ] under the map
β. Thus Condition 6 is satisfied. We obtain the space of the wave representation
HwL0 = ⊕
∫
ΩL0
UwL0,ωdµ(ω).
The operator Ww is the closure of the operator Ww0 : u 7→ [u](ω) defined on
DomWw0 = UL0 . It is obviously isometric, but Condition 7 demands that it is
unitary.
Lemma 14. The operator Ww is unitary.
Proof. Let yw ∈ Hw and u ∈ UL0 . For every ω ∈ ΩL0 the value y
w(ω) is in
UwL0,ω, the equivalence class of functions from UL0 , which have certain values at
the points xω and l − xω. Denote these values by y(xω) and y(l − xω). Then
the function y : [0, l]→ C corresponds to the element yw, and
〈[u](ω), yw(ω)〉Uw
L0,ω
= 〈[u](ω), [vy](ω)〉Uw
L0,ω
=
u(xω)vy(xω) + u(l− xω)vy(l − xω)
ρ(x)
=
u(xω)y(xω) + u(l− xω)y(l − xω)
ρ(x)
,
where vy is an element from UL0 such that [vy](ω) = y
w(ω). Therefore∫
ΩL0
〈[u](ω), yw(ω)〉Uw
L0,ω
dµ(ω)
=
∫ l
2
0
u(xω)y(xω) + u(l − xω)y(l − xω)
ρ(x)
ρ(x)dx =
∫ l
0
u(xω)y(xω)dx
for every u ∈ UL0 , which implies that the integral on the right-hand side exists.
This means that y ∈ L2(0, l) = H and y =Ww0
∗yw. If y = 0, then also yw = 0,
hence KerWw0
∗ = {0} and RanWw0 = RanW
w = H. Together with isometricity
this means that Ww is a unitary operator, and the lemma is proved.
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2.6 The coordinate representation
Let e1, e2 be a basis in KerL
∗
0. Solutions of the equation −u
′′ + qu = 0 are
smooth functions, thus e1, e2 ∈ UL0 .
Lemma 15. For every ω ∈ ΩL0 \ {ω l
2
} the vectors [e1](ω) and [e2](ω) form a
basis in UwL0,ω.
Proof. Linear dependence of [e1](ω) and [e2](ω) would mean proportionality of
the vectors
(
e1(xω)
e1(l − xω)
)
and
(
e2(xω)
e2(l − xω)
)
in C2, which would mean existence
of a solution of −u′′+qu = 0 with zeros at the points xω and l−xω. By Lemma
13 this is impossible.
It follows that Condition 8 is satisfied with Ω0L0 = ΩL0 \ {ω l2
}. Using the
elements e1, e2, we define the coefficients
uˆ(xω) =
(
〈u, e1〉ω
〈u, e2〉ω
)
.
in the spaces UwL0,ω. These coefficients are not the coordinates of the element
[u](ω) in the decomposition over the basis [e1](ω), [e2](ω), such coordinates are
given by the components of the vector G−1(ω)uˆ(xω), where
G(ω) =
(
〈e1, e1〉ω 〈e2, e1〉ω
〈e1, e2〉ω 〈e2, e2〉ω
)
is the Gram matrix. The coefficients uˆ(x) ∈ C2 are available to the “outer ob-
server”, the linear map [u](ω) 7→ uˆ(xω) is bijective from U
w
L0,ω
to C2. In the space
C2 we have to define an inner product corresponding to 〈[u](ω), [v](ω)〉Uw
L0,ω
in
UwL0,ω.
Lemma 16. For every u, v ∈ UwL0,ω and ω ∈ ΩL0
〈[u](ω), [v](ω)〉Uw
L0,ω
= (G−1(ω)uˆ(xω), vˆ(xω))C2 .
Proof. By Lemma 15, the Gram matrix G(ωx) is non-degenerate for x ∈ [0,
l
2 ).
Computation gives:
〈[u](ω), [v](ω)〉Uw
L0,ω
=
u(xω)v(xω) + u(l− xω)v(l − xω)
ρ(xω)
,
uˆ(xω) =
1
ρ(xω)
(
u(xω)e1(xω) + u(l− xω)e1(l − xω)
u(xω)e2(xω) + u(l− xω)e2(l − xω)
)
= T (xω)
(
u(xω)
u(l − xω)
)
,
where
T (x) :=
1
ρ(x)
(
e1(x) e1(l − x)
e2(x) e2(l − x)
)
. (2.23)
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Furthermore,
(G−1(ωx)uˆ(x), vˆ(x))C2
=
(
G−1(ωx)T (x)
(
u(xω)
u(l − xω)
)
, T (x)
(
v(xω)
v(l − xω)
))
C2
=
(
T ∗(x)G−1(ωx)T (x)
(
u(xω)
u(l− xω)
)
,
(
v(xω)
v(l − xω)
))
C2
.
It is easy to see that G(ωx) = ρ(x)T (x)T
∗(x), so that T ∗(x)G−1(ωx)T (x) =
I
ρ(x)
and
(G−1(ω)uˆ(xω), vˆ(xω))C2
=
1
ρ(xω)
((
u(xω)
u(l− xω)
)
,
(
v(xω)
v(l − xω)
))
C2
= 〈[u](ω), [v](ω)〉Uw
L0,ω
,
and the lemma is proved.
Consider the space of the coordinate representation
Hc := L2
((
0,
l
2
)
, G−1(ω)ρ(xω)dxω ,C
2
)
.
The operator W c0 : u 7→ uˆ, from H to H
c, defined on DomW c0 = UL0 , after
closure becomes an isometric operator W c =W c0 defined on the whole space H.
Lemma 17. The operator W c is unitary and
(W cu)(xω) = T (xω)
(
u(xω)
u(l − xω)
)
. (2.24)
for every u ∈ H.
Proof. For every u ∈ UL0 and yˆ ∈ H
c using the equality
T ∗(xω)G
−1(ω)T (xω) =
I
ρ(xω)
we get:
(W c0u, yˆ)Hc =
∫ l
2
0
(G−1(ωx)uˆ(x), yˆ(x))C2ρ(x)dx
=
∫ l
2
0
(
G−1(ωx)T (x)
(
u(x)
u(l − x)
)
, yˆ(x)
)
C2
ρ(x)dx
=
∫ l
2
0
(
T−∗(x)
ρ(x)
(
u(x)
u(l − x)
)
, yˆ(x)
)
C2
ρ(x)dx
=
∫ l
2
0
((
u(x)
u(l− x)
)
, T−1(x)yˆ(x)
)
C2
dx =
∫ l
0
u(x)y(x)dx,
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where
y(x) =
{
(T−1(x)yˆ(x))1, x ∈ (0,
l
2 ),
(T−1(l − x)yˆ(l − x))2, x ∈ (
l
2 , l).
Note that yˆ ∈ L2((0,
l
2 ), G
−1(ω)ρ(xω)dxω ,C
2) means that∫ l
2
0
(G−1(ω)yˆ(xω), yˆ(xω))ρ(xω)dxω =
∫ l
2
0
‖T−1(xω)yˆ(xω)‖
2dxω = ‖y‖
2
L2(0,l)
.
Therefore y = W c0
∗yˆ. If y = 0, then T−1yˆ = 0 and hence yˆ = 0, so KerW c0
∗ =
{0}. This means that RanW c0 = H
c and the operator W c0 is unitary. Moreover,
the operator which acts by the rule
u(x) 7→ T (x)
(
u(x)
u(l − x)
)
from H to Hc is isometric and coincides with W c0 on UL0 . This implies that it
is equal to W c0 . Therefore (2.24) holds. The lemma is proved.
Define the operator
Lc0 =W
cL0W
c∗
in the space Hc. Owing to unitarity of W c,
GraphLc0
∗ = Graph (W cL∗0|UL0W
c∗)
= {(W cuh(T ),−W cuhtt(T )), h ∈M, T > 0}
= {(ûh(T ),−ûhtt(T )), h ∈ M, T > 0}.
The “outer observer” can construct the graph of the operator Lc0
∗ in this form
using boundary control. This operator will be a differential operator of the
second order, and one will be able to recover the original L∗0 from it.
Theorem 2. The operator Lc0
∗ is defined on the domain
DomLc0
∗ =
{
uˆ(x) = T (x)
(
u(x)
u(l − x)
)
, u ∈ H2(0, l)
}
,
where T (x) is given by the formula (2.23) and acts by the rule
(Lc0
∗uˆ)(x) = −uˆ′′(x) + Pˆ (x)uˆ′(x) + Qˆ(x)uˆ(x),
where
Pˆ (x) = −2T (x)T−1
′
(x), (2.25)
Qˆ(x) = T (x)Q(x)T−1(x) − T (x)T−1
′′
(x), (2.26)
Q(x) =
(
q(x) 0
0 q(l − x)
)
.
Besides that,
DomLc0 = {uˆ ∈ DomL
c
0
∗ : uˆ(0) = uˆ′(0) = 0},
Dom(W cLW c∗) = {uˆ ∈ DomLc0
∗ : uˆ(0) = 0}.
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Proof. For u ∈ DomL∗0 we have:
uˆ(x) = (W cu)(x) = T (x)
(
u(x)
u(l − x)
)
,
(Lc0
∗uˆ)(x) = L̂∗0u(x) = T (x)
(
−u′′(x) + q(x)u(x)
−u′′(l − x) + q(l − x)u(l − x)
)
= T (x)
(
−
(
u(x)
u(l − x)
)′′
+Q(x)
(
u(x)
u(l − x)
))
= T (x)(−(T−1(x)uˆ(x))′′ +Q(x)T−1(x)uˆ(x))
= −uˆ′′(x) + Pˆ (x)uˆ′(x) + Qˆ(x)uˆ(x).
Domains of the operators Lc0
∗, Lc0, and W
cLW c∗ can be easily found from the
domains of the operators L∗0, L0, and L, respectively.
Remark 4. The domain of the operator Lc0
∗ is contained in the linear set{
uˆ ∈ H2
([
0,
l
2
]
,C2
)
: uˆ
(
l
2
)
= uˆ0
(
e1(
l
2 )
e2(
l
2 )
)
, uˆ0 ∈ C, uˆ
′
(
l
2
)
= 0
}
.
Proof. Since T ∈ C∞[0, l2 ],
T (x)
(
u(x)
u(l− x)
)
∈ H2([0,
l
2
],C2)
holds for u ∈ H2(0, l). The vector-valued function v(x) =
(
u(x)
u(l− x)
)
, besides
belonging to H2([0, l2 ],C
2), satisfies two other conditions: v( l2 ) = v0
(
1
1
)
and
v′( l2 ) = v1
(
1
−1
)
with some v0, v1 ∈ C. These conditions after multiplication
by the matrix T (x) turn into conditions uˆ( l2 ) = uˆ0
(
e1(
l
2 )
e2(
l
2 )
)
and uˆ′( l2 ) = 0, with
uˆ0 ∈ C. The first follows from substitution, for the second we used symmetry
of the function ρ(x) with respect to the point l2 .
The matrix T (x) degenerates at the point l2 , hence T
−1(x) /∈ C∞[0, l2 ] and
only inclusion, not equality, of linear sets takes place.
2.7 The inverse problem
The “outer observer” can recover the potential q after construction of the wave
model from the inverse data. But recovering is possible up to changing q(x)
to q(l − x), which is natural: for these potentials the data will be the same.
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The wave model appears as a second order differential operator on the interval
(0, l2 ), which acts on vector-valued functions with two components. Thus the
coefficients Pˆ (x) and Qˆ(x) are known. Note that the Gram matrix G(ωx) and
the density of the measure ρ(x) = lim
t→+0
(Pωx(t)e,e)
2t are determined in the “wave”
terms and hence are available to the “outer observer”.
To find the potential it is enough to know Pˆ and Qˆ. The equation−2TT−1 =
Pˆ is equivalent to the equation T−1
′
= − 12T
−1Pˆ on the function T−1. LetM(x)
denote its fundamental (matrix) solution:
M ′(x) = − 12M(x)Pˆ (x),
M(0) = I.
Then T−1(x) = T−10 M(x) with some constant invertible matrix T0 and T (x) =
M−1(x)T0. Equation (2.26) reads
Qˆ =M−1T0QT
−1
0 M −M
−1T0(T0M)
′′,
which is equivalent to
MQˆM−1 = T0QT
−1
0 −M
′′M−1,
Q(x) =
(
q(x) 0
0 q(l − x)
)
= T−10 (M(x)Qˆ(x)M
−1(x) +M ′′(x)M−1(x))T0.
We see that the values of the potential q at the points symmetric with respect
to l2 can be found as the eigenvalues of the matrix
M(x)Qˆ(x)M−1(x) +M ′′(x)M−1(x),
and one can find this matrix from Pˆ and Qˆ. So we see that the potential can
be recovered up to reflection from the middle of the interval.
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