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Abstract 
The aim of this study was to investigate the Impact of Information Security Policies on Computer Security Beach 
incidences in Kenyan public universities. Information security policies are designed to safeguard network 
resources from security breaches.  The study utilized a questionnaire to collect primary data from Information 
Technology (IT) personnel in public universities with regard to their perceptions of how information security 
policies affect computer security breach incidents. A simple random sampling was used to identify 200 IT 
employees from public universities in Kenya. Pearson correlation analysis was used to study the relationships 
between the variables. Independent t-tests (2-tailed) and ANOVA test were used to determine the level of 
significance. According to the results of the study, there is a weak relationship between information security 
policies and security breaches. The study hopes to add to the body of academic knowledge in the public 
educational institutions in Kenya where information repository is a resource. 
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1.0 Background of the study 
Information is an important organizational asset that is subject to vulnerability to attacks due to user errors, 
hackers and crackers, viruses and cyber criminals. The Kenyan public universities are prioritizing the security of 
their computer systems in order to provide their users with information that is available, accurate and 
confidential (Doherty & Fulford, 2005). Public Universities are entrusted with highly confidential and privileged 
client information.  Subsequently, public universities have an obligation to maintain, store, and secure this 
sensitive information and to ensure their clients’ privacy (Comerford, 2006). The underlying problem in most 
institutions is managing information security policies.  Information security entails the creation of policy 
statements used in ranking information risks, identifying acceptable security goals and procedures (Da Veiga & 
Eloff, 2007; Metzler, 2007; Robinson, 2005; Laudon & Laudon, 2012).  Studies have identified good security 
policies (Dhillon and  Torkzadeh, 2006) and frameworks for security governance ( Brotby 2009; Da Veiga and 
Eloff 2007; Vonn Solms and Von Solms 2009), yet there is still lack of understanding by users about how 
security breach incidents have the potential to weaken the implementation of security policies in public 
universities. Security breaches are incidents consisting of unauthorized access to sensitive or confidential data 
(Kraemer & Carayan, 2007).  Security breaches can also arise through computer programs that replicate viruses 
across systems and networks; intrusion of organizational computer systems by unauthorized outsiders who can 
manipulate data; abuse of systems that contain data; theft of valuable hardware, software and information assets.  
Information security polices outline the responsibilities and acceptable user actions of public university 
employees when using university computers and networks. Security controls include management controls, 
operational controls, and technical controls. According to Post and Kegan (2007), information security policies 
are considered to be the management control measures that will define an appropriate security for the network 
infrastructure. Other management controls include vulnerability assessment and security plans implemented to 
manage the security of a university (Salmela, 2008).  Security policies have clear rules on how a network can be 
accessed while maintaining confidentiality and identifying the ramifications of a security breach of a university 
(Greene 2006; Whitman & Mattord, 2008).  Operational controls include physical security, personal security, 
business continuity planning, incident response, hardware and software maintenance, confidential data 
protection, and security awareness training (Bowen, et al, 2006; Hagen, Albrechtsen, & Hovden, 2008) that are 
implemented by public university personnel as opposed to computer software automation process. 
Technical controls include firewalls, anti-virus, intrusion detection systems (IDSs), intrusion prevention 
Systems (IPSs), and access controls.  Firewalls are software and hardware that prevent unauthorized users from 
accessing the university network (Weaver, 2007).  Anti-virus software scans files for potentially harmful viruses 
and sequesters these files to prevent their propagation (Lin, 2006) to other computers on the network.  IDSs are 
software programs that identify possible unauthorized access to files (Basta & Halton, 2008).  IPSs are software 
programs similar to IDSs that identify possible access to files but flag activity in real-time (Whitman & Mattord, 
2008). According to Comerford (2006), authorized users are those users who have permission to access the 
computer files and network of the university. Access controls provide permissions to allow users access to 
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network assets, such as database file or public university networks based on their carefully delineated access 
privileges, ensuring authorized users are allowed to access certain data on the university’s network. 
 
1.1 Statement of the Problem 
Most organizations are going digital with the hope of improving service efficiency to their customers and 
increased productivity from their employees.  Public universities in Kenya are no exception in this digital trend.  
Cases of public university fraud have increased in the past few years and this trend begs for further investigation 
on security breaches in Kenyan public university computer systems.  Currently, organizations are forced to store 
digital data for longer periods while processing business transactions (Laudon & Laudon, 2012).  The risks that 
organizations face include safeguarding information resources in their networks. Organizations have formulated 
security policies with the hope of solving the problem of security breaches or to significantly reduce incidences 
of security breaches. However, systems are still vulnerable to security breaches.  The vulnerability may arise 
from security breaches that could be internal or external to the organization.  A security breach can result in the 
risk of an intrusion into the university’s sensitive information (Kramer & Carayan, 2007; Schwartz & Janger, 
2007). Johnson (2008) observes that disclosure of information can result to loss of confidence in Public 
Universities. Therefore, this study hopes to establish whether information security policies assist in preventing 
unauthorized individuals from accessing university’s sensitive information.   
 
1.2 Objectives of the Study 
The main objective of the study is to analyze the impact of information security policies on the reduction of 
computer security breaches in the public universities in Kenya.  The specific objectives are to: 
i. Investigate the relationship between network security policies and information security breach incidents.  
ii. Determine the relationship between server security policies and information security breach incidents.  
iii. Investigate the relationship between application security policies and information security breach 
incidents.  
iv. Investigate the impact of information security policies on information security breach incidents.  
 
1.3 Research Hypotheses 
H01 There is no statistical significant relationship between network security policies and information security 
breach incidences. 
H02 There is no statistical significant relationship between server security policies and information security 
breach incidences. 
H03 There is no statistical significant relationship between network security policies and information security 
breach incidences. 
H04 There is no statistical significant relationship between information security policies and information 
security breach incidences. 
 
2. 0 Literature Review 
2.1Information Security Policies 
According to Baker and Wallace (2007), security policies define actions that can and cannot be taken with 
company computers. The policies outline the acceptable actions and use of public university’s computers and 
networks by its employees (Doherty & Fulford, 2005; Metzler, 2007; Verdon, 2006).  Information security 
policies pertain to written documentation outlining the structure of the organization’s security posture. The 
purpose of information security entails the preservation of confidentiality, integrity and availability (Ismail et al., 
2011). In addition, authenticity, accountability, non-repudiation and reliability are other elements which pertain 
to information security. Subsequently, security policies provide guidance with regard to the physical and remote 
access to data of the public university.  Bidgoli (2006) observes that there are three categories of information 
security policies; network security policies, server security policies and application security policies. Liska 
(2008) notes that sever security policies help to prevent configuration inconsistencies and helps administrators to 
react efficiently to security incidents while network security policies aim at securing the network. On the other 
hand, application security policies aim to consistently enforce application security around an organization 
application infrastructure (Tipton and Krause, 2008)    
Doherty and Fulford (2006) state that information security policies should be in line with the public 
university’s objectives. Verdon (2006) observes that threats continually evolve, and the countermeasures must 
evolve too. After reviewing the potential threats to public universities’ network, the public university Chief 
Security Officer (CSO) and/or Chief Information Officer (CIO) should develop, implement, and distribute a 
security policy or policies to all employees. According to Whitman and Mattord (2008) and Greene (2006) an 
effective security policy must establish key goals for ensuring that authorized users can access the network and 
information resources. Additionally, the security policy must ensure employees know the penalties of 
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inappropriate behavior when using information resources.   Within the policy, each public university employee’s 
information security responsibilities are to protect the confidentiality, integrity, and availability of the public 
university and confidential data. 
Metzler (2007) suggested using standards or security processes rather than just security policies to cater 
for the continued need to update the requirements as part of security policy maintenance. According to Metzler 
(2007), an organization stakeholders’ involvement is critical in order to produce longevity and effective security 
policies. For these security goals to be realized, public universities’ IT personnel must be actively involved in 
developing these policies. If the security failure can be equated to a monetary figure, then the seriousness of 
developing an applicable security policy is more readily accepted by public universities (Greene, 2006; Whitman 
& Mattord, 2008).  Security policies addresses the following topics: access control, acceptable use, business 
continuity and disaster recovery, change control management, confidentiality, data classification, data backup 
and recovery, disposal practices, e-mail practices, encryption, information protection, information systems 
security, Internet use, network security, privacy, physical security, remote access, system administration security, 
incident response, and termination (Greene, 2006; Metzler, 2007; Rotvold, 2008; Verdon, 2006). 
Metzler (2007) suggests developing a separate security policy for each topic in order to quickly update 
and approve procedures.  Therefore, smaller separate documents rather than one large document would expedite 
revisions and approval of necessary revisions to the individual policy topics since they would be shorter and 
therefore easier to review. Furthermore, security awareness is a topic all public university employees must 
understand so that their actions will not jeopardize confidential data in their possession (Alshboul, 2010). 
Therefore, public university employees must be informed as to the applicable security policy pertinent to their 
job and understand why it is important to protect the information located on their computers from unauthorized 
access (Baker & Wallace, 2007; Chen et al., 2006). Furthermore, insider threats consisting of the disgruntled or 
curious employee must be addressed in the security policies to outline the ramifications of accessing data not 
relevant to the public university employee’s job description (Gupta & Sherman, 2012; Lin, 2006). Insider threats 
are one of the most common causes of security breaches (Bowen et al., 2006; Chen et al., 2006; Ramim & Levy, 
2006). Incident response procedures and the method for reporting information security incidents relative to 
insider breaches should be included in the public university security policies (Chen et al, 2006). 
 
2.2 Information Security Threat and Vulnerability 
According to Alshboul (2010) vulnerability is the weakness of information and information systems that leads to 
attacks, harm, modification, disclosure, destruction, interruption, and interception. A successful attack on 
information systems is a sign of vulnerability (Alahboul, 2010). Vulnerability assessment deals with identifying 
flaws and weaknesses that could possibly be exploited (Dhillon, 2006).  Vulnerabilities open opportunities for 
hackers and attackers who attack the information and information systems. Nyanchama (2005) points out that 
threats take advantage of vulnerabilities to cause damage or loss. The weaknesses of information systems leads 
to security breaches which can lead to financial fraud, damage to brand names, and loss of customer and partner 
confidence, and can cause the organization to go out of business. 
New threats in information systems are a result of unexpected sources when an organization relies on it 
(Nyanchama, 2005). Threat is an indication of impending danger or harm (Johnson, 2008). According to Kumar, 
Park and Dubramanian (2008), a security threat is a condition of vulnerability that may lead to an information 
security being compromised. Currently, organizations that have information systems, websites, intranet, and 
internet are subjected to various security threats.  Moreover, organizations are facing an increase in variety of 
security threats.  As risks emerge, the need for organizational compliance in this field increases thus information 
systems security becomes more important to an organization’s overall business approach (Alshboul, 2010) 
 
2.2.1 Data Threats 
Whitman and Mattord (2008) classify threats as accidental, deliberate acts, physical attacks, remote penetration 
attacks, human errors, technical control failures, operational issues, or social engineering wherein someone is 
tricked into revealing his/her username and password. According to Bowen et el (2006), environmental, natural, 
and human threats to public university data adversely impact public university’s operations. Environmental 
threats include inadequate temperatures in public university’s server rooms, fires, and power outages. Natural 
threats to public universities include floods, earthquakes, volcanic explosions, and wild fires (Myler & 
Broadbent, 2006). Environmental and natural threats also adversely impact the availability of public university 
data. Subsequently, security breaches results from lost, stolen, or compromised confidential data through 
unauthorized access to computerized data (Cassini et al., 2008). Human threats, however, whether accidental or 
intentional can directly compromise confidential data by facilitating unauthorized access to computerized data  
 
2.2.2 Insider Threats 
According to Information security breaches survey report (2013), an insider threat arises when a current or 
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former employee, contractor, or business partner who has or had authorized access to an organization’s network, 
system, or data.  Also, it is someone who has intentionally exceeded or used that access to negatively affect the 
confidentiality, integrity, or availability of the organization’s information or information systems.  A threat can 
either be deliberate or come from negligent behavior attributed by lack of training and poor policies. Myler and 
Broadbent (2006) note that data at rest resides within file systems, databases, desktops, and groupware. Common 
risks associated with this type of data include lack of visibility into where sensitive data is stored, lack of 
understanding around who has access to sensitive data, and lack of secure storage for sensitive data to prevent 
theft and loss. Data at rest are even more at risk than e-mail messages in transit. Unencrypted data on servers and 
hard drives are at risk to unauthorized retrieval by employees and/or hackers (Comerford, 2006; Gupta & 
Sherman, 2012; Wiant, 2005). The weakest factor in protecting confidential and sensitive data from unauthorized 
disclosure is the insider who works for the public university as an employee (Bowen et al., 2006; D’Arcy & 
Hovav, 2009).  
Another insider threat can originate within the IT Department. The sharing of one administrator 
username and password by the entire IT Department for accessing every network server is categorized as a high 
threat level practice (Humphreys, 2007). Wiant (2005) notes that an organization can enforce an audit trail using 
automated monitoring software in order to overcome the threat of sharing administrator username and password. 
However, when everyone shares the same administrative username and password, there is no audit trail to 
discover who made specific changes (Kent & Souppaya, 2006). Beside from the login username and password 
for logging into the network, each member of public university IT department should be assigned a unique 
username and password for the domain controller accounts (Kent & Souppaya, 2006). Use of the null default 
passwords poses a high threat level practice that can result in the compromise of confidentiality, integrity, and 
availability of the network should a disgruntled employee or other unauthorized users initiate changes to the 
network servers (Wiant, 2005). Thus, individual administrator passwords for each IT Department employee 
should be changed regularly as should public university’s employee passwords. 
 
2.3 Data Breach Incidents   
Data security breaches involving personal and sensitive information have significantly grown over the last few 
years.  Data security breaches according to (Gupta & Sherman, 2012) amounts to billions of dollars in the United 
States to detect and remediate consequences of security breaches which include identity theft frauds and 
lawsuits. On an estimate, an average company spends $2 million per data breach and therefore this warrants 
organizations, public universities and individuals to understand the risks and take measures to safeguard personal 
information.   
A number of data breach incidents are not only affecting big firms, but such breaches are also experienced in 
small firms (Security breaches survey, 2013).  On the other hand, public universities collects, uses, distributes, 
and disposes information which is impacted by identity theft risks associated with unsecured information on 
public university’s computer equipment and networks. 
 
3.0 Research Methodology 
3.1 Research Design and Study Population 
The study employed survey as its research design. The aim of a survey is to explore and to obtain information 
that describes existing phenomenon by asking individuals about their perceptions, attitudes and values (Mugenda 
& Mugenda, 2003). Survey research was used because it provides possible collection of vast amounts of 
information on a large number of people (Kothari, 2012) and also it gives accuracy within specified ranges of 
sampling error. The population for the survey consisted of 200 IT personnel from public universities in Kenya  
 
3.2 Sample and Sampling Techniques 
IT personnel from public universities in Kenya formed the sample size. Simple random sampling was used to 
identify 200 employees from public universities in Kenya to validate the hypotheses and to meet the objectives 
of the study. 
 
3.3 Instruments of Data Collection 
The study utilized a survey instrument to analyze responses from IT personnel in public universities in Kenya. 
Data was collected using a questionnaire because questionnaires were found to be appropriate as they allow 
much information to be gathered over a short period of time (Mugenda and Mugenda, 2003).  Questionnaires 
with multi-choice questions, demographic questions, and likert-scale questions were utilized.  
 
3.4 Methods of Data Analysis 
Descriptive techniques were used to analyze qualitative data.  Research hypotheses were tested using both 2 
tailed t tests and ANOVA tests. Pearson correlation was conducted in order to test the relationship between 
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independent variables and dependent variable.  Regression analysis was used to show the contribution of each 
independent variable to the dependent variable.   
 
4. 0 Results and Discussions 
The results in table 1 show that 24.4% of the respondents indicated that their university had weak network 
security policies. Moreover, 40 respondents perceived that their university had strong server security policies. 
This represented 19.9% of all the respondents.  
Table 1 further indicates that 23.8% (48) of the study respondents perceived that their university had 
weak application policies. Application security policies had a mean of 3.05 and a standard deviation of 1.388. 
According to the results in table 1, majority of the respondents (23.9%) indicated that their universities had 
encountered strong information security breach incidences.    
 
Table 1: Level of information security policies and security breach incidences  
 Very Weak Weak Indifferent Strong Very 
strong 
Mean Std 
Deviation 
Network security 
policies 
40 
19.9% 
49 
24.4% 
41 
20.4% 
40 
19.9% 
30 
15.4% 
2.86 1.354 
Server security 
policies 
37 
18.4% 
45 
22.4% 
37 
18.4% 
42 
21.3% 
39 
19.5% 
3.01 1.402 
Application 
security policies 
39 
19.5% 
48 
23.8% 
33 
16.4% 
43 
21.9% 
37 
18.4% 
2.96 1.408 
Security breach 
incidents 
36 
17.9% 
44 
21.9% 
38 
18.9% 
47 
23.9% 
35 
17.4% 
3.01 1.373 
 
According to the results in table 2, there is a negative and a statistically significant relationship between 
network security policies and security breach incidences as shown by the r value of -0.188 and a p value of 0.008 
(p<0.05). Therefore, this study rejects the first null hypothesis and concludes that there is a statistical significant 
relationship between network security policies and security breach incidences. Furthermore, the computed r 
value on the relationship between server security policies and security breach incidences was -0.059 with a 
significance value of 0.406. This implies that there is a negative but not a statistically significant relationship 
between server security policies and security breach incidences in Kenyan public universities. As a result, this 
study fails to reject the second null hypothesis and concludes that there is no statistical significant relationship 
between server security policies and security breach incidences. The results in table 2 show that application 
security policies were negatively correlated with security breach incidences. Nonetheless, the relationship 
between the two variables was not statistically significant (r=-0.119, p=0.093). Consequently, this study fails to 
reject the third null hypothesis and concludes that there is no statistical significant relationship between 
application security policies and security breach incidences.      
 
Table 2: Pearson Bivariate Correlation Analysis and Test of significance 
 Network security 
policies 
Server security 
policies 
Application 
security policies 
Security breach 
incidences 
Network security 
policies 
Pearson Correlation 1 .419** .437** -.188** 
Sig. (2-tailed)  .000 .000 .008 
Server Security 
policies 
Pearson Correlation  1 .245 -.059 
Sig. (2-tailed)   .000 .406 
Application 
security policies 
Pearson Correlation   1 -.119 
Sig. (2-tailed)    .093 
Security breach 
incidences 
Pearson Correlation    1 
N 200 200 200 200 
**. Correlation is significant at the 0.01 level (2-tailed). 
 
According to the results in table 3, the correlation co-efficient (R) value was 0.194 with a significance 
value of 0.057. This means that there is a weak relationship between information security policies and security 
breach incidences (r<0.5). However, the relationship between the two variables was not statistically significant 
(p>0.05). As a result, this study fails to reject the fourth null hypothesis and concludes that there is no statistical 
significant relationship between information security policies and security breach incidences.   
The results in table 3 indicate that information security policies explain only 3.7% of the observed 
security breach incidences as shown by the coefficient of determination (R2) value of 0.043. The Durbin-Watson 
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measure of autocorrelation in this analysis was 1.827 and this signifies that there was no autocorrelation among 
the independent variables. This is due to the fact that it was within the acceptable levels of 1.5 to 2.5. 
 
Table 3: Multiple Regression Analysis 
R R 
Square 
Adjusted R 
Square 
Std. Error of 
the Estimate 
Change Statistics 
R Square 
Change 
F 
Change 
df1 df2 Sig. F Change 
.194a .037 .023 1.017 .037 2.545 3 196 .057 
a. Predictors: (Constant), Application security policies, Networks security policies, Server security policies 
b. Dependent Variable: Security breach incidences 
 
According to table 4, the overall significance of the model was 0.057 with an F value of 2.545. The level of 
significance was higher than 0.05 and this means that information security policies do not show a statistically 
significant relationship with security breach incidences.  
 
Table 4: ANOVAa Test 
Model Sum of Squares df Mean Square F Sig. 
1 
Regression 7.902 3 2.634 2.545 .057b 
Residual 202.853 196 1.035   
Total 210.755 199    
a. Dependent Variable: Security breach incidences 
b. Predictors: (Constant), Application security policies, Server security policies, Network    
    security policies 
The results in table 5 show that the computed significance values in relation to server security policies (p=1.316, 
p>0.05) and application security policies (p=2.473, p>0.05) did not statistically and significantly influence 
security breach incidences at 0.05 degree of significance. Nonetheless, network security policies were found to 
statistically and significantly influence security breach incidences.   
The multi-collinearity tests results indicated that none of the Variance of inflation factor was around or equal to 
5. This means that there was no multi-collinearity between the independent variables. This is further supported 
by the fact that the tolerance values were more than 0.2.     
 
Table 5: Regression Co-efficient 
 
Model Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. Collinearity 
Statistics 
B Std. Error Beta Tolerance VIF 
1 
(Constant) 
4.395 .214  20.511 .000   
Network security 
policies 
-.135 .063 -.178 -2.135 .034 .706 1.417 
Server security  
policies 
.020 .057 .027 .351 .726 .820 1.220 
Application security 
policies 
-.035 .057 -.048 -.613 .541 .805 1.243 
a. Dependent Variable: Security breach incidences 
 
5.0 Summary and Conclusions 
The aim of the study was to investigate the impact of information security policies on security breach incidences 
in Kenyan public universities. The results of the study indicated that there is a negative relationship between 
network security policies and security breach incidences. This suggests that Kenyan universities can reduce the 
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impact of security breach incidences by strengthening their network security policies. Furthermore, server 
security policies were found to be negatively correlated with security breach incidences. This means that the 
extent of security breach incidences can be significantly reduced by formulating and implementing stronger 
server security policies. Moreover, the results from correlation analysis indicated that there is a negative 
relationship between application security policies and security breach incidences. This implies that the level of 
security breach incidences in Kenyan universities can be reduced by putting in place resilient application 
policies.   
The results from the multiple regression analysis indicated that there is a weak relationship between information 
security policies and security breach incidences. This indicates that information security policies have a low 
impact in reducing security breach incidences. However, both the ANOVA test and the individual t tests 
indicated that the relationship was not statistically significant. Therefore, this study concludes that there is no 
statistical significant relationship between information security policies and security breach incidences in 
Kenyan public universities.    
 
6.0 Recommendations for Further Studies 
A comparative study should be undertaken in private universities in Kenya to determine whether the findings 
will be similar. Moreover, further studies should be done to determine the impact of information security policies 
on security breach incidences in public and private organizations in Kenya. In addition, more studies should also 
be conducted to determine the impact of IT staff qualifications on security breach incidences.  
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