Berry–Esseen type bounds of estimators in a semiparametric model with linear process errors  by Liang, Han-Ying & Fan, Guo-Liang
Journal of Multivariate Analysis 100 (2009) 1–15
Contents lists available at ScienceDirect
Journal of Multivariate Analysis
journal homepage: www.elsevier.com/locate/jmva
Berry–Esseen type bounds of estimators in a semiparametric model with
linear process errors
Han-Ying Liang ∗, Guo-Liang Fan
Department of Mathematics, Tongji University, Shanghai 200092, PR China
a r t i c l e i n f o
Article history:
Received 13 August 2007
Available online 3 April 2008
AMS 2000 subject classifications:
62G08
Keywords:
Semiparametric model
Negatively associated
Berry–Esseen type bound
Linear process error
a b s t r a c t
Consider the semiparametric regression model yi = xiβ + g(ti) + Vi, 1 ≤ i ≤ n,
where β is an unknown parameter of interest, (xi, ti) are nonrandom design points, yi
are the response variables, g(·) is an unknown function defined on the closed interval
[0, 1], and the correlated errors Vi = ∑∞j=−∞ ψjei−j, with ∑∞j=−∞ |ψj| < ∞, and ei are
negatively associated random variables. Under appropriate conditions, in this paper, we
derive Berry–Esseen type bounds for estimators of β and g(·). As a corollary, by making a
certain choice of the weights, we give the Berry–Esseen type bounds for estimators ofβ and
g(·); they are O(n−1/4(log n)3/4) and O(n−3/28(log n)9/28), respectively, and under further
restriction for the weights, the Berry–Esseen type bound for estimator of g(·) can also attain
O(n−1/4(log n)3/4).
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Regression analysis is one of the most mature and widely applied branches of statistics. For a long time, however, its main
theory has concerned parametric and nonparametric regressions. Recently, semiparametric regressions have received more
and more attention. This is mainly because semiparametric regression reduces the high risk of misspecification relating to
a fully parametric model and avoids some serious drawbacks of fully nonparametric methods.
In general, a partially linear or semiparametric regression model can be written as
yi = xiβ+ g(ti)+ Vi, 1 ≤ i ≤ n, (1.1)
where β is an unknown parameter of interest, (xi, ti) are nonrandom design points and ti ∈ [0, 1], yi are the response
variables, Vi are random errors, and g(·) is an unknown function defined on the closed interval [0, 1].
The model (1.1) was first introduced by Engle et al. [10] and has been extensively studied. For when the errors Vi are
independent and identically distributed (i.i.d.) random variables, Chen [7], Speckman [34], Chen and Shiah [8], Donald
and Dewey [9], and Hamilton and Truong [13] used various estimation methods (the kernel method, spline method, series
estimation, local linear estimation and two-stage estimation) to obtain estimators of the unknown quantities in (1.1) and
discussed the asymptotic properties of these estimators. A recent survey of the estimation and application of model (1.1)
can be found in the monograph of Härdle, Liang and Gao [14].
However, the independence assumption for the errors is not always appropriate in applications, especially for
sequentially collected economic data, which often exhibit evident dependence in the errors. Recently, partial linear
regression with serially correlated errors has attracted increasing attention from statisticians. One case of considerable
interest is modeling the errors by an autoregressive process of first order, denoted by AR(1). Schick [29] presented an
estimator of the autocorrelation coefficient for model (1.1) with AR(1) errors. Schick [30,31] further constructed efficient
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estimators of the parametric component β and the autocorrelation coefficient. Among other works, see [11,2,37]. For model
(1.1) with MA(∞) errors, which are of the form Vi =∑∞j=0ψjξi−j, where the ξj are i.i.d. random variables, underψj satisfying∑∞
j=0 |ψj| <∞ and supn≥1 n
∑∞
j=n |ψj| <∞, Sun et al. [35] discussed the law of the iterated logarithm for the semiparametric
least square estimator (SLSE) of β and strong convergence rates of the nonparametric estimator of g(·), and You et al. [38]
studied the relationship between the jackknife type estimator and the SLSE.
In this paper, we consider the model (1.1) and assume the following form for {Vi}:
Vi =
∞∑
j=−∞
ψjei−j with
∞∑
j=−∞
|ψj| <∞, (1.2)
where the {ei} are identically distributed, negatively associated random variables with Eei = 0 and Var(ei) = σ2e <∞.
A finite family of random variables {Xi, 1 ≤ i ≤ n} is said to be negatively associated (NA) if, for every pair of disjoint
subsets A and B of {1, 2, . . . , n}, we have
Cov(f1(Xi, i ∈ A), f2(Xj, j ∈ B)) ≤ 0,
whenever f1 and f2 are coordinatewise increasing and such that the covariance exists. An infinite family of random variables
is NA if every finite subfamily is NA. The definition of NA random variables was introduced by Alam and Saxena [1] and
carefully studied by Joag-Dev and Proschan [15]. Because of its wide applications in multivariate statistical analysis and
systems reliability, the notion of NA received considerable attention recently. We refer the reader to [15] for fundamental
properties, [22] for the three-series theorem, [32] for moment equalities, [33] for the law of the iterated logarithm, [16,17]
as well as [3] for complete convergence, [19] for a strong law, [26] for the central limit theorem of random fields. Asymptotic
properties of estimates related to regression models under the NA setting have also been studied extensively. See [18,4,20,
21,28,36] and so on. In particular, Liang et al. [20] investigated the asymptotic normality for the estimators of β and g in
model (1.1) with a (1.2) setting. It is well known that the confidence intervals of β and g(·) lie in the limit distributions
of their estimators. But the accuracy of the confidence intervals depends on how fast the theoretical distributions of the
estimators converge to their limits. Berry–Esseen type bounds can be used to assess the accuracy.
In this paper, we shall further investigate model (1.1) and derive the Berry–Esseen type bounds for the estimators of β
and g in model (1.1) under the errors {Vi} satisfying assumption (1.2).
The paper is organized as follows. In Section 2, we list some assumptions, and present the SLSE of the slope parameter
β and the nonparametric weighted estimator of g(·), as well as the main results on the Berry–Esseen type bounds for these
estimators. In Section 3, we give some preliminary lemmas. Proofs of the main results and the preliminary lemmas are
provided in Section 4 and the Appendix, respectively.
In the sequel, let C, c, c0, c1, . . . denote positive constants whose values may vary at each occurrence. a = O(b) means
a ≤ Cb, [x] denotes the integral part of x. Φ(u) represents the standard normal distribution function. All limits are taken as
the sample size n tends to∞, unless specified otherwise.
2. Main results
In model (1.1), with β being the true parameter, and since EVi = 0, we have g(ti) = E(yi − xiβ) for i = 1, . . . , n. Hence, a
natural nonparametric estimator of g(·) given β is gn(t,β) = ∑ni=1 Wni(t)(yi − xiβ), where Wni(·) are weight functions with
Wni(t) ≥ 0 and ∑ni=1 Wni(t) = 1 defined in Assumption (A3) below. Now, in order to estimate β, we minimize
SS(β) =
n∑
i=1
[yi − xiβ− gn(t,β)]2 =
n∑
i=1
(y˜i − x˜iβ)2. (2.1)
The minimizer in (2.1) is found to be
βˆn =
n∑
i=1
x˜iy˜i/S
2
n, (2.2)
where S2n =
∑n
i=1 x˜2i , x˜i = xi−
∑n
j=1 Wnj(ti)xj, y˜i = yi−
∑n
j=1 Wnj(ti)yj. So, a plug-in estimator of the nonparametric component
g(·), based on βˆn, is given by
gˆn(t) =
n∑
i=1
Wni(t)(yi − xiβˆn). (2.3)
Now, we list some assumptions, which will be used in our theorems below.
(A1) There exists a function h(·) defined on [0, 1] such that xi = h(ti)+ ui and
(i) limn→∞ n−1
∑n
i=1 u2i = Σ (0 < Σ <∞),
(ii) lim supn→∞ 1√n log n max1≤m≤n |
∑m
i=1 uji | <∞ for all permutations (j1, . . . , jn) of (1, . . . , n),
(iii) max1≤i≤n |ui| = O(1).
(A2) g(·) and h(·) satisfy a Lipschitz condition of order 1 on [0, 1].
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(A3) The probability weight functions Wnj(·) satisfy for some an → 0, bn → 0
(i) max1≤j≤n
∑n
i=1 Wnj(ti) = O(1),
(ii) sup0≤t≤1 max1≤j≤n Wnj(t) = O(an),
(iii) max1≤i≤n
∑n
j=1 Wnj(ti)I(|tj − ti| > bn) = O(bn).
(A4) The spectral density f (·) of Vi satisfies 0 < c1 ≤ f (ω) ≤ c2 <∞ for ω ∈ (−pi,pi].
Remark 2.1. Conditions (A1), (A2) and (A3) have been used by many authors. See, for example, [20], [14, page 42], [12,37,
35,38]. (A4) is assumed in [20,35,38].
Remark 2.2. If function A(·) satisfies a Lipschitz condition of order 1 on [0, 1], then (A3) (iii) implies max1≤i≤n |A˜i| = O(bn),
where, in the sequel, A˜i = A(ti)−∑nj=1 Wnj(ti)A(tj).
In the sequel, let p = p(n) and q = q(n) denote positive integers such that p+q ≤ 3n and qp−1 ≤ c <∞, and let λ1n = q/p,
λ2n = p/n, λ3n = n(∑|j|>n |ψj|)2, u(q) = supk∑j:|k−j|>q |Cov(ek, ej)|. Put
Γ 2n = Var
(
n∑
i=1
uiVi
)
, Λ2n(t) = Var
(
n∑
i=1
Wni(t)Vi
)
.
γ1n = nqp−1an, γ2n = pan, γ3n = Λ−2n (t)(
∑
|j|>n |ψj|)2.
Our main results are as follows.
Theorem 2.1. Set µn(δ) = (λ1/21n + λ1/22n )(log n)1/2 + λδ/22n + λ1/33n + u1/3(q) + ((nq/p)−δ/2 + p−δ/2)(log n)−(1−δ/2) and νn(δ) =
a
δ/2
n (log n)−(1−δ/2) + bn(log n)1/2 + a1/2n (log n)3/2. Suppose that (A1)–(A3) hold, Γ 2n ≥ cn and there is a δ > 0 such that
E|e0|2+δ <∞ and µn(δ) and νn(δ) converge to zero. Then
sup
u
∣∣∣∣∣P
(
S2n(βˆn − β)
Γn
≤ u
)
− Φ(u)
∣∣∣∣∣ = O(µn(δ)+ νn(δ)).
Remark 2.3. Conditions (A4) and (A1)(i) can guarantee c3n ≤ Γ 2n ≤ c4n; therefore we have
Corollary 2.1. Suppose that (A1)–(A4) hold with an = n−1/2(log n)−3/2 and bn = n−1/4(log n)1/4. Let supn≥1 n7/8(log n)−9/8∑
|j|>n |ψj| <∞ and u(n) = O(n9/4e−3n/4). If E|e0|3 <∞, then
sup
u
∣∣∣∣∣P
(
S2n(βˆn − β)
Γn
≤ u
)
− Φ(u)
∣∣∣∣∣ = O(n−1/4(log n)3/4).
Theorem 2.2. Suppose that the conditions in Theorem 2.1 are satisfied. Set ωn(t) = max1≤i≤n Wni(t), τn(δ) = (γ1/21n +
γ
1/2
2n )(log n)1/2+γδ/22n +γ1/33n +u1/3(q)+n−1+((nq/p)−δ/2+p−δ/2)(log n)−(1−δ/2) and θn(δ) = {n−1/2Λ−1n (t)+a1/2n log n}(2+δ)/(3+δ).
Let τn(δ)→ 0 and θn(δ)→ 0. If Γ 2n ≤ cn and ωn(t) = O(Λ2n(t)) for each t ∈ [0, 1], then
sup
u
∣∣∣∣∣P
(
gˆn(t)− Egˆn(t)
Λn(t)
≤ u
)
− Φ(u)
∣∣∣∣∣ = O(τn(δ)+ θn(δ)).
If |∑ni=1 Wni(t)xi| = O(φn), then one can choose θn(δ) = {n−1/2Λ−1n (t)φn}(2+δ)/(3+δ) and assume θn(δ)→ 0.
Corollary 2.2. Suppose that (A1)–(A4) are satisfied and a−1n
∑n
i=1 W2ni(t) ≥ δ0 > 0 for each t ∈ [0, 1]. Let E|e0|3 < ∞ and
bn(log n)1/2 → 0.
(1) Taking an = n−5/7(log n)−6/7, let supn≥1 n29/56(log n)−3/56
∑
|j|>n |ψj| <∞ and u(n) = O(n27/28e−9n/28); then
sup
u
∣∣∣∣∣P
(
gˆn(t)− Egˆn(t)
Λn(t)
≤ u
)
− Φ(u)
∣∣∣∣∣ = O(n−3/28(log n)9/28).
(2) Taking an = n−1, let supn≥1 n7/8(log n)−9/8
∑
|j|>n |ψj| < ∞ and u(n) = O(n9/4e−3n/4). If |
∑n
i=1 Wni(t)xi| = O(n−1/3 log n),
then
sup
u
∣∣∣∣∣P
(
gˆn(t)− Egˆn(t)
Λn(t)
≤ u
)
− Φ(u)
∣∣∣∣∣ = O(n−1/4(log n)3/4).
Remark 2.4. (a) Since independent random variables are a special case of NA random variables, the conclusions in this
paper hold automatically in the i.i.d. setting.
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(b) The role of (A4) is to ensure that the condition Γ 2n ≥ cn is cancelled in Corollary 2.1, a−1n
∑n
i=1 W2ni(t) ≥ δ0 > 0 instead of
Γ 2n ≤ cn and ωn(t) = O(Λ2n(t)) in Corollary 2.2. Using (A4), it looks like the conditions are simpler in Corollaries 2.1 and
2.2, but it implies a restriction for the innovations {ei}, i.e., {ei} are strictly stationary random variables.
(c) In Theorem 2.2, we use the assumption max1≤i≤n Wni(t) = O(Var(∑ni=1 Wni(t)Vi)). Yang [36] and Roussas et al. [25] have
also used this assumption for a nonparametric regression model with the case Vi = ei, i.e., ψ0 = 1,ψj = 0 for j 6= 0 in
(1.2). But Roussas et al. [25] considered strong mixing samples. In particular, in [25], the weights are required to satisfy
the conditions:
∑n
i=1 |Wni(t)| ≤ C,max1≤i≤n |Wni(t)| = O(
∑n
i=1 W2ni(t)),
∑n
i=1 W2ni(t) = O(Var(
∑n
i=1 Wni(t)ei)), where {ei}
are a strong mixing sequence.
(d) In this paper, we assume u(q)→ 0, which can easily be achieved. For example:
(i) If u(1) <∞ (cf. e.g. [27]), then u(q)→ 0 as q→∞.
(ii) For a stationary NA sequence, Cai and Roussas [5] use v(n) := ∑∞j=n |cov(e1, ej+1)|1/3 and v(1) < ∞. In this case, we
have |cov(e1, ej+1)| = o(j−3). Hence u(q) =∑∞j=q |cov(e1, ej+1)| = O(∑∞j=q |cov(e1, ej+1)|1/3j−2) = O(q−2).
3. Some preliminary lemmas
The key to our proofs is the following lemma of [6].
Lemma 3.1. Let X and Y be random variables and a be a positive number. Then
sup
u
|P(X + Y ≤ u)− Φ(u)| ≤ sup
u
|P(X ≤ u)− Φ(u)| + a√
2pi
+ P(|Y| > a).
The proof of Lemma 3.1 can be found in [6]. From Lemma 3.1 one immediately obtains that
sup
u
∣∣∣∣∣P
(
X +
m∑
i=1
Yi ≤ u
)
− Φ(u)
∣∣∣∣∣ ≤ supu |P(X ≤ u)− Φ(u)| +
m∑
i=1
wi√
2pi
+
m∑
i=1
P(|Yi| > wi)
for random variables X, Y1, . . . , Ym and positive numbers w1, . . . ,wm. We shall use this modification to deal with our
standardized estimators. To deal with the various terms we shall rely on the following results.
Lemma 3.2. Let {ani, 1 ≤ i ≤ n, n ≥ 1} be an array of real numbers and let {Xi, i ≥ 1} be a sequence of NA random variables with
zero means and finite pth moments for some p > 1. Then there is a constant Ap such that
E max
1≤k≤n
∣∣∣∣∣ k∑
i=1
aniXi
∣∣∣∣∣
p
≤ Ap
 n∑
i=1
E|aniXi|p + I(p > 2)
(
n∑
i=1
E(aniXi)
2
)p/2 .
From Theorem 2 of [32], it is easy to prove Lemma 3.2.
Lemma 3.3 ([36]). Suppose that {Xj, j ≥ 1} is a sequence of NA random variables.
(a) Let {aj, j ≥ 1} be a sequence of real numbers, 1 = m0 < m1 < · · · < mk = n. Define Yl := ∑mlj=ml−1+1 ajXj for 1 ≤ l ≤ k. Then
|E exp{it∑kl=1 Yl} −∏kl=1 exp{itYl}| ≤ 4t2 ∑1≤s<j≤k∑msl1=ms−1+1 ∑mjl2=mj−1+1 |al1al2 ||Cov(Xl1 , Xl2)|.
(b) Let EXj = 0 and |Xj| ≤ b a.s. Set ∆n =∑nj=1 EX2j . Then, for any  > 0, P(|∑nj=1 Xj| ≥ ) ≤ 2 exp{− 22(2∆n+2b) }.
Remark 3.1. In [36], the right-hand side of the conclusion in (a) of Lemma 3.3 is wrongly edited into 4t2
∑
1≤s<j≤n |asaj||Cov
(Xs, Xj)|.
The proofs of Lemmas 3.4–3.12 below are provided in the Appendix.
Lemma 3.4. Let {bni, 1 ≤ i ≤ n, n ≥ 1} be an array of real numbers and {γn, n ≥ 1} be a sequence such that γn ≥ ∑ni=1 b2ni.
Suppose that E|e1|2+δ is finite for some δ > 0. Then for sufficiently large c0 there is a constant c such that
P
(∣∣∣∣∣ n∑
i=1
bniVi
∣∣∣∣∣ > c0gn + ln
)
≤ c
1n +
(
Bn
γn
)δ/2
(log n)−(1−δ/2) +
(
1
ln
n∑
i=1
|bni|
∑
|j|>n
|ψj|
)2 (3.1)
and
P
(∣∣∣∣∣ n∑
i=1
bniei
∣∣∣∣∣ > c0gn
)
≤ c
{
1
n
+
(
Bn
γn
)δ/2
(log n)−(1−δ/2)
}
, (3.2)
where ln > 0, gn = γ1/2n (log n)1/2 and Bn = max1≤i≤n b2ni.
H.-Y. Liang, G.-L. Fan / Journal of Multivariate Analysis 100 (2009) 1–15 5
From the definition of βˆn in (2.2) we write
S2n(βˆn − β) =
n∑
i=1
x˜iVi −
n∑
i=1
x˜i
(
n∑
j=1
Wnj(ti)Vj
)
+
n∑
i=1
x˜ig˜i := I1n + I2n + I3n.
We observe that
I1n =
n∑
i=1
uiVi +
n∑
i=1
h˜iVi −
n∑
i=1
(
n∑
j=1
Wnj(ti)uj
)
Vi := I11n + I12n + I13n
and I11n =∑ni=1 ui∑nj=−nψjei−j +∑ni=1 ui∑|j|>nψjei−j := A1n + A2n.
It is easy to see that
Γ−1n A1n = Γ−1n
n∑
i=1
ui
n∑
j=−n
ψjei−j = Γ−1n
2n∑
l=1−n
 min(n,n+l)∑
i=max(1,l−n)
uiψi−l
 el := 2n∑
l=1−n
Znl.
Let k = [3n/(p+ q)] and Γ−1n A1n = D′n + D′′n + D′′′n , where
D′n =
k∑
m=1
ynm, D
′′
n =
k∑
m=1
y′nm, D
′′′
n = y′nk+1,
ynm =
km+p−1∑
l=km
Znl, y
′
nm =
lm+q−1∑
l=lm
Znl, y
′
nk+1 =
2n∑
l=k(p+q)+1−n
Znl,
km = (m− 1)(p+ q)+ 1− n, lm = km + p, m = 1, . . . , k. Then
S2n(βˆn − β)
Γn
= D′n + D′′n + D′′′n + Γ−1n {A2n + I12n + I13n + I2n + I3n}. (3.3)
Lemma 3.5. Let assumptions (A1)–(A4) be satisfied and Γ 2n ≥ cn.
(a) If Ee20 <∞, then E(D′′n)2 ≤ cλ1n, E(D′′′n )2 ≤ cλ2n, E(Γ−1n A2n)2 ≤ cλ3n.
(b) If E|e0|2+δ <∞ for some δ > 0, then
P(|D′′n | > c0λ1/21n (log n)1/2) ≤ c{n−1 + (nq/p)−δ/2(log n)−(1−δ/2)},
P(|D′′′n | > c0λ1/22n (log n)1/2) ≤ c{n−1 + p−δ/2(log n)−(1−δ/2)},
P(|Γ−1n I12n| > c0bn(log n)1/2 + λ4n) ≤ c{n−1 + n−δ/2(log n)−(1−δ/2)} + cλ4n,
P(|Γ−1n I13n| > c0a1/2n (log n)3/2 + λ5n) ≤ c{n−1 + aδ/2n (log n)−(1−δ/2)} + cλ5n,
P(|Γ−1n I2n| > 2c0a1/2n (log n)3/2 + 2λ5n + c0bn(log n)1/2 + λ4n)
≤ c{n−1 + aδ/2n (log n)−(1−δ/2) + n−δ/2(log n)−(1−δ/2)} + cλ4n + cλ5n,
|Γ−1n I3n| ≤ c(bn log n+ n1/2b2n) := cλ6n,
where λ4n = [nb2n(
∑
|j|>n |ψj|)2]1/3, λ5n = [(log n)2(
∑
|j|>n |ψj|)2]1/3 and c0 is a sufficiently large constant.
Lemma 3.6. Set s2n =
∑k
m=1 Var(ynm). Under the conditions of Theorem 2.1, we have
|s2n − 1| ≤ c(λ1/21n + λ1/22n + λ1/23n + u(q)).
Assume that {ηnm : m = 1, . . . , k} are independent random variables, and the distribution of ηnm is the same as that of
ynm for m = 1, . . . , k. Let Tn =∑km=1 ηnm. Then ∑km=1 Var(ηnm) =∑km=1 Var(ynm) = s2n .
Lemma 3.7. Under the conditions of Theorem 2.1, we have supu |P(Tn/sn ≤ u)− Φ(u)| ≤ cλδ/22n .
Lemma 3.8. Under the conditions of Theorem 2.1, we have
sup
u
|P(D′n ≤ u)− P(Tn ≤ u)| ≤ c(λδ/22n + u1/3(q)).
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From the definition of gˆn(t) in Eq. (2.3), we have
gˆn(t)− Egˆn(t)
Λn(t)
= 1
Λn(t)
{
n∑
i=1
Wni(t)Vi +
n∑
i=1
Wni(t)xi(β− βˆn)−
n∑
i=1
Wni(t)xi(β− Eβˆn)
}
:= H1n + H2n + H3n,
where
H1n = Λ−1n (t)
n∑
i=1
Wni(t)
(
n∑
j=−n
ψjei−j
)
+ Λ−1n (t)
n∑
i=1
Wni(t)
(∑
|j|>n
ψjei−j
)
:= H11n + H12n
and H11n = Λ−1n (t)
∑2n
l=1−n
(∑min(n,n+l)
i=max(1,l−n)Wni(t)ψi−l
)
el :=∑2nl=1−n Mnl.
Like in the decomposition for Γ−1n A1n, let H11n = H′11n + H′′11n + H′′′11n,where
H′11n =
k∑
m=1
y1nm, H
′′
11n =
k∑
m=1
y′1nm, H
′′′
11n = y′1nk+1,
y1nm =
km+p−1∑
l=km
Mnl, y
′
1nm =
lm+q−1∑
l=lm
Mnl, y
′
1nk+1 =
2n∑
l=k(p+q)+1−n
Mnl.
Then
gˆn(t)− Egˆn(t)
Λn(t)
= H′11n + H′′11n + H′′′11n + H12n + H2n + H3n. (3.4)
Lemma 3.9. Under the conditions of Theorem 2.2, for sufficiently large c0 we have
(a) E(H′′11n)2 ≤ cγ1n, E(H′′′11n)2 ≤ cγ2n, EH212n ≤ cγ3n.
(b) P(|H′′11n| > c0γ1/21n (log n)1/2) ≤ c{n−1 + (nq/p)−δ/2(log n)−(1−δ/2)}, P(|H′′′11n| > c0γ1/22n (log n)1/2) ≤ c{n−1 + p−δ/2
(log n)−(1−δ/2)}, |H3n| ≤ c{n−1/2Λ−1n (t)+ a1/2n log n} := cγ4n, P(|H2n| > γ(2+δ)/(3+δ)4n ) ≤ cγ(2+δ)/(3+δ)4n .
(c) If |∑ni=1 Wni(t)xi| = O(φn), then |H3n| ≤ c{n−1/2Λ−1n (t)φn} := cγ ′4n,
P(|H2n| > (γ ′4n)(2+δ)/(3+δ)) ≤ c(γ ′4n)(2+δ)/(3+δ).
Lemma 3.10. Set s21n =
∑k
m=1 Var(y1nm). Under the conditions of Theorem 2.2, we have
|s21n − 1| ≤ c(γ1/21n + γ1/22n + γ1/23n + u(q)).
Assume that {η1nm : m = 1, . . . , k} are independent random variables, and the distribution of η1nm is the same as that of
y1nm for m = 1, . . . , k. Let T1n =∑km=1 η1nm; then ∑km=1 Var(η1nm) =∑km=1 Var(y1nm) = s21n.
Lemma 3.11. Under the conditions of Theorem 2.2, we have
sup
u
|P(T1n/s1n ≤ u)− Φ(u)| ≤ cγδ/22n .
Lemma 3.12. Under the conditions of Theorem 2.2, we have
sup
u
|P(H′11n ≤ u)− P(T1n ≤ u)| ≤ c(γδ/22n + u1/3(q)).
4. Proof of main results
Proof of Theorem 2.1. We observe that
sup
u
|P(D′n ≤ u)− Φ(u)| ≤ sup
u
|P(D′n ≤ u)− P(Tn ≤ u)|
+ sup
u
|P(Tn ≤ u)− Φ(u/sn)| + sup
u
|Φ(u/sn)− Φ(u)|
:= J1n + J2n + J3n.
From Lemma 3.8 we have J1n ≤ c(λδ/22n + u1/3(q)), Lemma 3.7 yields that J2n ≤ cλδ/22n , and according to Lemma 3.6 we obtain
that
J3n ≤ c|s2n − 1|/s2n ≤ c|s2n − 1| ≤ c(λ1/21n + λ1/22n + λ1/23n + u(q)).
Hence
sup
u
|P(D′n ≤ u)− Φ(u)| ≤ c{λ1/21n + λ1/22n + λδ/22n + λ1/23n + u1/3(q)}. (4.1)
H.-Y. Liang, G.-L. Fan / Journal of Multivariate Analysis 100 (2009) 1–15 7
Therefore, according to Lemma 3.1, from (3.3), (4.1) and Lemma 3.5 it follows that
sup
u
∣∣∣∣∣P
(
S2n(βˆn − β)
Γn
≤ u
)
− Φ(u)
∣∣∣∣∣
= sup
u
|P(D′n + D′′n + D′′′n + Γ−1n (A2n + I12n + I13n + I2n + I3n) ≤ u)− Φ(u)|
≤ sup
u
|P(D′n ≤ u)− Φ(u)|
+ c0√
2pi
(
(λ
1/2
1n + λ1/22n + 2bn + 3a1/2n log n)(log n)1/2 +
6∑
l=4
λln + λ1/33n
)
+ P
(
|D′′n + D′′′n + Γ−1n (A2n + I12n + I13n + I2n + I3n)|
> c0
(
(λ
1/2
1n + λ1/22n + 2bn + 3a1/2n log n)(log n)1/2
)
+ 2λ4n + 3λ5n + cλ6n + λ1/33n
)
≤ c{λ1/21n + λ1/22n + λδ/22n + λ1/23n + u1/3(q)}
+ c
(
(λ
1/2
1n + λ1/22n + bn + a1/2n log n)(log n)1/2 +
6∑
l=4
λln + λ1/33n
)
+ P(|D′′n | > c0λ1/21n (log n)1/2)+ P(|D′′′n | > c0λ1/22n (log n)1/2)+ P(|Γ−1n A2n| > λ1/33n )
+ P(|Γ−1n I12n| > c0bn(log n)1/2 + λ4n)+ P(|Γ−1n I13n| > c0a1/2n (log n)3/2 + λ5n)
+ P(|Γ−1n I2n| > 2c0a1/2n (log n)3/2 + 2λ5n + c0bn(log n)1/2 + λ4n)
≤ c
(
λ
δ/2
2n + u1/3(q)+ (λ1/21n + λ1/22n + bn + a1/2n log n)(log n)1/2 + λ6n + λ1/33n
)
+ c
(
n−1 + (nq/p)−δ/2(log n)−(1−δ/2) + p−δ/2(log n)−(1−δ/2)
)
+ c
(
aδ/2n (log n)
−(1−δ/2) + n−δ/2(log n)−(1−δ/2)
)
= O
(
(λ
1/2
1n + λ1/22n )(log n)1/2 + λδ/22n + λ1/33n + u1/3(q)+ ((nq/p)−δ/2 + p−δ/2)(log n)−(1−δ/2)
+ aδ/2n (log n)−(1−δ/2) + (bn + a1/2n log n)(log n)1/2
)
= O(µn(δ)+ νn(δ)). 
Proof of Corollary 2.1. Note that Γ 2n = E(
∑n
i=1 uiVi)2 = σ−2e
∫ pi
−piψ(w)|
∑n
k=1 u2ke−ikw|2dw. Therefore, from (A4) and (A1) (i), it
follows that
c3n ≤ c1σ−2e
n∑
i=1
u2i ≤ Γ 2n ≤ c2σ−2e
n∑
i=1
u2i ≤ c4n.
In Theorem 2.1, choosing δ = 1, p = [n1/2(log n)1/2], q = [log n], then
u(q) = O(n−3/4(log n)9/4) by u(n) = O(n9/4e−3n/4),
λ
1/3
3n = n−1/4(log n)3/4
(
n7/8(log n)−9/8
∑
|j|>n
|ψj|
)2/3
= O(n−1/4(log n)3/4)
by supn≥1 n7/8(log n)−9/8
∑
|j|>n |ψj| < ∞. Therefore µn(δ) = O(n−1/4(log n)3/4). νn(δ) = O(n−1/4(log n)3/4) by an =
n−1/2(log n)−3/2 and bn = n−1/4(log n)1/4. Therefore, the conclusion follows from Theorem 2.1. 
Proof of Theorem 2.2. Following the lines of the proof of Theorem 2.1, by using Lemma 3.1, from (3.4) and Lemmas 3.9–
3.12, it follows that
sup
u
∣∣∣∣∣P
(
gˆn(t)− Egˆn(t)
Λn(t)
≤ u
)
− Φ(u)
∣∣∣∣∣ ≤ c (γ1/21n + γ1/22n + γδ/22n + γ1/23n + u1/3(q))
+ c0√
2pi
(
(γ
1/2
1n + γ1/22n )(log n)1/2 + γ1/33n + γ(2+δ)/(3+δ)4n + γ4n
)
+ c
(
n−1 + (nq/p)−δ/2(log n)−(1−δ/2) + p−δ/2(log n)−(1−δ/2) + γ1/33n + γ(2+δ)/(3+δ)4n
)
≤ c
(
(γ
1/2
1n + γ1/22n )(log n)1/2 + γδ/22n + γ1/33n + u1/3(q)+ n−1
+ ((nq/p)−δ/2 + p−δ/2)(log n)−(1−δ/2) + γ(2+δ)/(3+δ)4n
)
= O(τn(δ)+ θn(δ)). 
8 H.-Y. Liang, G.-L. Fan / Journal of Multivariate Analysis 100 (2009) 1–15
Proof of Corollary 2.2. Similarly to the arguments in the proof of Corollary 2.1, (A4) and (A1)(i) imply that c3n ≤ Γ 2n ≤ c4n,
and
ωn(t) ≤ c5an ≤ c6
n∑
i=1
W2ni(t) ≤ Λ2n(t) ≤ c7
n∑
i=1
W2ni(t) ≤ c8an (4.2)
by (A3)(ii) and a−1n
∑n
i=1 W2ni(t) ≥ δ0 > 0.
In Theorem 2.2, choosing δ = 1, p = [n1/2(log n)1/2], q = [log n].
(1) From an = n−5/7(log n)−6/7 and (4.2), we have
γ
1/3
3n =
Λ−2n (t)
(∑
|j|>n
|ψj|
)21/3 ≤ c
a−1n
(∑
|j|>n
|ψj|
)21/3
≤ cn−3/28(log n)9/28
(
n29/56(log n)−3/56
∑
|j|>n
|ψj|
)2/3
= O(n−3/28(log n)9/28)
by supn≥1 n29/56(log n)−3/56
∑
|j|>n |ψj| < ∞. u(q) = O(n−9/28(log n)27/28) by u(n) = O(n27/28e−9n/28). Therefore τn(δ) =
O(n−3/28(log n)9/28); θn(δ) = O(n−3/28(log n)9/28) from (4.2). Therefore, the conclusion follows from Theorem 2.2.
(2) an = n−1, φn = n−1/3 log n and (4.2) imply θn(δ) = O(n−1/4(log n)3/4). Like with the arguments in the proof of
Corollary 2.1, one can verify τn(δ) = O(n−1/4(log n)3/4). Therefore, the proof is completed by Theorem 2.2. 
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Appendix
In this section, let (j1, . . . , jn) and (pi1, . . . ,pin) denote permutations of (1, . . . , n) and allow the permutations to vary at
different places.
Proof of Lemma 3.4. We prove only (3.1); the proof of (3.2) is analogous. According to the definition of Vi in (1.2), we write
n∑
i=1
bniVi =
n∑
i=1
bni
n∑
j=−n
ψjei−j +
n∑
i=1
bni
∑
|j|>n
ψjei−j := Rn + Un.
Then
P
(∣∣∣∣∣ n∑
i=1
bniVi
∣∣∣∣∣ > c0gn + ln
)
≤ P(|Rn| > c0gn)+ P(|Un| > ln). (A.1)
By Ee21 <∞we have
P(|Un| > ln) ≤ l−2n EU2n ≤ l−2n E
 n∑
i1=1
|bni1 |
n∑
i2=1
|bni2 | ·
∣∣∣∣∣ ∑|j1|>nψj1ei1−j1 ·
∑
|j2|>n
ψj2ei2−j2
∣∣∣∣∣

≤ c
(
1
ln
n∑
i=1
|bni|
∑
|j|>n
|ψj|
)2
. (A.2)
Note that
Rn =
2n∑
l=1−n
 min(n,n+l)∑
i=max(1,l−n)
bniψi−l
 el := 2n∑
l=1−n
anlel.
Since anl = a+nl − a−nl , where a+ = max(a, 0) and a− = max(−a, 0), without loss of generality, we may assume anl ≥ 0 for
l ≥ 1− n and n ≥ 1. Let αn = γ1/2n (log n)−1/2,
ξnl = −αnI(anlel < −αn)+ anlelI(|anlel| ≤ αn)+ αnI(anlel > αn),
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ξ′nl = (anlel + αn)I(anlel < −αn)+ (anlel − αn)I(anlel > αn),
ηnl = ξnl − Eξnl, η′nl = ξ′nl − Eξ′nl, R′n =
2n∑
l=1−n
ηnl, R
′′
n =
2n∑
l=1−n
η′nl.
Then, {ηnl, l ≥ 1− n} and {η′nl, l ≥ 1− n} are NA sequences with mean zero from the definition of the NA property, and
P(|Rn| > c0gn) ≤ P(|R′n| > c0gn/2)+ P(|R′′n | > c0gn/2). (A.3)
By using the Cauchy–Schwarz inequality in the form (
∑
i cidi)
2 ≤∑i c2i |di|∑i |di|with ci = bni and di = ψi−l and then changing
the order of summation we get
∆n :=
2n∑
l=1−n
Eη2nl ≤
2n∑
l=1−n
E(anlel)
2 = E[e20]
2n∑
l=1−n
 min(n,n+l)∑
i=max(1,l−n)
bniψi−l
2
≤ E[e20]
n∑
i=1
b2ni
( ∞∑
j=−∞
|ψj|
)2
≤ c
n∑
i=1
b2ni = O(γn).
Then, from Lemma 3.3(b), it follows that, for some large c0 > 0
P(|R′n| > c0gn/2) ≤ 2 exp
{
− c
2
0g
2
n/4
2(2∆n + 4αnc0gn/2)
}
≤ 2 exp{−cc0 log n} ≤ cn−1. (A.4)
By using the Chebychev inequality and inequality E[Y2I(|Y| > αn)] ≤ α−δn E|Y|2+δ, from Lemma 3.2 with p = 2 we have
P(|R′′n | > c0gn/2) ≤ cg−2n
2n∑
l=1−n
E(η′nl)
2 ≤ cg−2n α−δn
2n∑
l=1−n
∣∣∣∣∣∣
min(n,n+l)∑
i=max(1,l−n)
bniψi−l
∣∣∣∣∣∣
2+δ
≤ c
(
Bn
γn
)δ/2
(log n)−(1−δ/2). (A.5)
Then, the conclusion is verified by (A.1)–(A.5). 
Proof of Lemma 3.5. (a) Note that Γ−2n ≤ cn−1. Hence, by Lemma 3.2, from Ee20 <∞ and (A1)(iii) we have
E(D′′n)
2 ≤ cΓ−2n
k∑
m=1
lm+q−1∑
l=lm
 min(n,n+l)∑
i=max(1,l−n)
uiψi−l
2 Ee2l ≤ ckq/n ≤ cq/p = cλ1n.
Similarly E(D′′′n )2 ≤ cΓ−2n
∑2n
l=k(p+q)+1−n
(∑min(n,n+l)
i=max(1,l−n) uiψi−l
)2
Ee2l ≤ cp/n = cλ2n.
From
∑n
i=1 |ui| = O(n), like with the arguments in (A.2) we have
E(Γ−1n A2n)
2 = Γ−2n E
(
n∑
i=1
ui
∑
|j|>n
ψjei−j
)2
≤ cn
(∑
|j|>n
|ψj|
)2
= cλ3n.
(b) Note that D′′n =
∑k
m=1
∑lm+q−1
l=lm (Γ
−1
n
∑min(n,n+l)
i=max(1,l−n) uiψi−l)el and
k∑
m=1
lm+q−1∑
l=lm
∣∣∣∣∣∣Γ−1n
min(n,n+l)∑
i=max(1,l−n)
uiψi−l
∣∣∣∣∣∣
2
≤ ckq/n ≤ cq/p = O(λ1n)
and maxl |Γ−1n
∑min(n,n+l)
i=max(1,l−n) uiψi−l| ≤ Γ−1n max1≤i≤n |ui|
∑∞
j=−∞ |ψj| = O(n−1/2). Then, according to (3.2) in Lemma 3.4 it
follows that
P(|D′′n | > c0λ1/21n (log n)1/2) ≤ c{n−1 + (nq/p)−δ/2(log n)−(1−δ/2)}.
Obviously D′′′n =
∑2n
l=k(p+q)+1−n(Γ−1n
∑min(n,n+l)
i=max(1,l−n) uiψi−l)el and
2n∑
l=k(p+q)+1−n
∣∣∣∣∣∣Γ−1n
min(n,n+l)∑
i=max(1,l−n)
uiψi−l
∣∣∣∣∣∣
2
≤ cp/n = O(λ2n).
Then, on applying (3.2) in Lemma 3.4 we have that
P(|D′′′n | > c0λ1/22n (log n)1/2) ≤ c{n−1 + p−δ/2(log n)−(1−δ/2)}.
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Note that Γ−1n I12n =
∑n
i=1(Γ−1n h˜i)Vi, and by using Remark 2.2 we have
n∑
i=1
|Γ−1n h˜i| = O(n1/2bn),
n∑
i=1
(Γ−1n h˜i)
2 = O(b2n), max1≤i≤n(Γ
−1
n h˜i)
2 ≤ cn−1b2n.
Then, according to (3.1) in Lemma 3.4 it follows that, for λ4n = [nb2n(
∑
|j|>n |ψj|)2]1/3,
P(|Γ−1n I12n| > c0bn(log n)1/2 + λ4n) ≤ c
n−1 + n−δ/2(log n)−(1−δ/2) + (n1/2bn)2λ−24n
(∑
|j|>n
|ψj|
)2
= c{n−1 + n−δ/2(log n)−(1−δ/2) + λ4n}.
We observe that Γ−1n I13n =
∑n
i=1(Γ−1n
∑n
j=1 Wnj(ti)uj)Vi :=
∑n
i=1 bniVi, and by using the Abel Inequality (see [23, Theorem 1,
p. 32], or (5.10) in [20]), from (A1) and (A3)(i) we have
n∑
i=1
|bni| ≤ cΓ−1n max1≤j≤n
n∑
i=1
Wnj(ti) · max
1≤m≤n
∣∣∣∣∣ m∑
i=1
uji
∣∣∣∣∣ = O(log n),
n∑
i=1
b2ni ≤ cΓ−2n max1≤i,j≤nWnj(ti) ·max1≤j≤n
n∑
i=1
Wnj(ti) ·
(
max
1≤m≤n
∣∣∣∣∣ m∑
i=1
uji
∣∣∣∣∣
)2
= O((log n)2an),
and from (A3) it follows that max1≤i≤n b2ni ≤ c(an log n)2. Then, by using (3.1) in Lemma 3.4 we obtain that, for λ5n =[(log n)2(∑|j|>n |ψj|)2]1/3,
P(|Γ−1n I13n| > c0a1/2n (log n)3/2 + λ5n) ≤ c{n−1 + aδ/2n (log n)−(1−δ/2)} + cλ5n.
From x˜i = xi −∑nj=1 Wnj(ti)xj = ui + h˜i −∑ns=1 Wns(ti)us, it follows that
|Γ−1n I2n| ≤
∣∣∣∣∣Γ−1n n∑
i=1
ui
(
n∑
j=1
Wnj(ti)Vj
)∣∣∣∣∣+
∣∣∣∣∣Γ−1n n∑
i=1
h˜i
(
n∑
j=1
Wnj(ti)Vj
)∣∣∣∣∣
+
∣∣∣∣∣Γ−1n n∑
i=1
(
n∑
s=1
Wns(ti)us
)(
n∑
j=1
Wnj(ti)Vj
)∣∣∣∣∣
=
∣∣∣∣∣ n∑
i=1
(
Γ−1n
n∑
j=1
Wni(tj)uj
)
Vi
∣∣∣∣∣+
∣∣∣∣∣ n∑
i=1
(
Γ−1n
n∑
j=1
Wni(tj)h˜j
)
Vi
∣∣∣∣∣
+
∣∣∣∣∣ n∑
i=1
{
Γ−1n
n∑
j=1
Wni(tj)
(
n∑
s=1
Wns(tj)us
)}
Vi
∣∣∣∣∣
:=
∣∣∣∣∣ n∑
i=1
b′niVi
∣∣∣∣∣+
∣∣∣∣∣ n∑
i=1
b′′niVi
∣∣∣∣∣+
∣∣∣∣∣ n∑
i=1
b′′′niVi
∣∣∣∣∣ .
From Remark 2.2 one can verify that
∑n
i=1 |b′′ni| = O(n1/2bn),
∑n
i=1(b′′ni)2 = O(b2n), and by using the Abel Inequality, it is easy
to see that
∑n
i=1 |b′ni| = O(log n),
∑n
i=1(b′ni)2 = O((log n)2an);
n∑
i=1
|b′′′ni | ≤ cΓ−1n max1≤j≤n
n∑
i=1
Wni(tj) · max
1≤s≤n
n∑
j=1
Wns(tj) · max
1≤m≤n
∣∣∣∣∣ m∑
i=1
uji
∣∣∣∣∣ = O(log n),
n∑
i=1
(b′′′ni)
2 ≤ cΓ−2n max1≤i,j≤nWni(tj) ·max1≤j≤n
n∑
i=1
Wni(tj) ·
(
max
1≤s≤n
n∑
j=1
Wns(tj) · max
1≤m≤n
∣∣∣∣∣ m∑
i=1
uji
∣∣∣∣∣
)2
= O((log n)2an),
and from (A3) it follows that max1≤i≤n(b′ni)2 ≤ c(an log n)2, max1≤i≤n(b′′ni)2 ≤ cn−1b2n , max1≤i≤n(b′′′ni)2 ≤ c(an log n)2. Then,
according to (3.1) in Lemma 3.4 it is yielded that
P(|Γ−1n I2n| > 2c0a1/2n (log n)3/2 + 2λ5n + c0bn(log n)1/2 + λ4n)
≤ P
(∣∣∣∣∣ n∑
i=1
b′niVi
∣∣∣∣∣ > c0a1/2n (log n)3/2 + λ5n
)
+ P
(∣∣∣∣∣ n∑
i=1
b′′niVi
∣∣∣∣∣ > c0bn(log n)1/2 + λ4n
)
+ P
(∣∣∣∣∣ n∑
i=1
b′′′niVi
∣∣∣∣∣ > c0a1/2n (log n)3/2 + λ5n
)
≤ c{n−1 + aδ/2n (log n)−(1−δ/2) + n−δ/2(log n)−(1−δ/2)} + cλ4n + cλ5n.
On applying the Abel Inequality, from Remark 2.2 we have
H.-Y. Liang, G.-L. Fan / Journal of Multivariate Analysis 100 (2009) 1–15 11
|I3n| =
n∑
i=1
x˜ig˜i =
n∑
i=1
(
ui + h˜i −
n∑
s=1
Wns(ti)us
)
g˜i
≤ c
{
max
1≤i≤n
|g˜i| · max
1≤k≤n
|
k∑
i=1
uji | + n max1≤i≤n |h˜i| ·max1≤i≤n |g˜i|
+ max
1≤i≤n
|g˜i| ·max
1≤j≤n
n∑
i=1
Wnj(ti) · max
1≤k≤n
|
k∑
i=1
uji |
}
≤ c(bnn1/2 log n+ nb2n),
which yields that |Γ−1n I3n| ≤ c(bn log n+ n1/2b2n). 
Proof of Lemma 3.6. Let Σn =∑1≤i<j≤k Cov(yni, ynj); then s2n = E(D′n)2 − 2Σn. Note that E(Γ−1n I11n)2 = 1, so
E(D′n)
2 = E[Γ−1n I11n − (D′′n + D′′′n + Γ−1n A2n)]2
= 1+ E(D′′n + D′′′n + Γ−1n A2n)2 − 2E[(Γ−1n I11n)(D′′n + D′′′n + Γ−1n A2n)].
Hence, from Lemma 3.5 we have
|E(D′n)2 − 1| ≤ E(D′′n + D′′′n + Γ−1n A2n)2 + 2|E[(Γ−1n I11n)(D′′n + D′′′n + Γ−1n A2n)]|
≤ E(D′′n + D′′′n + Γ−1n A2n)2 + 2[E(Γ−1n I11n)2]1/2[E(D′′n + D′′′n + Γ−1n A2n)2]1/2
≤ {[E(D′′n)2]1/2 + [E(D′′′n )2]1/2 + [E(Γ−1n A2n)2]1/2}2
+ 2{[E(D′′n)2]1/2 + [E(D′′′n )2]1/2 + [E(Γ−1n A2n)2]1/2}
≤ (λ1/21n + λ1/22n + λ1/23n )2 + 2(λ1/21n + λ1/22n + λ1/23n )
≤ C(λ1/21n + λ1/22n + λ1/23n ). (A.6)
On the other hand, from (A1)(iii) we get
|Σn| =
∣∣∣∣∣ ∑
1≤i<j≤k
Cov(yni, ynj)
∣∣∣∣∣ ≤ ∑
1≤i<j≤k
ki+p−1∑
s=ki
kj+p−1∑
t=kj
|Cov(Zns, Znt)|
≤ cΓ−2n
k−1∑
i=1
ki+p−1∑
s=ki
k∑
j=i+1
kj+p−1∑
t=kj
min{n, s+n}∑
u=max{1,s−n}
min{n,t+n}∑
v=max{1,t−n}
|ψu−sψv−t||Cov(es, et)|
≤ cn−1
k−1∑
i=1
ki+p−1∑
s=ki
∑
t:|t−s|≥q
|Cov(es, et)|
≤ ckpn−1u(q) ≤ cu(q). (A.7)
Therefore, from (A.6) and (A.7) it follows that |s2n − 1| ≤ c(λ1/21n + λ1/22n + λ1/23n + u(q)). 
Proof of Lemma 3.7. From the Berry–Esseen inequality (cf. [24], page 154, Theorem 5.7) we have
sup
u
|P(Tn/sn ≤ u)− Φ(u)| ≤ C
k∑
m=1
E|ηnm|2+δ/s2+δn .
However, according to Lemma 3.2 and E|e0|2+δ <∞, we have
k∑
m=1
E|ηnm|2+δ =
k∑
m=1
E|ynm|2+δ
≤ c
Γ 2+δn
k∑
m=1

km+p−1∑
l=km
∣∣∣∣∣∣
min(n,n+l)∑
i=max(1,l−n)
uiψi−l
∣∣∣∣∣∣
2+δ
+
km+p−1∑
l=km
 min(n,n+l)∑
i=max(1,l−n)
uiψi−l
2

1+δ/2
≤ cn−(1+δ/2){kp+ kp1+δ/2} ≤ c(kpn−1)(p/n)δ/2 ≤ c(p/n)δ/2.
Note that s2n → 1 from Lemma 3.6. Therefore
sup
u
|P(Tn/sn ≤ u)− Φ(u)| ≤ c(p/n)δ/2 = cλδ/22n . 
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Proof of Lemma 3.8. Assume that ϕ(t) and ψ(t) are the characteristic functions of D′n and Tn, respectively. By the Esseen
inequality (cf. [24], page 146, Theorem 5.3), for any T > 0
sup
u
|P(D′n ≤ u)− P(Tn ≤ u)| ≤
∫ T
−T
∣∣∣∣ϕ(t)−ψ(t)t
∣∣∣∣ dt + T sup
u
∫
|u|≤ CT
|P(Tn ≤ u+ y)− P(Tn ≤ u)|dy
:= B1n + B2n.
Like with the arguments in (A.7), in view of Lemma 3.3 (a) we have
|ϕ(t)−ψ(t)| =
∣∣∣∣∣E exp{itD′n} − k∏
m=1
E exp{itynm}
∣∣∣∣∣
≤ 4t2 ∑
1≤i<j≤k
ki+p−1∑
s=ki
kj+p−1∑
l=kj
|Cov(Zns, Znl)| ≤ ct2u(q).
Hence, B1n ≤ cT2u(q). From Lemmas 3.6 and 3.7 it follows that
sup
u
|P(Tn ≤ u+ y)− P(Tn ≤ u)| ≤ sup
y
|P(Tn/sn ≤ (u+ y)/sn)− Φ((u+ y)/sn)|
+ sup
u
|P(Tn/sn ≤ u/sn)− Φ(u/sn)| + sup
u
|Φ((u+ y)/sn)− Φ(u/sn)|
≤ C{γδ/22n + |y|/sn} ≤ C{γδ/22n + |y|}.
Therefore B2n ≤ C(γδ/22n + 1/T) and choosing T = u−1/3(q)we obtain that
sup
u
|P(D′n ≤ u)− P(Tn ≤ u)| ≤ C(γδ/22n + u1/3(q)). 
Proof of Lemma 3.9. (a) By using Lemma 3.2, from ωn(t) = O(Λ2n(t)), (A3)(ii) and Ee20 <∞ it follows that
E(H′′11n)
2 ≤ c
Λ2n(t)
k∑
m=1
lm+q−1∑
l=lm
 min(n,n+l)∑
i=max(1,l−n)
Wni(t)ψi−l
2 Ee2l ≤ ckqωn(t) ≤ cnqp−1an = cγ1n.
Similarly
E(H′′′11n)
2 ≤ c
Λ2n(t)
2n∑
l=k(p+q)+1−n
 min(n,n+l)∑
i=max(1,l−n)
Wni(t)ψi−l
2 Ee2l ≤ cpan = cγ2n.
Note that
∑n
i=1 Wni(t) = 1, so like with the arguments in (A.2) we have
EH212n ≤
1
Λ2n(t)
(∑
|j|>n
|ψj|
)2
= γ3n.
(b) Note that H′′11n =
∑k
m=1
∑lm+q−1
l=lm {Λ−1n (t)
∑min(n,n+l)
i=max(1,l−n)Wni(t)ψi−l}el and
k∑
m=1
lm+q−1∑
l=lm
∣∣∣∣∣∣Λ−1n (t)
min(n,n+l)∑
i=max(1,l−n)
Wni(t)ψi−l
∣∣∣∣∣∣
2
≤ ckqωn(t) ≤ c(nq/p)an = cγ1n,
maxl(Λ−1n (t)
∑min(n,n+l)
i=max(1,l−n)Wni(t)ψi−l)
2 ≤ can. Then, according to (3.2) in Lemma 3.4 we have
P(|H′′11n| > c0γ1/21n (log n)1/2) ≤ c{n−1 + (nq/p)−δ/2(log n)−(1−δ/2)}.
We observe that H′′′11n =
∑2n
l=k(p+q)+1−n{Λ−1n (t)
∑min(n,n+l)
i=max(1,l−n)Wni(t)ψi−l}el and
2n∑
l=k(p+q)+1−n
∣∣∣∣∣∣Λ−1n (t)
min(n,n+l)∑
i=max(1,l−n)
Wni(t)ψi−l
∣∣∣∣∣∣
2
≤ cpωn(t) ≤ cpan = O(γ2n).
Then, according to (3.2) in Lemma 3.4 it follows that
P(|H′′′11n| > c0γ1/22n (log n)1/2) ≤ c{n−1 + p−δ/2(log n)−(1−δ/2)}.
In order to evaluate E|H2n|2+δ and H3n, we first verify that
lim
n→∞
1
n
n∑
i=1
x˜2i = Σ . (A.8)
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In fact. From x˜i = ui + h˜i −∑nj=1 Wnj(ti)uj we write
1
n
n∑
i=1
x˜2i =
1
n
n∑
i=1
u2i +
1
n
n∑
i=1
h˜2i +
1
n
n∑
i=1
(
n∑
j=1
Wnj(ti)uj
)2
+ 2
n
n∑
i=1
uih˜i
− 2
n
n∑
i=1
ui
(
n∑
j=1
Wnj(ti)uj
)
− 2
n
n∑
i=1
h˜i
(
n∑
j=1
Wnj(ti)uj
)
= L1 + L2 + L3 + 2L4 − 2L5 − 2L6.
Note that νn(δ)→ 0 implies an(log n)2 → 0. Hence, from Remark 2.2, (A1)(ii), (A3) and using the Abel Inequality, it follows
that
L2 ≤ max
1≤i≤n
h˜2i = O(b2n)→ 0,
|L3| ≤ c
n
max
1≤i,j≤n
Wnj(ti) ·max
1≤j≤n
n∑
i=1
Wnj(ti) ·
(
max
1≤m≤n
∣∣∣∣∣ m∑
i=1
uji
∣∣∣∣∣
)2
= O(an(log n)2)→ 0,
|L4| ≤ c
n
max
1≤i≤n
|h˜i| · max
1≤m≤n
∣∣∣∣∣ m∑
i=1
uji
∣∣∣∣∣ = O(n−1/2bn log n)→ 0,
|L5| ≤ c
n
max
1≤i,j≤n
Wnj(ti) · max
1≤k≤n
∣∣∣∣∣ k∑
i=1
upii
∣∣∣∣∣ · max1≤m≤n
∣∣∣∣∣ m∑
i=1
uji
∣∣∣∣∣ = O(an(log n)2)→ 0,
|L6| ≤ c
n
max
1≤i≤n
|h˜i| ·max
1≤j≤n
n∑
i=1
Wnj(ti) · max
1≤m≤n
∣∣∣∣∣ m∑
i=1
uji
∣∣∣∣∣ = O(n−1/2bn log n)→ 0.
(A1)(i) is L1 → Σ . Therefore, (A.8) is proved.
Note that E|ξn| → E|ξ| =
√
2/pi and E|ξn|2+δ → E|ξ|2+δ < ∞ if ξn ⇒ ξ ∼ N(0, 1), and Γ 2n ≤ cn and (A.8) imply
Γ 2n /S
4
n ≤ cn−1, while Theorem 2.1 implies S2n(βˆn − β)/Γn D→ N(0, 1). Therefore, it follows that
|β− Eβˆn| ≤ E|βˆn − β| = O(Γn/S2n) = O(n−1/2), (A.9)
E|βˆn − β|2+δ = O((Γn/S2n)2+δ) = O(n−(1+δ/2)). (A.10)
On applying the Abel Inequality, by (A1)(ii), (A2) and ωn(t) = O(Λ−2n (t)), from (A.9) and (A.10) we get
|H3n| = |β− Eβˆn|
Λn(t)
·
∣∣∣∣∣ n∑
i=1
Wni(t)xi
∣∣∣∣∣
≤ cn
−1/2
Λn(t)
{
sup
0≤t≤1
|h(t)| +max
1≤i≤n
Wni(t) · max
1≤m≤n
∣∣∣∣∣ m∑
i=1
uji
∣∣∣∣∣
}
≤ c{n−1/2Λ−1n (t)+ a1/2n log n} = cγ4n,
E|H2n|2+δ = E|βˆn − β|
2+δ
Λ2+δn (t)
∣∣∣∣∣ n∑
i=1
Wni(t)xi
∣∣∣∣∣
2+δ
≤ cn
−(1+δ/2)
Λ2+δn (t)
{
sup
0≤t≤1
|h(t)| +max
1≤i≤n
Wni(t) · max
1≤m≤n
∣∣∣∣∣ m∑
i=1
uji
∣∣∣∣∣
}2+δ
≤ c{n−(1+δ/2)Λ−(2+δ)n (t)+ a1+δ/2n (log n)2+δ} ≤ cγ2+δ4n ,
which yields that P(|H2n| > γ(2+δ)/(3+δ)4n ) ≤ cγ(2+δ)/(3+δ)4n .
(c) If |∑ni=1 Wni(t)xi| = O(φn), then following the lines of the above, one can verify that |H3n| ≤ c{n−1/2Λ−1n (t)φn} :=
cγ ′4n and P(|H2n| > (γ ′4n)(2+δ)/(3+δ)) ≤ c(γ ′4n)(2+δ)/(3+δ). 
Proof of Lemma 3.10. Let Σ1n =∑1≤i<j≤k Cov(y1ni, y1nj); then s21n = E(H′11n)2 − 2Σ1n. Note that EH21n = 1, so
E(H′11n)
2 = E[H1n − (H′′11n + H′′′11n + H12n)]2
= 1+ E(H′′11n + H′′′11n + H12n)2 − 2E[H1n(H′′11n + H′′′11n + H12n)].
Hence, like with the arguments in Lemma 3.6, from Lemma 3.9 and ωn(t) = O(Λ2n(t)) we have |E(H′11n)2 − 1| ≤ C(γ1/21n +
γ
1/2
2n + γ1/23n ), and
|Σ1n| ≤
∑
1≤i<j≤k
ki+p−1∑
s=ki
kj+p−1∑
t=kj
|Cov(Mns,Mnt)|
14 H.-Y. Liang, G.-L. Fan / Journal of Multivariate Analysis 100 (2009) 1–15
≤ Λ−2n (t)
k−1∑
i=1
ki+p−1∑
s=ki
k∑
j=i+1
kj+p−1∑
t=kj
min{n,s+n}∑
u=max{1,s−n}
min{n,t+n}∑
v=max{1,t−n}
Wnu(t)Wnv(t)|ψu−sψv−t||Cov(es, et)|
≤ c
k−1∑
i=1
ki+p−1∑
s=ki
min{n,s+n}∑
u=max{1,s−n}
Wnu(t)|ψu−s|
∑
t:|t−s|≥q
|Cov(es, et)| ≤ cu(q).
Therefore |s21n − 1| ≤ c(γ1/21n + γ1/22n + γ1/23n + u(q)). 
Proof of Lemma 3.11. By using Lemma 3.2, from ωn(t) = O(Λ2n(t)) and E|e0|2+δ <∞, we have
k∑
m=1
E|η1nm|2+δ =
k∑
m=1
E|y1nm|2+δ
≤ c
Λ2+δn (t)
k∑
m=1

km+p−1∑
l=km
∣∣∣∣∣∣
min(n,n+l)∑
i=max(1,l−n)
Wniψi−l
∣∣∣∣∣∣
2+δ
+
km+p−1∑
l=km
 min(n,n+l)∑
i=max(1,l−n)
Wniψi−l
2

1+δ/2
≤ c{ωδ/2n (t)+ pδ/2ωδ/2n (t)} ≤ c(pωn(t))δ/2 ≤ cγδ/22n .
Hence, like with the arguments in the proof of Lemma 3.7, from s21n → 1 we get
sup
u
|P(T1n/s1n ≤ u)− Φ(u)| ≤ cγδ/22n . 
Proof of Lemma 3.12. The proof in Lemma 3.10 shows that∣∣∣∣∣E exp{itH′11n} − k∏
m=1
E exp{ity1nm}
∣∣∣∣∣ ≤ 4t2 ∑
1≤i<j≤k
ki+p−1∑
s=ki
kj+p−1∑
l=kj
|Cov(Mns,Mnl)| ≤ ct2u(q).
Hence, like with the arguments in Lemma 3.8, from Lemmas 3.10 and 3.11 one can prove
sup
u
|P(H′11n ≤ u)− P(T1n ≤ u)| ≤ c(γδ/22n + u1/3(q)). 
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