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RE-EXPANSIONS ON COMPACT LIE GROUPS
RAUAN AKYLZHANOV, ELIJAH LIFLYAND, AND MICHAEL RUZHANSKY
Abstract. In this paper we consider the re-expansion problems on compact Lie
groups. First, we establish weighted versions of classical re-expansion results in the
setting of multi-dimensional tori. A natural extension of the classical re-expansion
problem to general compact Lie groups can be formulated as follows: given a func-
tion on the maximal torus of a compact Lie group, what conditions on its (toroidal)
Fourier coefficients are sufficient in order to have that the group Fourier coefficients
of its central extension are summable. We derive the necessary and sufficient con-
ditions for the above property to hold in terms of the root system of the group.
Consequently, we show how this problem leads to the re-expansions of even/odd
functions on compact Lie groups, giving a necessary and sufficient condition in
terms of the discrete Hilbert transform and the root system. In the model case of
the group SU(2) a simple sufficient condition is given.
1. Introduction
In the 50-s (see, e.g., [IT55] or in more detail [Kah70, Chapters II and VI]), the
following problem in Fourier Analysis attracted much attention:
Let {ak}
∞
k=0 be the sequence of the Fourier coefficients of the absolutely convergent
sine (cosine) Fourier series of a function f : T = [−π, π) → C, that is
∑
|ak| < ∞.
Under which conditions on {ak} the re-expansion of f(t) (f(t) − f(0), respectively)
in the cosine (sine) Fourier series will also be absolutely convergent?
The obtained sufficient condition, sharp on the whole class, is quite simple and is
the same in both cases:
∞∑
k=1
|ak| ln(k + 1) <∞. (1.1)
In [Lif14], a similar problem of the integrability of the re-expansion for Fourier
transforms of functions defined on R+ = [0,∞) has been studied. Surprisingly,
necessary and sufficient conditions in terms of the membership of the sine or cosine
Fourier transform in a certain Hardy space have been found.
In the present paper, we consider a similar problem on compact Lie groups. There
are special features in this study. A natural analogue of the classical re-expansion
problem on a general compact Lie group G can be formulated as follows: given a
function f =
∑
k∈Zl
ake
ikt on the maximal torus of G, what conditions on its Fourier
coefficients {ak}k∈Zl are sufficient in order to have that the group Fourier coefficients
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of its central extension are summable (namely, to have Êxt[f ] ∈ ℓ1sch(Ĝ), with the
appearing symbols explained in the following sections). The necessary and sufficient
condition for this will be given in Theorem 3.2 in terms of the root structure of the
group. Consequently, in Theorem 3.6 we show how this problem leads to the re-
expansions of even/odd functions on compact Lie groups, and we derive a necessary
and sufficient condition for it. In Theorem 3.7 we demonstrate the obtained criterion
on the case of the compact Lie group SU(2).
The outline of the paper is as follows. In the next section we present general results
for compact Lie groups G and a special case G = SU(2). Then we give detailed proofs.
In Section 2 we improve those old known results by obtaining necessary and sufficient
conditions rather than just (1.1).
2. Absolutely convergent Fourier series
In this section we refine (1.1) in the sense that, like for the Fourier transforms,
the necessary and sufficient conditions will be established. Analogously to the case
of Fourier transform, they will be given in terms of the integrability of Hilbert trans-
forms, but discrete. The background for this analysis will be given in the next
subsection. After proving one-dimensional results, we will give their multivariate
extensions. However, for generalisations to compact Lie groups it is more representa-
tive to deal with the weighted absolute convergence. We will present corresponding
estimates both in dimension one and in several dimensions.
2.1. Discrete Hilbert transforms. For the sequence a = {ak} ∈ ℓ
1, ℓ1 := ℓ1(Z+),
the discrete Hilbert transform is defined for n ∈ Z as (see, e.g., [Kin09, (13.127)])
~a(n) =
∞∑
k=−∞
k 6=n
ak
n− k
. (2.1)
If the sequence a is either even or odd, the corresponding Hilbert transforms ~e
and ~o may be expressed in a special form (see, e.g., [And77] or [Kin09, (13.130) and
(13.131)]). More precisely, if a is even, with a0 = 0, we have ~
e(0) = 0 and we define
~
ea(n) =
∞∑
k=1
k 6=n
2nak
n2 − k2
+
an
2n
, n = 1, 2, . . . . (2.2)
If a is odd, with a0 = 0, we define
~
oa(n) =
∞∑
k=1
k 6=n
2kak
n2 − k2
−
an
2n
, , n = 0, 1, 2, . . . . (2.3)
Of course, a0
0
is considered to be zero.
One of the best sources for the theory of discrete Hilbert transforms and Hardy
spaces is [BC98]. For weighted estimates for them, see [And77], [ST11a], [ST11b] and
[Lif16b].
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2.2. One-dimensional case. The obtained condition is quite simple and is the
same in both cases:
∞∑
k=1
|ak| ln(k + 1) <∞. (2.4)
Analysing the proof, say, in [IT55], one can see that in fact more general results are
hidden in the proofs. They can be given in terms of the (discrete) Hilbert transform.
Theorem 2.1. In order than the re-expansion
∑
bk sin kt of f(t) − f(0) with the
absolutely convergent cosine Fourier series be absolutely convergent, it is necessary
and sufficient that the discrete Hilbert transform ~a of the sequence a of the sine
Fourier coefficients of f is summable.
Similarly, in order than the re-expansion
∑
bk cos kt of f with the absolutely con-
vergent sine Fourier series be absolutely convergent, it is necessary and sufficient that
the discrete Hilbert transform ~a of the sequence a of the cosine Fourier coefficients
of f is summable.
What, in fact, is proven in the mentioned papers, for b = {bk}
∞
k=0,
b = ~e−a (2.5)
in the first part of Theorem 2.1, and
b = ~o−a (2.6)
in the second one, where
b = ~e−a =
2
π
∞∑
k=1
k−n odd
ak
(
1
n+ k
+
1
n− k
)
=
4
π
∞∑
k=1
k−nodd
nak
n2 − k2
(2.7)
and
b = ~o−a =
2
π
∞∑
k=1
k−n odd
ak
(
1
n+ k
+
1
k − n
)
=
4
π
∞∑
k=1
k−nodd
kak
k2 − n2
(2.8)
is the halved even and odd discrete Hilbert transform, respectively. Indeed, for f :
[0, π] → C, with f(0) = 0 for simplicity (which is necessary as well as f(π) = 0), in
the first case
fe(t) =
∞∑
k=1
ak cos kt, (2.9)
with a ∈ ℓ1, while
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fs(t) =
∞∑
n=1
bn sinnt, (2.10)
with
bn =
2
π
∫ π
0
f(t) sinnt dt =
2
π
∞∑
k=1
ak
∫ π
0
cos kt sinnt dt
=
1
π
∞∑
k=1
ak
∫ π
0
[sin(n+ k)t + sin(n− k)t] dt
=
2
π
∞∑
k=1
k−n odd
ak
(
1
n + k
+
1
n− k
)
.
Similarly, in the second case
fs(t) =
∞∑
k=1
ak sin kt, (2.11)
with a ∈ ℓ1, while
fe(t) =
∞∑
n=1
bn cosnt, (2.12)
with
bn =
2
π
∫ π
0
f(t) cosnt dt =
2
π
∞∑
k=1
ak
∫ π
0
cosnt sin kt dt
=
1
π
∞∑
k=1
ak
∫ π
0
[sin(n+ k)t+ sin(k − n)t] dt
=
2
π
∞∑
k=1
k−n odd
ak
(
1
n+ k
+
1
k − n
)
.
This can be continued as follows:
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∞∑
n=1
∣∣∣∣∣∣∣
∞∑
k=1
k−n odd
ak
(
1
n+ k
+
1
k − n
)∣∣∣∣∣∣∣ =
∞∑
n=1
∣∣∣∣ ∞∑
k=1
k−n odd
ak
(
1
n + k
+
1
k − n
)
+
1
2
∞∑
k=1
k−nodd,k 6=n+1
ak
(
1
n+ 1 + k
+
1
k − n− 1
)
−
1
2
∞∑
k=1
k−n odd,k 6=n+1
ak
(
1
n+ 1 + k
+
1
k − n− 1
)∣∣∣∣
=
1
2
∞∑
n=1
∣∣∣∣ ∞∑
k=1
k 6=n
ak
(
1
n + k
+
1
k − n
)
+
∞∑
k=1
k−n odd
ak
(
1
n+ k
−
1
k + n + 1
)
+
∞∑
k=1
k−n odd
ak
(
1
k − n
−
1
k − n− 1
)∣∣∣∣. (2.13)
Since
∞∑
n=1
∣∣∣∣∣∣∣
∞∑
k=1
k−n odd
ak
(
1
k − n
−
1
k − n− 1
)∣∣∣∣∣∣∣ ≤ C
∞∑
k=1
|ak|,
and the same is for the preceding sum, we have
‖~o−a‖ℓ1 =
1
2
‖~oa‖ℓ1 +O(1). (2.14)
In the completely similar way one can prove that
‖~e−a‖ℓ1 =
1
2
‖~ea‖ℓ1 +O(1). (2.15)
Hence, replacing the necessary and sufficient condition of the summability of the
halved Hilbert transforms, which follows immediately from (2.5) and (2.6), with the
summability of the usual discrete Hilbert transform, one arrives at the proof of the
theorem.
In this case (2.4) is just a sufficient condition for the summability of the discrete
Hilbert transform, though sharp on the whole class.
2.3. Multidimensional case. Let η = (η1, ..., ηd) denote a d-dimensional vector
with ηj = 0 or ηj = 1 only, and |η| = η1 + ... + ηd ≤ d. Of course, the vectors
0 = (0, 0, ..., 0) and 1 = (1, 1, ..., 1) are among such vectors. The vectors χ and ζ
will be understood and used similarly.
Starting from a function f : Td+ = [0, π]
d → C, with f(x1, ..., xj−1, 0, xj+1, ..., xd) =
0, j = 1, 2, ..., d, we consider
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fη(x) =
∑
k∈Z+
ak(
∏
j:ηj=1
cos kjxj)(
∏
j:ηj=0
sin kjxj), (2.16)
with a ∈ ℓ1, where now ℓ1 := ℓ1(Zd+). The problem is under what conditions in the
re-expansion
f1−η(x) =
∑
m∈Z+
bm(
∏
j:ηj=0
cosmjxj)(
∏
j:ηj=1
sinmjxj)
we have b ∈ ℓ1. Since
bm =
2d
πd
∫
Td
+
f(x)(
∏
j:ηj=0
cosmjxj)(
∏
j:ηj=1
sinmjxj) dx (2.17)
=
2d
πd
∑
k∈Z+
ak
∫
Td
+
(
∏
j:ηj=1
cos kjxj sinmjxj)(
∏
j:ηj=0
sin kjxj cosmjxj) dx
=
2d
πd
∑
k∈Z+
kj−mj odd,j=1,2,...,d
ak
∏
j:ηj=1
(
1
mj + kj
+
1
mj − kj
) ∏
j:ηj=0
(
1
mj + kj
+
1
kj −mj
)
.
It is quite natural to denote the right-hand side of (2.17) by ~−η a
~
−
η a (2.18)
=
∑
k∈Z+
kj−mj odd,j=1,2,...,d
ak
∏
j:ηj=1
(
1
mj + kj
+
1
mj − kj
) ∏
j:ηj=0
(
1
mj + kj
+
1
kj −mj
)
.
(2.19)
The summability of ~−η a is the necessary and sufficient condition for b ∈ ℓ
1. This is a
direct multidimensional generalisation of the one-dimensional necessary and sufficient
conditions of the summability of (2.5) and (2.6).
Further, applying (2.13) in each variable, we arrive at an analog of (2.14) and
(2.15):
‖~−η a‖ℓ1 =
1
2
‖~eη~
o
1−ηa‖ℓ1 +O
 ∑
0≤|χ|+|ζ|<|η|
‖~eχ~
o
ζa‖ℓ1
 , (2.20)
where
~
e
χa = (
∏
j:χj=1
~
e
j)a, ~
o
ζa = (
∏
j:ζj=1
~
o
j)a,
with ~ej and ~
o
j being ~
e and ~o, respectively, applied to the jth component of a. In
other words, the operators on the right-hand side of (2.20) are mixed discrete Hilbert
transforms. Their integrability leads, correspondingly, to the hybrid discrete Hardy
spaces (see [Lif16a]).
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Thus, the right-hand side of (2.20) consists of the leading term (repeated discrete
Hilbert transforms applied to EACH of the components of a) and the remainder term
that consists of the ℓ1 norms of the repeated Hilbert transforms applied only to a
proper part of the components of a. Of course, ‖a‖ℓ1 is among them.
Therefore, ‖~eη~
o
1−ηa‖ℓ1 < ∞ is a necessary and sufficient condition for b ∈ ℓ
1
provided the remainder term in (2.20) is finite.
And, of course, applying (2.4) in each variable, we have a sufficient condition
∑
k∈Zd
+
|ak|
d∏
j=1
ln(kj + 1) <∞. (2.21)
2.4. One-dimensional weighted case. A more general problem arises if one
assumes {kqak}, q = 1, 2, ..., belongs to ℓ
1 and figures out when {nqbn} belongs to ℓ
1.
In fact, this means that if we start with (2.9), the question reduces to that about
f (q)e (t) =
∞∑
k=1
kqak cos(kt+
qπ
2
), (2.22)
and
(f (q)e )s(t) =
∞∑
n=1
nqbn sin(nt +
qπ
2
), (2.23)
while if we start with (2.11), the question reduces to that about
f (q)s (t) =
∞∑
k=1
kqak sin(kt +
qπ
2
), (2.24)
and
(f (q)s )e(t) =
∞∑
n=1
nqbn cos(nt+
qπ
2
). (2.25)
The problem, in fact, reduces to the initial one if one observes that
(f (q)e )s(t) = ±f
(q)
s (t) (2.26)
and
(f (q)s )e(t) = ±f
(q)
e (t). (2.27)
This follows from integration by parts q times, where the integrated terms vanish
sometimes automatically or by assuming f (j))s(0) and f
(j)(π) = 0, j = 0, 1, ..., q − 1.
Taking now into account the arguments of the previous section leads to the following
assertion. To present it, denote aq = {Aqk} = {k
qak} and b
q = {Bqk} = {k
qbk}. Since
we study the ℓ1 summability of these sequences, no matter if −aq is taken instead,
8 RAUAN AKYLZHANOV, ELIJAH LIFLYAND, AND MICHAEL RUZHANSKY
or similarly −bq. Also, since q is integer, cos(kt + qπ
2
) is either cos kt or sin kt, while
sin(kt+ qπ
2
) is, correspondingly sin kt or cos kt, each time up to a sign ±.
Theorem 2.2. Let f (j)(0) = f (j)(π) = 0, j = 0, 1, ..., q − 1. In order than the re-
expansion
∑
Bk sin kt of f
(q)(t) with the absolutely convergent cosine Fourier series
with coefficients aq be absolutely convergent, it is necessary and sufficient that the
discrete Hilbert transform ~eaq of the sequence aq is summable.
Similarly, in order than the re-expansion
∑
Bk cos kt of f
(q) with the absolutely
convergent sine Fourier series with coefficients aq be absolutely convergent, it is nec-
essary and sufficient that the discrete Hilbert transform ~oaq of the sequence aq is
summable.
And in both cases the (sharp) sufficient condition is
∞∑
k=1
kq|ak| ln(k + 1) <∞. (2.28)
2.5. Multidimensional weighted case. We will generalise the results from the
previous subsection to several dimensions. Let now q = (q1, ..., qd) be a vector with
integer qj ≥ 0. For k ∈ Z
d
+,
kq = kq11 ...k
qd
d .
Our starting assumption will now be kqak ∈ ℓ
1(Zd+).
In what follows Dqf will mean the partial derivative
Dqf(x) =
(
d∏
j=1
∂qj
∂x
qj
j
)
f(x).
Starting from a function f : Td+ = [0, π]
d → C, with f(x1, ..., xj−1, 0, xj+1, ..., xd) =
0, j = 1, 2, ..., d, we consider
Dqfη(x) =
∑
k∈Z+
kqak(
∏
j:ηj=1
cos(kjxj +
qjπ
2
))(
∏
j:ηj=0
sin(kjxj +
qjπ
2
)),
with kqa ∈ ℓ1, where now ℓ1 := ℓ1(Zd+). The problem is under what conditions in the
re-expansion of f in the form
(Dqfη)1−η(x) =
∑
m∈Z+
mqbm(
∏
j:ηj=0
cos(mjxj +
qjπ
2
))(
∏
j:ηj=1
sin(mjxj +
qjπ
2
))
we have mqb ∈ ℓ1.
The proof of the next result is just a superposition and combination of the argu-
ments from the two previous sections. As above, we can think on cos kjxj and sin kjxj
instead of cos(kjxj +
qjπ
2
)) and sin(kjxj +
qjπ
2
)).
Theorem 2.3. Let Dsf(x1, ...xj−1, 0, xj+1, ..., xd) = D
sf(x1, ...xj−1, π, xj+1, ..., xd) =
0, j = 0, 1, ..., qj − 1, for any s = (s1, ..., sd) with sj = 0, 1, ..., qj − 1. In order that
the re-expansion
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∑
m∈Zd
mqbm(
∏
j:ηj=0
cosmjxj)(
∏
j:ηj=1
sinmjxj)
of Dqf with the absolutely convergent Fourier series with coefficients kqa is absolutely
convergent, it is necessary and sufficient that the discrete Hilbert transform ~eη~
o
1−η
of the sequence kqa is summable provided∑
0≤|χ|+|ζ|<|η|
‖~eχ~
o
ζk
qa‖ℓ1
is finite.
And, of course, applying (2.28) in each variable, we have a sufficient condition
∑
k∈Zd
+
kq|ak|
d∏
j=1
ln(kj + 1) <∞. (2.29)
3. Main results
Let G be a compact connected simply connected Lie group of rank l and denote
by Ĝ its unitary dual, i.e. the set of all irreducible inequivalent representations π.
There is a one-to-one correspondence between Ĝ and the set Λ of the highest weights
Ĝ ∋ π ↔ µ = (µ1, . . . , µl) ∈ Λ. (3.1)
Therefore, we use the symbol π to denote both the class of equivalent representations
and the corresponding highest weight µ, i.e.
Ĝ ∋ π = {ξ ∈ Ĝ : ξ is equivalent to π} = (π1, . . . , πl) ∈ Λ, (3.2)
where πk = µk, k = 1, . . . , l. Each irreducible representation π ∈ Ĝ has the corre-
sponding highest weight µ = (µ1, . . . , µl). The Killing form restricted to t allows us
to define isometric isomorphism between the representation weights and the elements
of t.
Denote by T the maximal abelian subgroup of G. We identify T with the l-
dimensional torus Tl where l is the rank of G. Let R+ be a system of positive roots
and let W denote the Weyl group. If we denote by χπ the character corresponding
to π ∈ Ĝ we have the Weyl character formula
χπ(e
iH) =
∑
w∈W
det(w)ei(w·(µ+δ),H)∑
w∈W
det(w)ei(w·δ,H)
, H ∈ t, (3.3)
where
∆(eH) =
∑
w∈W
det(w)ei(w·δ,H)
is the Weyl function and δ denotes the half-sum of all positive roots.
We say that a function g on G is central if it satisfies
g(yty−1) = g(t) (3.4)
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for all y, t ∈ G. There is also the Weyl integral formula for central functions on G,∫
G
f(g) dg =
1
|W |
∫
Tl
f(t)|∆(t)|2 dt, (3.5)
where |W | denotes the cardinality of the Weyl group W (i.e. the number of elements
in W ). It can be easily shown that
∆(t) =
∏
α∈R+
(ei(α,H) + e−i(α,H) − 2), (3.6)
where R+ are the positive roots associated with G.
Let a = {ak}k∈Zl ∈ ℓ
1(Zl) and let
f =
∑
k∈Zl
ake
ikt. (3.7)
Let us denote by Ext[f ] the central extension of f to the group G, i.e.
{functions on Tl} ∋ f 7→ Ext[f ] ∈ {functions on G},
where we define Ext[f ] as follows
Ext[f ](y−1ty) := f(t), t ∈ Tl, y ∈ G.
It is clear that Ext[f ] is a central function. Analogously, we denote by Res the
restriction of f from G to Tl
{functions on G} ∋ f 7→ Res[f ] ∈ {functions on Tl},
where we define Res[f ] as follows
Res[f ] := f
∣∣
Tl
.
Motivated by the classical case, we seek summability conditions on the group Fourier
coefficients in terms of the ℓp-Schatten spaces ℓpsch(Ĝ) on Ĝ. Thus, for 1 ≤ p <∞, we
define the space ℓpsch(Ĝ) of matrix valued sequences {σ = {σ(π)}π∈Ĝ} endowed with
the norm
‖σ‖
ℓ
p
sch
(Ĝ) =
∑
π∈Ĝ
dπ‖σ(π)‖
p
Sp
 1p
with the obvious modification for p = ∞, where Sp are the usual Schatten-von
Neumann norms of matrices.
For a function f ∈ L1(G), as usual, we denote its Fourier coefficients by
f̂(π) =
∫
G
f(g)π(g)∗dg,
where dg is the bi-invariant Haar measure on G. We refer to [RT10] for the necessary
backgrounds for the Fourier analysis on the compact Lie groups.
Question 3.1. Given a function f =
∑
k∈Zl
ake
ikt, what conditions on its Fourier coef-
ficients {ak}k∈Zl are sufficient in order to have Êxt[f ] ∈ ℓ
1
sch(Ĝ).
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Theorem 3.2. Suppose that
f =
∑
k∈Zl
ake
ikt.
Then the Fourier coefficients Êxt[f ] of its extension Ext[f ] belong to ℓ1sch(Ĝ) if and
only if ∑
π∈Ĝ
dπ
dpi∑
m=1
∣∣∣∣∣
v∑
j=1
aj∆̂2(πmm − j)
∣∣∣∣∣ < +∞, (3.8)
where the number 0 < v ≤ |W | depend only on the Weyl group W and dπ denotes the
dimension of the representation π ∈ Ĝ
The number v in (3.8) appears as follows: in view of the formula (3.6), only a finite
number of the (toroidal) Fourier coefficients of ∆2 are non-zero, leading to the finite
number v in (3.8).
The explicit expression of dπ is given by Weyl’s dimension formula in (3.3).
Proposition 3.3. Let f ∈ L1(G) and π ∈ Ĝ. Then we have
f̂(π) = f̂(π)∗, (3.9)
if and only if
f is real-valued, (3.10)
f(g−1) = f(g), g ∈ G. (3.11)
Definition 3.4. A real-valued function f on G is called even or odd if
f(g) = f(g−1), (3.12)
or
f(g) = −f(g−1), (3.13)
respectively.
Proposition 3.5. A function f is odd or even on G = U(n) in the sense of Definition
3.4 if and only if its restriction f
∣∣
Tl
to the maximal torus Tl is odd or even respectively.
Here n = l.
Proof of Proposition 3.5. Let f be even. The case of odd function is analogous. De-
note h = f
∣∣
Tl
. We write
e2πit =
 e2πit1 0 00 . . . 0
0 0 e2πitn
 .
Since f is central and odd (see Definition 3.4), we have
h(t) = f(e2πit) = f(e−2πit) = h(−t).
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If h is odd, then we have
f(x) = f(y−1e2πity) = f(e2πit) = h(t) = h(−t)
= f(e−2πit) = f(y−1e−2πity) = f(x−1), x, y ∈ G.
This completes the proof. 
We write gη = Res[f ] and f˜ = Ext[g1−η]. The combination of Theorem 3.2 and
Theorem 2.1 immediately yields the following theorem.
Theorem 3.6. Let f ∈ L1(G). Suppose that f is even and its Fourier coefficients f̂
are integrable over Ĝ:
f̂ ∈ ℓ1sch(Ĝ). (3.14)
Then the Fourier coefficients ̂Ext[fodd] of its odd re-expansion fodd are integrable
̂Ext[fodd] ∈ ℓ
1
sch(Ĝ), (3.15)
if and only if∑
π∈Ĝ
dπ
dpi∑
m=1
∣∣∣∣∣~
(
v∑
j=1
aj∆̂2(πmm − j)
)∣∣∣∣∣ ≤ C∑
π∈Ĝ
dπ
dpi∑
m=1
∣∣∣∣∣
v∑
j=1
aj∆̂2(πmm − j)
∣∣∣∣∣ , (3.16)
with the notations of Theorem 3.2.
For the model case G = SU(2), we give a simple sufficient condition. Here we use
the standard identification ŜU(2) ≃ 1
2
N0, see e.g. [Vil68] or [RT10].
Theorem 3.7. Let f ∈ L1(SU(2)). Suppose that f is even and its Fourier coefficients
f̂ are integrable over ŜU(2):
f̂ ∈ ℓ1sch(ŜU(2)). (3.17)
Then the Fourier coefficients ̂Ext[fodd] of its odd re-expansion fodd are integrable
̂Ext[fodd] ∈ ℓ
1
sch(ŜU(2)), (3.18)
provided that ∑
l∈ 1
2
N0
(2l + 1) log(2l + 1)|a2l+1| < +∞. (3.19)
4. Proofs
Proof of Theorem 3.7. It can be checked straightforwardly
2l+1∑
m=1
(am−2 − 2am + am+2) = a−1 − a1 − a2l − a2l+1 + a2l+2 + a2l+3,
where without the loss of generality we can assume that a0 = a−1 = 0. Thus, we get
2l+1∑
m=1
am−2 − 2am + am+2 = −a2l − a2l+1 + a2l+2 + a2l+3. (4.1)
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Then the series ∑
l∈ 1
2
N0
(2l + 1)
∣∣∣∣∣~
2l+1∑
m=1
am−2 − 2am + am+2
∣∣∣∣∣
is convergent if the series ∑
l∈ 1
2
N0
(2l + 1) |~a2l+1| (4.2)
is convergent. Let us denote n = 2l + 1, l ∈ 1
2
N0. Then we rewrite (4.2) to get∑
n∈N
n |~an| . (4.3)
By repeating the relevant lines of proof in [IT55, page 251], we can show that the
sufficient condition is as follows ∑
n∈N
n log(n)|an|.
Indeed, by (2.5), we have
∑
n∈N
n |~an| =
∑
n∈N
n
∣∣∣∣∣∣∣
∑
k∈N
k−n=odd
ak
(
1
k + n
+
1
n− k
)∣∣∣∣∣∣∣
=
∑
n∈N
n
∣∣∣∣∣∣∣
∑
k∈N
k−n=odd
ak
(
1
k + n
+
1
n− k
−
2
n
)∣∣∣∣∣∣∣
=
∑
n∈N
n
∣∣∣∣∣∣∣
∑
k∈N
k−n=odd
k2ak
n(n+ k)(n− k)
∣∣∣∣∣∣∣
=
∑
n∈N
n
 ∑
k=1,...,n−1
k−n=odd
k2|ak|
n(n + k)(n− k)
+
∑
k=n,...,∞
k−n=odd
k2|ak|
n(n + k)(k − n)

=M +N,
where we used the fact that f(0) = f(π) implies that∑
n∈N
an =
∑
n∈N
(−1)nan = 0.
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Then we have
M =
n−1∑
k=1
k2|ak|
∞∑
n=k
1
(n+ k)(n− k)
≤
n−1∑
k=1
k2|ak|
(
2k∑
n=k
1
n(n− k)
+
∞∑
n=2k+1
2
n2
)
≤ C
n−1∑
k=1
k|ak| log(k).
And for N analogously, we get
N =
∞∑
k=1
k2|ak|
k∑
n=1
1
(n+ k)(n− k)
≤
∞∑
k=1
k2|ak|
 [ k2 ]∑
n=1
1
k − n
+
k−1∑
n=[ k
2
]+1
1
k − n

≤ C
∞∑
k=1
k|ak|(log k + log k).
This completes the proof. 
Proof of Theorem 3.2. Every Lie group homomorphism gives rise to a Lie algebra
homomorphism. The converse is true since G is simply connected. In particular, for
every π ∈ Ĝ, we have
π(eiH) = eidπ(H), (4.4)
where H ∈ t. Let {H1, . . . , Hl} in H
t ∋ H ←→ (t1, . . . , tl) : H =
l∑
k=1
tkHk. (4.5)
By (4.4) and (4.5), we have
π(e
i
l∑
k=1
tkHk
) = e
i
l∑
k=1
tkdπ(Hk)
. (4.6)
It can be proven that matrices dπ(Hk) can be diagonalised in the representation space
of each π ∈ Ĝ
dπ(Hk) = diag(µ1, . . . , µs) (4.7)
with the same {µ1, . . . , µs} ⊂ Z
l from the weight diagram. We have
l∑
k=1
tkdπ(Hk) =

l∑
k=1
tkµ
k
1
. . .
l∑
k=1
tkµ
k
s
 . (4.8)
By definition, we have
f̂(π) =
∫
G
f(u)π(u)∗ du. (4.9)
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Since f and π(u)mm are central functions for m = 1, . . . , dπ, the application of Weyl’s
integral formula (3.5) yields
f̂(π)mm =
1
|W |
∫
Tl
f(t)π(t)mm∆
2(t) dt. (4.10)
By (4.7) and (4.6), we get
π(t)mm = e
iµm·t. (4.11)
It can be easily shown that
∆(t) =
∏
α∈R+
(ei(α,H) + e−i(α,H) − 2), (4.12)
where R+ are the positive roots associated with G. Thus, using expansion (3.7),(4.11)
and (4.12), we obtain
f̂(π)mm =
∫
Tl
∑
k∈Zl
ake
2πi(k,t)e−2πi(µm,t)∆2(t) dt. (4.13)
Since the Weyl group W is finite, the last sum can be represented as follows
f̂(π)mm =
ν∑
k=1
ak∆̂2(k − πmm). (4.14)
By the assumption, f is even function (see Definition 3.4). Then its Fourier coeffi-
cients f̂(π) are self-adjoint operators (Proposition 3.3)
f̂(π)∗ = f̂(π).
Therefore, we have
‖f̂(π)‖S1(Hpi) =
dpi∑
m=1
|f̂(π)mm|. (4.15)
By definition, we have
‖f̂‖ℓ1
sch
(Ĝ) =
∑
π∈Ĝ
dπ‖f̂(π)‖S1(Hpi) =
∑
π∈Ĝ
dπ
dpi∑
m=1
∣∣∣∣∣
v∑
j=1
aj∆̂2(πmm − j)
∣∣∣∣∣ . (4.16)
This completes the proof. 
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