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As climate change has been of great concern worldwide for many years, addressing global climate
challenges is the most significant task for humanity. Thus, the Group on Earth Observations (GEO) has
launched initiatives across multiple societal benefit areas (agriculture, biodiversity, climate, disasters,
ecosystems, energy, health, water, and weather), such as the Global Forest Observations Initiative,
the GEO Carbon and greenhouse gas (GHG) Initiative, the GEO Biodiversity Observation Network,
the GEO Blue Planet, and so on. Related topics have been addressed and deliberated throughout
the world.
Remote sensing has become an indispensable tool for monitoring the environment. Recent
advances in satellite remote sensor technology and retrieval algorithms have advanced climate studies,
observations of land, oceans, and the atmosphere. The monograph "Earth Observations for Addressing
Global Challenges" presents results of recent research concerning innovative techniques and approaches
based on remote sensing data, the acquisition of Earth observations, and their applications in the
contemporary practice of sustainable development.
There are two review papers in this monograph; both are related to the European H2020
Operational Network of Individual Observation Nodes (ONION) project. The aim of the paper by
Lancheros et al. [1] is to identify the technological opportunity areas to complement the Copernicus
space infrastructure in the horizon 2020–2030 for polar region monitoring, which is assessed through of
comprehensive end-user need and data gap analysis. They reviewed the top ten use cases, identifying
20 measurements with gaps and 13 potential EO technologies to cover the gaps identified, and found
that the top priority is the observation of polar region to support sustainable and safe commercial
activities and the preservation of the environment.
The same authors further presented a review paper [2] for an optimal payload selection based
on the ability to cover the observation needs of the Copernicus system in the time period 2020–2030.
Payload selection is constrained by the variables that can be measured, the power consumption, weight
of the instrument, and the required accuracy, and spatial resolution. They conclude that the most
relevant payloads capable of filling the measurements gaps are: Global Navigation Satellite Systems
(GNSS) -R at 10 km spatial resolution; X-band imaging Synthetic Aperture Radar (SAR) at 1 km
spatial resolution; and multispectral optical instrument with bands in the visible (VIS) (10 m of spatial
resolution), near infrared (NIR) (10 m), medium wavelength infrared (MWIR) (1 km), and thermal
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infrared (TIR) (1 km); and the high temporal resolution of one hour required can only be achieved if a
sufficiently large number of space crafts are used.
For the climate change issue, snow albedo feedback is one of the most crucial feedback processes
that control equilibrium climate sensitivity, which is a central parameter for better prediction of future
climate change. Xiao et al. [3] used remote sensing data to quantify snow albedo radiative forcing
and its feedback, and found that the strongest radiative forcing is located north of 30◦N. They also
demonstrated three improvements in the study, which were: determining the snow albedo with
high spatial and temporal resolution satellite-based data; providing the accurate data for model
parameterization; and effectively reducing the uncertainty of snow albedo feedback.
Thanh Hoan et al. [4] investigated the land surface thermal signatures among different land-use
types in Hanoi. The surface urban heat island (SUHI) that characterizes the consequences of the UHI
effect was also studied and quantified. The SUHI is newly defined as the magnitude of temperature
differentials between any two land-use types (a more general way than that typically proposed in the
literature), including urban and suburban. Relationships between main land-use types in terms of
composition, percentage coverage, surface temperature, and SUHI in inner Hanoi in the recent two
years 2016 and 2017 were examined. High correlations were found between the percentage coverage
of the land-use types and the land surface temperature (LST). A regression model for estimating the
intensity of SUHI from the Landsat 8 imagery was derived. It was demonstrated that the function
of the vegetation to lower the LST in a hot environment is evident. Results suggest that the newly
developed model provides an opportunity for urban planners and designers to develop measures
for adjusting the LST, and for mitigating the consequent effects of UHIs by managing the land use
composition and percentage coverage of the individual land-use type.
Urban landscapes also affect the formation of convective storms. Thus, the effect of urbanization
on local convections and lightning has been studied very extensively. A long-term study has been
carried out taking cloud-to-ground (CG) lightning data (1998–2012) from Tai-Power Company, and
particulate matter (PM10), sulfur dioxide (SO2) data (2003–2012) from the Environmental Protection
Administration (EPA) of Taiwan, in order to investigate the influence of land use/land cover (LULC)
change through urbanization on CG lightning activity over Taipei taking into account in situ data of
population growth, land use change and mean surface temperature (1965–2010) by Kar and Liou [5].
It was observed that there was an increase of 60%–70% in the flash density over the urban areas
compared to their surroundings. The spatial distribution of the CG lightning flashes follows closely
the shape of the Taipei city heat island, thereby supporting the thermal hypothesis. The PM10 and SO2
concentrations showed a positive linear correlation with the number of CG flashes, supporting the
aerosol hypothesis. These results indicate that both hypotheses should be considered to explain the
CG lightning enhancements over the urban areas. The results obtained are significant and interesting
and have been explained from the thermodynamic point of view.
The 2015–16 El Niño event was one of the most intense and long-lasting events in the 21st century.
The quantified changes in the trace gases (ozone (O3), carbon monoxide (CO) and water vapor (WV))
in the tropical upper troposphere and lower stratosphere (UTLS) region were delineated using Aura
Microwave Limb Sounder (MLS) and Atmosphere Infrared Radio Sounder (AIRS) satellite observations
from June to December 2015 by Ravindrababu et al. [6]. Prior to reaching its peak intensity of El Niño
2015–16, large anomalies in the trace gases (O3 and CO) were detected in the tropical UTLS region.
A strong decrease in the UTLS (at 100 and 82 hPa) ozone (~200 ppbv) in July-August 2015 was noticed
over the entire equatorial region, followed by large enhancement in the CO (150 ppbv) from September
to November 2015. The enhancement in the CO was more prevalent over the South East Asia (SEA) and
Western Pacific (WP) regions where large anomalies of WV in the lower stratosphere were observed in
December 2015. Dominant positive cold point tropopause temperature (CPT-T) anomalies (~5 K) are
also noticed over the SEA and WP regions from the high-resolution Constellation Observing System
for Meteorology, Ionosphere and Climate (COSMIC) Global Position System (GPS) Radio Occultation
(RO) temperature profiles.
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To improve the accuracy of classification with a small amount of training data, Kim et al. [7]
developed a self-learning approach that defines class labels from sequential patterns using a series
of past land-cover maps. In this approach, by stacking past land-cover maps, unique sequence rule
information from sequential change patterns of land-covers is first generated, and a rule-based class
label image is then prepared for a given time. After the most informative pixels with high uncertainty
are selected from the initial classification, rule-based class labels are assigned to the selected pixels.
These newly labeled pixels are added to training data, which then undergo an iterative classification
process until a stopping criterion is reached. The classification of various crop types in Kansas, USA was
performed utilizing Moderate Resolution Imaging Spectroradiometer (MODIS) normalized difference
vegetation index (NDVI) data sets and cropland data layers (CDLs) from the past five years. From
a practical viewpoint, using three or four CDLs was the best choice for this study area. Based on
these experiment results, the presented approach could be applied effectively to areas with insufficient
training data but access to past land-cover maps. However, further consideration should be given to
select the optimal number of past land-cover maps and reduce the impact of errors of rule-based labels.
Leaf area index (LAI) is a key input for many land surface models, ecological models, and
yield prediction models. In order to make the model simulation and/or prediction more reliable
and applicable, it is crucial to know the characteristics and uncertainties of remotely sensed LAI
products before they become inputs into models. In a study by Li et al. [8], a comparison of four
global remotely sensed LAI products—Global Land Surface Satellite (GLASS), Global LAI Product
of Beijing Normal University (GLOBALBNU), Global LAI Map of Chinese Academy of Sciences
(GLOBMAP), and MODIS LAI, was conducted. Direct validation by comparing the four products to
ground LAI observations both globally and over China demonstrated that GLASS LAI exhibits the
best performance. Comparison of the four products shows that they are generally consistent with each
other; large differences mainly occur in the southern regions of China. LAI difference analysis indicates
that evergreen needleleaf forest (ENF) and woody savannas (SAV) biome types and temperate dry hot
summer, temperate warm summer dry winter, and temperate hot summer no dry season climate types
correspond to high standard deviation, while ENF and grassland (GRA) biome types and temperate
warm summer dry winter and cold dry winter warm summer climate types are responsible for the
large relative standard deviation of the four products.
The Inner Mongolia Autonomous Region (IMAR) is a major source of rivers, catchment areas, and
ecological barriers in the northeast of China, related to the nation’s ecological security and improvement
of the ecological environment. A detailed study of the response of vegetation to different climatic
factors has been conducted by He et al. [9] using the method of grey correlation analysis based on
pixel, the temporal and spatial patterns; trends of enhanced vegetation index (EVI) were analyzed in
the growing season in IMAR from 2000 to 2015 based on MODIS EVI data. Combined with the air
temperature, relative humidity, and precipitation data from the study area, the grey relational analysis
(GRA) method was used to study the time lag of EVI to climate change. It was found that the growth of
vegetation in IMAR generally has the closest relationship with precipitation. The growth of vegetation
does not depend on the change of a single climatic factor. Instead, it is the result of the combined action
of multiple climatic factors and human activities.
Accurate and continuous monitoring of the production of arid ecosystems is of great importance
for global and regional carbon cycle estimation. However, the magnitude of carbon sequestration
in arid regions and its contribution to the global carbon cycle is poorly understood due to the
worldwide paucity of measurements of carbon exchange in arid ecosystems. The MODIS gross
primary productivity (GPP) product provides worldwide high-frequency monitoring of terrestrial
GPP. The study by Wang et al. [10] examined the performance of MODIS-derived GPP by comparing
it with eddy covariance (EC)-observed GPP at different timescales for the main ecosystems in arid
and semi-arid regions of China. It was revealed that the current MODIS GPP model works well
after improving the maximum light-use efficiency (εmax or LUEmax), as well as the temperature
and water-constrained parameters of the main ecosystems in the arid region. Nevertheless, there
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are still large uncertainties surrounding GPP modelling in dryland ecosystems, especially for desert
ecosystems. Further improvements in GPP simulation in dryland ecosystems are needed in future
studies, for example, improvements in remote sensing products and the GPP estimation algorithm,
implementation of data-driven methods, or physiology models.
The diurnal cycle in atmospheric water over Switzerland is analyzed in the study Hocke et al. [11]
using the data from the Tropospheric Water Radiometer (TROWARA). TROWARA is a ground-based
microwave radiometer with an additional infrared channel observing atmospheric water parameters in
Bern, Switzerland. TROWARA measures with nearly all-weather capability during day- and nighttime
with a high temporal resolution (about 10 s). Using the almost complete data set from 2004 to 2016,
this study derives and discusses the diurnal cycles in cloud fraction (CF), integrated liquid water
(ILW), and integrated water vapor (IWV) for different seasons and the annual mean. The diurnal
cycle in rain fraction is also analyzed; it shows an increase of a few percent in the late afternoon hours
during summer.
Combined together in one manuscript, these papers demonstrate a variety of approaches that
satellite remote sensing can offer to address the global challenges of Earth observations. Space
infrastructure and observation needs; land surface thermal signatures, arid ecosystems and snow
albedo; El Niño and the diurnal cycle in atmospheric water; all are essential components to advance
our knowledge about the Earth environment.
Funding: This research received no external funding.
Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: This work was developed as part of the European H2020 ONION (Operational Network of
Individual Observation Nodes) project, aiming at identifying the technological opportunity areas to
complement the Copernicus space infrastructure in the horizon 2020–2030 for polar region monitoring.
The European Earth Observation (EO) infrastructure is assessed through of comprehensive end-user
need and data gap analysis. This review was based on the top 10 use cases, identifying 20
measurements with gaps and 13 potential EO technologies to cover the identified gaps. It was found
that the top priority is the observation of polar regions to support sustainable and safe commercial
activities and the preservation of the environment. Additionally, an analysis of the technological
limitations based on measurement requirements was performed. Finally, this analysis was used for
the basis of the architecture design of a potential polar mission.
Keywords: Earth Observation (EO); satellite; sensors; platform; microwave radiometer; SAR; GNSS-R;
optical sensors; polar; weather; ice; marine
1. Introduction
Copernicus is a program that powers the European Earth Observation (EO) capacity to meet
the user needs and be highly competitive globally. Copernicus addresses six thematic services: land,
marine, atmosphere, climate change, emergency management and security. Each service relies on a
product portfolio that is derived from space and in situ infrastructure. The European Space Agency
(ESA) has developed the space segment, a series of missions called the Sentinels, specifically tailored to
the operational needs of the Copernicus program. Additionally, the Sentinels’ missions are supported
by contributing missions, such as the Earth Explorer missions by the ESA and the Meteorological
Satellites (EUMETSAT) and include missions from European Union (EU) and non-EU member states.
Sentinel-1 is equipped with a C-band Synthetic Aperture Radar (SAR) for land, ocean and
emergency services. This is based on a constellation of two polar orbiting satellites, in the same orbital
plane with a 180◦ orbital phase difference. Currently, Sentinel 1-A and Sentinel 1-B are operational
Remote Sens. 2018, 10, 1098; doi:10.3390/rs10071098 www.mdpi.com/journal/remotesensing7
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satellites, and Sentinel 1-C and Sentinel-1D are future missions to ensure data continuity. The first
Sentinel-1 satellite was Sentinel-1A, and it was launched on 3 April 2014. Sentinel-1B was launched
on 25 April 2016. Sentinel-1C will be launched in 2021 and Sentinel-1D in 2023. Each Sentinel-1 is
expected to have at least seven years of lifetime.
Sentinel-2 is equipped with a Multi-Spectral Imaging (MSI) sensor, to cover the land and
emergency services of Copernicus. Constituted by the A/B/C/D series, at present, there are two
satellites in polar orbit (Sentinel-2A and Sentinel-2B). Sentinel 2-A was launched on 23 June 2015,
and Sentinel 2-B was launched on 7 March 2017. Planned missions to provide data continuity are
Sentinel-2C and Sentinel-2D, which will be launched in 2021 and 2022.
Sentinel-3 is equipped with seven instruments for land- and ocean-monitoring services. The
two multispectral sensors are named the Ocean and Land Color Imager (OLCI) and Sea and Land
Surface Temperature Radiometer (SLSTR). It also has a Synthetic aperture Radar Altimeter (SRAL)
that requires a micro-wave radiometer for water vapor correction, a Doppler Orbitography and
Radio-positioning Integrated by Satellite (DORIS), a Laser Retro-Reflector (LRR) and a GPS receiver
for orbitography correction. It is composed by four satellites series (A/B/C/D), with two operational
polar orbit satellites at the present time. Sentinel-3A and Sentinel-3B were launched on 16 February
2016 and 25 April 2018, respectively. The future Sentinel-3C and Sentinel-3D will be launched in 2023
and 2024.
Sentinel-5p, also known as Sentinel-5 Precursor, is equipped with a Tropospheric Monitoring
Instrument (TROPOMI). This mission brings support for atmospheric services. It is based on a single
satellite in polar orbit, launched on 13 October 2017.
Sentinel-4 and Sentinel-5 are planned as hosted payloads for a mission operated by EUMETSAT,
to ensure the atmospheric and climate change services of Copernicus. Sentinel-4 is a spectrometer
called the Ultra-violet, Visible and Near-infrared sounder (UVN), which will be onboard the Meteosat
Third Generation-Sounder (MTG-S). MTG-S is composed of two series (MTG-S1 and MTG-S2),
in geostationary orbit. MTG-S1 and MTG-S2 are scheduled for launch in 2023 and 2031, respectively.
Sentinel-5 is a sounder called the Ultra-violet, Visible and Near-infrared Sounder (UVNS) onboard
the MetOp-Second Generation (MetOp-SG, with the series A1, A2 and A3), in polar orbit. MetOp-SG
A1/A2/A3 will be launched in 2021, 2028 and 2035, respectively.
Sentinel-6, also called the Joint Altimetry Satellite Oceanography Network-Continuity of Service
(JASON-CS), will be developed and implemented through a partnership between EUMETSAT, ESA,
National Aeronautics and Space Administration (NASA), and National Oceanic and Atmospheric
Administration (NOAA). A radar altimeter package like the one in Sentinel-3 will be equipped in two
Sun-synchronous series satellites (JASON-CS-A and JASON-CS-B) with a seven-year lifetime each.
Currently, the launches of JASON-CS A and B are planned for 2020 and 2025, respectively.
In recent years, European Commission (EC) has led the Horizon 2020 program-supporting mission
aligned with major EU policy priorities. In the context of Copernicus, the priorities are to contribute to
the evolution of its services and to satisfy the end-user needs. The H2020 ONION (Operational Network
of Individual Observation Nodes) project played an important role in defining the technological EO
requirements based on the user needs and future measurement gaps of the Copernicus system in the
horizon 2020–2030. Each use case is linked to a Copernicus service, and they are integrated by a set
of measurements required to fulfil the users’ needs. The measurements are the geophysical product
estimated from satellite acquisitions. The measurements with gaps are the measurements detected
with an observation gap (in terms of spatial resolution, and/or revisit time, and/or accuracy, and/or
temporal continuity, and/or data latency) in the Copernicus space infrastructure in the time period
from 2020–2030. The main objective of the ONION project was to place the user requirements at the
center of the design process, as well as to identify solutions to meet these needs. This project has
helped to understand the challenges for the evolution of the new Copernicus missions.
From the knowledge of the end-user needs, this project has provided an important scientific basis
to address the measurement requirements, the instrumentation and remote sensing technologies that
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have to be explored to cover the next decade of the measurement gaps of the Copernicus system,
where monitoring of the polar regions is an emerging need, with improved revisit time and latency
time for marine weather forecast and sea ice monitoring use cases.
The methodology used in this work is described in Figure 1. First, the top 10 use cases were
ranked according to the end-user needs [1], and end-user requirements were defined [2]. Second,
a database of the future Copernicus instruments and contributing missions was generated to analyze
the measurement gaps in the horizon 2020–2030. The gaps were detected based on the ability of these
sensors to monitor each measurement defined in the use cases. Measurement gaps were analyzed
in terms of the spatial resolution, revisit time, precision and temporal continuity, as well as the data
latency for products requiring near real-time data (Section 2). Based on the results of the gap analysis in
the time frame 2020–2030, monitoring of the polar regions arose as the top emerging need. Accordingly,
Section 3 describes the importance of observing the polar regions. Section 4 presents the potential
instrumentation required to cover the emerging needs, based on the measurement characteristics.
Section 5 presents a discussion based on the limitation of current technologies and the challenges
addressed to next generation of the sensors, to ensure all the measurements with gaps in the polar
region are covered by the Copernicus space segment. Finally, the conclusions are presented.
Figure 1. Methodology applied to define the end-user requirements and measurement gaps.
2. Requirements Specifications and Measurements Gaps
This study focuses on the identification of the EO measurements gaps in the time frame from
2020–2030, to complement the Copernicus space infrastructure, based on the top 10 use cases [1].
These use cases are not satisfied by the existing Copernicus infrastructure, and they were generated
through a quantitative methodology that involved the prioritization of 38 EO data needs (the complete
list of the identified needs with their description is presented in Table 1), 96 products across the
six Copernicus services, 63 stakeholders, 131 measurements and 48 uses cases, which were scored.
The top 10 use cases were defined as (1) marine weather forecast, (2) sea ice monitoring (extent and
thickness), (3) fishing pressure and fish stock assessment, (4) land for infrastructure status assessment,
(5) agriculture and forestry (hydric stress), (6) land for mapping (risk assessment), (7) sea ice melting
emissions, (8) atmosphere for weather forecast, (9) climate for ozone layer and UV and (10) natural
habitat and protected species monitoring.
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Table 1. Description of the identified user needs [1].
Need Name Need Description
Agriculture, Rural Development and
Food Security
Estimates of crop production, water satisfaction index, early
warning of harvest shortfalls.
Air Quality and Atmospheric
Composition The quality of air that one directly breathes at the surface.
Alerting Service Alert of an ongoing crisis.
Animal Migration Maps Track for animal migration.
Assessment of Renewable Energies
Potential
Provide meteorological (cloud, water vapor) and
atmospheric (aerosol, ozone) data; and solar irradiance
maps.
Basic Maps Base layer information with key geographical features.
Biodiversity Assessment
Vegetation indices, information on habitat deterioration,
evolution of vegetation parameters.
Climate Evolution Assess long-term climate evolution.
Climate Forcing Monitoring human-forced climate change.
Climate Policy Development
Informing policy development to protect citizens from
climate-related hazards such as high-impact weather events.
Communication/Reporting
Resources Context/supporting and justifying operations.
Crisis and Damage Mapping Updated (24 h) geographical information.
Emission and Surface Flux
Assessment Anthropogenic emissions, greenhouse gases.
Fish Stock Management Analysis and forecasting of fish stocks.
Forest Resources Assessment Deforestation rates, forest intactness.
In-Field Data Collection Locally-sampled information.
Infrastructure Status Assessment
Roads, railroads, buildings, power lines, pipelines and
others.
Inland Water Management Maps Measure quantity, quality (acidity) and track for algae.
Land Degradation and
Desertification Assessment Degradation risk index, degradation hot spots, etc.
Maintenance information Estimation of the required ship maintenance date
Marine Operations Safety
Oil spill combat, ship routing, weather forecasting, defense,
search and rescue
Mining Focused on information for the mining industry
Mitigation and Adaptation
Improving planning of mitigation and adaptation practices
for key human and societal activities.
Ocean Color Maps Track for algae, bloom, toxicity, “red tide” and acidity.
Oil and Gas Assessment Focused on information retrieval for the oil and gas industry.
On time operation Optimized routing and ship speed.
Ozone Layer and UV Archive and forecast information on ozone layer and UV.
Ports Monitoring Monitoring of ports and facilitate traffic management.
Refugee Support Mapping
Snapshot of temporary settlements and internally-displaced
people.
Ship Positioning Mapping Monitoring ship positions and information.
Situation Mapping After crisis mapping.
Solar Radiation The amount of solar radiation coming to Earth.
Thematic Mapping Focused on the spatial variation of a theme.
Urban and Regional Development Monitoring of settlements, land losses or gain.
Water quality Water quality and pollution both in high seas and coast.
Water Resources Erosion risk maps, average water available for watershed.
Weather Forecast Climate monitoring, ice seasonal forecast.
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These 10 use cases require 75 measurements. The results of the observation gap in the time frame
from 2020–2030 presented 20 measurements with gaps that correspond only to eight use cases (see
Table 2). The marine weather forecast use case has six measurements with gaps; sea ice monitoring
(extent and thickness) involves 13 measurements with gaps; fishing pressure and fish stock assessment
has five measurements with gaps; land for infrastructure status assessment use case will be met by
future Copernicus infrastructure and contributing missions (the measurements require high spatial
resolution with a long revisit time); the agriculture and forestry (hydric stress) use case implies
four measurements with gaps; the land for mapping (risk assessment) use case presents only one
measurement with observation gaps (this measurement is associated with the agriculture and forestry
(hydric stress) use case); the sea ice melting emission use case involves six measurements with gaps
(these measurements are associated with sea ice monitoring (extent and thickness) use case); the
atmosphere for weather forecast use case has only one measurement with gaps, and this measurement
is associated with the marine weather forecast use case; the climate for ozone layer and UV use case
will be satisfied by future Copernicus infrastructure and contributing missions; and natural habitat
and protected species monitoring has only one variable with an observation gap (this measurement is
associated with the agriculture and forestry (hydric stress) use case).
In most cases, each measurement is associated with different use cases. There are four use cases
that involve all the measurements with gaps (marine weather forecast, sea ice monitoring (extent and
thickness), fishing pressure and fish stock assessment and agriculture and forestry (hydric stress)).
In this way, if only four use cases are addressed, they cover all the 20 measurements with gaps. These
four use cases that involve all the measurements are congruent with respect to a recent survey into
the state and the health of the European EO services industry [3], where the results indicated that the
Copernicus data and services do not fully respond to the customer needs. Principally, it reported that
the agriculture, maritime and fishery domains are of major importance for the European EO market.
For these reasons, the next sections focus on the analysis of these four use cases.
Marine weather forecast covers measurements such as wave and wind parameters.
This information is of predominant importance to a wide variety of activities, from tourism to
fishing, oil and gas exploration and exploitation. Results of the measurement gap analysis focused
on “marine weather forecast” showed that revisit time gap to be reduced to 3 h and data latency <1
h. Table 2 shows the Copernicus and contributing missions in the time frame from 2020–2030, which
are capable of measuring the variables defined for the marine weather forecast use case. These future
missions will provide high horizontal spatial resolution for ocean measurements, but the provision
of appropriate sea-state products and the adequacy of EO observations in near- or real-time (<1 h)
are not satisfied. This translates into a system mission that shall support existing and planned EU
infrastructure to reduce the revisit time for “marine weather forecast” use case to 3 h and data latency
to less than 1 h.
The use case “sea ice monitoring” covers a wide range of measurements that are of high relevance
to marine operations and to understand global climate change. This use case requires providing
real-time sea ice data and improving the precision of ice thickness measurements, as well as increasing
the operational monitoring capability of polar regions. On the one hand, the Arctic and Antarctic are the
parts of the globe with better revisit time statistics as most EO missions are in polar Low Earth Orbits
(LEO) and fly over the poles 14–15 times per day. On the other hand, polar regions represent a blind
zone for instruments flying in a geostationary orbit and are poorly covered by some narrow-swath
nadir-pointing instruments such as radar altimeters (e.g., SRAL/Sentinel-3 and Poseidon-4/Sentinel-6).
This means that for instruments in polar LEO orbits (typically Sun-Synchronous Orbits, SSO) with
off-side acquisition capacity, the coverage of the polar regions is limited by the swath of the instrument
and by the number of satellites considered. The latency of the data is also an issue for near real-time
products. Moreover, a very small subset of EU or cooperating missions can provide sea ice thickness,
sea ice type, sea ice concentration, sea ice cover, sea ice drift and extent at the resolutions required by
end-users. Therefore, sea ice monitoring with a short revisit time, short latency time and high spatial
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resolution are the main requirements, the mission shall support sea ice products (e.g., sea ice type,
cover, extent, drift, thickness and iceberg tracking) with a revisit time <3 h and latency time < 1 h [4].
The use case “fishing pressure and fish stock assessment” promises also new prospects for the
system in the maritime domain and would benefit from a reduction in access and revisit times for
the provision of appropriate oceanic conditions (e.g., sea surface temperature, ocean chlorophyll
concentration) and fishing pressure (e.g., vessel tracking). Ocean chlorophyll concentrations are related
to the presence of planktonic life, which is the base of the marine food chain. In this regard, this
parameter brings information on the health and productivity of marine ecosystems. Therefore, these
data are valuable and help to develop strategies for sustainable and productive commercial fishery.
Another important measurement to cover is Sea Surface Temperature (SST) in this time frame.
The SST over polar regions in a global context is essential for climate modeling, weather forecast,
as well as for the fishing and maritime industry. Missions with optical instruments (in the visible
and infrared domains) provide information on the sea surface composition (e.g., ocean chlorophyll
concentration, color dissolved organic matter) and sea surface temperature. One of the main difficulties
of these types of techniques is that they are directly impacted by cloud coverage and depend on solar
illumination conditions. The current Copernicus infrastructure provides about 24–48 h of latency for
those measurements. From the side of contributing missions in geostationary orbits, these provide data
every 30 min (shorter revisit time), but with a coarse resolution of 5 km. Geostationary satellites are
essential in equatorial and mid-latitude areas, but for high latitudes, image distortion and atmospheric
effects are too large for effective use.
In the context of the fishing pressure and fish stock assessment, data on fish farming cages
(density) and vessel’s identity and location (position, speed and direction) are potentially valuable for
emergency and management services. For instance, the provision of these observations will help to
improve ship routing services, offshore operations and search and rescue operations, thus contributing
to marine safety. This type of data can be provided by using an Automatic Identification System
(AIS). The ESA has promoted the use of AIS systems on Satellites (SAT-AIS) [5] through of Advanced
Research in Telecommunications Systems (ARTES) program. In the horizon 2020–2030, only the
NORSAT-2 and Triton-2 missions carrying AIS have been planned [6].
The “agriculture and forestry (hydric stress)” use case is based on methods enabling precision
agriculture, efficient irrigation, fire prevention, forest protection and impacts on hydrological
basins, supporting agronomic research and production, assessment of population food security
and sovereignty and environmental impact evaluation. Soil moisture is a key parameter for the
hydrological cycle, meteorology, climatology and agriculture production. The role of soil moisture
for meteorology lies in the global transfer of water and energy between the Earth’s surface and the
atmosphere. In the agricultural context, the amount of soil moisture is an important element affecting
production and plant growth. Surface soil moisture can be estimated with a high spatial resolution
by the Advanced Scatterometter (ASCAT) on the meteorological Operational (MetOp) mission and
SAR-C on the Sentinel-1. However, the accuracy, revisit time and temporal resolution are insufficient
to meet the user requirements. New developments in the miniaturization of cameras in the visible and
infrared bands with high-resolution data make new techniques available for remote observation of
crops [7,8]. However, for precision agriculture applications, the use of remote sensing can be limited
because of inadequate spatial, temporal and thematic products tailored to the needs of farmers. Future
satellites carrying sensors in the thermal infrared band present coarse spatial and temporal resolutions
and are also limited to clear sky conditions. Due to these limitations, thermal imagery is not useful at
the plot scale for precise irrigation monitoring. There is also an emerging need to consider L-band
microwave radiometers (with high spatial resolution) to support crop condition monitoring.
12
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3. Sea Ice Monitoring and Marine Weather Forecast over Polar Regions as an Emerging Need for
Future Copernicus Missions
Over the past few decades, the polar regions have been subjected to significant changes. Total
sea ice extent has decreased, and it has thinned [11]. Arctic sea ice melts, and it is increasingly
influencing human activities, as some Arctic marine routes have gone from being covered by sea ice to
being navigable during part of the year. In this direction, the Arctic and Northern Ocean have been
considered as interesting areas to extend the commercial operations related to fishing, oil and gas.
As shown in Table 2, 65% of the measurements with gaps correspond to sea ice monitoring, and
marine weather forecasts represent around 30%. Here, there is potential to cover these use cases.
The sea ice monitoring (extent and thickness) and marine weather forecast use cases would benefit
enormously from the improvement of the latency time, revisit time and accuracy. In response to the
end-user needs, instrumentation and remote sensing technologies have to be explored to cover the
future measurement gaps of the Copernicus system. In this way, we focus on EO over polar regions,
where there is a high priority to monitor the previously-mentioned domains.
New remote sensing opportunities will be explored to provide real time data to ensure navigation
safety, to increase the operational monitoring capability on sea ice to understand climate change
and for marine weather forecast information to a wide variety of activities such as fishing, oil and
gas operation. In this direction, the measurements and requirements to cover are detailed in the
next section.
4. Instrumentation and Remote Sensing Technologies Required to Cover the Future
Measurement Gaps over Polar Regions
The measurements with gaps that have been detected are of dominant importance to a wide
variety of activities, from marine traffic, fishery and the environment. Therefore, in this section, these
measurements are analyzed in terms of the available instrument technologies to cover the detected
gaps. Additionally, the operational limitations of the potential instruments are identified from the
viewpoint of measurement requirements. Table 3 summarizes the technologies identified to ensure
that the measurements with gaps are covered. The state of the art of the instrumentation is presented
and the technology limitations from the perspective of the measurement requirements.
4.1. Ocean Surface Currents
This variable presents a gap in the required revisit time. The required revisit time is 3 h, and
the required spatial resolution is 1–25 km, with a speed accuracy of 5 m/s and 10◦ in direction.
A federation of three missions, Sentinel-3 (radar altimeter SRAL) and a specific combination with
a constellation of Global Navigation Satellite Systems-Reflectometry (GNSS-R) instruments [12,13],
microwave radiometer, altimeter radar [14] and SAR on small platforms, could improve the accuracy
and the revisit time efficiently.
4.2. Dominant Wave Direction and Significant Wave Height
These variables can be measured with radar altimeters and SAR. In the time frame 2020–2030,
the instruments capable of measuring these variables are Poseidon-4 (Sentinel-6/JASON), SRAL
(Sentinel-3) and SAR-C (Sentinel-1), but the 3-h revisit time is not satisfied. The current Copernicus
infrastructure delivers about 24–48 h of latency for the corresponding measurements.
4.3. Wind Speed
This variable presents gaps in the revisit time (<3 h) and latency time (<1 h). The required
revisit time is 3 h at 10-km spatial resolution, with an accuracy of 0.5 m/s. Typical resolutions for
microwave radiometer winds are about 25 km [15] or 12.5 km [16] over oceans; the measurement
range is 0–50 m/s [17], and the accuracy is from about 2–10 m/s (depending on the rain flag) [18].
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Microwave radiometers infer wind speed from frequencies near 6.8, 10.7, 19 and 37 GHz. Another
technology that can be used to measure wind speed is SAR. The current Copernicus infrastructure
has a constellation of two SARs, but the revisit time is between one and two days for high latitudes
and the high resolution dataset (1 km) [19]. Another solution is to infer the wind vector using radar
scatterometers, with a 10-km spatial resolution over the oceans.
Table 3. Mapping of the potential technologies to cover measurements with gaps. The technology
limitations from the perspective of the measurement requirements are presented.
Technology Type Measurements Instrument Limitations
GNSS-R
Sea ice thickness a Accuracy (∼20 cm) [12,20]
Dominant wave direction b Coarse spatial resolution (∼25 km) [21]
Wind speed over the sea surface (horizontal) a
Coarse spatial resolution (∼25 km)
Accuracy (2 m /s) [12]
Significant wave height b
Sea ice cover b
ocean surface currents b
No specific limitation [22]
Microwave sounder (50–60 GHz) Atmospheric pressure (over sea surface) c Coarse spatial resolution (20 km, at 400 km altitude) [23]
Microwave radiometer
(X-, K-, Ka-, W-bands)
Wind speed over sea surface (horizontal) b
Sea ice cover b
Sea ice type a
Sea ice drift a
Sea surface temperature a
Coarse spatial resolution (∼25 km) [24]
Accuracy: (1.5-m/s ocean wind speed) [25]
(0.5 K for SST) [25]
(from 10%–20% for sea ice data) [26]
L-band microwave radiometer
Sea ice cover b Coarse spatial resolution
Soil moisture at the surface c Coarse spatial resolution
Sea ice thickness a Accuracy [27,28]
AIS decoder Monitoring system: vessels c No specific limitation [5]
Cloud radar
(oxygen band) Atmospheric pressure (over sea surface)
c Narrow swath (2 km) [29,30]
Radar scatterometer
Wind speed over sea surface (horizontal) c
Sea ice type a
Sea-ice cover a
Accuracy:
Wind speed (<2 m/s) [31]
Radar altimeter (SAR)
Ocean surface currents3
Significant wave height b
Dominant wave direction b
Sea ice type b
Sea ice cover b
Wind speed over sea surface (horizontal) a
Narrow coverage (nadir-pointing)
Long-term analysis and narrow coverage
SAR
Ocean surface currents c
Iceberg tracking c
Sea ice drift c
Sea ice extent c
Sea ice type c
Sea ice cover c
Dominant wave direction b
Dominant wave period b
Significant wave height b
Sea ice thickness a
Wind speed over sea surface a
Narrow coverage (<600 km)
Long-term analysis and narrow coverage [32]
LiDAR Sea ice thickness b




Ocean chlorophyll concentration c
(λ center: 442.5, 490, 510, 560 nm)
Ocean imagery and water leaving radiance c
(λ Centre: 485, 560, 660, 2100 nm)
Color Dissolved Organic Matter (CDOM) c
(λ center: 442.5, 490, 510, 560, 665 nm)
Sea surface temperature c
(λ center: 3.7, 4.05, 8.55, 11, 12 μm)
Sea ice cover a









Sea ice cover c
Sea surface temperature c
Cloud sensitive,
Daylight only
a Marginal relevance; b medium relevance; c high relevance .
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The use of novel techniques using Signals of Opportunity (SoOp), such as those from Direct
Broadcast Satellite (DBS) television signals at the Ku- or X-band [33], can be potentially exploited in the
future to measure precipitation and winds over the sea surface at higher revisit times. These signals
are potentially sensitive to detecting fluctuations of the sea surface roughness and light precipitation.
As compared to GNSS-R systems, the spatial resolution will be better (higher frequency) and the
Signal-to-Noise Ratio (SNR) higher as transmitters transmit more power. In this regard, a receiver of
signals of opportunity at the Ku- or X-band can provide cost benefits and high quality data, but these
techniques have yet to be developed.
4.4. Sea Ice Type
Sea ice type is a critical parameter of marine weather forecast to improve and to understand climate
change. The requirement for this measurement is a 3-h revisit time with 10 km as the spatial resolution.
Previous experiments demonstrated the sensitivity of microwave scatterometers to discriminate sea
ice type [34]. According to the gap detected in the revisit time, this instrument will be evaluated in
conjunction with other solutions such as microwave imagers, SAR and SAR altimeters [35].
4.5. Sea Ice Cover
This variable requires a revisit time of 3 h, with a minimum requirement of 12 km of spatial
resolution and an accuracy of 5%. In the time frame 2020–2030, Sentinel-1 with a C-band SAR and
Sentinel-3 with an SRAL radar altimeter are the Copernicus missions capable of measuring this
variable. At high latitudes, Sentinel-1 presents a revisit time <1 day, and its utilization period is
from 2014–2030. MetOp is a contributing Copernicus mission that can provide sea ice cover data
thanks to the Micro-Wave Imager (MWI, instrument operated by ESA and EUMETSAT), with global
coverage once per day and a spatial resolution of 25 km. The utilization period for MWI is from
2022–2043. The Sentinel-1 and MetOp missions do not meet the 3-h revisit time at a 12-km horizontal
spatial resolution. In this regard, the formulation of potential technologies to measure sea ice cover is
necessary. In this way, microwave radiometers, SAR, SAR altimeters and GNSS-R are technologies
capable of measuring this variable.
Microwave radiometers can measure this variable using the 19.35-, 37- and 90-GHz channels (e.g.,
the Special Sensor Microwave, SSM/I ; the Special Sensor Microwave-imager/sounder, SSMIS, with a
spatial resolution of 25 km) [36]; or the 18.7- and 89-GHz ones (the Advanced Microwave Scanning
Radiometer for Earth Observation System, AMSR-E, with a spatial resolution of 12.5 km) [37]. However,
in order to achieve the high spatial resolution required, the antennae of these instruments should be
enlarged. Currently, dual-polarization GNSS-R has emerged as a promising technique to measure
sea ice cover and thickness. Experiments with the mission TechDemoSat-1 have demonstrated the
capability and high accuracy of this instrument to conduct these types of measurements in [22,38,39].
4.6. Sea Ice Extent
Sea ice extent is an important parameter to understand the global climate. Previous works have
shown that Ku-band scatterometer data are able to measure sea ice extent [40,41]. The required revisit
time is 3 h with 10 km as minimal spatial resolution and 5% accuracy. Scatterometers have a wide swath
and a reduced revisit time, which makes them a valuable technology for this application. However, the
main limitation is the coarse resolution of the data generated by this sensor. In this sense, many studies
have been conducted to develop algorithms to improve the spatial resolution of the data, combining
data from multiple passes of the satellite [42,43] or from different sensors [44] (e.g., microwave imager,
SAR and scatterometer).
4.7. Iceberg Tracking
Iceberg monitoring is important for climate studies and for navigation safety. In the time frame
2020–2030, the Copernicus EO infrastructure to support iceberg tracking will be SAR-C/Sentinel-1,
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SRAL/Sentinel-3 and SRAL/Sentinel-4 (JASON). Contributing Copernicus missions that are capable
of this are ASCAT/MetOp and Scaterometer (SCA) on MetOp-SG. However, these missions are not
enough to meet the user requirements, as iceberg tracking presents a gap in the revisit time (Table 2).
Nowadays, the technologies measuring this parameter are the scatterometer, the SAR and the radar
altimeter (in SAR processing). The main limitation of SAR and altimeters is their narrow swath, long
revisit time and the long time to analyze the data (long latency). Scatterometer data are also valuable
due to their coverage, but they present a coarse spatial resolution. The instruments that will be studied
to cover the gaps in this measurement are SAR, SAR altimeters and microwave scatterometers.
4.8. Sea Ice Drift
Nowadays, the Copernicus Marine Environment Monitoring Service offers daily sea ice drift data
over the Arctic and Antarctic from active (Sentinel-1, ASCAT) and passive microwave sensors (SSM/I,
AMSR-E) and optical passive (the Advanced Very High Resolution Radiometer /3, AVHRR/3). With
the data combined from different sensors, a global dataset of the sea ice drift is obtained with a spatial
resolution of 10 km. The data latency is 5 h. In this regard, the data latency has to be improved down
to <1 h and the revisit time down to <3 h. Potential sensing technologies are: microwave radiometers,
SAR, multispectral optical and microwave scatterometers.
4.9. Sea Ice Thickness
In the time frame from 2020–2030, the sea ice thickness variable presents a gap in the revisit
time (24 h) and in the vertical spatial resolution of 1 cm with 0.1-cm accuracy [2]. Ice thickness
maps with a resolution of 50 km and up to 50–60 cm in thickness are produced with the Microwave
Imaging Radiometer using Aperture Synthesis (MIRAS), L-band microwave radiometer onboard the
Soil Moisture and Ocean Salinity (SMOS) mission of the ESA, with an accuracy mission of 0.5–6 cm [45].
Another technology is the LiDAR altimeter, but its narrow swath and high cost do not compensate its
benefits in terms of the variables with a gap. GNSS-R [39] and SAR [46] technologies also are capable
of measuring this variable.
4.10. Atmospheric Pressure over the Sea Surface
Atmospheric pressure oscillations produce SST variations, and its monitoring provides a better
understanding of the factors disturbing climate variations, contributing to accurate marine weather
forecasts. Microwave radiometers can infer this measurement using several channels in the 50–60-GHz
frequency bands. Among these, future microwave sounders in the time frame from 2020–2030 to
measure the atmospheric pressure over the sea surface are: the Advanced Microwave Sounding
Unit-A (AMSU-A), the Advanced Technology Microwave Sounder (ATMS) and nanosatellites, such
as the Microwave Radiometer Technology Acceleration (MiRaTA) [23], and the Earth Observation
Nanosatellite–MicroWave (EON-MW) missions [23]. AMSU-A is a whisk broom line scanner
instrument in a SSO, with a global coverage of twice per day. It has 14 channels in the oxygen
band (50–60 GHz). It is operated by NOAA, NASA and EUMETSAT, and the utilization period is
from 2006–2024 on MetOp. ATMS on the Join Polar Satellite System (JPSS) is a cross-track scanning
microwave sounder in a Sun-synchronous orbit, with a global coverage of twice per day. It is able to
measure atmospheric pressure (over the sea surface). Its utilization period is from 2018–2021. It is
also operated by NASA, NOAA and EUMETSAT. ATMS is the functional equivalent to AMSU-A with
improved coverage thanks to a swath of 2600 km. The EON-MW mission has been proposed by MIT
Lincoln Laboratory to extend the JPSS. It aims at demonstrating ATMS quality on a low-cost CubeSat
platform in order to mitigate the gaps in weather observations. This mission is scheduled for launch in
2018–2019. The Infrared (IR) sounder/spectrometer also can measure this variable. The IR sounder
on a CubeSat is feasible (6U). A good example of the compact from of this type of sensor is the Earth
Observation Nanosatellite Infrared (EON-IR) on the CIRAS (CubeSat Infrared Atmospheric Sounder)
mission [47]. In this regard, a constellation of microwave sounders or IR sounders as the payload
18
Remote Sens. 2018, 10, 1098
could be considered, in order to cover the low revisit time (<3 h). These data will be complementary
to those obtained by sensors onboard large platforms.
4.11. Sea Surface Temperature
The SST can be measured by microwave radiometer imagers [48] and infrared sounders [47].
Microwave radiometer imagers at frequencies of 6–7 and/or 11 GHz with coarse spatial resolution
can also provide global SST data. Currently, a spatial resolution of 25 km can be achieved using
the microwave imagers’ (Tropical Rainfall Measuring Mission Microwave Imager, or TMI; Wind
Microwave Radiometer, WindSAT; Global precipitation measurement Microwave Imager, GMI;
AMSR-E; and AMSR-2) data fusion technique [24]. Infrared radiometers are capable of measuring this
variable over cloud-free areas with high spatial resolution (1–4 km) using wavelength in the 10–12 μm
range. Microwave radiometers can improve the coverage in polar regions because microwave signals
penetrate the clouds. The challenge is an achievement of a relatively small footprint (<10 km) at low
frequency bands (6.8 GHz).
4.12. Surface Soil Moisture
The soil moisture is a key parameter to understand the water cycle, and in cryosphere regions,
it provides information about the freeze-thaw cycles. Several remote sensing technologies have been
proposed to estimate soil moisture. Two criteria were selected to perform the technology categorization.
The first one is related to the region of the spectrum (optical or microwave). Optical instruments acquire
soil moisture measurements using the Thermal Infrared (TIR). Microwave instruments use signals in
the L-, S- and C-bands. L-band is the main frequency band to acquire soil moisture due to its large
sensitivity and its direct relationship with the soil water content [49]. The second criterion is related to
the way of measuring: passive vs. active microwave instruments.
Microwave sensors do not rely on Sun illumination and are able to work in all weather and
illumination conditions. This particular characteristic is especially important in polar regions that
have long dark periods in winter and where it is cloudy most of the time. This feature also makes
microwave sensors more suitable than optical sensors in this region. Several missions have been
launched with active microwave instruments, which can be grouped into two main families: SAR
and radar scatterometers. Current SAR instruments for the C-band are Sentinel-1A and Sentinel-1B,
RADARSAT-2, the Radar Imaging Satellite-1 (RISAT-1)and Gao Fen-3 (GF-3). They provide dual
polarization and multi-polarization data. Soil moisture estimation by Sentinel-1 is derived from the
Advanced Synthetic Aperture Radar (ASAR) algorithm [50]. Operational SAR sensors in the S-band
are HJ-1A/B/C and in the L-band the one on the Advanced Land Observing Satellite-2 (ALOS-2).
The main limitations of these instruments are: the narrow swath, the dependence on the vegetation
cover and the surface roughness and the speckle noise that makes SAR images appear very noisy. The
main limitation of the SAR system for soil moisture is also the lower accuracy, as compared to passive
microwave data.
The SMOS mission of the ESA was the first satellite dedicated to providing global soil moisture
data [51,52]. SMOS-derived soil moisture products have an accuracy of 0.04 m3/m3 at a spatial
resolution ranging from 35–50 km, as well as a revisit time of 1–3 days. Before SMOS, soil moisture
measurements were performed using passive microwave radiometers [53] at 7 and 10 GHz (AMSR;
AMSR-2; AMSR-E; the Multi-frequency Scanning Microwave Radiometer, MSMR). However, at these
frequencies, soil moisture measurements are more affected by the vegetation cover. On the other
hand, the L-band offers additional advantages such as less atmospheric attenuation than at higher
frequencies and additional smaller water content effects (up to at least 5 kg/m). GNSS-reflectometry
is another potential technology, so far having modest accuracy, that can be implemented even in
CubeSats for soil moisture measurements. Data fusion between microwave radiometry, optical and
SAR can improve the spatial resolution and accuracy of soil moisture measurements, as has been
demonstrated in the SMOS and the Soil Moisture Active-Passive (SMAP) missions [54].
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4.13. Monitoring System: Vessel and Fish Farming Cage Position Tracking
Norsat-2 and Triton-2 are contributing missions under the Advanced Research in
Telecommunications Systems (ARTES) program by ESA. Spaceborne SAR and AIS can also
be considered complementary systems to improve the security and surveillance services for
maritime navigation.
5. Discussion
The aim of this section is to establish the promising technologies and to address the technological
challenges, to ensure they satisfy the measurement requirements for the observation gaps detected
in the Copernicus space segment. As shown in Table 3, the measurements with gaps detected in this
study can be monitored by different types of sensors. According to the state of the art of the potential
payloads to cover the gaps of the Copernicus space infrastructure in 2020–2030, the next generation of
instruments require overcoming challenges and new technological developments in order to meet the
end-user requirements.
GNSS-R is a promising technology to detect surface currents, significant wave height, sea ice
cover, horizontal wind speed, dominant wave direction and sea ice thickness. The advantage of this
technology is that it can process data in real time and onboard, through the use of Delay-Doppler
Mapping (DDM); in this way, the latency time can be improved. However, the next generation of
GNSS-R sensors should improve the spatial resolution to <10 km and the accuracy to <1 cm and
<0.5 m/s, in order to meet the end-user requirements. In this regard, a precise clock module is required
to reduce the errors in the retrieval computation.
For the passive microwave, a spatial resolution of <25 km is feasible by increasing the size of the
antenna and would be suitable on CubeSats, as well as meet the spatial resolution requirement for
atmospheric pressure over the sea surface. Microwave radiometers on small platforms demand the use
of inflatable antennas in order to improve the spatial resolution and meet the end-user requirements,
covering a variety of measurements between sea ice parameters, ocean conditions and sea surface
temperature.
Future cloud radar, radar altimeters, LiDAR and SAR are required to improve the coverage and
adopt the use of a new concept to allow a wide-swath. For the the next generation of scatterometer,
it is imperative to improve the accuracy for horizontal wind speed over the sea surface <0.5 m/s with
a spatial resolution <10 km, in order to meet the user requirements.
Optical sensors (such multispectral, hyperspectral radiometers and spectrometers) can monitor
many variables with gaps, but the data can only be acquired in daylight and clear sky, a limiting factor
for observing polar regions, where it is very often cloudy and the dark period is long. However, they
are a good complement to microwave sensors, where the fusion of data could result in better products
in terms of spatial resolution and accuracy.
6. Conclusions
This work is the first study reviewing the instrument requirements based on the end-users
needs. The gaps of the future European EO spaceborne infrastructure were identified to select the
potential technological areas for complementing and refining the Copernicus infrastructure. The
exploration of the requirements and future European EO technology led to detecting and identifying
the measurements with gaps and the emerging need to monitor the polar regions. Based on these
results, future instruments, services and technology areas to upgrade were identified. Some of the
most important characteristics, from which all the Copernicus services can benefit, are latency time and
lower revisit time. Specifically, reductions of both revisit time from 24 h to 3 h and product delivery in
the marine services from 24–48-h to 1 h would support, e.g., marine services, enabling polar navigation,
enhanced marine real-time weather forecast, oil and gas exploration and oil spill remediation.
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Abstract: An optimal payload selection conducted in the frame of the H2020 ONION project
(id 687490) is presented based on the ability to cover the observation needs of the Copernicus
system in the time period 2020–2030. Payload selection is constrained by the variables that can be
measured, the power consumption, and weight of the instrument, and the required accuracy and
spatial resolution (horizontal or vertical). It involved 20 measurements with observation gaps
according to the user requirements that were detected in the top 10 use cases in the scope of
Copernicus space infrastructure, 9 potential applied technologies, and 39 available commercial
platforms. Additional Earth Observation (EO) infrastructures are proposed to reduce measurements
gaps, based on a weighting system that assigned high relevance for measurements associated to
Marine for Weather Forecast over Polar Regions. This study concludes with a rank and mapping of
the potential technologies and the suitable commercial platforms to cover most of the requirements
of the top ten use cases, analyzing the Marine for Weather Forecast, Sea Ice Monitoring, Fishing
Pressure, and Agriculture and Forestry: Hydric stress as the priority use cases.
Keywords: Earth Observation; satellite; sensors; platform; radiometer; SAR; GNSS-R; VIS/NIR
imager; polar; weather; ice; marine
1. Introduction
The Copernicus system, previously known as Global Monitoring for Environmental Security
(GMES), is a revolutionary program of the European Union (EU) to address the end-user requirements
over six thematic services: Atmosphere, Marine, Land, Climate Change, Emergency Management, and
Security. Copernicus is supported by the space and in situ components. The space segment is based
on a set of Earth Observation (EO) satellites known as the Sentinels and some contributing missions.
Contributing missions with space infrastructure are the Earth Explorer missions [1] operated by the
European Space Agency (ESA), the meteorological missions operated by the European Organization for
the Exploitation of Meteorological Satellites (EUMETSAT), and EO missions operated by the European
Union (EU), third countries, and commercial providers.
Currently, there are seven Sentinels satellites in orbit: Sentinel-1A and Sentinel-1B with C-band
Synthetic Aperture Radar (SAR) for land and ocean observation, Sentinel-2A and Sentinel-2B with
Remote Sens. 2019, 11, 175; doi:10.3390/rs11020175 www.mdpi.com/journal/remotesensing25
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high resolution optical imager called Multi-Spectral Imager (MSI) for land and vegetation observation,
Sentinel-3A and Sentinel-3B with a suite of instruments such as Synthetic Aperture Radar altimeter
(SRAL), and medium resolution optical imager: Ocean and Land Colour Imager (OLCI) and Sea and
Land Surface Temperature Radiometer (SLTR) for ocean and land observation, and Sentinel-5P with
cross-nadir scanning sounder called Tropospheric Monitoring Instrument (TROPOMI) for atmospheric
chemistry and aerosol studies. Future Sentinel missions that will be launched in the next decade are
Sentinel-4 for atmospheric chemistry as hosted payload over Meteosat Third Generation-Sounding
(MTG-S); Sentinel-5 will be launched as hosted payloads over MetOp-Second generation (MetOp SG)
for atmospheric chemistry, aerosol and spectral irradiance studies; and Sentinel-6 will be launched in
a Low Earth Orbit (LEO) inclined over the equator for ocean altimetry as an international program
between ESA, the National Aeronautics and Space Administration (NASA), the National Centre
for Space Studies (CNES), EUMETSAT, and the National Oceanic and Atmospheric Administration
(NOAA). Additionally, the third and fourth units of Sentinel-1C/D, Sentinel-2C/D, and Sentinel-3C/D
will have planned to launch for the continuity of these programs.
At present, Earth Explorer missions are: Soil Moisture and Ocean Salinity (SMOS) launched
on 2 November 2009 for sea surface salinity and soil moisture monitoring; this is considered as
a potential gap because this mission has no continuity; Atmospheric Dynamics Mission—Aeolus
(ADM-AEOLUS) launched on 22 August 2018, with an Atmospheric Laser Doppler Instrument
(ALADIN) for contribution to aerosol observation and wind profile. Future Earth Explorer missions
are: EarthCARE mission with a suite of instruments such as a Atmospheric Lidar (ATLID), Broad-Band
Radiometer (BBR), Cloud Profiling Radar (CPR), and Multi-Spectral Imager (MSI) for cloud, aerosol,
and radiation process studies; Biomass mission with a interferometric and polarimetric P-band SAR for
biomass and glacier topography study; and FLEX mission with a FLORIS instrument for photosynthetic
activity monitoring. Additionally, the ESA has chosen two potential Earth Explorer candidates
missions [2], the Far-infrared Outgoing Radiation Understanding and Monitoring (FORUM) with
measure in the 15–100 micron range, and Sea-Surface Kinematics Multi-scale (SKIM) monitoring with
a multi-beam radar altimeter with a wide swath. These two candidates considered will spend the next
two years being studied thoroughly and only one will be implemented.
State of the art of the meteorological contributing missions of Copernicus are MetOp in Low Earth
Orbit (LEO), and Meteosat Second Generation (MSG) in Geostationary orbit (GEO). For the incoming
decade (2020 to 2030), these programs will have continuity because new missions will be launched
such as Meteosat Third Generation (MTG) and MetOp Second Generation (SG).
For Sentinel expansion, the ESA has identified six possible candidates with phase A/B
under preparation for the expansions to the Copernicus space component [3], such as Sentinel-7
Anthropogenic CO2 monitoring mission, Sentinel-8 High Spatio-Temporal Resolution Land Surface
Temperature (LST) Monitoring Mission (companion to Sentinel-2 C/D), Sentinel-9 with two
components: Polar Ice and Snow Topographic Mission, and Polar Weather payload on a Highly
Elliptical Orbit, and Sentinel-10 with a Hyperspectral Imaging Mission. Other possible candidates for
the expansion of Copernicus are Passive Microwave Imaging Mission, and L-Band SAR mission. In
parallel, a recent study of the Copernicus Market [4] mentioned that the agriculture, ocean monitoring,
oil, and gas are a potential market in terms of Copernicus impact and user benefits. The approach
followed is to identify the user’s needs, identifying the gaps and potential areas for improvement in
the Copernicus EO infrastructure, taking into account the future instruments and missions. This form
could analyse if the plans of the extension of Copernicus support the emergent needs.
The European Commission (EC) has led a revolutionary programme aiming at securing and
exploiting space infrastructure to meet future demands and societal needs. The H2020 Operational
Network of Individual Observation Node (ONION) project identified the main needs of the space
segment infrastructure of the Copernicus system and identified the key technology challenges to
be faced in the future, taking into account the user requirements at the center of the design process.
The ONION project analyzed the user needs and ranked the top 10 use cases [5]. Each use case is
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associated with a Copernicus service, and they are formed by a set of measurements required to meet
the users’ needs. The measurements are the geophysical products derived from satellite observations.
In addition, the measurement gaps and user requirements were identified and defined by the ONION
project (Table 1) [5,6], taking into account if, in the coming decade, the Copernicus and contributing
missions satisfy the user requirements. This work focuses on the identification of the potential sensor
technologies and platforms to meet those needs detected. The capability of the different technologies
is evaluated according to current trends in the design of small satellites. These technologies are
presented in view of the novel developments in spacecraft and sensor miniaturization, reduced power
consumption, measurement requirements, and data quality, in order to cover the user requirements [6],
so as to obtain competitive and cost-effectiveness services.
The 20 measurements with gaps detected [6] in the top ten use cases are: (1) Ocean surface
currents, (2) dominant wave direction, (3) significant wave height, (4) horizontal wind speed over the
sea surface, (5) sea ice type, (6) iceberg tracking, (7) sea ice cover, (8) sea ice extent, (9) sea ice drift, (10)
sea ice thickness, (11) atmospheric pressure over the sea surface, (12) sea surface temperature, (13)
ocean chlorophyll concentration, (14) ocean imagery and water leaving radiance, (15) color dissolved
organic matter, (16) detection of water stress in crops, (17) estimation of crop evapotranspiration, (18)
surface soil moisture, (19) crop growth and condition, and (20) monitoring system vessels. Marine
for Weather Forecast, Sea Ice Monitoring, Fishing Pressure, and Agriculture and Forestry: Hydric
Stress use cases involved all the measurements with observations gaps detected over Copernicus space
infrastructure in the period 2020–2030. The Marine for Weather Forecast, Sea Ice Monitoring, and
Fishing Pressure use cases are ranked as the emerging observation needs. These use cases required
measurements that are of crucial importance for a wide range of activities from maritime traffic, fishery,
environment, food and medicine supply for populations at high latitudes, as well as for oil and gas
operations. Another high priority use case with observation gaps (Table 1) is the Agriculture and
Forestry: Hydric Stress. The key measurements to cover for this use case are important to study the
hydrological cycles, agriculture production, climatology, and meteorology. With the objective to cover
these 20 measurements with gaps, we designed a methodology that focuses on the critical technologies
to complement Copernicus observation gaps.
The methodology applied to select the appropriate sensors and platforms is sketched in Figure 1.
First, a survey of the commercial small platform capabilities is presented in terms of mass, payload
power, communications, pointing knowledge, and control. Second, the state-of-the-art sensors in terms
of mass, power consumption, swath, and data rate is presented. Each sensor or technology is then
studied to cover the observation gaps. Based on the survey of the instrument capabilities and data
quality, a summary of the existing, and emerging in EO sensors is given, including the scientific and
technological limitations in terms of spatial resolution, accuracy, and swath. Within these bounds,
the potential instruments are selected according to the available commercial small platforms. The
reference instruments are evaluated based on the variables with gaps that can be measured using a
scoring method. This scoring method assigns a high score to the sensors that present lower power
consumption, lower mass, and high data quality (better accuracy, smaller spatial resolution, and/or
wider coverage). Finally, the most relevant instrument technologies compatible with small platforms
are identified to complement the existing Copernicus Services for the selected use cases.
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Figure 1. Design process to select payload and platform according to the requirements.
2. Survey of Commercial Small Platforms
This section presents the results of a comprehensive survey of commercial Low Earth Orbit (LEO)
small platforms for EO, in order to properly select the platforms for each technology. To do this, the
capabilities and limitations of the small commercial buses are taken into account. A total of forty-two
commercial platforms from eighteen different companies have been identified, and their information
has been compiled from company websites and conferences proceedings (Appendix A).
These small platforms cover a wide range of payload mass and power. They are categorized
into three groups nano-, micro-, and mini-satellites. Table 2 summarizes their typical parameters.
These platforms support payload masses from 1 kg to 600 kg [9], payload powers (orbital, average)
from 1 W to 1500 W [10], downlink up 15 Mbps (S-band) [11], 100 Mbps (X-band) [12], and 1.2 Gbps
(K-band) [13]. In this context, the recent evolution of the capability of micro- and mini-class platforms,
and the payload miniaturization have demonstrated being a true competitor of large spacecrafts for
some applications. Table 3 summarizes the capabilities of CubeSat EO platforms (3U, 6U, and 27U).
Nanosatellites are now becoming popular thanks to the CubeSat standard. Typical CubeSat missions
can be implemented in 1 to 3 years, with typical budgets from 200 K to 1 M $ USD, including launch.
On the other side, ESA has promoted the development of a generic Small Geostationary
Platform [14] (SmallGEO or SGEO) industrialized by OHB [15]. This flexible and modular platform
has a lifetime of up to 15 years, a payload mass of up to 400 kg, and a payload power of up to 4 kW [16].
This platform was originally proposed to help European industries in the commercial telecom satellite
market. However, the Earth Observation domain can also benefit from the capability of this platform
in terms of available power and payload mass. In this way, an analysis of the EO technologies that are
appropriate for use in small platforms is conducted in the next section.










Nano <10 ≤3 [17] ≤15 [11,18] ≤15 Mbps [19]
Micro 10–100 ≤54 [20] ≤150 [21] ≤160 Mbps [22]
Mini 100–1000 ≤600 [9] ≤1500 [10] ≤1.2 Gbps [13]
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3U 10 × 10 × 30 <3 ≤15 ≤15 Mbps [17]
6U 10 × 20 × 30 <12 ≤20 ≤15 Mbps [23]
27U 30 × 30 × 30 <50 ≤90 ≤100 Mbps [20]
3. Survey of Earth Observation Sensors and Measurements Requirements to Cover the Future
Gaps on Copernicus
EO satellites have revolutionized the study of the environment, and are contributing to a more
rational use of the natural resources, and environmental protection. The applications of the data
supplied by these systems are enormous: disaster monitoring, weather forecast, maritime safety, marine
resources monitoring, forestry, vegetation state, water cycle, energy budget, pollution control, water
quality, climate change, and security; using radars, microwave and optical/IR radiometers, optical
imagers or scanners. Table 4 presents the generic classification of the remote sensors. Instruments
are classified in the following four categories: active or passive, either microwave or optical. Optical
sensors measure the signals received around the visible part of the spectrum, from the Ultra-Violet (UV)
to the Thermal Infrared (TIR). Microwave sensors use the signals in the microwave and millimetre-wave
parts of the spectrum, typically from 1 GHz to 1 THz. Passive systems are based on the collection of
the electromagnetic waves that are emitted/scattered by external sources, such as the Sun or other
bodies. On the other hand, active systems such as radars and lidars, transmit an electromagnetic wave,
either radio or laser, and measure the scattered/reflected signal from the Earth’s surface or atmosphere.
Microwave sensors do not rely on the Sun as source of illumination. These particular characteristics
are especially important in Polar Regions that have extended dark periods in winter. In addition,
microwaves are mostly unaffected by the cloud cover, except in some specific bands. This feature
makes microwave sensors more suitable than optical sensors in these regions.
This section presents a survey of the selected EO technologies. In order to identify the potential EO
sensors to improve the Copernicus space infrastructure, EO technologies are analyzed in depth based
on the measurements with identified gaps, and the technological limitations. A total of 77 instruments
have been surveyed, and their parameters (mass, power consumption, spatial resolution, swath,
frequency bands, aperture, and orbit altitude) have been compiled from the Observing Systems
Capability Analysis and Review (OSCAR) Tool [24], the Earth Observation Portal Directory [25], and
companies websites (Appendix B). The best instruments in terms of data quality and suitable for the
small platform are identified for each technology.










Signals of Opportunity (SoOp)
• GNSS-R a










a multi-static radar using satellite navigation signals of opportunity (SoOp). b e.g., Direct Broadcast Satellite
(DBS) television at Ku-band or X-band.
31
Remote Sens. 2019, 11, 175
3.1. Passive Microwave
3.1.1. Microwave Imagers (MWIm)
The main applications of Microwave Imagers (MWIm) are atmospheric (X, K, Ka, and milimiter
waves bands), oceanographic (C, X, K, and Ka bands), vegetation and soil moisture monitoring (P, L,
S, C and X bands). High frequency microwave radiometers are particularly well suited for small
platforms because of the antenna size constraints. These types of instruments can measure: wind
speed [26,27], sea ice thickness [28,29], and sea ice cover [30], among other variables. Table A4 presents
the features of some microwave radiometers, in terms of frequency bands, spatial resolution, antenna
size, swath, mass, power consumption, and data rate. Assuming only one payload per platform,
the affordable platforms (nano, micro, mini, and large) for the instruments are identified according
to the power and mass requirements. This information is valuable in order to choose the potential
instruments that will complement the Copernicus Space segment, trying to make them compatible
with the smallest possible platforms, while fulfilling the user requirements. The measurement gaps
that can be covered with this technology are: horizontal wind speed over the sea surface (MWIm with
channels around 7, 10, 19, 37 GHz or 19 and 37 GHz), sea ice monitoring (cover, type, drift, MWIm with
channels around 7, 10, 19, 37, and 90 GHz), sea ice thickness (MWIm with channels around 1.4 GHz),
soil moisture (MWI with channels around 1.4 GHz, or 7 GHz, or 11 GHz), and sea surface temperature
(MWIm with channels around 7 and/or 10 GHz).
According to Table A4, two microwave imagers capable of measuring the variables with gaps
have been identified. These are selected because they are suitable for small platforms and present good
data quality, to cover the user requirements.
• A Tropical Rainfall Measuring Mission Microwave Imager (TMI) like instrument is capable of
measuring wind speed (at 10.65, 19.35 and 37 GHz), sea ice cover (at 19.35, 37, and 85.5 GHz), and
sea surface temperature (at 10.65 GHz). Modified versions of TMI for micro- or mini-platforms
achieving a 10 km spatial resolution using an aperture size (inflatable antenna) of 3.4 m @
10.65 GHz from 600 km height will suit LEO polar Sun-Synchronous Orbit (SSO, ∼14 orbits/day)
reducing the revisit time to 3 h in the Polar Regions. The required number of satellites was
optimized in [31].
• The available L-Band microwave sensors, such as Microwave Imaging Radiometer using Aperture
Synthesis (MIRAS) and Soil Moisture Active-Passive (SMAP) are suitable for mini-platforms.
L-band microwave radiometers are capable of measuring the variables with the detected gaps,
such as sea ice thickness and soil moisture. Sea ice thickness presents gaps in the revisit and
latency times. The revisit time required is 24 h, and a latency time of 1 h. Surface soil moisture
monitoring presents gaps in the accuracy 0.01 m3/m3 and the latency time 1 h.
3.1.2. Microwave Sounders (MWS)
In the last few years, intensive work has been conducted to develop missions to prove the feasibility
of using microwave sounders on nano-platforms, such as MicroMas [32], and the Earth Observing
Nanosatellite-Microwave (EON-MW) [33]. The measurement with gaps that can be analyzed with this
technology is the atmospheric pressure over the sea surface.
Table A5 presents a survey of the representative current and future missions with microwave
sounders capable of measuring the atmospheric pressure over the sea surface. The gaps for this
variable are the revisit and the latency times. To fill these gaps, a constellation of microwave sounders
based on CubeSats missions could observe fast weather phenomena requiring high revisit time (3 h or
less). A good example of CubeSat mission is EON-MW. The payload is a dual-reflector radiometer
with a mass of 4 kg, an antenna size of 11 cm, and spatial resolution of 30 km on altitude of 600 km at
54 GHz.
32
Remote Sens. 2019, 11, 175
3.1.3. Signals of Opportunity (SoOp): GNSS-R, and Receiver of SoOp
The utmost sensors used for oceanography (SARs and radar altimeters) have features that make
them difficult to board on nano-satellites, most notably the power requirements, and the antenna size.
An attractive option to explore the sea surface topography is the use of reflected Global Navigation
Satellite Systems (GNSS) signals [34,35]. GNSS reflectometry is a favourable technique to perform
some ocean measurements with small satellites [36]. The advantage of this technique is the capability
to operate in all-weather conditions with a spatial resolution of ∼25 km. In the last two decades, a big
effort has been made to develop models that prove the feasibility of using GNSS signals, proving to be
successful for sea surface, altimetry measurements [37,38], wind speed [39,40], soil moisture [41–45],
ice thickness [46], ice cover [47], and others. A few characteristics of GNSS-R missions have been
identified and summarized in Table A6.
The current and planned missions using GNSS-R technology are presented in Table A6, such
as TechDemosat-1 (TDS-1) [48], the Cyclone Global Navigation Satellite System (CYGNSS) [36], and
FSSCAT [49,50].
TDS-1 was launched in June 2014 and it includes a GNSS-R payload with a mass of around
1.5 kg and approximately 10 W power consumption . It demonstrated the capabilities of GNSS-R for
low power, low cost, and low mass. This payload measures complete delay-Doppler Maps (DDM)
providing scientific-quality data [51]. The CYGNSS mission takes advantage of a constellation of
eight microsatellites (weighting 17.6 kg) that provide nearly gap-free Earth coverage over Equatorial
regions, with an average revisit time of seven hours and a median revisit time of three hours. CYGNSS
was launched on December 2016. FFSCAT is a tandem mission of two 6U Cubesats (3Cat-5/A and
3Cat-5/B) featuring a hybrid microwave radiometer/GNSS- Reflectometer and a hyperspectral imager.
FSSCAT will be the first nanosatellite mission to complement the Copernicus program [49]. Its main
focus is over Polar Regions, and it will be launched in 2019.
The European Space Agency (ESA) conducted the studies of a space-borne demonstrator called
Passive Reflectometry and Interferometry System In-Orbit Demonstrator (PARIS IoD) [52–54]. PARIS
IoD was later reincarnated into the GEROS experiment on board the International Space Station [55],
but it was never implemented.
Novel techniques using signals of opportunity, such as from Direct Broadcast Satellite (DBS)
television at Ku- or X-bands, can be used to measure precipitation and winds over the sea surface [56],
and these signals are sensitive to detect fluctuations of the sea surface roughness.
In this regard, the SGR-ReSI [57] payload onboard TDS-1 is selected as a possible candidate to
cover the measurements with gaps such as wind speed over the sea surface (horizontal), sea ice cover,
sea ice thickness, and soil moisture [6].
3.1.4. Receiver: Automatic Identification System (AIS)
Although not an EO technique, Automatic identification systems (AIS) could also be a potential
technology for emergency and management for the Copernicus services. AIS is an automatic tracking
system used by ships and vessel traffic services. The AIS is a standardized receiver using two channels
in the maritime VHF band. It has a positioning system with electronic navigation sensors such as
a gyrocompass or rate of turn indicator. The main advantages of this system are the accuraccy of
the position, course, and speed information. Additionally, the International Maritime Organization
(IMO) has normative guidelines to put AIS on board for all passenger ships larger than 300 GT.
Additionally, the latency can be reduced thanks to an update rate of ∼3 min. In addition, it is suitable
for nano-satellites [58] (low size, low power, low weight, and these can be translated into low system
cost) (Table A7).
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3.2. Passive Optical
This type of technology has shown its feasibility for small missions [59,60]. For example, for an
optical instrument in the visible part of the spectrum, with a ground resolution better than 10 m, and
an aperture of 10 cm (CubeSat size), the altitude of the satellite should be less than 500 km.
The data provided by passive optical instruments, from the ultraviolet to the far-infrared
wavelengths can be used for weather forecast, vegetation, atmosphere, ocean and land studies. The
main limitation of optical sensors is that data cannot be acquired in night-time (visible and near infrared
parts of the spectrum) or cloudy conditions, and cloudy weather is very frequent in Polar Regions.
In this manuscript, the classification of optical sensors as radiometer imager and atmospheric
sounders, and its subclassification between multispectral and hyperspectral is studied. Radiometer
imagers measure the intensity of electromagnetic radiation in the visible or infrared bands, and
sounders measure the vertical distribution of atmospheric parameters such as pressure, temperature,
and humidity. Multispectral instrument refers to a maximum number of tens of bands, and
hyperspectral radiometers consist of hundreds of narrow and continuously distributed bands
(10–20 nm).
3.2.1. Radiometer: Multispectral and Hyperspectral
Table A8 presents the features of the available multispectral and hyperspectral radiometers
instruments, in terms of wavelength, spatial resolution, aperture size, swath, mass, power consumption,
and data rate. The variables of interest that can be measured with optical sensors for the Marine for
Weather Forecast, Sea Ice Monitoring, Fishing Pressure, and Agriculture and Forestry: Hydric stress
use cases are the Sea Surface Temperature (SST), atmospheric pressure over the sea surface, ocean
chlorophyll concentration, ocean imagery and weather leaving radiance, Color Dissolved Organic
Matter (CDOM), detection of water in crops, estimation of crop evapotranspiration and the sea
ice cover.
A good example of multispectral radiometer on micro-platform is AVHRR/3 [61] and also has
good performance, and it could support the measurements with detected gaps, such as SST, ocean
chlorophyll concentration, ocean imagery and weather leaving radiance, CDOM, detection of water
in crops, estimation of crop evapotranspiration, sea ice cover, and atmospheric pressure over the sea
surface (it can be inferred through measurements in the infrared band).
3.2.2. Sounder: Multispectral and Hyperspectral
A good example of hyperspectral infrared sounder capable of measuring atmospheric pressure
over the sea surface on CubeSat is EON-IR [62]. This instrument is under development with spatial
resolution comparable to legacy sounders such as Infrared Atmospheric Sounding Interferometer
(IASI), Atmospheric Infra-Red Sounder (AIRS), and Cross-track Infrared Sounder (CrIS).
Table A9 presents the details of the available multispectral and hyperspectral sounders
instruments, in terms of spatial resolution, aperture size, swath, mass, power consumption, and
data rate. For each optical sensor, it classifies (nano-, micro-, mini-, and large-satellite) according to the
payload power and mass that can support the available commercial platforms summarized in Table 2.
3.3. Active Microwave
Several missions have been launched with active microwave instruments that can be grouped
into three main families: Scatterometers, Synthetic Aperture Radars (SAR), and Radar Altimeters
(RA). This section describes the variables of interest that can be measured with satellite-based active
microwave sensors: wind speed, and direction over the sea surface using radar scatterometers, SAR
and SAR altimeters; sea level, significant wave height, wave and wind speed using RA; and dominant
wave direction, significant wave height and sea ice cover by SAR. Then, each variable is presented
with the available active microwave technology, and the new trends of these sensors in small satellites.
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3.3.1. Real Aperture Radar Altimeter
Radar altimeters measure the distance of the Earth’s surface underneath the spacecraft by
measuring the time between transmitting the signal and receiving the echo. Microwave radar altimeters
have been used for a wide range of applications that can be grouped as: (a) geodesy and geophysics,
study the Earth’s shape and size, on the ground as well as on the sea surface [63]; (b) ocean applications
(ocean surface currents, wind speed, significant wave height); (c) ice sheets and sea ice (sea ice
thickness, and glacier topography) [64]; (d) climate (ocean topography and the heat exchange with the
atmosphere); and (e) hydrology.
Nowadays, altimeter constellations on small platforms are deemed important, since they bring
improved temporal resolution, and some ocean phenomena can only be perceived if subject to an
almost continuous observation. At the same time, a shorter revisit time represents an increase in the
spatial coverage and a finer spatial sampling grid. Equally, SSO should be avoided because of the
errors associated with solar tidal effects.
Examples of recent altimetry missions are presented in Table A10. Typical requirements are:
100 W average power consumption, 1.2 m antenna diameter, 61 kg payload mass. The implementation
on nano- platforms for radar altimeters may partially degrade the quality of the measurements.
Additionally, nadir looking altimeters do not provide a wide swath. In this way, constellations of small
satellites embarking a compact nadir altimeter [65] could improve the temporal/spatial sampling and
therefore closing the gap with current planned missions.
3.3.2. Real Aperture Radar Scatterometers
Current and planned scatterometers missions have been identified and are summarized in
Table A11. Earth Observation missions based on scatterometers typically operate at C-, and Ku-bands,
and present spatial resolutions from 10 to 50 km. Current and future contributing missions to
the Copernicus system with radar scatterometer are: ASCAT and SCA, ASCAT/Metop-A/B/C
(2007 to 2021), with global coverage every 1.5 days and 12.5 km spatial resolution for basic sampling,
SCA/Metop-SG-B1/B2/B3 (from 2022 to 2030) with near global coverage every 1.5 days, from 15 to
20 km of spatial resolution with sampling at 6.25 km intervals.
The main variables derived from radar scatterometer data are wind speed and vector over sea
surface [66], but scatterometers are also capable to obtain surface soil moisture indices [67], leaf area
index [68], snow water equivalent, snow cover [69], and sea ice extent measurements [70] Table A11
shows the characteristics of the radar scatterometer. The power consumption of these sensors is in the
range of 210–540 W, and mass is in the range from 260 to 600 kg. According to the requirements of
power consumption, size and mass, this payload can be carried over mini- or large-satellites.
3.3.3. Synthetic Aperture Radar (SAR) Altimeter
SAR altimeter differs from real aperture radar altimeter (conventional) in that it exploits coherent
processing of groups of transmitted pulses, while conventional altimeters is exploited to make the
most efficient use of the power reflected from the surface. The SAR altimeter offers many potential
improvements over conventional altimetry for measurements, since it increases the resolution and
offers multilook processing.
Currently, three mini-satellites are dedicated to altimetry with SAR processing, such as SARAL,
Sentinel-3A, and Sentinel-3B. The planned missions are Sentinel 6 (Jason-CS). Table A12 summarizes
the main characteristics of radar altimeters with SAR processing. Typical requirements are similar
to the conventional altimeters for mini-platform: 100 W average power consumption, 1.2 m antenna
diameter, 63 kg payload mass.
The geophysical variables of interest to analyze with SAR altimeter are ocean surface currents,
significant wave height, dominant wave direction, sea ice cover, sea ice type, sea ice thickness, and
horizontal wind speed over the sea surface.
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3.3.4. Synthetic Aperture Radar (SAR) Imager
Spaceborne SAR imager sensors have been widely used for ocean monitoring (e.g., sea-ice cover,
oil spills monitoring, sea-ice type, wave direction, dominant wave period, sea level, etc.), and land
applications (e.g., soil moisture indices, vegetation monitoring, classification, fire fractional cover,
fraction of vegetation over land, landslides and motion risk assessment, permafrost, and others) to
support the environment management, with resolutions comparable to those of optical systems. The
manufacturing and implementation related to a small SAR satellite mission have opened a market for
a new technology which has recently been developed: the constellations of small SAR satellites, being
the principle of Fractionated and Federated Satellites (FSS) [71], and/or bistatic SARs as companion
satellites (e.g., SAOCOM [72]).
The use of SARs imager in small satellites poses some major challenges, such as the antenna
dimensions and power requirements of the system. Another challenge is how to generate the power
required by this sensor, reducing the transmitted power, resulting in a narrow swath and therefore
increasing the revisit time. In this line, SARs are now feasible in small platforms—for example,
NovaSAR-S [73] and ICEYE’s Synthetic Aperture Radar [74]. NovaSAR-S is a novel platform for small
synthetic aperture Radar (S-band) development by Surrey Satellite Technology Ltd. (Guildford, United
Kingdom), with a mass of 500 kg and peak power of 1.8 kW. The antenna is a microstrip patch phased
array with size of 3 × 1 m. ICEYE’s Synthetic Aperture Radar is a microsatellite developed by ICEYE,
with a satellite mass of 100 kg, and phase array antenna at X-band. According to the frequency band of
the SAR, beyond 2028, there will be no X-band SAR mission in orbit, but there will be L- and C-band
SARs mission (Figure 2). On this subject, the frequency band selected for SAR instrument is X-band, in
order to obtain a smaller instrument and cover the frequency gap.
The geophysical variables of interest to analyze with SAR imager are iceberg tracking, sea ice cover,
sea ice type, sea ice thickness, sea ice drift, sea ice extent, wind speed, ocean surface currents, dominant
wave direction, dominant wave period, wind speed, and significant wave height. Nevertheless, single,
large SAR satellites are not compatible with the requirements of 3 h of revisit time. Constellations
of small SAR Satellites are under development or implementation stages [74]. In contrast, large
SAR Satellites have been in orbit for years. Small SAR satellites can replace large SAR, for some
specific applications requiring medium resolution imagery and smaller areas covered (due to power
limitations). If the frequency band is higher (X-band), the spatial resolution and swath wide can be
adjusted, therefore reducing the size and mass of the system. Table A13 presents a survey of the
representative SAR image missions and classifies each instrument into mini or large according to
capabilities of commercial platforms surveyed in the previous chapter.
Figure 2. Frequency bands of future (2020–2030) European Union (EU) mission carrying Synthetic
Aperture Radar (SAR) imager instruments.
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3.4. Active Optical
Lidar
Active Optical Instruments or Lidars use pulsed laser emissions to measure atmospheric profiles
and Earth surface applications such as vegetation height. Due to the short wavelengths, the laser pulse
propagation through the atmosphere is scattered and attenuated by air molecules and aerosols. On
the Earth’s surface, the vegetation and canopy also cause scattering. A small portion of the scattered
light is sent back to the instrument which collects, and detects it. Subsequently, the electric signal
is digitized through a Lidar signal numerical processing. Over the ocean, the variables that can be
measured with Lidars are sea ice thickness, sea level and ocean dynamic topography.
Lidars can be divided into two broad categories: (i) atmospheric profilers producing also the
total column content for atmospheric composition, i.e., particles layers and key trace gases, and (ii)
altimeters with decimeter to meter accuracy for topography retrieval and canopy vertical distribution.
The objectives of relevant Lidars are:
• Surface topography, ice sheet [75], and canopy [76] (e.g., ICESat-1).
• Climate and Radiation Budget by profiling clouds and aerosols optical and microphysical
properties (e.g., NASA CALIPSO since 2006 [77], and ESA/JAXA EarthCARE [78], to be launched
in 2021).
• Atmospheric dynamics or horizontal winds, (e.g., ESA Atmospheric Dynamic Mission
ADM-Aeolus [79] was launched on 22 August 2018). Lidar instruments present the following
main characteristics:
• Operating wavelengths in the UV, VIS, NIR, and SWIR; possible dual-wavelength, polarimetry,
and two receivers (for Mie and Rayleigh scattering).
• Spatial resolution in the range of 100 m to a few tens of centimeters for LIDAR altimeters.
• Non-scanning, either nadir-viewing or oblique.
Doppler LIDARs generally operate in the UV to track aerosol and air molecules and it are used for
track aerosol and air molecules. Backscatter LIDARs are typically operated at one or two wavelengths
(UV or VIS + NIR), often with amount of polarizations cross-talk into a succession of atmospheric
backscatter measurements (rotatable half-wave plate) to discriminate between spherical and non
spherical particles in the atmosphere, the nadir view brings the capability to measure aerosol profiles,
cloud top height and atmospheric discontinuities, and the multi-beam to perform a large swath. Lidars
altimeter operated at two wavelengths (VIS + NIR) can measure with very high vertical resolution
and horizontal resolution (for sea-ice elevation, and ice boundaries). Differential absorption LIDARs
(DIAL) operate at one wavelength centered on the absorption peak of one trace gas (e.g., O3, H2O and
CO2). The main limitation of this technology is the narrow swath. The variable with a gap that can be
analyzed with Lidar is the sea ice thickness.
Table 5 summarizes all technologies discussed in this section: radiometer imager, radiometer
sounder, GNSS-R, AIS, scatterometers, altimeters, altimeter with SAR processing, SARs imager, Passive
optical and Lidars. The measurements with gaps that can be measured for each technology are
identified. The studied technologies are feasible on small platforms taking into account the survey of
the commercial platform addressed in the previous section. Now, the best technology option needs to
be analyzed, based on the future observations required by the Copernicus space infrastructure.
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Ocean surface currents c
Iceberg tracking c
Sea ice drift c
Sea ice extent c
Sea ice type c
Sea ice cover c
Dominant wave direction b
Dominant wave period b
Significant wave height b
Sea ice thickness a
Wind speed over sea surface a





Ocean chlorophyll concentration c (λ: 442.5, 490, 510, 560 nm)
Ocean imagery and water leaving radiance c (λ: 485, 560, 660, 2100 nm)
Color Dissolved Organic Matter (CDOM) c (λ: 442.5, 490, 510, 560, 665 nm)
Sea surface temperature c (λ: 3.7, 4.05, 8.55, 11, 12 μm)
Sea ice cover a (λ: 640, 1610 nm)
Detection of water stress in crops c




Sea ice cover b
Sounder (IR) Atmospheric pressure over sea surface
c
Sea surface temperature c
Active Lidar Sea ice thickness b
The data relevance of the instrument depends on its ability and limitations to obtain the measurements:
a Marginal relevance; b medium relevance; c high relevance.
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4. Potential Instrument, Suitable Platforms, and Technological Limitations
After the survey of the suitable EO technologies in terms of the spatial resolution, swath, mass
and power consumption, in this section, the suitable small commercial platforms and technological
limitations of the potential sensors are identified. Tables 6 and 7 show the potential technologies
studied in this work, with the suitable platforms and limitations with respect to the needs detected in
the horizon 2020–2030. Platforms are selected according to their capacity to support the instrument
mass and power consumption (available commercial platforms surveyed, Tables A1–A3). Additionally,
it takes in to account the platforms with minor categorization (e.g., nano-, micro-, or mini-platforms),
that satisfy both requirements. Special attention has been paid to the possibility to use new techniques
and smaller platforms, focusing on the quality of the measurements as compared to the ones generated
by full-fledged payloads onboard large spacecrafts. Indeed, since a small platform also means less
volume, mass, power and data rate for the payload, the measurements are usually of reduced quality.
Depending on the mission (i.e., environmental data), this may be compensated by more frequent
data acquisitions (exchange between measurement quality and revisit time), yet to be evaluated on a
case-by-case basis. A brief the potential instruments, suitable platforms, and technological limitations
are explained below:
• GNSS-R (1.4 kg, 12 W) instruments are suitable for nanosatellites (3U or 6U). Table 6 presents
sample available commercial platforms for the SGR-ReSi [57], such as the Endeavour-3U [18]
and the MAI-3000 [17]. Endeavour by Tyvak Nanosatellite Technology Inc. (San Luis Obispo,
CA. United States of America), is a 3U platform with 15 W of average payload power, 3 deg of
pointing control. MAI-3000 by Maryland Aerospace, is a 3U platform with 12 W of payload power
and 3 kg of available payload mass. The main limitation of GNSS-R altimetry data is the poorer
(decimetric) resolution and accuracy (∼20 cm for SSH, and 2 m/s for wind speed) are offset by the
much larger number of simultaneous observations from different specular reflection points [80].
• Another good example are microwave sounders on small-platforms such as EON-MW [33], for
measuring the atmospheric pressure over the sea surface. However, the antenna system must be
redesigned to achieve the spatial resolution required. For a 10 km spatial resolution, at 50 GHz,
the require antenna aperture is 36 cm, from an altitude of 600 km. Table 6 summarizes a list of the
available commercial micro-platforms suitable for this instrument.
• Microwave imagers at X-, K-, Ka-, and W- bands are particularly well suited for implementation
on small platforms (Table 6). TMI is a light instrument suitable for mini-satellites, with X-, K-,
Ka-, and W- bands capable of measuring and covering the gaps for wind speed, sea ice cover,
sea ice type, and sea surface temperature variables. For sea surface temperature, microwave
radiometers improve the coverage in polar regions because of their all weather capabilities.
In order to obtain a spatial resolution of 10 km at 18.7 GHz from 600 km height, a 2.2 m antenna
is required. On the other hand, an SSM/I type of instrument with a modified antenna, could
be implemented in a micro-platform in order to cover wind speed over the sea surface, sea ice
cover, and sea ice measurements, with the required performance. L-band radiometers contribute
to sea ice thickness monitoring, agriculture (soil moisture) and forestry measurements. Those
instruments are suitable for mini-platforms (Table 6). The main limitation is their coarse resolution.
Inflatable antennas must be used to reduce the footprint size, or aperture synthesis techniques
could be implemented [81]. ELiTeBUS 1000 [10] by Thales Alenia Space (Cannes, France) is an
available commercial small-platform suitable for this instrument. ELiTeBUS 1000 is a platform for
Medium Earth Orbit (MEO) and Low Earth Orbit (LEO) orbit with 1000 to 1500 W of available
payload power.
• Scatterometers contribute to the Marine for Weather Forecast and Sea Ice Monitoring use cases.
The instrument taken as a reference is the SCAT on board the CFOSAT mission [25,82], the power
consumption of this sensor is less than 200 W, and the mass less than 200 kg. According to the
power consumption and mass requirements, this payload can be carried on board mini-platforms
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(Table 7). Scatterometers are valuable sensors for wind measurements. However, the main
limitations are the coarse accuracy and spatial resolution of the data. However, their wide swath
and the possibility of scatterometer constellations open the door to improve the accuracy and
spatial resolution, combining the data from multiple passes of different satellites.
• For radar altimeters, the accuracy of the measurements depends on the Pulse Repetition Frequency
(PRF), which is directly driven by the power available on-board to the payload. Since the power
available on-board decreases with solar panel size, the accuracy of the measurements on a small
satellite is also expected to be degraded as compared to that of large satellites. For example, if the
power consumption is reduced by a factor of 4, the PRF is reduced roughly by the same factor,
and the Root-Mean-Square (RMS) error increases by a factor of 2. For the Jason-2 altimeter (power
consumption ∼70 W), a reduction of its power consumption to 1 W, would increase the sensor
error level from 2 cm to ∼16.7 cm, which is actually comparable to GNSS-R [55,82]. It is easy to
understand that the types of products that can be generated with this accuracy are different from
the ones generated with an SRAL radar altimeter, but one must also consider that the number
of radar altimeters with a transmitted power of 1 W that can be manufactured and launched at
the same cost as for a high accuracy radar altimeter is much larger. These few examples illustrate
the fact that the quality and frequency of the measurements have to be considered in the overall
comparison process. In some cases, the concept of operations may partially be compensated
by the degradation of the quality of the individual measurements (e.g., part-time measurement
instead of systematic measurement if the power available on board is the main parameter driving
the performance of the measurement).
• SAR sensors are one of the most effective instruments for ocean, land, and ice observation.
A good example of miniaturization of this technology is the Severjamin-M instrument (Meteor-M
N missions) [83], an X-band SAR with power consumption of 1 kW and a mass of 150 kg, including
the mass of the antenna of 40 kg. The main technological limitation is the narrow swath, but this
could be compensated with a constellation of SAR satellites.
• Optical payloads are characterized in terms of image quality such as the Ground Sampling
Distance (GSD), the Modulation Transfer Function (MTF), and the Signal-to-Noise Ratio (SNR).
To be able to interpret an image (e.g., in the maritime surveillance, the capability to estimate the
type of a boat), the GSD is not sufficient, since a degraded MTF (i.e., blurred image) or a degraded
SNR (noisier image) would prevent it. Ensuring a good MTF and SNR for a given GSD requires a
minimum aperture for the optical instrument, and reducing it below this minimum value will
limit the type of applications. Image quality is also limited by the platform’s attitude control
system, i.e, any jitter in the pointing will blur the image. This has also to be taken into account as
smaller platforms exhibit poorer performances.
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5. Reference Instrument Selection
The main requests of any satellite monitoring mission can be summarized as follows: (1) that
observations are acquired with the required revisit time; (2) preferably in all weather conditions (clouds,
rain, haze, and fog) and in all illumination conditions; (3) with a large swath to reduce the revisit
time; (4) with the required radiometric and spatial resolutions; (5) with low manufacturing and launch
costs, and with minimum deployment time in case of failure; and (6) keeping these parameters in
mind, the reference instruments can be selected. In this way, the identification of instruments is based
on the state-of-the-art at the payload level and the need to fulfill the gaps of the current Copernicus
infrastructure.
Reference instruments and small platforms have been selected in the previous chapter. In this way,
it has as strategy been implemented a significant reduction of the development time and cost, thanks
to the adoption of commercial technologies, but it requires that these have a good performance of the
measurement capabilities. In this regard, the capability of the instrument technologies is evaluated
according to the trends in the design for small satellites. For each instrument, the mass and power
consumption constraints, and data quality (spatial resolution, swath, and accuracy) are taken as a
reference. This chapter evaluates if the instruments selected to meet the requirements (defined in [6])
in terms of spatial resolution and accuracy. Table 8 summarizes the performance requirements over
each instrument:
• SGR-ReSI instrument presents a good performance for sea ice cover [99] because it satisfies
the minimum requirement for spatial resolution and accuracy. For ocean surface currents, and
significant wave height measurements satisfy the minimum requirement of spatial resolution
at 25 km [100]. For other measurements, such as sea ice thickness [46], soil moisture [101], and
wind speed [80] present worse performance than the minimum spatial resolution and accuracy
requirements.
• EON-MW is a satellite project under development and presents an approximate performance that
the Advanced Technology Microwave Sounder (ATMS) [33], in this way, it will be expected that
the instrument satisfies the minimum requirements for accuracy of 5% and spatial resolution at
23 km for atmospheric pressure over sea surface measurements (channel from 50 to 60 GHz).
• MIRAS instrument presents a coarse spatial resolution ∼35 × 50 km for horizontal- and vertical-
polarization. This instrument has an accuracy of 0.04 m3/m3 for soil moisture measurements [102]
that is worse than 0.01 m3/m3 required. For sea ice thickness, the accuracy is worse than the 1 cm
required [103], but it can have an accuracy of 5% for sea ice cover.
• SSM/I using an antenna (inflatable) of 2.2 m from 600 km orbit altitude can obtain a spatial
resolution of 10 km and satisfy the minimal spatial resolution requirement for wind speed, and sea
ice cover measurements. The accuracy for wind speed measurement can be until 1.5 m/s [104],
and for sea ice data from 10% to 20% [105].
• TMI in order to meet the minimal spatial resolution requirement of 10 km (at 10.65 GHz) was
proposed the modification of the aperture size of the antenna at 3.4 m (inflatable antenna). The
accuracy for SST is of 0.5 K [104]. The accuracy is between 10% and 20% for sea ice data [105].
• AVHRR/3 presents a spatial resolution ∼1 km, and computes an accuracy better than 0.1 K [106].
• EON-IR is expected to be better than 0.25 K and present, with spatial resolution at 13.5 km.
• SCAT—the accuracy for wind speed monitoring is 2 m/s, and for sea ice monitoring is 5% .
• SRAL in SAR mode has a spatial resolution of 300 m, the accuracy for wind speed measurements
is of 2 m/s [107]; for significant wave height, the accuracy is between 2 cm to 8 cm [108].
• Severjamin has a spatial resolution from 400 m to 1 km depending on the operation mode can
satisfy many minimal requirements for some measurements.
• GLAS acquires the geophysical variables with a vertical spatial resolution of 10 cm, which does
not satisfy the user requirement for sea ice thickness measurements.
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Soil Moisture at the surface <0.01 m 3/m 3 10 km
Sea ice thickness 1 cm 1 cm (vertical)
Dominant wave direction 10◦ 1–15 km
Wind speed over the sea surface 0.5 m/s 1–10 km
Significant wave height 0.1 m 1–25 km
Sea ice cover 5 % 12 km–10 m
SGR-ReSI [57]






over sea surface 5 % 1–25 km
Soil Moisture
at the surface <0.01 m
3/m 3 10 km
Sea ice thickness 1 cm 1 cm (vertical)
Crop grow & condition - 2 km
MIRAS [25,88]
(L- band)
Sea ice cover 5 % 12 km–10 m
Wind speed
over sea surface 0.5 m/s 1–10 km
Sea ice cover 5 % 12 km–10 m







over sea surface 0.5 m/s 1–10 km
Sea ice cover 5 % 12 km–10 m





(X, K, Ka, W)
Sea surface





water leaving radiance 5% 1 km
Color Dissolved
Organic Mater (CDOM) 5% 1 km
Sea Surface Temperature
(SST) 0.3 K 1–10 km
Detection of water
stress in crops 5% 2–7 m
Estimation of crop
evapotranspiration - 1–10 m
AVHRR/3 [61]
(VIS, NIR, MWIR, TIR)
Sea Ice Cover 5 % 12 km–10 m
CDOM 5% 1 kmCOMIS [24]
(VIS, NIR) Sea Ice Cover 5 % 12 km–10 m
Sea Surface Temperature (SST) 0.3 K 1–10 km
EON-IR Atmospheric pressure over sea surface 5 % 1 km–25 km
Wind speed over the sea surface 0.5 m/s 1–10 km
Sea ice extent 5% 12 km–10 mSCAT [24](Ku-band) Sea ice cover 5 % 12 km–10 m
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Significant wave height 0.1 m 1–25 km
Dominant wave direction 10◦ 1–15 km
Sea ice type 0.25/classes 10 m
Sea ice thickness 1 cm 1 cm (vertical)
Sea ice cover 5 % 12 km–10 m
SRAL[24,25]
(C- & Ku-bands)
Wind speed over the sea








Sea ice extent 5% 12 km–10 m
Sea ice type 0.25/classes 10 m
Sea ice cover 5 % 12 km–10 m
Dominant wave direction 10◦ 1–15 km
Significant wave height 0.1 m 1–25 km
Sea ice thickness 1 cm 1 cm (vertical)
Ocean Imagery and water
leaving radiance 5% 1 km
Severjamin [25,83]
(X-band)
Wind speed over the sea
surface 0.5 m/s 1–10 km
ATLAS [24]
(VIS & NIR) Sea ice thickness 1 cm 1 cm (vertical)
a antenna size of 2.2 m. b antenna size 3.4 m. The background color in the requirements denotes: Green:
Requirement met or is better; Yellow: Minimum requirement met; Red: Have worst performance that the
minimum requirement. The background color in the instrument indicates the platform suitable according
to the power and mass requirements: Very light gray: Nano-platform; Light gray: Micro-platform; Gray:
Mini-Platform.
6. Quantitative Method to Identify the Potential Technologies to Cover the Future
Copernicus Gaps
In order to identify the potential technologies to cover future gaps over Copernicus infrastructure,
a quantitative method has been defined starting from the perspective of the instrument technologies
and the variables with gaps. The analysis is centered on the list of the top 10 use cases and 20 variables
detected with gaps, and the potential instruments which have been proposed in Table 8. A quantitative
method has been applied to rank the technologies suitable to measure the variables with gaps, and
identify which technologies cover most of the requirements. The rank order weights used is based on
the user requirements, and measurements priorities.
A weighting system for the instrument performance parameter has been implemented. First, it
defined the numerical score for each instrument capability based on user requirements (Table 9). Then,
these numerical scores are evaluated for each measurement with gaps and each factor. In this way, the
numerical score for latency is assigned for measurement that required latency time <1 h; for spatial
resolution, a high score is assigned for measurement that required spatial resolution <1 km; for the
revisit time, a high score for geophysical variables that required <3 h is assigned; for accuracy, a high
score for measurements that require accuracy better than the state of the art is assigned. For payload
mass and power consumption, the corresponding score for mini and micro platform is assigned; the
measurement relevance was assigned taking the following:
• High relevance measurements: ocean surface currents, wind speed over sea surface, dominant
wave direction, and significant wave height measurements.
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• Medium relevance measurements: sea ice cover, sea ice type, sea surface temperature, and
atmospheric pressure over the sea surface.
• Low relevance measurements: Ocean chlorophyll concentration, ocean imagery and weather
leaving radiance, CDOM, monitoring system vessels, sea ice extent, sea ice thickness, iceberg
tracking, sea ice drift, estimation of crop evapotranspiration, detection of water stress in crops,
crop grow and conditions.
Then, the weights for each factor (latency, revisit time, spatial resolution, accuracy, payload mass,
payload power, and measurement relevance) are derived by the normalization of the average of the












where i represents each measurement, and j represents each factor. In order to identify the potential
technologies, new numerical scores are assigned based on the instrument capabilities to measure the
variables with gaps and how those meet the user requirements. Instrument attributes are defined
in Table 10. The requirements for the geophysical variables are evaluated in terms of seven criteria
(factors) or instrument capabilities:
• Latency is referred the time to be processed the data to obtain the product.
• Swath is related to the ability of the instrument in order to cover an area, a wide swath indicates
minor revisit time.
• Spatial resolution is evaluated for the reference instruments according to the user requirements
for each measurement.
• Accuracy is a component of the data quality; it is evaluated according to it being closed to the
user requirements for each reference instrument.
• Payload mass is evaluated for each reference instrument, giving priority to the instruments that
are best suited to smaller platforms.
• Payload power is related to the power consumption of the payload; it also brings priority to the
instruments that are best suited to smaller platforms.
• Data relevance is the potential of the sensor to provide the measure based on sensing constraints
(e.g., long time to analyze the data, data limited by cloud cover, and daylight only)
This scoring method assigns a lower score to the technologies that require a large instrument (large
mass and high power consumption), and the technologies that present low data quality (low coverage,
low spatial resolution, high latency, low accuracy, and low relevance for specific measurement). The









where j represents each technology performances’ parameters such as latency, spatial resolution, swath,
accuracy, payload mass, payload power consumption, and data relevance for each potential instrument;
Numericalscore is assigned to each instrument by measurement (0, 1, 2 or 3); and Wk, is the weight
assigned for each factor obtained of Equation (1) (Table 9, second column).
Four critical use cases were evaluated, such as Marine for Weather forecast, Sea Ice Monitoring,
Agriculture and Forestry: Hydric Stress, and Fishing Pressure (Table 11). Subsequently, high, medium,
and low priority measurements were defined and its weights were assigned according to the use case
to evaluate:
47









Latency 19.2% >3 h 2–1 h <1 h















Payload mass 12.8% large mini nano-micro
Payload power
Consumption 12.8% large mini nano-micro
Measurements relevance 10.3% Low Medium High
Table 10. Instrument technologies’ attributes and related numerical scores.
Instrument Capabilities
Numerical Score
0 1 2 3






















Payload mass N/A large mini nano-micro
Payload power
Consumption N/A >150 W 25–150 W ≤25 W
Data relevance N/A Marginal High Primary
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currents H 9.375 M 5.000 L 3.570 M 5.410
Wind speed
over sea surface H 9.375 M 5.000 L 3.570 M 5.410
Dominant wave
direction H 9.375 M 5.000 L 3.570 M 5.410
Significant wave
height H 9.375 M 5.000 L 3.570 M 5.410
Sea Surface




M 6.250 L 2.500 L 3.570 M 5.410
Sea ice cover M 6.250 H 7.500 L 3.570 L 2.700
Sea ice type M 6.250 H 7.500 L 3.570 L 2.700
Sea ice thickness L 3.125 H 7.500 L 3.570 M 5.410
Iceberg tracking L 3.125 H 7.500 L 3.570 M 5.410
Sea ice drift L 3.125 H 7.500 L 3.570 L 2.700
Sea ice extent L 3.125 H 7.500 L 3.570 L 2.700
Surface soil
moisture L 3.125 L 2.500 H 10.710 L 2.700
Ocean chlorophyll




L 3.125 M 5.000 L 3.570 H 8.110
Color dissolved
organic mater L 3.125 L 2.500 L 3.570 H 8.110
Estimation of crop
evapotranspiration L 3.125 L 2.500 H 10.710 L 2.700
Detection of water
stress in crops L 3.125 L 2.500 H 10.710 L 2.700
Crop growth
& condition L 3.125 L 2.500 H 10.710 L 2.700
Monitoring system
vessels L 3.125 M 5.000 L 3.570 H 8.110
Priority level and numerical score: L: Low = 1; M: Medium = 2; H: High = 3.
When the instrument score by measurement is defined, the ranking of the instruments is obtained.





(instrumentscore−by−measurement ∗ Wi). (4)
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Multispectral Radiometer 21.6 23.1 30.1 31.2
Hyperspectral Radiometer 11.2 10.7 19.9 11.8
Hyperspectral . Sounder (IR) 10.6 8.5 6.1 11.4
L-Microwave Radiometer 8.5 10.6 19.4 8.1
Ka, K, W-Microwave Radiometer 19.3 21.6 11.2 10.4
GNSS-R 39.4 29.6 24.8 25.3
X-, Ka, K, W-Microwave Radiometer 21.2 23.7 12.1 14.6
Ka-, U-, D-Microwave Sounder 5.9 2.37 3.4 5.1
Automatic Identification System (AIS) 3.1 5.0 3.6 8.1
Radar Scatterometer 11.9 12.7 6.8 6.8
Lidar 1.04 2.5 1.2 1.8
Synthetic Aperture Radar (SAR) Altimeter 27.9 21.4 12.7 16.3
X-SAR Imager 30.8 32.5 18.23 23.56
In order to evaluate the robustness of the methodology implemented, a sensitivity analysis at 25%
has been performed to estimate the impact of the weights over the ranking of the technologies. Figure 3
shows the same trend in the rank of the technologies by varying randomly 100 times all weights at
the same time for each use case prioritized. In this model, the priority level of the measurements
and the number of measurements that can measure the sensors are the critical parameters to rank
the technologies.
When the priority use case is Marine for Weather Forecast, the key technologies in ranked order are
GNSS-R, X- band SAR imager, and Radar Altimeter with SAR processing (Table 12, columns 1 and 2).
The sensitivity analysis is summarized in Figure 3a. The simultaneously random weights defined a
clear trend in each technology. Columns 1 and 3 of the Table 12 shows the relevant technologies when
selecting the Sea Ice Monitoring use case as the priority. They are X-band SAR, GNSS-R, X-, K-, Ka-,
W-band MWIm, and Radar Altimeter (SAR). Figure 3b presents a similar tendency in the results when
the weights are varying randomly.
The valuable technologies for the Agriculture- Hydric stress use case in ranked order are
Multispectral sensors, GNSS-R, Hyperspectral, and L-band MW; the same distribution has been
found in the sensitivity analysis (Figure 3c). Figure 3d shows the sensitivity analysis of the technology
rank when the Fishing Pressure use case is the priority. The most important technology also is the
Multispectral sensor.
In general, the prioritized list of the main technologies to ensure that the gaps are covered taking
into account the priority level of different use cases in the time frame 2020–2030 are GNSS-R, imaging
X-band SAR, with 1 km of spatial resolution, and Multispectral sensor. GNSS-R provides support to
marine and land services of Copernicus and can collaborate with other technologies to improve the
measurements. SAR can provide several data from the ocean and can collaborate with the land data.
The best ranked optical payload to support multiple services of Copernicus program is a Multispectral
sensor with bands in the VIS (442.5, 485, 490, 510, 560, 640, 660, 665 nm), NIR (1610 nm), MWIR
(3.7, and 4.05 μm) and TIR (8.55, 11, and 12 μm).
50































































































































































































Remote Sens. 2019, 11, 175
7. Conclusions
This study has reviewed the state of the art in EO sensors and platforms and has presented a
methodology to select the best instruments’ technologies and platforms required to complement the
Copernicus system in the time frame 2020–2030. Suitable instruments for small platforms have been
analyzed using several attributes, and they have been ranked using a quantitative scoring method.
Results show that the most relevant payloads capable of filling the measurements gaps are: GNSS-R at
10 km spatial resolution, X-band imaging SAR at 1 km spatial resolution, and multispectral Optical
instrument with bands in the VIS (10 m of spatial resolution), NIR (10 m), MWIR (1 km), and TIR
(1 km).
The high temporal resolution of one hour required can only be achieved if a sufficiently large
number of spacecrafts are used; then, the architecture selection could be analyzed and optimized [31,71].
A distributed or Federated Satellite System (FSS) will help to reduce the temporal gaps. The possibility
to create strategic alliances to establish distributed or federated architectures between different missions
and agencies must be carefully evaluated to safe costs. Federated Satellite System (FSS) concepts
could also be applied to future instrument technologies to cover the gaps, taking into account different
satellites program and space agencies.
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Appendix A
This section presents all the commercial LEO small platforms that have been considered in
the survey with their corresponding references. Then, the commercial platforms are assessed in
terms mass, power consumption, communications, pointing control, and knowledge. Tables A1–A3
summarize each platform and manufacturer with the available capability to support a wide range of
available payload mass and power. These small platforms were categorized into three groups’ nano-,
micro-, and mini- platforms based on the criteria of the International Academy of Astronautics [110].
Nano-satellites have a mass smaller than 10 kg, micro-satellites have a mass between 10 kg and 100 kg,
and mini-satellites have mass in the range from 100 kg to 1000 kg.
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Appendix B
This section presents the sensors that have been considered in the survey with their corresponding
references.The sensors are assessed in terms mass, power consumption, data rate, and orbit altitude.























Active and Passive (SMAP)
[SMAP]
[25,89]











6.8, 10.7, 18.7, 23.8, 37
39 × 71




6.93, 10.65, 18.7, 23.8, 36.5, 50.3, 52.8 and 89
3 × 6








6.93, 7.3, 10.65, 18.7, 23.8, 36.5 and 89
3 × 5















18.7, 23.8, 36.5, 89 and 157
40 × 60
to 6 × 9 0.65 1700 162 153 37 867
GMI (GPM)
[25] 10.65, 18.7, 23.8, 36.5, 89, 166, 183.31
19 × 32




10.65, 19.35, 21.3, 37, 85.5
37 × 63




19.35, 23.235, 37, 85.5
45 × 68
to 11 × 16 0.61 1400 48.5 45 3.3 850
The background color in the table indicates the type of platform suitable for the instrument according to the
power and mass requirements; Light gray: Micro-platform; Gray: Mini-Platform; a 3 arm size; b Resolution
range for standard products.




























(22 channels) 16, 32 and 75 - 2600 75 130 30 824
AMSU-A
(NOAA-15/16/17/18/19,






















44, 23, 7.5 0.11 1000 5 23 50 505
The background color in the table indicates the type of platform suitable for the instrument according to
the power and mass requirements: Very light gray: Nano-platform; Light gray: Micro-platform; Gray:
Mini-Platform; a This instrument has two antennas with different apertures.
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L1 C/A Code (Options: Galileo E1,
GPS L2C, Glonass L1, GPS L5,
Galileo E5)




L1 C/A Code (Options: Galileo E1,
GPS L2C, Glonass L1, GPS L5,
Galileo E5, and QZSS)




L1 C/A Code (Options: Galileo E1) 0.3 ∼350 1.5 >8.0 40 500–550
The background color in the table indicates the type of platform suitable for the instrument according to
the power and mass requirements: Very light gray: Nano-platform; Light gray: Micro-platform; Gray:
Mini-Platform; a Antenna mass doesn’t include.












Triton-2/E-SAIL [97] 100 60 × 60 × 70 cm 100 2018 AIS
Norsat-2/SAT-AIS [97] 1.5 51 × 140 × =168 mm 5 2016 AIS
AISSat [25] 14 1 U 15 2013 AIS
3CAT-4 [113] 9 6U 2 - AIS + VIS/NIR camera
Canx-6 [25] 6.5 2U 5.6 2008 AIS
AISSat 1 [25] 6 - 0.97 2010 AIS
AISSat 2 [25] 6 - 0.97 2014 AIS
ZACube-2 [25] 4 3U - 2017 AIS + imager
AAUSAT-4 [25] 0.88 1U 1.15 2016 AIS
The background color in the table indicates the type of platform suitable for the instrument according to the
power and mass requirements: Very light gray: Nano-platform; Light gray: Micro-platform.
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Altika/SARAL [25] 23.8, 36.5, 35.75 1 10 40 85 43 800
SWIM/CFOSAT [25] 13.58 0.9 - - 120 50 519
Altimeter/SWOT [24] 5.3, 13.58 1.2 25 70 78 22.5 891
Karin*/SWOT [24] 35.75 5 × 0.25 0.05
a
1 b
300 1100 320,000 891
RA-2/Envisat [24,25] 3.2, 13.6 1.5 20 110 161 100 774
SSALT/TOPEX- Poseidon [24,25] 13.65 1.5 25 24 49 - 1336
The background color in the table indicates the type of platform suitable for the instrument according to the
power and mass requirements: light gray: micro-platform; gray: mini-platform. * Interferometry; a Spatial
resolution over land; b Spatial resolution over ocean.




















and 12.5 550 260 215 42 817
RapidScat
(ISS RapidScat) [24] 13.4
50, 25




5.3 17–25 550 600 540 5000 817
SCAT
(CFOSAT) [25,82] 13.256 50, 10 >1000 <70 <200 220 500
WindRAD




1200 - 265 - 836
The background color in the table indicates the type of platform suitable for the instrument according to the
power and mass requirements: gray: mini-platform; black: large-platform.


















SIRAL/Cryosat-2 [24,25] 13.56 1.2
15
0.25 a 70 149 24,000 717
SRAL/Sentinel-3 [24,25] 5.3, 13.58 1.2
20
0.3 a 60 90 12,000 810
Poseidon-4/ Sentinel-6 [24] 5.3, 13.58 -
20
0.3 a 60 90 12,000 1336
The background color in the table indicates the type of platform suitable for the instrument according to the
power and mass requirements: light gray: micro-platform; gray: mini-platform. a Along track resolution (SAR
mode).















L-band SAR/SAOCOM-2 [24] 1.275 10–100 @ 30–320 1500 - 300 620
X-Band SAR/TSX-NG [24] 9.65 1–16 @ 10–100 1230 2400 680 515
SAR/RISAT-1/1A/2 [24] 5.35 1–50 @ 10–220 950 3100 1478 546
C-Band SAR/Sentinel-1 [24] 5.405 9–50 @ 80–400 880 4400 600 693
SAR (CSA)/RADARSAT [24] 5.405 16–100 @ 20–500 705 1650 105 798
SAR RCM/RCM [24] 5.4 3–100 @ 20–500 600 1270 - 592
COSI/KOMPSAT-5 [24] 9.66 1–20 @ 5–100 520 600 310 550
Severjanin-M/Meteor-M N2 [25,83] 9.623 400–1000 @ 600 150 1000 10 830
The background color in the table indicates the type of platform suitable for the instrument according to the
power and mass requirements: Gray: mini-platform; black: large-platform.
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ADM-Aeolus [25] 355 500 840 11 250 50,000 405
ATLID/
EarthCare [25] 354.8 230 320 820 100 100 394
CALIOP/
CALIPSO [25] 532, 1064 156 124 332 30 333 705Backscatter LIDAR
CATS/
ISS CATS [25] 355, 532, 1064 494 1000 2000 30 3500 407
VCL/
DESDynl [24] 1064 225 336 800 1 25,000 400
GEDI-Lidar/
ISS GEDI [24] 1064.5 230 516 2100 25 7000 407
ATLAS/
ICESat-2 [24] 1064 298 300 0.45 0.1 170 478
LIDAR Altimeter
GLAS/




MERLIN [24,25] 1645 32.5 57 150,000 100 0.1 506
The background color in the table indicates the type of platform suitable for the instrument according to the
power and mass requirements: gray: mini-platform; black: large-platform.
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Abstract: Snow albedo feedback is one of the most crucial feedback processes that control equilibrium
climate sensitivity, which is a central parameter for better prediction of future climate change.
However, persistent large discrepancies and uncertainties are found in snow albedo feedback
estimations. Remotely sensed snow cover products, atmospheric reanalysis data and radiative
kernel data are used in this study to quantify snow albedo radiative forcing and its feedback
on both hemispheric and global scales during 2003–2016. The strongest snow albedo radiative
forcing is located north of 30◦N, apart from Antarctica. In general, it has large monthly variation
and peaks in spring. Snow albedo feedback is estimated to be 0.18 ± 0.08 W·m−2·◦C−1 and
0.04 ± 0.02 W·m−2·◦C−1 on hemispheric and global scales, respectively. Compared to previous
studies, this paper focuses specifically on quantifying snow albedo feedback and demonstrates three
improvements: (1) used high spatial and temporal resolution satellite-based snow cover data to
determine the areas of snow albedo radiative forcing and feedback; (2) provided detailed information
for model parameterization by using the results from (1), together with accurate description of snow
cover change and constrained snow albedo and snow-free albedo data; and (3) effectively reduced the
uncertainty of snow albedo feedback and increased its confidence level through the block bootstrap
test. Our results of snow albedo feedback agreed well with other partially observation-based studies
and indicate that the 25 Coupled Model Intercomparison Project Phase 5 (CMIP5) models might have
overestimated the snow albedo feedback, largely due to the overestimation of surface albedo change
between snow-covered and snow-free surface in these models.
Keywords: snow albedo radiative forcing; snow albedo feedback; radiative kernel; remote sensing
1. Introduction
The globally averaged surface temperature has increased by 0.85 ◦C over the period of
1880–2012 [1], with particularly strong warming signals appearing at high northern latitudes [2–4].
This is known as the Arctic amplification [5–7]. One of the main contributions to the amplified warming
is perhaps the positive surface albedo feedback [8–10], primarily snow and ice albedo feedback. The ice,
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specifically, refers to bare ice, melting ice (mainly includes sea ice, glaciers and ice caps), snow-covered
ice, open water, etc. [1]. In the warming climate, the decreasing snow cover (ice) extent and snow (ice)
depth are leading to a less reflective planet that absorbs more solar radiation, and thus warming the
earth further [11,12].
Climate feedback variables are valuable indicators of climate change due to their sensitivity to
temperature. Specifically, a central task of climate change research is to quantify the Equilibrium
Climate Sensitivity (ECS, [13–15]), which refers to the equilibrium change in annual mean surface
temperature with a doubling of the atmospheric equivalent carbon dioxide concentration [16–18].
However, no agreement has been reached on the magnitude of the ECS [19], and the large uncertainty
in the ECS is primarily attributed to the inaccurate estimation of individual feedbacks [20–22].
Models are useful tools for climate feedback study for their capability of long-term simulation.
Energy balance models were first used mainly for the recognition of feedback mechanisms and dynamic
processes [23–25]. Later on, General Circulation Models (GCMs) were widely used to investigate
whether variables act as positive or negative feedbacks and the magnitude of each feedback [26–28].
In recent development, the Atmosphere–Ocean General Circulation Models (AOGCMs) make it
possible for more detailed and comprehensive estimation of individual feedbacks [17,29,30]. However,
feedback estimations from model simulations are still associated with large uncertainties, i.e., fivefold
intermodel difference on surface albedo feedback was reported in the Fourth Assessment Report (AR4)
of Intergovernmental Panel on Climate Change (IPCC) models [31]. Such uncertainty remains in
IPCC AR5 [1,32].
Observation-based research has also made its contribution to feedback assessment, with more
realistic representation of the climate from observations. For example, Flanner et al. found that
the Coupled Model Intercomparison Project Phase 3 (CMIP3) models underestimated the snow
and ice albedo feedback in Northern Hemisphere, as compared with results based on satellite
observations of the Extended Advanced Very High Resolution Radiometer Polar Pathfinder (APP)
product and Moderate Resolution Imaging Spectroradiometer (MODIS) data [33]. Fletcher et al.
showed that the modeled average snow albedo feedback in the CMIP3 models was slightly larger
than satellite observations [34]. Dessler reported an agreement on both global average and spatial
pattern between model results and individual feedbacks that were calculated based on reanalysis
data of ERA-Interim [35] and Modern-Era Retrospective Analysis for Research and Applications
(MERRA, [36]) [37]. However, problems also exist in observation-based results. For example, the
coarse resolution of observational data would either temporally or spatially smooth the feedbacks,
especially in snowmelt seasons [38,39].
Due to the fact that large differences and uncertainties remain in snow albedo feedback
assessments, an effective way to improve its accuracy is to use observation-based results to constrain
model assessments [1]. Nonetheless, most snow albedo feedback studies were based on model
simulations, and only few on observations [40–42]. Moreover, most of these studies calculate
the combining effects of snow albedo feedback and ice albedo feedback, namely surface albedo
feedback [13,37,43]. As a result, it is impossible to separate the contribution of snow or ice albedo
feedback, as well as their uncertainties.
Being motivated by these scientific findings and limitations, this study specifically focuses on the
quantification of snow albedo feedback by remotely sensed snow cover products of MODIS (MOD10C1
and MYD10C1), atmospheric reanalysis data and radiative kernel data. The purpose is to examine
the source of the differences between our result and partially observation-based results, as well as
Coupled Model Intercomparison Project Phase 5 (CMIP5) model-based results, and to provide precise
information of snow cover change and snow albedo radiative forcing for model parameterization.
Data and method are described in Section 2. Spatial and temporal variability of snow cover, snow
albedo radiative forcing and its feedback are calculated and analyzed in Section 3. Comparison and
discrepancy analysis with both partially observational-based and model-based studies, strengths and
uncertainties of this work are discussed in Section 4. Conclusion follows in Section 5.
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2. Materials and Methods
2.1. Data
2.1.1. Remote Sensing Data
MODIS is a key imaging instrument onboard two complementary satellites, Terra and Aqua, and
provides two series of datasets with different passing times each day. With relatively high spatial,
temporal and spectral resolutions, MODIS offers timely monitoring for land, ocean, and atmosphere
research [44]. In this paper, daily L3 Climate Modeling Grid (CMG) of fractional snow cover products
from Terra (MOD10C1) and Aqua (MYD10C1) were selected.
The two products are with the same spatial resolution of 0.05◦. MOD10C1 products were available
since February 2000, and MYD10C1 products from July 2002. Both products are still being updated.
Therefore, data duration of this study is chosen from 1 September 2002 to 31 August 2016. During the
study period, if either image of Terra (MOD10C1) or Aqua (MYD10C1) were missing, the alternative
image would represent the data of the day. If both images are missing (occurs only once during
the study period), the mean value of the previous day and the latter day is considered as the
missing day’s snow cover. We define every snow year from 1 September of the previous year to
31 August of the current year. Seasons are defined as autumn (September–October–November),
winter (December–January–February), spring (March–April–May) and summer (June–July–August).
Note that the spatial resolution of snow cover data were resampled to 0.25◦ when calculating
snow albedo radiative forcing and snow albedo feedback, while it remained 0.05◦ in snow cover
change analysis.
A general disadvantage of snow cover optical remote sensing products, e.g., MODIS snow cover
products, is that clouds shadow the information of their underlying surface, usually resulting in
an underestimate of snow cover. In addition, cloud changes in position and extent at the different
passing time with different viewing angle of Terra and Aqua, thus the two sensors possibly detect
different snow cover information. Therefore, daily combination method was used to get the potentially
maximum snow cover against the block of cloud, which could be a more realistic representation of the
actual snow cover amount [45]. The combination method combines snow cover information of Terra
and Aqua at daily scale, and contains two circumstances. Firstly, if either image of Terra or Aqua in
the same day considers the pixel to be snow, the pixel is considered as snow. Secondly, if both images
of Terra and Aqua consider the pixel to be snow, but with different fractional snow cover value, the
larger one is used as the fractional snow cover of the day.
2.1.2. Atmospheric Reanalysis Data
Atmospheric reanalysis data were extracted from ERA-Interim [35], which is the latest product of
European Centre for Medium-Range Weather Forecasts (ECMWF). ERA-Interim is a global atmospheric
reanalysis product that started in 1979, and is continuously updated in near real time [46].
Snow albedo and albedo data were extracted on global scale, with spatial and temporal resolutions
of 0.25◦ and 6 h, respectively. Specially, the albedo data in ERA-Interim refer to the background
snow-free surface albedo. Monthly mean air temperature data at 2 m height were also acquired
to estimate temperature change during the study period, with the same spatial resolution of 0.25◦.
All these datasets were obtained for the period 2003–2016. Snow albedo and snow-free albedo datasets
(four per day) were separately averaged to daily resolution.
2.1.3. Radiative Kernel Data
Radiative kernel data [47,48] were obtained from Community Atmosphere Model version 3
(CAM3, [49]) of National Center for Atmospheric Research (NCAR) (Boulder, CO, USA). Surface albedo
radiative kernel under all sky (Kα) was obtained, describing the response of net shortwave radiation
at top of the atmosphere (TOA) to a 1% additive increase in surface albedo [47]. Kα is a function of
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latitude, longitude, and month of year. The spatial resolution of Kα is approximately 2.8◦ on average,
and varies a little with latitude. The data were then bilinear interpolated to 0.25◦ for spatial consistency
with other products.
Spatial distribution of monthly surface albedo radiative kernel is illustrated in Figure 1.
Monthly variability of Kα is strongly affected by the movement of the sun. High values mostly
appear in low latitudes where there is large incident solar radiation. Kα decreases as latitude increases,
and diminishes to 0 in areas with polar darkness. Moreover, as clouds act to mask the effects of changes
in the albedo of the underlying surface, Kα has the lower values in persistent cloud-covered regions,
(e.g., mid-latitude storm track area), and relatively higher values in cloud-free areas (e.g., low-latitude
desert area) [47].
Figure 1. Spatial distribution of monthly surface albedo radiative kernel under all sky (2.8◦ on average
resampled to 0.25◦ cell size) (these data are based on NCAR’s monthly surface albedo radiative
kernel [47]).
2.2. Method
For the advantage of less computationally expensive and easier comparison with other results,
radiative kernel method is widely used in snow albedo radiative forcing and feedback estimations [50–52].
Feedback estimations using radiative kernel method usually decompose feedback into two factors,
radiative kernel and climate response pattern. The former depends only on the radiative algorithm and
base climate. The latter describes the change in mean climatology of the feedback variable between the
two climate states [47]. Thus, the magnitude of feedback is simply the product of the two factors.
However, on purpose of getting more process information of feedback, snow albedo radiative
forcing was calculated first in our study, using Equation (1):
Gs(t, R) ,
{
0, , S(t, r) = 0∫
R
∂α
∂S (t,r) × ∂H∂α (t,r)×dA(r)
A(R) , S(t, r) > 0
(1)
Here, Gs(t,R) is snow albedo radiative forcing that describes the instantaneous influence of snow
cover on TOA energy budget, with unit of W·m−2 [33]. Gs(t,R) is a function of time t and study area R,
and R has a total area of A and grid size r. S(t,r) represents snow cover at time t and pixel r. Being the
prerequisite of snow albedo radiative forcing, snow cover of each pixel is checked before calculation.
According to Equation (1), if pixel r is snow-free at time t, i.e., S(t,r) = 0, no snow albedo radiative
forcing occurs, i.e., Gs(t,R) = 0. Only pixels with a fractional snow cover larger than 0 contribute to
the snow albedo radiative forcing. The magnitude of Gs(t,R) depends on the albedo contrast between
snow-covered and snow-free circumstances, as well as the radiative kernel data. Specifically, ∂α∂S (t, r)
is surface albedo change induced by snow cover change, which can be simplified as albedo contrast
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between snow-covered and snow-free circumstances ([33,53]). ∂H∂α (t, r) is the radiative change against
the coincident change of albedo, namely the surface albedo radiative kernel. Note that ∂α∂S (t, r) and
S(t,r), ∂H∂α (t, r) and α(t,r) are assumed independent from each other, and to avoid the inconvenience of
negative numbers, the absolute value of Kα is used in the calculation.
Then, snow albedo feedback can be quantified by the amount of additional net shortwave





where λ is the feedback parameter, here considered as snow albedo feedback, with unit of W· m−2·◦C−1.
ΔGs(t,R) and ΔT(t,R) are monthly anomalies of Gs(t,R) and T(t,R) during the study period, respectively,
and both are functions of time t and study area R. In this study, t is set to be monthly, and when
calculating the regional mean, R is defined as landmasses north of 30◦N, namely the North Hemisphere
Extratropical Land (NEL). Accordingly, Gs(t,R) and T(t,R) are the monthly snow albedo radiative
forcing and monthly mean surface air temperature averaged over the NEL, respectively. Note that
Gs(t,R) and T(t,R) were area weighted [34] during the calculation process.
The coefficient of least square fit of ΔGs(t,R) and ΔT(t,R) represents the magnitude of snow albedo
feedback [54]. Considering the relatively short study period, i.e., 14 years with 168 monthly anomalies,
and the small magnitude of both ΔGs(t,R) and ΔT(t,R), the result may be subjected to substantial
uncertainty due to random variations of Gs(t,R) and T(t,R). Therefore, in order to get a precisely snow
albedo feedback and confidence level, the block bootstrap test was used. Specifically, the method
considers data of each year (12 monthly ΔGs(t,R) and ΔT(t,R)) as a block, thus 14 blocks of data are
contained in the original dataset. The process includes three steps:
Step 1: First, randomly pick one block of data from the 14 blocks, pick another from the 14 blocks
of data (there is possibility that the same block is chosen again), pick a third block, etc. Repeat this
process until all the 14 blocks are included in the newly picked dataset, in which, some blocks of data
may appear more than once.
Step 2: Evaluate snow albedo feedback of the newly picked dataset based on least square fit.
Step 3: Repeat Step 1 and Step 2 for a large number of times, 10,000 times in our case. Estimate the
mean snow albedo feedback and its confidence level according to the 10,000 snow albedo feedback results.
3. Results
3.1. Spatial and Temporal Variability of Snow Cover
Through the daily combination method, annual mean fractional snow cover from 2003 to 2016
increased 3.94% and 4.69% from the original MOD10C1 and MYD10C1 datasets, respectively. Being the
original dataset of MOD10C1, MOD10A1 has an absolute overall accuracy of ~93% [55]. Nevertheless,
accuracy decreases when cloud is taken into consideration. Due to the large uncertainties in accuracy
assessment of MOD10C1 (MYD10C1), i.e., accuracy difference between MOD10A1 and MOD10C1,
cloud variabilities, as well as the uncertainties in contribution of snow cover under cloud to snow
albedo radiative forcing and snow albedo feedback, the contribution of the accuracy improvement
through daily combination method is not discussed.
Global mean fractional snow cover during 2003–2016 (Figure 2) is calculated as the ratio between
the sum of daily fractional snow cover and total days of the study period. With large spatial variability,
snow cover mainly distributes in landmasses north of 30◦N, excluding Antarctica. Greenland is the
most densely snow-covered area over the NEL where most of the land is covered by snow and ice all
year round. The Tibetan Plateau should also be mentioned for its abundant snow cover in such low
latitude. Furthermore, the whole Antarctica continent is deliberately mapped as snow in MODIS snow
cover products, thus it is not discussed in the paper. Apart from Antarctica, snow cover can be seen in
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limited areas of the Southern Hemisphere, i.e., the Andes Mountains, southeast corner of Australia,
and a few parts of New Zealand.
As MODIS is an optical sensor, snow-covered areas inside of the Arctic Circle during polar night
cannot be detected. This would certainly result in an underestimate of the total snow amount and
maybe some discrepancies on trend analysis. However, as solar radiation is the precondition of snow
albedo radiative forcing and feedback, areas in darkness receive no insolation, consequently exert no
radiative forcing and feedback to the climate system. In other words, the “missing data” have little
influence on radiative forcing and feedback assessment, thus the detected snow cover can be regarded
as effective snow cover in our study.
Time series of monthly and annual mean fractional snow cover over the NEL during 2003–2016
are presented in Figure 3a. Here, the NEL rather than the globe was chosen for analysis, because
snow cover over the NEL makes up for about 98.45% of the total snow amount during the study
period, apart from Antarctica. Monthly variations are large in a sense that snow cover from winter
and spring months accounts for over 75.28% of the total snow amount on average during 2003–2016,
while summer months contributes only about 6.98%. Specifically, March has the largest fractional
snow cover through the year. February, April and January follow and the four months have a much
larger fractional snow cover value above the average. On the contrary, apart from summer months,
September has the smallest snow cover amount, and its fractional snow cover amount is similar to that
of June. Annual mean fractional snow cover over the NEL shows small interannual variability, while
there is a slight, but insignificant (at the p = 0.05 level) decline in total. Months with large fractional
snow cover (e.g., March, February, April, and January) are also the main contributors to interannual
variability. Inconsistency tendencies of interannual variabilities are found in months, e.g., January
and November experience an increasing trend of fractional snow cover in the recent three years while
a decreasing trend are found in most of the rest months.
The climatological monthly mean fractional snow cover over the NEL during 2003–2016 is
displayed in Figure 3b. The amount of the effective snow cover presents a single-peaked shape (peaks
in March) through the year. Effective snow cover increases continuously from September to March,
indicating a successive process of accumulation, during which winter months are the strongest and
fastest accumulation period. Accordingly, snow cover decreases from March to July (the August value
being slightly higher than the July value), and the fastest ablation occurs in spring from March to May.
Figure 2. Spatial distribution of mean fractional snow cover during 2003–2016.
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Figure 3. Fractional snow cover over the North Hemisphere Extratropical Land during 2003–2016:
(a) monthly and annual mean; and (b) climatological monthly mean.
3.2. Snow Albedo Radiative Forcing
Annual mean snow albedo radiative forcing during 2003–2016 is shown in Figure 4. Areas with
strong snow albedo radiative forcing also appear over the NEL, excluding Antarctica. However, areas
with large fractional snow cover do not always represent strong snow albedo radiative forcing, and the
peak value appears in the Tibetan Plateau, rather than Greenland. This is partly because the Tibetan
Plateau is located at the relatively low latitude with much more insolation than the higher latitudes,
and snow there can persist until relatively late spring. In addition, areas in western part of the U.S.,
northern part of Canada, mid-high latitudes of Russia, and the Andes Mountains along the west coast
of South America also exhibit strong snow albedo radiative forcing.
Climatological monthly mean snow albedo radiative forcing over the NEL during 2003–2016
is displayed in Figure 5a. Standard deviations are shown as whiskers, which represent interannual
variability of each month during the study period. Autumn months from September to November
exhibit small snow albedo radiative forcing. Because snow cover over the NEL starts to accumulate
in autumn (Figure 3b), there is neither much snow cover nor strong insolation. Winter experiences
the largest expansion of snow cover extent and the smallest insolation among the four seasons.
Snow albedo radiative forcing is much larger than that in autumn, and it increases from December
to February. Snow albedo radiative forcing is the largest in spring months and peaks in April, as a
result of both large snow cover extent and strong solar radiation. Spring also experiences the largest
decrease of snow cover extent throughout the year. This leaves summer with very little snow cover
amount. As a result, in spite of its largest insolation, snow albedo radiative forcing in summer is much
smaller than that in spring.
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April exhibits the largest snow albedo radiative forcing throughout the year, and its interannual
variability is displayed in Figure 5b. There is an overall insignificant (at p = 0.05 level) decline in April
snow albedo radiative forcing over the NEL during 2003–2016. Large interannual variability with
a continuous decline during the last 4 years are experienced during the study period. In general, April
snow albedo radiative forcing decreased about 6.10% during 2003–2016.
Figure 4. Spatial distribution of annual mean snow albedo radiative forcing during 2003–2016.
 
Figure 5. Snow albedo radiative forcing over the North Hemisphere Extratropical Land during
2003–2016: (a) climatological monthly mean; and (b) April interannual variability.
3.3. Snow Albedo Feedback
Snow albedo feedback estimation based on the block bootstrap test is explained in detail with
an example trial, according to the method introduced previously (Section 2.2). Specifically, following
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Step 1, it takes 27 times of random choice before all the 14 blocks of data are picked. Details of each
pick are displayed in Table 1. Specifically, Pick ID represents the count of each pick, while Block ID is
the block of data of the corresponding year. During the experiment, it is not until the occurrence of
Block 15 (the 27th pick) that all 14 blocks of the original dataset are included. Thus, 27 blocks with
324 data are contained in the newly generated dataset.
Following Step 2, snow albedo feedback can be quantified based on the newly picked dataset.
Scatterplot of the 324 ΔGs(t,R) and ΔT(t,R) data are shown in Figure 6a. Colors of the dots represent
the frequency of their occurrence (corresponding to Table 2). The dash line is the least square fit of the
324 data, i.e., snow albedo feedback strength of this trial.
 
Figure 6. Snow albedo feedback estimations over the North Extratropical Land during 2003–2016 from
the block bootstrap test: (a) an example of one test (Scatterplot of monthly snow albedo radiative
forcing anomalies (ΔGs(t,R)) versus surface air temperature anomalies (ΔT(t,R)), dots with different
colors represent their frequency, and the least square fit coefficient suggests the magnitude of snow
albedo feedback); and (b) probability density function of snow albedo feedback estimations from the
10,000 tests.
Following Step 3, the mean snow albedo feedback and the 95% confidence level can be estimated
after repeating the experiment for 10,000 times. The histogram of the 10,000 snow albedo feedback is
shown in Figure 6b. The value of the red line refers to the mean snow albedo feedback, in our case,
0.18 ± 0.08 W·m−2·◦C−1 over the NEL during 2003–2016. This implies that as surface albedo decreases
in association with 1 ◦C temperature increase, snow albedo feedback would cause an increase of
0.18 ± 0.08 W·m−2 in the net shortwave radiation at TOA, averaged over the NEL.
By rescaling the NEL result with product of two factors: the ratio of the NEL area to the global area
and the ratio of annual mean surface air temperature change of the NEL to global mean change [56],
global snow albedo feedback can be scaled as 0.04 ± 0.02 W·m−2·◦C−1. However, due to the limited
sample amount, the result may be subjected to substantial uncertainty.
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Table 1. Every Pick of the example test.
Pick ID 1 2 3 4 5 6 7 8 9 10 11 12 13 14
Block ID 07 13 06 04 09 06 10 08 08 04 13 16 11 16
Pick ID 15 16 17 18 19 20 21 22 23 24 25 26 27
Block ID 03 05 12 03 14 10 14 03 10 14 07 11 15
Table 2. Frequency of each block of data based on the example test.
Block ID 03 04 05 06 07 08 09 10 11 12 13 14 15 16
Frequency 3 2 1 2 2 2 1 3 2 1 2 3 1 2
4. Discussion
4.1. Comparison with Partially Observation-Based Studies
There are extremely limited observation-based snow albedo feedback studies, so only three of the
compatible ones (with similar study area of the North Hemisphere) are chosen for further comparison:
snow and ice albedo radiative forcing estimation by Flanner et al. for 1979–2008 [33], both snow albedo
radiative forcing and feedback estimations by Chen et al. for 1982–2013 [57] and snow albedo feedback
estimation by Peng et al. for 1980–2006 [58]. It should be noted that, although feedback was also
quantified in Flanner and coworkers’ study, the regional mean value of the combining snow and ice
albedo feedback makes it incomparable with our snow albedo feedback results.
The magnitude of snow albedo feedback is examined first. By using a linear fit between snow
albedo radiative forcing change and temperature increase during the study period, Chen et al.
calculated snow albedo feedback over the North Hemisphere to be 0.17 ± 0.008 W·m−2·K−1 [57].
By multiplying the sensitivity of end date of snow cover to temperature by difference in black surface
albedo before and after snowmelt, the result is 0.19 ± 0.17 W·m−2·K−1, according to Peng et al. [58].
With the method of block bootstrap test, snow albedo feedback of this study is 0.18 ± 0.08 W·m−2·◦C−1.
Despite the different methods and datasets applied in each work, results of the three studies agree well.
Snow albedo radiative forcing is also compared, as it’s a key parameter of feedback and offers
valuable spatial information. Both Flanner and coworkers’ work and our work show similar snow
albedo radiative forcing pattern in terms of spatial distribution and temporal variation [33]. Large snow
albedo radiative forcing is found in the northern part of Eurasia, the mid-high latitude of North America
and the Tibetan Plateau in both works, though the Tibetan Plateau exhibits even larger values in our
work. In addition, seasonal cycle of snow albedo radiative forcing in both works show a single peak
(peaks in April), with the largest value in spring months. Chen and coworkers’ work, however, shows
a relatively weaker consistency with us [57]: smaller value in the Tibetan Plateau as compared with
Flanner et al. and our work, and a clear tendency of snow albedo radiative forcing with latitude, i.e.,
the higher latitudes exhibit larger radiative forcing.
While different surface albedo kernels used in these studies have proven to vary only a little [33,56],
differences among the results of snow albedo radiative forcing are considered mainly due to albedo
change caused by snow cover change ( ∂α∂S (t, r)). In Chen and coworkers’ work, surface albedo instead
of snow albedo data was used, thus the influence of vegetation change was imported to snow albedo
change [57]. In addition, according to the conclusions of Singh et al., the coarse resolution of snow
data (1◦ and monthly [33]) is likely to result in an overestimate of snow albedo radiative forcing [53].
4.2. Comparison with Model-Based Studies
Based on the agreement among observation-based studies, snow albedo feedbacks of our work
are compared with those from the 25 models that participated in CMIP5 (Qu and Hall [56], Table 1 of
their paper).
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Snow albedo feedback over the NEL estimated from the 25 models ranges from 0.18 to
0.78 W·m−2·K−1, with the ensemble mean of 0.42± 0.15 W·m−2·K−1. Our result is 0.18 ± 0.08 W·m−2·K−1.
The global snow albedo feedback of the 25 models ranges from 0.03 to 0.16 W·m−2·K−1, with ensemble
mean of 0.08 ± 0.03 W·m−2·K−1, and, in our case, it is 0.04 ± 0.02 W·m−2·K−1. In general, results of
our work fall near the lower bound of the 25 models. The ensemble means of both hemispheric and
global snow albedo feedbacks estimated by Qu and Hall [56] are larger than our results and the other
partially observation-based results mentioned above. This might indicate an overall overestimation
of snow albedo feedback by most of the 25 models. For the purpose of offering detailed information
for model optimism, the possible source of discrepancies between this study and the 25 models is
discussed below.
According to Qu and Hall, snow albedo feedback is mainly determined by two terms: one
represents the variations in planetary albedo with surface albedo ( ∂αP∂αS ), and the other is the change in




by the surface albedo kernel, because this term is calculated as the ratio of surface albedo kernel
to the TOA shortwave radiation. As the kernels used in models are also used in this study, we
consider this coefficient is of little contribution to the difference. As a result, the major source of
the discrepancy would be originated from αSTS . Specifically, increase in the area-averaged surface air
temperature (Ts) is relatively consistent both among the models and between model simulations and
observations, thus surface albedo change (αS) could be the largest source of discrepancy between
our work and the 25 models. Surface albedo change, which is mainly determined by albedo contrast
between snow-covered and snow-free surface, is also considered to be most uncertain (threefold
spread in CMIP3 and persists to be large in CMIP5) among models. However, as the spread of surface
albedo change between snow-covered and snow-free surface is not directly analyzed in Qu and Hall’s
work [56], further investigations are still required.
Despite the fact that there are other factors contributing to the discrepancies, surface albedo
change is considered as the predominate difference and possibly being overestimated by most of the
25 models. Therefore, model parameterization should specifically focus on this factor.
Moreover, according to Hall and Qu, the surface albedo decrease associated with loss of snow
cover, rather than the reduction in snow albedo due to snow metamorphosis is more important in the
determination of snow albedo feedback [41]. Thus, in turn, the significance of albedo constraint by snow
cover data of high spatial and temporal resolutions in this study is strengthened. The information of snow
cover change, as well as the constrained albedo data, can be guidance for the model parameterizations.
4.3. Strengths and Limitations
The strengths of this study compared with the previous can be summarized as the following:
1. Instead of a combination assessment of snow and ice albedo feedback, snow albedo feedback
is examined exclusively in this study, thus the contribution of snow albedo feedback and its
uncertainty to the surface albedo feedback can be independently achieved.
2. Satellite-based MODIS snow cover data of high spatial resolution (0.05◦) is used to constrain and
determine the areas of snow albedo radiative forcing and feedback. In this study, when snow
cover data were included in the calculation, the snow albedo radiative forcing decreased as much
as 27.63% (not shown), compared to when only albedo contrast data and surface albedo kernel
data were used for calculation. Meanwhile, it offers accurate information on constraining surface
albedo decrease associated with loss of snow cover of models on spatial aspect.
3. High temporal resolution (daily) of snow cover and albedo data offers detailed information of
snow cover change, which is relevant because changing snow cover occurs rapidly. In particular,
the snow melt in mid-latitudes generally lasts for less than one month, especially in spring.
For example, the Tibetan Plateau, one of the most intensive and important snow albedo feedback
areas, has the largest inconsistency in snow albedo radiative forcing according to the comparisons
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previously (Section 4.1), since rapid snow accumulation and ablation processes in spring always
last for less than one week. Thus, the monthly mean data, which are commonly used in other
studies [35,43,59], would easily smooth the snow and feedback processes. In addition, surface
albedo decrease associated with loss of snow cover is estimated precisely on temporal scale,
which offers guidance for model optimization.
4. The block bootstrap test is used effectively to reduce the uncertainty of snow albedo feedback.
Considering the fact that most observation-based studies are short in time duration, a simple
linear regression [28,35,43] to compute snow albedo feedback and its confidence limits would
probably give misleading results due to the random variations of variables. By enlarging the
sample amount and enhancing the number of tests (10,000 times in our case), the block bootstrap
test should have obtained more reliable results.
Our study has some limitations that could lead to the uncertainties of the results:
1. Compared to model simulations, the available observational data of only 14 years would be
potentially biased by internal climate variation.
2. Data from multiple sources with different spatial and temporal resolutions are applied to our
work. Therefore, the processes of unifying their spatial and temporal resolutions, i.e., interpolation
and resampling, would add errors to the spatial distribution of the results. Meanwhile, different
temporal resolutions between daily datasets (fractional snow cover and albedo contrast) and
monthly dataset (the radiative kernel) would also add uncertainty in temporal variation of
the results.
3. The import of snow cover data is intended to constrain albedo data, quantifying a more precise
area of snow albedo radiative forcing and feedback. However, due to different data sources and
different computation methods, discrepancies are imported as well, and would probably be the
major source of uncertainty.
4. Long-term observational data are not available for feedback study at present, and, at the same
time, intermodel spread cannot be constrained effectively. Therefore, the best effort we can
make is probably observing short-term variations and comparing the results with those from
climate models [22,60]. Even though there has not been substantial progress in using observation
results to constrain model simulations directly, we believe that, by using improved observational
datasets and methods, observation-based results would help in better understanding the origin
of intermodel differences, as well as the assessment of reliability of different model simulations.
Finally, the goal is to get better description of feedback processes and finer estimation of feedbacks,
more accurate ECS, and better projections of future climate [2,16].
5. Conclusions
We quantified snow albedo feedback and calculated snow albedo radiative forcing during
the period of 2003–2016, with remote sensing, atmospheric reanalysis and radiative kernel data.
The results were then compared with those from partially observation-based calculations and
model-based estimations.
The results suggest that, excluding Antarctica, both snow cover and snow albedo radiative forcing
are the largest in landmasses north of 30◦ N. Snow albedo radiative forcing peaks in spring, due to
strong insolation and large snow cover extent. Snow albedo feedback over the NEL is estimated to be
0.18 ± 0.08 W·m−2·◦C−1 and the global mean is 0.04 ± 0.02 W·m−2·◦C−1. Results were compared with
partially observation-based studies first. The regional mean snow albedo feedbacks were consistent,
while the spatial pattern of snow albedo radiative forcing was different. The differences probably
originated from snow albedo data and albedo data, as well as resolutions of data. Compared to the
25 models that participated in CMIP5, a general overestimation of models was found, mainly due to the
overestimation of surface albedo variation between snow-covered and snow-free surface in the models.
Surface albedo change is also with the largest spread among snow albedo feedback determinants.
80
Remote Sens. 2017, 9, 883
Therefore, model parameterization should specifically focus on the constraint of this factor. Meanwhile,
remotely sensed snow cover data with high spatial and temporal resolutions, the constrained albedo
contrast data between snow-covered and snow-free surface, as well as the resulted high resolution of
snow albedo radiative forcing in this study, can offer valuable information for model parameterization.
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Abstract: Hanoi City of Vietnam changes quickly, especially after its state implemented its Master
Plan 2030 for the city’s sustainable development in 2011. Then, a number of environmental issues
are brought up in response to the master plan’s implementation. Among the issues, the Urban Heat
Island (UHI) effect that tends to cause negative impacts on people’s heath becomes one major problem
for exploitation to seek for mitigation solutions. In this paper, we investigate the land surface thermal
signatures among different land-use types in Hanoi. The surface UHI (SUHI) that characterizes the
consequences of the UHI effect is also studied and quantified. Note that our SUHI is defined as the
magnitude of temperature differentials between any two land-use types (a more general way than
that typically proposed in the literature), including urban and suburban. Relationships between
main land-use types in terms of composition, percentage coverage, surface temperature, and SUHI in
inner Hanoi in the recent two years 2016 and 2017, were proposed and examined. High correlations
were found between the percentage coverage of the land-use types and the land surface temperature
(LST). Then, a regression model for estimating the intensity of SUHI from the Landsat 8 imagery was
derived, through analyzing the correlation between land-use composition and LST for the year 2017.
The model was validated successfully for the prediction of the SUHI for another hot day in 2016.
For example, the transformation of a chosen area of 161 ha (1.61 km2) from vegetation to built-up
between two years, 2016 and 2017, can result in enhanced thermal contrast by 3.3 ◦C. The function of
the vegetation to lower the LST in a hot environment is evident. The results of this study suggest that
the newly developed model provides an opportunity for urban planners and designers to develop
measures for adjusting the LST, and for mitigating the consequent effects of UHIs by managing the
land use composition and percentage coverage of the individual land-use type.
Keywords: land surface temperature; urban heat island; surface urban heat island; land use; land
management unit
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1. Introduction
In the context of climate change and global warming, it is important to monitor the signatures
of urban heat islands (UHIs) and to understand their impacts on ecosystems and human health.
UHI arises from the phenomenon of relatively higher temperature in the urban center over its
surrounding rural environment. The phenomenon behind UHI has been studied for a long time.
It was first described by Luke Howard in the 1810s [1]. From 1964 to 1968, Bornstein [2] used a
helicopter to study the UHI of New York City, and determined the effect of UHI in both vertical and
horizontal directions. The results display a maximum intensity of UHI near the ground surface, and a
decrease to zero at a height of 300 m [2]. Ackerman [3] studied the diurnal and seasonal variations of
UHI in Chicago, recording an increase—averaging 1.85 ◦C—in temperature inside the city most of the
time. Since the 1990s, 3D models have been developed to examine the effects of UHI in Tokyo, Japan,
using satellite and land survey data [4]. In Nagoya, Japan, seasonal changes pertaining to UHI were
analyzed using Landsat and ASTER images taken during the day, as well as at night, which were
modeled to determine whether or not the heat fluxes are natural or artificial [5]. In Washington,
the surface temperature of the city center was found to be higher than the surrounding vegetative
areas by up to 10 ◦C [6]. These studies indicated that vegetation cover plays a key role in minimizing
the UHI effect. The minimization of the UHI effect tends to be beneficial to the community because
it may result in the enhancement of dangerous natural phenomena, in addition to its impacts on
ecosystems and human health. For example, it has been reported that the UHI effect may alter the
precipitation [7], characteristics of cloud-to-ground lightning activities through increased aerosols [8,9]
and their enhancement [10,11] in response to urbanization, and modify the environmental and regional
climate by reshaping the boundary layer and land–sea circulation [12].
Many other studies also demonstrated correlations between UHI and land-use composition in
a city. Weng et al. [13] reported a correlation between the surface temperature and vegetation in
Indianapolis, USA. Chen et al. [14] examined the relationship between UHI and land-use change,
in certain cities of the Guangdong Province in Southeast China, using Landsat images from 1990 to 2000.
A similar study on the relationship between UHI, land-use change, and population density was also
conducted in Nagpur, India [15]. Other studies relevant to UHI effects were also conducted [16–20].
These studies provide similar conclusions that urban temperatures are highly correlated with land-use
composition (water, vegetation, built-up, among others) in the cities. Due to easy access and
wall-to-wall continuous coverage, LST derived from thermal infrared remote sensors are one of
the most commonly used indicators for surface UHI (SUHI) analysis [21–24]. In this study, the SUHI is
defined as the magnitude of the temperature differentials between any two land-use types, a more
general way than that which is typically adopted in the literature. From the physical point of view,
LST and air temperature are different entities, while strong correlations were found between them by
many researchers in the literature [21,25,26].
More recently, Deilami et al. [27] provided a systematic and overarching review of different
spatiotemporal factors that affect the UHI effect. It is indicated that the UHI effect can be considered as a
critical factor contributing to heat-related mortalities, and unpredictable climatic changes. Lai et al. [28]
were concerned with the quality control of the satellite data for investigating the SUHI. They used
eighty-six major cities across mainland China, and analyzed SUHI intensity (SUHII) derived from
Moderate Resolution Imaging Spectroradiometer (MODIS) LST data. Their findings suggested the
need to be extremely cautious when using LST product-based SUHIIs to interpret SUHIs. Li et al. [29]
presented a new method to quantify the SUHI. They were concerned with the effective evaluation of
potential heat risk. A new approach was proposed to quantify the SUHII by using the relationship
between MODIS LST and impervious surface areas (ISA). The calculated SUHII shows high values in
summer and during the day than in winter and at night. Despite a great effort being devoted to study
the UHI and SUHI in the major cities of the world, fewer investigations have been conducted to solve
the associated problems for developing countries such as Southeast Asian countries, among which
Vietnam implemented a Master Plan 2030 for its capital, Hanoi, in 2011. How will the Master Plan
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impact Hanoi’s overall environmental conditions? Nam et al. [30] evaluated the influence of UHI under
the Hanoi Master Plan 2030 on the energy consumption for space cooling in residential buildings.
They found that the increments in built-up areas were larger than those in existing built-up areas,
and that the cooling load in an apartment is approximately half of that in a detached house, which itself
approximately half of that in a row house. It was also observed that although sensible cooling loads
increased with the increase in outdoor temperature, the latent cooling loads decreased due to the
decrease in absolute humidity and the increase in air temperature. Trihamdani et al. [31] assessed the
UHI effects in the city under the present land use conditions, as well as those conditions proposed by
the Hanoi Master Plan 2030 through numerical simulation, using Weather Research and Forecasting
(WRF). They found that the peak air temperature in the built-up areas (approximately 1 ◦C higher at the
maximum) was not significantly modified, but high temperature areas, with temperatures of 40–41 ◦C,
would expand widely over the new built-up areas. They also stressed that the number of hotspots
increased further when the strategic green spaces in the master plan were not taken into account.
Based on the literature survey, state-of-the-art of correlations between UHI or SUHI and land-use
composition are being widely analyzed in the recent years. In contrast, the study of UHI or
SUHI with respect to Hanoi City Master Plan 2030 is rather limited; for example, about spatial
energy consumption [30], assessment of UHI effects based on WRF simulations [31]. Then, what would
be the most updated status of land use change with respect to the city Master Plan? What would be the
impact on the thermal signatures? What possible measures can the city take to mitigate UHI? Therefore,
the objectives of this research are to (i) assess the land use changes in Hanoi, (ii) assess the quantitative
relationships between the composition of the main land-use types and SUHI in Hanoi, (iii) analyze the
effects of land-use composition on SUHI on an extremely hot day, (iv) derive a regression model for
the prediction of SUHI, and (v) suggest the measures applicable for minimizing the SUHI impacts on
human health, due to increased urban temperature.
2. Methodology
2.1. Study Area
Inner Hanoi was chosen as our study site. It is situated in the capital city of Vietnam,
encompassing an area of 160 km2 (yellow polygon in Figure 1c). The studied location mainly comprises
built-up areas, vegetation covers, and water bodies. The geographical location of the study area from a
global view, to the national scale, to the regional scale is illustrated in Figure 1. The figure also depicts
the boundary of Hanoi City before and after 2008, a composited Landsat 8 satellite image acquired on
4 June 2017, and locations of the meteorological stations Lang (yellow) and Ha Dong (orange) were
used to acquire air temperature data.
In terms of population, Hanoi is inhabited by more than 7.7 million people (whole Hanoi as
shown in Figure 1b) and it has a high population density (12,340 people/km2) in urban districts in
2015. As for climate, it is located in a tropical belt so that its summer lasts from May to August with a
hot and humid atmosphere, abundant rainfall, and an average temperature of 29 ◦C. On average, July
is the hottest month. Its annual average rainfall is 1680 mm, and the average temperature 23.6 ◦C.
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Figure 1. Location of the study area: (a) Location of the study area in Vietnam; (b) detail of the study
area with the boundary of Hanoi City before and after 2008; (c) inner Hanoi city (yellow polygon) on
the composited Landsat 8 satellite image acquired on 4 June 2017, and locations of the meteorological
stations Lang (yellow) and Ha Dong (orange) used to acquire air temperature data.
2.2. Air Temperature Data
The air temperature (◦C) of the monthly hottest days observed at two meteorological stations
(Lang and Ha Dong as shown in Figure 1) in Hanoi in 2016 and 2017 are listed in Table 1. Therefore,
the days with the hottest air temperature are selected and considered as having the most negative
effects on human health that are associated with UHI effect. From Table 1, it shows that the monthly
hottest days are 2 June and 4 June in 2016 and 2017, respectively.




1 2 3 4 5 6 7 8 9 10 11 12
2016_Lang 29.7 33.3 26.9 34.1 36.9 40.4 39.2 37.5 36.3 34.3 32.2 29.5 40.4 2nd
2017_Lang 27.9 28.8 30.5 35.3 35.0 41.8 38.9 37.6 36.7 33.6 33.6 25.9 41.8 4th
2016_Ha Dong 30.5 33.0 26.8 32.7 36.7 39.3 38.5 37.4 36.1 34.0 32.0 29.5 39.3 2nd
2017_Ha Dong 27.5 29.2 29.8 35.7 35.5 42.5 38.2 37.0 36.0 33.3 33.0 25.8 42.5 4th
2.3. Acquisition and Pre-Processing of Satellite Data
We acquired the Landsat 8 OLI (Operational Land Imager) and TIRS (Thermal Infrared Sensor)
images for the same day (4 June 2017; scene ID: LC08_L1TP_127045_20170604_20170615_01_T1),
when Hanoi experienced the greatest heat wave in recent 40 years. On that day, the air temperature
in Hanoi reached up to 42 ◦C. Since Landsat 8 images were not available for 2 June 2016, the hottest
day of 2016, we acquired the Landsat 8 OLI and TIRS images for the second hottest day of 1 June 2016
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(scene ID: LC08_L1TP_127045_20160601_20170324_01_T1). For simplicity, 1 June is still named as the
hottest day in 2016 hereafter, in the paper. On that day, the air temperature in Hanoi reached up to
39 ◦C. The Landsat 8 image of 2016 are later used to validate the models that are developed from
the Landsat 8 images of 2017. The OLI data were converted into Top-Of-Atmosphere (TOA) spectral
reflectance, applying the rescaling coefficients that are available in the metadata file. The Landsat 8
images utilized for the study area are cloud-free.
2.4. Land-Use Mapping and Validation
We adopted the ISODATA-based (Iterative Self-Organized Data analysis) unsupervised
classification approach for mapping the three major land-use types, built-up area, water body,
and vegetation cover, which are prevalent in inner Hanoi City. We carried out tasseled cap
transformation for the Landsat 8 OLI images, and calculated three tasseled cap indices, Greenness,
Wetness, and Brightness, following the methodology and transformation coefficients (Table 2) provided
by Baig et al. [32].
These three tasseled cap indices were used for ISODATA-based clustering and unsupervised mapping
of the land-use types for the years 2016 and 2017. Four main land-use types, including built-up, vegetation,
water, and others (others mean that the pixels (regions) are mixed with built-up, vegetation, and water)
were mapped. For validation, we made a common map (changed and un-changed areas) between
1 June 2016 and 4 July 2017, including four classes: built-up, vegetation, water, and others & changes.
The changed areas are not stable pixels (and also needed to be checked). We chose 100 geo-location points
belonging to the un-changed area of each class (built-up, Vegetation, and water) plus the others & changes
areas, to validate the classification results. A total of 300 points (for three target classes) were selected.
The random points were checked through visual interpretation of Google Earth images and Google Map,
acquired in June 2016 and August 2017, respectively. The distribution of the chosen points is displayed
in Figure 2.
Figure 2. Distribution of the ground truth points on a common area map chosen in the research.
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Table 2. Tasseled cap transformation coefficients for Landsat 8 at-satellite reflectance of six bands:
Blue, Green, red, near-infrared (NIR), shortwave infrared (SWIR 1), and shortwave infrared (SWIR 2)















Brightness 0.3029 0.2786 0.4733 0.5599 0.508 0.1872
Greenness −0.2941 −0.243 −0.5424 0.7276 0.0713 −0.1608
Wetness 0.1511 0.1973 0.3283 0.3407 −0.7117 −0.4559
2.5. Mapping of Land Surface Temperature
According to the United States Geological Survey (USGS), Thermal infrared sensor (TIRS) bands
of Landsat 8 have been affected by stray light from far out-of-field since its launch in 2013. A new stray
light correction algorithm (SLCA) has been implemented into the USGS ground system since February
2017 and applied to reprocess historical Landsat 8 images. After SLCA implementation, Wang and
Lentilucci [33] had a study to compare Landsat 8 TIRS Stray Light Correction with Multi-Sensor
Measurements. It was concluded that the maximum difference in a temperature varies from 0.5% to
0.7% only. García-Santos et al. [34] validated the SLCA implementation using in situ LST measurements
and three different LST estimation method algorithms (radiative transfer equation (RTE), single-channel
algorithms (SCA), and split-window algorithms (SWA)) were applied for 21 scenes of Landsat 8 images.
The in situ measured site is composed of different types of land covers, such as buildings, asphalt roads,
vegetation regions, and so on. The study concluded that the SWA shows the best result for LST
calculation from the Landsat 8 image with the lowest root mean square error (RMSE) (within 1.6–2 K).
Therefore, the SWA was selected to calculate the LST for this study.
LST maps were generated by using the thermal infrared bands 10 and 11, which are available in
the Landsat 8 TIRS images (1 June 2016 and 4 June 2017). We applied the SWA (Equation (1)) adopted
from the literature [35,36] for the generation of the LST maps:
LST = Ti + c1(Ti − Tj) + c2(Ti − Tj)2 + c0 + (c3 + c4w) (1 − ε) + (c5 + c6w) Δε (1)
where Ti and Tj are the at-sensor brightness temperatures at the thermal infrared bands i and j
(in Kelvins), respectively, ε is the mean emissivity, ε = 0.5(εi + εj); Δε is the emissivity difference,
Δε = (εi − εj); w is the total atmospheric water vapor content (in g·cm−2); and c0 to c6 are SW coefficients
to be determined from simulated data.









where T is at-sensor brightness temperatures; Lλ is TOA spectral radiance in W/(m2 ster μm); K1 and
K2 are the pre-launch calibration constants (from metadata file of Landsat 8 image).
The TOA spectral radiance (Lλ) (in Equation (2)) was calculated from the radiance rescaling
factors provided in the metadata file, applying the following formula (Equation (3)):
Lλ = MLQcal + AL (3)
where ML is the band-specific multiplicative rescaling factor; AL is the band-specific additive rescaling
factor; Qcal are the quantized and calibrated standard product pixel digital numbers (DN).
The land surface emissivity (ε) was estimated from the Landsat 8 imagery using the Normalized
Difference Vegetation Index (NDVI) threshold method [37]. The total atmospheric water vapor
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content coefficient was obtained from NASA’s Atmospheric Correction Parameter Calculator (http:
//atmcorr.gsfc.nasa.gov/) [38]. At the location of Hanoi (N21.00, E105.83), the total atmospheric
water vapor was 5.17 g·cm−2 for 4 June 2017, and 5.31 g·cm−2 for 1 June 2016. The coefficients c0–c6
in Equation (1) were determined from the simulated data provided by Jimenez-Munoz et al. [36].
It was found that the mean error of the LST was less than 1.5 K. The original LST calculated from the
Equation (1) is in Kelvin degrees. The LST was converted to Celsius degrees for regression calculation.
2.6. Preparation of Statistical Datasets
The 30 m resolution land-use and LST maps of the years 2016 and 2017 produced in the research
were used to prepare statistical datasets for inner Hanoi City. We applied the moving window method
with varying window sizes, from 120 × 120 m (4 × 4 pixels) to 570 × 570 m (19 × 19 pixels), for the
preparation of the datasets. Note that the LST data have a native pixel size of 100 m (resampled by
USGS at 30 m), and the window averaging worsens the LST resolution and the ability to capture details
in a heterogeneous area. The aim of the moving window (5 × 5 pixels) throughout the study area is
to gather a sufficient number of samples (as large as 7770) for the statistical analysis, and selection of
window size for further analysis. A “window” with a size and shape of interest is moved over the
data with a moving distance that is equal to the window’s width. For each window, the percentage
coverage of the land-use types, urban built-up (%U), vegetation cover (%V), and water body (%W),
were calculated. We also calculated the mean land surface temperature (μLST) for each window.
The statistical datasets of 2016 were used for the validation of the model derived with 2017 datasets.
2.7. Regression Analysis, Modeling, and Validation
The statistical datasets constituting land-use composition (%U, %V, and %W) and μLST with
varying window sizes (from 120 × 120 m to 570 × 570 m) of 2017 were used to analyze the
relationship between land-use composition and LST by performing a regression analysis. Based on
these relationships, a multivariate regression model was derived for the prediction of LST from the
land-use composition data. According to the European Green Capital report [39], the number of houses
located at a distance of more than 300 m from a 0.5 ha adjacent green (or larger) is considered as
a basis for the evaluation of a green city. If this number is large, the green score of the city will be
reduced. It means that the smallest urban area used for evaluation is around 28 ha (=3.14 × 300 m2).
In addition, the Ministry of Construction of Vietnam issued a Circular No. 10/2008/TT-BXD to
guide the assessment and recognition of model new urban centers on 22 April 2008. In the Circular,
the first requirement is that the urban area must be 50 ha or more. We assumed that a window size of
510 × 510 m, 17 × 17 pixels of Landsat 8 image, close to 25 ha (a half of the minimum requirement
of the Circular No. 10) can be considered representative enough as a suitable unit for urban land
management and planning. The performance of the newly derived regression model with a 510 × 510
m window size was assessed for the prediction of LST with different window sizes. The model was
validated with the statistical datasets of the hottest day of 2016. Implications of the derived regression
model for urban planning and design were discussed. The outline of the research flowchart is shown
in Figure 3.
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Figure 3. Outline of the research flowchart.
3. Results and Discussion
3.1. Land Use Maps, Land Use Changes, and Validation Results
The produced 30 m resolution land use maps of Hanoi for the years 2016 and 2017 are displayed
in Figure 4a,b, respectively. Some areas with substantial land use changes are visually chosen and
labeled as A, B, C, E, and F in Figure 4c,d, with coverage percentage statistics for the three major
types of land use of concern in the years 2016 and 2017, respectively. The three major land-use types
include built-up areas, vegetation covers, and water bodies. It is found that the changes in land-use
coverage percentage are 4.4%, −4.4%, −0.8%, and 0.8% for built-up, vegetation, water, and others,
respectively, from years 2016 to 2017. The 4.4 % area of inner Hanoi City is equivalent to 704 ha
(7.04 km2). Obviously, the increase in built-up area is mainly contributed by the decrease in vegetation
coverage by 4.4%. However, it does not mean that built-up area is completely transformed from
vegetation cover, since there are other minor land use covers. Even though we only consider the
land-use changes in a one year interval from 2016 to 2017, the fast change of land use in inner Hanoi
City is obvious by comparing the two consecutive years of images.
After the quantified areas of land use changes, qualitative land use changes may be easily observed
by comparing the Google Earth images, which are conveniently available online, as well as field survey
photos, as shown in Figure 5. Field survey photos were taken on 14 October 2018. The transformation
of vegetation cover into built-up areas is easily detected by bare eyes. Figure 5a shows Google Earth
image of Inner Hanoi City with areas B and E for the demonstration of land use changes and (red) dots
with field survey photos as the ground truth for reference. Figure 5b,c are Google Earth images of
area B that were acquired in June 2016 and August 2017, respectively, with four field survey photos
showing the current in-situ land use status. Figure 5d,e are Google Earth images of area E, acquired in
June 2016 and August 2017, respectively, with two field survey photos confirming the current in situ
land use status of either built-up or ongoing construction circumstances.
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Figure 4. Land-use maps of inner Hanoi city for (a) 1 June 2016, and (b) 4 June 2017. Areas with
substantial land-use changes are visually chosen and labeled as A, B, C, E, and F in (c) and (d) with
coverage percentage statistics for the three major land-use types of concern and others in the years 2016
and 2017, respectively.
The accuracy assessment of LULC classification was performed to quantitatively assess how
effective the pixels were sampled into the correct LULC classes. The accuracy assessment of pixel
selection was on areas that could be clearly identified on both Landsat high-resolution images, and on
Google Earth and Google Map. A total of 300 points (locations) for both years 2016 and 2017 were
created in classification images of the study area, as presented in Section 2.4. The study had an overall
classification accuracy of 92%, a kappa coefficient (K) of 0.88, an overall accuracy of 93%, and kappa
coefficient (K) of 0.9, 0 for 2016 and 2017, respectively. The confusion matrices of LULC classification
maps derived from Landsat 8 images in 2016 and 2017 are shown in Tables 3 and 4, respectively.
The kappa coefficient is rated as being substantial, and hence, the classified image was found to be
appropriate for further analysis.
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Figure 5. Field survey photos taken on 14 October 2018 are overlaid onto Google Earth images.
(a) Google Earth image of Inner Hanoi City with areas B and E for the demonstration of land use
changes and (red) dots with field survey photos as the ground truth for reference; (b,c) are Google
Earth images of area B acquired in June 2016 and August 2017, respectively, with four field survey
photos confirming the current built-up status; (d,e) are Google Earth images of area E acquired in June
2016 and August 2017, respectively, with two field survey photos confirming the current built-up status
and on-going construction circumstances.





AccuracyBuilt-up Vegetation Water Others
1. Built-up 108 3 2 1 114 95%
2. Vegetation 5 95 2 0 102 93%
3. Water 4 1 62 0 67 93%
4. Others 2 3 1 11 17 65%
Total (pixels) 119 102 67 12 300
Producer’s accuracy 91% 93% 93% 92%
Overall accuracy: 92% Kappa coefficient: 0.88
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AccuracyBuilt-up Vegetation Water Others
1. Built-up 112 3 2 1 118 95%
2. Vegetation 5 94 1 0 100 94%
3. Water 4 1 62 0 67 93%
4. Others 2 2 0 11 15 73%
Total (pixels) 123 100 65 12 300
Producer’s accuracy 91% 94% 95% 92%
Overall accuracy: 93% Kappa coefficient: 0.90
Table 5 shows the land-use classification and its changes from years 2016 to 2017 in inner Hanoi
City. It reveals a big increase for built-up areas by 8.9% in a year, but a decrease for vegetation, water,
and others by 10.9%, 7.0%, and 4.0%, respectively. For assessing the quantity of transformations
among land-use types from the years 2016 to 2017, a transformation matrix is determined, as shown
in Table 6. Two key points are observed from the table. First, increased built-up area 841 ha is
primarily changed from vegetation (618 ha), followed by others (137 ha) and water (86 ha). Second,
the transformations of built-up to vegetation, water, and others are 0.33% (27/7937), 0.27% (22/7937),
and 0.92% (74/7937), respectively.
Table 5. Land-use changes between years 2016 and 2017 in inner Hanoi.
Land-Use Types Area in 2016 (ha) Area in 2017 (ha) Changed Area (ha) (%)
Built-up 8060 8778 718 (8.9%)
Vegetation 5067 4516 −551 (−10.9%)
Water 1726 1605 −121 (−7.0%)
Others 1149 1103 −46 (−4.0%)
Total 16,002 16,002 0
Table 6. Transformation among land use types from years 2016 and 2017 in inner Hanoi.
Land-Use Types in 2016 (ha)
Land-Use Types in 2017 (ha)
Built-up Vegetation Water Others Total
Built-up 7937 27 22 74 8060
Vegetation 618 4051 41 357 5067
Water 86 87 1535 18 1726
Others 137 351 7 654 1149
Total 8778 4516 1605 1103 16,002
It is evident that, under the Master Plan 2030, the inner Hanoi City has been changing quickly
with time, since the implementation of the Plan in 2011. This can be easily justified by the dramatic
land cover changes in a year, by comparing the land-use maps of years 2016 and 2017. Under such a
fast-changing land-use situation, any suggested measures for mitigation of UHI for the inner Hanoi
City are urgently required.
3.2. Land Surface Temperature Maps
Figure 6 shows LST maps of the inner Hanoi City for (a) 1 June 2016 and (b) 4 June 2017, and their
corresponding histogram distributions in (c) and (d), respectively. Three areas with substantial changes
in LST are randomly chosen and labeled as B, E, and F in both (a) and (b) for a further interpretation of
SUHI intensity’s variation. It is found that the average LSTs are 40.9 ◦C and 40.1 ◦C for 1 June 2016 and
4 June 2017, respectively. That is, the average LST was slightly higher for the hottest days in 2016 than
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2017 by 0.8 ◦C. Note that even with an overall warmer thermal environment for the whole of inner
Hanoi City in 2016 than 2017, LSTs were lower in the areas with significant transformation of land-use
from vegetation cover to built-up, labeled as B, E, and F, in 2016 than 2017 by 0.9, 0.8, and 2.5 ◦C,
respectively. The number of pixels and mean LST for the three chosen areas B, E, and F on the two
hottest days in 2016 and 2017 and the difference in LST between the two hottest days are shown in
Table 7. Results indicate that the transformation of land-use from vegetation to built-up has enhanced
the contrast in thermal signatures, i.e., LSTs, by 1.7, 1.6, and 3.3 ◦C in the three fast-changing land-use
regions B, E, and F, respectively, in one year between years 2016 and 2017. The contrast confirms




Figure 6. Land surface temperature (LST) maps of inner Hanoi City for (a) 1 June 2016 and
(b) 4 June 2017; and their corresponding histogram distributions in (c,d), respectively. Three areas with
substantial changes in LST between two hottest days are randomly chosen and labeled as B, E, and F in
both (a,b). The pixel size is 30 × 30 m.
Table 7. Number of pixels (1 pixel = 30 × 30 m) and mean LST for the three randomly chosen areas B, E,
and F on the two hottest days in 2016 and 2017, and the difference in LST between the two hottest days.
Zones Number of Pixels
MEAN LST (◦C)
Difference of LST (◦C)
June 2016 June 2017
B-B1 800 43.4 44.3 0.9
E-E1 2386 40.9 41.7 0.8
F-F1 1791 38.3 40.8 2.5
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As for the signature of the traditionally defined SUHI, it is analyzed here by assuming the
boundary of Hanoi’s downtown, that consists of seven districts, including Tay Ho, Hoan Kiem, Ba
Dinh, Dong Da, Hai Ba Trung, Cau Giay, and Thanh Xuan Districts, as a mask to divide the urban
(pink color) and suburban areas (green color), as shown in Figure 7. The statistics of urban and
suburban LSTs are given in Table 8. The STDs in Table 8 represent the standard deviations of the LSTs
retrieved from Landsat 8 images with a spatial resolution of 30 m.
Figure 7. The map shows downtown of inner Hanoi (pink color) and suburban (green color).








Urban 41.20/4.7 40.03/4.8 95463
Suburban 40.67/3.5 40.24/3.6 81792
LST anomaly (urban-suburban) 0.53 −0.21
Table 8 indicates the mean LST of the urban area was higher by 0.53 ◦C than that in the suburban
area in 2016. In contrast, in 2017, the LST of the urban area was lower than that in the suburban area,
by 0.21 ◦C. This was due to the massive land use change in the suburban area, possibly resulting from
the implementation of Hanoi Master Plan 2030, where many buildings are being constructed. That is,
areas with vegetation and water surfaces in the suburban area are significantly reduced. Table 9 shows
that the built-up area is increased by 4.28 km2 and vegetation decreased by 4.01 km2 in the suburban
belt in only a one year interval from 2016 to 2017. Consequently, fast urbanization in suburban area
results in slightly higher LSTs in the suburban area than in urban area in 2017. This finding is also in
line with the comparative results of the LST in the chosen areas B, E, and F, which are located in the
suburban belt to demonstrate a negative SUHI in response to urban expansion in inner Hanoi City.
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Table 9. Land use/land cover (LULC) change in urban and suburban areas of Hanoi in 2016–2017.
Built-up Vegetation Water Others
LULC in suburban area 2016 (km2) 33.22 28.95 5.59 6.01
LULC in suburban area 2017 37.50 24.93 4.73 6.61
Change LULC in suburban (2017–2016) 4.28 −4.01 −0.86 0.59
LULC in urban area 2016 (km2) 47.29 22.90 11.65 4.07
LULC in urban area 2017 50.18 19.77 11.30 4.66
Change LULC in urban area (2017–2016) 2.89 −3.13 −0.35 0.59
3.3. Individual Land Use Coverage versus LST
Results from the regression analysis show that there exist high correlations between the percentage
coverage of the individual land-use types (%U, %V, and %W) and the mean LSTs (μLSTs) for all window
sizes considered in the research. However, in our study area, we detect that smaller window sizes
(less than 300 × 300 m) do not properly represent a heterogeneous mixture of the land-use composition.
In most cases, one or two components of the land-use composition (%W, %U, and %V) are absent.
Therefore, we present the analysis results pertaining to window sizes of larger than 300 × 300 m.
On the other hand, the correlations between the percentage coverage of the land use types (%U, %V,
and %W) and μLSTs are much stronger for large than for small window sizes.
Figure 8 demonstrates the relationships between the percentage coverage of the land-use types
(%U, %V, and %W) and μLSTs in the case of 510 × 510 m window size on the hottest day of 2017.
The regression coefficients are found to be the highest for the water coverage (%W) with R2 = 0.70,
followed by urban built-up cover (%U), with R2 = 0.67, and then vegetation cover (%V), with R2 = 0.43.
Note that water (%W) and vegetation (%V) coverages display negative correlations with μLST, as they
play a known cooling effect on the SUHI intensity, whereas urban built-up coverage (%V) is positively
correlated with μLST to enhance the UHI phenomena.
 
(a) (b) (c) 
Figure 8. Relationships between percentage coverage of land-use types (%U, %V, and %W) and mean
LSTs (μLST) on the hottest day of 2017 (4 June): (a) Urban coverage (%U); (b) Vegetation coverage (%V);
and (c) Water coverage (%W) versus μLST.
3.4. Land-Use Composition–Driven Prediction of LST
A multivariate regression model between land-use composition (percentage coverage of urban
built-up area (%U), vegetation (%V), and water (%W)) and LST on the hottest day of 2017 (4 June)
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is derived. For this purpose, we utilized a 510 × 510 m window size, close to 25 ha, assumed to be
a suitable unit for urban land management and planning. The resultant regression function is given
in Equation (4):
LST = 0.032261 × %U − 0.040953 × %V − 0.137770 × %W + 42.01 (4)
The performance of the above derived regression model (Equation (4)) for a 25 ha land
management unit is evaluated by comparing its predicted LST for different window sizes with
that derived from Landsat-8 data (LSTLS8). It was found that the regression function gave reasonable
results, with R2 ~ 0.9 for all cases (window sizes from 300 × 300 m to 570 × 570 m). Almost 90% of
the variation in LST can be predicted by the model for window sizes of 330 × 330 m and 510 × 510 m
(Figure 9). Since the R2 alone may not be sufficient to evaluate the performance and accuracy of a
prediction model, the RMS error (RMSE) and the ratio between RMSE and the standard deviation (STD)
of the Landsat 8 LST map after windowing and averaging, i.e., RMSE/STD_LSTLS8, are also reported.
Note that if the ratio between RMSE/STD_LSTLS8 is lower than 0.5, the model can be considered
reliable. It is found that the RMSE and RMSE/STD_LSTLS8 for the window sizes of 510 × 510 m and
330 × 330 m are 1.77 ◦C, 0.38, and 1.83 ◦C, 0.4, respectively. Such statistics justify that the regression
model that is derived by using the 510 × 510 m window size can be applied for the prediction of LST
for the other window sizes as well.
(a) (b) 
Figure 9. Land-use composition–driven predictions of LST for the hottest day of 2017 (4 June) versus
LST observed by Landsat-8 for (a) 510 × 510 m and (b) 330 × 330 m window sizes.
3.5. Validation of the Land-Use Driven Model
We test the derived regression model (Equation (4)) for its predicted LSTs on another hottest day
(1 June 2016) by using the statistical dataset of 2016. Figure 10 shows the land-use composition—driven
predictions of LST for the hottest day of 2016 (1 June) versus the LST observed by Landsat-8 for (a)
510 × 510 m and (b) 330 × 330 m window sizes. High correlations of 0.897 and 0.869 for 510 × 510 m
and 330 × 330 m window sizes, respectively, were obtained. RMSEs for the window sizes 510 × 510 m
and 330 × 330 m were 1.71 ◦C and 1.94 ◦C, respectively. The ratios RMSE/STD_LSTLS8 are also
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low (below 0.5), at 0.44 and 0.5 for the window sizes 510 × 510 m and 330 × 330 m, respectively.
They indicate that the regression model reasonably predicts the LST for the hottest day of 2016. That is,
the developed model can be used to retrieve LST for the needs of land-use management and planning
with high reliability.
(a) (b) 
Figure 10. Land-use composition-driven predictions of LST for the hottest day of 2016 (1 June) versus
LST observed by Landsat-8 for (a) 510 × 510 m and (b) 330 × 330 m window sizes.
4. Discussion
Hanoi is one of the hottest cities in Asia. It is highly vulnerable to the detrimental consequences
of heat islands on urban ecology and human health. On 4 June 2017, Hanoi experienced a heat wave to
the hottest level in recent 40 years, reaching 42 ◦C [40]. According to the study by Nguyen et al. [41],
Vietnam’s average temperature has increased at a rate of 0.26 ◦C per decade since the 1970s, which is
approximately twice the rate of global warming over the same period of time. Over the last
century, Hanoi has been experiencing a drastic increase in population, high-speed urbanization,
and transformation of natural forests into urban built-up areas. All of these socioeconomic and
biophysical changes have had a critical impact on the urban microclimate. As a result, severe heat
waves have become common during the summer months in recent years. UHI is mainly caused by
the modification of land surfaces and the concentration of the population [42]. The process of land
modification generally increases the use of materials that retain heat (concrete surfaces) and sacrifices
air-conditioning elements such as trees and water surfaces and moreover, waste heat is generated by
energy usage [43]. In tropical cities, where there are a great number of very hot days, UHI causes
the temperature to rise dramatically, negatively affecting the quality of the living environment in
these cities.
By assuming that the unit of urban land management is around 25 ha (510 × 510 m), on a very
hot day such as 4 June 2017, the LST (◦C) can be predicted with respect to land-use composition using
the regression model derived in this research, as shown in Table 10.
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100 0 0 45.23
0 0 100 37.91
0 100 0 28.24
80 10 10 42.80
60 20 20 40.37
A substantial impact of land-use composition on LST and UHI is apparent from Tables 8 and 10.
This analysis shows that the LST at each management unit (e.g., 25 ha) can be decreased from 45.23 ◦C
(100% urban built-up cover) to 37.91 ◦C (100% vegetative cover), and then to 28.24 ◦C (100% water
cover). The urban planner and designer indeed can neither change the LST directly to mitigate the
UHI effects, and nor would it be possible to convert all urban built-up coverage in the cities to water
bodies or vegetative areas. However, even a 20% conversion of urban built-up areas into vegetative
(10%) and water bodies (10%) could reduce LST by 2.43 ◦C. The results of this research present an
opportunity for urban planners and designers—the LST and associated effects of SUHI can be adjusted
by managing the land-use composition and percentage coverage of the individual land-use types (%U,
%V, and %W) in each urban land management unit. Reduction in the greenery has been described
as a major cause of the rising temperature in cities by many researchers. It has been suggested that
urban greening activities are the efficient nature-friendly solutions for mitigating UHI effects [44–46].
Such suggestions are also justified by the observed negative correlations between LST and NDVI,
resulting in increased eco-environmental vulnerability [47–51].
5. Conclusions
We analyzed the correlations between land-use composition, the percentage coverage of three
major land use types (%U, %V, and %W), and LST for different window sizes or urban land
management units. The land use maps showed that inner Hanoi experienced substantial changes in
land-use in a one-year interval from years 2016 to 2017, likely influenced by the City’s Master Plan 2030.
High correlations were observed between the percentage coverage of each land-use type (i.e., %U,
%V, and %W) and LST. They are coherent with the findings of the previous studies, while considering
different window sizes on the hottest day of 2017 (4 June). The vegetation and water coverages,
acting as cooling effect, exhibited negative correlations with LST. In contrast, the urban coverage
was proportionate to the LST. Consequently, a multivariate regression model was derived by taking
into account the correlations between land-use composition and LST. We successfully validated our
model for the prediction of LST on another hot day (1 June 2016). The validated model in this research
provides an opportunity for urban planners and designers to suggest measures for adjusting the LST
and the associated effects of SUHI by managing the land use composition and percentage coverage of
the individual land-use types (%U, %V, and %W). This model demonstrates that a substantial decrease
in LST can be achieved by increasing the proportion of vegetation and water for improved comfortable
and sustainable living in the city. Despite this, we have provided some interesting findings, and we did
not deeply analyze the traditionally-defined SUHI. In addition, impacts of currently rapid urbanization
on SUHI and its consequence in suburban area of inner Hanoi can be further investigated.
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Abstract: Land use and land cover (LULC) play a crucial role in the interaction between the land
and atmosphere, influencing climate at local, regional, and global scales. LULC change due to
urbanization has significant impacts on local weather and climate. Land-cover changes associated
with urbanization create higher air temperatures compared to the surrounding rural area, known as
the “urban heat island (UHI)” effect. Urban landscapes also affect formation of convective storms.
In recent years, the effect of urbanization on local convections and lightning has been studied very
extensively. In this paper a long-term study has been carried out taking cloud-to-ground (CG)
lightning data (1998–2012) from Tai-Power Company, and particulate matter (PM10), sulfur dioxide
(SO2) data (2003–2012) from the Environmental Protection Administration (EPA) of Taiwan, in order
to investigate the influence of LULC change through urbanization on CG lightning activity over
Taipei taking into account in situ data of population growth, land use change and mean surface
temperature (1965–2010). The thermal band of the Land-Sat 7 satellite was used to generate the
apparent surface temperature of New Taipei City. It was observed that an enhancement of 60–70% in
the flash density over the urban areas compared to their surroundings. The spatial distribution of the
CG lightning flashes follows closely the shape of the Taipei city heat island, thereby supporting the
thermal hypothesis. The PM10 and SO2 concentrations showed a positive linear correlation with the
number of cloud-to-ground flashes, supporting the aerosol hypothesis. These results indicate that
both hypotheses should be considered to explain the CG lightning enhancements over the urban areas.
The results obtained are significant and interesting and have been explained from the thermodynamic
point of view.
Keywords: Land use and land cover (LULC); cloud-to-ground (CG) lightning; particulate matter
(PM10); sulfur dioxide (SO2)
1. Introduction
The influence of urban environment on the lightning activity remains a debatable topic, beginning
with first publication of Westcott [1], followed by several studies in US, Europe, Asia, Brazil and
Australia [2–7]. The change of LULC in urban areas leads to a change of surface characteristics.
Such change affects not only the dynamic and physical processes in the atmospheric boundary
layer, but also affects the surface heat budget to form an urban heat island (UHI). The UHI
effect and its associated impact on environment and regional climate have been receiving wide
attention in recent years. It has already been established that the intensity of the UHI effect is
strongly associated with the urban size, urban surface characteristics, anthropogenic heat release,
topography, and meteorological conditions [8–13]. It has been hypothesized that convection is
enhanced by a UHI-induced mesoscale circulation and as a result of such enhanced convection;
increased thunderstorm and lightning activity accompanied with enhanced precipitation are observed
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over or downwind of major urban areas. During the Metropolitan Meteorological Experiment [14,15],
this hypothesis was extensively investigated and substantiated. Modern urbanization, which caused
dramatic change in LULC, is basically the demand of increased population and human activity.
Contributions of manmade aerosols are also enhanced because of urbanization having significant
impacts on local thunderstorm formation leading to an enhanced CG lightning activity particularly
over urban area [16–18]. However, the physical mechanisms responsible for these effects are not fully
understood due to the complex correlations.
The climate of coastal cities like Taipei is influenced by the development of cumulus convection
caused by boundaries that occur when moist air is transported by the sea breeze from ocean to land.
Taipei City is surrounded by mountains in all directions, except the two river valleys. The two river
valleys, Tanshui and Keelung, respectively, in the northwest and northeast of Taipei City carry surface
airflow to the open sea. Sea breezes funnel toward the southern part of the Taipei city through two
river valleys. These low-level flows are expected to interact not only with the mountains situated south
of Taipei City, but also with the UHI of Taipei City. Blending of UHI effect and sea breezes with the
local synoptic and orographic structure causes the summer thunderstorm and lightning activity within
the New Taipei City and Taipei City to develop a unique climate system. Exploring the impact of such
triple interaction on the local atmospheric circulation Kitada et al. [19] indicated that urbanization has
nominal effect on the diurnal airflow if urbanization is built up 100–200 km away from mountains.
In contrast, a shift of the highest temperature zone from the center of the city to inland suburbs is
evident in the case of extensive urbanized coastal areas. The development of Taipei City was started
since 1960s, and with time it has become one of the largest trade centers in Eastern and Southeast
Asia. Due to such rapid development in the past several decades, Taipei City has been well urbanized.
The urban population has increased by a factor of 3.5. The land use for construction has also increased
by a factor of three in the last few decades [20].
The effect of UHI leads to many serious environmental problems, such as regional climate change,
air pollution, and visibility deterioration. For example, the diurnal temperature change has been
decreasing since the 1970s in Taiwan [21]. The occurrence of fog in hours has decreased significantly
over the last 40 years [21]. Temperature has been increasing at a rate of approximately 1.1–1.6 ◦C/century
as recorded at eight lowland meteorology stations in Taiwan since 1900 to 2009. This rate of increase is
consistent with the warming conditions of other East Asia countries, but significantly higher than the
global rate of 0.74 ◦C/century [22,23]. During the last 30 years, the warming rate in Taiwan has almost
doubled and reached 0.23–0.40 ◦C/decade. LULC caused by rapid urbanization has been attributed as
one of the leading cause of such increasing trend of warming by researchers [24,25].
Taiwan, a mountainous island located at western Pacific coast region, is bisected by the Tropic of
Cancer and has 300-km Central Mountain Range (CMR) stretching along north to south with more than
100 peaks above 3,000 m. The hot and humid weather condition provides plentiful lightning strikes
over this island during premonsoon and monsoon seasons. Considerable research on thunderstorms
and lightning has been conducted over tropical areas and in the United States. Compared to those
studies the number of studies relating to Taiwan is limited [5,26,27]. The purpose of this study is to
investigate the impact of LULC change caused by rapid urbanization on the formation of local lightning
during the warm seasons (May–October) from 1998 to 2012 over Taipei, the capital of Taiwan. Possible
influence of urban particulate matter on the enhancement of CG lightning activity is another focus of
this study. More precisely we have tried to investigate in this study whether the local climate of Taipei
is affected by this urbanization through an increase in lightning activity particularly during summer.
2. Data and Methodology
For the present study, we have collected lightning data from Tai-Power Company of Taiwan for
the years 1998–2012 to determine the urban effect on lightning over Taipei and its surrounding places.
The Lightning Location System (LLS) was built in 1989 with one APA (Advanced Position Analyzer), and
six Direction Finders (DFs) installed at sites covering the entire area of Taiwan. The LLS was upgraded
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to a Total Lightning Detection System (TLDS) in 2002. The TLDS consist of seven lightning detection
sensors (SAFIR 3000), which are located at the top of Ying-tsu-ling microwave tower, Wu-shih-pi
microwave tower, Ji-shan microwave tower, Nan-Ke extra voltage substation, Feng-lin microwave
tower, building roof of Ming-tan power plant, and building roof of Xiao-liou-chiou. The location of these
seven sensors, distributed throughout Taiwan, is shown in Figure 1. The VHF interferometric technique
is the main basis for the localization principles of SAFIR network [28,29]. The seven lightning detection
sensors, formed a lightning detection network, could detect cloud-to-ground (CG) lightning discharges,
intra cloud (IC) lightning discharges, and breakdown events. The lightning discharges detection is
accomplished through the use of multiple, remote sensors that detect signals emitted by lightning
discharges, and by filtering out the signals from non-lightning sources. The long rang localization of all
lightning discharges (CG and CC lightning flashes) is governed by triangulation performed on GPS time
synchronized direction of arrival provided by interferometric sensor of two different detection station
in a SAFIR network. Each sensor detecting a lightning event sends data about the event to a central
processor (SCM) that triangulates the results from each sensor creating an optimal estimate of location
of the lightning event. The lightning detection network average efficiency is greater than 90%, and the
lightning detection localization accuracy is less than 1 km. However, especially near the edges of the
network the assumption of more than 90% uniform flash detection efficiency may not be realistic, but
because of comparatively higher average detection efficiency and localization accuracy no attempt was
taken to correct the detection efficiency because previous studies (e.g., [30] for a Lightning Position and
Tracking System (LPATS); [31] for the National Lightning Detection Network in the United States; [32]
for a LPATS in Germany, and [33] for a LPATS in Brazil) reported an overall detection efficiency of
90% for several lightning detection networks. For the present study we have only considered only CG
lightning discharges and have ignored the IC discharges. CG lightning flash density was computed
from the aggregated CG lightning flash data for the period 1998–2012.
Figure 1. Location of the sensors used in the Total Lightning Detection System (TLDS) of Tai-Power
Company, Taiwan.
Surface temperature data over Taipei are collected from Central Weather Bureau (CWB) for the
years 1965–2010. With more than 400 stations, consisting of conventional surface station and Automatic
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Rainfall and Meteorological Telemetry System (ARMTS), established by CWB, an extremely dense
surface observation network was developed over Taiwan. Hourly observations at these stations
were used to obtain the daily mean surface temperature. The census record and land use data are
collected from various Internet sites of the Taiwan government agencies. Landsat satellite images
are employed to demonstrate the urbanization of the city of Taipei and its surrounding areas and
are downloaded from United State Geological Survey. Errors for these images refer especially to
acquisition loss due to clouds covering the region of interest. Thermal band of the Land-Sat 7 satellite is
used to generate apparent surface temperature of Taipei and New Taipei city. The sensors of Land-sat
7 acquire temperature data and store the information as a digital number (DN) with a range between 0
and 255. These DNs are first converted to radiance values using the bias and gain values specific to
the individual scene. Thereafter an atmospheric correction using appropriate local values for several
parameters are performed to generate more accurate surface temperature map. Air pollutants data were
collected from a well-organized air quality-monitoring network operated by Taiwan Environmental
Protection Administration (EPA) of Taiwan for the period 2003–2012. Taiwan’s air quality monitoring
network measures PM10 concentrations by the automatic Wedding β-gauge monitors, which is one
of the US EPA-designated equivalent methods (no. EQPM-0391-081). The PM10 inlet is a cyclone
operated at 18.9 min–1. Particles are detected once every hour from its continuous collection on the
filter tape and the daily average is computed for at least 16 effective hours every day. A comparison
experiment had been made between Wedding β-gauge monitors and the manual samplers because
of the frequent abundance of high humidity in the ambient air of Taipei. The results obtained from
automatic Wedding β-gauge monitor and the manual samplers were very close. For the present study
PM10 and SO2 over Taipei City and New Taipei City are considered.
3. Results
Like the other countries, the population of Taiwan has been steadily increasing for decades.
The population of New Taipei City and Taipei City, was 2.7 million in 1965 according to Taiwan
government’s census record while it reached 6.6 million in 2010. The proportion of people who live
in the twin cities has almost increased by a factor of 2.5 since 1965. This increasing trend has been
shown in Figure 2a. Since the population increase over a particular area generally demands a large
change in land use and housing development, we have plotted the land use data of the Taipei City
and New Taipei City also in Figure 2b for easy comparison. An increasing trend is clearly evident
between population and land use change, which is again in phase to a great extent with that of daily
mean surface temperature at Taipei, which has been shown in Figure 2c. This result corroborates well
the findings of Pinto et al. [3] who found an increase in the surface temperature well correlated to the
increased thunderstorm activity and population growth of the São Paulo and Campinas cities.
Figure 2. Long-term variation of (a) the population of New Taipei City and Taipei City; (b) built-up
area in New Taipei City (pink line), Taipei City (green line), and the twin cities combined (black); and (c)
the summer daily mean surface temperature of Taipei along with linear trend for the period 1965–2010
(according to the twin city governments).
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A least squares–fit line for the past four decades indicates an increase of mean surface temperature
approximately by 1.6 ◦C. This long-term increasing trend of daily surface temperature, despite a
short-term cooling during 1992–97, strongly insists us to conclude that the increasing trend of surface
temperature in Taipei City is likely a result of land use change due to urbanization and the effect of
global warming. Increased land use in the New Taipei City has been further confirmed by images
of inhabited region (cyan color) taken by Landsat-4 on 27th October, 1982 and by Landsat-8 on 29th
January, 2014 (Figure 3). Based on our rough estimate using the satellite images shown in Figure 3, the
built-up areas are 160.2 km2 and 285 km2 in 1982 and 2014, respectively. Thus, an expansion of over
78% during the past 32 years is clearly evident.
Figure 3. Landsat imageshowing the expansion of urbanization over New Taipei City and Taipei
Cityand theirsurrounding areas. Areas in green are uninhabited land covered by vegetation or forest,
and areas in light cyan are inhabited regions. Deep blue indicates water bodies. Off white areas are the
expansions of urbanization. Bright green line and Yellow line indicates the boundary of Taipei City
and New Taipei City, respectively.
Figures 3–5 compare the CG flash density in the northern Taiwan with the geographic position of
Taipei City and its apparent surface temperature. Figure 3 presents the urban area of New Taipei City
109
Remote Sens. 2019, 11, 407
while the CG flash density and the apparent surface temperature over the same region are displayed in
Figures 4 and 5, respectively. Figure 3 presents the region where the Taipei City is located (represented
by the gray area) within its geopolitical limit. Figure 4 presents the CG flash density for the northern
Taiwan computed from the aggregated CG lightning flash data for the period 1998–2012. Spatial
distribution of lightning flash density shows clearly an enhancement of the CG flash density over
Taipei. The increase of the CG lightning activity for Taipei related to their surroundings was about
60–70%. It is worth mentioning in this context that Taipei has grown vertically over the past 15 years
through construction of very tall buildings. It is possible that taller buildings shift the CG:IC ratio on
a local scale. That is, a taller vertical profile might be responsible for enhanced CG flashes. Thermal
band of the Land-Sat 7 satellite is used to generate Figure 5, which shows the heat island effect. A clear
agreement among the three maps is evident, indicating that the CG flashes tend to roughly concentrate
over the urbanized area, which also corresponds to the region of highest surface temperature. This
result is consistent with the results obtained by Naccarato et al. [30] over large urban areas of Southern
Brazil. Furthermore, the CG lightning activity tends to concentrate where the human activities are
more intense as is evident from the strong relationship between Figures 3 and 4. This anthropogenic
influence results an increase in both the aerosol emissions due to the traffic and industrial activity and
the local temperature due to the manmade structures and the lack of vegetation.
Figure 4. Lightning flash density in flashes.km–2 for Taipei City and New Taipei City with
1 km resolution.
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Figure 5. Apparent surface temperature of Taipei City and New Taipei City computed using LandSat-7
thermal data.
The good spatial relationship between the regions of higher number of CG flashes and the higher
apparent surface temperature (Figures 4 and 5) might corroborate the thermal effect proposed by
Williams and Stanfill [34]. Considering islands to discuss the influence of a portion of land on the
cloud electrification and lightning they computed a critical area to assess how large an island should
be to guarantee continental behavior. Thermal hypothesis indicated that the critical area required
was 110 km2 while that of was about 20,000–30,000 km2 according to aerosol hypothesis. Moreover,
the suppression of coalescence over the continent was discussed by them considering the traditional
thermal hypothesis according to which the larger updrafts over land would permit less time for
droplets to interact for coalescence, thus preventing the warm rain. They finally concluded that the
thermal hypothesis could better explain the appreciable difference in the lightning activity between
land and sea than the aerosol theory. In the case of our present study the thermal hypothesis could
explain well the enhancement of CG flashes over these warmer regions particularly for the Taipei
City, which is similar to islands in sea and where the heat island has area about 1600 km2 much larger
than the critical area. A further support to the thermal hypothesis showed that the land-sea breeze
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convergence over Houston combined with the UHI might intensify the thunderstorm generation over
the city [35].
The total CG lightning flashes measured during warm seasons for 1998–2012 are presented along
with best fit line in Figure 6. It is seen from Figure 6 that lightning increases systematically during this
period. This increasing trend in lightning activity suggests that either cloud top heights or amount of
deep clouds during monsoon have increased in last few years. This increasing trend of CG lightning is
also in phase with population growth and land use change as shown in Figure 2 during this period.
Figure 6. Variation of total CG lightning during warm seasons (May–October) over Taipei.
4. Discussion
Many studies in the recent years have shown that lightning activity in a region can be affected
by changes in thermo-dynamical properties as well as increase in aerosol concentration [5,36,37].
The annual averages of PM10 and SO2 concentrations for Taipei City have been considered in relation
to the number of CG flashes to ascertain the possible effect of urban particulate matter on CG
lightning activity. Figures 7 and 8 show the scatter plots of CG lightning flashes with PM10 and
SO2 concentrations, respectively, along with best fit line. Both the figures exhibit a positive correlation
between the two plotted parameters with correlation coefficients 0.63 and 0.71 for the PM10 and SO2
concentrations, respectively. The correlations in Figures 7 and 8 are statistically significant at the
1% significance level. A slight higher correlation coefficient is found between SO2 concentrations
and CG lightning flashes compared to that of PM10 and CG lightning flashes. Since the sulphate
particles are usually more active in the formation of cloud droplets compared to PM10, a slight higher
contribution from SO2 concentration is expected to enhance the CG lightning compared with the PM10
concentration [38]. Our results partially correspond to the results of Soriano et al. [39], but corroborate
well the reports of Westcott [1]. These results indicate a possible influence of aerosol concentrations
on the number of CG lightning flashes. The results are consistent with previous studies [40–43],
suggesting the enhancement of lightning activity in polluted atmospheric conditions when compared
to aerosol clear ones. However, the production of CG lightning is enhanced by the increase cloud
water in the mixed phase region and is paralleled by an increase in the electrical charge separation [35].
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Figure 7. Scatter plot of the number of CG flashes and annual averages of PM10 concentrations.
Figure 8. Scatter plot of the number of CG flashes and annual averages of SO2 concentrations.
The Taipei City and its suburbs are surrounded by mountains with two major openings through
River valleys. During the warm season, the comparatively cold moist air is transported by sea breezes
into the Taipei City through these two river valleys. This moist air is then warmed by urban heat of
Taipei City and converges towards the mountains situated south of the city. Convective overturning of
moist air is expected to take place because of the orographic forcing facilitating the process of cumulus
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convection. Thus a zone of higher lightning frequency over Taipei City and its suburbs is formed
which is likely enhanced by the warm moist sea breezes and the urban heat [27]. From our results,
it is evident that for Taipei the lightning activity showed a significant increase with respect to their
surrounding areas during the period of study with a simultaneously increase of surface temperature
well correlated with the population growth of the city in terms of population. The results did not
reflect anything expected from natural climate cycles and provide clear observational evidence for the
anthropogenic influence related to the urban influence on enhanced lightning activity. It is also evident
that during the past four decades the daily mean surface temperature of Taipei City has increased
1.6 ◦C. Therefore, it is highly expected that this urban environment change must have a significant
effect on the increase in CG lightning frequency, as observed in Figure 4, over Taipei and its suburbs.
Moreover, during the past four decades, the population of Taipei and its built-up area, both, have
increased by a factor of 2.5 and 1.8, respectively. Most of the LULC change in Taipei and its suburbs is
resulted either by building construction or by various urban surface developments. Penetration of sea
breezes through two river valleys is expected to be obstructed by the increased surface roughness over
the northwest slopes of the mountains south of Taipei City as indicated by Chen et al. [18], since most
of the constructions are concentrated over these regions. This retardation of surface airflow may also
lead to an enhancement of low-level convergence over the downwind of major constructed lands and
subsequent increase in CG lightning flashes.
5. Conclusions
It has been found from the present study that over Taipei City the enhancement of CG lightning
activity follows closely the increase of the apparent surface temperature, which indicates the heat
island, thus corroborate the thermal hypothesis. In addition to population growth and land use
increase, increased pollution and anthropogenic aerosols are also good indicators of urbanization
of any city. Therefore, an assessment of the possible impact of aerosol microphysical forcing on the
formation of urban CG lightning is equally important. Apart from the evidence in support of thermal
hypothesis, a positive linear correlation between the number of CG flashes and a higher concentration
of both SO2 and PM10 has also been found, indicating that the aerosol hypothesis is equally important
to support the increase of the number of CG flashes. Positive correlations of 0.63 and 0.71 are found
for the PM10 and SO2 concentrations, respectively, when compared separately with the number of
CG flashes. This higher positive correlation strongly supports that aerosols play a key role in the
enhancement of lightning activity over Taipei City. Williams et al. [44] first proposed that under
continental and dirty boundary layer conditions, the available liquid water in the storm updraft is
shared amongst an innumerable number of small droplets, thereby suppressing the mean droplet
size and thwarting the coalescence process. As a result, the cloud water reaches the mixed phase
region to participate in creating excess cloud buoyancy, in precipitation formation, and in electric
charge separation and increasing the lightning activity. Therefore, based on possible increases of
pollution and aerosols, the contribution of aerosol–microphysical forcing to CG lightning enhancement
over Taipei city and its suburbs seems reasonable. It is worth mentioning in this context that both
hypotheses act on the same way, probably with combined interaction, at least for the enhancement of
CG lightning activity.
It is evident from the perspective of local atmospheric dynamics that the UHI, sea breeze and
orographic interaction plays a significant role in the formation of urban CG lightning within the New
Taipei City. The spatial variability of CG lightning activity over Taipei is also influenced by the aerosol
microphysical forcing. This observation corroborates well the findings of Sequera et al. [45] that
combined impact of aerosol and UHI plays crucial role in enhancing the lightning activity over Taipei.
It is worth mentioning in this context that the aerosol effects or urban heat island may not only be
responsible for the observed trends of lightning over Taipei; the synoptic variability can also affect these
trends with equal probability. However, it is a challenging task to quantify the individual contributions
of these two physical processes based on present observations because of the complexity of urban
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modifications of both dynamic and physical processes over this area. Therefore, extensive research
is highly needed to fully understand this complex physical mechanism. The present study not only
helps to understand the influence of urbanization on the local microclimate system, but also provide
valuable environmental information for future urban planning and environmental management.
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Abstract: It is well reported that the 2015–16 El Niño event is one of the most intense and long lasting
events in the 21st century. The quantified changes in the trace gases (Ozone (O3), Carbon Monoxide
(CO) and Water Vapour (WV)) in the tropical upper troposphere and lower stratosphere (UTLS)
region are delineated using Aura Microwave Limb Sounder (MLS) and Atmosphere Infrared Radio
Sounder (AIRS) satellite observations from June to December 2015. Prior to reaching its peak intensity
of El Niño 2015–16, large anomalies in the trace gases (O3 and CO) were detected in the tropical UTLS
region, which is a record high in the 21st century. A strong decrease in the UTLS (at 100 and 82 hPa)
ozone (~200 ppbv) in July-August 2015 was noticed over the entire equatorial region followed by
large enhancement in the CO (150 ppbv) from September to November 2015. The enhancement in
the CO is more prevalent over the South East Asia (SEA) and Western Pacific (WP) regions where
large anomalies of WV in the lower stratosphere are observed in December 2015. Dominant positive
cold point tropopause temperature (CPT-T) anomalies (~5 K) are also noticed over the SEA and WP
regions from the high-resolution Constellation Observing System for Meteorology, Ionosphere and
Climate (COSMIC) Global Position System (GPS) Radio Occultation (RO) temperature profiles. These
observed anomalies are explained in the light of dynamics and circulation changes during El Niño.
Keywords: El Niño 2015–16; trace gases; Upper Troposphere Lower Stratosphere
1. Introduction
The Upper Troposphere and Lower Stratosphere (UTLS) is one of the important regions of the
Earth’s atmosphere and crucial for the Earth’s energy balance [1]. The redistribution of the water
vapour (WV), ozone (O3) and other chemical species in the UTLS region has a direct impact on the
Earth’s radiation budget. WV acts as a major source of cooling in the upper troposphere whereas O3 is
the main source for the warming in the lower stratosphere (LS). These WV and O3 changes in the UTLS
region can strongly influence the temperature structure of the atmosphere and hence atmospheric
transport [2–6]. The variability in the UTLS trace gases is strongly influenced by several dominant
atmospheric oscillations such as quasi-biennial oscillation (QBO) and El Niño Southern Oscillation
(ENSO). ENSO is a dominant mode of the inter-annual variability of the tropical troposphere climate.
El Niño is a warm phase of the ENSO, which is having a strong impact on the global atmosphere.
In general, during El Niño, enhancement of atmospheric convection and increase of sea surface
temperatures (SSTs) in the tropical Eastern Pacific (EP) or Central Pacific (CP) generally observed [7].
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The opposite signatures are noticed during the La Niña periods. Due to increase of the convection,
lots of large scale atmospheric waves released into the atmosphere vertically. These waves indirectly
strengthen the Brewer Dobson Circulation (BDC), increasing the upward motion in the tropics and
downward motion in poles in the stratosphere [8]. Due to these circulation changes in the El Niño
period, tropical troposphere generally warms while the tropical lower stratosphere (LS) cools [8,9].
The warm troposphere allows more WV into the LS in El Niño events. The negative zonal mean O3
and temperature anomalies in the LS are also evident during the El Niño period. These anomalies are
attributed to the strengthening tropical upwelling of the BDC in El Niño period [10,11]. Due to the
warm, high troposphere temperatures in El Niño period, drought conditions generally observed over
South East Asia (SEA) region with lot of biomass burning and forest fires [12–14]. In addition, more
carbon emissions observed in El Nino period over SEA region, which causes high concentrations of
CO in the troposphere [12–14]. Several previous observational and modelling studies are reported on
the atmospheric composition (mainly on O3, WV and CO) changes during the El Niño periods [12–16].
The recent El Niño event in 2015–16 was one of the strongest El Niño events in the 21st century
satellite era [7]. It is also only one strongest boreal summer El Nino event in the Microwave Limb
Sounder (MLS) record [17]. During this event, several unusual atmospheric changes happened and
were reported well. For example, strong drought conditions were observed over SEA especially over
the Indonesia region and caused a record amount of forest fires and biomass burning in September
and October [18,19]. The carbon emissions that occurred over SEA in 2015 are the largest one since
1997 [18]. Due to these forest fires, a huge amount of carbon was released into the atmosphere in the
form of CO2 and CO [18–20]. These trace gases have strong influence on global atmospheric chemical
budget. By using Greenhouse gases Observing SATellite (GOSAT) data, Parker et al. [21] reported the
strong enhancement of CO2 and CH4 over the Indonesian region. Whitburn et al. [22] observed 3 times
higher amounts of ammonia during this period than in the previous seven years based on satellite
measurements acquired in 2008–2015. It is also well reported that the second half of 2015 witnessed
massive propagation of Rossby waves into the tropics [23,24].
It was also reported that during the 2015–16 El Niño event, the large anomalies of WV and ice in
the LS were observed in December 2015 over SEA and WP regions [7,25]. This enhancement in WV
was either due to the warm tropopause temperatures [7] or due to the 2015–16 QBO disruption [25].
However, very recently, Diallo et al. [9] argued that the interplay between the El Nino event and the
QBO disruption made an important contribution to the change in the LS WV anomalies during this
event. Another study by Garfinkel et al. [26] discussed the impact of ENSO on the LS temperature
and WV and suggested that the impact is nonlinear in boreal spring whereas linear in boreal winter.
It is well known that most of the WV enters the LS through the tropical tropopause layer (TTL) and
the temperature in the TTL controls the WV entering the LS [27–30]. However, the trace gases such
as CO and O3 variability in the UTLS region during the 2015–16 El Niño event have not been well
investigated. O3 is a strong radiative gas and plays a significant role on the radiative forcing of the
atmosphere along with CO2 [31]. The inter-annual variability of O3 at tropopause level is strongly
dominated by ENSO [32]. The strength of the BDC and SSTs in the equatorial pacific has strong impact
on the O3 anomalies in ENSO events. CO is important for global warming and it acts as a precursor
for CO2 and tropospheric O3 and a major sink for OH radicals [33]. It is well established that the
strong enhancement of the CO concentrations during the El Niño events [7–9]. In the present study,
we present the observed large anomalies of these trace gases in the tropical UTLS region during the
recent strong El Nino event of 2015–16.
2. Data base and Methodology
In the present study, we used version 4.2 level 2 profiles of O3, CO and WV data from Aura MLS
provided by the Jet Propulsion Laboratory along with CO data from Atmosphere Infrared Radio Souder
(AIRS) in order to see the vertical changes in CO during the year 2015. The high resolution temperature
profiles were obtained from the Constellation Observing System for Meteorology, Ionosphere and
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Climate (COSMIC) Global Position System (GPS) Radio Occultation (RO) are used for tropopause
changes. Multivariate ENSO Index (MEI) data obtained from http://www.esrl.noaa.gov/psd/enso/
mei were used as an ENSO index [34,35].
2.1. MLS Data
Earth Observing System (EOS) MLS is one of the four instruments aboard NASA’s Aura satellite.
The Aura MLS gives around 3500 vertical profiles per day and it crosses the Equator at ∼01:40 and
∼13:40 local time [36]. In the present work, version 4.2 Aura MLS data of O3, CO and WV were used.
The vertical resolution of the WV is in the range 2.0 to 3.7 km from 316 to 0.22 hPa and the along-track
horizontal resolution varies from 210 to 360 km for pressure greater than 4.6 hPa. For ozone, vertical
resolution is ∼2.5 km and the along-track horizontal resolution varies between 300 and 450 km. CO
is retrieved from radiance measurements of two bands in the MLS 240 GHz radiometer. Vertical
resolution for CO is in the range 3.5–5 km from the upper troposphere to the lower mesosphere and
the useful range is 215–0.0046 hPa. The horizontal resolution for CO is about 460 km at 100 hPa and
690 km at 215 hPa. The precision and systematic uncertainty for WV and O3 are ±10–40%, ±10–25%
and ±0.02–0.04 ppmv, ±0.02–0.05 ppmv ±5–10%, respectively. The accuracy of CO at 100 hPa is
±19 ppbv and ±30%. The data was collected for the period from January 2006 to December 2017.
Profiles of O3, CO and WV were used to construct a monthly mean 2.5◦ × 2.5◦ degree gridded data set
for the study period. We used data from 2006 to 2014 for background climatology for each individual
month. To get zonal mean of trace gases in each month during the reporting period, all the available
MLS profiles within the latitude bands that is, for 10◦N–10◦S. More details about MLS version 4 level 2
data can be found in Livesey et al. [34].
2.2. Atmosphere Infrared Radio Souder Data
AIRS is one of six instruments onboard Aqua, which is part of NASA’s EOS of satellites launched
into Earth orbit on 4 May 2002. Version 6 Level 2 data of CO is utilized in the present study. AIRS CO
is retrieved with horizontal resolution of 45 km at nadir, in a swath of width about 1600 km. This orbit
gives global coverage in the tropics every 2 days. The retrieval uses a cloud-clearing methodology
providing the CO with sensitivity that peaks around 500 hPa, with ∼0.8–1.2 degrees of freedom of
signal for 50–70% of scenes.
2.3. COSMIC GPS RO Data
The temperature profiles obtained from the COSMIC GPS RO were utilized for the present
study. The GPS RO data were downloaded from the COSMIC Data Analysis and Archive Centre
(CDAAC) website (http://cosmic-io.cosmic.ucar.edu/cdaac/index.html). COSMIC GPS RO is a joint
Taiwan–U.S. mission, which is a constellation of six microsatellites equipped with GPS receivers [37].
These satellites were launched in early 2006 and started providing data from April 2006. It provides
2000–2500 occultations for a day over the entire globe. There are different vertical resolutions available
for COSMIC GPS RO data but for the present study we used 200 m resolution temperature (atmPrf)
profiles available at CDAAC website only which is freely available for the public use. Note that these
data are validated with a variety of techniques, including GPS radiosonde data and matched very well,
particularly in the UTLS region [38–40]. A comprehensive introduction to the RO method for remote
sensing of the atmosphere and ionosphere was presented by Liou et al. [41]. Deployment of COSMIC
was presented by Fong et al. [42] and its constellation spacecraft system performance after one year in
orbit was presented by Fong et al. [43]. Later, follow-on mission of COSMIC, that is COSMIC-2 and its
deployment were introduced by Fong et al. [44] and [45], respectively. The suitability and importance
of the GPS RO data for different topics of the atmospheric research (e.g., gravity wave studies [46–50],
tropopause structure [51], tropical cyclones [52,53], etc.) were well reported in the literature.
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3. Results and Discussion
3.1. Unusual Behaviour of Trace Gases in the Tropical UTLS Region during the 2015–16 El Niño Event
The monthly mean time series of observed O3 at 100 and 82 hPa and CO at 146 and 100 hPa
over the equatorial region (averaged over 10◦N and 10◦S) along with MEI index from January 2006
to December 2017 are shown in Figure 1. O3 shows significant seasonal variations with high values
during Northern Hemisphere (NH) summer months and low values during NH winter months
(Figure 1a). However, during the year 2015 a drastic change in O3 mixing ratio at both pressure levels
is noticed particularly during the summer months of July and August in 2015 as compared to the other
years. The MEI index also shows the gradual increase in its strength and reaches record high values
(>2 MEI index value) in September 2015 (Figure 1c). After that, the MEI index maintains its value of
~2 till May 2016. It is well known that the ENSO dominates the inter-annual variability in the O3 at
tropopause level [10,32]. The CO (Figure 1b) also shows a strong enhancement in September, October
and November 2015. The values are very high during 2015 as compared to the other years. The O3
and CO show significant decrease and increase. The relative percentage changes in the O3 and CO
with respect to the averaged period from 2006 to 2014 are presented in the Section 4, respectively.
The monthly climatological (2006–2014) means of O3 (CO) mixing ratio at 146, 100 and 82 hPa
(146, 100 and 68 hPa) in the tropics (20◦N–20◦S) along with the seasonal change in the year 2015 are
illustrated in Figure 2. Three latitude bands within the tropical latitudes, namely equator (averaged
over 10◦N–10◦S), Northern Hemisphere (NH) (averaged over 11◦N–20◦N) and Southern Hemisphere
(SH) (averaged over 11◦S–20◦S) are selected to obtain the variability in the O3 mixing ratio. We can
see the clear seasonal variability in the climatological O3 mixing ratio at both the pressure levels over
the tropics.
Figure 1. Time series of observed monthly mean (a) ozone at 100 and 82 hPa, (b) carbon monoxide at
100 and 146 hPa and (c) Multivariate ENSO Index (MEI) from January 2006 to December 2017.
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Figure 2. Annual cycle of ozone mixing ratio observed at 146 hPa (a–c), 100 hPa (d–f) and at 82 hPa
(g–i) averaged over different latitude bands. Black colour line shows monthly climatology of ozone
mixing ratio calculated by using MLS data from January 2006 to December 2017 and red colour line
shows the monthly mean of ozone mixing ratio during 2015. Vertical bars indicate standard deviations
of the measurements.
Note that over the equator (Figure 2e,h) and SH (Figure 2f), the O3 shows a quite different
seasonal change in the year 2015 compared to the climatology. A clear drop in the O3 mixing ratio
in the equator from June to September is observed (Figure 2e,f). In 2015, from June to December,
the seasonal change is completely disappeared in the tropical regions at 100 hPa and 82 hPa as seen in
Figure 2e,h, respectively. In NH, the climatological and the year 2015 O3 values show a clear distinct
picture. At 100 (82) hPa, the O3 value from January to May follows the climatological pattern and then
in June it starts to deviate from it. The difference is greater at 100 hPa as compared to 82 hPa. From
these results, it is clear that O3 shows a significant drop in the tropics from June to September 2015.
Similar unusual changes are noticed in the CO mixing ratio over the tropics during this period but a
little bit later (Figure 3). Figure 3 shows that, in the entire tropics, CO shows a strong enhancement in
the months from September to December at both pressure levels (146 and 100 hPa) as compared to the
climatology. The monthly mean values of O3 and CO over the tropics clearly indicate that strong and
unusual changes occurred in the UTLS region during the 2015–16 El Niño event.
To quantify the changes in the trace gases during the year 2015, we have estimated the monthly
anomalies by subtracting the climatology from the individual monthly mean trace gas concentrations.
The time series of O3 and CO anomalies observed at different levels in the UTLS region over the
10◦N–10◦S region is shown in Figure 4. Strong negative anomalies in O3 are observed at 82 and 100 hPa
but not at 146 hPa (Figure 4a). The O3 decrease is high at 82 hPa (~80 ppbv) as compared to 100 hPa
(40 ppbv). This decrease is very high from September to December 2015 (peaking in November)
with large negative anomalies and continued in 2016 with less magnitude. This might be due to
the strengthening of the Brewer Dobson circulation (BDC), that is, strong enhancement of tropical
upwelling during El Niño period [9–11]. Previous studies clearly demonstrated the impact of the
ENSO on the inter-annual variability of O3 at the tropopause level [32]. These inter-annual variations
in the O3 anomalies are linked with the SSTs in the equatorial Pacific Ocean and are explained by the
strength of the BDC. In general, during the El Niño period, the tropical upwelling increases whereas in
La Niña events, the tropical upwelling decreases. Note that previous studies focused on the O3 and
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other trace gases changes mainly in the boreal winter (mainly in December when the intensity of the El
Niño becomes peak). However, the observed high decrease of O3 in the present study is in July and
August that belong to boreal summer. These results matched well with those reported by Tweedy et
al. [17] and Diallo et al. [11]. They clearly demonstrated that the changes in the O3 anomalies in NH
are due to the meridional advection in northern subtropics altered by boreal summer ENSO events
and in SH due to the tropical upwelling [17]. The structural changes in the BDC due to 2015–16 El
Niño event is also one of the reasons for the O3 anomalies observed in the tropical LS during this
event [11]. Overall, instead of chemical reactions, the transport processes (due to BDC) are the major
possible reason for the presently observed O3 anomalies. The CO anomalies (20–35 ppbv) show a
substantial increase in the UTLS (mainly 146 and 100 hPa) from September to December 2015 (peaking
in November) as compared to the whole MLS data period (Figure 4b). Note that the observed CO
anomalies in 2015 are a record high in the 21st century. From Figure 4, it is evident that the O3 drop
was high from June to September 2015 (peaking in August) while strong enhancement in CO was
observed from September to December 2015 (peaking in November). More significantly, the maximum
CO anomalies are noticed in the troposphere in October whereas in the LS (~100 and 68 hPa), it was in
November (Figures 7 and 11). In the following section, we investigate the spatial distributions of these
anomalies in 2015.
Figure 3. Same as Figure 2 but for the monthly mean of carbon monoxide at 146 hPa 100 hPa and
68 hPa.
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Figure 4. Time series of de-seasonalized anomalies of (a) ozone and (b) carbon monoxide observed
over Equatorial region (10◦N and 10◦S) from January 2006 to December 2017. Different colours indicate
different pressure levels.
3.2. Spatial Distributions of Trace Gas Anomalies during the 2015–16 El Niño Event
Figure 5 shows the spatial distribution of O3 at 82 hPa in July 2015 and CO at 100 hPa in October
2015 as well as respective climatologies. Significant differences are noticed in the trace gas distributions
in 2015 over the tropical region. Compared to the climatology, minimum O3 (100 ppbv) is noticed over
the SEA and Atlantic regions but with a relatively zonally uniform feature in 2015. High values of CO
(200 ppbv) are observed, particularly over SEA in 2015. These observations clearly indicate the huge
difference between climatology and 2015. Figure 6 illustrates the spatial distribution of anomalies of
O3 at 82 hPa and CO at 100 hPa with respect to the climatology in July and October 2015. Distinct
characteristics in the trace gas anomalies are perceived between these two months. In the O3, strong
negative anomalies (~200 ppbv) are observed over the entire tropical region except some parts of the
WP region in July 2015. No such changes are observed for O3 in October 2015 over the tropical region.
However, the observed O3 decrease is much higher and recorded strong decrease in its concentrations
(~200 ppbv) in the recent decade. The O3 and temperatures in the Tropical Tropopause Layer (TTL)
are linked both dynamically and radiatively. It is reported that the O3 perturbations have a positive
radiative feedback, with negative O3 anomalies locally cooling the TTL and positive O3 anomalies
locally warming the TTL (Gilford et al., 2016). We also observed the negative cold point tropopause
temperature (CPT) anomalies from COSMIC GPS RO data in July and August 2015 over most of the
tropical equatorial region except over SEA and WP regions (Figures are not shown). The observed
CPT anomalies are well correlated with the O3 anomalies in July and August. Large anomalies of
CO (~150 ppbv) are observed in October 2015 and the prominent enhancement is observed over
SEA region. The observed increase of CO mixing ratio is much higher compared to the previous El
Niño events in the 21st century. This clearly indicates the transport of lower troposphere air into the
tropopause level in October 2015.
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Figure 5. Background climatology (averaged 2006–2014) of (a) ozone mixing ratio at 82 hPa in July and
(b) carbon monoxide at 100 hPa in October. (c,d) same as above but for the year 2015.
Figure 6. Spatial distribution of ozone anomalies observed at 82 hPa in (a) July 2015 and (c) October
2015. (b,d) same as (a,c), respectively but for carbon monoxide anomalies observed at 100 hPa.
Anomalies are calculated by removing the background climatology (January 2006–December 2014) of
individual months.
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The 2015 El Niño induced drought conditions, which further allowed active biomass burning
and forest fires to spread rapidly in the SEA region in September and October [18,19]. These carbon
emissions, which occurred in 2015 are the largest emissions since 1997 [18]. The effects of these fires
are clearly seen in the enhancement of CO concentrations in the UTLS region. Due to these emissions,
CO at the tropopause level is increased in 2015. The observed values of decreasing O3 (200 ppbv)
and increasing CO (~150 ppbv) are high values recorded in 2015 and the results clearly indicate the
unusual strong enhancement/decrease of trace gases (CO and O3) in the UTLS region. The carbon
emissions in September and October over maritime SEA play an important role in the enhancement
of CO in the UTLS region. Based on ground based and satellite measurements, it is well reported
that the strong enhancement of carbon emissions over Indonesia happened in September–October
2015 [18–20]. It is also evident that the overall emissions from the tropical Asian biomass burning
in 2015 were almost three times the 2001–2014 average [54]. In the present study, we also observed
the strong increase in the CO concentrations in most of the troposphere even up to the 100 hPa over
SEA and WP regions in October 2015 (Figure 7). MLS data is available from 215 hPa and has only
4 pressure levels (215, 146,100 and 68 hPa) in the troposphere to the UTLS region. Based on MLS data,
it is difficult to see the vertical change in the CO. To avoid this we have utilized AIRS observed monthly
mean CO data over SEA region from January to December 2015. Height-time cross section of CO over
the SEA and WP regions observed from AIRS measured CO data from January to December 2015 is
shown in Figure 7. It is clear that the vertical transport of the CO into the UTLS region is clearly seen
in the Height-time cross section of the CO. The anomalies in these trace gases clearly demonstrated
the unusual changes that are occurring in the UTLS region before the El Niño becomes strong and
strengthened during the 2015–16 winter. It was also clear from the study that localized strong carbon
emissions over SEA play a crucial role on the large enhancement of zonal mean CO. In the ‘State of the
Climate 2015’ [54], it is clearly shown that the biomass burning in Indonesia region led to increasing of
the CO, aerosols and tropospheric O3 in 2015. Our satellite measurement results are also well matched
with their results. In the next section, we explore the changes in tropopause temperature and WV in
the LS during this event.
Figure 7. Pressure time cross section of monthly mean carbon monoxide observed over Southeast Asia
and Western Pacific region (averaged over 10◦N–10◦S/85◦E–140◦E) from January to December 2015.
To obtain this, AIRS satellite measured carbon monoxide data is utilized.
3.3. Spatial Variability of Cold Point Tropopause Temperature during December 2015
Changes in the CPT-T are crucial for the understanding the lower stratosphere WV changes [27,52].
It has been reported warm CPT-T (~3.5 K) over the SEA and WP regions in December 2015 from the
reanalysis data sets [7]. In this study, we have utilized COSMIC GPS RO data for estimating the
CPT temperatures. Figure 8 shows the spatial variability in the CPT-T in December 2015 along
with the background climatology of CPT-T. The coldest CPT-T (~185 K) is situated over the central
pacific (CP) (Figure 8b) in 2015 while background climatological minimum CPT-T is located over
127
Remote Sens. 2019, 11, 687
the WP region (Figure 8a). It clearly indicates the shifting of the minimum CPT-T region towards
CP with extension towards EP in December 2015. The spatial distribution of CPT-T anomalies
shows two strong warm anomaly areas over SEA/WP and Atlantic Ocean regions in December
(Figure 8c). However, the strongest warm anomalies of ~5 K are observed over the SEA and WP
regions. The height-longitudinal cross section of COSMIC temperature also shows the minimum
temperature over eastern pacific region (Figure 8d). The thickness of the minimum temperature layer
was much lower over the Indian Ocean and WP regions than the EP region.
Figure 8. Spatial distribution of COSMIC GPS RO observed cold point tropopause temperature
(a) December climatological (2006–2014) CPT, (b) December 2015 CPT and (c) December 2015
CPT anomaly. (d) Height-longitudinal cross section of COSMIC temperature over 10◦N–10◦S in
December 2015.
The observed results matched well with the previous report by using reanalysis data sets [7]
but with higher CPT-T anomalies during the same period. However, this warm CPT-T is formed
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well before December (figure not shown). The formation of warm CPT-T anomalies initiated during
October gradually increased from November and reached the maximum warm CPT-T anomaly (~5 K)
in December 2015 over the SEA and WP regions.
3.4. Water Vapour Changes during the 2015–16 El Nino
WV has major consequences for the radiative and heat transport in the atmosphere. Even
very small changes in the LS WV could affect the surface climate [6]. It also plays an important
role in the distribution of O3 in the LS as an important contributor for long term change in the LS
temperatures [4,5,55]. Debate is still going on the impact of El Niño 2015–16 and QBO disruption
in 2016 on the WV concentrations in the LS [7,9,25]. However, in the present study we do not focus
on which one is having more impact on changes in the WV concentrations in the LS. Instead, we
focus only on the quantification of WV concentrations with respect to the background climatology
within the tropical UTLS region. Recently, Avery et al. [7] clearly demonstrated the increasing of WV
in the LS over the WP region along with warm CPT-T in December 2015. In the present study we
tried to examine the zonally averaged changes in the WV at different pressure levels in the tropical
UTLS region. Figure 9 shows zonally averaged WV mixing ratios at 146, 100 and 82 hPa over different
latitudes. Black colour line represents climatology and red colour line represents year 2015. Strong
increase of WV at 146 hPa was clearly noticed from July to December over all the latitudes (Figure 9a–c).
But at 100 and 82 hPa, strong enhancement was observed from October to December 2015. There
was a little drop in the WV compared to the background climatology during the summer months
(June–August) of 2015 over the equator (Figure 9e,f). From the Figure 9, it is clear that the enhancement
of the WV in 2015 started from October and it continues after that. The zonal mean anomalies reveal
that the enhancement is high over equatorial latitudes as compared to the other latitudes.
Figure 9. Same as Figure 2 but for the monthly mean of water vapor.
The WV enhancement in December 2015 at 82 hPa was little high over the equator (averaged over
10◦S–10◦N) compared to the NH and SH. (Figure 10). Strong El Niño events like 2015–16 El Niño cause
the warming even up to the cold point tropopause allowing more WV to enter the stratosphere [26].
In a recent paper, Garfinkel et al. [26] suggested that the impact of ENSO events on the LS temperature
and WV is nonlinear in boreal spring whereas linear in boreal winter. They also clearly mentioned that
the strong El Niño events led to warming over Indo-WP region that subsequently warms the CPT and
moistens the tropical LS [26]. The observed zonal mean anomalies clearly indicate the strong decrease
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of WV in the LS in 2016. At 82 hPa, the decrease was quite higher over equator compared to NH and
SH. This record loss of WV was reported well in an earlier study reported in ‘State of the Climate
2016’ [56]. However, in their study, it is reported that the WV anomalies were found at 82 hPa only.
In the present study, we tried to see the changes in the tropical UTLS region by estimating the WV
anomalies at different pressure levels based on different latitude bands. The loss of WV in the LS in
2016 is strongly correlated with the large negative anomalies of CPT-T [25]. From the study by Tweedy
et al. [25], it is evident that the decrease in global WV in the LS in December 2016 is the lowest in the
record (1992–2016) [Figure 7 of [25]]. Our results also matched well with their results, except that the
higher drop in the WV is observed over equatorial latitudes (>1 ppmv).
Figure 10. Zonal mean water vapour anomalies observed (a) over northern hemisphere (averaged over
11◦N–20◦N) (b) over equator (averaged over 10◦N–10◦S) and (c) over southern hemisphere (averaged
over11◦S–20◦S). Different colours indicate different pressure levels.
4. Summary and Conclusions
During an El Niño event, warm waters over the Western Pacific (WP) and Indonesian region
shift towards the central to EP regions accompanied by shifting of the convection towards central
and EP regions. With a shift in the convection pattern and changes in the Walker circulation, the El
Niño events strongly alter the precipitation pattern, which leads to strong regional moisture variability,
drought conditions and forest fires along with biomass burning especially over Indonesia region [12].
The effects of El Niño events are found to be strong over the tropical WP and most severe over
Indonesia, leading to large scale changes in the atmospheric chemical composition [13–16]. Cooling
of the tropical LS, strengthening of the BDC, negative O3 and temperature anomalies in tropical LS
are observed changes in the El Niño events [10,32]. These changes due to El Niño have a significant
impact on the distribution of WV, O3 and other trace gases in the UTLS region over entire tropical
region. Recent 2015–16 El Niño was one of the strongest and long lasted events in the 21st century.
Lots of unusual changes happened in the atmosphere in 2015–16 El Niño event and were well reported
by several studies [7–9,11,25,26].
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In the present study, we quantified the observed changes in the trace gases, O3, CO and WV in
the UTLS region (146, 100 and 82/68 hPa) along with CPT over the tropics (20◦N–20◦S) from July to
December 2015 using Aura MLS/AIRS/COSMIC GPS RO satellite measurements. The background
climatology was calculated from 2006 to 2014 period. Before reaching its peak intensity during winter
2015–16, a remarkable change in the UTLS trace gases (O3 and CO) concentrations over the tropics
took place. Due to the fact that strong 2015–16 El Niño induced biomass burning and forest fires, huge
amount of carbon emissions were released into the atmosphere in September and October [18–20].
Due to large carbon emissions, the CO was released into the atmosphere and transported to the UTLS
region and recorded very high values in October and November 2015. The high resolution GPS RO
observations clearly show the strong positive cold point tropopause temperatures over the SEA and
WP regions in November and December. The variability of these trace gases shows some delay in
the time period between them as depicted in Figure 11. The percentage change in the trace gases
concentrations over equatorial region with respect to the background climatology clearly shows strong
increase/decrease in trace gases concentrations in 2015–16 El Nino event. In October 2015, the CO
shows 40% increase at 215 hPa whereas similar increase in CO shows at 146 hPa in November 2015.
At 100 hPa, the increase of CO is ~25% in November 2015. Interestingly, the CO change at the 68 hPa
shows continues increase from November 2015 to November 2016. This clearly shows the tropical
tape recorder signal in CO. In O3, the change is insignificant at 261 hPa and even at 146 hPa also.
However, a significant decrease of O3 at 100 hPa and 82 hPa is clearly noticed. Compared to the 82 hPa,
the decrease in O3 is quite high at 100 hPa in July and August 2015. At 100 hPa, maximum decrease in
O3 is observed in July 2015 whereas at 82 hPa the maximum decrease is observed in August 2015. WV
also shows the maximum change (increase) in December 2015 at 82 hPa. However, the change in the
WV was started from the October and reached maximum in December at 82 hPa. The strong decrease
of ozone in the LS and at the tropopause level is observed in July and August 2015 and this loss in the
O3 is the record amount during the MLS data period. The observed strong decrease in LS O3 is mainly
due to the 2015–16 El Niño induced changes in the BDC in the LS.
Figure 11. Percentage change with respect to the background climatology (2006–2014) in (a) carbon
monoxide, (b) ozone and (c) water vapour observed over equatorial region (averaged over 10◦S–10◦N).
Different colours represent different pressure levels.
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The major findings from the present study are summarized below:
(1) A 32% (23%) decrease in the zonal mean equatorial O3 is observed at 100 hPa (82 hPa) in July
(August) 2015 and decrease in the O3 is recorded maximum in the recent decade.
(2) A 38% (25%) increase of the zonal mean equatorial CO is observed at 146 hPa (100 hPa)
in November 2015. The observed increased changes in the CO concentrations are recorded
maximum in the MLS data period. The carbon emissions observed over SEA and WP regions
play a crucial role on the increased high zonal mean CO in 2015–16 El Nino period.
(3) Large anomalies of cold point tropopause temperatures (5 K) are noticed from the COSMIC GPS
RO observations over SEA and WP regions in December 2015.
(4) A 26% (20%) increase of the zonal mean equatorial WV is found at 82 hPa (100 hPa) in December
2015 whereas a ~30% WV decrease is observed in 2016.
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Abstract: To improve the accuracy of classification with a small amount of training data, this paper
presents a self-learning approach that defines class labels from sequential patterns using a series of
past land-cover maps. By stacking past land-cover maps, unique sequence rule information from
sequential change patterns of land-covers is first generated, and a rule-based class label image is
then prepared for a given time. After the most informative pixels with high uncertainty are selected
from the initial classification, rule-based class labels are assigned to the selected pixels. These newly
labeled pixels are added to training data, which then undergo an iterative classification process
until a stopping criterion is reached. Time-series MODIS NDVI data sets and cropland data layers
(CDLs) from the past five years are used for the classification of various crop types in Kansas. From
the experiment results, it is found that once the rule-based labels are derived from past CDLs,
the labeled informative pixels could be properly defined without analyst intervention. Regardless
of different combinations of past CDLs, adding these labeled informative pixels to training data
increased classification accuracy and the maximum improvement of 8.34 percentage points in overall
accuracy was achieved when using three CDLs, compared to the initial classification result using
a small amount of training data. Using more than three consecutive CDLs showed slightly better
classification accuracy than when using two CDLs (minimum and maximum increases were 1.56
and 2.82 percentage points, respectively). From a practical viewpoint, using three or four CDLs was
the best choice for this study area. Based on these experiment results, the presented approach could
be applied effectively to areas with insufficient training data but access to past land-cover maps.
However, further consideration should be given to select the optimal number of past land-cover
maps and reduce the impact of errors of rule-based labels.
Keywords: classification; self-learning; training data; crop
1. Introduction
Production of thematic maps such as land use/land cover and crop type maps using remote
sensing data has been regarded as one of most important applications of remote sensing, as it can
provide useful information with periodicity and at a variety of scales [1–4]. Since thematic maps
are usually used in land surface monitoring and environmental modeling, it is critical that they be
reliable [5]. For example, crop type maps are usually fed into physical models for crop yield estimation
or forecasting.
Many studies have been carried out to generate a reliable thematic map from remote sensing data.
From the data availability aspect, multi-sensor/source data including optical, SAR, and GIS data have
been used as inputs for classification [6–9]. To properly treat input data for classification, advanced
classification methodologies such as machine learning approaches and object-based classification
Remote Sens. 2017, 9, 921; doi:10.3390/rs9090921 www.mdpi.com/journal/remotesensing137
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have also been applied to either single-sensor data or multiple data sets [10–12]. Even though a
proper classification methodology and appropriate data sets are applied to classification, supervised
classification usually requires a large amount of high-quality training data. However, this is not
always possible to obtain particularly when supervised classification is to be conducted for large or
inaccessible areas. It is thus necessary to develop a new classification framework that can alleviate the
difficulty of collecting a lot of training data.
To resolve this issue, several approaches have been proposed in the remote sensing community,
such as semi-supervised learning (SSL) and active learning (AL) [13–22]. The idea central to these
approaches is the use of unlabeled data to complement the training data [13,14]. AL and SSL are very
similar in that they begin with an initial classification using a small amount of training data, followed
by further classifications using the new training data derived from informative unlabeled pixels in the
initial classification result [15–19]. The informative pixels are ones that provide useful information
for properly modifying the decision boundary already determined from a small amount of training
data, which ultimately lead to an improvement of classification accuracy. However, SSL and AL adopt
different ways of extracting the new informative training data from unlabeled data. The SSL approach
selects the most confident pixels from the initial classification result as new informative training data,
where the most confident pixels mean ones that are likely to be classified unambiguously by a classifier
and have the higher confidence [20–22]. Various SSL approaches, such as transductive support vector
machine and graph-based methods, have been developed to extract new training data from the initial
classification result [22]. New training data can be added directly to the training data without class
assignment by an analyst because the classification algorithm itself already assigns the class labels to
the most confident pixels. If the initial classification result includes many wrongly classified pixels,
however, the new training data extracted from the SSL approach would be wrongly labelled, resulting
in the poor classification performance [23]. In addition, the new training data with higher confidence
tend to provide redundant information that is not useful for modifying the decision boundary. Thus,
there might be no significant improvement to the classification accuracy, compared with AL [23].
Conversely, the most informative pixels in the AL approach are defined as ones that a classifier fails to
properly classify, which correspond to pixels with higher uncertainty or lower confidence in the initial
classification result. After these pixels are extracted, an analyst then manually assigns their class labels.
Since the analyst designates class labels for uncertain or ambiguous pixels, these new training data
can positively contribute to modifying the decision boundary. However, it is difficult to apply AL to
areas where prior information on land-cover classes is not readily available to facilitate the analyst’s
interpretation. If the class label assigned by the analyst is incorrect, the accuracy of the classification
may deteriorate.
Recently, several studies have proposed combining AL and SSL to take full advantage of both
approaches [24,25]. Muñoz-Marí et al. [24] proposed a semiautomatic approach that integrated a
hierarchical clustering tree with active queries to generate land-cover maps. Based on hierarchical
clustering with a small amount of training data, the most coherent pixels were exploited and an
active learning query was applied to extract the most informative pixels. Dópido et al. [25] also
developed a SSL approach that adapted AL methods to integrate self-learning. Pixels adjacent to initial
training data were selected as candidates for new training data. AL first extracted the most informative
pixels from the adjacent pixels, and then these pixels were used as the new training data. In both
approaches, the large number of training data could be selected from unlabeled data and a significant
improvement in classification accuracy was obtained for hyperspectral image classification. However,
despite utilizing spectral and spatial similarities to assign class labels to the most informative pixels
within the self-learning framework, there was still uncertainty or difficulty with the class assignment.
Regarding the issue of class assignment, supplementary information from past land-cover
maps [19] and predefined rules [26] in an area of interest could be incorporated into self-learning
frameworks. For example, information on crop cultivation systems, such as crop rotations, could
be effectively used as a kind of temporal contextual information. Although this information could
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facilitate the collection of additional high-quality training data, the new training data extracted from
self-learning tends to be over-sampled for specific class labels that occupy the largest proportion of the
study area. As a result, the biased training data might degrade the classification accuracy [19]. To the
best of our knowledge, little emphasis has been placed on both class assignment and extraction of
unbiased training sets in self-learning approaches for remote sensing data classification.
In this paper, a new self-learning approach is presented for crop classification that can collect
a large number of labeled training data without analyst intervention. Rule information on class
changes is first generated from past land-cover maps, and then the class labels for the new training
data are assigned based on the rules. The impact of the rule information on classification accuracy
is also investigated by changing the number of past land-cover maps used. The methodological
developments and applicability of this self-learning approach are demonstrated by a crop classification
experiment using time-series Moderate Resolution Imaging Spectroradiometer (MODIS) Normalized
Difference Vegetation Index (NDVI) data sets and cropland data layers (CDLs) as classification inputs
and supplementary data, respectively.
2. Materials and Methods
2.1. Study Area
A classification experiment was conducted in the crop cultivation areas of Kansas State, USA, in
2015 (Figure 1). The reason for the choice of the study area was two-fold: Kansas is known as one
of the main production areas of winter wheat, in addition to various crops such as corn, sorghum,
and soybean [27]. Thus, it was possible to examine how well the self-learning approach of this study
could discriminate between complex land-cover types. The second reason was the availability of
past time-series land-cover maps. The CDLs, provided by the National Agricultural Statistics Service
(NASS) of the United States Department of Agriculture (USDA) [28], were used to both extract the
cultivation rules of cropping systems in the study area, and validate the classification results.
Figure 1. Location of the study area and data sets: (a) Moderate Resolution Imaging Spectroradiometer
(MODIS) Normalized Difference Vegetation Index (NDVI) on 9 May 2015, at a 250 m spatial resolution
and (b) cropland data layer (CDL) 2015 at a 30 m spatial resolution.
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2.2. Data Sets
2.2.1. MODIS NDVI Data
Time-series MODIS NDVI data sets were used as classification inputs in this study.
The MODIS-based vegetation index has been widely used for large-scale crop classification because it
provides time-series information at a 250 m spatial resolution [1,29,30]. Similar to Kim and Park [31],
we aimed for early crop map production, prior to the release of the CDL 2015 data, as part of crop
acreage estimation. Thus, a total of 13 MODIS 16-day composite NDVI data sets from January to July
2015 were experimentally used to account for time-series variations of various crops in the study area.
To minimize the effects of clouds in the 16-day composite data sets, the Savitzky-Golay filter [32] was
applied prior to classification (Figure 1a). The study area consisted of a 400 by 400-pixel array with a
spatial resolution of 250 m.
2.2.2. Landsat Data
In this study, the classification output was at a 250 m spatial resolution, which was the same as
the MODIS NDVI data. It is often difficult to collect training data for supervised classification from
mid-resolution remote sensing data. Thus, Landsat data sets were used to supplement the MODIS
NDVI data sets for initial training data collection. The training data were collected through visual
analysis of a total of 33 Landsat-7 ETM+ and Landsat-8 OLI images obtained from April to August.
The class types and the number of training data per class are shown in Table 1. To mimic a
situation where many training data were not available, only a small amount of training samples
were collected, which occupied approximately 0.26% of the study area. Supervised classification was
conducted using the initial training data sets of 10 class types. The main purpose of classification in this
study was to accurately classify the major crops; to facilitate this, some minor crops such as alfalfa and
hay, in addition to class types such as water, city, forest, and grass were merged as general grain/hay
and non-crop classes, respectively, for evaluation of the classification results (Table 1). Besides the
collection of the initial training data, the Landsat data sets were also used for visual comparison and
confirmation of classification results.
Table 1. The list of class types for supervised classification and merged classes, and the number of
initial training data per each class.
No Class Merged Class Number of Training Data
1 Corn Corn 45
2 Sorghum Sorghum 25
3 Soybean Soybean 45
4 Winter wheat Winter wheat 100
5 Alfalfa Grain/hay 20
6 Other hay Grain/hay 15
7 Water Non-crop 37
8 City Non-crop 28
9 Forest Non-crop 20
10 Grass Non-crop 85
Total 420
2.2.3. Past Land-Cover Maps
CDLs, which have been produced annually using time-series Landsat images and field surveys by
the USDA NASS [27,28], provide the state-level crop types at a spatial resolution of 30 m. In this study,
as for past land-cover maps, CDLs prior to 2015 were used to define rule information for assigning
the class labels for the self-learning process. From a preliminary test, meaningful rule information for
minority classes such as sorghum and other hay could not be extracted from CDLs prior to 2010. Thus,
five years of CDLs, from 2010 to 2014, were considered to extract the rule information for classification
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of the 2015 data. In addition, the CDL in 2015, which was not used for classification, was used to
extract reference data sets for computing classification accuracy statistics.
As classification was conducted at a 250 m spatial resolution, there was a mismatch of spatial
resolution between CDLs and MODIS data sets. The CDLs were upscaled to a 250 m spatial
resolution by assigning the most frequently occurring CDL class label within each 250 m pixel to
that corresponding pixel. Due to mixed pixel effects, some pixels in the upscaled CDL had higher
uncertainty and significantly affected the classification accuracy. To prevent this, only reliable pixels
with higher confidence were considered as reference data sets. More specifically, pixels were selected if
the fraction of the most prevalent class label within the pixel was greater than 0.8. In the end, a total of
64,000 pixels for six merged classes were used to compute accuracy statistics (Table 2).










The proposed classification methodology theoretically adopts the AL concept, which tries to
improve classification performance by adding the most informative pixels with higher uncertainty
selected from unlabeled data to new training data. However, unlike the conventional AL approach
which requires analysts to manually assign class labels to the most informative pixels, this new
classification methodology is based on a self-learning concept by using rule information derived from
past land-cover maps (e.g., past CDLs of the study area). This approach can assign class labels to the
most informative pixels in an automated manner. The whole procedure of the self-learning approach
employed in this study is presented in Figure 2.
Figure 2. Flow chart of the classification procedures presented in this study.
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2.3.1. Initial Classification
In the first processing step, an initial classification with a small amount of training data is carried
out. For this process, a support vector machine (SVM), which has been widely applied in supervised
classification of remote sensing data [33,34], is applied as the main classifier. SVM tries to find an
optimal hyperplane (i.e., decision boundary) that provides the maximum margin [35]. It has been
reported that the SVM is superior to other conventional classifiers when a small amount of training
sites and many features are used for classification [33,34].
The class-wise posteriori probability from the SVM classification is used for the next step, as a kind
of index that defines the uncertainty of the initial classification result. Since the SVM does not directly
provide probability estimates, the posteriori probabilities were computed using pairwise coupling [36].
Several binary classifiers for each possible pair of classes (i.e., one-versus-one) are first created. The
probability for each class is then estimated using pairwise coupling [36]. Suppose that D and rij are
the feature vector and the estimates of P(ωi|ωi or ωj, D) for a certain class (ωi) by a binary classifier,
respectively. Then, the class-wise probability (P(ωi|D)) for multi-class classification is estimated by









P(ωi|D) = 1, P(ωi|D) ≥ 0, ∀i. (1)
where M is the total number of classes in the study area.
2.3.2. Selection of Informative Pixels
The next step is to select candidate pixels to be used as the new training data from the initial SVM
classification results. Pixels with higher uncertainty tend to be located near a hyperplane determined
by the initial classification, and therefore are more likely to be mixed pixels [24,26]. If the class label of
these pixels is correctly defined, then further classification with these pixels as new training data could
properly modify the decision boundary, resulting in improved classification performance.
Among various approaches for the selection of pixels with high uncertainty [37–39], the breaking
ties (BT) algorithm [40], which is simple to implement, was adopted in this study. The BT algorithm
first computes the difference between the largest and the second largest posteriori probabilities (ΔP) as,
ΔP = P(ω 1|D) − P(ω2|D) (2)
where P(ωi|D) is the posteriori probability of the ith class (ωi) computed using Equation (1). ω1 and
ω2 are the classes with the largest and the second largest posteriori probabilities, respectively.
The larger the difference between these two posteriori probabilities meant the decision to select
the pixel is less ambiguous. The pixels with smaller differences are extracted as the ones with the
higher uncertainties. The pixels with high uncertainty selected through the BT algorithm are used as
candidates in the initial training data.
2.3.3. Generation of Rule Information and Prediction of Class Labels
Once informative pixels have been selected, the next critical step, which is the core part of the
self-learning approach, is to define the class labels for the candidates. Rule information on sequential
land-cover changes are first defined by comparing past land-cover maps (i.e., CDLs in this study), then
the rule information is used to assign the class labels to the selected candidates. The rule information
extracted in this study can be regarded as a form of temporal contextual information. Some land-cover
classes, such as urban and water, tend to remain unchanged. Conversely, some crops are likely to
change to others or become fallow by certain cropping systems in the study area. For example, crop
rotations such as a corn-soybean rotation are very common in the USA. If such temporal change
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information is properly characterized, it could be used to predict the class labels of the candidates for
new training data.
The main concept of defining rule information on sequential land-cover patterns is illustrated in
Figure 3. Suppose that pixels #1 and 3 undergo bi-annual crop rotations in Figure 3. If these pixels are
selected as candidates for new training data, their class labels can be predicted for Tn by considering
the sequential rotation patterns. Conversely, pixels #2 and 4 remain unchanged during the same time
period, and are predicted to be unchanged for Tn.
Figure 3. Illustrations for the process of generating rule-based class labels. Past land-cover maps are
stacked and compared, where Tn is the reference year under consideration.
Our goal is to predict the class label for the considered time (Tn) using past land-cover maps,
which will be used to define the class labels for the candidates of new training data. When past k years
(Tn-i, i = 1, ···, k) are considered, the rule information on sequential land-cover patterns for Tn can be
formulated as, {
ωTn−k (x), ωTn−k−1(x), · · · , ωTn−2(x), ωTn−1(x)
}
→ ωTn(x) (3)
where ωTj(x) denotes the class at a location (x) for the year Tj.
In this study, a simple but efficient heuristic approach is applied to predict the class labels from
sequential land-cover patterns using past land-cover maps. Under the assumption that the typical
sequential patterns of land-cover changes in the study area could be maintained, the class label can
be predicted for the considered time. This assumption has been routinely adopted for classification
processes using temporal contextual information. More specifically, by overlaying past time-series
land-cover maps, sequential land-cover patterns are first identified at each pixel and unique sequence
rules from the specific sequences of land-covers in successive years are then defined. Each unique
sequence rule has its own non-overlapping combination of sequential land-cover patterns. Pixels
with different colors in Figure 3 have their corresponding unique sequence rules. Based on unique
sequence rules that provide useful information on the prediction of class labels, the class labels for the
considered time can be predicted by adopting above assumption. For example, suppose that a certain
pixel has a unique sequence such as corn-soybean-corn-soybean-corn, which reflects a corn-soybean
rotation, like pixel #1 in Figure 3. For any pixel with this unique sequence rule, the class label for Tn is
predicted as soybean to account for a corn-soybean rotation.
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2.3.4. Iterative Classification
Once the new training data are added to the initial training set, they are used as inputs for
a SVM classifier and this procedure is repeated until a predefined stopping criterion is satisfied.
The iterative classification stopped when the percentage of changed pixels between current and
previous classification results was less than 5%.
2.4. Experimental Setting
When applying the heuristic approach to self-learning, several practical issues arise. The first
issue is regarding the optimal number of land-cover maps to generate unique sequence rules. If too
many land-cover maps are used, stable rules are identified, but superfluous complex rules are also
generated. By contrast, using too few land-cover maps may result in simplistic but unstable sequential
patterns. The effects of the number of past land-cover maps was investigated in this study.
The second issue is a biased sampling problem. The pixels selected as new training data are likely
to be biased to a specific class type. This is because the new training data selected by the BT algorithm
come from specific boundaries containing a large number of training samples [25,39]. The inclusion
of biased pixels that favor a specific major class type into the new training data may result in the
over-estimation of that class type, and the overall degradation of classification accuracy. In this study,
random under-sampling (i.e., restriction of the number of newly labeled pixels) of the training data
assigned to specific class types was applied to obtain unbiased training data.
The last issue is regarding the quality or reliability of class labels predicted from unique sequence
rules. The self-learning approach requires no analyst intervention, so the reliability of the class labels
predicted from the unique sequence rules is critical for classification performance. In this study, the
unique sequence rules are built from upscaled 250 m CDLs, not from the original 30 m CDLs. Thus, it
is necessary to use pixels with high confidence in the upscaled CDLs. Since the most frequent class
within each 250 m pixel was assigned to that corresponding pixel during upscaling, the confidence in
the class assignment at 250 m could be derived from fractions of the assigned class. To obtain more
reliable rules, the most confident pixels in all 250 m CDLs, which have higher fraction values, were
used to build the sequence rules.
3. Results
3.1. Generation of Rule-Based Class Labels
To use the most confident pixels in 250 m CDLs for the rule generation, we used only pixels whose
fractions of classes assigned to the 250 m CDLs from 2010 to 2014 exceeded a specific thresholding
value to define rule information. When a thresholding value of greater than 70% was applied, few
pixels were extracted for most classes except for winter wheat and non-crop. Thus, the rule information
was finally generated using only pixels whose fractions were greater than 60%.
Overlaying many past CDLs generates too many unique sequence rules that have similar but
not identical class sequences. It is very difficult to predict the single class label from complex rules
because there are some possible class labels in 2015. To reduce the uncertainty attached to a class label
assignment, all possible rules were not considered for the generation of rule-based class labels.
After analyzing typical cropping characteristics in the study area, we selected some unique
sequence rules that could provide predictable information on a class label assignment. Winter
wheat–fallow rotation has been known as the common cropping system in Kansas [41]. The winter
wheat–fallow rotation system allows the accumulation of soil moisture in the cultivation area during
the fallow periods. Due to soil erosion potential, however, winter wheat–summer crops such as corn,
sorghum, and soybean rotations are being widely planted [41–43]. Of these crops, corn-soybean
rotations dominate in Kansas.
A total of 21 rules were finally defined to predict class labels in 2015 (Table 3). Not all 21
rules represent the frequent patterns. Some frequent patterns (e.g., rules #4 and 21 in Table 3) were
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selected, but other patterns that were less frequent but facilitated the prediction of class labels in 2015
(e.g., rules #6 and 9 in Table 3) were also selected. Although a simple heuristic approach was applied
to generate rule information, the sequential patterns of land-covers between 2010 and 2014 in Table 3
well reflect the above predominant crop rotation sequences in Kansas. Typical sequence rules in the
study area include winter wheat–fallow rotation, winter wheat-summer crop rotations, and summer
crop rotations, as well as continuously growing crops. In addition, grain/hay and non-crop classes
including water and urban remain unchanged.
Table 3. Sequential patterns of land-covers between 2010 and 2014 (C: corn, S: sorghum, SB: soybean,
WW: winter wheat, A: alfalfa, OH: other hay, FA: fallow, W: water, U: urban, FO: forest, G: grass).
The class labels in 2015 predicted from CDLs spanning the past five years are shown in bold.
No 2010 2011 2012 2013 2014 Predicted Label for 2015
1 C C C C C C
2 S S S S S S
3 SB SB SB SB SB SB
4 WW WW WW WW WW WW
5 C S C S C S
6 S C S C S C
7 C SB C SB C SB
8 SB C SB C SB C
9 S SB S SB S SB
10 WW C WW C WW C
11 C WW C WW C WW
12 WW SB WW SB WW SB
13 SB WW SB WW SB WW
14 WW FA WW FA WW FA
15 FA WW FA WW FA WW
16 A A A A A A
17 OH OH OH OH OH OH
18 W W W W W W
19 FO FO FO FO FO FO
20 U U U U U U
21 G G G G G G
As mentioned in Section 2.3, the effectiveness of the sequential patterns of land-covers depends
on the number of CDLs used. To investigate this, the following different cases were considered to
generate the rules: (1) using CDLs from 2010 to 2014 (5 years), (2) using CDLs from 2011 to 2014
(4 years), (3) using CDLs from 2012 to 2014 (3 years), and (4) using CDLs from 2013 to 2014 (2 years).
The class labels in 2015 of pixels in which sequential patterns of land-cover changes between 2010
and 2014 matched to the 21 rules were predicted as the corresponding labels of the rightmost column
in Table 3. The rule-based class label images predicted from these four different cases are given in
Figure 4. By superimposing the new training data candidates on the predicted label image, the class
labels of the candidates were assigned automatically. Note that the rule-based class labels were not
assigned to all pixels in the study area because some sequence rules were not considered and only the
most confident pixels in CDLs were used to define rule information.
As the number of CDLs used to define the sequence rule decreased, the proportion of pixels in
which the class labels in 2015 could be predicted increased accordingly (e.g., 23.38% (37,415 pixels)
and 35.31% (56,496 pixels) for using past five-year and two-year CDLs, respectively). The fewer the
CDLs, the more areas that were assigned to certain crop types such as corn, soybean, and winter wheat.
By contrast, if the number of CDLs increased, relatively few areas had the rule-based class label and
many areas remained unlabeled. Note that the number of pixels with rule-based class labels is much
larger than that of initial training pixels (i.e., 37,415 versus 420). These rule images were separately
used for further classification procedures and their classification performance were compared.
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Figure 4. Rule-based class label images predicted from past CDLs: (a) 5-year (2010 to 2014), (b) 4-year
(2011 to 2014), (c) 3-year (2012 to 2014), and (d) 2-year (2013 to 2014). P (the percentage value below
each predicted class label image) denotes the proportion of pixels in which the class label for 2015
could be predicted.
3.2. Initial Classification Result
Before a self-learning procedure was employed, an initial classification was first performed using
the initial training data. The qualitative and visual assessment of the initial classification results
was conducted using time-series Landsat images (Figure 5). Two subareas were identified as an
over-estimation of sorghum and a clustered pattern of winter wheat. The clustered pattern of winter
wheat was attributed to the inclusion of more training data than the other class types in the western
part of the study area. Confusion between winter wheat and alfalfa, which showed similar temporal
NDVI variations in winter, could have also contributed to the clustered pattern of winter wheat in
the western part. In addition, sorghum and soybean, which are the typical summer crops in Kansas,
showed similar temporal NDVI variations, which led to an over-estimation of sorghum. Confusion
between grain/hay and grass was also observed in the initial classification result
 
Figure 5. Initial classification result, and its visual comparison with Landsat images in two subareas.
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3.3. Self-Learning Classification Result
To select new training data candidates from the initial classification result, the BT algorithm was
applied to the posteriori probabilities from a SVM classifier. The pixels that had a difference between
the largest posteriori probability and the second largest posteriori probability of less than 0.05 were
selected as the most informative pixels with higher uncertainty. Then, the class labels of the selected
candidates were assigned to the rule-based class labels predicted from past CDLs.
If no restriction on the number of added training data was given, a large number of pixels were
selected for winter wheat that is the major crop in the study area. As mentioned in Section 2.4, adding
too many training data for the majority class (e.g., winter wheat) might result in the over-estimation of
that class. To prevent this, another criterion was applied to restrict the number of added training data.
Based on a trial and error approach, the number of training data assigned to the majority class was
randomly under-sampled, and the total number of newly added training data was set to maximum
300 pixels per iteration. The variations of the number of updated training data for iterative classification
are listed in Table 4. Since the number of new training pixels to be added into the previous training set
was restricted, the difference of the total number of new training data was not great. However, the
locations of the newly added training data were different, which led to different classification results
for four CDL combination cases. Self-learning procedures for all combination cases were terminated
after three or four iterations, which implied that most of pixels were mainly labeled during the first
three or four iterations, and there was no significant change in the subsequent iterations.
Table 4. Number of new training data at each iteration for four different past CDL combination cases.
Class Past 5-Year CDLs Past 4-Year CDLs Past 3-Year CDLs Past 2-Year CDLs
Iteration 1 2 3 1 2 3 1 2 3 4 1 2 3 4
Corn 90 150 194 91 129 156 90 123 156 216 88 128 162 187
Sorghum 25 50 79 38 63 86 39 60 90 111 42 62 76 86
Soybean 90 150 195 90 132 167 91 128 165 217 86 126 162 182
Winter wheat 160 200 220 155 155 210 163 201 216 241 160 185 211 246
Alfala 26 36 72 36 56 74 35 45 55 73 35 43 43 63
Other hay 15 15 15 15 15 15 15 15 15 15 15 15 15 15
City 57 92 112 57 83 101 57 77 87 107 52 77 91 101
Water 47 72 107 53 93 118 50 95 105 130 62 96 116 126
Forest 40 63 80 28 62 85 30 70 77 77 35 60 70 76
Grass 170 192 227 157 192 222 150 180 228 267 145 205 255 269
Total 720 1020 1310 720 980 1234 720 994 1194 1454 720 997 1201 1351
The classification results based on a self-learning approach are presented in Figure 6. When
compared with the initial classification result in Figure 5, over-estimation of sorghum and grain/hay
was greatly reduced in the four classification results. The four classification results showed similar
patterns overall: crop areas mainly in the west, and grain/hay and non-crop areas in the east. However,
distributions of crop areas were locally different. In particular, over-estimation of soybean and
under-estimation of grain/hay were observed in the two-year CDLs classification result, compared
with the others. This could be attributed to the fact that the number of new training pixels assigned
to alfalfa and other hay was relatively smaller than that of other CDL combination cases, as shown
in Table 4. Conversely, sorghum was under-estimated in the five-year CDLs classification result.
Therefore, it is expected that these different classification patterns from four CDL combination cases
would result in the different classification accuracy assessment results.
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Figure 6. Final classification results of a self-learning approach with different past CDLs: (a) 5-year
(2010 to 2014); (b) 4-year (2011 to 2014); (c) 3-year (2012 to 2014); and (d) 2-year (2013 to 2014).
3.4. Accuracy Assessment
For the classification accuracy assessment, accuracy statistics such as overall accuracy, Kappa
coefficient, and class-wise accuracy were computed by comparing the classification result and the
reference data set in Table 2. Figure 7 shows the variations of overall accuracy for each iteration of
different CDL combination cases. As shown in Figure 7, the overall accuracy increased as the number
iterations increased. As a result, the self-learning approach presented in this study gave a better overall
accuracy than the initial SVM classification for all different CDL combination cases. An increase of
about 5.52 to 8.34 percentage points in overall accuracy was obtained by adding new training data
with rule-based class labels. Based on a McNemar test [44], the improvement of overall accuracy was
statistically significant at the 5% significance level. When comparing the overall accuracy values of
different CDL combination cases, the best and worst (84.42% versus 81.60%) were obtained from the
three-year CDLs and two-year CDLs, respectively. The case of the four-year CDL completed with
fewer iterations, yet appeared to be on a trajectory to compete with the case of the 3-year CDLs which
showed the best classification accuracy.
 
Figure 7. Overall accuracy versus the iteration number for the four different CDL combination cases.
Iteration 0 indicates the initial classification.
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The confusion matrices for the initial classification and self-learning classification with past CDLs
are listed in Table 5. Table 6 also summarizes the accuracy statistics, including overall accuracy, Kappa
coefficient, and class-wise accuracy, with respect to the initial classification and the four different CDL
combination cases.





Corn Sorghum Soybean Winter Wheat Grain/Hay Non-Crop Sum
Corn 3698 49 144 435 28 567 4921
Sorghum 630 1186 1329 725 32 1223 5125
Soybean 387 161 3420 222 7 152 4349
Winter wheat 394 309 856 11,500 77 766 13,902
Grain/hay 436 33 66 1333 469 3500 5837
Non-crop 718 126 201 367 38 28,416 29,866
Sum 6263 1864 6016 14,582 651 34,624 64,000
Self-learning classification with past 5-year CDLs
Classification
Reference
Corn Sorghum Soybean Winter Wheat Grain/Hay Non-Crop Sum
Corn 4596 124 524 308 35 1334 6921
Sorghum 0 1020 92 124 0 40 1276
Soybean 443 466 3775 369 9 708 5770
Winter wheat 640 0 1176 12,938 166 1600 16,520
Grain/hay 33 3 7 128 330 378 879
Non-crop 551 251 442 715 111 30,564 32,634
Sum 6263 1864 6016 14,582 651 34,624 64,000
Self-learning classification with past 4-year CDLs
Classification
Reference
Corn Sorghum Soybean Winter Wheat Grain/Hay Non-Crop Sum
Corn 4308 112 467 359 27 461 5734
Sorghum 53 916 100 449 6 134 1658
Soybean 374 200 4147 459 13 76 5269
Winter wheat 337 303 545 11,372 66 781 13,404
Grain/hay 62 5 15 435 326 304 1147
Non-crop 1129 328 742 1508 213 32,868 36,788
Sum 6263 1864 6016 14,582 651 34,624 64,000
Self-learning classification with past 3-year CDLs
Classification
Reference
Corn Sorghum Soybean Winter Wheat Grain/Hay Non-Crop Sum
Corn 5244 137 136 546 24 1384 7471
Sorghum 124 1043 290 683 5 329 2474
Soybean 338 153 5110 760 20 295 6676
Winter wheat 211 236 355 10,431 41 465 11,739
Grain/hay 42 8 23 619 333 285 1310
Non-crop 304 287 102 1543 228 31,866 34,330
Sum 6263 1864 6016 14,582 651 34,624 64,000
Self-learning classification with past 2-year CDLs
Classification
Reference
Corn Sorghum Soybean Winter Wheat Grain/Hay Non-Crop Sum
Corn 5099 76 496 321 19 270 6281
Sorghum 68 635 130 582 0 9 1424
Soybean 464 655 4651 3245 51 690 9756
Winter wheat 201 168 336 8530 29 359 9623
Grain/hay 1 1 0 22 13 3 40
Non-crop 430 329 403 1882 539 33,293 36,876
Sum 6263 1864 6016 14,582 651 34,624 64,000
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Table 6. Comparison of the accuracy statistics for the different classification results. UA and PA denote












Overall accuracy 76.08 83.16 84.28 84.42 81.60
Kappa coefficient 0.65 0.74 0.75 0.76 0.71
Corn
PA 59.05 73.38 68.78 83.73 81.41
UA 75.15 66.41 75.13 70.19 81.18
Sorghum PA 63.63 54.72 49.14 55.95 34.07
UA 23.14 79.94 55.25 42.16 44.59
Soybean PA 56.85 62.75 65.61 84.94 77.31
UA 78.64 65.42 78.71 76.54 47.67
Winter
wheat
PA 78.86 88.73 77.99 71.53 58.50
UA 82.72 78.32 84.84 88.86 88.64
Grain/hay PA 72.04 50.69 50.08 51.15 2.00
UA 8.03 37.54 28.42 25.42 32.50
Non-crop PA 82.07 88.27 94.35 92.03 96.16
UA 95.14 93.66 89.34 92.82 90.28
As indicated in Figure 7 and Table 6, overall, adding new training data via self-learning showed
the best overall accuracy and Kappa coefficient. Except for producer’s accuracy for sorghum and
grain/hay and user’s accuracy for non-crop, the class-wise accuracy for the self-learning approach is
superior to that for the initial classification.
Despite the poorest overall accuracy, the initial classification result gave relatively higher
producer’s accuracy for sorghum and grain/hay, but the accuracy was relatively lower than other
classes. As sorghum and grain/hay are minority classes in the study area, their highest producer’s
accuracy could not lead to the significant improvement in overall accuracy. As shown in Figure 5
(e.g., northern and eastern parts in the study area), over-estimation of those classes decreased omission
errors and resulted in this high producer’s accuracy. However, user’s accuracy (the probability that
the probability that a pixel classified into a given class represents the actual class [45]) was very low
for sorghum and grain/hay, which indicates very poor reliability of these two classes in the initial
classification map. Most pixels of these two classes were misclassified into soybean or grass, as shown
in Table 5. The accuracy for these two classes was improved by adding new training data. For sorghum,
the case of the five-year CDLs showed a significant increase of approximately 56.80 percentage points
in user’s accuracy. The most significant improvement of about 29.51 percentage points in user’s
accuracy for grain/hay was also achieved when using past five-year CDLs. Producer’s accuracy of
non-crop was the highest in the initial classification result. Despite the best accuracy of non-crop in
the initial classification, this accuracy was mainly due to under-estimation of non-crop areas in the
classification (see the confusion matrix in Table 5). Meanwhile, improved accuracy of major crops
such as winter wheat, corn, and soybean were obtained from self-learning with past CDLs and led to
the significant improvement in overall accuracy, compared with the initial classification. In summary,
the improved overall accuracy of the self-learning approach was attributed to both an increase of
the number of majority classes that were correctly classified and the decrease of misclassification of
sorghum and grain/hay.
When the accuracy of self-learning classification with different CDL combination cases was
compared, the self-learning with the five-year CDLs did not show the best classification accuracy.
The case of the three-year CDLs showed the best overall accuracy and Kappa coefficient, and the case
of the four-year CDLs was the second best. The poorest overall accuracy was obtained from the case of
the two-year CDLs. In addition, there was no one CDL combination case where class-wise accuracy
was always superior to the initial classification across all classes. Improved classification of each case
resulted from the contribution of different land-cover types. In the case of the three-year CDLs, an
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increase of correctly classified pixels of corn and soybean led to the best overall accuracy. The second
best overall accuracy in the case of the four-year CDLS was mainly due to correct classification of
soybean and non-crop. An improvement in classification accuracy of cases of the five-year and two-year
CDLs, compared to the initial classification, was attributed to an increase of correct classification of
winter wheat and non-crop, respectively.
The core component of the self-learning approach is to derive rule-based class labels from
sequential land-cover patterns in order to assign predefined class labels to the candidates for new
training data. Thus, the accuracy of the predefined class label greatly affects the classification
performance. To investigate this effect, further analysis was conducted by analyzing the accuracy of
rule-based class labels derived from past CDLs in Figure 4. Since the true land-cover map (i.e., the
CDL in 2015) was available, the rule-based class labels were directly compared with it.
The accuracy assessment results of rule-based class labels are listed in Table 7. Except for the
case of the two-year CDLs, the overall accuracy of all cases was very high. As the number of CDLs
for deriving sequential land-cover patterns increased, the corresponding accuracy of the rule-based
class labels also increased. However, this high overall accuracy was obtained by the contribution
of very high accuracy of non-crop which is one of majority classes in the study area. Regardless of
different CLD combination cases, non-crop and sorghum showed the best and worst accuracy values,
respectively. Unlike the rules on crop rotations, non-crop was unambiguously predicted to remain
unchanged from the unique sequence rule, which led to the most accuracy of the rule-based label
of non-crop. The decrease in the class-wise accuracy for crops in different CDL combination cases
was due to the fact that sequential patterns of land-cover changes derived from past land-cover maps
during too short a period (e.g., the two-year CDLs) were not sufficient to generate accurate rule-based
class labels.
Table 7. Accuracy of rule-based class labels for four different past CDL combination cases.
Past 5-Year CDLs Past 4-Year CDLs Past 3-Year CDLs Past 2-Year CDLs
Overall accuracy 98.42 97.50 94.17 81.49
Kappa coefficient 0.94 0.92 0.86 0.69
Corn 91.25 86.73 76.27 52.99
Sorghum 32.35 51.02 38.08 21.65
Soybean 80.84 78.51 65.75 39.83
Winter wheat 92.42 89.47 82.02 65.72
Grain/hay 85.45 82.69 84.88 77.10
Non-crop 99.91 99.91 99.91 99.90
Despite the best accuracy of rule-based class labels of the five-year CDLs, however, the best
classification accuracy was not obtained. This result can be attributed to the number of pixels that were
assigned to rule-based class labels. The more land-cover maps that were used resulted in fewer pixels
having rule-based class labels (see Figure 4). This was because more strict and stable rules were only
extracted in cases that used more past-land cover maps. Although some candidate pixels with higher
uncertainty were selected, their class labels cannot be assigned because no rule-based class labels were
available at those pixels. As the most uncertain candidates were ignored, less uncertain candidate
pixels might be selected as new training data. As a result, the selected training data might not be
informative pixels. To verify these explanations, the interquartile range (IQR) of ΔP in Equation (2) at
new training pixels was computed to measure the spread of uncertainty (Table 8). The smaller IQR
implies the selection of more uncertain pixels with lower ΔP. As expected, the case of the five-year
CDLs did not show the smallest IQR values for all classes. The smallest IQRs for corn and soybean
in the case of the three-year CDLs indicate that the most informative pixels with higher uncertainty
were selected as new training data, resulting in an improvement of accuracy for corn and soybean, and
the best overall accuracy. From these interpretation results, the three-year CDLs were efficient for the
study area because the accuracy was similar or better than the other cases. To derive a guideline on the
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selection of the optimal number of past land-cover maps, it is necessary to conduct more experiments
on other sites using the different temporal length.
Table 8. Interquartile range of uncertainty values at new training pixels for four different past CDL
combination cases.
Class Past 5-Year CDLs Past 4-Year CDLs Past 3-Year CDLs Past 2-Year CDLs
Corn 0.256 0.257 0.153 0.267
Sorghum 0.184 0.256 0.208 0.161
Soybean 0.273 0.261 0.208 0.231
Winter wheat 0.321 0.237 0.349 0.277
Grain/hay 0.123 0.189 0.101 0.091
Non-crop 0.512 0.654 0.437 0.303
Based on all accuracy evaluation results, it can be concluded that by adding the most informative
pixels with rule-based class labels, the decision boundary could be positively revised, consequently
leading to an accuracy improvement. It was also found that the selection of the most informative pixels
was more important for classification performance than the accuracy of rule-based class labels.
4. Discussion
4.1. Active Learning Versus Self-Learning
AL requires analyst intervention for labeling of the most informative pixels to be used for further
classification. Similarly, the self-learning approach also selects pixels with high uncertainty as the most
informative ones, but the class labels of the most informative pixels are defined from unique sequence
rules of time-series past land-cover maps, without any analyst intervention. Thus, manual labeling
load can be reduced, which is the main advantage of the self-learning approach. When classification
is conducted for large areas (e.g., state or country units) or inaccessible areas, this advantage can be
greatly highlighted. However, the self-learning approach does not always aim at obtaining better
classification accuracy than AL because in some cases, manual labeling by analyst might be more
accurate than automatic labeling in the self-learning approach.
To investigate how classification performance of self-learning is compatible with AL, an additional
comparative experiment was conducted. To mimic analyst intervention, manual labeling by analyst
was replaced by defining the class label of the most informative pixels to that of corresponding pixels
in the 2015 CDL. The same rule for the selection of informative pixels in the self-learning approach
was also applied to AL for a fair comparison. The overall accuracy and Kappa coefficient of the AL
classification result were 84.99% and 0.757, respectively. When we compared these accuracy statistics
of AL with self-learning with the three-year CDLs that showed the best accuracy, the difference in
overall accuracy was only 0.57 percentage points (84.99% versus 84.42%). The Kappa coefficient of AL
was also very similar to that of self-learning (0.757 versus 0.759). Therefore, the classification accuracy
of self-learning, which is compatible to that of AL, confirms the effectiveness of the presented approach
in this study.
4.2. Generation of Sequence Rules
The generation of reliable sequence rules from past land-cover maps is essential in the self-learning
approach. This study applied a heuristic approach to predict the class labels of candidates for
new training data. Recently, a machine learning approach was presented to build rules on crop
rotations for early crop type mapping before the crop season [46]. A Markov logic network (MLN),
which can combine learning from data with expert knowledge, was applied to model crop rotations.
The assessment results based on different temporal length and spatial coverages revealed that the
MLN showed an accuracy of up to 60%, particularly the good prediction accuracy even for a large
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region with heterogeneous climatic conditions and soils. In this study, a heuristic approach for the rule
generation has been tested on a relatively small area. From our previous study in Illinois State [19], the
rule-based class labels, which were combined with the AL-based classification results, could contribute
to an improvement in classification accuracy in a large area, which indicates the applicability of rule
information. Similar to the approach in Osman et al. [46], we will test whether the rules built from
data in a small area can be transferred to other landscapes or large areas with diverse crop rotations,
as well as the applicability of the MLN. Since a wrong label assignment greatly affects classification
performances [47], the effects of class label noise and the accuracy of existing land-cover maps should
also be investigated.
4.3. Practical Issues
For crop classification, annual change patterns should be used in order to properly account for
various cropping systems. However, from a practical viewpoint, the collection of many consecutive
annual land-cover maps is a demanding task, and not always possible. If limited land-cover maps are
available, or if the time interval between sequential land-cover maps is more than two years, another
approach within the self-learning framework should be developed. Instead of using deterministic
hard class labels, a probabilistic approach based on transition probability can be applied. In terms of
temporal contextual information, the transition probabilities between considered land-cover classes
can be defined using expert knowledge. These probabilities can then be combined with the conditional
probabilities based on spectral or scattering features within a probabilistic framework. If this
probabilistic approach is combined with the self-learning approach, errors from rule-based class
labels could be reduced. Future studies will investigate these aspects.
Other practical issue is regarding the selection of new training pixels from candidates. To alleviate
the bias towards majority classes, new training pixels were selected from random under-sampling. For
the comparison purposes, under-sampling of pixels with highest uncertainty was tested additionally.
The candidate pixels were first sorted in a descending order by their uncertainty values and the pixels
with highest uncertainty were then selected as new training pixels. When past three CDLs were used
for the rule generation, the overall accuracy of this different under-sampling approach was 81.44%,
which is slightly lower than that of random under-sampling (84.42%). This different classification
accuracy is due to the number and class types of newly added training pixels. Relatively many pixels
for sorghum which has the lower accuracy of rule-based class labels were selected as new training
pixels, whereas fewer pixels for winter wheat and non-crops with high accuracy were selected. This
different selection of new training pixels resulted in the lower classification accuracy. Despite the
relatively higher accuracy of random under-sampling, majority classes still affected the classification
accuracy, as mentioned in Section 3.4. To avoid selecting redundant pixels, the representativeness
and diversity of the most uncertain pixels should be considered as criteria for the identification of
the most informative pixels. To this end, entropy and spatial density measures, and clustering can be
applied [48,49]. The application of these criteria will be tested within a self-learning framework.
5. Conclusions
A self-learning classification approach, which can select the most informative labeled pixels as
new training data, was presented in this study. The proposed approach differs from the AL approach
in that no analyst intervention was required. The class labels for new candidate pixels were predicted
from representative sequence rules selected from sequential change patterns of past land-cover maps.
A classification experiment in crop cultivation areas demonstrated that this method could be used
to properly define the class labels of unlabeled informative pixels. By progressively adding these
informative labeled pixels into the training data, misclassification based purely on spectral information
from a small number of training data could be greatly reduced, and higher classification accuracy was
achieved. To strengthen the advantage of the self-learning approach, more extensive classification
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experiments in other regions with a wide variety of land-cover types and climatic conditions and
different availability of past land-cover maps will be included in future work.
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Abstract: Leaf area index (LAI) is a key input for many land surface models, ecological models, and
yield prediction models. In order to make the model simulation and/or prediction more reliable and
applicable, it is crucial to know the characteristics and uncertainties of remotely sensed LAI products
before they are input into models. In this study, we conducted a comparison of four global remotely
sensed LAI products—Global Land Surface Satellite (GLASS), Global LAI Product of Beijing Normal
University (GLOBALBNU), Global LAI Map of Chinese Academy of Sciences (GLOBMAP), and
Moderate-resolution Imaging Spectrometer (MODIS) LAI, while the former three products are newly
developed by three Chinese research groups on the basis of the MODIS land reflectance product
over China between 2001 and 2011. Direct validation by comparing the four products to ground LAI
observations both globally and over China demonstrates that GLASS LAI shows the best performance,
with R2 = 0.70 and RMSE = 0.96 globally and R2 = 0.94 and RMSE = 0.61 over China; MODIS performs
worst (R2 = 0.55, RMSE = 1.23 globally and R2 = 0.03, RMSE = 2.12 over China), and GLOBALBNU
and GLOBMAP performs moderately. Comparison of the four products shows that they are generally
consistent with each other, giving the smallest spatial correlation coefficient of 0.7 and the relative
standard deviation around the order of 0.3. Compared with MODIS LAI, GLOBALBNU LAI is the
most similar, followed by GLASS LAI and GLOBMAP. Large differences mainly occur in southern
regions of China. LAI difference analysis indicates that evergreen needleleaf forest (ENF), woody
savannas (SAV) biome types and temperate dry hot summer, temperate warm summer dry winter
and temperate hot summer no dry season climate types correspond to high standard deviation, while
ENF and grassland (GRA) biome types and temperate warm summer dry winter and cold dry winter
warm summer climate types are responsible for the large relative standard deviation of the four
products. Our results indicate that although the three newly developed products have improved the
accuracy of LAI estimates, much work remains to improve the LAI products especially in ENF, SAV,
and GRA regions and temperate climate zones. Findings from our study can provide guidance to
communities regarding the performance of different LAI products over mainland China.
Keywords: leaf area index; comparison; MODIS; uncertainty; China
1. Introduction
Leaf area index (LAI), defined as one-half of the total green leaf area per unit of ground
horizontal surface area [1], is a key biophysical parameter in land surface processes and Earth system
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Remote Sens. 2018, 10, 148
models [2,3]. Global LAI products have been derived from satellites, which have the advantage of
large spatial coverage and serve as inputs for many numerical models. For example, LAI is used
in the European Centre for Medium-Range Weather Forecasts land surface model and has obvious
impacts on simulation of carbon and water fluxes [4]. LAI is used to estimate the vegetation water
content and then the contribution of vegetation layer to the microwave signals that could influence the
performance of a land data assimilation system [5]. LAI is also the input of one-dimensional hydrology
(1 dH) model for radiation flux estimation, particularly for estimation of transmissivity of shortwave
radiation for canopy [6]. In addition, LAI is used as a parameter for estimating evapotranspiration
based on some energy balance algorithms such as Two-Source Models (TSM) [7]. LAI can also be used
in crop yield estimation system, and accurately assessing LAI is proven to be the key to improving
estimation [8]. In order to effectively use LAI derived from remote sensing in various disciplines, it is
critical to understand the characteristics and uncertainties of these products [9], because the quality,
accuracy, and spatial–temporal coverage of these products still requires significant improvements [10].
With the development of remote sensing technology in the last few decades, remote sensors on
board various satellite platforms have provided many LAI products of different spatial and temporal
resolution at global or regional scales. For instance, GEOLAND (European FP6 project aiming at
building up a European capacity for Global Monitoring of Environment and Security) LAI [11] is
derived from SPOT/VEGETATION (The SPOT satellites are operated by the French Space Agency
and Centre National d’Etudes Spatiales, and the VEGETATION instrument aims to provide accurate
measurements of the main characteristics of the Earth’s plant cover) with a 10-day time step and
1/112◦ (1 km at the equator) spatial resolution. The Moderate Resolution Imaging Spectroradiometer
(MODIS) [12] on board the TERRA and AQUA satellites can provide global LAI in 1 km spatial
resolution on four-day and eight-day time step LAI. GLASS LAI (Global Land Surface Satellites) is
an improved LAI dataset based on MODIS reflectance data with eight-day temporal resolution and
0.05◦ (5 km at the equator) spatial resolution from 1981 to the present and 1 km spatial resolution from
2001 to the present [10]. GLOBALBNU LAI (GLOBAL LAI generated by Beijing Normal University) is
a dataset that improved from MODIS LAI, with 1 km and eight-day resolution from 2000–2016 [13].
GLOBMAP LAI (GLOBal LAI MAP generated by Chinese Academy of Science) is another LAI dataset
based on MODIS reflectance data, with 8 km and 16-day resolution from 1981–2000 and 500 m
and eight-day resolution from 2001–2011 [14]. CYCLOPES (European Union FP5 project) LAI [15]
is generated from the SPOT/VEGETATION sensor, with a 1/112◦ (1 km at the equator) spatial
resolution and 10-day temporal resolution. GLOBCARBON (Europe Space Agency project intends
to hone the accuracy of climate change forecasting) LAI [16] provides a monthly period and 1/11.2◦
(10 km at the equator) spatial resolution generated from a combination of SPOT/VEGETATION
and ENVISAT/AATSR(Advanced Along Track Scanning Radiometer on board the European Space
Agency’s Envisat satellite) observations. ECOCLIMAP (National Center for Scientific Research
program that provides a dual database at 1 km resolution that includes an ecosystem classification and
a coherent set of land surface parameters that are primarily mandatory in meteorological modeling)
LAI [17] obtained from NOAA/AVHRR (Advanced Very High Resolution Radiometer of National
Oceanic and atmosphere administration) provides a one month and 1 km product. And CCRS
(Canada Centre for Remote Sensing) LAI [18] is a regional LAI product that covers Canada based
on the SPOT/VEGETATION sensor with 1 km and 10-day resolution. Land-SAF (Land Surface
Analysis Satellite Applications Facility) LAI [19] is derived from the MSG/SEVIRI (Meteosat Second
Generation Spinning Enhanced Visible and Infrared Imager) instrument over four specific regions
(Europe, North Africa, South Africa and South America), with 3 km and daily resolution.
The uncertainty of LAI retrieval is easily influenced by atmosphere, sensor status and other
factors [20]. In order to apply these products in various applications effectively, there is a great
demand to validate their accuracy. Validation is the process of assessing by independent means
the accuracy of data products [21]. At present, the method of validating LAI products can be
divided into direct validation and comparison [22]. Direct validation involves directly assessing
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the uncertainty of products through in situ measurements. For better direct validation, there is
a need to consider the problem of spatial scale and to choose sites with homogeneous land cover. To
achieve this goal, the committee on Earth Observation System-Land Product Validation (CEOS-LPV)
organization generated an On Line Interactive Validation Exercise (OLIVE) platform [23], and some
researches utilized this dataset to direct validate remote sensing land products including LAI [22,24].
Although they have made some progress, the existing validation datasets for direct validation are not
representative of the global and seasonal variability of vegetation [24]. However, product comparison
can achieve a spatial and temporal evaluation over a global and complete vegetation cycle, and can
also provide the relative performance of each LAI retrieval algorithm [22]. Fang et al. [19] compared
five major global moderate LAI products and analyzed the climatological and theoretical uncertainties.
Zhu et al. [25] compared the FY-3A/MERSI (Medium Resolution Spectral Imager) LAI and MODIS LAI
products over mainland China, and the results showed that both products could follow the growing
season, but there are some disagreements due to different land cover types and terrain. Martin et al. [26]
compared and evaluated the GIMMS LAI3g (Global Inventory Modeling and Mapping Studies three
generation) and GGRS (Goettingen GIS & Remote Sensing) LAI products over Kazakhstan, and found
pronounced LAI differences at both the start (spring) and end (fall) of the growing season.
The objective of this study was to compare and evaluate four global remotely sensed LAI products
over China, namely GLASS (Global Land Surface Satellites) [10], GLOBALBNU (Global LAI Product
of Beijing Normal University) [13], GLOBMAP (Global LAI Map of Chinese Academy of Sciences) [14],
and MODIS LAI [27]. The first three are newly-released LAI products developed by Chinese groups
and their performance has not been comprehensively evaluated. We used measured LAI from OLIVE
and existing literature for direct validation [14]. The differences among the four products were also
analyzed according to the Koppen–Geiger climate classification map and a land cover map. Such
comparison and evaluation will help researchers with selecting LAI products, and in turn will help the
producer to further improve the quality of their products. In the next section, we introduce the data
and method used in this study. Section 3 presents the comparison results and evaluates performances;
a discussion is presented in Section 3, and conclusions are given in Section 4.
2. Materials and Methods
2.1. GLASS LAI
The GLASS LAI [10,28], available from http://glass-product.bnu.edu.cn/, is based on China’s
National High Technology Research and Development Program 863 key project ‘Generation and
application of global products of essential land variables’. A fused LAI dataset was generated
from MODIS and CYCLOPES LAI products, and the MODIS and AVHRR surface reflectance was
reprocessed to remove cloud and snow contamination. The training database was established over
BELMANIP (Benchmark Land Multisite Analysis and Intercomparison of Products) sites, and then the
general regression neural networks (GRNNs) were trained for each biome type to retrieve LAI from
time-series reflectance data [29]. Then the entire year MODIS/AVHRR red and NIR reflectance data
were input to the GRNNsto estimate one-year LAI pixel by pixel. In our study, we use the version
3 product. The product has different spatial resolutions at 5 km (about 0.05 degree at the equator)
from 1981 to the present and 1 km after 2000, but the same time step of eight days for the whole
temporal coverage.
2.2. GLOBALBNU LAI
GLOBALBNU LAI dataset was generated by the Land-atmosphere Interaction Research Group
of Beijing Normal University (GLOBALBNU LAI) with 1 km spatial resolution and eight-day time
step from 2000–2016, distributed by http://globalchange.bnu.edu.cn/. It is an improved LAI dataset
on the basis of MODIS LAI dataset through a two-step integrated method. First, the modified
Temporal-Spatial Filter (mTSF) developed by TSF [30] was used to process the lower quality data
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according to MODIS quality control (QC) and the data gaps and values were filled by making the best
use of high-quality data. In the second step, the TIMESAT Savitzky–Golay (SG) filter was applied to
post process the mTSF results to generate the final product [13]. The dataset is provided in NetCDF
format with geographical coordinates.
2.3. GLOBMAP LAI
The GLOBMAP LAI was generated as a consistent long-term global LAI product version 1
(1981–2011) by combining MODIS and historical AVHRR data, which can be downloaded from the
website http://www.globalmapping.org/globalLAI/. MODIS series LAI data were derived from
MODIS land surface reflectance and illumination and view angles data through a GLOBCARBON
algorithm [31]. Then the relationship between AVHRR Simple Ratio (SR) and MODIS LAI was
established pixel by pixel during the overlapped period 2000–2006. Following this the AVHRR LAI
back to 1981 was estimated from AVHRR historical simple ratio index (SR) using these relationships [14].
The product is provided at 500 m spatial resolution and 8-day time step (2001–2011), and 16-day time
step (1981–2000).
2.4. MODIS LAI
The MODIS LAI can be derived from two satellites, TERRA and AQUA. Here we use
TERRA MODIS Collection 5 product MOD15A2, available from https://ladsweb.nascom.nasa.gov/.
The product was designed at 1 km spatial resolution and eight-day temporal resolution. The main
algorithm was based on look-up-tables (LUTs) that estimated from a 3D radiation transfer model [27].
It compared MODIS directional spectral reflectance with model-based entries stored in LUTs and
derived the distribution of all possible solutions [12]. In addition, the algorithm output is the mean
LAI computed over the set of acceptable LUT elements for which simulated and measured MODIS
surface reflectance differ within specified levels of model and surface reflectance uncertainties [22].
If the main algorithm failed, a back-up algorithm was employed that was based on the relationship
between NDVI and LAI. A quality control (QC) layer was also provided to assess the retrieval quality.
Table 1 provides a summary of the four LAI products used in our study. According to Table 1,
the overlapping period of four products is 2000–2011. Consequently, the comparison and evaluation
work is focused on this period in this study.
Table 1. Main information on the LAI products under study.
Product Name Spatial Resolution Temporal Resolution Temporal Coverage
GLASS 0.05◦/1 km 8 days 1981–/2001–
GLOBALBNU 1 km 8 days 2000–2016
GLOBMAP 8 km/500 m 16 days/8 days 1981–2000/2001–2011
MODIS 1 km 8 days 2000–
2.5. Land Cover Map
In order to compare the LAI differences among different biomes, the WestDC land cover map
available from http://westdc.westgis.ac.cn was used (as Figure 1). It was produced based on the
large-scale (1:100,000) land use database of China in 2000 made by Chinese Academy of Science [32].
The database was derived from Landsat MSS, TM, and ETM images, mainly by manual interpretation
based on the experiences of experts and was validated by intensive field surveys. As found by Ran et al.,
WestDC land cover map has the highest accuracy over China and is employed as the reference map in
the evaluation of land cover products over China [32].
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Figure 1. WestDC Land cover map over China. ENF represents evergreen needleleaf forest, EBF
represents evergreen broadleaf forest, DNF represents deciduous needleleaf forest, DBF represents
deciduous broadleaf forest, MF represents mixed forest.
2.6. Koppen–Geiger Climate Classification Map
The differences of four LAI products were also analyzed by referring to the global climate
map classifying through Koppen–Geiger system [33]. The Koppen–Geiger climate map is based on
a large dataset of long-term monthly precipitation and temperature stations, using a two-dimensional
thin-plate spline interpolation method. The map is divided into five first level climate types, as tropical
(type A), arid (type B), temperate (type C), cold (type D), and polar (type E). The map has 0.1◦ spatial
resolution, and can be downloaded from http://people.eng.unimelb.edu.au/mpeel/koppen.html.
Figure 2 shows the Koppen–Geiger climate map of China, and Table 2 explains the meaning of
the legend.
Table 2. The meaning of Koppen–Geiger climate classification.
Climate Meanings Climate Meanings
Am Tropical zone monsoon Cfb Temperate zone warm summer; no dry season
Aw Tropical zone savannah Dsb Cold zone dry summer; warm summer
BWk Arid zone cold desert Dsc Cold zone dry summer; cold summer
BSh Arid zone hot steppe Dwa Cold zone dry winter; hot summer
BSk Arid zone cold steppe Dwb Cold zone dry winter; warm summer
CSb Temperate zone dry warm summer Dwc Cold zone dry winter; cold summer
Cwa Temperate zone dry hot summer Dfa Cold zone hot summer; no dry season
CWb Temperate zone warm summer; dry winter Dfb Cold zone warm summer; no dry season
Cfa Temperate zone hot summer; no dry season ET Polar zone tundra
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Figure 2. Koppen–Geiger climate classification over China.
2.7. Field Measured LAI
OLIVE (On Line Interactive Validation Exercise) platform is established by CEOS-LPV (Committee
on Earth Observation System Land Product Validation) and it is devoted to the validation of global
remotely sensed land surface products [23]. The OLIVE data has an independent database named
DIRECT that include true LAI dataset that are all collected from the existing experimental networks
such as FLUXNET, VALERI, Bigfoot, et al., whose sites are all selected at homogenous land cover types
and can present 9–100 km2 spatial range, and have also been utilized in other LAI product validation
studies [22,24,29]. The dataset can be downloaded from http://calvalportal.ceos.org/web/olive/
site-description. According to our study time range, we finally selected 47 field LAI measurements
over 37 sites from the true LAI database with six biome types; one of them is located in China. And
considering our study area, we also found another six field measurements located in China from the
present literature [30]. They first established the empirical relationships between clear-sky TM/ETM+
image vegetation index such as NDVI (Normalized Difference Vegetation Index), SR (Simple Ratio),
RSR (Reduced Simple Ratio), etc. and field measured LAI in the 30 × 30 m sampling plots, then
generated fine-resolution LAI maps according to the relationships considering the foliage clumping
and scale shift effect [13], and finally upscaled the 30 m LAI map to match with remote sensing LAI
products [30]. Thus we have 53 field measurements in total, which include seven measurements in
China. The distribution of global field measurement sites used for direct LAI validation is showed
in Figure 3.
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Figure 3. Distribution of field measurement LAI sites that are capable of direct LAI validation
during 2001–2011.
2.8. Comparison Method
The four products needed to be compared over the same spatial area and temporal period. In our
study, we chose China as the study area because of its complex topography, various climate conditions
and biome types; the three new LAI products were developed and maintained by Chinese groups and
then expected to have reliable performance over China.
As stated in earlier research [22,24,29], direct validation is necessary to evaluate the accuracy of
each product. Because the field measurements in China are too limited (only seven sites are available),
we first validate the four products at global scale (53 measurement sits available), and then validate in
China (seven measurement sites available). The results are shown in Section 3.1.
For LAI comparison, firstly, the four products were projected to the Albers projection coordinate
system and resampled to 1 km by the nearest-neighbor sampling method for all the images during
the overlapped period from 2001 to 2011. Then we calculated the yearly temporal mean LAI pixel
by pixel for each year of each product as the basic data for comparison. The climatological LAI of
each product was calculated by averaging the yearly temporal mean LAI from 2001 to 2011 and their
spatial distribution was compared (Section 3.2.1). The difference among the four climatological LAI
were presented in Section 3.2.2, while their spatial similarity was illustrated through scatter plots in
Section 3.2.3. The standard deviation (SD) and relative standard deviation (RSD) were also analyzed in















where LAIi represents the four LAI product value, LAI is the mean of four products, and N is the total
number of products, in our study is 4.
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Later, we computed the Pearson correlation coefficients (R) of the time series of yearly LAI pixel
by pixel among four products and showed their spatial patterns in Section 3.3. R is computed as:
R =
n ∑ni=1 xiyi − ∑ni=1 xi ∑ni=1 yi√
n ∑ni=1 xi2 − (∑ni=1 xi)2·
√
n ∑ni=1 yi2 − (∑ni=1 yi)2
(3)
where xi, yi represent two time series LAI value respectively in this case, and n represents the total
number of year, which here is 11.
At last, we made the LAI difference case analysis, which included the mean SD/RSD and the LAI
value difference for each biome type (Section 3.4.1), the proportion of each biome type at different
SD/RSD significant levels and typical region case studies (Sections 3.4.2 and 3.4.3).
3. Results
3.1. Direct Validation with Field Measurement LAI
We first validated the four LAI products: GLASS, GLOBALBNU, GLOBMAP, and MODIS to field
measurement LAI. Considering the OLIVE sites are located in almost homogeneous land and the six
China field measurements have been upscaled from high-resolution LAI images [30], we extracted
the pixel value to directly match the field measurements. Furthermore, we chose images with the
closest date to the ground measurement date for validation. Finally, we obtained 53 pixel LAI values
for each LAI product for validation, and the uncertainty of each product was quantified by R2, p-value,
and RMSE. Table 3 summarizes the validation indictors of the four products for global with 53 sites
and China with seven sites, respectively. For global validation, GLASS shows the highest accuracy
(R2 = 0.70, RMSE = 0.96). For direct validation over China, the lowest uncertainty was achieved by
GLASS LAI (R2 = 0.94, RMSE = 0.61), while the highest uncertainty was obtained by MODIS LAI
(R2 = 0.03, RMSE = 2.12).
Table 3. Validation indictors of four products.
Global China
R2 RMSE p-Value R2 RMSE p-Value
GLASS 0.70 0.96 6.62 × 10−15 0.94 0.61 3.00 × 10−4
GLOBALBNU 0.60 1.13 8.32 × 10−12 0.52 1.06 6.79 × 10−2
GLOBMAP 0.57 1.30 5.62 × 10−11 0.77 1.15 9.00 × 10−3
MODIS 0.55 1.23 2.82 × 10−10 0.03 2.12 7.21 × 10−1
Taking biome types into consideration, different LAI products have different performance.
Figure 4 shows the validation scatter plots over global 53 sites. For grassland (GRA), shrubland
(SHR) and cropland (CRO), GLASS, GLOBALBNU and MODIS LAI all perform well and the scatter
plots mostly stand on the 1:1 line. For evergreen needleleaf forest (ENF), the four products all show
two sites of them perform better, while the other two sites perform worse. For evergreen broadleaf
forest (EBF), GLASS and MODIS perform best, followed by GLOBALBNU and GLOBMAP. For mixed
forest (MF), the four products are all overestimated (green triangles in Figure 4).
Some possible uncertainty sources could attribute to the difference between remote sensing LAI
and field-measured LAI. First is the inversion errors that resulted from difference between remote
sensing observation reflectance and modeled reflectance. The observation reflectance could be affected
by several factors such as aerosol, cloud contamination, topography, etc., while modeled reflectance
could be affected by the calibration parameters, and they both accumulate errors during inversion
processes. In addition, a vegetation reflectance saturation problem could affect inversion accuracy, that
is, reflectance is insensitive to dense canopies LAI [18], and the large LAI uncertainty of evergreen
needleleaf forest in Figure 4 (red dot) could be attributed to this.
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Second is the field-measured errors. The field LAI measurements are obtained by LAI-2000,
TRAC, etc. instruments, but they do not distinguish the effective photosynthetic tissue from
non-photosynthetic tissues such as branches, stalks, and dead leaves, which could overestimate
the LAI value [34]. The results in Figure 4 that remote sensing LAI is lower than field-measured LAI
could be due to this reason. For some dense biomes, the field-measured LAI have not considered the
underforest canopy, while remote sensing LAI is the observation of the vegetation vertical structure,
which considers the underforest [35]. The overestimate of mixed forest in Figure 4 may result from this.
Figure 4. Directly validated scatter plots: (a) GLASS; (b) GLOBALBNU; (c) GLOBMAP; (d) MODIS.
MF represents mixed forest, ENF represents evergreen needleleaf forest, EBF represents evergreen
broadleaf forest, SHR represents shrubland, GRA represents grassland, CRO represents cropland.
Spatially, although most sites we chose are at homogenous land, but there are still some mixed
land cover types and the scale effect is inevitable. Temporally, the TM/ETM+ images and field
sampling date may be different during the generation process of fine-resolution LAI maps. In addition,
the remote sensing LAI images are for dates closest to the field-measured dates. These are another two
error sources that lead to validation uncertainty.
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3.2. Spatial Characteristics of LAI Climatology Derived from Four Products
3.2.1. Spatial Distribution of Four LAI Climatologies
Figure 5 shows the spatial distribution of LAI climatology (11 years averaged LAI from 2001 to
2011) for each product. Generally, the four products are consistent in their patterns: a high LAI in
the southeast and a low LAI in the northwest. Note that the pixels perennially at zero were set to
null, which mainly occurs in the northwest of China. Considering the LAI values, four products show
agreement in some regions: for example, in the northwest part of China (an arid or cold climate zone
with mainly grassland land cover type), the LAI values are all in the range from 0 to 2. However,
in the Sichuan basin in central China (red rectangles in Figure 5), with a cold climate and mainly
covered with grassland in the west and a temperate climate and forest cover in the east, GLASS and
GLOBMAP LAI mainly range from 2 to 4 at the edge of basin; GLOBALBNU LAI ranges from 0 to
2 in the western basin and 2 to 4 in the eastern basin, and MODIS LAI ranges from 0 to 2 in the whole
basin. For southeast coastal regions located in a temperate climate and mainly covered with forest,
GLOBMAP has a higher LAI than the other three products, while MODIS has the lowest LAI.
 
Figure 5. Spatial distributions of four LAI climatologies: (a) GLASS (b) GLOBALBNU; (c) GLOBMAP;
(d) MODIS.
Figure 6 shows the boxplot of the overall LAI pixel values over China; the lines (from top to
bottom) represent the maximum LAI value, 75% quartile value, median value, 25% quartile value,
and minimum value, and the black spot represents the mean value. The results show that the four
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products have the same minimum LAI, while the GLOBMAP product has the highest maximum
value (9.25), followed by GLOBALBNU (6.20), MODIS (5.74), and GLASS (5.45). The mean values are
almost the same for the four products (around 1.0), but GLOBMAP has the highest mean value (1.12).
The interquartile range is lowest for MODIS (0.89), and the total spread is highest for GLOBMAP (9.25),
which means GLOBMAP has the highest variation (1.19).
Figure 6. Boxplot of each LAI climatology. The lines (from top to bottom) represent the maximum LAI
value, 75% quartile value, median value, 25% quartile value, and minimum value, respectively, and the
black spot represents the mean value.
3.2.2. Spatial Differences of Four LAI Climatologies
Figure 7 demonstrates the differences between each pair of LAI products at the pixel scale. For all
six pairs, most pixels show small differences (−1~1). However, large differences still exist in southern
regions of China located in a temperate climate zone. The highest differences can reach over ±6 but
this only occurs on a small proportion of pixels, and these mainly occur between GLOBMAP and
MODIS (1149 pixels among total 6596588 pixels, 0.02%), and GLOBALBNU and GLOBMAP (376 pixels
among total 6598208 pixels, 0.006%) products in southern Tibet with mixed forest (red rectangles in
Figure 7c,f) and Taiwan with broadleaf and needleleaf forest (blue rectangles in Figure 7c,f). Among
these six pairs, GLOBALBNU LAI and MODIS are the most similar (see Figure 7b). As shown in the
histogram of Figure 8b, most of the different values are located in the −1 to 1 zone, but values from 0 to
1 are dominant (90%). This means GLOBALBNU is generally larger than MODIS. Eighty percent of the
difference between GLASS and MODIS is positive (Figure 8a), but the difference between GLOBMAP
and MODIS have half positive and half negative values, with some positive difference higher than 2
(Figure 8c). Most of the different pixels between GLASS and GLOBALBNU are located in the range
of −2~2; 60% of the difference is positive while 40% is negative (Figure 8d). Eighty percent of the
difference is positive between GLASS and GLOBMAP; between them, 75% of the pixels are located
in the range of 0–1, and less than 5% of the pixels are located in the range of 1–2. For the rest of the
20% negative difference, about 15% are located in the range of −1~0, less than 5% are located in the
range of −2~−1, and the others are in the range of less than −2 (Figure 8e). For GLOBALBNU and
GLOBMAP, about 65% of the difference is positive and most of them are located in the range of 0–1.
For the negative difference, about 30% are located in the range of −2~0; the other pixels are located in
the range of −4~2 (Figure 8f).
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Figure 8. Frequency histograms of LAI differences: (a) GLASS vs. MODIS; (b) GLOBALBNU vs.
MODIS; (c) GLOBMAP vs. MODIS; (d) GLASS vs. GLOBALBNU; (e) GLASS vs. GLOBMAP;
(f) GLOBALBNU vs. GLOBMAP.
3.2.3. Spatial Correlation of Four LAI Climatologies
The spatial correlations among each pair of LAI products are shown in the density scatter plots in
Figure 9. Different colors represent different levels of scatter numbers in each bin. As we can see from
all six pairs, a greater density represents a larger concentration. And the densest values mainly occur
with small LAI values. There are four pairs of the six have high correlation with R2 > 0.72 (Figure 9a–e),
and two pairs have moderate correlation with R2 = 0.58 and 0.61, corresponding to GLOBMAP vs.
MODIS and GLOBMAP vs. GLOBALBNU (Figure 9c,f). Compared with MODIS LAI, the correlation
can be ordered by GLOBALBNU, GLASS, and CLOBMAP LAI.
Figure 9. Density scatter plots of each pair of LAI products: (a) GLASS vs. MODIS; (b) GLOBALBNU
vs. MODIS; (c) GLOBMAP vs. MODIS; (d) GLASS vs. GLOBALBNU; (e) GLASS vs. GLOBMAP;
(f) GLOBALBNU vs. GLOBMAP.
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3.2.4. Spatial Distribution of Standard Deviation (SD) and Relative Standard Deviation (RSD)
Figure 10 displays the standard deviation (SD) and relative standard deviation (RSD) among
the four climatologies at the pixel level. From Figure 10a, we found a high discrepancy in southern
China, while a small SD was mainly located in northern China (gray). Most of the high SD values are
in the range of 0.5~1 and occur in southern regions, with values between 1 and 2 mainly occurring in
southern regions in a temperate climate zone. Values between 2 and 3 mostly occur in southeast Tibet
(red rectangle in Figure 10a) and Taiwan (blue polygon in Figure 10a) in temperate climate zones with
mixed, broadleaf, and needleleaf forest. The largest SD, ranging from 3 to 4, is also distributed in the
southeast of Tibet and Taiwan province, which is in line with former findings (Section 3.2.2).
 
Figure 10. Standard deviation and relative standard deviation of the four products: (a) Standard
deviation; (b) relative standard deviation.
However, in view of the fact that different biome types have different LAI magnitudes, the relative
standard deviation (RSD) needs to be computed to eliminate the background effect, and the relative
standard deviation (RSD) is standard deviation (SD) divided by mean LAI of the four products.
In Figure 10b, we set four levels of relative standard deviation, being 0~0.1, 0.1~0.5, 0.5~1, and
1~2. For most of the pixels, the RSD are in the range of 0.1~0.5, which can be seen as an acceptable
discrepancy (grey color). The lowest difference (0~0.1) pixels are mainly located in northeast China.
The highest differences (0.5~2) occur in southern Tibet and Sichuan basin with mixed forest and grass
land cover types, and northern Tibet in the biome ecotone of grassland and barren (blue and red
rectangles in Figure 10b).
3.3. Temporal Correlation of Time Series of Annual Mean LAI
Figure 11 illustrates the temporal correlation among six pairs of annual mean LAI. For this 11-year
time series, the correlation coefficients equal to ±0.48, ±0.55, and ±0.68 correspond to a 10%, 5%,
and 1% significance level, respectively. For the six pairs, the significant correlation regions are mainly
located in southern China (red color), which means the four products have high consistency in these
regions. However, in most regions of southern China, we could not find a significant correlation
(green). Specifically, GLOBALBNU and MODIS (Figure 11b) have a significant correlation in almost
the whole of China, which reflects the temporal similarity of these two products.
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From the above analysis, we know the four LAI products have their own characteristics and
differences. Although GLASS, GLOBALBNU, GLOBMAP, and MODIS LAI products are all inversed
from MODIS land surface reflectance product MOD09, differences still exist among these four LAI
products, which can be caused by several key factors. First is the process of input land surface
reflectance. Although the product has been atmospherically corrected, there still exists some residual
contamination such as aerosol, cloud, snow, etc. In view of this, GLASS LAI has produced a 500-m
cloud and snow mask to reprocess the MOD09 product according to a method proposed by Tang [36].
GLOBALBNU LAI maintains the pixels of MODIS QC = 0, which means pixels with no cloud and
snow, and makes a two-step spatial and temporal filter for pixels QC > 0. GLOBMAP was filtered by
MOD09 cloud mask layer, and MODIS adopted a back-up algorithm when the main algorithm failed
because of cloud contamination.
The second factor is the LAI retrieval algorithm. There are two main methods to retrieve LAI.
One is empirical and is based on the relationship between LAI and VI. The other is a physical method
that relies on the reversion of a canopy radiative transfer model, such as the MODIS look-up-table
method and artificial neural networks [29]. GLASS LAI uses general regression neural networks to
generate a yearly LAI product from time series MODIS reflectance, which belongs to a physical method.
GLOBMAP integrates MODIS reflectance and the GLOBCARON algorithm to retrieve improved LAI
from 2000 to 2011. To retrieve LAI back to 1981, a pixel-by-pixel relationship is established between
improved LAI and AVHRR NDVI, which is an empirical method. MODIS LAI employs look-up tables
simulated from a 3D radiative transfer model, and GLOBALBNU LAI filters the MODIS LAI. These
are both physical methods.
The third factor can be attributed to land cover maps. In these four LAI retrieval systems,
four different land cover inputs are used. GLASS classifies the biome into eight types according
to the MCD12Q1 type 3 layer (grass and cereal crop, shrub, broadleaf crop, savanna, evergreen
broadleaf, deciduous broadleaf, evergreen needleleaf, deciduous needleleaf). GLOBALBNU LAI uses
the MCD12Q1 type 5 layer, without cereal crop and savanna but with increased barren and sparse
vegetation type. GLOBMAP LAI uses the MCD12Q1 type 1 layer, which classifies the biome into six
types, including grass and cereal crop, conifer forest, tropical forest, deciduous forest, mixed forest,
and shrub, and MODIS classifies biome into grass and cereal crop, shrub, broadleaf crop, savanna,
broadleaf forest, and needleleaf forest, and separates cereal crops and broadleaf crops. Myneni et al. [12]
estimated that classification errors in land cover maps can generate an LAI estimation error of up
to 50%, thus land cover types in an LAI retrieval system play an important role and should not
be neglected.
Other factors can be related to a clumping index. For field measurement of LAI data, different
measurement methods can lead to different LAI. For instance, LAI derived by direct and destructive
measurement can be considered true LAI, while indirect methods such as LAI2000 instrument can
be regarded as effective LAI. The distinction between true LAI and effective LAI is whether the
measurements take the foliage’s spatial distribution into account, for we assume the plant canopy
architecture is under random distribution. The clumping index is the measure of foliage grouping
relative to a random distribution of leaves in space [37], which provides the conversion between
effective and true LAI. However, the four LAI products used in our study adopt different clumping
indexes. GLASS LAI uses a clumping index map derived from POLDER 3 [38], which has removed the
topographical effect that leads to a cross-biome difference [24], while GLOBALBNU and GLOBMAP
LAI uses the POLDER 1 clumping index developed by Chen [39].
3.4. LAI Difference Case Analysis
3.4.1. LAI Performance of Different Biome Types and Climate Zones
We then studied the LAI performance for each biome type and climate zone. According to the
WestDC land cover classification system, we selected all the vegetation types and merged similar types.
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For instance, shrubs and open shrubs were merged into shrub, and we regarded woody savannas
and savannas as savannas. Finally, we selected nine biome types for further study. According to the
Koppen climate classification system, we listed 18 climate zones in China for analysis. Table 4 shows
the mean SD and RSD for each biome type and Table 5 shows the similar climate zone results.
Table 4. Mean SD and RSD for each biome type.
Biome Type Sample Size (%) Mean SD Mean RSD
ENF 278,710 (3.96) 0.72 0.33
EBF 61,234 (0.87) 0.75 0.27
DNF 21,814 (0.31) 0.23 0.17
DBF 109,151 (1.55) 0.52 0.24
MF 254,377 (3.61) 0.46 0.23
SHR 509,575 (7.23) 0.45 0.30
SAV 889,432 (12.62) 0.54 0.27
GRA 3,036,273 (43.09) 0.17 0.30
CRO 1,885,590 (26.76) 0.26 0.26
Table 5. Mean SD and RSD for each climate zone.
Climate Zone Sample Size (%) Mean SD Mean RSD
Tropical zone monsoon 8444 (0.13) 0.74 0.32
Tropical zone savannah 20,613 (0.32) 0.80 0.28
Arid zone cold desert 201,247 (3.10) 0.09 0.33
Arid zone hot steppe 15,395 (0.24) 0.55 0.30
Arid zone cold steppe 990,009 (15.23) 0.10 0.29
Temperate zone dry warm summer 144 (0.002) 0.44 0.31
Temperate zone dry hot summer 997,948 (15.36) 0.49 0.29
Temperate zone warm summer; dry winter 355,910 (5.48) 0.48 0.38
Temperate zone hot summer; no dry season 1,201,864 (18.49) 0.55 0.29
Temperate zone warm summer; no dry season 39,920 (0.61) 0.71 0.37
Cold zone dry winter; warm summer 460 (0.01) 0.05 0.47
Cold zone dry winter; cold summer 47 (0.001) 0.06 0.60
Cold zone dry winter; hot summer 844,135 (12.99) 0.19 0.24
Cold zone dry winter; warm summer 1,086,738 (16.72) 0.19 0.25
Cold zone dry winter; cold summer 446,007 (6.86) 0.17 0.24
Cold zone hot summer; no dry season 19,178 (0.30) 0.24 0.27
Cold zone warm summer; no dry season 37,237 (0.57) 0.48 0.31
Polar zone tundra 233,782 (3.60) 0.09 0.32
For biome types (Table 4), the result of mean SD shows that evergreen broad forest (EBF), evergreen
needleleaf forest (ENF), and savanna (SAV) have the highest difference, with mean SD of 0.75, 0.72,
and 0.54, respectively; while grassland (GRA), deciduous needleleaf forest (DNF), and cropland (CRO)
have the lowest mean SD, with mean SD of 0.17, 0.23, and 0.26 respectively. When considering mean
RSD, the highest discrepancy occurs in evergreen needleleaf forest (ENF), shrub (SHR), and savanna
(GRA), while the lowest difference occurs in deciduous needleleaf forest (DNF), deciduous broadleaf
forest (DBF), mixed forest (MF), and cropland (CRO). One thing worth mentioning in Table 4 is that
the RSD for almost all biomes is on the order of 0.3, which indicates a typical 30% uncertainty for
LAI products.
For climate zones (Table 5), tropical savannah, tropical monsoon, and temperate warm summer
no dry season climate show the highest mean SD; the values are 0.80, 0.74, and 0.71. Cold dry cold
summer, cold dry warm summer, arid cold desert, and polar tundra show the lowest SD with values of
0.05, 0.06, 0.09, and 0.09. From the perspective of RSD, cold zone dry and cold summer, cold zone dry
and warm summer and temperate warm summer/dry winter climate show the highest RSD (values of
0.60, 0.47, and 0.38), while cold dry winter/hot summer, cold dry winter/warm summer, and cold dry
173
Remote Sens. 2018, 10, 148
winter/cold summer show the lowest RSD, with values of 0.25, 0.24, and 0.24. From Table 5, it is also
confirmed that, for most climate zones, the RSD is on the order of 0.3 and in line with the findings
from biome types.
Figure 12 shows the bar plots of spatial average LAI differences for each biome type. Compared
with MODIS LAI, the other three products all have positive bias for all biome types (Figure 12a–c).
It means the three newly developed LAI datasets have larger values than their basis for all land cover
types. For GLASS LAI, six of the nine biome types have a difference higher than 0.4: cropland is
nearly 0.4, DNF is 0.2, and grassland has the lowest difference with less than 0.1. For GLOBALBNU,
the differences of most types are 0.4, DNF and cropland are 0.2, and grassland is also the lowest
(less than 0.1). For GLOBMAP, ENF shows the highest difference (more than 1), and grassland and
cropland have the lowest difference (less than 0.1). For GLASS and GLOBALBNU (Figure 12d), DNF
and grassland are almost the same; differences of the other types are 0.2 or so. For GLASS and
GLOBMAP (Figure 12e), cropland has a large positive difference while ENF has a large negative
difference, and grassland, savannas, and EBF have the lowest difference. For GLOBALBNU and
GLOBMAP (Figure 12f), most of the differences are negative, the highest difference of which occurs
in ENF. This means both GLASS and GLOBMAP have larger values than GLOBALBNU for most
biome types.
Figure 12. LAI value difference between LAI climatologies for each biome type: (a) GLASS-MODIS;
(b) GLOBALBNU-MODIS; (c) GLOBMAP-MODIS; (d) GLASS-GLOBALBNU; (e) GLASS-GLOBMAP;
(f) GLOBALBNU-GLOBMAP. ENF represents evergreen needleleaf forest, EBF represents evergreen
broadleaf forest, DNF represents deciduous needleleaf forest, DBF represents deciduous broadleaf
forest, MF represents mixed forest, SHR represents shrubland, SAV represents savannas, GRA
represents grassland, and CRO represents cropland).
Figure 13 illustrates LAI difference between six pairs of LAI products for each climate type.
GLASS has a more positive bias than MODIS for almost all climate types except Dsc and Dsb, and
most of the difference values are in the range of 0–1 (Figure 13a). GLOBALBNU has a positive bias
compared with MODIS for all climate types, and the difference values are relatively low (within 0.5 or
so) (Figure 13b). For GLOBMAP, the LAI difference values for 11 out of 18 climate types have a positive
bias, and seven have a relatively low negative bias (within −0.3 or so): Bwk, Bsh, Bsk, Csb, Dsb,
Dsc, and ET. Comparing Figures 12 and 13, it can be found that GLOBALBNU has larger values than
MODIS for all biome types and climate zones.
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Figure 13. LAI value comparison for each climate type: (a) GLASS-MODIS; (b) GLOBALBNU-MODIS;
(c) GLOBMAP-MODIS; (d) GLASS-GLOBALBNU; (e) GLASS-GLOBMAP; (f) GLOBALBNU-GLOBMAP.
Compared with GLOBALBNU, GLASS has a positive bias within 0.3 for 12 climate types, and
negative bias for the other six climate types (Figure 13d). Compared with GLOBMAP, GLASS has
a positive bias for 15 climate types and most of the bias is within 0.4, while there is a negative bias for
the other three climate types (Figure 13e). Compared with GLOBMAP, GLOBALBNU has a positive
bias within 0.6 for 13 climate types, and negative bias within −0.6 for the other five climate types.
3.4.2. Standard Deviation (SD)
To analyze the significance of the inconsistencies between the four products, we first computed
the 90%, 95%, and 99% percentile of standard deviation (Figure 14). The 99% percentile SD (red color)
mainly occurs in southern Tibet (Region A in Figure 14), western Sichuan with mixed forest and grass
land cover types (region B in Figure 14), and Taiwan (region C in Figure 14) with mainly broadleaf and
needleleaf forest; the 95% percentile SD (green color) mostly occurs in southern provinces in temperate
climate zones with mixed forest and savannas biomes, and 90% percentile SD (blue color) mainly
occurs in eastern Sichuan province in a cold climate zone with mainly grass.
We extracted three 99% percentile SD typical regions according to pixel density and geographic
location (Tibet, Sichuan, and Taiwan (regions A, B, and C)), then calculated the minimum, maximum,
median, mean, 25% and 75% quartile values for each product and the boxplots (Figure 15). Because
GLASS LAI performs best in direct validation, we set GLASS LAI as the benchmark. For the Tibetan
region (region A), the main reason for the difference could be due to GLOBMAP LAI, whose mean
value is quite high compared with the other three products. For the Sichuan region (region B), the main
reason for the difference can also be attributed to GLOBMAP and MODIS LAI, as the mean GLOBMAP
LAI is a little high while MODIS LAI is a little low with an LAI difference of 0.5 m2/m2 between
them. Also, for the Taiwan region (region C), the difference may be because of the high deviation
of GLOBMAP.
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Figure 14. Percentile distribution of standard deviation of four LAI climatologies over China.
Blue represents 90% percentile level, green represents 95% percentile level, and red represents 99%
percentile level.
Figure 15. LAI boxplots of typical regions: (a) region A; (b) region B; (c) region C; (d) region D.
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We then counted the proportion of each land cover type at 99%, 95%, and 90% percentile SD
(Table 6). At the 99% percentile SD level, evergreen needleleaf forest, woody savannas, and mixed forest
have the highest proportion with 32.87%, 16.71%, and 11%, respectively. At 95% and 90% percentile SD
levels, evergreen needleleaf forest, woody savanna, and savanna have the highest proportion. Thus,
from the perspective of standard deviation, the LAI discrepancy can attribute to evergreen needleleaf
forest, savannas, and mixed forest.
Table 6. Pixel proportion of different biome types at three standard deviation percentiles.
Biome Type 99% Percentile 95% Percentile 90% Percentile
Evergreen needleleaf forest 32.87 21.7 16.85
Evergreen broadleaf forest 4.95 4.64 4.02
Deciduous needleleaf forest 0.00 0.01 0.02
Deciduous broadleaf forest 9.24 4.48 3.46
Mixed forest 11.00 7.50 6.75
Closed shrubland 2.70 6.02 7.57
Open shrubland 5.11 5.13 5.90
Woody savannas 16.71 18.42 17.65
Savannas 9.10 15.44 16.26
Grassland 5.99 9.02 10.79
Permanent wetland 0.05 0.07 0.09
Cropland 1.61 6.50 9.44
Urban and built-up 0.10 0.16 0.19
Cropland/natural vegetation mosaic 0.08 0.38 0.45
Snow/ice 0.01 0.01 0.01
Barren 0.26 0.19 0.18
Water bodies 0.22 0.35 0.38
Similarly, we counted the proportion of each climate type at three percentile SD levels (Table 7).
At 99% and 95% percentile SD levels, temperate hot summer/no dry season, temperate warm
summer/dry winter, and temperate dry hot summer climate types are the top three, and at 90%
percentile SD level, temperate dry hot summer, temperate warm summer/dry winter and cold dry
winter/warm summer climate types have the highest proportion.
Table 7. Pixel proportion of different climate types at three standard deviation percentiles.
Climate Type 99% Percentile 95% Percentile 90% Percentile
Tropical zone monsoon 0.33 0.65 1.03
Tropical zone savannah 1.47 1.98 2.87
Arid zone cold desert 0.28 0.21 0.29
Arid zone hot steppe 0.34 0.38 1.11
Arid zone cold steppe 0.67 0.59 1.15
Temperate zone dry warm summer 0 0 0.01
Temperate zone dry hot summer 21.28 22.93 45.88
Temperate zone warm summer; dry winter 27.52 15.54 20.74
Temperate zone hot summer; no dry season 34.45 45.71 7.68
Temperate zone warm summer; no dry season 4.19 2.72 3.87
Cold zone dry warm summer 0 0 0
Cold zone dry cold summer 0 0 0
Cold zone dry winter; hot summer 0 0.29 1.62
Cold zone dry winter; warm summer 7.49 6.44 9.49
Cold zone dry winter; cold summer 0.54 0.82 1.39
Cold zone hot summer; no dry season 0.05 0.22 0.43
Cold zone warm summer; no dry season 1.37 1.52 2.42
Polar zone tundra 0.01 0.01 0.02
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3.4.3. Relative Standard Deviation (RSD)
Similar to SD, we also extracted 90%, 95%, and 99% percentiles of relative standard deviation as
shown in Figure 16. The 99% percentile of RSD (red color) mainly occurs in southern Tibet and western
Sichuan, which is almost the same as the SD 99% percentile regions (Section 3.4.2). The 95% percentile
of RSD (green color) mainly occurs in northern Tibet (region D in Figure 16) and Guizhou province, and
90% percentile of RSD (blue color) mainly occurs in northern Tibet (region D in Figure 16); this region
is also analyzed by a boxplot (Figure 15d). In region A, the GLOBMAP LAI is a little low whereas the
MODIS LAI is a little high. What is more, the LAI values in this region are lower than 0.2, which may
attribute to the high relative standard deviation.
 
Figure 16. Percentile distribution of relative standard deviation of four LAI climatologies over China.
Blue represents 90% percentile level, green represents 95% percentile level, and red represents 99%
percentile level.
Then we counted the proportion of each land cover type at different significance levels (Table 8).
At 99% and 95% percentile RSD levels, grassland, barren and evergreen needleleaf forest have the
highest proportion; at the 90% percentage RSD level, grassland, cropland, barren and evergreen
needleleaf forest have the highest proportion. This is generally in agreement with the RSD rankings
shown in Table 4.
The results on the proportion of each climate type (Table 9) show that temperate warm
summer/dry winter, cold dry winter/warm summer and temperate dry hot summer climate types are
the top three at 99% percentile RSD level. Temperate warm summer/dry winter, cold dry winter/warm
summer, and temperate hot summer/no dry season climate types are the top three at the 95% percentile
RSD level, and temperate hot summer no dry season, cold dry winter warm summer and temperate
warm summer dry winter climate types are the top three at 90% percentile RSD level.
In the LAI difference case analysis, ENF has both the highest SD and RSD among the four LAI
products, while EBF and SAV have the highest SD, and SHR and GRA have the highest RSD. From the
perspective of climate zones, tropical savannah, tropical monsoon, and temperate warm summer/no dry
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season climate show the highest mean SD, while cold zone dry and cold summer, cold zone dry and warm
summer and temperate warm summer/dry winter climate show the highest RSD. The comparison of LAI
differences for each biome type indicates that GLASS, GLOBALBNU, and GLOBMAP LAI are all higher
than MODIS LAI for all biome types and most of the climate types. To look at this issue more closely,
the 90%, 95%, and 99% percentile of difference have been studied, and results demonstrate that ENF and
woody savannas have the highest proportion of large SD, whereas ENF and grassland are responsible
for large RSD; temperate dry hot summer, temperate warm summer/dry winter, and temperate hot
summer/no dry season climate account for the largest SD, and temperate warm summer/dry winter
and cold dry winter/warm summer climate correspond to large RSD.
Table 8. Pixel proportion of different biome types at three relative standard deviation percentile levels.
Biome Type 99% Percentile 95% Percentile 90% Percentile
Evergreen needleleaf forest 20.70 12.12 9.02
Evergreen broadleaf forest 0.69 0.97 0.97
Deciduous needleleaf forest 0.08 0.06 0.05
Deciduous broadleaf forest 2.40 1.70 1.42
Mixed forest 5.96 3.94 3.21
Closed shrubland 2.34 4.50 4.80
Open shrubland 8.15 5.45 4.71
Woody savannas 10.70 7.89 7.03
Savannas 5.62 5.98 6.15
Grassland 23.92 32.17 36.14
Permanent wetland 0.47 0.87 0.99
Cropland 3.36 9.04 12.00
Urban and built-up 0.36 0.59 0.72
Cropland/natural vegetation mosaic 0.09 0.27 0.35
Snow/ice 1.03 0.54 0.37
Barren 12.79 12.52 10.87
Water bodies 1.35 1.39 1.21
Table 9. Pixel proportion of different climate types at three relative standard deviation percentile levels.
Climate Type 99% Percentile 95% Percentile 90% Percentile
Tropical zone monsoon 0.04 0.14 0.21
Tropical zone savannah 0.08 0.27 0.39
Arid zone cold desert 3.79 4.71 5.17
Arid zone hot steppe 0.12 0.20 0.24
Arid zone cold steppe 6.91 10.09 11.80
Temperate zone dry warm summer 0 0 0
Temperate zone dry hot summer 9.23 14.39 15.72
Temperate zone warm summer; dry winter 37.54 21.12 15.72
Temperate zone hot summer; no dry season 8.82 16.56 18.67
Temperate zone warm summer; no dry season 3.80 2.27 1.70
Cold zone dry warm summer 0.11 0.05 0.03
Cold zone dry cold summer 0.02 0.01 0.01
Cold zone dry winter; hot summer 0.74 1.84 2.68
Cold zone dry winter; warm summer 20.67 18.10 16.16
Cold zone dry winter; cold summer 4.70 5.04 5.03
Cold zone hot summer; no dry season 0.11 0.14 0.15
Cold zone warm summer; no dry season 1.70 1.21 1.00
Polar zone tundra 1.62 3.85 5.31
4. Conclusions
This work evaluated four LAI products, GLASS, GLOBALBNU, GLOBMAP, and MODIS, over
China using direct and indirect methods. Reference data from OLIVE platform were used for direct
validation, and results show that GLASS performed best, with the highest R2 (0.94) and lowest RMSE
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(0.61), while MODIS performed worst, and GLOBALBNU and GLOBMAP performed moderately.
This indicates that the three improved LAI products all show improvement in LAI accuracy over China.
The comparison among the four LAI products revealed that the spatial pattern of all the products
agrees well with each other. The spatial correlation indicates four pairs of the products have a strong
correlation (R2 > 0.72), while two pairs shows moderate correlation. Compared with MODIS, the spatial
correlation ranks as: GLOBALBNU > GLASS > GLOBMAP; this can be easily explained by their LAI
retrieval algorithm. LAI difference analysis shows that for all types of biome and for most of the
climate zones, GLASS, GLOBALBNU, and GLOBMAP LAI are higher than MODIS. Significant analysis
illustrates evergreen needleleaf forest (ENF) and woody savannas (SAV) mainly correspond to large
LAI SD, while evergreen needleleaf forest (ENF) and grassland (GRA) are more responsible for RSD.
In view of biome types, the value of SD, ranging from 0.17 to 0.75, is partially dependent on the land
cover type, i.e., biomes with large LAI have large SD. However, the RSD for all biomes is on the order
of 0.3, indicating a typical 30% uncertainty for LAI products. From the perspective of climate types,
temperate dry hot summer, temperate warm summer/dry winter and temperate hot summer/no dry
season climate types are mainly responsible for large SD, while temperate warm summer/dry winter
and cold dry winter/warm summer climate types mainly correspond to large RSD. For different climate
types, the value of SD ranges from 0.05 to 0.8. However, the RSD of most climate types is on the order
of 0.3, in line with the findings from biome types. Therefore, the comparison results indicate there is
a typical 30% uncertainty for the four LAI products.
Our results could benefit researchers for LAI product selection and uncertainty quantification
and could also provide clues for data producers to further improve their datasets. Moreover,
the uncertainties quantified by this comparison could benefit researchers who include LAI as an input
parameter. For instance, our results could contribute to the error matrix development in the data
assimilation system developed by Huang et al. [8]. In this study, due to the page limit, we mainly focus
on the spatial patterns of four LAI climatologies and annual means. In the future, we will compare the
temporal variations and trends of these four LAI products, which could contribute to research related
to phenology and global change. Meanwhile, there is a need to supplement more field measurements
of LAI and more accurate reference maps over mainland China.
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Abstract: The Inner Mongolia Autonomous Region (IMAR) is a major source of rivers, catchment
areas, and ecological barriers in the northeast of China, related to the nation’s ecological security
and improvement of the ecological environment. Therefore, studying the response of vegetation
to climate change has become an important part of current global change research. Since existing
studies lack detailed descriptions of the response of vegetation to different climatic factors using the
method of grey correlation analysis based on pixel, the temporal and spatial patterns and trends of
enhanced vegetation index (EVI) are analyzed in the growing season in IMAR from 2000 to 2015
based on moderate resolution imaging spectroradiometer (MODIS) EVI data. Combined with the
data of air temperature, relative humidity, and precipitation in the study area, the grey relational
analysis (GRA) method is used to study the time lag of EVI to climate change, and the study area
is finally zoned into different parts according to the driving climatic factors for EVI on the basis
of lag analysis. The driving zones quantitatively show the characteristics of temporal and spatial
differences in response to different climatic factors for EVI. The results show that: (1) The value of
EVI generally features in spatial distribution, increasing from the west to the east and the south to
the north. The rate of change is 0.22/10◦E from the west to the east, 0.28/10◦N from the south to the
north; (2) During 2000–2015, the EVI in IMAR showed a slightly upward trend with a growth rate of
0.021/10a. Among them, the areas with slight and significant improvement accounted for 21.1% and
7.5% of the total area respectively, ones with slight and significant degradation being 24.6% and 4.3%;
(3) The time lag analysis of climatic factors for EVI indicates that vegetation growth in the study area
lags behind air temperature by 1–2 months, relative humidity by 1–2 months, and precipitation by
one month respectively; (4) During the growing season, the EVI of precipitation driving zone (21.8%)
in IMAR is much larger than that in the air temperature driving zone (8%) and the relative humidity
driving zone (11.6%). The growth of vegetation in IMAR generally has the closest relationship with
precipitation. The growth of vegetation does not depend on the change of a single climatic factor.
Instead, it is the result of the combined action of multiple climatic factors and human activities.
Keywords: EVI; climatic factor; driving force; grey relational analysis (GRA); Inner Mongolia
Autonomous Region (IMAR)
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1. Introduction
Vegetation is a key component of ecosystems, and any change in terrestrial ecosystems is bound
to result in fluctuations in vegetation types, quantity, or quality [1–3]. As a comprehensive indicator,
vegetation reflects the changes of the ecological environment, and studying its response to climate
change has become one of the main contents of the current global change research [4–6]. The enhanced
vegetation index (EVI) is an important quantitative index, reflecting the growth status of the surface
vegetation and is also one of the most important basic data in ecosystems research. The change of
EVI plays an important role in indicating the changes of regional ecosystems and environment [7–9].
The Inner Mongolia Autonomous Region (IMAR) is located in the transitional zone from arid and
semi-arid climates to humid and semi-humid monsoon climates of the southeast coast [10–12]. It is a
water conservation area of Songhua River and functions as an important ecological barrier of northern
China [11,12]. The ecological environment in IMAR is characterized by distinctive geographical
differences, fragile ecological conditions, and complex ecological types [12–14], where vegetation
types show a northeast-southwest pattern of surface cover of forests, steppes and deserts [12,15].
Quantitative assessment of the dynamic changes and driving forces of the vegetation ecosystem in
Inner Mongolia will help people to understand the feedback between the global climate change and
vegetation ecosystems [12,14–16], which is of great theoretical and practical significance for evaluating
the environmental quality of terrestrial ecosystems and regulating ecological processes [1,16,17].
A lot of work has been done in studying the relationship between terrestrial vegetation and
climatic factors. Related studies have found that vegetation changes in the Sahel [18], the tropical
Africa [19], the Central Plains of the United States [20], and the Eurasian continent [21] are closely
related to the amount of precipitation, while air temperature is the main factor that influences
the growth of terrestrial vegetation in the northern Finno-Candea [22], the Arctic [23], and North
America [24]. China is located in the monsoon region of eastern Asia, with complex climate types and
rich vegetation types. There are also distinct differences in the correlation between vegetation changes
and hydrothermal factors in different regions [25–27], as well as the time lag of response to climatic
factors [13,28,29].
Most of the previous studies on the relationship between vegetation remote sensing quantitative
factors and climate change have been made using the method of correlation analysis [11,13,19],
but the correlation analysis method usually requires that each variable should follow the joint normal
distribution; thus, the extreme values of the factors in the analysis process would have a great impact
on the results of correlation analysis [30–33]. Some scholars use the grey relational analysis (GRA) to
study the relationship between vegetation index and climatic factors [30,32,34], but related studies are
mostly conducted on the overall statistical value or limited sample sites of the study area. The results
of those studies lack detailed descriptions of how different vegetation types and vegetation growing
in different geomorphological characteristics of the study area respond to different climatic factors.
In order to quantitatively display and evaluate the temporal and spatial features of the response of
EVI to different climatic factors, the relationship between EVI and climatic factors are discussed using
GRA method on the basis of time lag analysis.
2. Materials and Methods
2.1. Study Area
IMAR is located in the northern part of China (Figure 1a), stretching over the northwestern,
northern, and northeastern parts of China, a narrow band from the west to the east. The total area of
IMAR is 1.183 million square kilometers, accounting for 12.3% of the country’s total area. With rich
resource reserves, it is known as “Forests in the East, Mines in the West, Agriculture in the South
and Animal Husbandry in the North” and it ranks first in terms of the steppe, forest, and per capita
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arable land in the country, also the largest prairie pastoral area in the country [10,35,36]. The average
elevation of the study area is about 1000 m. The climate of IMAR belongs to the transitional zone
of arid and semi-arid monsoon climates to humid and semi-humid climates. The hydrothermal
conditions show a northeast-southwest zonal distribution [11,12]. Due to differences in natural factors,
such as hydrothermal conditions and landforms, the vegetation in IMAR has obvious east-west zonal
distribution features (Figure 1b). The types of vegetation cover from the east to the west are mainly
coniferous forests, broadleaf forests, steppes, desert steppes, deserts, and so on.
 
Figure 1. The Digital Elevation Model (DEM) and meteorological station distribution (a) and the
vegetation types (b) in IMAR. (A—Hulunbuir; B—Hinggan League; C—Xilingol League; D—Chifeng;
E—Tongliao; F—Ulanqab League; G—Baotou; H—Hohhot; I—Bayannur League; J—Erdos; K—Wuhai;
L—Alxa League).
2.2. Data Sources
The EVI data came from the MODIS C6 MOD13Q1 dataset published by the National Aeronautics
and Space Administration (NASA) of the United States. Compared with C5 data, C6 data further
solves the problem of data attenuation and distortion due to the aging of satellite sensors, resulting in
a significant increase in data quality. IMAR involves seven scenes of h27v04, h26v05, h26v04, h26v03,
h25v05, h25v04, and h25v03 with a spatial resolution of 250 m and a time resolution of 16d.
The meteorological data were selected from the monthly mean air temperature, monthly mean
relative humidity, and monthly cumulative precipitation data from 110 meteorological stations in
IMAR and its neighboring areas from February to September during year 2000–2015. The data were
provided by China Meteorological Science Data Sharing Service Website (http://data.cma.gov.cn).
The vegetation type data were taken from the 1:1,000,000 national vegetation type dataset
published by the Data Center of Chinese Academy of Resources and Environmental Sciences
(http://www.resdc.cn).
Digital Elevation Model (DEM) data were taken from Advanced Spaceborne Theemal Emission
and Reflection Radiometer (ASTER) global digital elevation model (ASTER GDEM) V2 digital elevation
data from geospatial data cloud platform (http://www.gscloud.cn) with a spatial resolution of 30 m.
2.3. Data Processing
2.3.1. EVI Data Processing
EVI data was affected by factors such as aerosol, ice and snow, solar illumination angle, and sensor
observation angle in the process of collection and processing. There may be anomalous or missing
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data, which caused the seasonal trend of EVI curve to be insignificant. Therefore, in order to
make EVI time series data reflect seasonal variation of vegetation correctly, it was necessary to
conduct a filtering process [9,37,38]. Firstly, the invalid pixels in the quality control file attached to
MODIS13Q1 with a value of 65,535 were removed. With full consideration of the growth periodicity
of vegetation, the 16d EVI data of IMAR were smoothed using harmonic analysis of time series
(HANTS) (Figure 2). During processing, the valid range was −3000~10,000, the period was 23, and the
frequency was 2 (11, 23). The time series data after reconstruction can reflect the periodic variation
of the EVI curve [9,38]. Then, using the MODIS reprojection tools (MRT), the MOD13Q1 data were
pre-georeferenced to the UTM zone 48 North projection WGS-84 datum resampled with the resolution
of 500 m. Next, the monthly EVI data for vegetation in the growing season (May–September) were
calculated using the method of maximum value composite (MVC). Subsequently, the effects of bare
soil and sparsely vegetated areas were eliminated according to the following rules: (1) The annual
mean value of EVI in the growing season was greater than 0.07; (2) The annual maximum value of
EVI was greater than 0.10; (3) The annual maximum value of EVI should appear in July–September.
Finally, the EVI pixels from May to September of the year 2000–2015, which met the requirements
above, were used as the mean annual value of EVI in the growing season.
Figure 2. The EVI time series data before (a) and after (b) HANTS processing.
2.3.2. Spatial Interpolation of Meteorological Data
Changes in meteorological sites, observation instruments and observation methods,
or environmental changes in the surroundings will lead to non-uniformity of collected data. It was
necessary to conduct homogeneity tests on the data of meteorological sites [39] to eliminate invalid site
data. The existing research on meteorological factor interpolation adopts different methods—Kriging
and IDW (Inverse Distance Weighted) [11,40] for relative humidity, Kriging and IDW [11,32] for
precipitation., and TPS (Thin Plate Spline) and Kriging [40,41] for air temperature. Considering
that the spatial distribution was significantly different in relative humidity, precipitation, and air
temperature, and air temperature had a certain degree of altitude sensitivity [40–42], on the basis of the
previous study method, after being tested by comparing meteorological site data and other methods,
IDW was selected to interpolate the relative humidity, and Kriging to interpolate the precipitation.
TPS was selected and DEM acted as the covariate to assist spatial interpolation of air temperature data.
The spatial resolutions of meteorological element interpolation were unified to 500 m.
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2.4. Methods
2.4.1. Trend Analytical Method
The linear trend analysis of EVI in the growing season from 2000 to 2015 was carried out with the



















where n stands for the time series (2000–2015), i.e., n = 16; EVIi the mean EVI of the year i; Slope the
inter-annual change slope of certain EVI pixel. When the value of Slope is positive, it indicates that
EVI shows a trend of increase as time goes by, and vice versa. The formula is highly reliable and has
been widely used [11,43,44].
2.4.2. Grey Relational Analysis
Grey relation refers to the uncertain correlation between things and system factors, or factors and
the main behavior. GRA is based on the geometrical approximation of the sequence of behavioral
factors and the main behavioral sequence, and it is used to analyze and determine the degree
of influence between factors or the contribution measure of factors to the main behavior [45,46].
Not restricted by the type of samples and the distribution of probability distribution, GRA is a new
method to study uncertain issues with limited data and information [30].
The reference factor sequence can be expressed as:
X0 = [X0(1), X0(2), . . . , X0(n)] (2)
The comparative factor sequence can be expressed as:
Xi = [Xi(1), Xi(2), . . . , Xi(n)], i = 1, 2, . . . , m. (3)

























where γ(x0(k), xi(k)) is the relational coefficient between xi and x0 when it meets the condition of
comparative factor k and the grey resolution coefficient ξ. The GRG is a measure of the influence
of the comparative factor sequence on the reference factor sequence. When the value is closer to 1,
the effect of the comparative factor sequence on the reference factor sequence becomes more significant.
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The value of the GRG can be used as an indicator that reflects the influence of comparative factor
sequence on reference factor sequence [47,48].
In this study, EVI in the growing season of 2000–2015 was used as the reference factor sequence
(X0), and the comparative factor sequence (Xi) was made up of three climatic factors of air temperature,
relative humidity, and precipitation during 2000–2015.
2.4.3. Time Lag Analysis
The EVI sequence (May–September) and the monthly mean air temperature in the growing season
of the study area from 2000 to 2015 were used as two sets of variables to calculate GRG between EVI
sequence and the monthly mean air temperature. Similarly, the GRG between EVI sequence in the
growing season and the monthly mean air temperature (April–August, March–July and February–June)
could be calculated, and that between the monthly mean relative humidity and the monthly cumulative
precipitation (May–September, April–August, and March–July, February–June) could also be calculated
respectively. By comparing the GRG between EVI in the growing season and different comparative
factor sequence, the authors further discuss the time lag effect of EVI for climatic factors.
3. Results
3.1. Inter-Annual Change of EVI in the Growing Season and Spatial Distribution Pattern
3.1.1. Inter-Annual Change of EVI in the Growing Season
According to the mean EVI in the growing season of IMAR from 2000 to 2015, the inter-annual
change of EVI during the study period was obtained (Figure 3). In general, the mean value of EVI in
IMAR showed a rising trend with a growth rate of 0.021/10a and a multi-year mean value of 0.274.
Among them, the mean values of EVI in 2000, 2001, 2003–2007, and 2009–2011 were lower than that of
the multi-year mean level. The mean values of EVI in 2002, 2008, and 2012–2015 were higher than the
multi-year mean value. The minimum EVI (0.251) appeared in 2001, and the maximum EVI (0.301)
appeared in 2012.
Figure 3. Inter-annual change of EVI in the study area from 2000 to 2015.
3.1.2. Features of Spatial Distribution of Multi-Year Mean EVI
The elevation of the study area had a characteristic of a lower height in the east and the north,
and a higher height in the west and the south. The sensitivity of the vegetation to the climate gradient
was strong, resulting in an uneven spatial distribution of the ecological pattern. On the whole,
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the EVI in the growth season showed a distribution pattern decreasing from the north to the south
with a change rate of 0.28/10◦N and from the east to the west with a rate of 0.22/10◦E (Figure 4).
The statistical results showed that areas with high EVI value in the growing season were mainly located
in the areas of Hulunbuir, Hinggan League, Tongliao, and Chifeng, with an elevation below 1250 m,
between 44◦–50◦N and 115◦–125◦E (Figure 4). On the other hand, areas with low EVI value are mainly
located in Xilingol League, Ulanqab League, Baotou, Bayannur League, and Erdos. The overall EVI
was lower in areas where the elevation was above 2300 m, and the vegetation types in these areas were
mainly meadow steppe and desert steppe.
Figure 4. Spatial distribution of multi-year mean of EVI in the growing season in the study area from
2000 to 2015. (a) Longitude and altitude statistics; (b) Latitude and altitude statistics.
3.2. Temporal and Spatial Variation of EVI in the Growing Season
With the trend analytical method, the trend of EVI in the growing season of the study area
for 16 years was drawn (Figure 5a). With the standard deviation classification method, the change
trend of EVI in the study area can be divided into seven types, significant degradation, moderate
degradation, slight degradation, basically unchanged, slight improvement, moderate improvement,
and significant improvement (Figure 5b). On the whole, the EVI in the growing season in IMAR
was basically unchanged, slightly improved, and slightly degraded. Among them, the basically
unchanged areas were mainly in northern, central, and southeastern part of the study area, accounting
for 42.5% of the area; and the vegetation types were mainly evergreen coniferous forests, deciduous
coniferous forests, deciduous broadleaf forests, coniferous and broadleaf mixed forests, typical steppe
and swamps. The areas with slight improvement were mainly in northeastern, west-central part of
the study area, accounting for 21.1% of the total area; and the vegetation types were typical steppe
and desert steppe. The areas where it displayed a slight degradation were mainly in the northern and
southeastern part of IMAR, accounting for 24.6% of the total area; and the vegetation types were mainly
typical steppe, desert steppe, deciduous coniferous forests and deciduous broadleaf forests. The areas
with significant improvement mainly included Hinggan League, Hohhot, northern Xilingol League,
western Hulunbuir, and southern Tongliao, accounting for 1.6% of the total area; and the vegetation
types are shrubs, meadow steppe, deciduous broadleaf forests, and mixed coniferous and broadleaf
forests. The areas with moderate improvement were mainly in Chifeng, northeastern Hulunbuir,
central Xilingol, and southern Erdos, accounting for 5.9% of the total area; and the vegetation types
included typical steppe, desert steppe, shrubs, and meadow grasslands. The areas with moderate
degradation were mainly in Baotou, Ulanqab League, southwestern Xilingol League and eastern
Hulunbuir, accounting for 3.5% of the total area; and the types of vegetation were swamps and
typical steppe. The areas where there was a significant degradation were mainly located in central
Hulunbuir, southeast of Xilingol League, and southeast of Ulanqab League, only accounting for 0.8%,
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a small part of the total area, and the vegetation types are shrubs and typical steppe. The vegetation
types that showed a trend of improvement in the study area were mainly the typical steppe in the
north-central part and the desert steppe in the southern part. The vegetation types that showed a trend
of degradation were mainly desert steppe in the south and coniferous and broadleaf mixed forest in
the north.
 
Figure 5. EVI trend (a) and EVI change (b) in the study area from 2000 to 2015.
3.3. Time Lag Analysis of EVI in the Growing Season to Climatic Factors
Previous studies have shown that the response of vegetation index to climatic factors show
significant differences in both time and space [49,50]. And different climatic factors have different
impact on vegetation with certain degree of time lag effects [32,51,52]. The GRGs are computed
using the EVI in the growing season (from May to September) with different climatic factors (mean
air temperature, mean relative humidity, and accumulated precipitation) in different time series
(from March to July, from April to August and from May to September), resulting in the largest GRGs
between EVI and climatic factors being air temperature (from April to August), relative humidity,
(from March to July), and precipitation (from April to August), with GRG mean values of 0.649, 0.609,
and 0.623 respectively (Figure 6). It showed that the response of growing season EVI to air temperature
and relative humidity lagged by 1–2 months, and the response of growing season EVI to precipitation
lagged by one month. In other words, the vegetation in the growing season of the study area responded
more quickly to precipitation, and more slowly to air temperature and relative humidity.
Figure 6. The GRGs of growing season EVI to air temperature, relative humidity and precipitation in
February–June, March–July, April–August, and May–September.
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3.4. GRAs between EVI and Climatic Factors
3.4.1. Features of Inter-Annual Change of Climatic Factors
According to the inter-annual trends of the mean air temperature, mean relative humidity,
and cumulative precipitation in the growing season of the study area from 2000 to 2015 (Figure 7),
the mean air temperature reached a maximum of 11.47 ◦C in 2008, then gradually decreased,
and reached its minimum of 9.69 ◦C in 2010. The multi-year mean air temperature was 10.56 ◦C
at a decline rate of 0.37 ◦C/10a and the linear trend was not obvious. The mean relative humidity
reached a minimum of 46.77% in 2006 and then gradually increased, reaching a maximum of 53.8%
in 2013, and the multi-year mean relative humidity was 49.94%. It generally showed an upward
trend with a rate of 0.91%/10a, and the linear trend was not obvious. The minimum of cumulative
precipitation (210.69 mm) occurred in 2007 after which there is a rising trend, reaching a maximum of
378.87 mm in 2013, and it showed a downward trend after 2013, which generally showed an upward
trend. The multi-year mean cumulative precipitation was 267.43 mm, at a growth rate of 5.833 mm/a.
 
Figure 7. Inter-annual change of air temperature (a); relative humidity (b); and precipitation (c) in IMAR
from 2000 to 2015.
3.4.2. GRAs between the Growing Season EVI and the Climatic Factors
The GRA results of the EVI with climatic factors (Figure 8a) show that the GRG between EVI and
air temperature was 0.388–0.880 with a mean value of 0.609. The areas with high GRG were mainly
located in Hulunbuir, western Xilingol League, and eastern Bayannur League, the elevation in the areas
below 2000 m. However, the EVI value of the high GRG area was low, and the vegetation types were
mainly swamps, meadow steppe, typical steppe, and desert steppe. While the low GRG areas were
mainly distributed in the south-central part of Chifeng and southeastern Erdos, the elevation below
2000 m, the EVI value of the area was high, and the vegetation types were mainly evergreen broadleaf
forests, deciduous broadleaf forests, swamps, and typical steppe. It indicated that air temperature had
a greater influence on the vegetation in the low-EVI areas (steppe and meadow steppe, etc.) than that
of the high EVI areas (coniferous forest, broadleaf forest, etc.).
The GRA results between EVI and relative humidity in the study area (Figure 8b) display
that the GRG between EVI and relative humidity was 0.385–0.902, with a mean value of 0.623.
In northern Hulunbuir and western Xilingol League with the elevation of 200–1000 m, the GRG
was relatively high and the vegetation types were mainly evergreen coniferous forests, deciduous
coniferous forests, deciduous broadleaf forests, coniferous and broadleaf mixed forests. In the southern
Chifeng, eastern Tongliao and southern Hohhot, the elevation from 100 to 2500 m, the GRG was
relatively low and the vegetation types were mainly typical steppe, desert steppe, and shrubs. It can
be seen that relative humidity had a much greater impact on forest ecological areas than on steppe
ecological areas.
According to Figure 8c, the GRA results between EVI and cumulative precipitation in the study
area can be found that the GRG between EVI and cumulative precipitation was 0.398–0.893, and the
mean value was 0.649. High GRG areas were mainly located in the northwestern Hulunbuir and
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southeastern Hinggan League, the elevation below 2000 m. Evergreen coniferous forests, deciduous
coniferous forests, deciduous broadleaf forests, meadow steppe and swamps were the main vegetation
types in the high GRG areas. Low GRG areas were mainly distributed in the southeastern Hulunbuir,
northern Hinggan League and southern Chifeng with elevation of 300–1500 m. The vegetation types
of the low GRG area were mainly swamps, typical steppe, desert steppe, and coniferous and broadleaf
mixed forests. The results show that although the impact of precipitation on the forest ecological areas
was slightly higher than that on the steppe ecological areas, precipitation and EVI showed a high
correlation in the two major areas.
According to the GRA results, there was a distinct spatial difference in the degree of vegetation
response to climatic factors in the study area. In forest ecological areas, the response of vegetation to
precipitation and relative humidity was generally higher than that of air temperature, the relational
correlations between vegetation and precipitation and between vegetation and relative humidity
showed an obvious difference. In the steppe ecological areas, the response of vegetation to precipitation
and air temperature was generally higher than that of relative humidity, but the GRGs of EVI and
precipitation and EVI and air temperature were very close. Figure 8 shows that at certain air
temperatures, the water from precipitation directly affected the surface of the vegetation, but the
water from relative humidity existed in the air. Therefore, in the typical steppe and forest areas with
moderate air humidity in the northern part of the study area, precipitation had a closer relationship
with vegetation growth. On the contrary in the desert steppe areas with less precipitation in the western
and central parts of the study area, relative humidity played a more dominant role in vegetation growth
than precipitation.
 
Figure 8. GRG between EVI and air temperature (a); relative humidity (b); and precipitation (c).
3.5. Zoning of EVI for Climatic Driving Forces
The growth of vegetation was closely related to the climate and the environment. Climate conditions,
especial changes in air temperature, relative humidity, and precipitation, would have a great influence
on the distribution and growth of vegetation [53]. In this paper, air temperature, relative humidity,
and precipitation were chosen to zone different driving forces for EVI (Table 1).
The zoning results of driving force for EVI change in the study area (Figure 9) show that the zones
where EVI change was driven by air temperature were mainly located in the north and scattered in the
central and southern parts, including northeastern Hulunbuir and western Xilingol League with an
elevation of 600–1400 m. The air temperature driving zones account for 8% of the total area and the
vegetation types were mainly typical steppe; and including deciduous broadleaf forests, deciduous
coniferous forests, and desert steppe. The zones where relative humidity was the main driving force
for EVI change were mainly distributed in the northern part of the study area, and scattered in the
central and southern parts, involving Xilingol League, Chifeng, Tongliao, Baotou, and southeastern
Hulunbuir, with an elevation from 200 to 1800 m, being 11.6% of the total area. The vegetation types
mainly included evergreen coniferous forests, deciduous coniferous forests, deciduous broadleaf
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forests, and coniferous and broadleaf mixed forests. In the northeastern, central and western part
of IMAR, precipitation driving areas scattered in the northwest of Hulunbuir and southern part of
Hinggan League and the northern part of Tongliao, where the elevation was 300–1500 m, accounting
for 21.8% of the area. EVI there was driven by precipitation, and the vegetation types were mainly
evergreen coniferous forests, deciduous coniferous forest and typical steppe. Others include typical
steppe, swamps, and desert steppe.
Table 1. The zoning rules of driving forces for EVI change.







T 4 gT > 0.7
P 5 gP > 0.7
R 6 gR > 0.7
[T + P]+ 7 gT > 0.7 gP > 0.7
[T + R]+ 8 gT > 0.7 gR > 0.7
[P + R]+ 9 gP > 0.7 gR > 0.7
[T + R + P]+ 10 gT > 0.7 gP > 0.7 gR > 0.7
1 The GRG between EVI and air temperature; 2 The GRG between EVI and precipitation; 3 The GRG between EVI
and relative humidity; 4 EVI change driven by air temperature; 5 EVI change driven by precipitation; 6 EVI change
driven by relative humidity; 7 EVI change driven by both air temperature and precipitation; 8 EVI change driven by
both air temperature and relative humidity; 9 EVI change driven by both precipitation and relative humidity; 10 EVI
change driven by air temperature, relative humidity and precipitation.
The zones where EVI change was driven by both air temperature and precipitation were mainly
distributed in the southeastern Hulunbuir with an elevation of 400–1000 m, accounting for 2.7%
of the total area. The vegetation types were mainly meadow steppe, desert steppe, and typical
steppe. The zones where air temperature and relative humidity co-driving EVI change were mainly
located in the eastern Hulunbuir, the elevation from 500 to 1000 m, accounting for 3.1% of the
total area. The vegetation types were mainly deciduous coniferous forests and deciduous broadleaf
forests. The zones where precipitation and relative humidity co-driving EVI change were mainly
located in the northern Hulunbuir, the elevation from 600 to 1100 m, accounting for 3.8% of the total
area. The vegetation types mainly include evergreen coniferous forests, deciduous broadleaf forests.
and meadow steppe. The zones where EVI change was driven by air temperature, precipitation and
relative humidity were mainly distributed in the northeastern Hulunbuir, the elevation from 300 to
800 m, accounting for 0.93% of the total area. The vegetation types were mainly evergreen coniferous
forests, deciduous broadleaf forests, and typical steppe. The weak driving force of climatic factors
made little contribution to the study, so the authors will not further analyze it.
The vegetation in different zones relied on water, heat, or both to different degrees. The typical
steppe, coniferous forests, and cultivated plants in east-central and northwestern parts of the study
area clearly showed that water was a dominant condition for vegetation growth. However, in the
typical steppe area where there was a remarkable joint drive of air temperature and precipitation,
it indicated that the growth of typical steppe was more dependent on the collective effect of water
and heat. In the swamps, broadleaf forests, and desert steppe of the west-central part, as well as
southeastern region of the northern part of the study area, air temperature and relative humidity were
the main driving forces, indicating that these zones were more dependent on air temperature and
humidity than on water. In the coniferous and broadleaf mixed forests of the northeastern part of the
study area, where EVI was driven by air temperature, relative humidity and precipitation, it indicated
that the vegetation had greater demand for air temperature, relative humidity, and precipitation.
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Figure 9. Areas of precipitation drive, air temperature drive, and relative humidity drive in the
study area.
4. Discussion
Long et al. [10] used the normalized difference vegetation index (NDVI) to study the response of
vegetation to climatic factors in IMAR from 1982 to 2006 and found that different vegetation types had
different responses to climatic factors and different time lag, but only air temperature and precipitation
were taken into consideration. Based on the MODIS data, Mu, et al. [11] studied the response of
vegetation cover to air temperature and precipitation in IMAR from 2001 to 2010. It was suggested
that the relationship between vegetation cover and precipitation in IMAR was closer, and there was
a certain lag in the response of vegetation growth and climatic factors but the exact time lag was
not found. The NDVI data of vegetation was used to study the lagged response of precipitation in
Xilingol League of IMAR from 2001 to 2007. Liu et al. [52] believed that the vegetation growth of
Xilingol League in the growing season has an obvious lag to precipitation, and the time lag was about
50–60 days. Different types of steppe have different time lag. Li et al. [32] used the field sampling data
and climate data from the Inner Mongolia Steppe Ecosystem Research Station of the Chinese Academy
of Sciences to study the response of Carex korshinskyi to climatic factors in 2014 and found that the
biomass of Carex korshinskyi lagged behind air temperature by 16 days and the relative humidity by
15 days.
The zoning of driving force in this paper shows that precipitation driving areas (21.8%) in IMAR
were much larger than the air temperature driving areas (8%) and relative humidity driving areas
(11.6%), which was basically consistent with the view of Mu et al. [11]. Since this paper was based on
the result of time lag analysis, the response of the forest ecological areas to precipitation and relative
humidity was generally higher than that of air temperature in the spatial distribution of different zones,
and the response of the steppe ecological areas to precipitation and air temperature was generally
higher than that of relative humidity. Regarding the time lag of EVI in the growing season, we draw
a conclusion that the time lag of EVI in IMAR to different climatic factors was about 1–2 months for
air temperature, 1–2 months for relative humidity, and one month for precipitation. On one hand,
data sources (especially time resolution), the selection of analysis index, and experimental errors may
cause differences in results. On the other hand, the spatial resolution of remote sensing data, the size
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of interpolation grid for climatic factors, and the changes in ecological complexity may also lead to
large differences in the response and time lag of the EVI to climatic factors in IMAR [11,32,52].
This paper mainly discusses the relationship between changes of IMAR vegetation EVI and
climatic factors (air temperature, relative humidity, and precipitation). In addition, there was also a
certain correlation between vegetation EVI and extreme weather [15]. In the desert biota of IMAR,
other climate factors like wind speed also had a great impact on local biomass [54]. Changes in
vegetation EVI were not only closely related to climate factors but also related to human activities
and other factors [15,55,56]. Before the 21st century, IMAR had a declining trend in overall vegetation
growth under the combined effects of climate change, social economy, and local policy changes [57,58].
Since the beginning of the 21st century, China has implemented a series of ecological restoration
projects, such as harnessing wind and sand in the Beijing-Tianjin region, returning farmland to
forests and grasslands, returning grazing land to grassland, enclosing and transferring, and IMAR
is one of the key implementation areas for these projects [11,59]. At the beginning of the study
period, IMAR has begun implementing state-owned afforestation, encouraging artificial afforestation,
returning farmland to forests and grasslands, closing mountains for afforestation, and new closures of
non-forested land and open forest land, which has resulted in effective protection and improvement of
forest lands and grasslands, especially forest lands [11,26,52]. In semi-arid areas, human management
of ecological zones has become a major driving force of vegetation change [54]. Similar to many
studies, this study find that the vegetation in some dusty land and desert steppe (such as SonidLeft
Banner and Etuoke Banner) in IMAR remained a good growing trend from 2000 to 2015, and the
implementation of ecological restoration measures (such as planting tree and grass, prohibiting grazing,
preventing and governing the sand) played an important role in this process [10,11,59]. According to
the IMAR Statistical Yearbook [60], from 2000 to 2002, the crop area affected by natural disasters in
the IMAR reduced from 48,000 km2 to 32,000 km2, the total number of grazing livestock decreased
from 73.01 million to 63.27 million, the area of arable land reduced from 73,000 km2 to 69,000 km2,
the area of artificial afforestation increased from 5900 km2 to 9100 km2, and the population decreased
from 23.77 million to 22.79 million. The EVI index increased significantly from 0.251 in 2001 to 0.278 in
2002 under the combined effect of reduced intensity in natural disasters, grazing and human activity,
in addition to greater intensity in returning farmland to forests and grasslands, and the impact of
climate change. Subsequently, from 2002 to 2007, the area of artificial afforestation decreased from
9100 km2 to 5900 km2, the total population increased from 22.79 million to 24.05 million, the total
number of livestock increased from 63.27 million to a maximum of 100.04 million, resulting in an
increase of grazing intensity. The superposition effect resulted in a slow decline in the EVI index
between 2002 and 2007, with the lowest mean value of 0.259. From 2007 to 2008, the total number
of livestock decreased by 5% and the area of artificial afforestation increased to 7200 km2, with EVI
reaching a peak mean value of 0.281 in 2008. From 2008 to 2011, the total population, the crop area
affected by natural disasters and the total number of livestock increased slowly, while the area of
artificial afforestation remains basically unchanged, therefore, the EVI of IMAR vegetation slowly
declined from 2008 to 2011. In 2012, the area of artificial afforestation increased to 7800 km2, and the
crop area affected by natural disasters fell to 26,000 km2. Therefore, the EVI of IMAR increased
significantly by 10.44%, reaching the highest mean value of 0.301 during the study period. After 2012,
the area of artificial afforestation remained basically unchanged, but the total number of livestock
increased by 20%. The crop area affected by natural disasters increased significantly from 26,000 km2 in
2012 to 101,000 km2 in 2015. This, together with the impact of climate change, led to a declining trend
of EVI in IMAR from 2012 to 2015. In general, from 2000 to 2015, the total population increased by 6.3%,
the total number of livestock increased by 65.7%, so the increase in the intensity of human activities
year by year will cause the growth rate of vegetation in IMAR to slow down. Human disturbance
at different time periods has different effects on vegetation growth, and such positive or negative
influences will increase the inter-annualecological complexity of IMAR, and change the response
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sensitivity of vegetation EVI to climate factors. Eventually, it led to differences in the response degree
and response speed of EVI to air temperature, relative humidity, and precipitation [11].
5. Conclusions
Based on the MOD13Q1 EVI remote sensing data, vegetation type data, topographical data,
and three climatic data (air temperature, relative humidity, and precipitation) of different time series,
the temporal and spatial distribution patterns and changing trends of the EVI in growing season were
analyzed in IMAR from 2000 to 2015. Using the method of GRA, we studied the time lag of the EVI
responding to climatic factors during the 16 years and finally zone the EVI driving areas according to
the different climatic factors on the basis of time lag analysis. The main conclusions were as follows:
(1) The mean EVI value in the growing season in IMAR from 2000 to 2015 was 0.274. The spatial
distribution was significantly different. The EVI value generally showed a spatial distribution
of increase from west to east and from south to north. The rate of change from west to east was
0.22/10◦E, and that from south to north is 0.28/10◦N.
(2) During 2000–2015, the overall EVI in the growing season in IMAR showed a slight increasing
trend, with a growth rate of 0.021/10a. The areas with slight and significant improvement during
the study period accounted for 21.1% and 7.5% of the total study area. The areas with slight and
significant degradation accounted for 24.6% and 4.3% of the total study area.
(3) The results of time lag analysis show that the response time of EVI in IMAR to the three climatic
factors (air temperature, relative humidity and precipitation) was different. The EVI lagged
behind air temperature by 1–2 months, relative humidity by 1–2 months, and precipitation by
one month.
(4) The precipitation driving areas (21.8%) in IMAR were much larger than air temperature driving
ones (8%) and the relative humidity driving ones (11.6%). The EVI in the study area had the closest
relationship with precipitation, followed by the relative humidity, and then air temperature.
However, the growth of vegetation did not depend on the change of a single climate factor,
but was the result of the collective effect of multiple climatic factors and human activities.
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Abstract: Accurate and continuous monitoring of the production of arid ecosystems is of great
importance for global and regional carbon cycle estimation. However, the magnitude of carbon
sequestration in arid regions and its contribution to the global carbon cycle is poorly understood due
to the worldwide paucity of measurements of carbon exchange in arid ecosystems. The Moderate
Resolution Imaging Spectroradiometer (MODIS) gross primary productivity (GPP) product provides
worldwide high-frequency monitoring of terrestrial GPP. While there have been a large number
of studies to validate the MODIS GPP product with ground-based measurements over a range of
biome types. Few studies have comprehensively validated the performance of MODIS estimates
in arid and semi-arid ecosystems, especially for the newly released Collection 6 GPP products,
whose resolution have been improved from 1000 m to 500 m. Thus, this study examined the
performance of MODIS-derived GPP by compared with eddy covariance (EC)-observed GPP at
different timescales for the main ecosystems in arid and semi-arid regions of China. Meanwhile,
we also improved the estimation of MODIS GPP by using in situ meteorological forcing data and
optimization of biome-specific parameters with the Bayesian approach. Our results revealed that
the current MOD17A2H GPP algorithm could, on the whole, capture the broad trends of GPP
at eight-day time scales for the most investigated sites. However, GPP was underestimated in
some ecosystems in the arid region, especially for the irrigated cropland and forest ecosystems
(with R2 = 0.80, RMSE = 2.66 gC/m2/day and R2 = 0.53, RMSE = 2.12 gC/m2/day, respectively).
At the eight-day time scale, the slope of the original MOD17A2H GPP relative to the EC-based GPP
was only 0.49, which showed significant underestimation compared with tower-based GPP. However,
after using in situ meteorological data to optimize the biome-based parameters of MODIS GPP
algorithm, the model could explain 91% of the EC-observed GPP of the sites. Our study revealed that
the current MODIS GPP model works well after improving the maximum light-use efficiency (εmax or
LUEmax), as well as the temperature and water-constrained parameters of the main ecosystems in the
arid region. Nevertheless, there are still large uncertainties surrounding GPP modelling in dryland
ecosystems, especially for desert ecosystems. Further improvements in GPP simulation in dryland
ecosystems are needed in future studies, for example, improvements of remote sensing products and
the GPP estimation algorithm, implementation of data-driven methods, or physiology models.
Keywords: terrestrial ecosystem; MODIS GPP product; calibration; arid region; oasis-desert ecosystem
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1. Introduction
Drylands, including arid and semi-arid ecosystems, cover 30%–45% of the Earth’s land
surface [1,2], and play an important role in the global carbon cycle and future carbon sequestration [3,4].
Accurate and continuous monitoring of terrestrial ecosystem production in arid and semi-arid regions
is of great importance to improve the understanding of the role of arid terrestrial ecosystems in the
global carbon cycle. However, the worldwide paucity of measurement of carbon exchange in arid
ecosystems has hindered the full understanding of the magnitude of carbon sequestration and the
accurate prediction of the carbon cycle [5,6].
Terrestrial gross primary production (GPP) is the largest component of the global carbon cycle
and is essential to understand and quantify the contribution of terrestrial ecosystems to the global
carbon cycle [7]. Satellite remote sensing provides continuous and temporally repetitive observation of
land surfaces and has advanced tremendously over the past few decades that has become a useful tool
in estimating the terrestrial ecosystem production across broad temporal and spatial scales. Production
efficiency models (PEMs), developed for predicting global GPP with remote sensing, have been widely
used to quantify the spatial and temporal variation of terrestrial ecosystem productivity [8–10]. In the
absence of widespread ground observations, remote sensing models are also commonly used to
estimate dryland CO2 exchange [4,11]. Previous data and remote sensing models comparisons have
only included a few dryland sites [12]. Thus, there is a need to understand how well commonly
used remote sensing models capture the magnitude and inter-annual variability of measured CO2
exchange [13].
Since 2000, satellite-based GPP estimation have increasingly used data from the Moderate
Resolution Imaging Spectroradiometer (MODIS) due to its continuous worldwide availability [8].
The MODIS GPP algorithm (i.e., MOD17) is a type of PEM, which provides high frequency worldwide
observations of GPP [14,15]. To date, MODIS has issued multiple versions of GPP [14,16]. Currently,
the MOD17 product has been updated to Collection 6 (C6), which has improved the algorithm
parameters and forcing data of previous collections [15,17], as the spatial resolution has increased from
1000 m to 500 m. A large number of studies have validated the capacity of MODIS GPP products with
eddy covariance (EC) measurements across multiple biomes, such as forests [18,19], shrublands [20],
grasslands [21,22], savanna [23], croplands [24], and across biomes [12,25–27]. However, most of these
studies validated previous versions of MODIS GPP products (i.e., Collection 4 and 5). Comprehensive
evaluation of the performance of MODIS GPP C6 products in arid regions of China remains limited to
this date [1].
Previous studies showed no consistent results in the validation of Collection 4 and 5 of MODIS
GPP products. MODIS GPP may underestimate at some sites, such as at cropland sites [24],
overestimate at some low productivity sites [25,28], or agree well [26] with tower-based GPP.
Meanwhile, the MODIS GPP Collection 6 products (i.e., MOD17A2H) also tend to overestimate
GPP in alpine meadows of the Tibetan Plateau [22] and underestimate flux-derived GPP at most sites
across the globe [27]. However, because of inadequate observations in arid regions compared with
other regions, it remains uncertain whether these biases also exist in other ecosystems in arid regions
for the improved Collection 6 GPP products. Therefore, it is necessary to validate the performance of
the latest version of MODIS products in arid regions.
The overall uncertainty of carbon flux modelling includes uncertainty of input variables,
model structure, and model parameters [29], which can significantly impact carbon flux at regional
scales. Several attempts have been made to address the uncertainties of the PEM algorithm [26,27,30,31].
For the MOD17 products, inaccuracies in the parameterization of model parameters (such as maximum
light-use efficiency (εmax or LUEmax)) were found to be one of the most important factors attributed
to the bias of MODIS GPP [12,20]. The current MOD17 algorithm uses the constant maximum LUE
and other parameters for one ecosystem [18], which is not suitable for variability of climate conditions
and ecosystems. Previous studies found that the LUE parameter in the MOD17 algorithm was
underestimated [26]. Several attempts have been made to calibrate the maximum LUE parameters
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and to improve the performance of MODIS GPP estimation [24,26,32]. However, most of these studies
overlooked the potential impacts of other model parameters’ uncertainty on the estimation of GPP,
e.g., water-limited factors, which are important factors for GPP estimation, especially for ecosystems
in the arid region.
Research community have established that by adjusting the key parameters of the model can
improve GPP estimation using MODIS GPP algorithm, which can compensate for the errors introduced
by the model structures [23]. A model–data fusion approach provides powerful tools for optimizing
the model parameters and quantifying the influence of uncertainties, and is being increasingly used to
estimate the parameters of ecological models [33–38]. Model–data fusion approaches include Bayesian
and non-Bayesian approaches. Non-Bayesian approaches, such as global optimization algorithms,
can efficiently determine the optimal parameter solutions by minimizing (or maximizing) objective
functions [36], but cannot quantify uncertainty. In contrast, the Bayesian approach can be employed
to update the parameter distributions when new information becomes available [37], and produce
reliable estimates of parameter and predictive uncertainty [38]. Some past studies have strengthened
the importance of parameters estimation in carbon cycle models [32,39], but have mainly focused on
single site to constrain the parameters of a given plant functional type (PFT), in addition, few studies
have assessed the variability of parameters within a PFT [40]. For MODIS GPP validation, since the
PFT parameters in the MOD17 algorithm are obtained from flux towers worldwide, they are not
appropriate for specific regions such as the arid regions of China.
Thus, this study aims to examine the performance of newly released MODIS GPP C6 products
and MOD17 algorithms in predicting GPP in a typical arid region of China. The overall goals of this
study are to: (1) Evaluate the model performance of the MODIS GPP Collection 6 products at eight-day
to annual time scale across various ecosystem types in a typical arid region of China; (2) analyze the
uncertainty of remote sensing models in simulating GPP in typical arid regions; and (3) quantify the
parameter uncertainties in GPP estimation for the main ecosystem types in arid regions of China by
using a Bayesian approach with calibration of maximum LUE and water and temperature-limited
factors. This research will contribute to the development and improvement of GPP estimates in
arid regions.
2. Materials and Methods
2.1. In Situ Meteorological Observations and Carbon Flux Data
The fluxes and meteorological data used in this study are mainly based on a flux observation
network located in a typical inland river basin: The Heihe River Basin (HRB) in the arid region of
Northwest China. The HRB (37.7◦–42.7◦ N, 97.1◦–102.0◦ E), second largest inland river basin in China,
is located in the middle part of the Hexi corridor and covers an area of approximately 1,432,000 km2 [41].
The HRB is a unique region in China and can be viewed as an epitome of the arid region of western
China for its varied distributed landscapes of alpine meadow, wetland–oasis–desert and natural
oasis–desert ecosystems from upstream to downstream [42,43]. We constructed a comprehensive
flux observation network in the whole river basin to investigate the complexity of hydrological and
ecological processes in the arid region (Figure 1). In this study, we compiled 12 EC flux sites covering
3 grassland sites, 3 desert grassland sites, 3 cropland sites (including a wetland site), and 3 forest sites,
which almost covered the major plant function types (PFTs) and typical ecosystem types in the arid
region of an inland river basin. Figure 2 shows the meteorological observations of all the flux tower
sites over HRB including precipitation, air temperature (T), and vapor pressure deficit (VPD). A large
variability of climate conditions exist within and across the species. The specific locations and related
information of the sites are shown in Table 1.
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Figure 1. Locations of the flux observation sites over Heihe River Basin (HRB).
Table 1. Characteristics of the flux observation network sites used in this study. MAT (◦C) represented
mean annual air temperature, MAP (mm) represented mean annual accumulated precipitation, and PET













A’rou(ARZ) Grassland 2013–2016 alpine grassland 38.0473 100.4643 −0.29 444.70 636.18
Dashalong(DSL) Grassland 2013–2016 alpine meadow 38.8399 98.9406 −3.91 314.43 698.07
Yakou(YKZ) Grassland 2015–2016 alpine meadow 38.0142 100.2421 −4.68 500.79 653.16
Huazhaizi(HZZ) Desert steppe 2012–2016 desert steppe 38.76519 100.3186 8.89 139.68 590.93
Gobi(GBZ) Desert steppe 2012–2015 desert steppe 38.91496 100.3042 9.07 102.25 575.72
Luodi(LDZ) Desert steppe 2013–2015 desert steppe 41.9993 101.1326 12.32 24.80 727.68
Daman(DMZ) Cropland 2012–2016 maize 38.85551 100.3722 6.93 135.70 828.04
Nongtian(NTZ) Cropland 2012–2016 cantaloupe 42.0048 101.1338 9.39 35.55 727.68
Shidi(SDZ) Cropland 2012–2016 reed 38.97514 100.4464 9.19 119.9 1249.35
Huyanglin(HYL) Forest 2013–2015 populuseuphratica 41.9928 101.1236 10.33 26.00 922.91
Hunhelin(HHL) Forest 2013–2016 mixed forest 41.9903 101.1335 10.04 35.53 1043.34
Sidaoqiao(SDQ) Forest 2013–2016 tamarix forest 42.0012 101.1374 10.06 37.13 977.95
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Figure 2. Plots of monthly accumulated precipitation, monthly averaged air temperature (T) and
monthly averaged vapor pressure deficit (VPD) over HRB.
The open-path eddy covariance (OPEC) system was used to measure carbon and water vapor
fluxes in the flux observation network. The OPEC system at each site consists of a 3D sonic anemometer
(CSAT-3/Gill, Campbell Scientific Instruments Inc., USA/Gill, UK) and an open path infrared gas
analyzer (Li-7500/7500A, Licor Inc., USA). The meteorological variables were measured simultaneously
at each site including air temperature, rainfall, solar radiation, photosynthetically active radiation
(PAR), relative humidity and soil moisture. VPD was calculated using measured relative humidity
and actual vapor pressure. The meteorological data were measured at automatic weather stations
at every 10 min interval, which were carefully checked for quality and summed into 30 mins and
daily timescales. The raw EC measurements of 10 Hz data were processed into half-hourly flux data
using the flux processing software Eddypro (http://www.licor.com/env/products/eddy_covariance/
software.html) developed by LI-COR Biosciences (Lincoln, NE, USA). The flux data processing steps
included spike detection, coordinate rotation, time-lag correction, coordinate rotation, sonic virtual
temperature correction, frequency-response correction, and density correction [44,45]. Then, the flux
data were gap-filled using the marginal distribution sampling (MDS) method and partitioned into
GPP and ecosystem respiration (Reco) following the flux partitioning algorithms from the REddyProc
package [46].
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2.2. MODIS Datasets
The MODIS data used in this study include MODIS GPP data (MOD17A2H products), FPAR data
(MOD15A2H products), and Surface Reflectance data (MOD09A1 products) with Collection 6 at 500 m
spatial resolution were downloaded directly from the Oak Ridge National Laboratory Distributed
Active Center (ORNL DAAC) website. FPAR is the fraction of photosynthetically active radiation
(400–700 nm) absorbed by green vegetation, which is a critical component of the MODIS GPP
algorithm. To correct inferior values caused by the effects of clouds and aerosols, we reconstructed the
MODIS FPAR time series data with Savizky–Golay filter algorithm [47]. Meanwhile, to validate the
performance of the MODIS FPAR data in the study area, we observed the actual FPAR data of cropland
and desert grassland sites in HRB using AccuPAR (METER Group, Inc., Pullman, USA) during the
growing seasons of vegetation in 2012 [43], and then compared the observations with the MOD15A2H
FPAR data at corresponding sites. In addition, we also used the MODIS surface reflectance data to
derive vegetation indices, such as the normalized difference vegetation index (NDVI). For the site of
NTZ, due to the growing season of cropland (i.e., cantaloupe) is short, the desert or low vegetation
land cover was identified in the MOD15A2H product, and thus we calculated the FPAR from NDVI
data following the empirical formula of: FPAR = 1.24 × NDVI − 0.168 [48].
2.3. Description of MOD17A2H Algorithm
The MOD17A2H algorithm is based on light-use efficiency (LUE) approach [49,50],
which provides global GPP estimates of 8 day temporal and 500 m spatial resolution [15]. The MODIS
GPP product is calculated from the following equation:
GPP = εmax × 0.45 × SWrad × FPAR × f(Tmin)× f(VPD) (1)
where εmax is the maximum LUE obtained from the Biome-specified Parameters Look Up Table
(BPLUT) on the basis of vegetation type. The BPLUT contains values specifying minimum temperature
and VPD limits, specific leaf area and respiration coefficients for the standard land cover classes [48].
SWrad is shortwave solar radiation of which 45% is photosynthetically active radiation (PAR), FPAR is
the fraction of PAR absorbed by vegetation and the scale factors f(Tmin) and f(VPD) reduce εmax
under unfavorable conditions of low temperature and high VPD. The forcing data such as SWrad,
Tmin and VPD in the MOD17A2H GPP product were implemented by the Global Modeling and
Assimilation Office (GMAO) Reanalysis data. The MODIS GPP algorithm is described in detail in
previous literature [12,15,18].
2.4. Parameter Optimization and Uncertainty Analysis
The current MOD17 BPLUT is too general for local regional application [20]. The same set of
parameters was applied indiscriminately to diverse types of the same ecosystems, introducing large
uncertainties for the simulation of GPP in the arid region. To improve the accuracy of the GPP
estimation in desert–oasis–alpine ecosystems in the arid region, we calibrated the parameters of the
MOD17 model based on in situ flux tower observations using Bayesian model-data fusion approach.
The model parameters were calibrated against GPP time series from the flux tower measurement
network through a Bayesian data model synthesis [33,38]. According to Bayesian theory, posterior
probability density functions (PDFs) of model parameters (θ) given the existing data (D), denoted
P(θ|D), can be obtained from prior knowledge of the parameters and information generated by
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where P(D) is the probability of observed GPP and P(D|θ) is the conditional probability density of
observed GPP with prior knowledge, also called the likelihood function for parameter θ.










where σ represents the standard deviation of the data-model error, Xi represents the ith of N
measurements, and μi is the model-derived estimates of a measurement.
In our study, we assumed the parameter priors are uniform, and the posterior PDFs for the
model parameters were generated from prior PDFs P(θ) with observation data by a Markov chain
Monte Carlo (MCMC) sampling technique [33]. Herein, the Metropolis–Hasting algorithm [51,52]
was adopted to generate a representative sample of parameter vectors from the posterior distribution.
We ran the MCMC chains with 50,000 iterations each, and regarded the first 15,000 iterations as the
burn-in period for each MCMC run. All accepted samples from the runs after burn-in periods were
used to compute the posterior parameter statistics of the models.
In this study, the MOD17A2H GPP algorithm contains 5 parameters: Maximum light-use efficiency
(εmax or LUEmax), temperature-constrained factors (Tmin_min, Tmin_max,) and the water-constrained
factors (VPDmin, VPDmax). The lower and upper bounds of εmax (0.3–3.0 gC/m2/day/MJ APAR) were
determined from the range of εmax used in PEMs [9,15,53]. Following the related References [8,15,50,54],
we specified the initial bounds of these parameters: Tmin_min (◦C), Tmin_max (◦C), VPDmin (Pa) and
VPDmax (Pa) as [−35,−2], [6,30], [60,1000], and [1500,6500], respectively.
2.5. Experiment Configuration and Validation
The original MOD17A2H GPP products used the GMAO Reanalysis data as the driving
metrological database, and calculated the GPP with the biome based parameters look up table
on a global scale. To validate and improve the performances of the MODIS GPP estimations and
quantify the uncertainty of the MODIS GPP simulation algorithm (MOD17 model), we replaced
the satellite-derived and meteorological inputs in the MOD17 model and compared the modeled
GPP estimates with flux tower observations with the following experiment configurations: (1) We
firstly assessed the performance of original MOD 17A2H GPP product at spatial resolution of 500m
with the tower based GPP. The results of the model validation, in this study, is called GPP_MODIS;
(2) we used in situ meteorological data to run the MOD17 algorithm to understand the influence of
meteorological inputs (i.e., incoming solar radiation, minimum temperature and vapor pressure deficit)
on GPP modelling rather than the GMAO Reanalysis dataset, we called this GPP_Insitu; and (3) we
compared the performances between the calibration of one parameter only (εmax) and calibration of
all parameters of the MOD17 model to examine the sensitivity of the water and temperature-limited
parameters on GPP estimation. The results are called GPP_LUEopt and GPP_Fiveopt, respectively.
To understand the effects of parameter uncertainty on GPP simulation, we compared the calibrated
MOD17 model algorithm with in situ meteorological inputs from the flux tower network. Similar to
GPP_Insitu, GPP_LUEopt, and GPP_Fiveopt were also calculated using the in situ meteorology data.
However, for GPP_LUEopt, we only optimized the parameter of εmax by Bayesian approach and other
parameters used the default BPLUT parameters in the MOD17 algorithm. Whereas, for GPP_Fiveopt
we optimized all the five parameters using the Bayesian approach.
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2.6. Statistical Analyses and Model Evaluation
We firstly calculated the daily values of EC-based GPP and then aggregated to the eight-day
and annually values for seasonal and yearly GPP validation. To evaluate the performance of the
MOD17A2H GPP model, we compared the modeled GPP with the flux tower-estimated GPP both
in 8-day and annual time steps. We extracted the eight-day composite MODIS C6 GPP product
(MOD17A2H) and the other MODIS products (e.g., MOD15A2H and MOD09A1 products) from
the pixels centered on the flux towers, and compared the MODIS GPP product with the EC-based
GPP observations.
The model performance (i.e., differences between simulated and tower-based GPP) were




















(Ysim,t − Yobs,t)2 × 100 (5)
where, Ysim and Yobs represent the simulated and observed GPP data, respectively, and n is the total
number of samples. All the statistical analyses and results presentation are performed in Matlab
R2016b software (Mathworks, Natick, MA, USA).
3. Results
3.1. Evaluation of MODIS GPP Products and MOD17 Algorithm in the Arid Region
3.1.1. Site-Specific Evaluation of MODIS GPP Products and MOD17 Algorithm
The eight-day EC flux tower GPP (GPP_obs) was compared with the results of MOD17A2H
GPP (GPP_MODIS), GPP simulated with the in situ meteorology forcing data (GPP_Insitu), and GPP
simulated with optimized maximum LUE parameter (GPP_LUEopt) and with optimized all five
parameters (GPP_Fiveopt). As illustrated in Figure 3a, the overall eight-day MOD17A2H GPP
products were significantly underestimated when compared with the EC-observed GPP. The RMSE
between MOD17 products and in situ flux observations of all sites was 1.80 gC/m2/day, while R2
was 0.71 and the slope of the model was 0.49, which means the model could only contribute 71%
of the tower-observed GPP. As shown in Figure 3b, when we used the in situ meteorology data to
simulate the MOD17 model, a better correlation between simulation and observation was found. The
model could explain 79% of the observation (the slope was 0.43, R2 was 0.79), with a large biases
close to that of MOD17A2H products. However, the modeled GPP still underestimate as compared
to the observed GPP, which means that the meteorology forcing data were not the main reasons
for the underestimation of GPP. By contrast, when we optimized the maximum LUE parameter
(Figure 3c), a significant improvement of model performance for all sites was seen, with R2 = 0.86,
RMSE = 1.01 gC/m2/day, rRMSE = 6.99%, and the slope of the regression lines was closer to the 1:1 line,
which signifies the importance of the LUE parameter in GPP modelling. Furthermore, as we optimized
all parameters, a better performance of the model occurred. Almost all the points were close to the 1:1
line (Figure 3d), with R2 = 0.91, RMSE = 0.81 gC/m2/day, and rRMSE = 5.59%, which indicates the
best performance in these simulations.
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Figure 3. Comparisons of eight-day gross primary productivity (GPP) of MOD17A2H products and
GPP simulations by MOD17 model with the flux tower GPP for all sites. Eight-day GPP scatter plots
of the EC-observed GPP and (a) the original MOD17A2H products; (b) in situ meteorology forcing
data; (c) only LUE optimized results; and (d) all parameters optimized results. The units of RMSE and
rRMSE are gC/m2/day and %, respectively.
As we accumulated the observed and simulated GPP at a yearly timescale for every site,
a significant underestimation of MOD17A2H GPP products also existed (Figure 4), which were
similar to the results of the eight-day time scale. On an annual time scale, the simulated GPP
showed a generally good agreement with the tower-observed GPP across all sites with R2 = 0.69,
RMSE = 347.31 gC/m2/y and rRMSE = 60.48% (Figure 4a) A better relationship was found between the
modeled GPP and tower-observed GPP (R2 = 0.73). The model was improved by using in situ climate
forcing data. However, the modeled GPP was still underestimated as compared with observation.
Moreover, the modeled GPP was significantly improved as we optimized the model parameters
(Figure 4c,d). The modeled GPP was closer to the observed GPP (almost all points close to the 1:1 line),
and all five parameters optimization results were better than for LUEmax parameter optimized only
with R2 of 0.87 and 0.92, respectively. The rRMSE was 23.93% and 19.55%, respectively, which signifies
the importance of optimizing the temperature and water-constrained factors in arid regions.
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Figure 4. Comparisons of annual GPP of MOD17A2H products and GPP simulations by MOD17 model
with the flux tower GPP for all sites: (a) Original MOD17A2H products; (b) in situ meteorology forcing
data; (c) only LUE optimized results; and (d) all parameters optimized results. The units of RMSE and
rRMSE are gC/m2/y and %, respectively.
3.1.2. Biome-Specific Evaluation of MODIS GPP Product and MOD17 Algorithm
The MOD17A2H GPP products and the other three model estimated GPP based on MOD17
algorithm were compared with the flux-derived eight-day time scale of GPP values for various biome
types (Figure 5). We divided the original grassland into two types, grasslands, and desert grasslands,
because of the large diversities in species and climate conditions in these sites. As shown in Figure 5,
the original MOD17A2H GPP products were significantly underestimated in grassland, cropland
and forest ecosystems, but not in the desert ecosystems. A good correlation between MOD17A2H
GPP products and EC-observed GPP is illustrated in grassland ecosystems (R2 = 0.82), followed
by the cropland ecosystems (R2 = 0.80) and forest ecosystems (R2 = 0.53), while the weakest was
in desert ecosystems (R2 = 0.42). In addition, the slope of the linear regression for the scatter plot
can also revealed the biases between MOD17A2H GPP and tower-observed GPP. We can see the
slope of linear regression at the forest ecosystems is far from the 1:1 line, which demonstrates the
largest biases between MOD17A2H GPP and the tower based GPP, followed by those of the cropland
ecosystems, then the grassland and desert ecosystems. Therefore, it indicates that larger biases existed
in most ecosystems in the arid regions of China, especially for the forest and cropland ecosystems.
As we used the in situ forcing data, we did not find significant improvement for all biome types,
and the simulations of GPP forced with in situ data in most ecosystems were still underestimated.
However, as we optimized the parameters of the MOD17 model, the GPP simulation results were
improved significantly in most ecosystems. The scatter points of modeled GPP and EC-measured
GPP were distributed closely around the 1:1 line, indicating that the GPP simulation results can be
improved after the parameter optimization of LUEmax and other parameters in most ecosystems in
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the arid region. However, a larger bias still existed even after parameter optimization. The impacts of
parameter optimization on GPP simulation of desert ecosystems were less, indicating that it is difficult
to effectively simulate the GPP in desert ecosystems in the current MOD17 model.
Figure 5. Comparison between eight-day GPP of MOD17A2H products and GPP simulations by
MOD17 model with the flux tower GPP for the major ecosystems including: (a) Grassland; (b) cropland;
(c) desert steppe; and (d) forest. The unit of RMSE is gC/m2/day. The blue points represent original
MOD17A2H products; green points represent in situ meteorology forcing data; pink points represent
only LUE optimized results; and red points represent all parameters optimized results.
3.1.3. Site-Specific Evaluation of MODIS GPP Products and MOD17 Algorithms
The flux tower-observed GPP were compared with the original MOD17A2H GPP and GPP
estimated from the MOD17 model with in situ meteorology forcing data (GPP_Insitu), LUE optimized
(GPP_LUEopt) and five optimized parameters (GPP_Fiveopt) (Figure 7 and Table 2). Figure 6 illustrates
the scatter plots between EC GPP and simulated GPP at the eight-day time scale at all sites. From the
slope of linear regression for the scatter plot in Figure 6, most of the slope values were less than 1.0,
which revealed the MOD17A2H GPP in most of the sites were obviously underestimated, as compared
with the flux tower-observed GPP (Figure 6), except for the three desert grassland sites, where MODIS
GPP was close to the observed GPP in most cases. However, relatively large biases existed in the
desert sites. While all sites of MODIS GPP were underestimated except the desert sites, a good
correlation between MOD17A2H GPP and tower-observed GPP was shown in grassland and cropland
sites (coefficients of determination were greater than 0.7), followed by forest and desert ecosystems.
After modelling GPP using in situ climate data, a better correlation between modeled GPP and
observed GPP occurred in most sites. However, there were still apparently underestimations in most
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sites, which means the forcing data were not the main reason of the underestimation of GPP. Instead
of the forcing data, the inappropriate BPLUT parameters were the main source of the uncertainty of
GPP simulation. After the optimization of LUE and other parameters in the MOD17 model, GPP in
most sites was improved significantly. Meanwhile, the performance of optimization of five parameters
was better than that of only optimization of the LUE parameter. As shown in Table 2 and Figure 6,
good performance of GPP simulation was observed in DMZ, ARZ, and SDZ (R2 were greater than
0.9). However, the MODIS GPP showed a moderate performance in capturing the corresponding
GPP simulation of desert ecosystems. Overall, the current MODIS GPP model correctly simulated the
dynamics of GPP at most sites in the arid region. After the parameter optimization, the coefficients of
determination were improved apparently, and the RMSE of most sites was less than 1 gC/m2/day.
Figure 6. Time series of eight-day MODIS GPP and GPP simulations derived from the MOD17
model with the tower-estimated GPP. The full name for each site is listed in Table 1. The blue points
represent original MOD17A2H products; green points represent in situ meteorology forcing data;
pink points represent only maximum LUE optimized results; and red points represent all parameters
optimized results.
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Table 2. A summary of the performances of the MOD17 algorithm (GPP_MODIS) and the in situ
metrological data forced GPP, LUEmax parameter optimized GPP (GPP_LUE), and five parameters
optimized GPP (GPP_Fiveopt). GPP_LUE and GPP_Fiveopt were estimated from the in situ climate
data. In the GPP_Insitu and GPP_LUE algorithms, the default values for model parameters were used in
MOD17 for the original land cover types and optimal parameter values for the optimization approach.
GPP_MODIS GPP_Insitu GPP_LUE GPP_Fiveopt
R2 RMSE R2 RMSE R2 RMSE R2 RMSE
ARZ 0.85 1.13 0.92 1.58 0.92 1.58 0.92 0.82
DSL 0.79 1.01 0.86 1.18 0.85 0.74 0.82 0.59
YKZ 0.72 0.41 0.76 0.30 0.76 0.58 0.78 0.65
HZZ 0.38 0.42 0.40 0.32 0.40 0.53 0.40 0.54
GBZ 0.37 0.28 0.41 0.27 0.41 0.60 0.42 0.68
LDZ 0.50 0.44 0.73 0.41 0.73 0.59 0.72 0.61
DMZ 0.86 3.43 0.94 3.69 0.94 1.27 0.96 0.96
NTZ - - 0.63 2.30 0.55 1.82 0.63 1.42
SDZ 0.85 1.55 0.88 1.76 0.88 1.16 0.91 0.98
HHL 0.57 2.48 0.77 2.30 0.68 1.21 0.87 0.75
SDQ 0.56 1.68 0.81 1.46 0.74 0.85 0.85 0.66
HYL 0.54 2.14 0.76 1.86 0.67 1.10 0.89 0.65
3.2. Uncertainty of Satellite Data in MODIS GPP Simulation over Ecosystems in the Arid Region
3.2.1. Impacts of the Accuracy of the Land Cover Classification on MODIS GPP Simulation
One of the first MODIS products used in the MOD17 algorithm is the Land Cover Product,
MOD12Q1. The importance of this product cannot be overstated as the MOD17 algorithm relies
heavily on land cover type through use of the BPLUT [15]. Based on the locations of the flux tower
sites, we obtained the land cover type of each site from the MCD12Q1 results, and compared them
with the actual land cover types. We found that MCD12Q1 misclassified most of the sites downstream
of the HRB (Figure 7), which is an artificial oasis ecotone with sparse vegetation in the extremely arid
region of China. For example, in our study, the land cover type of the NTZ site is a cropland ecosystem;
however, it was classified as grassland in the MCD12Q1 land cover data (Figure 7). In addition,
MCD12Q1 also misclassified the forest types at the sites of HHL, SDQ, and HYL as grassland.
(a) (b) (c) (d) 
Figure 7. Misclassification of land cover in the MOD12Q1 products at the downstream HRB,
which classified the land cover of forest (i.e., SDQ, HHL, HYL) and cropland (NTZ) as the grassland
type in MOD12Q1 data. (a) SDQ, (b) HHL, (c) HYL, and (d) NTZ.
3.2.2. Impacts of Uncertainty of FPAR Data on MODIS GPP Simulation
Figure 8 showed the comparisons of AccuPAR observed FPAR data with the MOD15A2H FPAR
data in the corresponding sites in HRB. We found the MODIS FPAR data was overestimated compared
to the observations in the growing season of desert grassland sites, as well as the low values of FPAR
213
Remote Sens. 2019, 11, 225
in the cropland sites, and underestimated in some stages of the high values of FPAR in the cropland
sites. The overestimated FPAR impacted the APAR, thus leading to an overestimated GPP. In contrast,
the underestimated FPAR would underestimate the GPP. Meanwhile, a good correlation between
MODIS FPAR and observed FPAR occurred in cropland sites, while in the desert grassland sites,
no significant relationship was found. This revealed that the accuracy of the current MOD15A2H
FPAR data in the arid region needs to be further improved, and could also be an important source of
uncertainty for the estimation of GPP in desert ecosystems.
Figure 8. Validation of MODIS FPAR compared with FPAR measured by AccuPAR. The left plot is the
validation at DMZ and SDZ, the right plot is the validation at GBZ and HZZ.
3.3. Uncertainty and Variability of Biophysical Parameters for Diversity Ecosystems in Arid Regions
Since the performance after calibration of all five parameters of the MOD17 model was better
than after the calibration of only the parameter εmax, indicating the important role of temperature
and water-constrained factors in the estimation of GPP in the arid region. We thus calibrated all
the parameters of MOD17 algorithms (Table 3). Our study illustrated that variability of biophysical
parameters not only exist across different ecosystems, but also within the same ecosystems, such as
the diverse biophysical parameters of grassland ecosystems and the desert grassland ecosystems.
The current version of MOD17 BPLUT does not consider the differentials of these two types—they
shared the same BPLUT parameters of grassland. However, there are different climate conditions and
species in these two ecosystems in the study region. Meanwhile, there are different photosynthesis
paths between C3 cropland and C4 cropland, which have many differences in their biophysical
properties. However, these two types are also shared in the current version of MOD17 BPLUT.
The value of εmax is biome specific, representing the maximum LUE of the corresponding
vegetation in the process of photosynthesis. For a given biome type, the value of εmax is constant
and assigned by the MOD17 BPLUT. While the newly released version of BPLUT has corrected and
updated the εmax values, the εmax value were still significantly underestimated in the main ecosystems
in arid regions (Table 3). The mis-estimation of their values inherently further reduced the accuracy of
GPP estimations.
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Table 3. Prior distribution (initial value and range) and posterior distribution (mean value and 95%
confidence interval) of the parameters of the MOD17 model for all sites. For the parameters εmax
(gC/MJ APAR), Tmin_min (◦C), Tmin_max (◦C), VPDmin (Pa), and VPDmax (Pa), we set the original values
of MOD17 BPLUT as the initial values (with bold font).
Sites εmax Tmin_min Tmin_max VPDmin VPDmax













































































































Meanwhile, the large variations in the temperature and water-constrained stress factors also
existed due to the diversity of climate conditions in different parts of HRB (Table 3). For example,
the climate is cold and humid in the upstream HRB, therefore, the temperature stress factor has a great
impact on GPP estimation in the grassland ecosystems in the upstream HRB. However, as Table 3
reveals, the original MOD17 BPLUT overestimated the parameters of the minimum temperature stress
factors and the VPDmax values. In comparison, the climate is extremely arid in the downstream HRB,
however, the original MOD17 BPLUT underestimated the parameters of the maximum temperature
stress factors and the VPDmax values.
In addition, the Bayesian approach can estimate the posterior distribution of model parameters,
which is a useful tool to reduce model uncertainty. Using the Bayesian approach, the uncertainty of
model parameters was reduced significantly for some sites (e.g., the NTZ site) located in the extremely
arid region (Figure 9).
Figure 9. Relative reduction of parameter uncertainty (95% confidence interval) from prior to posterior
distribution. The green bar and blue bar represent the reduction of uncertainty in model parameters
for the MOD17A2H model at the NTZ and DMZ sites.
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4. Discussion
4.1. Evaluations of the MOD17A2H Products over Diversity Ecosystems in the Arid Region
The MODIS Collection 6 GPP products improved the spatial resolution of GPP estimation,
which means the estimated GPP is more comparable with the footprint in the areas with heterogeneous
landscapes in the desert–oasis–alpine ecosystems in the arid region. Meanwhile, the MOD17A2H
products updated the meteorological forcing data, FPAR data and land cover data, which highlight
the better spatial resolution of 500 m. However, compared to the flux tower-based GPP data,
the MOD17A2H GPP products still illustrate some limitations in the simulations of magnitude and
spatial-temporal variation of GPP in the desert–oasis–alpine ecosystems in the arid region. From the
slope of linear regression for the scatter plot in Figures 3a and 4a, the slope values were only 0.49,
which revealed significant underestimation of the GPP in the study region. When compared to the
site level of flux tower-based GPP (Figure 6), the slope values in most sites of the study regions were
also less than 1.0, except for some desert ecosystem sites. This showed that the MOD17 product
underestimated GPP in most high productivity sites of cropland, grassland, and forest ecosystems in
the arid region, but overestimated GPP at some low productivity sites of desert ecosystems compared
with tower-based GPP, consistent with the results of Reference [12] and Reference [27].
4.2. Uncertainty of Input Data in MODIS GPP Estimation in Diversity Ecosystems in the Arid Region
The accuracy of GPP estimation highly depends on the precision of all input data of the
MOD17A2H GPP algorithm. Therefore, uncertainties of GPP products arise mainly from the climate
drivers, parameter variability, and land cover classification [20]. There are three meteorological
data types (PAR, Tmin and VPD), as well as FPAR and land cover classification data involved in
the MOD17A2H GPP algorithm, which could be the main source of error in the GPP estimates.
The MOD17A2H products used GMAO Reanalysis data for direct meteorological inputs, which is
an hourly time-step data set with about a half-degree spatial resolution (0.5 latitude degree by 0.67
longitude degree) generated by the Goddard Earth Observing System Model, Version 5 (GEOS-5) data
assimilation system [15]. In this study, we replaced the GMAO dataset with in situ meteorological
data and recalculated the MOD17 algorithm with default parameters in comparison (GPP_Insitu).
Our study revealed that using the in situ forcing data can improve the relationship between modeled
GPP and tower-observed GPP compared to the original MOD17A2H products both at eight-day and
annual timescales (Figures 3 and 4); the determination coefficients (R2) of these sites were slightly
higher than that of the original MOD17 products (R2 ranging from 0.71 to 0.79 for eight-day step and
0.69 to 0.73 for annual step). However, larger biases still exist between GPP_Insitu and GPP_tower.
Using in situ meteorological data did not result in obvious improvements of the GPP estimation
performances; on the contrary, some sites were not even as accurate as those calculated with the
GMAO datasets (ARZ, DSL, DMZ, and SDZ in Table 2), which is similar to the other results from
validation of the MOD17 GPP products [21,27,32]. This is caused by some missing values in the
original MOD17A2H GPP products making a shorter length of model evaluations, thus reducing
the model errors of the GPP_MODIS. The other implication of the results is that an improvement in
meteorological data did not have a significant effect on the MODIS GPP estimation, which means the
meteorological data is not the main source of uncertainty in GPP simulation in the arid region.
An accurate land cover classification map is vital to MOD17 GPP simulation [18]. Misclassification
of the land cover directly determines the value of maximum light use efficiency and the other MOD17
BPLUT parameters, thus further influencing the inaccuracies of GPP calculation [20]. We validated
the MOD12Q1 vegetation maps with our site observations and found the MODIS data misclassified
almost all sites of forest and cropland types in the downstream HRB (Figure 7). Study suggested
that the accuracies of MOD12Q1 vegetation maps are within 65–80%, and most inaccuracies are
in between similar classes [55]. Since large desert–natural oasis ecosystems are distributed in the
downstream HRB and most of the vegetation cover was less than 30%, the 500 m unit of MODIS land
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cover classification could pose a risk at such a coarse resolution. Mixed pixels, composed of varied
ecosystem types, may occur in the sparsely vegetated region, thus making it difficult to describe the
biophysical parameters properly. This incorrect classification of land cover types will therefore lead to
an inaccurate GPP calculation.
In addition, FPAR is also an important input physiology variable in the MOD17 model,
which directly modulates the essential energy input to photosynthetic processes [8,9]. In our study,
we compared the MOD15A2H FPAR products with the observations in the study area, and found it
significantly overestimated the ecosystems with low productivity (such as the desert ecosystems) and
underestimated the ecosystems with high productivity (such as the crop ecosystems) in MODIS FPAR
products in the HRB (Figure 8). This will greatly impact the energy redistribution in photosynthetic
systems, and thus the GPP estimations in arid regions. Research revealed that FPAR often produces
misleading signals in GPP estimations due to contamination by atmospheric characteristics [19].
The overestimation of FPAR data is caused by sparse vegetation cover and the effects of large desert
cover that impacts the signals of vegetation detection in arid regions. To improve the FPAR estimation
in the arid region, we can use the improved FPAR retrieval products with the multi-angle vegetation
index information in the future [56].
4.3. Uncertainty and Variability of Biophysical Parameters in Modelling GPP over Diversity Ecosystems in
Arid Regions
To estimate GPP across varied worldwide ecosystems, MOD17 algorithms use the biophysical
variability of parameters generated from look up tables, which include five biome-specific physiological
parameters in the model, i.e., εmax, Tmin_min, Tmin_max, VPDmin, and VPDmax [56]. In this study,
we optimized the maximum LUE, one of the most important parameters for GPP estimation, with the
tower-based GPP. An obvious improved performance of GPP simulation can be found in Figures 3c
and 4c, which show good agreements between the observed GPP and the simulated GPP with the
parameter optimized (GPP_LUE). The R2 increased from 0.71 to 0.86, and rRMSE decreased from
12.45% to 6.99%, at an eight-day timescale. Those improved performances were also seen at an annual
timescale, with R2 increasing from 0.69 to 0.87, and rRMSE decreasing from 60.48% to 23.97%. Table 2
reveals the performance of the GPP_LUE model and flux GPP observation were better than the results
of only using the ground forcing data; the determination coefficients increased significantly when
using optimized εmax parameter, with smaller RMSE, which revealed greater improvements after
performing LUE optimization.
Calibration of the maximum LUE parameter improved the performance of MODIS GPP estimation
was in accordance with other studies [24,27,32]. In addition, we also investigated the potential impacts
of uncertainty of the other model parameters (e.g., VPD-limited factors) on GPP monitoring, which has
been overlooked by other researchers. In fact, water stress is one of the most important limiting factors
controlling terrestrial primary production, especially in arid regions. Previous studies showed that
the MOD17 products underestimate water stress, and thus overestimate GPP in some extremely arid
regions lacking in water [57]. In our study, we found that optimizing the VPD-limited factors can
further improve the performance of the GPP estimations. From the eight-day time step of the overall
performances, the R2 increased from 0.86 for the results of only optimizing the LUE parameter to 0.91
for the results of optimizing all parameters, and rRMSE decreased from 6.99% to 5.59% (Figure 3).
These results were mainly distributed in some sites in the extremely arid region (i.e., SDQ, HHL,
HYL etc.), which revealed the important role of the parameters of water-constrained factors in GPP
simulation in arid regions.
4.4. Uncertainty of GPP Modelling of the Desert Ecosystems and Its Implications for GPP Simulation in
Arid Regions
The current MOD17 model can effectively simulate GPP of main ecosystems in the arid region,
however, there are still some difficulties in simulating GPP more accurately in the desert ecosystems.
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Model analyses indicate the importance of arid regions in the global carbon cycle, while the models
suffer from a lack of data in water-limited regions [3,4]. The large errors of GPP simulation in
desert ecosystems is caused by the uncertainty of remote sensing vegetation products in regions with
large heterogeneity of landscape and low vegetation cover. Moreover, the uncertainty of flux tower
observation in desert ecosystems makes it is difficult to estimate a relative ‘true’ value of GPP [58].
To improve GPP estimation in arid regions, several directions can be explored further in the future.
For example, improving the estimation of MODIS FPAR and land cover classification products in arid
regions using data-driven approaches [59] and improving model structures [60] could be better choices
for improving GPP simulation in arid regions.
Meanwhile, since the biome-specific look up tables (BPLUT) are constant for a given biome at
any time. Since the current BPLUT of the MOD17 cannot meet the needs of accurate definition of
the parameters for all ecosystems [19,61], especially for the diverse and complex ecosystems in arid
regions, further research needs to be done to update these BLUPT of the model. In addition to update
the parameter of εmax, the water and temperature-limited parameters are also of great importance in
GPP estimation, especially for the ecosystems in arid regions. As the development of eddy covariance
technique, there are more than 900 EC flux sites in the world currently [62]. With the availability
of these large number of flux datasets, it provided us the opportunity to retrieve the biome specific
parameters for each vegetation type more reasonable, which may improve the accuracy of the current
GPP simulation in the arid region.
5. Conclusions
This study validated and optimized the performance of MODIS-derived GPP compared with
EC-observed GPP at seasonal and annual time scales for the main arid ecosystems relying on flux
networks constructed in arid and semi-arid ecosystems in China. Our study revealed that the current
MODIS GPP products were significantly underestimated, as compared with the tower-observed GPP
for most types of ecosystems in the arid region of China, especially the irrigated cropland and forest
ecosystems, due to uncertainty of meteorological data and model parameters. Using ground-based
meteorological data and updated land use data can improve GPP estimation. In addition to the
light-use efficiency parameters, the temperature-limited stress factors and the VPD-limited factors
also need to be recalibrated for ecosystems in arid regions. After using the proper model parameters,
great improvements to the GPP model can be performed through a Bayesian approach. However, it is
difficult to estimate GPP accurately in desert ecosystems because of the uncertainty of remote sensing
vegetation products in arid regions. Hence, improvements in modelling GPP in desert ecosystems are
needed in future studies. Moreover, this study implies that the current MODIS-derived GPP product
requires further improvements to provide accurate monitoring of terrestrial ecosystem productivity in
arid regions worldwide.
Author Contributions: H.W. and X.L. designed the research, analyzed data and prepared the manuscript.
M.M. and L.G. provided suggestions to data analyses. All of the authors thoroughly reviewed and edited
this paper.
Funding: This research was funded by the Strategic Priority Research Program of the Chinese Academy of Sciences
(Grant No. XDA20100104), the National Natural Science Foundation of China (grant numbers: 91425303, 41871250,
41601482, 41471448), and the China Postdoctoral Science Foundation funded project (Grant No. 2016T90960).
Acknowledgments: We thank the two reviewers’ insightful and helpful comments and suggestions to our
manuscript. We are grateful to Kashif Jamal for the help of English editing of our revised manuscript and
appreciate the availability of the MODIS data from the Oak Ridge National Laboratory Distributed Active Center
(ORNL DAAC) website.
Conflicts of Interest: The authors declare no conflict of interest.
218
Remote Sens. 2019, 11, 225
References
1. Asner, G.P.; Archer, S.; Hughes, R.F. Net changes in regional woody vegetation cover and carbon storage in
Texas dry-lands, 1937–1999. Glob. Chang. Biol. 2003, 9, 316–335. [CrossRef]
2. Bastin, J.F.; Berrahmouni, N.; Grainger, A.; Maniatis, D.; Mollicone, D.; Moore, R.; Patriarca, C.; Picard, N.;
Sparrow, B.; Abraham, E.M.; et al. The extent of forest in dryland biomes. Science 2017, 356, 635–638.
[CrossRef] [PubMed]
3. Ahlström, A.; Raupach, M.R.; Schurgers, G.; Smith, B.; Arneth, A.; Jung, M.; Reichstein, M.; Canadell, J.G.;
Friedlingstein, P.; Jain, A.K.; et al. The dominant role of semi-arid ecosystems in the trend and variability of
the land CO2 sink. Science 2015, 348, 895–899. [CrossRef] [PubMed]
4. Poulter, B.; Frank, D.; Ciais, P.; Myneni, R.B.; Andela, N.; Bi, J.; Broquet, G.; Canadell, J.G.; Chevallier, F.;
Liu, Y.Y.; et al. Contribution of semi-arid ecosystems to interannual variability of the global carbon cycle.
Nature 2014, 509, 600–603. [CrossRef] [PubMed]
5. Lal, R. Carbon sequestration in dryland ecosystems. Environ. Manag. 2004, 33, 528–544. [CrossRef] [PubMed]
6. Reynolds, J.F.; Smith, D.M.; Lambin, E.F.; Turner, B.L.; Mortimore, M.; Batterbury, S.P.; Downing, T.E.;
Dowlatabadi, H.; Fernández, R.J.; Herrick, J.E.; et al. Global desertification: Building a science for dryland
development. Science 2007, 316, 847–851. [CrossRef] [PubMed]
7. Beer, C.; Reichstein, M.; Tomelleri, E.; Ciais, P.; Jung, M.; Carvalhais, N.; Rödenbeck, C.; Arain, M.A.;
Baldocchi, D.; Bonan, G.B.; et al. Terrestrial gross carbon dioxide uptake: Global distribution and covariation
with climate. Science 2010, 329, 834–838. [CrossRef] [PubMed]
8. Running, S.W.; Nemani, R.R.; Heinsch, F.A.; Zhao, M.; Reeves, M.; Hashimoto, H. A continuous
satellite-derived measure of global terrestrial primary production. Bioscience 2004, 54, 547–560. [CrossRef]
9. Xiao, X.M.; Zhang, Q.Y.; Braswell, B.; Urbanski, S.; Boles, S.; Wofsy, S.; Berrien, M.; Ojima, D. Modeling
gross primary production of temperate deciduous broadleaf forest using satellite images and climate data.
Remote Sens. Environ. 2004, 91, 256–270. [CrossRef]
10. Yuan, W.P.; Liu, S.G.; Zhou, G.S.; Zhou, G.Y.; Tieszen, L.L.; Baldocchi, D.; Bernhofer, C.; Gholz, H.;
Goldstein, A.H.; Goulden, M.L.; et al. Deriving a light use efficiency model from eddy covariance flux
data for predicting daily gross primary production across biomes. Agric. Forest Meteorol. 2007, 143, 189207.
[CrossRef]
11. Ma, X.; Huete, A.; Moran, S.; Ponce-Campos, G.; Eamus, D. Abrupt shifts in phenology and vegetation
productivity under climate extremes. J. Geophys. Res. Biogeosci. 2015, 120, 2036–2052. [CrossRef]
12. Turner, D.P.; Ritts, W.D.; Cohen, W.B.; Gower, S.T.; Running, S.W.; Zhao, M.S.; Costa, M.H.; Kirschbaum, A.A.;
Ham, J.M.; Saleska, S.R.; et al. Evaluation of MODIS NPP and GPP products across multiple biomes.
Remote Sens. Environ. 2006, 102, 282–292. [CrossRef]
13. Biederman, J.A.; Scott, R.L.; Bell, T.W.; Bowling, D.R.; Dore, S.; Garatuza-Payan, J.; Kolb, T.E.; Krishnan, P.;
Krofcheck, D.J.; Litvak, M.E.; et al. CO2 exchange and evapotranspiration across dryland ecosystems of
southwestern North America. Glob. Chang. Biol. 2017, 23, 4204–4221. [CrossRef] [PubMed]
14. Zhao, M.; Running, S.W.; Nemani, R.R. Sensitivity of Moderate Resolution Imaging Spectroradiometer
(MODIS) terrestrial primary production to the accuracy of meteorological reanalyses. J. Geophys. Res. 2006,
111, G01002. [CrossRef]
15. Running, S.W.; Zhao, M. Daily GPP and Annual NPP (MOD17A2/A3) Products NASA Earth Observing System
MODIS Land Algorithm; MOD17 User’s Guide; University of Montana: Missoula, MT, USA, 2015; pp. 1–28.
16. Chasmer, L.; Barr, A.; Hopkinson, C.; McCaughey, H.; Treitz, P.; Black, A.; Shashkov, A. Scaling and
assessment of GPP from MODIS using a combination of airborne lidar and eddy covariance measurements
over jack pine forests. Remote Sens. Environ. 2009, 113, 82–93. [CrossRef]
17. Running, S.W.; Zhao, M. MOD17A2H MODIS/Terra Gross Primary Productivity 8-Day L4 Global 500 m SIN
Grid V006; USGS: Reston, VA, USA, 2015.
18. Heinsch, F.A.; Zhao, M.; Running, S.W.; Kimball, J.S.; Nemani, R.R.; Davis, K.J.; Bolstad, P.V.; Cook, B.D.;
Desai, A.R.; Ricciuto, D.M.; et al. Evaluation of remote sensing based terrestrial productivity from MODIS
using regional tower eddy flux network observations. IEEE Trans. Geosci. Remote Sens. 2006, 7, 1908–1925.
[CrossRef]
219
Remote Sens. 2019, 11, 225
19. Tang, X.; Li, H.; Huang, N.; Li, X.; Xu, X.; Ding, Z.; Xie, J. A comprehensive assessment of MODIS-derived
GPP for forest ecosystems using the site-level FLUXNET database. Environ. Earth Sci. 2015, 74, 5907–5918.
[CrossRef]
20. Zhao, M.; Heinsch, F.A.; Nemani, R.R.; Running, S.W. Improvements of the MODIS terrestrial gross and net
primary production global data set. Remote Sens. Environ. 2005, 95, 164–176. [CrossRef]
21. Niu, B.; He, Y.T.; Zhang, X.Z.; Fu, G.; Shi, P.L.; Du, M.Y.; Zhang, Y.J.; Zong, N. Tower-Based Validation and
Improvement of MODIS Gross Primary Production in an Alpine Swamp Meadow on the Tibetan Plateau.
Remote Sens. 2016, 8, 592. [CrossRef]
22. Fu, G.; Zhang, J.; Shen, Z.X.; Shi, P.L.; He, Y.T.; Zhang, X.Z. Validation of collection of 6 MODIS/Terra
and MODIS/Aqua gross primary production in an alpine meadow of the Northern Tibetan Plateau. Int. J.
Remote Sens. 2017, 38, 4517–4534. [CrossRef]
23. Kanniah, K.D.; Beringer, J.; Hutley, L.B.; Tapper, N.J.; Zhu, X. Evaluation of Collections 4 and 5 of the MODIS
Gross Primary Productivity Product and Algorithm Improvement at a Tropical Savanna Site in Northern
Australia. Remote Sens. Environ. 2009, 113, 1808–1822. [CrossRef]
24. Zhang, Y.Q.; Yu, Q.; Jiang, J.; Tang, Y.H. Calibration of Terra/MODIS gross primary production over an
irrigated cropland on the North China Plain and an alpine meadow on the Tibetan Plateau. Glob. Chang. Biol.
2008, 14, 757–767. [CrossRef]
25. Liu, Z.; Shao, Q.; Liu, J. The performances of MODIS-GPP and-ET products in China and their sensitivity to
input data (FPAR/LAI). Remote Sens. 2014, 7, 135–152. [CrossRef]
26. Zhu, H.; Lin, A.; Wang, L.; Xia, Y.; Zou, L. Evaluation of MODIS gross primary production across multiple
biomes in China using eddy covariance flux data. Remote Sens. 2016, 8, 395. [CrossRef]
27. Wang, L.; Zhu, H.; Lin, A.; Zou, L.; Qin, W.; Du, Q. Evaluation of the Latest MODIS GPP Products across
Multiple Biomes Using Global Eddy Covariance Flux Data. Remote Sens. 2017, 9, 418. [CrossRef]
28. Gilabert, M.A.; Moreno, A.; Maselli, F.; Martinez, B.; Chiesi, M.; Sanchez-Ruiz, S.; Garcia-Haro, F.J.;
Pérez-Hoyos, A.; Campos-Taberner, M.; Pérez-Priego, O.; et al. Daily GPP Estimates in Mediterranean
Ecosystems by Combining Remote Sensing and Meteorological Data. ISPRS J. Photogramm. 2015, 102,
184–197. [CrossRef]
29. Verbeeck, H.; Samson, R.; Verdonck, F.; Lemeur, R. Parameter sensitivity and uncertainty of the forest carbon
flux model FORUG: A Monte Carlo analysis. Tree Physiol. 2006, 26, 807–817. [CrossRef]
30. Kang, X.; Liang, Y.; Zhang, X.; Li, Y.; Tian, D.; Peng, C.; Wu, H.; Wang, J.; Zhong, L. Modeling gross primary
production of a typical coastal wetland in china using MODIS time series and CO2 eddy flux tower data.
Remote Sens. 2018, 10, 708. [CrossRef]
31. Jin, C.; Xiao, X.; Wagle, P.; Griffis, T.; Dong, J.; Wu, C.; Qin, Y.; Cook, D.R. Effects of in-situ and reanalysis
climate data on estimation of cropland gross primary production using the Vegetation Photosynthesis Model.
Agric. Forest Meteorol. 2015, 213, 240–250. [CrossRef]
32. Wang, X.F.; Ma, M.G.; Li, X.; Song, Y.; Tan, J.L.; Huang, G.H.; Zhang, Z.H.; Zhao, T.B.; Feng, J.M.; Ma, Z.G.;
et al. Validation of MODIS-GPP product at 10 flux sites in northern China. Int. J. Remote Sens. 2013, 34,
587–599. [CrossRef]
33. Braswell, B.H.; Sacks, W.J.; Linder, E.; Schimel, D.S. Estimating diurnal to annual ecosystem parameters by
synthesis of a carbon flux model with eddy covariance net ecosystem exchange observations. Glob. Chang. Biol.
2005, 11, 335–355. [CrossRef]
34. Ricciuto, D.M.; Davis, K.J.; Keller, K. A Bayesian calibration of a simple carbon cycle model: The role of
observations in estimating and reducing uncertainty. Glob. Biogeochem. Cycles 2008, 22, GB2030. [CrossRef]
35. Li, X. Characterization, controlling, and reduction of uncertainties in the modeling and observation of
land-surface systems. Sci. China Earth Sci. 2014, 57, 80–87. [CrossRef]
36. Wang, H.B.; Ma, M.G.; Xie, Y.M.; Wang, X.F.; Wang, J. Parameter inversion estimation in photosynthetic
models: Impact of different simulation methods. Photosynthetica 2014, 52, 233–246. [CrossRef]
37. van Oijen, M.; Rougier, J.; Smith, R. Bayesian calibration of process-based forest models: Bridging the gap
between models and data. Tree Physiol. 2005, 25, 915–927. [CrossRef]
38. Wang, H.B.; Ma, M.G. Comparing the seasonal variation of parameter estimation of ecosystem carbon
exchange between alpine meadow and cropland in Heihe River Basin, northwestern China. Sci. Cold
Arid Reg. 2015, 7, 216–228.
220
Remote Sens. 2019, 11, 225
39. Knorr, W.; Kattge, J. Inversion of terrestrial biosphere model parameter values against eddy covariance
measurements using Monte Carlo sampling. Glob. Chang. Biol. 2005, 11, 1333–1351. [CrossRef]
40. Groenendijk, M.; Dolman, A.J.; Van der Molen, M.K.; Leuning, R.; Arneth, A.; Delpierre, N.; Gash, J.H.C.;
Richardson, A.D.; Verbeeck, H.; Wohlfahrt, G. Assessing parameter variability in a photosynthesis model
within and between plant functional types using global Fluxnet eddy covariance data. Agric. Forest Meteorol.
2011, 151, 22–38. [CrossRef]
41. Cheng, G.; Li, X.; Zhao, W.; Xu, Z.; Feng, Q.; Xiao, S.; Xiao, H. Integrated study of the
water–ecosystem–economy in the Heihe River Basin. Natl. Sci. Rev. 2014, 1, 413–428. [CrossRef]
42. Li, X.; Cheng, G.D.; Liu, S.M.; Xiao, Q.; Ma, M.G.; Jin, R.; Che, T.; Liu, Q.H.; Wang, W.Z.; Qi, Y.; et al.
Heihe Watershed Allied Telemetry Experimental Research (HiWATER): Scientific objectives and experimental
design. Bull. Am. Meteorol. Soc. 2013, 94, 1145–1160. [CrossRef]
43. Li, X.; Liu, S.M.; Xiao, Q.; Ma, M.G.; Jin, R.; Che, T.; Wang, W.Z.; Hu, X.L.; Xu, Z.W.; Wen, J.G.; et al.
A multiscale dataset for understanding complex eco-hydrological processes in a heterogeneous oasis system.
Sci. Data 2017, 4, 170083. [CrossRef] [PubMed]
44. Xu, Z.W.; Liu, S.M.; Li, X.; Shi, S.J.; Wang, J.M.; Zhu, Z.L.; Xu, T.R.; Wang, W.Z.; Ma, M.G. Intercomparison of
surface energy flux measurement systems used during the HiWATER-MUSOEXE. J. Geophys. Res. Atmos.
2013, 118, 13140–13157. [CrossRef]
45. Wang, X.F.; Wang, H.B.; Li, X.; Ran, Y.H. Photosynthesis (NPP, NEP, Respiration). In Observation and
Measurement of Ecohydrological Processes; Li, X., Vereecken, H., Eds.; Springer: Berlin/Heidelberg, Germany,
2018; pp. 1–30.
46. Reichstein, M.; Falge, E.; Baldocchi, D.; Papale, D.; Aubinet, M.; Berbigier, P.; Bernhofer, C.; Buchmann, N.;
Gilmanov, T.; Granier, A.; et al. On the separation of net ecosystem exchange into assimilation and ecosystem
respiration: Review and improved algorithm. Glob. Chang. Biol. 2005, 11, 1424–1439. [CrossRef]
47. Ma, M.G.; Veroustraete, F. Reconstructing Pathfinder AVHRR Land NDVI Time-Series Data for the Northwest
of China. Adv. Space Res. 2006, 37, 835–840. [CrossRef]
48. Sims, D.A.; Rahman, A.F.; Cordova, V.D.; El-Masri, B.Z.; Baldocchi, D.D.; Flanagan, L.B.; Goldstein, A.H.;
Hollinger, D.Y.; Misson, L.; Monson, R.K.; et al. On the use of MODIS EVI to assess gross primary productivity
of North American ecosystems. J. Geophys. Res 2006, 111. [CrossRef]
49. Monteith, J. Solar radiation and productivity in tropical ecosystems. J. Appl. Ecol. 1972, 9, 747–766. [CrossRef]
50. Heinsch, F.A.; Reeves, M.; Votava, P.; Kang, S.; Milesi, C.; Zhao, M.; Glassy, J.; Jolly, W.M.; Loehman, R.;
Bowker, C.F.; et al. User’s Guide: GPP and NPP (MOD17A2/A3) Products NASA MODIS Land Algorithm;
University of Montana: Missoula, MT, USA, 2003; pp. 1–57.
51. Metropolis, N.; Rosenbluth, A.W.; Rosenbluth, M.N.; Teller, A.H.; Teller, E. Equations of state calculations by
fast computing machines. J. Chem. Phys. 1953, 21, 1087–1092. [CrossRef]
52. Hastings, W.K. Monte Carlo sampling methods using Markov chain and their applications. Biometrika 1970,
57, 97–109. [CrossRef]
53. Yuan, W.; Cai, W.; Liu, S.; Dong, W.; Chen, J.; Arain, M.A.; Blanken, P.D.; Cescatti, A.; Wohlfahrt, G.;
Georgiadis, T.; et al. Vegetation-specific model parameters are not required for estimating gross primary
production. Ecol. Model. 2014, 292, 1–10. [CrossRef]
54. Turner, D.P.; Ritts, W.D.; Cohen, W.B.; Gower, S.T.; Zhao, M.; Running, S.W.; Wofsy, S.C.; Urbanski, S.;
Dunn, A.L.; Munger, J.W. Scaling Gross Primary Production (GPP) over boreal and deciduous forest
landscapes in support of MODIS GPP product validation. Remote Sens. Environ. 2003, 88, 256–270. [CrossRef]
55. Friedl, M.A.; Sulla-Menashe, D.; Tan, B.; Schneider, A.; Ramankutty, N.; Sibley, A.; Huang, X.
MODIS Collection 5 global land cover: Algorithm refinements and characterization of new datasets.
Remote Sens. Environ. 2010, 114, 168–182. [CrossRef]
56. Mu, X.; Song, W.; Gao, Z.; McVicar, T.R.; Donohue, R.J.; Yan, G. Fractional vegetation cover estimation by
using multi-angle vegetation index. Remote Sens. Environ. 2018, 216, 44–56. [CrossRef]
57. Mu, Q.; Zhao, M.; Heinsch, F.A.; Liu, M.; Tian, H.; Running, S.W. Evaluating water stress controls on
primary production in biogeochemical and remote sensing based models. J. Geophys. Res. 2007, 112, G01012.
[CrossRef]
58. Li, Y.; Wang, Y.G.; Houghton, R.A.; Tang, L.S. Hidden carbon sink beneath desert. Geophys. Res. Lett. 2015,
42, 5880–5887. [CrossRef]
221
Remote Sens. 2019, 11, 225
59. Jung, M.; Reichstein, M.; Margolis, H.A.; Cescatti, A.; Richardson, A.D.; Arain, M.A.; Arneth, A.; Bernhofer, C.;
Bonal, D.; Chen, J.; et al. Global patterns of land-atmosphere fluxes of carbon dioxide, latent heat, and
sensible heat derived from eddy covariance, satellite, and meteorological observations. J. Geophys. Res. 2011,
116. [CrossRef]
60. He, M.; Ju, W.; Zhou, Y.; Chen, J.; He, H.; Wang, S.; Wang, H.; Guan, D.; Yan, J.; Li, Y.; et al. Development of a
two-leaf light use efficiency model for improving the calculation of terrestrial gross primary productivity.
Agric. Forest Meteorol. 2013, 173, 28–39. [CrossRef]
61. Propastin, P.; Ibrom, A.; Knohl, A.; Erasmi, S. Effects of canopy photosynthesis saturation on the estimation
of gross primary productivity from MODIS data in a tropical forest. Remote Sens. Environ. 2012, 121, 252–260.
[CrossRef]
62. Chu, H.; Baldocchi, D.D.; John, R.; Wolf, S.; Reichstein, M. Fluxes all of the time? A primer on the temporal
representativeness of FLUXNET. J. Geophys. Res. 2017, 122, 289–307. [CrossRef]
© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution




Diurnal Cycle in Atmospheric Water over Switzerland
Klemens Hocke 1,2,*,†, Francisco Navas-Guzmán 1, Lorena Moreira 1, Leonie Bernet 1,2
and Christian Mätzler 1,2
1 Institute of Applied Physics, University of Bern, CH-3012 Bern, Switzerland;
francisco.navas@iap.unibe.ch (F.N.-G.); lorena.moreira@iap.unibe.ch (L.M.); Leonie.bernet@iap.unibe.ch (L.B.);
christian.matzler@iap.unibe.ch (C.M.)
2 Oeschger Centre for Climate Change Research, University of Bern, CH-3012 Bern, Switzerland
* Correspondence: klemens.hocke@iap.unibe.ch
† Current address: K. Hocke, IAP, University of Bern, Sidlerstr. 5, CH-3012 Bern, Germany
Academic Editors: Yuei-An Liou, Jean-Pierre Barriot, Chung-Ru Ho, Yuriy Kuleshov, Chyi-Tyi Lee,
Richard Müller and Prasad S. Thenkabail
Received: 21 June 2017; Accepted: 30 August 2017; Published: 31 August 2017
Abstract: The TROpospheric WAter RAdiometer (TROWARA) is a ground-based microwave
radiometer with an additional infrared channel observing atmospheric water parameters in Bern,
Switzerland. TROWARA measures with nearly all-weather capability during day- and nighttime
with a high temporal resolution (about 10 s). Using the almost complete data set from 2004 to 2016,
we derive and discuss the diurnal cycles in cloud fraction (CF), integrated liquid water (ILW) and
integrated water vapour (IWV) for different seasons and the annual mean. The amplitude of the
mean diurnal cycle in IWV is 0.41 kg/m2. The sub-daily minimum of IWV is at 10:00 LT while the
maximum of IWV occurs at 19:00 LT. The relative amplitudes of the diurnal cycle in ILW are up
to 25% in October, November and January, which is possibly related to a breaking up of the cloud
layer at 10:00 LT. The minimum of ILW occurs at 12:00 LT, which is due to cloud solar absorption.
In case of cloud fraction of liquid water clouds, maximal values of +10% are reached at 07:00 LT
and then a decrease starts towards the minimum of −10%, which is reached at 16:00 LT in autumn.
This breakup of cloud layers in the late morning and early afternoon hours seems to be typical for
the weather in Bern in autumn. Finally, the diurnal cycle in rain fraction is analysed, which shows
an increase of a few percent in the late afternoon hours during summer.
Keywords: cloud fraction; integrated liquid water; integrated water vapour; diurnal cycle;
microwave radiometer
1. Introduction
Clouds and aerosols continue to contribute the largest uncertainty to estimates and interpretations
of the Earth’s changing energy budget [1]. There is a consensus in the climate research community
that man-made global warming is amplified by an increase of water vapour in a warmer world [2].
The Earth’s radiation budget between the incoming short-wave radiation of the Sun and the outgoing
longwave radiation of the Earth is strongly influenced by the spatio-temporal distribution of clouds.
Differing assumptions about how the Earth’s cloud distribution is maintained for doubling of the CO2
concentration in the atmosphere lead to estimated increases of global mean surface temperature in the
range from 1.5 to 4.5 ◦C [2].
The physical description of clouds involves microphysics and nonlinear radiative-dynamic
processes over temporal scales from about 1 s to 1 decade and spatial scales from about 1 m to
1000 km. Observing and modelling of the Earth’s cloud distribution is still a challenge, even though
large efforts have been undertaken in meteorology, atmospheric research, and climate sciences [3,4].
Diurnal variations in atmospheric water parameters are of high interest for measurement and
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atmospheric modelling since one day is the shortest regular period by which the Earth’s surface
and atmosphere absorb energy from the Sun. Cloud formation and rainfall depend on orography
and land-sea contrast [5]. The phase of the diurnal variation can change significantly within a small
horizontal distance. Parameterisation of cloud formation and rainfall is difficult since these phenomena
depend for example on the variable surface flux of moisture, orography, convective processes,
turbulence, eddies and the growth of the planetary boundary layer during the daytime
In the following, we focus on the diurnal cycle in integrated liquid water (or liquid water path).
Two research communities are active in investigating the diurnal variation of cloud liquid water (ILW).
The first group are scientists who generate world maps of cloud coverage, outgoing radiation, and
rainfall data from polar-orbiting satellites imaging the Earth in the ultraviolet, visible, infrared, and
microwave range [5–9]. Since the diurnal variations of cloud parameters and rainfall have strong
amplitudes of about 10% or larger, construction of world maps and climatic trend analyses of cloud
parameters from satellite observations have to correct for offsets caused by a varying local solar time
at the observation places. The second group are atmospheric modellers who use the periodic signal of
the diurnal cycle in atmospheric water to test the quality of weather and climate models. The models
often provide incorrect phases and amplitudes of the diurnal variations of rainfall, cloud cover and
ILW reflecting errors in the parameterization of clouds, convective processes, surface moisture flux,
and microphysics [10,11].
There is no doubt that weather forecast and regional climate projections will not be correct if
a fundamental process such as cloud formation and its diurnal variation is incorrectly simulated by the
numerical model. Bergman, J.W. et al. [12] analysed that the cloud diurnal contribution to time-average
surface energetics is as much as 20 W m−2 in a regional climate (Amazon basin) after deforestation,
which caused a shift from a high cloud distribution to a low cloud distribution. Cross-validation
studies fostered the progress in remote sensing, data analysis, and modelling. Observed and simulated
diurnal variations were compared [9,13]. Numerous cross-validations were organized within the
Global Energy and Water Experiment (GEWEX) and the International Satellite Cloud Climatology
project (ISCCP) [14].
There are only a few studies investigating the diurnal variation in ILW by means of ground-based
microwave radiometers. This is rather surprising since ground-based microwave radiometers are
well suited for the continuous measurement of ILW during the daytime and nighttime in all seasons.
Thus, data sets of microwave radiometers are convenient for intercomparisons with results from
polar-orbiting satellites, other ground-based instruments (e.g., lidar), and models. A review of
meteorological applications of ground-based microwave and millimeter wavelength radiometry was
given by [15]. Roebeling, R.A. et al. [16] compared the diurnal variation in liquid water path derived
from the Spinning Enhanced Visible and Infrared Imager (SEVIRI) on board Meteosat-8 with those
observed by two ground-based microwave radiometers of the CloudNET in northern Europe and
found a good agreement. Snider, J.B. et al. [17] presented diurnal variations in IWV and ILW observed
with ground-based microwave radiometers operating near 20, 23, 31, and 90 GHz. Cross-validation
with coincident measurements of infrared brightness temperature of the sky confirmed the diurnal
variations in ILW obtained by microwave radiometers. In addition, the observed diurnal variations
in ILW are in a qualitative agreement with expectations from theory and satellite observations that
a maximum of cloud liquid water occurs before sunrise in oceanic areas during summer [9]. Model
simulations by [18] showed quite similar shapes of the diurnal cycles in CF and ILW for marine
boundary layer clouds with a maximum at 06:00 LT and a minimum at 18:00 LT.
Ground-based microwave radiometers are well suited for measurement of the diurnal cycle in
atmospheric water parameters. We suggest that modellers and observers should take more advantage
of ground-based microwave radiometers for research and validation studies of the diurnal cycle
in ILW. Here, we analyse the long-term time series of integrated liquid water, integrated water
vapour, and cloud fraction observed by the TROWARA radiometer, which is located in Bern on the
Swiss Plateau. Section 2 describes the instrument and the measurement technique as well as the
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data analysis. Section 3 shows the climatology of IWV, ILW and CF averaged over the time interval
2004–2016. Furthermore, we discuss the results from the spectral data analysis of the time series.
Section 3 also presents the diurnal cycles in IWV, ILW and CF. Conclusions are given in Section 4.
2. Instrument, Data and Analysis
2.1. The Microwave Radiometer TROWARA
Observations of the TROpospheric WAter RAdiometer (TROWARA) are central to our study.
Peter, R. et al. [19,20] described the design and the construction of the TROWARA instrument, which is
a dual-channel microwave radiometer. Two ferrite circulator switches at each frequency switch between
the antenna and noise diodes where the latter are taken as hot and cold reference loads. A radiometer
model was developed based on measurements of the reflection and transmission coefficients of all
radiometer components up to and including the ferrite switches [20]. Tipping calibrations are carried
out with an external mirror in order to correct the sky brightness temperature calculated by the model.
The instrument is sufficiently stable that a tipping calibration is only necessary once every few weeks.
TROWARA provides the vertically-integrated water vapour (IWV) and vertically-integrated
cloud liquid water (ILW), also known as liquid water path (LWP). TROWARA is operated inside
a temperature-controlled room on the roof of the EXWI building of the University of Bern
(46.95◦N, 7.44◦E, 575 m a.s.l.). The indoor operation of TROWARA permits the measurement of
IWV even during rainy periods. TROWARA’s antenna receives the atmospheric radiation through
a microwave transparent window and is pointing the sky at a zenith angle of 50◦ towards the southeast.
The two microwave channels are at 21.4 GHz (bandwidth 100 MHz) and 31.5 GHz
(bandwidth 200 MHz). The 21.4 GHz frequency is more sensitive to microwaves from water vapour,
and the 31.5 GHz frequency is more sensitive to microwaves from atmospheric liquid water.
The radiative transfer equation of a non-scattering atmosphere can be expressed as
TB,i = Tce−τi + Tmean,i(1 − e−τi ), (1)
where TB,i is the observed brightness temperature of the i-th frequency channel (e.g., 21 GHz). τi is the
opacity along the line of sight of the radiometer, and Tc is the contribution of the cosmic microwave
background. The effective mean temperature of the troposphere is given by Tmean,i [21,22].







where the radiances TB,i are observed by TROWARA.
For a plane-parallel atmosphere, the opacity is linearly related to IWV and ILW
τi = a′′i + b
′′
i IWV + c
′′
i ILW, (3)
where the coefficients a′′ and b′′ are not really constant since they can partly depend on air pressure.
As shown by [22], the coefficients can be statistically derived by means of coincident measurements of
radiosondes and fine-tuned at times of periods with a clear atmosphere. The coefficient c′′ is the mass
absorption coefficient of cloud water. It depends on temperature (and frequency), but not on pressure.
It is derived from the physical expression of Rayleigh absorption by clouds [22]. Once the coefficients
are determined, combined opacity measurements at 21 and 31 GHz permit the retrieval of IWV and
ILW from Equation (3). Thus, a dual channel microwave radiometer can monitor IWV and ILW with
a time resolution of 6–11 s and nearly all-weather capability during daytime and nighttime.
The physical temperature at the cloud base is derived for optically thick clouds (ILW > 30 g/m2)
from measurements of an infrared radiometer channel at a wavelength of λ = 9.5–11.5 μm.
The narrowband infrared radiometer is a Heitronics KT15.85D pyrometer of type A, which
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was calibrated by the manufactor for the signal temperature range from −100 to +100 ◦C [23].
Temperature resolution, filter curve, view of field, radiometer model at low temperatures and other
characteristics of the Heitronics KT15.85D are described in [23]. The temperature resolution is less than
2 ◦C for target temperatures from −100 to +100 ◦C and a response time of 1 s.
The antenna coil of TROWARA has a full width at half power of 4◦ and is pointing the sky at
a zenith angle of 50 ◦ towards the southeast. The view direction is constant, and the microwave
and infrared channels of TROWARA observe the short-term temporal variations of the brightness
temperature in the same volume of the atmosphere. This contributes to the high sensitivity of
TROWARA for cloud detection. Cossu, F., Mätzler, C. and Morland, J. [22,24] give further details of
the sensors and the retrieval technique.
TROWARA delivered an almost uninterrupted time series of ILW since 2004, with a time
resolution of 11 s until end of 2009 and 6 s afterwards. Clouds are detected in the line of sight
of TROWARA with the time resolution of the ILW series. Cossu, F. [24] determined the instrumental
noise σnoise = 0.77 g/m2 of TROWARA from the noise of ILW during 245 days in which the sky was
free of clouds. We emphasize that this is a remarkable sensitivity for a microwave radiometer. If an
ILW value exceeds the 3σnoise level, then we are confident by 99.7% that the ILW value was generated
by a cloud and not by instrumental noise. Thus, ILW > 3σnoise = 2.3 g/m2 is the criterion for the
existence of a cloud. In contrast to the ILW series, the time series of IWV have been used since 1994 for
trend analyses [25,26].
CF (cloud fraction) is easily determined in the time domain—for example, CF is the quotient
of the time intervals when ILW >2.3 g/m2 and the total observation time. The high spatio-temporal
variability of clouds floating through the fixed line-of-sight of TROWARA requires a high temporal
resolution of about 10 s for the cloud flag. CF for different categories of liquid water clouds were
derived by [27] using the TROWARA measurements. TROWARA’s coincident ILW and infrared
brightness temperature measurements allow separation of the liquid water clouds into four categories:
1. CF1: thin liquid water clouds (2.3 g/m2 < ILW < 30 g/m2),
2. CF2: thick supercooled liquid water clouds (ILW > 30 g/m2 and Tin f rared < 273.15 K),
3. CF3: thick warm liquid water clouds (ILW > 30 g/m2 and Tin f rared > 273.15 K),
4. CF4: all liquid water clouds (ILW > 2.3 g/m2).
Quite similar criteria for the separation of supercooled liquid water clouds were described by [28].
The critical point is that the derived cloud distributions are possibly biased towards the low level
clouds since the infrared channel mainly sees the cloud base of thick clouds. Mätzler, C. et al. [29]
avoided this bias by using additional satellite data for the cloud-top temperature.
Hirsch, E. et al. [30] determined the microphysical and optical properties of thin liquid water
clouds and emphasized that these clouds should be considered in climate studies since they are
frequent and they change the radiative forcing of the climate system. Measurements indicated that
the downwelling infrared radiance of a thin liquid water cloud is about 60% greater than that of clear
sky. Thin liquid water cloud areas often occur at the edges of and in the inter-region between clouds
(twilight zone of clouds).
Since TROWARA is not sensitive to ice clouds, CF of TROWARA is in general smaller than that of
synoptic observations. Cossu, F. [24] found a CF difference of about 17% between TROWARA and
synoptic observations in the same region over a period of six years. In addition, TROWARA may not
see some of the very thin and tenuous clouds that are still visible by the naked eye.
The present study is not a cloud type study that would require the evaluation of coincident
observations by ceilometer, lidar, radiosonde and hemispherical sky camera. In our study, the terms
thin and thick refer to the magnitude of the optical depth at microwave frequencies that are proportional
to the liquid water path. The terms should not be misunderstood by the geometrical thickness of
the clouds, which is not measured by the microwave radiometer. A statistical cloud type study was
performed by [31] for Payerne. Payerne is representative for Bern since Payerne is located just 40 km
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west of Bern in the Swiss plateau. About 38% of the clouds classified by a sky camera have the type
Sc (stratocumulus), while 17% are cirrus-cirrostratus (Cr-Cs) and 12% are cirrocumulus-altocumulus
(Cc-Ac). Bernet, L. et al. [31] also found that the relationship between the ILW value and the cloud
type is ambiguous. Cumulus and cirriform clouds generally have a small ILW, but no tendency for
stratiform clouds was found.
2.2. Data Analysis
Hourly means of IWV, ILW, CF1, CF2, CF3 and CF4 were obtained by averaging of the 10 s
sampling data. An upper threshold of 400 g/m2 is used for ILW. This means that, in the presence
of rain droplets, we take the value 400 g/m2 as an estimate of the ILW of the cloud droplets.
During precipitation, TROWARA overestimates ILW of the cloud droplets because of the strong
microwave emission from the rain droplets (d > 0.2 mm). This is the reason why we take an upper
threshold of 400 g/m2 for vertically integrated cloud liquid water path during rainy periods.
Generally, the results are not sensitive to the choice of the threshold as it was investigated by [32].
Furthermore, the rain periods are a small fraction of about 7% of the whole measurement time.
Monthly means of IWV are well defined because of the continuous monitoring of IWV by TROWARA.
The arithmetic mean is removed from the time series of IWV, ILW or CF. Then, the Fast Fourier
Transform (FFT) power spectra are obtained by folding these time series with a Hamming window
and by applying zero padding at the beginning and end of the time series. The FFT power spectra
are normalized by the power of the strongest spectral component, which is either the annual or the
semi-annual oscillation.
Next, we derive amplitude spectra by means of bandpass filtering. The time series are filtered with
a digital non-recursive, finite impulse response (FIR) bandpass filter performing zero-phase filtering
by processing the time series in forward and reverse directions. The number of filter coefficients
corresponds to a time window of three times the central period, and a Hamming window has been
selected for the filter. Thus, the bandpass filter has a fast response time to temporal changes in the data
series. The variable choice of the filter order permits the analysis of wave trains with a resolution that
matches their scale. The bandpass cutoff frequencies are at fc = fp ± 10% fp, where fp is the central
frequency. More details about the bandpass filtering are given by [33].
Climatologies of the time series are obtained by sorting the data for the month and taking the
mean and the standard deviation. The mean diurnal cycles are obtained by sorting the data for the
month and the hour of the day (in local time). Again, the arithmetic means of the sorted ensembles are
taken. In order to intercompare the seasonal curves, we subtract the monthly mean values.
3. Results
3.1. Climatologies
We evaluated in total about 48 million samples of TROWARA measurements from 2004 to 2016
(sampling rates are between 6 and 11 s). The number of samples of IWV or ILW is about 48 million.
The number of samples with cloud occurrence (group CF4) is about 24 million. The number of samples
of the group CF1 is about 7 million. The number of samples of CF2 is 6 million, and the number of
samples of CF3 is about 10 million. The number of samples of rain (ILW ≥ 400 g/m2) is about 4 million.
The number of samples of IWV, rain, CF1, CF2, CF3 and CF4 are shown in Figure 1 as a function of
month. Most critical might be the statistics of thick supercooled liquid water clouds (CF2) in summer.
The climatologies of IWV, ILW, CF1, CF2, CF3 and CF4 above Bern from 2004 to 2016 are shown
in Figure 2. Generally, there are strong seasonal variations in Figure 2. The error bars indicate the
standard deviation of the monthly mean from year to year. Next, we use the climatological curves
for computation of the diurnal cycles with respect to the monthly means. IWV varies from 8 kg/m2
in winter to 24 kg/m2 in summer. This annual oscillation of IWV is due to the seasonal change in air
temperature and the Clausius–Clapeyron equation. The seasonal cycle of ILW contains an annual and
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a semi-annual component where the latter is a bit stronger. Cloud fraction of thin liquid water clouds
(CF1) is fairly constant during the year except during winter months when CF1 presents higher values.
Thick supercooled liquid water clouds (CF2) almost disappear during the summer months when the
air temperature is high. Thick warm liquid water clouds (CF3) are strongly reduced during the winter.
Cloud fraction of all liquid water clouds (CF4) increases slightly during winter, and a semi-annual
oscillation is present.
Figure 1. Number of samples of integrated water vapour (IWV), rain (ILW ≥ 400 g/m2) and cloud
fraction (CF) of four cloud categories (defined in the text) as a function of month observed by the
TROWARA radiometer in Bern from 2004 to 2016.
Figure 2. Climatologies of integrated water vapour (IWV), integrated liquid water (ILW) and cloud
fraction (CF) of four cloud categories (defined in the text) observed by the TROWARA radiometer in
Bern from 2004 to 2016. The error bars indicate the standard deviation of the monthly mean from year
to year.
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3.2. Spectral Behaviour of the Time Series
The normalized FFT power spectra of the complete time series of fluctuations provide information
on the occurrence and the strength of the diurnal and semi-diurnal cycles with respect to the annual
oscillation. Only in the case of ILW, the semi-annual oscillation is stronger than the annual oscillation,
and so we normalize ILW by the power of the semi-annual oscillation. The FFT power spectra mainly
provide information on the phase-locked fluctuations, e.g., phase-locked to the daily or annual cycle
of solar radiation. Thus, many intermittent short-term fluctuations may average out by taking the
spectrum over the time interval 2004–2016. This is the reason why we show next the amplitude
spectrum obtained by a wavelet-method.
Figure 3 shows the normalized FFT power spectra in a blue colour for the fluctuations of IWV,
ILW, CF1, CF2, CF3 and CF4 above Bern from 2004 to 2016. The annual oscillation is the blue spike
at 1/(365 day), which is near 0 cycles/day. Compared to the power of the annual oscillation in IWV,
the diurnal cycle in IWV power is about 400 times smaller. This means that the amplitude of the
diurnal cycle is about 0.4 kg/m2, which is 20 times smaller than the annual cycle of IWV, which is
about 8 kg/m2 in Figure 2. Furthermore, the amplitude of the diurnal cycle is about five times larger
than the amplitude of the semi-diurnal cycle in IWV. The magnitudes of the annual and diurnal cycle
in IWV are consistent with those of [25].
The amplitudes of the diurnal and semidiurnal oscillation in IWV are known to 5 σ-level
confidence. This is indicated by the red line, which lies at a 5 σ distance above the yellow line, which is
the mean power of the blue spectra sampled over 1000 frequency grid points. Here, we assumed that
the mean power is equal to the noise σ.
Figure 3. Fast Fourier Transform (FFT) power spectra (blue line) of the temporal fluctuations of IWV,
ILW and CF in Bern for the time interval from 2004 to 2016. The spectra are normalized by the power
of the maximum (power of the annual or semi-annual oscillation). The yellow line is the mean of the
spectrum averaged over 1000 frequency grid points. The red line is the five sigma level of confidence.
A significant diurnal cycle shows up as a blue spike at 1 cycle/day in each parameter. A significant
semidiurnal cycle (at 2 cycles/day) is present for IWV and CF4.
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In the case of ILW, we see a peak of the diurnal cycles that is rather close to those of the semi-annual
oscillation, which is the dominant oscillation. There are several other significant oscillations with peaks
closely above the red line, e.g., the semi-diurnal oscillation. In the cases of CF1, CF2, CF3 and CF4,
we find significant diurnal cycles. The semi-diurnal cycle is well present for CF2 and CF4.
As a supplement to the FFT power spectra, we derive amplitude spectra by means of the fast
response bandpass filter that takes care of phase-unlocked oscillations, which may persist only about
time intervals of a few wave periods. Figure 4 shows the short-term variability of IWV, ILW, CF1, CF2,
CF3 and CF4. An unresolved small peak is seen at the position of the diurnal cycle, which is marked
by the red vertical line. The amplitude of the diurnal cycle in IWV is about 1 kg/m2, which is larger
than those obtained by the FFT power spectrum. This is reasonable since the phase of the diurnal cycle
may change in time, and phase-unlocked intermittent oscillations with a one day period may occur
as well. In case of the thin liquid water clouds (CF1), we can see that the maximal amplitudes are
reached for periods smaller than one day. This is likely since small and thin clouds have a short life
time and short horizontal scales. In the cases of IWV, ILW, CF3 and CF4, there are relatively strong
oscillations with periods from two to ten days, which might be related to changes in synoptic weather
patterns. The peak amplitude of IWV is around the seven-day period, whereas, for clouds, the peak is
for shorter periods.
Figure 4. Amplitude spectra of IWV, ILW and CF over Bern for the time interval 2004–2016 obtained
by a fast response bandpass filter. The red line marks the position of the diurnal cycle. The short-term
variability of fluctuations with periods <10 days is high for ILW and CF.
3.3. Seasonal Dependence and Annual Mean of the Diurnal Cycle in IWV
Figure 5 shows the absolute and the relative diurnal cycles in IWV with respect to the monthly
mean 〈IWV〉. The subtraction of the monthly mean is necessary for the intercomparison of the seasonal
curves since the monthly mean strongly varies from 8 kg/m2 in winter to 24 kg/m2 in summer.
The absolute diurnal cycle is shown in the upper panel and is defined as ΔIWV = IWV − 〈IWV〉.
The relative diurnal cycle is shown in the lower panel and is defined as ΔIWV = (IWV−〈IWV〉)/〈IWV〉.
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The seasonal curves of the diurnal cycles are given in color while the black dots denote the annual mean
of the diurnal cycle. The amplitude of the mean diurnal cycle is 0.41 kg/m2. Morland, J. et al. [25]
obtained a quite similar curve for the mean diurnal cycle in IWV using measurements of TROWARA
from 2003 to 2007. They found a mean amplitude of 0.32 kg/m2. The phase of the diurnal cycle
with a maximum around 19:00 LT in Figure 5 was also found by [25]. In addition, they compared the
TROWARA results with the mean diurnal cycle of a GPS station in Bern, and they found an excellent
agreement for the amplitude and the phase of the diurnal cycle.
Morland, J. et al. [25] suggested that evaporation of soil moisture into the atmosphere may explain
the shape of the diurnal cycle in IWV. Accumulation of the evaporated water in the atmosphere during
the daytime leads to the maximum of IWV in the evening while accumulated condensation of water
vapour during the nighttime induces the IWV minimum in the morning hours. The hydrological atlas
of Switzerland shows that the daily evaporation rate ranges from about 0.1 kg/m2 per day in winter to
about 3.8 kg/m2 per day in summer in the Swiss plateau, which is dominated by agriculture [34]. Since
the surroundings of Bern also have forests and a river, we expect higher evaporation rates of about
0.5 kg/m2 per day in winter [34]. The annual mean of the rate of change of IWV in Figure 5 is about
0.82 kg/m2 from the morning to the evening, which lies within the range of values of the evaporation
rate in Bern. Thus, we regard the diurnal cycle of insolation, evaporation and condensation as the
main reason for the observed diurnal cycle in IWV. Other factors such as diurnal variations of the
surface wind vector and the vertical mixing rate of moisture lead to additional modifications of the
diurnal cycle in IWV.
Figure 5. Seasonal dependence of the diurnal cycle in ΔIWV as a function of local time over Bern for the
time interval 2004–2016. The upper panel shows the absolute diurnal cycle (ΔIWV = IWV − monthly
mean of IWV) while the lower panel shows the relative diurnal cycle with respect to the monthly mean
and in percent. The black dots indicate the annual mean of the seasonal curves.
Analyzing a GPS ground station network in Spain, Ortiz de Galisteo, J.P. et al. [35] found an
amplitude of about 0.35 kg/m2 for the mean diurnal cycle in IWV of all stations. The time of the
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maximum is at 18:30 UTC (which is close to local time in Spain). These values agree well with
TROWARA in Bern. However, we find a significant difference if we look at the time of the minimum of
IWV. It is about 10:00 LT for TROWARA in Bern while the IWV minimum is about 05:00 LT for the GPS
network in Spain.
Ortiz de Galisteo, J.P. et al. [35] found a semi-diurnal oscillation in IWV with an amplitude of
0.13 kg/m2, which is consistent with our FFT power spectra in Figure 3. Although the mean diurnal
cycle of the Spanish stations agrees quite well with TROWARA in Bern, the Spanish stations showed a
remarkable variation amongst themselves. Ortiz de Galisteo, J.P. et al. [35] explained that the shape of
the diurnal cycle depends on factors that cause condensation, evaporation and moisture transport. The
diurnal cycle in solar radiation is possibly most important for the observed diurnal cycle in IWV since
evaporation of water from the surface, increase of air temperature and the growth of the planetary
boundary layer during the daytime are closely related to absorption of solar radiation. On the other
hand, the decrease of air temperature during the night leads to enhanced condensation of water vapour
and to the observed minimum of IWV in the early morning hours. The time lag of the IWV minimum
and maximum with respect to those of the air temperature might be related to the slow accumulation
processes of liquid water on the ground and water vapour in the air.
Dai, A. et al. [36] retrieved diurnal cycles in IWV from a GPS station network in North America
and found amplitudes of 1.0–1.8 kg/m2 in the summer season and weaker in other seasons, which is
greater than the 0.8 kg/m2 June and August amplitudes of TROWARA in Figure 5. There is a large
variability in the diurnal IWV cycles of the North American stations, but there are several stations that
show an increase in IWV during the afternoon hours and a maximum around 16:00–19:00 LT, which is
similar to that of TROWARA in Bern. The time of the IWV minimum is often late in the morning hours
from 07:00–10:00 LT. Generally, Dai, A. et al. [36] reported relative diurnal IWV cycles with amplitudes
less than 5%, while Figure 5 shows maximal relative amplitudes of 4%. In the percentage scale, the
seasonal curves come closer together and the strong absolute diurnal cycles of the summer months do
not differ much from those of March, April and May. The smallest relative amplitudes (<2%) occur in
winter from November to January in Bern.
3.4. Seasonal Dependence and Annual Mean of the Diurnal Cycle in ILW
Figure 6 shows the absolute and the relative diurnal cycles in ILW with respect to the monthly mean.
We define ΔILW in the same manner as ΔIWV as described in the subsection above. Compared to IWV,
the diurnal cycle in ILW is more variable from month to month and relative amplitudes of 15 to 25% are
reached especially during October, November and January. These strong diurnal cycles are connected
with a break up of a cloud layer (stratus) at about 10:00 LT before noon and a relatively clear sky in the
afternoon, which is consistent with our daily weather experience in Bern in late autumn and winter.
The annual mean of the diurnal cycle (black dots) shows a minimum of about −10%, which occurs
around noon. We suggest that this minimum is connected with the maximum evaporation or loss of
cloud droplets at noon. During nighttime, a relative maximum of 9% is reached at around 03:00 LT.
Wood, R. et al. [37] reported diurnal ILW amplitudes of about 15–35% over the subtropical and
tropical oceans observed by the Tropical Rainfall Measuring Mission Microwave Imager (TMI). The
time of the ILW maximum is in the early morning (at 03:00 LT) and the time of the ILW minimum is at
15:00 LT, which is a bit later than for our measurements in Bern. They explain that the diurnal cycle in
ILW is mainly driven by cloud solar absorption. Wood, R. [37] emphasize that the ILW measurements
provide important constraints for models simulating the diurnal cycle of clouds. Snider, J.B. et al. [17]
performed surface-based radiometric observations of water vapour and cloud liquid in the temperate
zone and in the tropics. They found a sub-daily maximum of ILW at 05:00 LT and a minimum
at 14:00 LT. The relative sub-daily variation of ILW was about 30%. In contrast with our study,
Roebeling, R.A. et al. [16] reported diurnal variations in ILW values of the SEVIRI satellite experiment
and ground-based microwave radiometers in France and England, which show increasing ILW values
toward local solar noon.
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Figure 6. Seasonal dependence of the diurnal cycle in ΔILW as a function of local time
over Bern for the time interval 2004–2016. The upper panel shows the absolute diurnal cycle
(Δ ILW = ILW − monthly mean of ILW) while the lower panel shows the relative diurnal cycle
with respect to the monthly mean and in percent. The black dots indicate the annual mean of
the seasonal curves.
The seasonal curves for June to August in Figure 6 show local maxima from 16:00–20:00 LT.
We suggest that this effect could be due to diurnal water vapour convection during summer.
This phenomenon was indicated by the increase of IWV during afternoon in Figure 5.
Schlemmer, L. et al. [38] performed idealized cloud-resolving simulations for the study of mid-latitude
diurnal convection over land. They found an increase of specific cloud water content from 15:00 to
21:00 LT at 2–3.5 km altitude. They explained that convection and evaporation determine the moisture
content of the lower troposphere. Then, the moisture content regulates the timing and intensity of the
diurnal convection.
3.5. Seasonal Dependence and Annual Mean of the Diurnal Cycle in CF
In the case of cloud fraction, we present and discuss only the diurnal variations ΔCF = CF− 〈CF〉.
Figure 7 shows the diurnal cycle in CF1 (thin liquid water clouds) in the upper panel and those of CF2
(thick supercooled liquid water clouds) in the lower panel. The diurnal cycle in ΔCF1 has a maximum
of 2% at 10:00 LT. Generally, the sub-daily variation is less than 5%. The climatology of CF2 showed
that the thick supercooled liquid water clouds mainly occur during winter. The lower panel of Figure 7
shows that the curves of December and January have a strong diurnal variation with a fast decrease
of ΔCF2 at 10:00 LT. This means that the occurrence of the thick supercooled liquid water clouds is
favored during the nighttime and in the morning hours until 10:00 LT. Possibly, a part of the clouds
are depleted by insolation during the daytime. The amplitude of the diurnal cycle in CF2 is about 4%
in December and January.
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Figure 7. Seasonal dependence of the diurnal cycle in cloud fraction ΔCF1 (thin liquid water clouds)
and ΔCF2 (supercooled thick liquid water clouds) as a function of local time over Bern for the time
interval 2004–2016. The panels show ΔCF = (CF − monthly mean of CF). The black dots indicate the
annual mean of the seasonal curves.
Figure 8 shows the diurnal cycle in CF3 (thick warm liquid water clouds) in the upper panel and
those of CF4 (all liquid water clouds) in the lower panel. The strongest diurnal variation is found for
CF3 and CF4 in October and November with deviations of about ±10% for CF4. Maximum values
are reached at 07:00 LT and then a decrease starts towards the minimum, which is reached at 16:00 LT.
Our daily experience with the cloud cover above Bern during autumn supports this objective
measurement. Often, the clouds disappear around noon in autumn. A similar diurnal variation
of cloud cover was derived by [13] from the ISCCP-C2 cloud climatology for the cloud category of
maritime non-convective low-level clouds. “Maritime climate” may fit to Switzerland since it has
a west coast climate and many lakes. The study of [13] showed that each cloud category has a different
diurnal cycle. Min, M. and Zhang, Z. [39] presented a sinusoidal-like diurnal cycle in cloud fraction
(five-year mean of SEVIRI observations over the southeast Atlantic). They found a slow 20% decrease
of CF starting after sunrise and lasting until the evening.
In the case of CF3 in June, there seems to be an increase in the late afternoon, which might be
connected to diurnal convection and cloud formation as described by [38].
The behavior of the annual mean of the diurnal cycle in Figure 8 (black dots) is a bit similar to
those of ILW in Figure 6. Cloud solar absorption may explain the decrease of CF and the slightly
negative values during the daytime.
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Figure 8. Seasonal dependence of the diurnal cycle in cloud fraction ΔCF3 (warm thick liquid water
clouds) and ΔCF4 (all liquid water clouds) as a function of local time over Bern for the time interval
2004–2016. The panels show ΔCF = (CF − monthly mean of CF). The black dots indicate the annual
mean of the seasonal curves.
3.6. Seasonal Variation and Diurnal Cycle in Rain Fraction
Analogously to cloud fraction, one can define rain fraction (RF), which is a measure of the
occurrence of rain droplets in the measurements of TROWARA. Here, rain or rain droplets occur if
the ILW measurements of TROWARA are greater than or equal to 400 g/m2. At the edges of a time
interval of rain, ILW increases or decreases within a short time from a small value to a high value or
vice versa so that the choice of the threshold (e.g., 300, 400, or 500 g/m2) plays a marginal role for the
calculation of rain fraction [32].
Figure 9a shows the seasonal variation in rain fraction which varies from about 4% in winter
to about 11% in summer. Figure 9b depicts the diurnal cycle in ΔRF = RF − 〈RF〉. Rain fraction is
enhanced by a few percent in the late afternoon during the summer months of June and July. This
diurnal cycle in rain fraction might be connected to diurnal convection and precipitation over land
during summer as described by [38].
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Figure 9. (a) seasonal variation in rain fraction (defined in the text) observed by the TROWARA
radiometer in Bern from 2004 to 2016. The error bars indicate the standard deviation of the monthly
mean from year to year. (b) seasonal dependence of the diurnal cycle in rain fraction ΔRF (for
ILW as a function of local time over Bern for the time interval 2004–2016. The panel shows
ΔRF = (RF − monthly mean of RF). The black dots indicate the annual mean of the seasonal curves.
4. Conclusions
The TROpospheric WAter RAdiometer (TROWARA) continuously measured cloud fraction (CF),
integrated liquid water (ILW) and integrated water vapour (IWV) in Bern in Switzerland from 2004
to 2016. For our study, we derived hourly means from the TROWARA data sampled every 10 s.
We presented and discussed the diurnal cycles in cloud fraction (CF), integrated liquid water (ILW) and
integrated water vapour (IWV) for different seasons and the annual mean. Furthermore, we divided
CF into four categories: thin liquid water clouds (CF1), thick supercooled liquid water clouds (CF2),
thick warm liquid water clouds (CF3) and all liquid water clouds (CF4).
The amplitude of the mean diurnal cycle in IWV is 0.41 kg/m2. The sub-daily minimum of IWV is
at 10:00 LT, while the maximum of IWV occurs at 19:00 LT. The relative amplitudes of the diurnal cycle
in ILW are up to 25% in October, November and January, which is possibly related to a breakup of the
cloud layer at 10:00 LT. The minimum of ILW occurs at 12:00 LT, possibly explained by the maximum
loss of cloud droplets due to maximum insolation at noon. In the case of cloud fraction of liquid water
clouds (CF4), maximum values of +10% are reached at 07:00 LT and then a decrease starts towards
the minimum of −10%, which is reached at 16:00 LT in autumn. This breakup of cloud layers in the
late morning and early afternoon hours during autumn seems to be typical for the weather in Bern.
A similar behavior is observed for CF3 so that we conclude that mainly thick warm liquid water clouds
are responsible for the described diurnal variation in autumn. Finally, the TROWARA observations
show that rain fraction is enhanced in the late afternoon hours in June and July.
The study showed that long-term measurements of a microwave radiometer equipped with
an additional infrared channel objectively provide information on the diurnal cycle in six atmospheric
water parameters. This information is of great interest for cross-validations with satellite data,
high-resolution reanalyses and model simulations.
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