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It is shown that the maximum code length and the sum of all 
code lengths is dependent upon the method of merging combined 
frequencies in a Huffman minimum redundancy encoding. By bot- 
tom merging a combined frequency below a set of frequencies with 
equal weight an optimu m encoding is obtained that has minimum 
~.~ piL i  , minimum L. . . .  and minimum ~ L~ . 
A minimum redundancy encoding has been described by Huffman 
(1952) and Gilbert and Moore (1959) have shown that this encoding has 
a cost which is less than or equal to that of any uniquely decipherable 
encoding for a given alphabet. Huffman stated that it is possible to 
rearrange (merge) combined frequencies in any manner among equally 
likely frequencies without affecting the average code length. Mandelbrot 
(1954) has also pointed out that encoding procedures can be equal in 
cost even when their trees are not isomorphic. Gorn (1960) in his proof 
of the Huffman algorithm showed that a permutation of the branches 
of a tree at the nodes gives rise to a class of trees whose total path lengths 
are equivalent. 
I t  is the purpose of this paper to show that from the number of opti- 
mum encodings that can exist for a given alphabet, there is at least one 
encoding in which the length of the longest code, L . . . .  and the total 
length of all codes, ~ L i ,  are also minimal. Minimization of these latter 
two parameters can be significant in computer programming and storage 
allocation. 
Huffman's graphical method for finding an optimum encoding is 
based on the construction of a frequency tree. The two lowest frequencies 
which comprise a prefix set are combined to form a node and the com- 
bined frequency is merged in the diminished list of frequencies. The next 
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two lowest h'equencies are then combined and the resulting frequency is
again merged in the diminished list. Given N frequencies, the procedure 
is terminated after N - 1 combinations. The length of each code is the 
number of nodes in the path starting at the uncombined frequency and 
terminating at the (N - 1)st node. 
To show that the sum of the lengths of all paths is dependent upon 
the merging rule and to prove that bottom merging results in an optimum 
encoding with minimum ~ L~ and minimum L.... , the binary tree is 
introduced. 
A tree is a directed graph consisting of a set of points called nodes and 
a set of ordered pairs of these points called branches, a la2  designates the 
branch joining node al to node a2. al is the initial node or boundary and 
a2 is the terminating node or boundary of the branch. A collection of 
branches of the form a la2 ,  a2aa ,  " • , a , ,_~ is a path. The path is called a 
circuit if the initial and terminating nodes of a path are identical. 
The degree of a node of a directed graph is the number of branches of 
the graph for which it is a boundary. The out-degree of a node of a 
directed graph is defined as the number of directed branches from that 
node; the in-degree of a node of a directed graph is defined as the number 
of directed branches to that node. 
A binary tree is now defined as a directed graph which contains no 
circuits and has the following properties (Hibbard, 1962): 
(i) There is one and only one node, called the root, such that for any 
node, a, there exists one and only one path which begins with a and 
ends with the root. 
(it) The  in-degree of each node, a, is either two or zero. 
It is obvious that the out-degree of each node is one with the excep- 
tion of the root whose  out-degree is zero. 
The  node is said to be a proper node if the in-degree is two and  a blank 
node (leaf) if the in-degree is zero. The  length of a path is the number  of 
proper nodes in a path. 
A level/c of a tree consists of those nodes which lie on a path of 
length/c f rom a root. The  root lies on the first level. It follows that the 
number  of possible nodes on the/c-th level of a binary tree is 2 ~-~. A defi- 
cient level is defined as a level/c which  contains less than 2 k-1 proper 
nodes. The  number  of missing nodes is called the deficiency of the level. 
A proper node wh ich  is the terminal boundary  of two branches whose  
initial boundaries are both proper nodes will be called a 0-deficient proper 
node for it will contribute zero deficiency to the next lower level. A proper 
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node which is the terminal boundary for branches from one proper and 
one blank node will be called a 1-deficient proper node for it will con- 
tribute a deficiency of one proper node to the next lower level. A proper 
node is a 2-deficient proper node if it is the terminal boundary of two 
branches from blank nodes. 
Let us now consider a binary tree with i blank nodes. We will first 
determine the least upper bound and the greatest lower bound of the 
sum of the lengths of all paths, each path beginning with a different blank 
node and terminating in the root. 
A binary tree with i blank nodes has exactly i -- 1 proper nodes. The 
sum of the lengths of all paths ~ L~ can be maximized by arranging the 
proper nodes of the tree so that exactly one proper node appears on each 
level. This is illustrated in Fig. l(a) for the case of i = 6. L6' = 20 is 
maximum and hence L' is the least upper bound of the sum ~ L~. 
The maximum number of levels v (including a level containing only 
blank nodes) is clearly v = i and the maximum ~ L~ is the arithmetic 
progression, maximum ~ L~ = (2 + 3 + .-.  + i) = 1/i(i - l ) ( i  + 2). 
I t  is noted in Fig. l(a) that all levels of the tree, exclusive of the first 
level, are deficient levels. The sum ~ L~ can be minimized by rearranging 
the paths in such a way as to eliminate as many deficient levels as is 
possible. By placing two proper nodes on level 2, as shown in Fig. l(b), 
the total length of all paths is reduced to 16 and the number of levels is 
also reduced from six to four. L"  is minimum and hence Ltt is the greatest 
lower bound of the sum under consideration. It is also apparent from 
Fig. l(b) that a rearrangement of the branches at the nodes will give an 
equivalent ~ L~ thus giving rise to a class ot trees whose total path 
lengths are minimum. 
In general, the value of ~ L~ can be minimized by doubling the num- 
ber of proper nodes at each successive level, starting at the root, until 
all available proper nodes are exhausted. For i blank nodes in a binary 
tree the minimum number of levels u is given by 2 u-1 < 2i = 2 ~ . 
The minimum ~ L~ can be obtained by enumeration from which the 
general expression is derived: 
min ~ L~ = 2( i  - 1) + n(i - 2") + ~-~-'~=-~1 j2 , 2 ~ < i < 2 n+l. 
The above discussion has not considered the contents of the blank 
nodes. Let us now assign a weight to each blank node, the weight being 
the frequency of symbol s~ of an alphabet. This weight will be designated 
f~. Without loss of generality, the weights can be normalized to give the 
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FIG. 1. Least upper and greatest lower bounds for ~ L~. (a) Maximum 
L~(i = 6). (b) Minimum ~ L~(i = 6). 
probability distribution of the symbols of the alphabet. We now wish 
to generate a binary tree that will render minimum ~ f~L~, minimum 
L~, and minimum L. . . .  
The procedure previously described minimizes the sum of the lengths 
of all paths in a tree by assigning deficiencies to the lower levels of the 
tree. Hence a merger ule is desired that will ensure a maximum number 
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of 0-deficient proper nodes at the upper levels of the tree and restrict he 
deficient proper nodes to the lower levels. 
Let the fl'equencies be ranked in order of increasing frequency and let 
weights fl and f~ be assigned to the two smallest frequencies (blank 
nodes). Their sum will be designated fi* = fl + f2 • The combined fre- 
quency fl* will form a 2-deficient proper node and will appear on the 
(k -- 1)st level of the tree, where k is the bottom level furthest from 
the root. 
Because of the constraint of combining the two lowest weights the tree 
will have the property that the maximum weight of a node on the j th 
level can never be greater than the minimum weight of a node on the 
(j - 1)st level. 
The combined frequency fl* is now compared with f4, the second blank 
node of the next pair of the blank nodes. One of three possibilities exist: 
(i) fl* < f4, (ii) f~* = f4, (iii) f~* > f4. 
(i) If f~* < f4, there is no choice and the combination rule requires 
that ft* be eombined with f3 to form the 1-deficient proper node f*~ 
lying on level k -- 2. 
(ii) If f~* = f~, two alternatives are available for the next combina- 
tion: 
(a) Merging fl* above f4 requires the combination of f~* -t- f3 to form 
a 1-deficient proper node lying on level/c - 2. f~ must then be eombined 
with the next ranking frequency and the resulting deficient proper node 
will also lie on level k - 2 or a higher level. 
(b) Merging f~* below f4 permits combination of f8 + f~ to form the 
2-deficient node f~* which lies on level k - 1 together with node f~*. 
fl* can now be paired with the next ranking frequency to form a 0-de- 
ficient or a 1-deficient proper node on level k -- 2 depending upon the 
frequency distribution. 
In general, merging a combined frequency below a set of frequencies 
with equal weight will assign deficiencies in levels of a tree to the lowest 
levels and will therefore minimize the sum of the path lengths. This 
merging rule will be called bottom merging. Placing a eombined fre- 
quency above a set of frequencies of equal weight will be called top 
merging. 
(iii) If  fl* > f4, f~* is merged in the frequency list in its proper order. 
If fl* is distinct, it will be merged either above or below frequency f~ 
depending upon whether f~* is less than or greater than f~. However, if 
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TABLE I 
MERGING Oe~mNs, f~* = f~ 
Top merging Bottom merging 
fi-l~ fi-1 
f ,  j T~ f, \ 
f, f~* J 
f~-i f¢-I 
fl j 
f~+l fi+,J 
B1 
B2 
fl* = f~, it may be merged either above or below f~ without violating the 
ordering of the list. The two methods of merging establish two orderings 
each of which can incorporate fx* in two combinations depending upon 
the way the frequencies are paired. See Table I. 
In merge T1 the 1-deficient proper node (f~_l -~- f~*) will lie on level 
k - 2 and hence the 2-deficient proper node (f~ + f~+~) must also lie on 
the (k - 2)nd or a higher level. The latter deficiency will be propagated 
through the lower levels of the tree. 
In merges T~ and B1, the 1-deficient proper node (f~* + fi) is formed 
and the node formed with f~  will lie on the same level as (fl* + fl) or 
on a higher level depending upon the frequency distribution. Again, the 
deficiency will be propagated through the lower levels in the latter case. 
In the B2 merge, f~* is combined with f~+l which must lie on the same 
level as f~*. The 2-deficient node formed from f~_~ + f~ will either lie on 
the same level as the node formed from f~* ~- f~+l or one level below. 
However, since the level below is the kth or bottom level, only the blank 
nodes f~ and f~_l can lie on this level. Hence a deficiency isnot assigned to 
the (k - 1)st or any higher level. 
The same reasoning holds true for merging any combination of two 
frequencies in an ordered list. Whenever a choice is available, bottom 
merging will insure that the minimum sum of all path lengths is achieved 
by assigning deficiencies to the lower levels of the tree and filling the 
upper levels with 0-deficient proper nodes. 
The variation in Lmax and ~ L~ using three merging rules is illustrated 
in Fig. 2. The starred numerals above the nodes designate the order of 
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FIG. 2. Summation of path lengths with different merging rules, (a) Top 
merging. (b) Random merging, (c) Bottom merging. 
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combination. In the random merging procedure, both top and bottom 
merging were used. I t  is noted that while ~ f iLl remains constant, top 
merging results in the largest value of Lm~x and ~ Li and bottom merg- 
ing results in minimum values. Obtaining minimum ~ Li ensures that 
Lm~x will also be minimum but not the converse. 
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