Background subtraction is an essential processing component for many video applications. However, its development has largely been application driven and done in an ad hoc manner.
INTRODUCTION
Background subtraction is an early and essential processing component for many video application systcms. Its goal is to separate out the foreground, or more accurately the region of interesr, from the rest of the video. Over the years, background models have evolved from a static, single Gaussian representation into more complex models such as adaptive Gaussian mixtures that handle real world conditions. Several researchers have applied Gaussian mixtures for background modeling in surveillance applications. However, that work often focused on overall system performance, and background segmentation is was applied in an ad hoc manner.
Many methodologies for background segmentation have been reported, almost one in every object tracking system. Typical solutions rely on a training period to collect statistics of the truc background represented by mean and variance [IO] or a pair of bounds [3]. Recently, automatic background estimation based on models that are more complex has been proposed [ I,2,8]. We favor the Gaussian mixture model [8] over the nonparametric, kemel-based approach [I] for its efficiency and analytical form. However, the decision problem at the pixel level has received little formal treatment, largely because it was never intended for use in isolation. Consequently, its usage tends to be application driven and ad hoc.
Some formulations of this process have been made, however, usually in a very constrained context.
For example, a framework based on explicit modeling of the illumination and surrounding noise was proposed [7] . This system is not adaptive to scene changes and requires a training period, leaving limited application context. A more general treatment of the problem was provided in [9] where the desirable properties of a 0-7803-7750-8/03/$17.00 02003 IEEE backgmund modeler were outlined and a three level processing framework was proposed. However, no solution was offered for pixel level processing.
In this paper, we present a Bayesian formulation of the background segmentation problem at the pixel level based on Gaussian mixture modeling. Gaussian mixtures are not only appropriate for modeling real world data, their analytical form also fits well into a statistical framework. With an explicit expression of the underlying pixel distribution, the original background segmentation problem can be formulated as two independent density estimation problems. The first problem is to model the distribution of values observed at each pixel .location with a Gaussian mixture, which is application independent. The second is classification of constituent Gaussians as foregmind or background, which is inevitably domain specific. We also derive an explicit formulation of the background model and its representation, which has not been addressed in earlier works.
The rest of the paper is organized as follows. In Section 2 we describe the framework and provide a formulation for the background model. We describe our solution to the two density estimation problems in Section 3. The proposed framework is tested on real meeting and traffic videos and compared to the algorithm of [SI. The results are presented in Section 4, followed by conclusions.
BAYESIAN FRAMEWORK

Framework Overview
At the lowest level, video background segmentation is a binary classification problem: decide whether each pixel in the frame at time t is foreground or background. From a Bayesian perspective, this decision should be based on the posterior probability of the pixel being background P(Bb), where x denotes the pixel observed in the frame at time r and B denotes the background class. Without giving a precise definition of foreground and background, which is most likely application dependent and requires higher-level semantics, we consider them as two mutually exclusive classes as defined by some oracle.
Considering the value observed at a pixel over time results from different real world processes, a Gaussian mixture is appropriate to model the distribution, with each Gaussian representing an underlying process.
Gk is the k-th Gaussian and g k ( x ) -g ( x , p k , u k ) i s the normal density function. Under this distribution model, the original posterior probability can be reformulated as
Segmentation consists of two independent problems: estimating the distribution of a// observations at the pixel (within a time window) as a Gaussian mixture, and evaluating how likely each Gaussian in the mixture represents the background. There is an intuitive interpretation for this framework. Considering the observations at each pixel location result from a number of discrete processes, we first color quantize them to reveal the underlying processes, then each process is evaluated as being foreground or background.
Therefore, a pixel observed at a given time is classified as foreground if its probability of being foreground, expressed in terms of a mixture distribution and posteriors of the Gaussians, is greater than 0.5.
A solution to the first problem provides us with estimates of P(Gk) and P(xlCk). A solution to the second problem gives us an estimate of P(B1Ck). The first problem is analogous to color quantizing pixel values to reveal underlying processes, and is relatively application independent, at least from a theoretical standpoint. The second problem relates to classifying an individual process as foreground or background, which is inevitably application dependent and heuristic based. This is where domain specific priors or higher-level semantics can be used.
Obviously, perfect segmentation cannot be achieved at the pixel level alone. For example, it would be impossible to distinguish a walking person from a rotating fan whose signal shares identical characteristics without an understanding of the event. There are a number of ways for imposing higher level semantics on background segmentation. For example, region and frame level processing 191, active masks 141 and coupled object models [6] have been used. It is difficult to generalize about this type of interaction, and the topic is beyond the scope of this paper.
Background Model
Solving the two density estimation problems discussed in the previous section provides all the information that's needed for background segmentation. Nonetheless, it is useful to define what is the background model. This problem has not been explicitly addressed in the literature, and it is often confused with the pixel distribution model. However, we show that there is a natural and theoretically sound definition under this framework.
If we can separate all observations into their respective
classes, the background model should consist of the portion of observations that are believed to be background, or P(x,B). Assuming P(xICk,B)=P(xlCk), the background model at pixel (r,c) at time 1, M(r,c,r) , should be represented by M(r,c.f) = P(x,B)= Z P ( x I B,Ch)P(Gk 1 B)P(B)
In the most general form, the background model consists ofthe original mixture distribution P(x) with the Gaussians weighted by P(BIGk). However, the actual model depends on the assignment of P(B(Gk). For instance, if we enforce only the best Gaussian candidate to have P(BICk)=I, and the rest 0, we still have a single Gaussian background model, although it is selected from a mixture distribution. Similarly, this is a generalization of the labeling rule used in earlier works 14.81 where the best b Gaussians are labeled background. This is equivalent to a dichotomous decision with P(B1Cx) equaling either 1 or 0, but the number of Gaussians labeled as background is not limited to one. However, a binary labeling leads to abrupt changes when a Gaussian switches from foreground to background or vice versa. Those discontinuities are eliminated in the generalized formula. We should point out that M(r,c,f) incorporates P(B), which expresses the probability of observing the actual background. This is useful in applications such as meeting systems where the background behind a person is never revealed.
It is often useful to obtain an image representation of the background model for the purpose of visualization or analysis of background events. A straightforward solution is to use the mean ofthe Gaussian most likely to be background. A drawback of this method is that the image will stay constant until a change suddenly occurs and a different Gaussian becomes the best candidate. A more intuitive representation is the expected value of the background process. Therefore, 
IMPLEMENTATION
The conceptual framework presented in Section 2 depends on P(x) and P(BICk). We describe our implementation for these two density estimation problems in this section.
Estimate P(a)
Using a Gaussian mixture for density estimation is a well studied problem. Considering the real-time nature of video signals, the constraint for our application is that an online, instead of batch, learning algorithm is needed and the model must adapt to distribution changes over time. The adaptive filtering algorithm typically used [2,4,8] employs a fixed learning rate and converges v e v slowly. We propose using an adaptive learning rate schedule for each Gaussian that significantly improves the convergence speed and approximation results. We summarize the algorithm below. A detailed discussion and experimental results of this algorithm can be found in 151. Let w,{t), ~( f ) , ~' ( t ) be the weight, mean and variance estimation of the i-th Gaussian at time I. The weights and means are initialized to 0. Variances are set to a large value Vo. A parameter acontrols temporal retention. Then at time f , for any Gaussian Gk that matches x, its parameters are updated After every iteration, all weights are updated using
The criterion for selecting a Gaussian for reassignment can be application dependent. For example, we have also t i e d argminj{P(BIGj)} to retain background candidates longer, but we have noticed very little difference in performance. Compared to the work of [8] where qk=n.gk(x), we observed that the new formulation performs much better.
Estimate P(BIG*)
Unlike the previous problem of density estimation where the objective and desired algorithm behaviors are well defined, estimating &BIGk) is largely based on heuristics and is application dependent. However, compared to the original classification task for P(Bb), the problem is simpler because more context can he utilized in estimating P(BIGk).
Since background is typically observed more often and displays less variation in value, w/a provides a good basis for the decision [SI. In addition, domain specific priors based on the location of the pixel or the mean of the Gaussian can be incorporated. For example, in our system for detecting people in meeting videos, a bias is placed against skin-colored Gaussians being background [61. Furthermore, background models at neighboring locations and global statistics over the entire image provide additional context for refining this estimate.
In this implementation, we approximate P(BIGk) with bk=wk .(Ea 1%) where E, is the expected value of the variance for a background Gaussian. We estimate this by averaging the variance of the top 25% of Gaussians in the entire image that have the largest /'(BIGk). The maximum is set to I.
It should be pointed out that QBIG,) is considered independently for each Gaussian and, therefore, does not sum up to one. This discussion eventually depends on the precise definition of background, Nevertheless, this is the most general case and can be constrained to suit different applications. For instance, in most surveillance applications objects can move and any object can become background afler remaining still for a while. Under this definition, it is reasonable to assume a certain amount of observation during any time window belongs to the background. This is the strategy used in [4, 8] where the background process is estimated by selecting a minimum number of Gaussians to provide at least T pen-ent coverage of the observations. Obviously, the same heuristic can he used in our framework. On the other hand, in certain applications such as meeting video analysis, the true background for some = (I -a). w ; ( t -l ) + a -( p ; ( x ) -~~( 1 -l ) ) .
I
location in a video can be constantly occluded and never revealed. This conclusion may come about from other evidence such as where the speaker is located or an object model that identifies a person in that position. In those situations, it may be desirable to indicate that the "background is never seen rather than calling the person background. Of course, how the true background can be estimated in that case is a different issue.
EXPERIMENTAL RESULTS
The proposed framework was tested on traffic and meeting videos. The same mixture density estimation and classification modules are used for both sequences. We used three Gaussian mixtures with a=O.O05. The input was represented in YUV space and diagonal covariance matrices were assumed. The RGB space produces similar but slightly more speckled results. Since the purpose of the experiment was to compare the proposed framework to the prior art, for which we used the algorithm described in [SI, we did not include any domain specific priors such as skin tone information for the meeting video or any special handling of shadows in the traffic sequence.
The system runs at I Sfps on 160x120 video on a 2FHz PC.
The effectiveness of the proposed method can be seen from Figure I , which shows the results on four frames of the traffic video, roughly 15 seconds apart. The results shown on the second row illustrate that the prior art method was unable to separate the road from relatively heavy traffic, and it picked out only the high contrast area. The reason is that the prior art technique adapts slowly and requires the road to remain empty for a sufficiently long time so that it can construct an accurate background model. As a result, the road and oncoming traffic were merged into a Gaussian with a large variance. In contrast, our method quickly estimated the true color and illumination variance of the road and detected the entire vehicle, as shown in the bottom row. Independently of the framework, these results could have been improved had shadow removal k e n done.
Similar observations can be made from the meeting video in Figure 2 . In these three frames taken approximately 20 seconds apart, the prior art method picked out the person only when he moved into a high contrast area. ,In the middle frame, the person was completely missing and blended in with the background.
On the other hand, the proposed method achieved almost perfect segmentation except in the last frame where part o f the person's body was missing because the shirt color matched the dark background. T h i s is a limitation that can be overcome with high-level information.
The algorithms' ability to adapt is shown in the background models on the bottom two rows of Figure 2 . The mean of the background Gaussian produced by the labeling rule [SI is shown in the fourth row, and the expected value of the mixture as proposed in Section 2 is shown in the fifth row. From the first column, which is 20 seconds into the video, it can be seen that the prior art technique maintained the initial value of the background. The person's original position at time zero was clearly visible. The proposed method, however, obtained a good estimate of the room without a person although the room was never empty. Half way between the first column and the second column, the mug was removed. As the background model began to shifl, it can be seen from the middle column that the old method made the transition by leaving out fragments of the mug; whereas in the proposed framework, the transition was made by fading out the mug. Finally, in the last column, the old method still had a poor estimate of the background afier one minute, the proposed method had constructed a new background model without the mug.
CONCLUSIONS
We presented a statistical framework for background segmentation based on Gaussian mixture modeling. We showed that a set of intuitive and theoretically sound solutions could be formulated in terms of two density estimation problems. With our proposed solution to those problems, the framework was applied to meeting and traffc video segmentation. The superior performance over existing methods validates our theory. The second row shows results from a prior art method, which could only detect the person when he was in the high contrast area. The proposed method, shown in the third row, achieved much better segmentation. Background models produced by the labeling rule and the proposed formulation are shown in the fourth and fifth rows, respectively.
