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a b s t r a c t
This paper develops an analytical approximation for the distribution function of a terminal
value of a periodic series of buy-and-hold investments placed over a fixed time horizon
for the case when log-returns of assets follow a p-th order vector auto-regressive process.
The derivation is based on a first order Taylor conditioned approximation with a suitably
chosen conditioning variable. The results indicate a remarkably good fit between the
approximating procedure and simulations based on realistic parameters.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
There seems to be no consensus on the model of asset returns to be used in long term asset allocation. Nevertheless, one
can list properties for themodel of asset returns where there is some agreement. First, for well diversified portfolios the log-
normal model seems a reasonable assumption, especially if the investment period is longer than one year. Secondly, returns
on investments in different asset classes, such as bonds and equities, exhibit cross-correlation and also serial dependence
of returns. Thirdly, one has to accommodate the possibility that even for large and well diversified portfolios the volatility
of returns may exhibit temporal variation. See [1] for a review of assumptions leading to various models.
If we put aside the third feature of asset returns dynamics, the assumptions can be captured bymodeling the logarithm of
gross returns of various assets or asset classes by a vector auto-regressive process. Such description of asset returns dynamics
has been considered in [2–6]. For other early references to modeling log-returns by AR(IMA) models see [7,8]. If the error
terms in the vector auto-regressive process are assumed to be normally distributed then the return on a single asset will be
log-normally distributed.
Deriving approximations for quantiles for auto-regressive returns using the Monte Carlo simulation may be both inac-
curate and impractical. Following the work of [9–11] we show how an analytical approximation for the quantiles of the
distribution function of the final value of the portfolio can be obtained. The method is to calculate the conditional expecta-
tion of the final value given a suitable linear combination of log-returns of assets in the portfolio. The conditional expectation
is a sum of termswhich are comonotonic and log-normally distributed and hence one can compute quantiles in closed form.
The distribution of the conditional expectation turns out to be a good approximation of the distribution of the final value of
the investment.
The structure of the paper is as follows. The second section provides a brief overview of the Taylor conditioned approx-
imation. The third section describes the VAR(p) process, and derives the formulae for expectations and variances needed
to derive quantile approximations. The fourth section derives the approximating distribution function of the final value of
the portfolio. In the fifth section analytical approximations are compared to simulation results. In the last section we draw
conclusions and discuss possibilities for future extensions of our work.
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2. Taylor conditioned approximation
This section outlines the method of Taylor conditioned approximation. Suppose one is interested in the distribution of a
linear combination of log-normally distributed variables
S =
N−1−
k=0
αk · eZ(k,N), (1)
whereαk are positive constants and Z = (Z(0,N), Z(1,N), . . . , Z(N−1,N)) is assumed to be amultivariate normal random
vector. One may think of αk as representing the amount invested in the kth period and of Z(k,N) as the investment return
over the time horizon of the remaining N − k periods. The random variable S thus represents the accumulated value of a
series of periodic investments.
The distribution function of S in general cannot be written in tractable closed form. One way of approximating quantiles
of S is to use a first-order Taylor series expansion which provides an approximation to the distribution function of S in
analytically tractable form. This approach, however, seems to produce good results onlywhen the variances and covariances
of Z are small, which is a rather restrictive assumption. Dhaene et al. [10,11] have shown that the conditional expectation of
S given the first-order Taylor approximation of S has a distribution that accurately approximates the distribution of S itself.
One writes
E [S | Λ] =
N−1−
k=0
αk · E

eZ(k,N) | Λ (2)
whereΛ is defined as1
Λ =
N−1−
k=0
αk · eµk · Z(k,N) (3)
whereµk denotes the expectation of Z(k,N). Note that the expression (3) is, up to an additive constant, a sum of first order
Taylor series expansions of the original terms of the sum around the expectations of Z(k,N). This conditional expectation
(2) reproduces the statistics of S more accurately and therefore provides a better approximation to the distribution of S than
just replacing the sum of log-normal random variables by a sum of normal ones.
Recall that Z = (Z(0,N), . . . , Z(N − 1,N)) is a multivariate normal random vector. Recall further that for (X, Y ) a
bivariate normal vector with E(X) = µ, E(Y ) = ν, var(X) = σ 2, var(Y ) = τ 2 and corr(X, Y ) = ρ one has
E

eY | X = expν + ρτ(X − µ)
σ
+ τ
2
2
(1− ρ2)

. (4)
As X is equal in distribution to µ+ σΦ−1(U)where U is uniform on (0, 1) one has
E

eY | X d= expν + ρτΦ−1(U)+ τ 2
2
(1− ρ2)

where the symbol d= denotes equality in distribution and Φ−1 is the inverse of the standard normal distribution function.
LetΛ be as in (3). Then (Z(k,N),Λ) is a bivariate normal vector and by (4) one has
E [S | Λ] d=
N−1−
k=0
αk exp

µk + ρkτΦ−1(U)+ τ
2
2
(1− ρ2k )

(5)
where µk = E(Z(k,N)), ρk = corr(Z(k,N),Λ) for k = 0, 1, . . . ,N − 1, and τ 2 = var(Z(k,N)). If the ρk are positive then
all the terms in the sum (5) are increasing functions of Φ−1(U). Since the terms are then comonotonic the pth quantile is
given as the sum of pth quantiles of the terms in the sum hence
Qp (E [S | Λ]) =
N−1−
k=0
αk exp

µk + ρkτΦ−1(p)+ τ
2
2
(1− ρ2k )

. (6)
Formulae (5) and (6) are special cases of formulae (18) and (19) in [13].
1 For more on choosing the appropriate conditioning random variable, and in particular, the coefficients in the linear combination of the Z(k,N),
k = 0, 2, . . . ,N − 1, see [12].
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As an example assume Z(k,N) = Xk + · · · + XN−1 where X0, . . . , XN−1 are i.i.d. with Xk ∼ N(µ, σ 2). A calculation gives
that under these assumptions
E [S | Λ] d=
N−1−
k=0
αk exp

(N − k)µ+ (N − k)σ
2
2
(1− r2k )+
√
N − k rkσΦ−1(U)

(7)
with U uniform on (0, 1) and rk is given by
rk =
N−1∑
j=k
j∑
k=0
αkekµ(N − k) N−1∑
j=0
 j∑
k=0
αkekµ
2 . (8)
These formulae appear as special cases of formulae (87) and (88) in [13]. Note that the coefficients rk are non-negative
implying that the sum in (7) is strictly increasing in Φ−1(U). By comonotonicity of the terms in the sum it follows that the
quantiles are the sum of quantiles of individual terms in the sum hence
Qp(E [S | Λ]) =
N−1−
k=0
αk exp

(N − k)µ+ (N − k)σ
2
2
(1− r2k )+
√
N − krkσΦ−1(p)

. (9)
For an overview on comonotonicity and its applications see [10,11]. Milevsky [14], Ahčan [15] and Dhaene [13] have shown
that the approximation derived in (9) provides a remarkable fit as long as the volatility of returns is below 30%, a restriction
most well diversified portfolios will satisfy.
3. Description of asset dynamics
We are interested in determining the distribution function of a terminal value VN after N periods of a series of invest-
ments. We write
VN =
N−1−
k=0
αZk · eZ(k,N) +
N−1−
k=0
αYk · eY (k,N) +
N−1−
k=0
α
rf
k · erf (k,N). (10)
Here αZk denotes the portion of αk invested in stocks at time k = 0, 1, . . . ,N − 1, αYk the portion invested in bonds, and αrfk
the portion invested in the risk free asset. In line with that eZ(k,N) denotes the return on investment placed in stocks over
the period k to N . Similarly eY (k,N) and erf (k,N) stand for the returns on the investment made in bonds and the risk free asset
respectively. In case of constant allocation buy-and-hold strategies where an investor follows a typical investment pattern
where each new capital inflow is allocated according to some predetermined assetmix, say, 30% stock index, 20% bond index
and 50% risk free asset, the Eq. (10) simplifies to
VN = αZ ·
N−1−
k=0
eZ(k,N) + αY
N−1−
k=0
eY (k,N) + αrf
N−1−
k=0
erf (k,N). (11)
As one can see from Eq. (10), the terminal value of our investment placed in different asset classes over the finite horizon
(0,N) is equal to the sum of accumulated returns on each asset class.
Let us now turn to the description of the dynamics of the returns of risky assets. Following the work of Kandel and
Stambaugh [2], Campbell [3,4], Hodrick (1992), Barberis [5], and Campbell et al. [6], we assume that the log-returns in
period k on stock and bond indices are described by a vector process Xk where the components of this vector are stock and
bond returns respectively. One then has [Z(k,N), Y (k,N)]′ = Xk + · · · + XN−1. Marín-Solano et al. [16] consider such a
model where the returns over time are assumed to be i.i.d. but do exhibit cross-correlation. In this paper we will assume
that Xk is a vector auto-regressive process of order p given by
Xk = A0 + A1Xk−1 + A2Xk−2 + · · · + ApXk−p + εk (12)
for k = . . . ,−1, 0, 1, . . . so the model allows for serial correlation and cross-correlation. This means that approximations
for sums of dependent log-normal randomvariables need to be found. Approximations for such amodel have been suggested
in [17] and also in [11]. This paper develops approximations for the non i.i.d.case. For an earlier version of the paper see [18].
In order to fully describe the VAR(p)model in (12) we define that A0 is vector of intercepts and Aj are matrices consisting
of slope coefficients. It is assumed that the eigenvalues of the matrix I −∑pj=1 Aj all lie within the unit circle and A0 is
appropriately chosen so that the process of returns Xk can be assumed to be stationary. Note that stationarity implies
that expected returns are constant and there is no temporal variation in volatility. The error terms εk are assumed to
be i.i.d. bivariate normal with mean 0 and with constant variance–covariance matrix Ω , and each εk is independent of
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. . . ,Xk−2,Xk−1 for k = . . . ,−1, 0, 1, . . .. Denote such an auto-regressive process by VAR(p). Note that all the calculations
can be extended to higher dimensional VAR(p) processes.
We will assume that the initial period is k = 0. It will be convenient to write the VAR(p) model as a stacked VAR(1)
process. Define
Xk = (X′k,X′k−1, . . . ,X′k−p)′1×2p, A0 = (A′0, 0′, . . . , 0′)′1×2p (13)
and
Xk−1 = (X′k−1,X′k−2, . . . ,X′k−p−1)′1×2p, εk = (ε′k, 0′, . . . , 0′)′. (14)
Let
A =

A1 A2 · · · Ap
I 0 · · · 0
0
. . . · · · 0
0 · · · I 0

2p×2p
.
The stacked VAR(1) can be written as
Xk = A0 + AXk−1 + εk, (15)
with the variance–covariance matrix of εk equal to
ε =

Ω 0 · · · 0
0 0 · · · 0
0
. . . · · · 0
0 · · · 0 0

2p×2p
.
Starting from X0 the process (15) evolves according to
Xk =
k−1
i=0
AiA0 + AkX0 +
k−1
i=0
Aiεk−i. (16)
Denote ξNk = [Z(k,N), Y (k,N)]′. Let
M =
[
1 0 0 · · · 0
0 1 0 · · · 0
]
2×2p
.
Pre-multiplying of Xk byM gives Xk. Similarly, pre-multiplying the sum of Xk withM gives ξNk as
ξNk = M
N−
i=k
Xi = M
N−
i=k
AiX0 +M

N−
i=k
i−1
j=0
Aj

A0 +M
N−
i=k
i−1
j=0
Ajεi−j. (17)
Rearranging this last sum (17) can be rewritten as
ξNk = M
N−
i=k
AiX0 +M

N−
i=k
A¯i−1

A0 +M
k−
i=1
Ak−iA¯N−kεi +M
N−
i=k+1
A¯N−iεi (18)
where A¯i are matrix polynomials defined as
A¯i =
i−
j=0
Aj.
We will need conditional expectations and conditional variances of ξNk given X0.
Lemma 1. Let Xk be a stacked VAR(1) process as defined in (13). Then
(i) The conditional expected value of ξNk is given by
E

ξNk | X0
 = M N−
i=k
AiX0 +M

N−
i=k
A¯k−1

A0. (19)
(ii) The conditional variance–covariance matrix of ξNk is given by
var

ξNk | X0
 = M k−
i=1
Ak−iA¯N−kεA¯′N−k

Ak−i
′M′ +M N−k−
i=1
A¯N−k−iεA¯′N−k−iM
′. (20)
Proof. The proof is a straightforward calculation using independence assumptions and matrix manipulation. 
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4. Approximations and simulations
We turn to deriving an approximation for the distribution of VN defined in (10) when the returns are driven by a VAR(p)
process. By analogy to [10,11] we choose
Λ =
N−
k=1
αZk e
µkZ(k,N)+
N−
k=1
αYk e
νkY (k,N) (21)
where µZk = E(Z(k,N)|X0) and µYk = E(Y (k,N)|X0). In matrix notation we can write
Λ =
N−
k=1
αkξ
N
k (22)
where αk = [eµkαZk , eνkαYk ]. Note that the risk-free term can be ignored because it only contributes a deterministic shift to
the overall distribution. Note that the conditioning variableΛ is, up to an additive constant, equal to the sum of first-order
Taylor series of (10) around the expectationsµk and νk respectively. Vanduffel et al. [12] consider various conditioning vari-
ablesΛ and find examples that improve the final approximation. For the sake of simplicity we consider the straightforward
Taylor conditioning.
Using (18) and rearranging the terms yields
Λ =
N−
k=1
αkM
N−
i=k
AiX0 +
N−
k=1
αkM

N−
i=k
A¯i−1

A0 +
N−
k=1

N−
i=k
αiMAi−kA¯N−i +
k−1
i=1
αiMA¯N−k

ϵk. (23)
Denote
A˜k =
N−
i=k
αiMAi−kA¯N−i +
k−1
i=1
αiMA¯N−k. (24)
Lemma 2. Let Λ be as defined in (22) and A˜k as in (24).
(i) We have
var (Λ|X0) =
N−
k=1
A˜kεA˜′k. (25)
(ii) We have
cov

ξNk ,Λ|X0
 = M k−
i=1
Ak−iA¯N−kϵA˜′i +M
N−
i=k+1
A¯N−iϵA˜′i. (26)
Proof. The first part follows by independence assumptions and matrix manipulation. For the second part compute
cov

ξNk ,Λ|X0
 = covM k−
i=1
Ak−iA¯N−kεi +M
N−
i=k+1
A¯N−iεi,
N−
j=1
A˜jεi

=
k−
i=1
N−
j=1
Ak−iA¯N−kcov

εi, εj

A˜j +M
N−
i=k+1
N−
j=1
A¯N−icov

εi, εj

A˜j
=
k−
i=1
Ak−iA¯N−kϵA˜i +M
N−
i=k+1
A¯N−iϵA˜j.
Note that independence assumptions have been used in the last derivation. 
From Lemmas 1 and 2 it is possible to derive the covariances needed to compute the conditional expectations. As X0 is
assumed to be known it will be reasonable to condition on X0 as well. We compute
E [VN | Λ,X0] =
N−1−
k=0
αZkE

eZ(k,N) | Λ,X0
+ N−1−
k=0
αYk E

eY (k,N) | Λ,X0
+ N−1−
k=0
α
rf
k e
rf . (27)
By (5) we have
E

eZ(k,N) | Λ,X0
 d= expµZk + ρZk τ Zk Φ−1(U)+ (τ Zk )22 1− (ρZk )2

(28)
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Fig. 1. The QQ plot of the approximating sequence (empty squares) and the simulated distribution (line).
whereµZk = E(Z(k,N)|X0), τ Zk = var(Z(k,N)|X0) and ρZk = corr(Z(k,N),Λ|X0). A similar calculation is done for terms that
contain Y . By the additivity property of the quantiles of a comonotonic sums, see [11] the quantiles in (28) can be computed
easily.
Let us turn to simulations. In the two cases we consider the results indicate that analytic approximations provide a high
degree of accuracy.
Example 1. Let Xk be a VAR(1) process, where one of the assets can be interpreted as a stock index and the other a bond
index. For the purpose of the simulation procedure we chose the following set of parameters: the length of the investment
period N is 20 years, αZk = αYk = 1 and A0 = 0,
A1 =
[−0.4 0
0 0.2
]
.
The vector of 0 period returns X0 = (0.1, 0.04)′1×2, and the matrixΩ equal to
Ω =
[
ε2 0.5εη
0.5εη η2
]
with ε = 0.1 and η = 0.04. Observe that with this choice of parameters the conditional annual standard deviation of asset 1
is equal to 10%, whereas the conditional annual standard deviation of asset 2 is equal to 4%. Such values were considered by
[1]. Besides higher standard deviation of stock index a lower cross-correlation between stock and bond index is chosen. Thus
this case can be summarized as a low volatility and high cross-correlation example, whereas the next can be interpreted as
a high volatility and low cross-correlation example. When one considers e.g. mutual funds composed of stocks and bonds
one does indeed find lower volatility and higher cross-correlation. Furthermore, it is mathematically interesting to see the
performance of approximations in this setting.
The quantile plots for both the approximating sequence and the simulated distribution (300,000 simulations are per-
formed to obtain a suitable convergence of the simulated distribution).2 Fig. 1 shows the QQ-plot of simulated versus
approximated quantiles. The fit is remarkably good. Even in the high quantiles (1% and 99%) the difference between the
approximated sequence and simulated values is less than 1%. Table 1 gives a few sample quantiles obtained by the analytic
approximation and MC simulation.
Example 2. For the second case we chose a set of the parameters as close as possible to the historical values implied by the
regression results of Campbell et al. [1,6]. In determining the values of the parameters we primarily focus our attention on
the form of the variance–covariance matrix Ω since it is the error terms that will likely cause the lack of fit between the
2 The code in S-PLUS is available from the authors.
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Table 1
Simulated and approximated distribution function quantiles.
Quantile Approximation Monte Carlo
0.01 28.39 28.25
0.05 31.40 31.28
0.50 40.42 40.39
0.90 47.63 47.63
0.95 52.57 52.60
0.99 58.78 58.87
Source: Own calculations.
Fig. 2. The QQ plot of the approximating sequence (empty squares) and the simulated distribution (line).
Table 2
Simulated and approximated distribution function quantiles.
Quantile Approximation Monte Carlo
0.01 18.59 18.15
0.05 23.21 23.03
0.50 43.21 42.90
0.90 76.59 76.19
0.95 91.35 92.23
0.99 129.16 129.63
Source: Own calculations.
original and approximated sequence [11]. In line with the aforementioned research in [1,6] the following set of parameters
is chosen: the investment period is N = 20, αZk = αYk = 1, A0 = 0,
A1 =
[−0.8 0
0 0.1
]
2×2
and X0 = (0.1, 0.04)′1×2, and the matrixΩ equal to
Ω =
[
ε2 −0.05εη
−0.05εη η2
]
2×2
with ε = 0.16 and η = 0.04. Fig. 2 shows that the fit is remarkable in this case as well.
The fit shown in the graph is confirmed by the values reported in Table 2.
In summary, both numerical examples show that the approximating sequence provides an accurate approximation to the
simulated values. The findings are in line with earlier results in the literature for the i.i.d. case, see [17] and also and also in
[11]. As usual onewould expect that the quality of the approximating sequence deteriorateswith increased volatility of asset
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returns, see [13]. However, for the cases consideredwith realistic choice of parameters it was shown that the approximating
sequence provides a remarkably accurate fit with the difference between the simulated values and the approximating
sequence smaller than 1% even in the upper quantiles.
5. Conclusions
In this paper, we propose to apply the method of approximating a sum of dependent log-normally distributed random
variables by a comonotonic sum, based on a conditioning technique to the case of auto-regressive model of yearly returns
and in a buy-and-hold framework. The conditional distribution for a general investment strategy cannot be analytically
expressed even in the case of a simple one dimensional investment strategy (periodically investing one monetary unit in
only one asset) since this will lead to a sum of log-normally distributed auto-correlated variables. To overcome this problem
we extend the ideas of Rogers and Shi [9] in a continuous setting, and in Kaas et al. [17] and Dhaene et al. [10,11] for the
discrete case, and show how the technique of conditioning on the first order Taylor expansion series can be applied to
the case of n assets with log-returns described by a VAR(p) process to yield an analytical approximation of the original
distribution function. As the results of simulation using a similar set of parameters as in [6] show the technique provides an
accurate fit against the simulated distribution.
There are several possible extensions. First, the results of this paper can be further generalized to derive upper and lower
bounds in the sense of convex order for the underlying distribution. This approach of imposing upper and lower bounds
has an economic interpretation in terms of utility theory or Yaari’s dual theory of choice under risk (see [10,11] and in
[19,20]). Second, the methodology used in this paper can be used to handle reserving problems in insurance as described
in [13]. A further possible extension is to include random instead of fixed payments and assume stochastic volatility.
The approximating sequence can be obtained by double conditioning with terms equal to the appropriate conditional
expectations of the original terms. Another possible extensionmay be to apply the results of the paper to optimal investment
decisions. One could consider different proportions invested in bonds and stocks and compare the quantiles of the terminal
wealth at fixed probability level for these different choices. The optimal buy-and-hold strategy could then be chosen as the
one with the highest quantile. Last but not least alternative choices of the conditioning variableΛmay lead to even better
approximations, and we leave that for further research.
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