Abstract. In this paper, we investigate the relation between stability and lower-bound functions of Markov C 0 -semigroups on KB-spaces.
Introduction
In a di¤erent …elds, the investigation of Markov operators in L p -spaces has signi…cance. Particularly in ergodic theory, Markov operators play an important and incredulous role and it is a suitable generalization of a conditional expectation. On L 1 and L 1 -spaces, Markov operators are de…ned in a di¤erent ways. When we consider ergodic Markov operators, we also see a di¤erent kind of ergodic operator de…nitions. Actually, all of these de…nitions of Markov operators describe a subclass of the positive contraction operator class. In this paper, the main object is also a Markov operator which is de…ned on a Banach lattice and the de…nition is given by [5] and then the de…nition of Markov operator net is given in [3] .
Moreover, the lower bound technique is also a useful tool in the ergodic theory of Markov processes. The technique was originated by Markov, 1906-1908 but it has been …rstly used by Doeblin, see [2] to show mixing of a Markov chain whose transition probabilities possess a uniform lower bound. It was the main tool in proving the convergence of the iterates of some quadratic matrices and applied in the theory of Markov chains.
Preliminaries
Let E be a Banach lattice. Then E + := fx 2 E : x 0g denotes the positive cone of E. On L(E); there is a canonical order given by S T if Sx T x for all x 2 E + . If 0 T , then T is called positive. A Banach lattice E is called a KB-space whenever every increasing norm bounded sequence of E + is norm convergent. In STABILITY AND LOW ER-BOUND FUNCTIONS 243 particular, it follows that every KB-space has order continuous norm. All re ‡exive Banach lattice and AL-space are examples of KB-spaces.
Before proving the following results, we need to de…ne a Markov operator semigroup on a Banach lattice E. If we consider in the sequence case = (T n ) n2N , each element of is Markov operator, still we need a common …xed point e 0 . For instance even on L 1 -space, the element T m of might not be a Markov operator on the new norm space (L 1 ; e 0 n ) for each n 6 = m 2 N, [7] .
As a remark, if we consider the net as = (T n ) n2N as the iteration of a single operator T , Markov operator sequence means T is power-bounded. It is the general version of the de…nition in [5] where T is contraction. It is well known that if T is a positive linear operator de…ned on a Banach lattice E, then T is continuous. It is also well known that if the Banach lattice E has order continuous norm, then the positive operator T is also order continuous. We note that the Markov operators, according to this de…nition, are again contained in the class of all positive power-bounded and that the adjoint T 0 is also a positive and powerbounded. For more details, we refer to [5] .
In the following theorem, we will establish the asymptotic properties of C 0 Markov semigroups on KB-spaces. For the proof, we refer to [1] and [3] Theorem 2.2. Let E be a KB-space with a quasi-interior point e, T = (T t ) t2R be a C 0 Markov semigroup on E and A T t be the Cesaro averages of T . Then the following assertions are equivalent:
i There exists a function g 2 E + and 2 R, 0 < 1 such that
ii The net T is strongly convergent and dimFix(T ) < 1.
Mean Lower Bound Function
In this section, we give results about asymptotic stability in terms of lowerbounds on KB-spaceS. The results play an important role in the investigation of asymptotic behavior of many classes of Markov operators.
At …rst, we give the following two de…nitions used in [6] .
De…nition 3.1. Let T be an one-parameter Markov semigroup on KB-spaces. T is called asymptotically stable whenever there exists an element u 2 E + \ U E where U E := fx 2 E : kxk = 1g such that
kT t x uk = 0
for every element x 2 E + \ U E . We say that a lower-bound function h is nontrivial if h 6 = 0.
Before proving equivalence of asymptotic stability and existence of lower-bound function, we investigate A mean lower-bound function.
We
+ n f0g. We refer to [7] for the proof of the lemma.
Lemma 3.3. Let (x n ) n2N be an order bounded sequence in a KB-space and let x 0 2 E 0 be strictly positive. Then lim n!1 kx n k = 0 if and only if lim n!1 hjx n j ; x 0 i = 0.
Theorem 3.4. Let T be a Markov operator on a KB-space with a quasi-interior point e. Then the following assertions are equivalent: i There exists an element g 2 E + \ U E such that
for every x 2 E + \ U E . ii There exists a nontrivial mean lower-bound function h for T in the space (E; e 0 ).
for every x 2 E + \ U E , then g is automatically a nontrivial mean lower-bound function for T .
(ii) ) (i) : Let h be a mean lower-bound function of T in (E; e 0 ), namely
Since the norm on (E; e 0 ) is an L 1 -norm, then we can consider
where := 1 khk (E;e 0 ) = 1 hh; e 0 i for each x 2 E + \ U E .
By Theorem 2.2, AT n whereT j e 0 x = j e 0 T x for lattice homomorphism j e 0 : E ! (E; e 0 ). converges strongly to the …nite dimensional …xed space ofT . Therefore by Eberlein's Theorem E e 0 = Fix(T ) Ker(T ):
In addition by Theorem 4.1. in [8] , Fix(T ) is a sublattice of (E; e 0 ) and by Judin's Theorem, it possesses a linear basis(u i )
where n = dimFix(T ) which consists of pairwise disjoint element with kũ i k (E;e 0 ) = 1, i = 1;
; n. Since T u i = u i for each i = 1;
; n,
is pairwise disjoint with kũ i k (E;e 0 ) = 1 the condition 3.1 ensure that dimFix(T ) = 1. Therefore Fix(T ) = Rũ 1 and for every element
Lower Bound Function
The following theorem is the other main result of a one-parameter Markov semigroup. Theorem 4.1. Let T be a C 0 Markov semigroup on a KB-space with a quasiinterior point e. Then the following assertions are equivalent:
i T is asymptotically stable. ii There exists a nontrivial lower-bound function h for T in the space (E; e 0 ).
Proof: (i) ) (ii) : Let T be asymptotically stable then u is automatically a nontrivial lower-bound function for T .
(ii) ) (i) : Let h be a nontrivial lower-bound function of T in the space (E; e 0 )..
Case I. Assume T to be a Markov operator and T = (T n ) 1 n=1 to be a discrete. Since any lower-bound function is a mean lower-bound function, by Theorem 3.4, T is mean ergodic and E = Ru (I T )E. It su¢ ces to show that
If f 2 (I T )E, then without loss of generality there exists x 2 E such that f = (I T )x. Since T is Markov, then there exists e 0 > 0 such that T 0 e 0 = e 0 . By Lemma 3.3, we know that lim n!1 kT n f k = 0 if and only if lim n!1 hjT n f j ; e 0 i = 0 for strictly positive e 0 2 E 0 . Since hf; e 0 i = h(I T )x; e 0 i = hx; (I T 0 )e 0 i = 0 and hf + f ; e 0 i = h((I T )x) + ; e 0 i h((I T )x) ; e 0 i ; then h((I T )x) + ; e 0 i = h((I T )x) ; e 0 i :
NAZIFE ERKURŞUN ÖZCAN
Notice that (hjT n f j; e 0 i) n is a decreasing sequence, since T is a contraction. Therefore for every f 2 (I T )E, we obtain hjf j; e 0 i = lim n!1
hjT n f j; e 0 i = inf n hjT n f j; e 0 i
Suppose there exists an element f from (I T )E with
hjT n f j; e 0 i > 0:
hjT n xj; e 0 i > 0 = L := lim n!1
hjT
which is impossible. Therefore lim n!1 hjT n xj; e 0 i = 0, so lim n!1 kT n xk = 0:
Case II. In this case, we reproduce the argument from [6] . Take any t 0 > 0 and consider the operator T t0 . If we take the discrete semigroup (T n t0 ) n , h is a nontrivial lower-bound function for it. From the …rst case, there exists a unique T t0 -invariant density u such that
Firstly, we show that T t u = u, for every t > 0. Assume there exists t 0 > 0 with x 0 = T t 0 u. Hence because x 0 2 E + \ U E . Since t 0 is arbitrary, u is T -invariant. Consider any element x 2 E + \ U E , and hjT t x uj; e 0 i is decreasing. Since for the subsequence (nt 0 ) n , lim n!1 hjT nt0 x uj; e 0 i = 0, then we obtain lim t!1 hjT t x uj; e 0 i = 0. By Lemma 3.3, lim t!1 kT t x uk = 0.
In general, the lower bound technique helps to achieve ergodic properties of the Markov process from the fact that there exists a small set in the state space. The time averages of the mass of the process are concentrated on that set for all su¢ ciently large times. If this set is compact, the existence of an invariant probability measure can be obtained easily.
