Evapotranspiration (ET) is an important ecohydrological process especially in arid and semi-arid regions. In this study, a new radiation module based on MODIS data has been coupled with the Surface Energy Balance Algorithms for Land (SEBAL) to better estimate ET. The accuracies of the coupled model for estimating available energy and sensible heat (H) were improved significantly compared with the outputs from the original SEBAL which was based on empirical equations. The coupled SEBAL modelled instantaneous λET agreed much better with observations in the arid land of Central Asia than the original SEBAL, with a bias of −2.86 W m -2 , root mean square error (RMSE) of 9.75 W m -2 , and normalized RMSE (NRMSE) of 0.13. The accuracy was blurred when scaling ET to a daily or monthly scale, mainly due to the uncertainties associated with temporal upscaling methods that were applied. Sensitivity analysis, which was conducted using numerical variance-based techniques, indicated that the estimated ET is sensitive to the available energy, suggesting the importance of obtaining accurate estimates of net radiation when applying the coupled SEBAL to estimate ET. This study provides a simple and reliable way to utilize MODIS products and contains sensitivity analysis for helping to correctly interpret the outputs, which are both important for large-scale ET estimation.
Introduction
Evapotranspiration (ET) is one of the critical ecohydrological processes which connects the hydrological cycle and energy partitioning, and impacts on ecosystem productivity through the adjustment of carbon source/sink dynamics (Burba and Verma 2005 , Oki and Kanae 2006 , Schwalm et al. 2011 . Conventional in situ estimation techniques, such as weighing lysimeter, Bowen ratio system, eddy covariance and sap flow techniques, cannot be applied to estimate ET from large heterogeneous areas since they are mainly based on a variety of local measurements and land parameters that are not readily available (Li et al. 2009 ). Remote-sensing technology is one of the attainable ways to estimate ET in large heterogeneous landscapes, due to its advantages in large coverage, lower costs, and the potential to be applied to ungauged areas. These advantages enable its wide application in water-budget calculations, groundwater models, and other applications requiring accurate, spatially distributed ET (Compaoré et al. 2008 , Li et al. 2009 , Bastiaanssen et al. 2010 , Vinukollu et al. 2011 .
Energy balance methods are prevalent in remote sensing-based ET algorithms, which usually convert satellite-sensed radiances into land surface characteristics, such as albedo, vegetation indices, surface emissivity and surface temperature, and generally estimate ET as a residual of the land surface energy balance equation. Among them, Surface Energy Balance Algorithms for Land (SEBAL) is probably the most widely applied algorithm (Bastiaanssen et al. 1998a , 1998b , French et al. 2005 , including its evolved versions METRIC and M-SEBAL (Allen et al. 2007 , for ET estimation. As SEBAL requires fewer inputs while producing relatively accurate outputs, it has been widely used in the estimation of water consumption by natural vegetation and agricultural crops, crop water productivity, water depletion in a river basin, irrigation schedule optimization, and water resources management (Bastiaanssen et al. 2005 , Singh et al. 2008 , Allen et al. 2011 , Kiptala et al. 2013 , Li et al. 2013 . However, SEBAL relies on many empirical formulas, which may only be valid locally, to estimate its input parameters, especially for some components of the net radiation (R n ) and soil heat flux (G). These coefficients of empirical formulas should be validated carefully based on ground data when applying to other regions, since they may change significantly from site to site (Teixeira et al. 2009a (Teixeira et al. , 2009b ) and day to day. More mechanically based approaches are therefore needed in order to make it generally applicable. Furthermore, most previous studies only selected a few days (Patel et al. 2006 , Singh et al. 2008 , Teixeira et al. 2009a , 2009b , e.g. 1-2 days in a year, to reduce the inaccuracy of the empirical method of estimating R n , which limits their ability to produce long-term ET trends.
A previous study reported that sensible heat (H) estimated by SEBAL is not sensitive to R n (Long et al. 2011) , implying that latent heat (λET), the main target variable, should be sensitive to R n , since λET is generally calculated as a residual of the land surface energy balance equation. Meanwhile, R n , as the main driving force of ET, should have determined the spatial variation of ET in large (Long et al. 2010) . Even though R n is known to be influenced by many factors including time, location, land cover, atmospheric conditions and so on, and is usually calculated as a function of extraterrestrial solar radiation, atmospheric transmissivity, atmospheric emissivity, albedo, surface temperature, and surface emissivity (Niemelä et al. 2001a , 2001b , Diak et al. 2004 , Bisht et al. 2005 , the original SEBAL treats these parameters mostly in empirical approaches. For instance, atmospheric transmissivity, which is constrained by factors such as aerosol, water vapor, ozone depth, is simplified to be only a function of elevation in the original SEBAL, which certainly leads to overestimation if it is without careful consideration of various atmospheric factors. The mechanical scheme proposed by Bisht et al. (2005) and Bisht and Bras (2010) may be a suitable alternative, since it is able to capture the spatial distribution of R n without the requirement of ground data as model input and also explicitly recognizes the need for spatially varied input parameters.
The original SEBAL model is developed based on Landsat5 TM and Landsat7 ETM+ images for localand regional-scale applications. Alternative data from the Advanced Space-borne Thermal Emission and Reflection Radiometer (ASTER), Advanced Very High Resolution Radiometer (AVHRR), and Moderate Resolution Imaging Spectroradiometer (MODIS), were effectively used in former SEBAL applications (Bastiaanssen et al. 2002 , Bastiaanssen and Chandrapala 2003 , Kongo and Jewitt 2006 , Compaoré et al. 2008 , Hong et al. 2009 , Gebremichael et al. 2010 . Among them, MODIS has a great advantage in temporal resolution, which may estimate energy fluxes at daily time intervals. Moreover, the combination of information on 36 spectral bands from the MODIS sensor can provide a series of land parameters, e.g. albedo, aerosol depth, and surface emissivity, creating the possibility of estimating net radiation over a large heterogeneous domain without the need for ancillary ground data (Bisht et al. 2005) , which is impossible with narrow-band sensors like TM.
Sensitive analysis of SEBAL is not yet satisfactory in providing insights of input parameters to final ET estimation. Sensitivity analysis is a widely used method to quantify uncertainty in any type of complex model (Saltelli et al. 1999 , Marino et al. 2008 , Marx et al. 2008 , Ciric et al. 2012 . Although there are some studies available which focus on the sensitivity of the SEBAL model to its input variables (Timmermans et al. 2007 , Marx et al. 2008 , Wang et al. 2009 , Long et al. 2011 , they were more focused on scenario simulations rather than sensitive analysis itself. More systematic numerical sensitive analysis is hence required. The extended Fourier Amplitude Sensitivity Test (eFAST) method is one of the most accurate ways among the variancebased techniques, which can investigate the interactive effects among input parameters by varying input parameters simultaneously, rather than merely investigating each individual input parameter separately (Saltelli et al. 1999 , Lu and Mohanty 2001 , Ratto et al. 2007 ). This method should help to address the dilemma of clarifying the complex interactions among input parameters of SEBAL.
In the present study, we improved the SEBAL model by coupling one new R n estimating module according to the scheme proposed by Bisht et al. (2005) , Bisht and Bras (2010) and Gueymard (1998) , based on multiple MODIS products (hereafter referred to as the coupled SEBAL). The key objective is to provide a model for ET estimation over a large area in a more reliable way based preliminarily on MODIS data. The newly set up model was then validated using eddy covariance measurements in the arid land of Central Asia. In addition, sensitivity analysis has been carried out to interpret the sensitivity of ET estimation to various input variables.
Methodology

Brief description of the coupled SEBAL algorithm
The coupled SEBAL algorithm, like the original SEBAL, computes net radiation, sensible heat flux and soil heat flux for every pixel, from which the latent heat flux is acquired as a residual in the surface energy budget equation:
where G is soil heat flux.
The coupled SEBAL calculates R n in equation (1) from the incoming and outgoing wave radiation fluxes as
where α is ground surface albedo; R S↓ is incoming shortwave radiation; R L↑ is outgoing longwave radiation; R L↓ is incoming longwave radiation; and ε s is broadband surface emissivity. The algorithm adopted in the coupled SEBAL to estimate R n is similar to that used in Bisht et al. (2005) and Bisht and Bras (2010) , but the R S↓ estimation is replaced by a common parameterization scheme including direct beam radiation (R b ) and diffuse radiation (R as ), following the model published by Bird and Hulstrom(1981) , as
where R as is atmospheric scattering radiation; α a is atmospheric albedo; G sc is solar constant; τ b is beam radiation transmissivity; and θ is solar zenith angle, calculated following Duffie and Beckman (1991) :
where Φ is the local latitude; δ is the declination of the Earth; s is the surface slope; γ is the surface aspect angle; and ω is the hour angle. A physical model detailed by Gueymard (1998) is adopted in the coupled SEBAL to estimate τ b :
where m and OD are optical mass and optical depth, respectively; and subscripts O, R, G, W and A are ozone absorption, Rayleigh scattering, mixed gases absorption, water vapour absorption, and aerosol extinction, respectively. Subscript c represents the top atmospheric layers (O 3 and NO 2 ), which is of conceptual importance because its broadband optical depth, OD c , does not vary appreciably with time (apart from the predictable air mass effect) and can be easily estimated. Water vapor absorption and aerosol extinction are mainly located in the bottom layers, and vary particularly over time. We also noted that the original SEBAL adopted an empirical parameter τ sw as transmissivity of both direct solar beam radiation and diffuse radiation to the surface, which equals (
The R L↑ is obtained from surface emissivity and surface temperature, although R L↓ is also dependent on air emissivity and near-surface air temperature.
where ε a is atmospheric emissivity; σ is the StefanBoltzmann constant (5.67 × 10 -8 W m -2 k -4 ); T s is surface temperature (K); T a is near surface air temperature (K); T d is dew point temperature (K); and e 0 is vapour pressure (hPa).
The second item in the right-hand side of equation (1), G, is estimated as a proportion of R n using an empirical equation following Li et al. (2009) :
The third item on the right-hand side of equation (1), H, is obtained by near-surface temperature gradients:
where C P is air specific heat (1004 J kg -1 K -1 ); ρ air is air density; r ah is aerodynamic resistance to heat transport (s m -1 ); and dT is difference between T a at the reference height and the aerodynamic temperature. To solve the two unknowns in the right-hand side of equation (6a), the original SEBAL uses a very novel parameterization scheme by assuming that dT is linearly related to T s and thereby obviates the need for aerodynamic temperature that is not readily available through conventional methods. Two 'anchor' pixels are selected to determine the coefficients of the linear relationship. For the 'hot' pixel, λET is treated as zero and H is therefore equal to its available energy. On the other hand, H is zero for the 'cold' pixel. The selection of 'anchor' pixels requires a prior knowledge of local conditions, and they are usually identified by the operator from land cover maps (Li et al. 2013) , or by the relationship between T s , NDVI and α (Timmermans et al. 2007 , Folhes et al. 2009 ). In the present study, we selected 'cold' pixels with low T s , high NDVI and low albedo at the same time, and 'hot' pixels with high T s , low NDVI and high albedo. When the 'cold' pixel is not picked up, based on the above criteria, we select open water body instead. Some studies argued that 'cold' pixels should not be selected in open water bodies because of the large difference of heat storage between water and land (Timmermans et al. 2007 ). However, Long et al. (2011) suggested that the selection of the 'cold' pixel was not related to the computation of the heat storage term, and only the T s of the 'cold' pixel is involved in the procedure for determining coefficients of a and b in equation (6a), regardless of other characteristic variables, such as available energy of the 'cold pixel. Hence 'cold' pixels can also been picked up over water bodies.
In order to account for the buoyancy effects, the Monin-Obukhov theory is applied. Corrections for atmosphere stability are obtained iteratively for each pixel (u*), requiring a series of iterations to determine new values of u* and r ah before obtaining numerical stability.
where k is von Karman's constant (0.41); u* is friction velocity (m s -1
); ψ h(2) and ψ h(0.1) are stability correction factors for heat transfer at the heights of 2 m and 0.1 m, respectively; ψ m(200) is the stability correction factor for momentum transfer at the 200-m height; and z om is momentum roughness length.
Given estimates of all the other components in equation (1), λET and instantaneous value of actual ET (ET i ) could be calculated for each pixel, from which daily ET and cumulative ET during a certain period can be derived, with a constant reference ET fraction (ETrF), defined as the ratio of the computed ET from each pixel to reference ET (ET 0 ):
where ET daily is daily ET; ET 0,daily is daily ET 0 ; ET 0,i is corresponding instantaneous value of ET 0 ; and ET period is the sum of ET in a certain period. The method applied in the coupled SEBAL is a reliable and simple way to enable the up-scaling from instantaneous value to seasonal value (Allen et al. 2007 ). There are also other methods of scaling from instantaneous ET i to daily ET available (Batra et al. 2006 , Jia et al. 2009 , Teixeira et al. 2009a , Ryu et al. 2012 .
A flowchart of the coupled SEBAL algorithm is illustrated in Fig. 1. 
Study area
A relative homogeneous 1 km × 1 km ground site (44°2 5′54″N, 87°54′9″E) was set up recently near the southern edge of Gurbantünggüt Desert to provide extensive measurements of soil, vegetation, meteorological properties and spectral characteristics for the purpose of ground and satellite remote sensing validation. An eddy covariance system was installed at a height of 11 m, while the vegetation height was estimated at 3 m. Observations of water flux from May to October in 2011 and 2012 were obtained and used in this study for validation. The area is characterized by a typical continental arid climate, being very cold in winter with snowfall, and very hot in summer. Annual mean temperature is 6.24°C, annual mean precipitation is 140 mm and corresponding ET 0 is about 998 mm according to the nearby national meteorological station Caijiahua (44°12′N, 87°32′E). The dominant species in this site is Haloxylon ammodendron, with only a few companion species found in these plant communities including some short-life vegetation in spring. More details on the study area can be found in Zheng and Wang (2014) .
Source data and input variables for the coupled SEBAL
Meteorological data, remotely sensed data, digital elevation models (DEMs), and ancillary parameters were collected in 2011 and 2012 for the application and validation of the coupled SEBAL. The ground meteorological data include instantaneous windspeed, nearsurface air temperature, dew point temperature and 30 min latent heat data for validation. Daily ET is calculated as the sum of instantaneous latent heat data of the day after a simple linear gap filling, and also as the value interpolated using equation (7b), from which the monthly ET is calculated. Remote sensing data are largely limited to MODIS products, which are available from MODIS land and atmospheric data products (http://reverb.echo.nasa.gov/), given their relatively high temporal resolution and multiple spatial resolutions (i.e. 250, 500, and 1000 m for visible bands and near-infrared bands, 1000 m for thermal infrared bands). MODIS data products applied in this study included MOD04_L2, MOD07_L2, MOD09GA, MOD11A1 and MOD13Q1 (tile H24V04). Brief descriptions of the data products are given in Table 1 . Data are for cloud-free days from May to October during which period there were 34 relatively cloud-free days. MOD04_L2 and MOD07_L2 are converted to the Sinusoidal projection as for the other L3 products.
MOD09GA level 3 daily reflectance data are used to estimate surface albedo by integrating band reflectance within the shortwave domain using a weighting function (Starks et al. 1991) :
where w is a weighting coefficient with values of 0.215, 0.215, 0.242, 0.129, 0.101, 0.062 and 0.036 for the seven MODIS bands of MODI09GA, respectively (Tasumi et al. 2008) ; n is the number of satellite bands integrated (n = 7); and ρ i is the reflectance of each of the seven MODIS bands of MOD09GA. MOD11A1 level 3 daily land surface temperature and emissivities for band 31 (ε 31 ) and 32 (ε 32 ) data were used to simulate instantaneous outgoing longwave radiation involved in R n . The ε s value is calculated using the following nonlinear formula (Liang 2005, Tang and Li 2008) :
Near-surface T a and T d were estimated from MODIS atmospheric profile product (MOD07_L2), following Bisht and Bras (2010) : 
where T a L is temperature at the lowest pressure level obtained from the MODIS data; P L is the lowest pressure level of the MODIS atmospheric profile measurement; P S is the surface pressure level obtained from the MODIS data; and g is the earth gravity constant. Although equation (10) is supposed to be strictly applicable to air temperature, it is employed in this study to estimate near-surface dew temperature following Bisht and Bras (2010) . The estimated near-surface dew temperature is needed for calculating air emissivity, which is required to calculate incoming longwave radiation.
MOD07_L2 provides precipitable water vapour and ozone length data, which were used to estimate τ b , combining with aerosol optical depth data provided by MOD04_L2 aerosol product. Land cover data were from the MOD12Q1 land cover product. The variable z om was estimated based on land cover according to NASA's Land Data Assimilation Schemes (LDAS), and was adjusted using slope data computed from DEM later (Allen et al. 2007) . MOD13Q1, the level 3 NDVI product, was utilized to simulate G and to facilitate visual identification of 'anchor' pixels to calculate H.
Sensitivity analysis
The objective of sensitivity analysis is to identify the critical inputs (parameters and initial conditions) of a model and quantify how input uncertainty influences the model outcome(s). The eFAST method, one of the most reliable methods among the variance-based techniques, was employed to perform the sensitivity analysis for the coupled SEBAL model. Details about eFAST can be found in Saltelli et al. (1999 Saltelli et al. ( , 2004 . It is a variance decomposition method (analogous to ANOVA): input parameters are varied, causing variation in model output. When input factors (e.g. parameters, initial conditions) are known with minor uncertainties, we can examine the partial derivative of the output function with respect to the input factors. This sensitivity measure can easily be computed numerically by performing multiple simulations with different input factors around a nominal value. The sensitivity degree was evaluated by sensitivity index (SI), which represents the fraction of model output variance explained by the input variation of a given parameter. The sensitivity level when considering the interactions among different parameters was judged by the total SI of each parameter (STI), which is calculated as the remaining variance of 1 minus the contribution of the entire complementary set of parameters.
We conducted sensitivity analysis in three ways. First, we analysed the sensitivity of available energy (R n -G) to its main input parameters, including NDVI, T s , T a , α, τ sw , ε s and ε a . Second, we took the intermediate parameter, available energy, as one main input into the model to examine the sensitivity of estimated instantaneous ET with available energy, T s , T a , z om , u z and 'anchor' pixels selection. For the sensitivity of 'anchor' pixels, which is only used in equation (6), the iteration step for H estimation, we chose available energy of the 'hot' pixel, T s of 'hot' and 'cold' pixels, and z om of 'hot' and 'cold' pixels, as surrogates. Finally, we tested the sensitivity of estimated instantaneous ET to all the above-mentioned parameters, without considering the intermediary parameter, available energy.
Statistical evaluations of model performance
The statistical indices, including bias, root mean square error (RMSE) and normalized RMSE (NRMSE) were used in this study to evaluate the model performance:
where y i represents the jth observation value and y 0 j represents the jth model result.
Results
Evaluation of ET estimates from the coupled SEBAL
In total, 34 clear days in 2011 and 2012 with available MODIS data were selected to estimate λET and ET in the present study. Table 2 presents statistical results for all estimated variables. To illustrate the behaviour of modelled T a and T d , they were estimated not just for 112 days during 2011 and 2012 when ground measurements were available. The MOD07 retrieved T a showed good agreement with the ground measurements, with Bias = 1.79°C, and NRMSE = 0.25 (Table 2 and Fig. 2) . Bisht et al. (2005) used air temperature in MOD07 at the 1000-hPa level to represent the air temperature at screen level height which certainly overestimated the air temperature. The MOD07 retrieved T d was not as good as the retrieved T a . However, near-surface T d is only used to compute ε a , which is not sensitive to either R n or ET according to our sensitivity analysis, showing very low SI and STI values for ε a ( Table 3) .
The diagrams of estimated available energy, H, and λET from the coupled SEBAL and the original SEBAL with observed data are illustrated in Fig. 3 . In general, the coupled SEBAL provided good estimates of instantaneous available energy, H, and λET and agreed well with the observations ( (Table 2 and Fig. 3 ). In addition, estimated instantaneous H from the coupled SEBAL also showed slightly better results than the original SEBAL (Table 2) . Consequently, much better performance of the coupled SEBAL with instantaneous λET estimation was noted, which had Bias = −2.86 W m At the daily scale, the estimation errors of the coupled SEBAL (Bias = −0.04 mm d -1 , and NRMSE = 0.22) tended to be larger than those of the instantaneous values (Table 2 and Fig. 4) . However, for the monthly scale, the performance rebounded with smaller Bias and NRMSE (Bias = −1.12 mm month -1 and NRMSE = 0.16) ( Table 2 and Fig. 4 ).
Sensitivity analysis of the coupled SEBAL to input parameters
Sensitivity analysis results are presented in Table 3 . Parameters α, τ sw , and T s showed highest SI and STI with available energy, for which summed SI of these three parameters only ever reached about 0.74. Even though T a showed lower SI and STI compared with the three parameters above with available energy, its impact was not so minor that it could be neglected. The impact of NDVI, ε s and ε a on available energy estimation was very limited, as their SI and STI were very low.
When R n -G is treated as an independent input of the model, its SI and STI can reach 0.56 and 0.61, respectively, clearly indicating its controlling role on ET estimation. In addition, the available energy of the 'hot' pixel also showed both high SI and STI. Although SI of T s is not very high, its STI are relatively high compared with other variables, indicating its impacts on the algorithm interactively. The sensitivity of 'anchor' pixels selection is also very high, since SI/STI sum of available energy of the 'hot/cold' pixel, T s of the 'hot/cold' pixel, and z om of the 'hot/cold' pixel are high (e.g. SI sum of these parameters equals 0.28). None of T a , u z and z om show high SI or STI, thus we take them as neglected impacts to the model outputs. The third method of the sensitivity analysis obtained results consistent with the other two methods. Overall, besides 'anchor' pixel selection, α and τ sw are sensitive parameters for the coupled SEBAL, since α and τ sw are sensitive parameters for R n estimation which is a highly sensitive parameter in the algorithm. The SI and STI of T a , ε s , ε a , u z and NDVI were low, indicating that they played minor roles in regional ET estimations.
Discussion
The coupled SEBAL vs the original SEBAL
The SEBAL approaches represent a maturing technology for deriving ET based on satellite-driven surface energy balance and have the potential to become widely adopted and tested under several climatic conditions at both field and regional scales (Bastiaanssen et al. 1998b , Patel et al. 2006 , Compaoré et al. 2008 , Li and Zhao 2010 , Allen et al. 2011 . Since R n is the main driving force of ET, its accuracy is vital for ET estimation. This has also clearly been shown in our sensitivity analysis where ET exhibited very high SI and STI with available energy (Table 3) . Compared with the original SEBAL, the proposed coupled SEBAL in the present study improved R n estimation by replacing the empirical approach with a much more advanced physicallybased scheme. This physically-based scheme has been claimed to be able to generate comparable R n values to the ground-based observations, with an RMSE of 52.42 W m -2 , and is the first to estimate R n solely using remote sensing information, which eliminates the need for ancillary ground information as input (Bisht and Bras 2011) . However, Bisht's method (Bisht et al. 2005) overestimates the downward shortwave radiation when solar zenith angle is less than 40° (  Niemela et al. 2001b) . Thus, we replaced the downward shortwave radiation scheme by combining the model of Bird and Hulstrom (1981) with the approach of Gueymard (1998) to estimate beam radiation transmissivity for further improvement. The model of Bird and Hulstrom (1981) is formulated according to a series of simple broadband models for clear-sky global radiation, and it was notable for accounting atmospheric condition in a simple but rigorous way, while the approach of Gueymard (1998) is a mature and widely used method to estimate beam radiation transmissivity (Wang et al. 2006) .
The results indicate that the method adopted in the present study estimated available energy much better than the DEM-based empirical method of the original SEBAL (Table 2) , and clearly show the superiority of the coupled SEBAL over the original SEBAL. Evaluation of the coupled SEBAL for 34 MODIS imagery acquisition dates in 2011 and 2012 demonstrates that the coupled SEBAL generally reproduces λET with an RMSE of 9.75 W m -2 , which shows a closer agreement with eddy covariance tower measurements than the original SEBAL. This has also explained the overall improvement in spatial variation of ET (Table 2) due to the critical role of available energy in ET.
Another important point of the coupled SEBAL is that MODIS products were used as the main input variables for the model. The approach not only simplified the procedures required by input variables, but also could have included some valuable parameters which cannot be provided by other data sources. Especially due to its wide spectral coverage, the MODIS products, i.e. MOD04 and MOD07, could provide T a , T d , water vapour, ozone thickness and aerosol optical depth, all of which are important in the operational estimation of τ sw but cannot be obtained from other data sources. In general, the data requirement of the coupled SEBAL can readily be met, involving routinely observed meteorological variables and remotely sensed products. et al. (2005) reported that typical accuracies of the original SEBAL ET estimations vary from 67% to 95% for instantaneous ET and from 70% to 98% for relatively long-term periods from 1 to 10 days. As a comparison, the coupled SEBAL estimated ET in the present study reached an accuracy of almost 95%. We noticed that the daily scale estimates performed worse than instantaneous and monthly scales, in terms of NRMSE, which increased from 0.13 to 0.22. However, the results we obtained from the coupled SEBAL at the daily scale were still much better than reported activities, when considering RMSE (Singh et al. 2008 , Teixeira et al. 2009a ). In addition, former validation activities were limited to much fewer days within a year in order to constrain the ground τ sw measurement close to the DEM-based empirical method, probably leading to underestimation of NRMSE. The validation in the present study includes all data as long as they occur with 'anchor' pixels, providing the ability to examine spatial distribution of long-term ET.
Model validation
Bastiaanssen
Better performance of the coupled SEBAL model on the instantaneous rather than the daily scale suggests that increasing uncertainties accompany the temporal upscaling. It is a prevalent way to estimate time-integrated ET by assuming that the evaporative fraction (the ratio of λET to available energy) is constant during daytime, from which daily scale ET can be estimated by multiplying instantaneous evaporative fraction with daytime integrated available energy (Jackson et al. 1983 , Brutsaert and Sugita 1992 , Verma et al. 1992 , Crago 1996 . However, this assumption is based on homogeneous grasslands or crops, and there are already some studies reporting that the evaporative fraction varies considerably during the daytime depending on soil moisture status and leaf area index (Leuning et al. 2004 , Cammalleri et al. 2012 . Ferguson et al. (2010) argued that the constant evaporative fraction approach was a major source of uncertainty in the remote sensing-based ET estimates. An alternative approach suggested by Ryu et al. (2012) , who developed a new upscaling scheme using the ratio of halfhourly sum of potential solar radiation to a daily sum of potential solar radiation, is to use a constant scaling factor instead. They claimed that the typical RMSE was almost 0.62-0.97 mm d -1
, corresponding to an NRMSE of 5-16%.We have also tried this approach and obtained an NRMSE of 28%, which is comparable with their results, and a bias of −0.30 mm d -1 , both worse than the outputs using the algorithm by Allen et al. (2007) that the coupled SEBAL adopted (Table 2) . There are also other methods that can be used for upscaling from instantaneous ET to daily or periodic ET (Batra et al. 2006 , Jia et al. 2009 , Teixeira et al. 2009a . However, the relatively poor performance on the daily scale suggests that there is an urgent need to improve the temporal scaling methods from an instantaneous value to a longer period, not just for SEBAL but also for all remote sensing algorithms and products.
Unexpectedly, monthly ET values showed better results than those on the daily scale. This may be due to the averaging effect and reductions in available samples for longer periods. Also, the performance was very similar to that of a former study (Bastiaanssen et al. 2010) . Even so, upscaling ET from instantaneous estimates to the daily or seasonal scale remains a challenge, at least for arid regions such as in this study, and needs to be addressed in the future.
The validation in this study was carried out in a flux tower site in arid land. We note that there are no generally accepted methodologies to validate distributed ET values to point flux station observations, and hence it is difficult to evaluate the reliability of model outputs over the entire domain (McCabe and Wood 2006) . The validation dataset could be from spatial measurement at a certain time, temporal measurement of a certain site, and time-series measurement at multiple sites (Li et al. 2013) . However, ground observation data are generally discrete and limited in number and with inherently associated measurement errors that should be kept in mind when performing such comparisons. Nevertheless, unfiltered point measurements seem to be an appropriate approach to validate remote sensing applications (Jiang and Islam 2001 , Bisht et al. 2005 , Batra et al. 2006 , Li et al. 2013 . In addition, the error of turbulent fluxes measured by the eddy covariance system also complicates the validation. It is considered that uncertainty in the measured fluxes may be caused by factors such as the lack of energy closure, flux underestimation during weak turbulence conditions, and advection (Wilson et al. 2002 , Baldocchi 2003 , Anthoni et al. 2004 . Moreover, it is generally accepted that the imbalance between measured flux and the actual value was of the order of 20% (Wilson et al. 2002) . In the present study, only data with short gaps of turbulent fluxes up to 2 h were included for further steps. Even so, it still cannot guarantee that only reliable data have been used. Furthermore, even though the selected research area and its surroundings (pixels) are relatively homogeneous, and for most cases the footprint was within the pixel as revealed by the footprint analysis for all eddy covariance data used in the present study, the mismatch between the spatial representativeness of ground measurement and remote sensing data will also impact on the validation in the heterogeneous area. Further extensive validations of the proposed coupled SEBAL are expected.
Sensitivity analysis
Sensitivity analysis of the SEBAL model has been proposed in several studies (Timmermans et al. 2007 , Wang et al. 2009 , Long et al. 2011 . However, most sensitivity analysis activities of the contemporary SEBAL model are still based on the difference between initial values (or reference values) and manually adjusted values which obviously lack generality. The sensitivity analysis in the present study is more systematically based, and used a numerical variancebased technique (eFAST). Variance-based measures of sensitivity are attractive because they measure sensitivity across the whole input space and thus can deal with nonlinear responses, and measure the effect of interactions in non-additive systems (Saltelli and Annoni 2010) . The eFAST was more efficient when calculating sensitivities than other variance-based global sensitivity analysis methods via Monte Carlo integration, although it has been criticized for its expensive computational cost (Marino et al. 2008) . In general, eFAST indicates which parameter uncertainty has the greatest impact on output variability, and it has been widely used to assess the adequacy of models and examine what factors affect models (Lu and Mohanty 2001 , Saltelli et al. 2004 , Ratto et al. 2007 , Marino et al. 2008 .
We conducted sensitivity analysis in three different approaches for systematic analysis. The first approach is to clarify the sensitive parameters for available energy estimation (or R n since G is treated as a function of R n ), while the second attempts to illustrate the sensitivity of SEBAL-estimated ET to available energy or R n , and other input variables, to show the that it is necessary to improve R n estimation in the algorithm. We exclude the available energy of the 'cold' pixel from the surrogate of 'anchor' pixels selection, because available energy of the 'hot' pixel is used to estimate H of the 'hot' pixel in the iteration step for H estimation, while H of the 'cold' pixel is always zero since all the available energy of the 'cold' pixel is assumed to be used for ET, which may not always be true but operational. The third approach is used to give an overall and complete sensitivity analysis to all input variables. Long et al. (2011) found that H is most sensitive to the temperatures of 'hot' and 'cold' pixels and the available energy of 'hot' pixels. Our sensitivity analysis further revealed that estimated ET is very sensitive to the selection of the 'hot' pixel (high SI with available energy, T s and z om of the 'hot' pixel in Table 3 ) but less sensitive to 'cold' pixels, although both of them influence the magnitude and distribution of resulting heat flux estimates through the determination of the coefficients of the relationship between T s and dT. Our results also showed that the impact on T s of 'hot' and 'cold' pixels was not very significant when considered individually, but tended to be very sensitive when interacting with other parameters, judging from their low SI and high STI. Furthermore, we have identified that estimated ET was most sensitive to the intermediate parameter of available energy, implying the critical role of accurate estimations of R n and the importance of replacing the empirical approach with a physically-based module as in this study. Generally, both λET and H increase and decrease concordantly with R n , especially in the diurnal context. However, the error or uncertainty accompanying the estimated R n will not cause the corresponding error in the SEBAL-estimated H. The premiere reason for the insensitivity is that SEBAL estimates H mainly through surface temperature, in which R n was only used to constrain the range of H during the processing, leading the error of estimated R n mainly being propagated to λET, rather than to H in SEBAL. The sensitivity analysis also indicates that ground windspeed plays a very negligible role. This may be caused by the assumption that the homogeneity in u 200 at a blending height is unaffected by surface features and the error introduced by other input variables, e.g. R n , is much larger than the error introduced by windspeed. The effects of z om and z om in 'anchor' pixels are also limited, similar to the results of Long et al. (2011) , who claimed the estimated H was found to be insensitive to z om under two commonly used heat transfer assumptions.
Conclusion
In this study we have improved the widely -used SEBAL model to estimate ET over large heterogeneous areas. The coupled SEBAL model attempts to overcome two major shortcomings of the current SEBAL approaches: (1) the R n module proposed by Bisht et al. (2005) and Bisht and Bras (2010) with Bird and Hulstrom's (1981) parameterization scheme for incoming shortwave radiation and the beam radiation transmissivity calculation from Gueymard (1998) were coupled into the original SEBAL model to replace empirical algorithms to ensure that the R n estimation was more spatially accurate, mechanical and reliable; and (2) various land (land surface temperature, land surface emissivity and land surface albedo) and atmospheric data products from MODIS have been adopted for possibly large-scale applications. Validation over the arid land of Central Asia suggests the superiority of the coupled model over the original SEBAL. Sensitivity analysis revealed that estimated ET was very sensitive to available energy and was sensitive to the anchor pixel selection, but was not sensitive to the ground windspeed and roughness length. This study provides a simple and reliable coupled model to estimate ET based on MODIS and an important tool for understanding large-scale ET dynamics.
Disclosure statement
No potential conflict of interest was reported by the authors.
Funding
This study was supported by the '973' Program (2012CB956204), the CAS project (Grant No. 1074041001), and the NSFC project (Grant No. 41371364) .
