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Abstract
We prove that Aut(Fn) has Kazhdan’s property (T) for every n Ê 6.
Together with a previous result of Kaluba, Nowak, and Ozawa, this
gives the same statement for nÊ 5.
We also provide explicit lower bounds for the Kazhdan constants of
SAut(Fn) (with nÊ 6) and of SLn(Z) (with nÊ 3) with respect to natural
generating sets. In the latter case, these bounds improve upon previ-
ously known lower bounds whenever n> 6.
1 Introduction
The study of Aut(Fn), the group of automorphisms of the n-generated
free group, is motivated to a large extent by the apparent similarities
between Aut(Fn) and SLn(Z), the special linear group over the integers.
The latter is a lattice in a semi-simple Lie group (of higher rank, if we
assume that nÊ 3), which has far reaching consequences. In particular,
linear representation theory of SLn(Z) is very rigid – this is reflected by
Margulis’s Superrigidity and by Kazhdan’s property (T).
The question of whether Aut(Fn) has Kazhdan’s property (T) is very
natural in the context of the search for similarities between Aut(Fn) and
SLn(Z). It was raised by many authors, e.g., [LP01], [BV06, Question
7], [BV10, page 4], and [Bre14, page 345].
For n= 2, the group Aut(F2) maps onto Out(F2)∼=GL2(Z), a virtually
free group, and thus does not have property (T). For n = 3, the group
Aut(F3) maps onto Out(F3), which is a virtually residually torsion-free
nilpotent group, as shown by J. McCool [McC89], and hence does not
have property (T). It was later shown by F. Grunewald and A. Lubotzky
in [GL06] that Aut(F3) is large, that is, that it virtually maps onto F2.
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This fact of course also implies that Aut(F3) does not have property (T).
For n= 4, the problem remains open. The first positive result has been
obtained by N. Ozawa and the first and third author in [KNO], where it
was shown that Aut(F5) does have property (T).
Property (T) admits many equivalent definitions; the one which is
central to our work is due to Ozawa [Oza16] and is expressed in terms
of the Laplace element in RG. Let G be a group with a finite symmetric
generating set S. The Laplacian ∆ ∈RG is defined by
∆= |S|−
∑
s∈S
s= 1
2
∑
s∈S
(1− s)∗(1− s), (1)
where ∗ : RG→RG is induced by g 7→ g−1. The group G is said to satisfy
Kazhdan’s property (T) if there exists λ> 0 and finitely many elements
ξi ∈RG such that
∆
2−λ∆=
∑
i
ξ∗i ξi . (2)
It can be shown that property (T) is independent of the finite gen-
erating set chosen. For a fixed S however, it is interesting to ask: how
much of the group do we need to explore to find such elements ξi (should
they exist)? More formally, we say that the pair (G,S) has Kazhdan ra-
dius at most R if (for some λ> 0) the element ∆2−λ∆ admits a sum of
squares decomposition as above, with the elements ξi supported in the
ball of radius R around 1 in the word-length metric on (G,S).
The main result of this paper is the following (see also Theorem 5.9).
Theorem 1. Aut(Fn) has property (T) for all nÊ 6.
Together with [KNO] we obtain the immediate corollary that Aut(Fn)
has property (T) for all n Ê 5. It is worth noting that the results and
methods of [KNO] are instrumental for the results presented here.
The proof of Theorem 1 is given in Section 5.2. For technical rea-
sons, we work with the group SAut(Fn), which is the kernel of the de-
terminant map Aut(Fn) → GLn(Z)→ Z/2Z and a subgroup of index 2
in Aut(Fn). For SAut(Fn) we provide an explicit estimate on Kazhdan
constants and we also show that the Kazhdan radius for SAut(Fn) is
at most 2 for all n Ê 5. Similarly, we give a new proof of property (T)
for SLn(Z) for n Ê 3, and bound the Kazhdan radius above by 2 as well.
This aligns with the numerical results of [KN18] where a decomposi-
tion as in (2) of radius 2 has been found for n É 6. The new argument,
however, provides necessarily weaker bounds on the Kazhdan constants
than [KN18] (for n= 3,4,5) – see Remark 5.4.
In both cases of groups, we work with natural generating sets: for
SLn(Z) we take S to be the set of all elementary matrices E i j±1, where
E i j denotes the matrix which differs from the identity only in position
2
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(i, j), where its entry is 1. For SAut(Fn), we take S to consist of right
and left Nielsen transvections and their inverses. More explicitly, we
have
S = {ρi j±1,λi j±1 | 1É i, j É n, i 6= j},
where, denoting a fixed basis of Fn by {a1, . . . ,an},
ρi j(ak)=
{
ak if
k 6= i,
aia j k= i, λi j(ak)=
{
ak if
k 6= i,
a jai k= i.
To prove our results we decompose the left hand side of the equation
(2) into summands that behave well under symmetrisation by the alter-
nating groups acting naturally on the bases elements of Fm and Zm. In
particular, if such summands for a given m admit sum of squares decom-
position as in (2), so do their symmetrisations for all n >m. Using this
method we reduce the problem of determining property (T) for an infi-
nite family of groups to finding a single sum of squares decomposition
of a single element in a group algebra.
As explained in [KN18, Section 2], finding such a decomposition
can be accomplished by producing a single real positive definite matrix.
This positive definite matrix is then found numerically, using a solver
designed to perform semidefinite optimization. An additional argument
following [Oza16] and [NT15], that relies on the order structure of the
self-adjoint elements in the augmentation ideal, allows for the turning
of the numerical result into a proof of the existence of an exact solution,
i.e. leads to a rigorous proof of property (T).
Theorem 1 has several applications: it explains the fast convergence
of the product replacement algorithm [LP01]; it implies Conjecture 4.1
for n ≥ 5 in [Fis06] as a special case; finally, it provides explicit gen-
erating sets for sequences of alternating groups that turn them into
sequences of expanders [Gil77].
Computational methods for property (T) have been used successfully
by T. Netzer and A. Thom [NT15], K. Fujiwara and Y. Kabaya in [FK17]
M. Kaluba and P. Nowak in [KN18] and the two authors and N. Ozawa
in [KNO]. However, they concerned specific examples only: SLn(R) for
n= 3,4,5,6, various related finitely presented groups, and SAut(F5).
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2 The Kazhdan radius
Throughout the paper we will use the notation BR(G,S) to denote the
ball of radius R in G, centered at the identity, with respect to the word-
length metric induced by the generating set S. We will often shorten
this to just BR when both G and S could be inferred from context.
Cones of sums of squares Let G be a group with a generating set
S. We say that an element x in RG admits a decomposition into sum of
squares if there exist finitely many elements ξi ∈RG such that
x=
∑
i
ξ∗i ξi .
Definition 2.1. The elements of RG admitting a decomposition into
sum of squares span a (positive) cone of squares in RG which we will
denote by Σ2RG.
Of special interest to us will be IG, the augmentation ideal of RG,
i.e. the kernel of the map RG→ R sending Σgcg g 7→Σgcg . By Σ2IG we
denote the intersection IG∩Σ2RG. Note that Σ2IG coincides with the
cone of elements which admit a decomposition into sum of squares of
elements from IG.
The cones Σ2RG and Σ2IG admit natural filtrations by radii of sup-
ports. For any ideal I ⊆RG we have
R∩ I =Σ20I ⊆Σ21I ⊆Σ22I ⊆ ·· · ⊆Σ2I,
that is, we allow in Σ2
R
I only those elements of Σ2I which admit a de-
composition into sum of squares of elements supported in BR .
Definition 2.2. Let G be a group with a finite symmetric generating
set S. We say that G has Kazhdan radius (with respect to S) at most R
if
∆
2−λ∆ ∈Σ2RRG
for some λ> 0.
Note that we could replace Σ2
R
RG by Σ2
R
IG in the definition above,
since ∆2−λ∆ ∈ IG.
The significance of the Kazhdan radius lies in the fact that it tells us
how much of the group is needed to prove the presence of property (T).
Suppose that we have a map j : B2R(G,S) → B2R(G′,S′) and that its
linear extension j : 〈B2R(G,S)〉R → 〈B2R(G′,S′)〉 carries ∆G to ∆G′ , ∆G2
4
On property (T) for Aut(Fn) and SLn(Z) December 11, 2018
to ∆G′
2, and j
(
Σ
2
R
RG
)
⊂Σ2
R
RG′ (e.g. when j is a local isomorphism). IfG
has property (T) witnessed by sum of squares decomposition∆2
G
−λ∆G =∑
i ξ
∗
i
ξi ∈Σ2RRG, then
∆G′
2−λ∆G′ = j(∆G2−λ∆G )=
∑
j
(
ξ∗i ξi
)
∈Σ2RRG′
is a sum of squares as well.
This can be clearly envisioned in the case of modular projection ρp : G =
SLn(Z)→ SLn(Fp)=G′. For p large enough the projection carries ∆G to
∆G′ and ∆
2
G
to ∆G′
2, and (since its an actual homomorphism) sum of
squares to sum of squares. On the other hand, a section of the modu-
lar projection is not a (global) homomorphism anymore, but still can be
used to lift sum of squares decomposition in SLn(Fp) to one in SLn(Z),
provided the support of squared elements is small enough.
Setting n = 2 and observing that SL2(Z) does not have property (T),
we conclude that the Kazhdan radius of SL2(Fp) with respect to ρp(S)
tends to infinity with p for every fixed finite symmetric generating set
S of SL2(Z).
3 Squaring the Laplacian
In this section we give a new, algebraic method of proving property (T)
in SLn(Z) and SAut(Fn). Most of the proofs are identical for both types
of groups. Therefore, we will present them in a uniform way – to do
that, we introduce some notation.
The setting We identify Zn and Fn with the free-abelian and free,
respectively, groups generated by Nn = {a1, . . . ,an}. Extending Nn+1 =
Nn∪{an+1} induces natural inclusions Zn→Zn+1 and Fn→ Fn+1. In the
following, Gn will be either SLn(Z) or SAut(Fn). The groups Gn come
with inclusions Gn →Gn+1 induced by the inclusions Nn →Nn+1 in the
obvious way. We also fix a finite symmetric generating set Sn of Gn:
• for SLn(Z), we take all elementary matrices E i j±1;
• for SAut(Fn), we take all Nielsen transvections and their inverses,
namely ρi j±1 and λi j±1.
It is clear that the inclusion Gn→Gn+1 takes Sn into Sn+1.
The action of An, the alternating group of rank n, on Nn induces an
action of An on Gn by automorphisms which preserves the generating
set Sn. We will denote the action by σ(g) with σ ∈ An and g ∈Gn. The
action of An+1 on Gn+1 restricts to the action of An on the embedded
copy of Gn, that is, the inclusion Gn →Gn+1 is An-equivariant.
Let Cn denote the (n−1)-simplex with the vertex set {1, . . . ,n}. The
group An acts on Cn by permuting the vertices. The set of edges (un-
ordered pairs {i, j} of distinct integers) En of Cn inherits the action of
5
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An, namely
σ(e)=σ
(
{i, j}
)
=
{
σ(i),σ( j)
}
.
Since generators in the set Sn are double-indexed, there is an obvi-
ous function ln : Sn → En which sends a generator to the edge between
vertices labeled after its indices: for SLn(Z), the function sends E i j±1 to
{i, j}; for SAut(Fn), it sends ρi j±1 and λi j±1 to {i, j}. It is immediate that
ln+1|Sn = ln.
Given two edges e, f ∈En, we have the following trichotomy:
1. the edges may coincide;
2. they may be adjacent, that is overlap in a single vertex;
3. or they may be opposite, that is disjoint.
The function ln has the following property: given two elements s, t ∈ Sn,
if ln(s) and ln(t) are opposite edges, then s and t commute in Gn.
To summarise, we have the following:
• a family of groups Gn with finite symmetric generating sets Sn,
• the alternating group An of rank n acting on Gn by automor-
phisms preserving Sn,
• an An-equivariant inclusion Gn ÉGn+1,
• an An-equivariant map ln : Sn → En onto the set of edges of the
standard n−1 simplex Cn, such that if ln(s) and ln(t) are opposite
edges, then s and t commute in Gn.
Since we have inclusions Gn ÉGn+1, we also have RGn ⊆RGn+1. The
action of An on Gn induces an action on RGn by linear extension; it is
clear that this action and every other action on Gn by automorphisms
preserves Σ2RGn, the positive cone of sums of squares, set-wise. More
importantly: since the action of An permutes the elements of the gen-
erating set Sn it does not alter the word-length, and hence it preserves
also the filtration of Σ2RG by radii.
The Laplacians
Definition 3.1. For n Ê 2, we define ∆n to be the (non-normalised)
Laplacian of Gn, as defined in (1), with respect to the generating set
Sn.
For e= {i, j} ∈En, we define Se = {t ∈ Sn | ln(t)= e} and
∆e = |Se|−
∑
t∈Se
t
to be the Laplacian of the group 〈Se〉 ÉGn with respect to the generating
set Se .
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In particular, ∆{1,2} coincides with the Laplacian ∆2. In fact, we have
more: for every σ ∈ An we have
σ (∆e)=∆σ(e),
and so every ∆e is equal to σ(∆2) for some σ ∈ An. This σ is not unique
– what is unique is the coset of Stab({1,2}) in An defined by σ.
Lemma 3.2. For every nÊ 3 we have
∆n =
∑
e∈En
∆e =
1
(n−2)!
∑
σ∈An
σ(∆2).
Proof. This follows directly from the definitions:
∆n = |Sn|−
∑
t∈Sn
t
=
∑
e∈En
|Se|−
∑
e∈En
∑
ln(t)=e
t
=
∑
e∈En
(
|Se|−
∑
ln(t)=e
t
)
=
∑
e∈En
∆e.
Since the An-stabiliser of e is isomorphic to the symmetric group of rank
n−2, the second formula holds as well.
Corollary 3.3. For mÊ nÊ 3 we have
∑
σ∈Am
σ(∆n)=
|An|
(n−2)!
∑
σ∈Am
σ(∆2)=
|An| · (m−2)!
(n−2)! ∆m =
(
n
2
)
· (m−2)!∆m.
Decomposing ∆2
For an edge e ∈ En in the standard simplex we define Adj(e) to be the
set of edges in En adjacent to e, and Op(e) to be the set of edges opposite
to e.
Definition 3.4. For nÊ 3 we define Sqn,Adjn,Opn ∈RGn by
Sqn =
∑
e∈En
∆e
2,
Adjn =
∑
e∈En
(
∆e
∑
f ∈Adj(e)
∆f
)
,
Opn =
∑
e∈En
(
∆e
∑
f ∈Op(e)
∆f
)
.
Our convention is that empty sums are equal to 0, and so Op3 = 0.
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It is not hard to check that Sqn,Adjn, and Opn can be expressed in
terms of the An-action as well. Fix e = {1,2} (or any other edge in En).
Then
Sqn =
1
(n−2)!
∑
σ∈An
σ(∆e
2),
Adjn =
1
(n−2)!2
∑
σ∈An
σ(∆e)
( ∑
τ(e)∈Adj(σ(e))
τ(∆e)
)
,
Opn =
1
(n−2)!2
∑
σ∈An
σ(∆e)
( ∑
τ(e)∈Op(σ(e))
τ(∆e)
)
.
From these expressions it is clear that Sqn, Adjn and Opn belong to the
augmentation ideal IGn of RGn and are ∗-invariant and An-invariant.
Lemma 3.5. For nÊ 3 we have
Sqn+Adjn+Opn =∆n2 ∈Σ21RG.
Proof. We have
Sqn+Adjn+Opn =
∑
e∈En
∆e
2+
∑
e∈En
(
∆e
∑
f ∈Adj(e)
∆f
)
+
∑
e∈En
(
∆e
∑
f ∈Op(e)
∆f
)
=
∑
e∈En
(
∆e
(
∆e+
∑
f ∈Adj(e)
∆f +
∑
f ∈Op(e)
∆f
))
=
∑
e∈En
∆e∆n
=
( ∑
e∈En
∆e
)
∆n
=∆n2
Since ∆n is ∗-invariant and supported on the ball of radius 1, the result
follows.
Lemma 3.6. We have Sqn ∈Σ21RGn and Opn ∈Σ22RGn.
Proof. The element Sqn is a sum of squares of Laplacians, which are
supported in B1.
For nÉ 3 we have Opn = 0 by definition. For n> 3, the element Opn
is a sum of elements of the form ∆e∆f with f ∈ Op(e), hence for every
t ∈ Se and s ∈ S f , the elements t and s commute in Gn. Now
∆e∆f =
(
|Se|−
∑
t∈Se
t
)(
|S f |−
∑
s∈S f
s
)
= 1
4
( ∑
t∈Se
(1− t−1)(1− t)
)( ∑
s∈S f
(1− s−1)(1− s)
)
= 1
4
∑
(t,s)∈Se×S f
(
(1− t)(1− s)
)∗((1− t)(1− s))
8
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which proves the claim.
Lemma 3.7. For mÊ nÊ 3 we have
∑
σ∈Am
σ(Adjn)= n(n−1)(n−2)
(m−3)!
2
Adjm .
Proof. This is a direct computation. If m = n then the result follows
immediately, since then n(n− 1)(n− 2) (m−3)!2 = |An| and Adjn is An-in-
variant.
Suppose that m 6= n. The case of m = 4 (and hence n = 3) is special,
since A4 does not act transitively on pairs (e, f ) with e ∈ E3 and f ∈
Adj(e); instead, the action has two orbits, each of cardinality 3. Also,
the stabiliser in A4 of a pair (e, f ) is the same as the stabiliser of 3
points in the natural action of A4 on 4 points, i.e. is trivial. It is clear
that the coefficient next to Adjm on the right hand side is equal to the
product of the cardinality of this stabiliser and any of the orbits. We
thus have ∑
σ∈A4
σ(Adj3)= 3Adj4
which agrees with the statement.
Now suppose that m > 4. The action of Am on the pairs (e, f ) is
transitive, there are n(n− 1)(n− 2) such pairs, and the stabiliser has
cardinality (m−3)!2 . Therefore
∑
σ∈Am
σ(Adjn)= n(n−1)(n−2)
(m−3)!
2
Adjm .
Lemma 3.8. For mÊ nÊ 4 we have
∑
σ∈Am
σ(Opn)= 2
(
n
2
)(
n−2
2
)
(m−4)!Opm .
Proof. This is a simple computation as before: there are
(n
2
)(n−2
2
)
pairs
(e, f ) with e ∈ En and f ∈Op(e), the action of Am is transitive on such
pairs, and the stabiliser of a single such pair has cardinality 4|Am−4| =
2 · (m−4)!.
4 Proving property (T)
We are now ready to give two methods of proving property (T) for the
groups Gn.
9
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4.1 The Methods
Method I: using Adjn+kOpn
This method will be applied to SLn(Z) for nÊ 3 and SAut(Fn) for nÊ 7.
Proposition 4.1 (Method I). Let nÊ 3 and suppose that
Adjn+kOpn−λ∆n ∈Σ2RRGn
for some R Ê 2,k Ê 0, and λ > 0. Then Gm has Kazhdan’s property (T)
for every mÊ n such that k(n−3)Ém−3. Moreover, the Kazhdan radius
of (Gm,Sm) is bounded above by R.
Proof. Suppose first that n Ê 4. By Corollary 3.3 and Lemmata 3.7
and 3.8 we have
∑
σ∈Am
σ
(
Adjn+kOpn−λ∆n
)
= n(n−1)(n−2) (m−3)!
2
Adjm+
+2k
(
n
2
)(
n−2
2
)
(m−4)!Opm−λ
(
n
2
)
(m−2)!∆m
= n(n−1)(n−2)
2
(m−3)!
(
Adjm+
k(n−3)
m−3 Opm−
λ(m−2)
n−2 ∆m
)
.
Moreover, since Am acts on Gm by automorphisms, the action on Σ2RG
preserves filtration by radii of support, hence the element belongs to
Σ
2
R
RGm. Using the equality above and Lemma 3.5 we obtain
∆m
2− λ(m−2)
n−2 ∆m =Sqm+Adjm+Opm−
λ(m−2)
n−2 ∆m
=Sqm+
(
1− k(n−3)
m−3
)
Opm+
+ 2
n(n−1)(n−2)(m−3)!
∑
σ∈Am
σ
(
Adjn+kOpn−λ∆n
)
.
By Lemma 3.6, both the elements Sqm and Opm belong to Σ
2
2RGm. There-
fore whenever 1− k(n−3)
m−3 Ê 0 we have
∆m
2− λ(m−2)
n−2 ∆m ∈Σ
2
RRGm,
which is equivalent to property (T) for Gm by [Oza16].
The case n= 3 is special, since Op3 = 0 and then
∆
2
m− (m−2)λ∆=Sqm+Opm+
1
3 · (m−3)!
∑
σ∈Am
σ
(
Adj3−λ∆3
)
∈Σ2RRGm.
10
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The following corollary is a direct consequence of e.g. [BdlHV08, Re-
mark 5.4.7].
Corollary 4.2. Under the same assumptions as above, the spectral gap
of ∆m is bounded below by
λ(m−2)
n−2 , which leads to a lower bound of√
2λ(m−2)
(n−2)|Sm |
É κ(Gm,Sm)
on the Kazhdan constant.
Method II: using Adj5+kOp5 and induction
This method will be applied to SAut(F6).
Before proceeding, let us define
hn =
(n−2) · (n−1)!
2
which is the number of elements σ ∈ An such that {1,2}⊂σ({1, . . . ,n−1}).
(The notation h stands for ‘hypersimplex’, since hn gives the number of
elements σ taking a fixed hypersimplex to one containing a given edge.)
Lemma 4.3. For every nÊ 3 we have
∆n
2−λ∆n =
1
hn
2
( ∑
σ∈An
σ
(
∆n−12−λhn∆n−1
)
+Xn
)
,
where
Xn =
∑
σ∈An
(
σ (∆n−1)
∑
τ∈An ,τ6=σ
τ (∆n−1)
)
.
Proof. By Lemma 3.2, we have
2
(n−2) · (n−1)!
∑
σ∈An
σ(∆n−1)=
2
(n−2) · (n−3)! · (n−1)!
∑
σ∈An
σ
( ∑
τ∈An−1
τ(∆2)
)
= 2
(n−2) · (n−3)! · (n−1)!
∑
σ∈An
|An−1|σ(∆2)
= 2 · (n−1)!
2 · (n−2)! · (n−1)!
∑
σ∈An
σ(∆2)
= 1
(n−2)!
∑
σ∈An
σ(∆2)
=∆n.
Using the definition of hn we may rewrite this as
∆n =
1
hn
∑
σ∈An
σ(∆n−1).
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Then
∆n
2−λ∆n =
1
hn
2
(( ∑
σ∈An
σ(∆n−1)
)2
−hnλ
∑
σ∈An
σ(∆n−1)
)
= 1
hn
2
(( ∑
σ∈An
σ
(
∆
2
n−1−hnλ∆n−1
))
+
∑
σ∈An
(
σ (∆n−1)
∑
τ∈An ,τ6=σ
τ (∆n−1)
))
= 1
hn
2
( ∑
σ∈An
σ
(
∆n−12−λhn∆n−1
)
+Xn
)
,
as desired.
Lemma 4.4. For nÊ 4 we have
Xn =αnSqn+βnAdjn+γnOpn,
with
αn = hn
(
hn−
n−2
n−2
)
, βn = hn
(
hn−
n−3
n−2
)
, γn = hn
(
hn−
n−4
n−2
)
.
Proof. Using Lemma 3.2 we may rewrite Xn as
Xn =
∑
σ∈An
(
σ (∆n−1)
∑
τ∈An ,τ6=σ
τ (∆n−1)
)
=
∑
σ∈An
(
σ
(∑
e∈En−1∆e
) ∑
τ∈An ,τ6=σ
τ
(∑
e∈En−1∆e
))
.
Expanding the above product, we obtain
Xn =
∑
e,f ∈En
λe,f ∆e∆f
with λe,f ∈Z for every e, f ∈En. Since Xn is An-invariant, we have
λe,f =λσ(e),σ( f )
for every σ ∈ An. In particular, λe,f may take one of the three potentially
distinct values, namely αn = λe,e for every e ∈ En, βn = λe,f for every
e ∈ En and f ∈ Adj(e), and γn = λe,f for every e ∈ En and f ∈ Op(e).
Therefore
Xn =αnSqn+βnAdjn+γnOpn .
The coefficients αn,βn and γn may easily be computed: Fix an edge
e ∈ En, and denote by H the hypersimplex of Cn spanned by vertices
{1, . . . ,n−1}.
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Let us start with αn. The coefficient αn is equal to the number of
pairs (σ,τ) ∈ An such that σ 6= τ and e ∈σ(H)∩τ(H). There are precisely
hn elements σ satisfying the above, and so there are hn −1 elements τ
as required. Therefore we have
αn = hn(hn−1)= hn
(
hn−
n−2
n−2
)
as claimed.
Fix an edge f ∈ Adj(e). The coefficient βn is equal to the number of
pairs (σ,τ) ∈ An such that σ 6= τ, e ∈ σ(H) and f ∈ τ(H). There are hn
elements σ as required: for hn
n−2 of them, σ(H) does not contain f ; for
the remaining hn − hnn−2 of these, σ(H) does contains f . Now, for a σ
of the former kind, there are precisely hn possible elements τ; if σ is
of the latter kind, there are hn −1 possibilities for τ. Carrying out the
arithmetic yields
βn =
hn
n−2 ·hn+
(
hn−
hn
n−2
)
(hn−1)= hn
(
hn−
n−3
n−2
)
.
The computation for γn is entirely analogous: we fix f ∈Opn and see
that
γn =
2hn
n−2 ·hn+
(
hn−
2hn
n−2
)
(hn−1)= hn
(
hn−
n−4
n−2
)
.
Proposition 4.5 (Method II). Suppose that there exist R Ê 2, λ > 0,
kÊ 0, nÊ k+3, and µÊ 0 such that
∆n−12−λ∆n−1 ∈Σ2RRGn−1
and
Adj5+kOp5−µ∆5 ∈Σ2RRG5.
Then Gn has Kazhdan’s property (T). Moreover, the Kazhdan radius of
(Gn,Sn) is bounded above by R.
Proof. By Lemma 4.3, we have
∆n
2− 3λ+µ
3hn
∆n =
1
hn
2
∑
σ∈An
σ
(
∆n−12−λ∆n−1
)
+ 1
hn
2
(
Xn−
µhn
3
∆n
)
.
Therefore, suffice it to show that Xn− µhn3 ∆n ∈Σ2RRGn.
By Lemma 4.4 we have
n−2
hn
Xn =
(
(n−2)hn −n+2
) (
Sqn+Adjn+Opn
)
+Adjn+2Opn .
The element Sqn+Adjn+Opn = ∆n2 ∈ Σ21RG, by Lemma 3.5, so we are
left with showing that Adjn+2Opn−µ(n−2)3 ∆n ∈Σ2RRG.
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By assumption, Adj5+kOp5−µ∆5 ∈Σ2RRG5 andwe have already com-
puted in the proof of Proposition 4.1 that
1
30 · (n−3)!
∑
σ∈An
σ
(
Adj5+kOp5−µ∆5
)
=Adjn+
2k
n−3 Opn−
µ(n−2)
3
∆n.
Since nÊ k+3, and since Opn ∈Σ2RRGn by Lemma 3.6, we conclude that
Adjn+2Opn−
µ(n−2)
3
∆n ∈Σ2RRGn
which completes the proof.
Corollary 4.6. Under the same assumptions as above, the spectral gap
of ∆n is bounded below by
3λ+µ
3hn
, which leads to lower bound of
√
2(3λ+µ)
3hn|Sn|
É κ(Gn,Sn)
for the Kazhdan constant.
4.2 Approximating sum of squares
Let IGh denote the set of ∗-invariant elements in the augmentation
ideal IG of RG. To prove the positivity of the element ∆2−λ∆, a numer-
ical method for finding a decomposition into a sum of squares in RG has
been applied by [NT15, FK17, KN18] and further developed in [KNO].
In fact, the method provides a proof of the existence of a sum of squares
decomposition of the element. However, a similar method can be em-
ployed to prove the existence of such decompositions for other elements
in IGh.
We use the notation aÉR b to denote that b−a ∈Σ2R IG.
Lemma 4.7. Let a ∈G be of word-length bounded above by R > 1. Then
(2−a∗−a)É⌈R/2⌉ ε∆,
for every εÊ 22⌈log2R⌉, where ⌈·⌉ denotes the ceiling function.
Proof. The proof is an induction on the word-length of a.
The case R = 1 is needed in subsequent steps of the induction, and al-
though not covered by the statement the conclusion holds with a larger
ε. Let a= s be a generator of G. Then
(2− s∗− s)= (1− s)∗(1− s)É1 2∆.
If a= st is a product of two generators, then
(2− (st)∗− st) = 2
(
(1− s)∗(1− s)+ (1− t)∗(1− t)
)
− (2− s∗− t)∗(2− s∗− t),
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hence (2− (st)∗− st) É1 4∆. For every εÊ 4 we have
ε∆− (2− (st)∗ − st) = (ε−4)∆+
(
4∆− (2− (st)∗ − st)
)
which admits a decomposition into sum of squares supported in B1.
Suppose that a= uw is of word-length R and each u,w ∈G is of word-
length at most ⌈R/2⌉. In the following we use the notation U = (1−u)
andW = (1−w). We have
(2−a∗−a)= (1−uw)∗(1−uw)
= (U+uW)∗(U+uW)
=U∗U+W∗u∗uW +U∗uW +W∗u∗U
=U∗U+W∗W −UW −W∗U∗,
and therefore
2
(
U∗U+W∗W
)
− (2−a∗−a)=U∗U+W∗W +UW +W∗U∗
=UU∗+UW +W∗U∗+W∗W
= (U∗+W)∗(U∗+W)
= (2−u∗−w)∗(2−u∗−w).
By the inductive step, for ε0 = 22⌈log2⌈R/2⌉⌉ we have both (2−u∗ −u)
and (2−w∗−w)É⌈R/4⌉ ε0∆, i.e.
ε0∆−U∗U =
∑
i
µ∗i µi and ε0∆−W∗W =
∑
i
ν∗i νi ,
where each µi and νi is supported on the ball of radius ⌈R/4⌉. Moreover
4ε0∆+2
(
(U∗U−ε0∆)+ (W∗W −ε0∆)
)
− (2− (uw)∗−uw)=
(2−u∗−w)∗(2−u∗−w).
We have 22⌈log2R⌉ = 4 ·22⌈log2⌈R/2⌉⌉. Indeed, it is easy to check that the
equality holds when R is a power of 2. If R is not, then
22⌈log2R⌉ = 22⌈log2(R+1)⌉ Ê 22⌈log2(2⌈R/2⌉)⌉ = 4 ·22⌈log2⌈R/2⌉⌉
and
4 ·22⌈log2⌈R/2⌉⌉ = 22⌈log2(2⌈R/2⌉)⌉ Ê 22⌈log2R⌉.
Now, for every εÊ 22⌈log2R⌉ = 4ε0 we obtain
ε∆− (2−a∗−a)= (2−u∗−w)∗(2−u∗−w)
+2
( ε
4
∆−U∗U
)
+2
( ε
4
∆−W∗W
)
= (2−u∗−w)∗(2−u∗−w)
+2
∑
i
µ∗i µi+2
∑
i
ν∗i νi+2
( ε
4
−ε0
)
∆,
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i.e. (2−a∗−a)É⌈R/2⌉ ε∆, as stated.
Note that if none of the generators in S is involutive, the start of the
induction provides a better estimate:
−(1− s)∗(1− s)É1 ∆ and − (1− st)∗(1− st) É1 2∆,
and we can use εÊ 22⌈log2R⌉−1.
Definition 4.8. We say that an element x ∈ IGh admits an ε-approximate
sum of squares decomposition supported in BR if x+ε∆ ∈Σ2R IG.
Corollary 4.9. Let y ∈ IGh and suppose that y−λ∆ admits an ε-ap-
proximate sum of squares decomposition supported in BR , with λ Ê ε
and R Ê 1. Then y ∈Σ2
R
IG.
Proof. Set x= y−λ∆. By definition,
y− (λ−ε)∆= x+ε∆=
∑
µ∗i µi
where each µi is supported in BR . Therefore
y=
∑
µ∗i µi+ (λ−ǫ)∆
belongs to Σ2
R
IG as long as λÊ ε.
Lemma 4.10. Let x ∈ IGh. Suppose that b ÉR x for some b supported
in B2R . Then x admits an ε-approximate sum of squares decomposition
supported in BR for every εÊ 22⌈log2R⌉‖b‖1.
Proof. The lemma is a specialisation of [NT15, Lemma 2.1] which tracks
the exact supports of constructed sum of squares decompositions.
Recall that bÉR x means that
x−b=
∑
ξ∗i ξi ∈Σ2R IG.
We necessarily have b ∈ IGh, and so we may write it as
b=
∑
g∈suppb
bg g=
∑
1 6=g∈suppb
−bg
2
(2− g∗− g),
where suppb⊆ B2R .
If some coefficient bg is negative, then we may include
|bg |
2 (2−g∗−g)
in the sum of squares decomposition Σξ∗
i
ξi on the right hand side. This
operation does not alter R, the radius of sum of squares decomposition.
Indeed, we may write g = uw with both u and w in BR . We then have
(1− g)∗(1− g) = (u∗ −w)∗(u∗ −w). Therefore, we may assume that all
coefficients bg of b are positive for g 6= 1.
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By the previous lemma, for every non-trivial g ∈B2R we have
bg
2
(1− g)∗(1− g)ÉR
bg
2
δ∆,
for every δÊ 22⌈log2 2R⌉. Since every bg is positive (for g 6= 1), we have
−b=
∑
g 6=1
bg
2
(1− g)∗(1− g)ÉR
∑
g 6=1
bg
2
δ∆= ‖b‖1
4
δ∆= ε∆,
where we set δ= 4ε‖b‖1 . Therefore ε∆+b ∈Σ
2
R
IG. Finally,
x+ε∆=
∑
i
ξ∗i ξi + (b+ε∆)
provides the required sum of squares decomposition.
As in the previous lemma, we could use εÊ 22⌈log2R⌉−1‖b‖1 if none of
the generators of G were involutive.
5 Applications
5.1 Property (T) for SLn(Z)
Let ∆3 denote the Laplacian of SL3(Z) with respect to the standard gen-
erating set. It was shown in [KN18] that
∆3
2−0.2799∆3−b ∈Σ22ISL3(Z),
with remainder b supported in B4, such that ‖b‖1 < 10−9. This consti-
tutes a
(
4 ·10−9
)
-approximate sum of squares decomposition supported
in B2 of x =∆32−0.2799∆3 by Lemma 4.10, which yields the following
proposition by Corollary 4.9.
Proposition 5.1 ([KN18]). The group SL3(Z) has Kazhdan’s property (T).
Moreover, endowed with the standard generating set, its Kazhdan radius
is at most 2.
Proposition 5.2. The element Adj3 ∈RSL3(Z) satisfies
Adj3−0.157999∆3 ∈Σ22ISL3(Z).
Proof. A computer calculation yielded elements ξi ∈ ISL3(Z) supported
on B2 such that
Adj3−0.158∆3−b=
∑
ξ∗i ξi ∈Σ22ISL3(Z).
The remainder b is supported in B4, and is of magnitude ‖b‖1 < 2 ·10−8.
Thus, Adj3−0.158∆3 admits an
(
8 ·10−8
)
-approximate sum of squares
decomposition supported on B2 and therefore Adj3−0.157999∆3 ∈Σ22ISL3(Z)
by Corollary 4.9.
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Theorem 5.3. For every n Ê 3, the group SLn(Z) has Kazhdan’s prop-
erty (T). Moreover, endowed with the standard generating set, its Kazh-
dan radius is at most 2.
Proof. This follows immediately by applying Proposition 4.1 (Method I,
with k= 0) and Proposition 5.2.
This constitutes a new proof of Kazhdan’s property (T) for SLn(Z)
with nÊ 3.
Remark 5.4. (Kazhdan constants) An explicit construction of vectors in
representations of the groups SLn(Z) provided by A. Z˙uk (see [Sha99])
established an upper bound on the Kazhdan constant. A lower bound
was obtained by M. Kassabov [Kas05] via bounded generation property.
To our knowledge these are the best known bounds on the Kazhdan
constant for SLn(Z):
1
42
p
n+860 É κ(SLn(Z),Sn)É
√
2
n
.
By showing that Adj3−0.157999∆3 ∈Σ22ISL3(Z) we obtain√
0.157999(n−2)
n2−n É κ(SLn(Z),Sn)
for all nÊ 3.
Remark 5.5. An even better estimate is obtained from the fact that
Adj4+Op4−0.82∆ ∈Σ22ISL4(Z). The details of this computation are pro-
vided in the jupyter notebook linked in Appendix A. Using Proposi-
tion 4.1 leads to √
0.41(n−2)
n2−n É κ(SLn(Z),Sn)
for nÊ 4.
Similarly, a yet stronger estimate is implied by the existence of a
sum of squares decomposition for Adj5+1.5Op5−1.5∆5 ∈Σ22ISL5(Z). This
is used to obtain (for nÊ 6)√
0.5(n−2)
n2−n É κ(SLn(Z),Sn).
While asymptotically optimal, the previously known bounds differ
in almost two orders of magnitude even for n = 1000. The lower bound
obtained here is no less than 25 -ths of the upper bound for nÊ 6.
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5.2 Property (T) for Aut(Fn)
Let ∆5 denote the Laplacian of SAut(F5) with respect to the standard
generating set. It was shown in [KNO] (see [KNO17]) that
∆5
2−1.3∆5−b ∈Σ22ISAut(F5)
with remainder b supported in B4 and such that ‖b‖1 < 3 ·10−6. As in
the case of SL3(Z) this yields the following proposition.
Theorem 5.6 ([KNO]). The group SAut(F5) has Kazhdan’s property (T).
Moreover, endowed with the standard generating set, its Kazhdan radius
is at most 2.
Proposition 5.7. The element Adj5+2Op5 in RSAut(F5) satisfies
Adj5+2Op5−0.138∆5 ∈Σ22ISAut(F5).
Proof. Computer calculations for y=Adj5+2Op5 ∈RSAut(F5) found el-
ements ξi such that
36y−5∆5−b=
∑
ξ∗i ξi ∈Σ22ISAut(F5)
(for replication details see Appendix A). The remainder b is supported in
B4 and ‖b‖1 < 0.00486. Thus y− 536∆5 admits a (0.00014)-approximate
sum of squares decomposition suported in B2, and so by Corollary 4.9
Adj5+2Op5−0.138∆5 ∈Σ22ISAut(F5) .
Remark 5.8. Additional computations (see Appendix A) show that
Adj5+3Op5−1.316∆5 ∈Σ22ISAut(F5).
Theorem 5.9. For every nÊ 6, the groups SAut(Fn),Aut(Fn) andOut(Fn)
have Kazhdan’s property (T). Moreover, endowed with the standard gen-
erating set, the Kazhdan radius of SAut(Fn) is at most 2.
Proof. For SAut(Fn), the result follows immediately from Proposition 4.1
(Method I) together with Proposition 5.7 for n Ê 7 (setting k = 2), and
from Proposition 4.5 (Method II) together with Theorem 5.6 for n = 6
(setting k= 3).
For Aut(Fn) and Out(Fn) the result follows from the fact that prop-
erty (T) ascends to finite index overgroups and descends to quotients.
Remark 5.10 (Suggested by M. Mimura). Let Φn denote the free met-
abelian group of rank n. It follows from Theorem 5.9 that Aut(Φn) has
property (T) for n≥ 5, since Aut(Φn) is a quotient of Aut(Fn) by a result
of Bachmuth and Mochizuki [BM85] (which holds also for n= 4). It was
also shown by the same authors in [BM82] that Aut(Φ3) is not the image
of Aut(F3) – in fact, they showed that Aut(Φ3) is not finitely generated.
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Remark 5.11. (Kazhdan constants) These results lead to the following
lower bounds of the Kazhdan constant κn = κ(SAut(Fn),Sn). We have
λ5 Ê 1.29999 and µÊ 0.277, and hence
0.18027É
√
2λ5
4(52−5) É κ5, by [KNO];
0.00983É
√
3λ5+µ
6h6(62−6)
É κ6, by Corollary 4.6;
0.05233É
√
0.138(7−2)
6(72−7) É κ7,
0.04965É
√
0.138(8−2)
6(82−8) É κ8, by Propositions 4.1 and 5.7;
0.14606É
√
1.316(9−2)
6(92−9) É κ9,
and in general, for nÊ 9, by Proposition 4.1 and Remark 5.8√
1.316(n−2)
6(n2−n) É κn.
One could potentially improve those bounds for n= 6 by obtaining a
sum of squares decompositions for Adj5+1.5Op5−λ∆5 and using Propo-
sition 4.1 (Method I), however the authors were not able to do so.
Product Replacement Algorithm
Product replacement algorithm is an algorithm which utilizes a random
walk to generate pseudorandom elements in finite groups. In the classi-
cal setting of [CLGM+95], given a (huge, but finite) group G generated
by n elements one considers a random walk on 4n(n−1)-regular graph
Γ:
• the vertices correspond to n-generating tuples of G and
• an edge connects two such tuples if one can be obtained by apply-
ing one of the standard generators of SAut(Fn) to the other.
Using the notation of [LP01, Theorem 3.1] (and noting that the action
of Z2 ≀Symn is transitive on the generating set Sn) the provable conver-
gence rate of the Product Replacement random walk can be estimated
as ∥∥∥Q t(g1,...,gn)−U
∥∥∥
tv
É ε for tÊ 24(n
2−n)
1.316(n−2) log
( |Γ|
ε
)
,
where log(|Γ|)É n log |G|. Thus, for a given groupG with an n-generating
tuple the mixing time is logarithmic in |G| and quadratic in n.
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Product Replacement Algorithm is implemented e.g. in GAP [The15],
however, the applicability of the obtained bounds to actual implementa-
tions is debatable: the GAP system implements a version of PRA with
an accumulator and it is not clear whether the results of [LP01] apply
to it. The implementations of other computer algebra systems are not
available to be analyzed, so no conclusion about them can be drawn.
A Replication of the results
The algorithm computing approximate sum of squares decompositions
has not changed since its description in [KNO], however the architec-
ture of the code has had, to allow for defining semi-definite programs
for sum of squares decompositions for arbitrary group ring elements
and order units. The code uses the SCS solver [OCPB16] through the
JuMPmodeling language [DHL17], as well as Nemo and AbstractAlgebra
packages [FHHJ17] as dependencies.
For an example on how to run and experiment with the code we refer
the reader to the provided jupyter notebook.
Replication The aforementioned jupyter notebook can be used to
perform the described computations for SLn(Z) (n = 3,4,5). Carrying
out the calculations should take no longer than 10 minutes on a regular
laptop computer.
As an interesting detail we note that the optimization problem for
Adj4+Op4 is much better conditioned than the one for Adj3 e.g. exhibits
faster convergence and better accuracy with relatively larger λ, despite
being larger in size (i.e. number of variables and constraints). The same
is even more true for Adj5+1.5Op5.
We provide a precomputed solution for the more computationally de-
manding case of SAut(F5). This consists of verification tools of the ap-
proximate sum of squares decompositions of the elements
36
(
Adj5+2Op5
)
−5∆ ∈ ISAut(F5), and
36
(
Adj5+3Op5
)
−50∆ ∈ ISAut(F5).
This includes the pre-computed elements ∆5,Adj5,Op5 as well as orbit
decomposition, multiplication table and matrices Q which provide the
approximate sum of squares decomposition. The dataset and the de-
tailed instructions are deposited in the Zenodo research data repository
[KKN18].
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