A complete self-contained treatment of the stability and convergence properties of conservation-form, monotone difference approximations to scalar conservation laws in several space variables is developed.
Introduction. Perhaps the simplest mathematical models exhibiting behavior typical of that encountered in inviscid continuum mechanics are the initial-value problems for a scalar conservation law. These problems are of the form ( where the f¡ are smooth real-valued functions and u is a scalar. It is well known (see [14] ) that even if the initial value «0 is smooth, the solution to (0.1) typically develops discontinuities as t increases to some t0 > 0 (i.e. shock waves form). Thus the differential equation must be understood in a generalized or weak sense. However, there can be an infinite number of generalized solutions of (0.1) with the same initial data u0; and an additional principle, the entropy condition, is needed to select the unique "physical" weak solution (see [14] ). The main new result of this work establishes the convergence of general conservation-form, monotone difference approximations to (0.1) to the unique generalized solution which satisfies the entropy condition. For notational simplicity in the sequel we restrict the presentation to the case N = 2 for the most part. The corresponding definitions and results for the general case will be clear from this. For N = 2 we write (x, y) rather than (xx, x2). Selecting mesh sizes Ax, Ay, At > 0, the value of our numerical approximation at iJAx, kAy, nAt) will be denoted by £/"fc. Capital letters U, V, etc. will denote functions on the x, y lattice A = {(jAx, kAy) :j, k are integers}; and the value of U at (jAx, kAy) will be written U¡k. Thus U", the state of our numerical approximation at the level nAt, is a function on A with values £/"fc.
The standard notations \x = At/Ax, \y = At/Ay, (A* U)jk = Uj+ x >k -U¡ k, (Ay+ U)jk = Uj k+ j -Uj k, etc., will be used. The difference approximations of (0.1) of interest here are explicit marching schemes of the form (0.2) u¡xx = Giir¡_p<k_r,..., Uf+q+UkT,+i), where p, s, q, r are nonnegative integers and G is a function of (p + q + 2)(r + s + 2) real variables. ( We are ignoring X*, X^ dependence for the moment, as these quantities will typically be fixed.) To simplify notation, (0.2) will be written as -VAlg2iUhp^r,...,Uj+q + Xtk+s).
In order that (0.3) be consistent with (0.1) when (0.4) holds we must have (0.5) g.(u,_u) = f¡(u) for u G R and i = 1, 2.
The functions g¡ are called the numerical fluxes of the approximation. Finally, the difference approximation is monotone on the interval [a, b] if G(ax, . . . , û(p+q + 2)(i-+s+2))1S a nondecreasing function of each argument a¡ so long as all arguments lie in [a, b] .
It follows from the results of [13] that for uQ G L°°(R2) n Z,'(R2) there is a unique weak solution u G Z,°°(R2 x [0, °°)), which satisfies the entropy condition of [13] . It should be recalled that even if N = 1 and fx is convex, nonmonotone schemes such as the Lax-Wendroff scheme can converge to solutions which violate the entropy condition; see [10] and [18] . The result of Theorem 1 applies to the popular dimensional splitting algorithms; see [8] , [17] , [21] . This follows from simple observations. For example, consider the one-dimensional conservation laws
If
(o.io j© y?+l=Gx(vf_p,...,r}+q+x), (ii) W"k + x=G2(W"k_"...,W"k+s+x), are conservation-form difference approximations of (0.10)(i), (ii), respectively, Lax has observed that the scheme defined by
has conservation form and is consistent with (0.1); see [2] [17] .
The plan of this work is as follows: In Section 1 various monotone difference schemes to which Theorem 1 applies are recalled. These include the Lax-Friedrichs scheme, the upwind scheme (differenced through stagnation points) and Godunov's scheme. The construction of a wide variety of multi-dimensional schemes from the above one-dimensional ones is discussed. In view of these examples, many of the results of Le Roux [16] for specific schemes in a single space dimension are included in our general approach. Section 2 is a review of some basic facts about solutions to (0.1) and some function spaces and estimates needed in the proof of Theorem 1. We discuss the stability of monotone conservation-form difference schemes in Section 3.
In particular, we prove that such schemes define Lx contractions; this was proved by Jennings [11] in the case of one space variable, but even there our proof, based on a lemma of Crandall and Tartar [5] , is simpler. In Section 4 we verify that if solutions of monotone conservation-form difference approximations converge, the limit satisfies the entropy conditions. This was proved by Harten, Hyman and Lax in [10] for N = 1 ; however, we build a different discrete entropy flux which yields a simpler proof for general N and requires only continuity of the numerical fluxes. This generality is useful for applications. (See Section 1 and [16] .) The various results of Sections 2, 3, 4 are pieced together to prove Theorem 1 in Section 5. In Section 6 we briefly discuss the inhomogeneous equation.
In fact, our arguments yield more than Theorem 1 states, for the existence of the solution S(t)u0 of (0.1) is established while proving convergence (see Section 5) . See Conway and Smoller [3] , Doughs [6] , and Kojima [12] for earlier uses of the (monotone) Lax-Friedrichs difference approximation to prove existence. Oharu and Takahashi prove this scheme converges to the solution satisfying the entropy condition via nonlinear semigroup methods in [19] . Added in Proof. Kuznecov and Volosin [23], a paper we uncovered on the day it was necessary to return the corrected proofs, states the main result of this work together with an error estimate under stronger regularity assumptions than used here.
1. Examples. In this section we present a variety of difference schemes to which Theorem 1 applies. Later sections are independent of the current one.
We begin with several well-known schemes in the case A^ = 1. So long as A^ = 1 we will write /, g in place of fx, gx. For a single-space variable the Lax-Friedrichs scheme is given by The resulting scheme (for any choice of 6) is clearly consistent, has conservation form, and when 6 = 0 or ô = 1 reduces to the conventional upwind schemes (1.5), (1.6). In our case ((1.7) holds, 6 given by (1.8) and /(a) = 0) it is easy to verify that (1.10)
is monotone on [a, b], provided that (1.2) holds. The last scheme we mention for N = 1 is Godunov's method. Here we consider only the case in which /" > 0 (in particular,/is strictly convex). Godunov's method is then given by the three-point conservation-form scheme We have written down the function g explicitly because these formulas show that for Godunov's method the numerical flux is Lipschitz continuous but not everywhere differentiable. In order to verify that Godunov's method defines a monotone scheme we recall the basic idea of the method. Given bounded discrete data m" with a < u" < b, let «o = £ ufxj, /=where x¡ is the characteristic function of (/' -Yi.)Ax < x < if + ft)Ax. Now we let u be the exact solution of í « + fiu)x = 0, (1.12) / w(0, x) = u0ix), which we write as u(x, t) = Sit)uQix). Since solutions of (1.11) propogate at finite speed at most c0 = maxa<u<2)l/'(u)l (see Section 2), it follows that 5x(Ar)w0(x), restricted to (/ -*A)Ax < x < (/ + V>)Ax, depends only on the three values m"_j , u?, Uy+1 provided that, as we now assume, (1.2) holds. Using the form of the exact solution of (1.12) for 0 < t < Ar (see [14] ) and the standard flux balance relation, one explicitly computes which is a factor of 2 more severe than (1.2). where Cq(Rn x (0, 7)) denotes the continuously differentiable functions on R^ x (0, T) with compact support. As we remarked earlier, weak solutions are not uniquely determined by their initial data (properly interpreted); and an additional condition, the entropy condition, is needed to select the desired solution. The form of the entropy condition we will use was given by Vol'pert [22] . An entropy solution of the conservation law (0.1X0 on R^ x (0, T) is a function u GL°°(RN x [0, T]) such that i io J*Riv *> "cl + ? **t s^u "cm»)-m)d**>0 for every <p G CX(R2 x (0, T)) with <p > 0 and every c G R.
In (2.2), sgn r = r/lrl for r =£ 0 (and the value assigned to sgn 0 is irrelevant since //(") ~ fiic) = 0 if u = c). If a < u < ¿> a.e., then choosing c = ft and c = a in (2.2) we can deduce (2.1) for i/> > 0 (and hence, in general). That is, entropy solutions are weak solutions. Moreover, if a < u < ft a.e. and (2.2) holds for a < c < Z», then it clearly holds for all c. The existence and uniqueness of entropy solutions of (0.1) which are of (locally) bounded variation (see below), when uQ is of (locally) bounded variation and the initial condition is properly interpreted, was proved by Vol'pert [22] . Subsequently, Kruzkov [13] extended these results. A special case of Kruzkov's uniqueness theorem adequate for our purposes is: In particular, if uxo = u20, then ux = u2 a.e. If we choose u20 = u2 = 0 in (2.4) (constants are entropy solutions of (0.1)(i)), we find
so r -> «,(-, 0 is bounded into LX(RN) (or u, G L~(0, T:Ll(RN))). It will prove convenient for us to work with this case, that is, u0 G LxiRN) fi L°°iRN). It is a simple matter to pass then to the more general case u0 G ¿"(R^) via the finite domain of dependence established in (2.4) (or the finite numerical domain of dependence for our schemes).
It follows from the results of [13] , [22] that for every u0 G L°°iRN) (0.1X0 has an entropy solution u assuming the initial-value uQ in the sense (2.3). This existence result will follow easily from our investigations, so we will not belabor it here.
Next, we define some function spaces needed in the sequel. We will use the following compactness criterion (which is stated with unnecessarily restrictive hypotheses). Finally, we summarize several facts which will be used in passing between con- Treating the j>-variation in a similar way gives (2.16). Jr2 l«Aí(x,;p, r2) -uAí(x, ^ tx)\dxdy<a\tx-t2\+At)\\u0\\BV(R2y Proof. This is immediate from Propositions 3.4, 3.5 and (2.17). Proof of Lemma 3.2. First, we prove that (a) implies (b). Let/ g G C. Then / V g = g + (f -g)+ G C by assumption, and T(f V g) -T(g) > 0 since T is order preserving. Also Tif) -7fe) < 7{/ V *) -Tig), and so (l\f) -T(g))+ < Tif V g) -Tig). Thus SniTif) -T(g))+ < SaiTif Vg)-Tig)) = Sa(fVg-g) = fa(f-g)+.
Stability Properties of Monotone
and (b) is established. That (b) implies (c) is trivial. Indeed, if (b) holds, /" I Tif) -Tig)\ = /n (T(f) -T(g))+ + Jn (T(g) -Tif))+ Finally, iff, g G Ç f> g and (c) holds, 2s+ = Isl + s implies We have proved Lemma 3.2 here for completeness. The parallel result for L°°a nd extensions are discussed in [5] . It is recognized that there will be results analogous to those of this paper for, in particular, equations of the form ut -A^u) = 0 and ut + /(grad u) = 0; and, time permitting, these will be developed. 4 . The Entropy Condition. In this section we establish that if uAt is an approximation of a solution of (0.1) produced by a monotone conservation-form difference scheme via the prescription (3.3); and there is a sequence At¡ -► 0 for which uAtl converges to a limit u boundedly a.e., then u is an entropy solution of (0.1). In the next section we show that every sequence Ar, convergent to zero has a subsequence with the above property, and then deduce that uAt converges as Ar -► 0 from the uniqueness Theorem 2.1.
If Ar, is given, it determines the lattices {(/Ax, kAy)} = {iJ/Xx, k/Xy)At,}, {(/Ax, kAy, nAt,)} = Üj/Xx, k/Xy, n)At,} and the associated partitions {Rjik}, {R¡tk x [nAt,, in + l)At,)} of R2 and R2 x [0, °°). These depend on I, but this will not be explicitly indicated by our notation. The ratios X*, Xy will be held constant (so Ax, Ay depend on f). As / varies, so too will the initial data involved in computing uAtl; but this will not be indicated either. We also have the relations License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use 5. The Proof of Theorem 1. We will actually prove more than Theorem 1 states here, for we will not need to assume the existence of the solution Sit)uQ of (0.1). This will follow from our proofs. To begin, we assume that a < m0 < b a.e., uQ G BV(R2) and u0 has compact support. Let uAt be given by (3. 3) with U° = u0A; see (2.13) . This can be done by any standard method. Denote the difference scheme solution corresponding to the initial-value u0 m by uAt. Below, we regard all functions as functions of t with values in Lx (R2). We know that All of the above is well known, even in much greater generality; see [13] , in particular. Crandall [4] and Benilan [1] also treat cases in which the f, need not be Lipschitz. In fact, it is enough that the /• are continuous and lim l/;.(r) -/•fC0)l/lrK7V-1>/JV = 0, r-*0 in order that Theorem 2.1 hold with ui0 G L°°(RN) n LX(RN), provided R = °° in (2. 3) and (2.4) . In order to compute solutions of (0.1) in this non-Lipschitz case, one would have to approximate (/.,..., fN) by smoother functions ifx, . . . , f^), solve a difference approximation to the resulting problem with Xf, X^ chosen appropriately, and then let / -► °° , Ai -► 0. The modulus of continuity in time must be treated appropriately, but we will not consider this here.
The Inhomogeneous Equation.
We briefly remark on how the analysis given above can be carried out for the more general problem (6,) ,*+£■»*»**** u(x, 0) = H0(X).
The corresponding difference schemes have the form (for N = 2) (6. Sketch of Proof. In addition to the arguments in preceding sections we require a uniqueness theorem (see [13] for this) and a few estimates given now. From Prop- 
