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Abstract
The privacy-utility tradeoff problem is formulated as determining the privacy mechanism (random mapping) that
minimizes the mutual information (a metric for privacy leakage) between the private features of the original dataset
and a released version. The minimization is studied with two types of constraints on the distortion between the public
features and the released version of the dataset: (i) subject to a constraint on the expected value of a cost function f
applied to the distortion, and (ii) subject to bounding the complementary CDF of the distortion by a non-increasing
function g. The first scenario captures various practical cost functions for distorted released data, while the second
scenario covers large deviation constraints on utility. The asymptotic optimal leakage is derived in both scenarios. For
the distortion cost constraint, it is shown that for convex cost functions there is no asymptotic loss in using stationary
memoryless mechanisms. For the complementary CDF bound on distortion, the asymptotic leakage is derived for
general mechanisms and shown to be the integral of the single letter leakage function with respect to the Lebesgue—
Stieltjes measure defined based on the refined bound on distortion. However, it is shown that memoryless mechanisms
are generally suboptimal in both cases.
Index Terms
Privacy-utility tradeoff, mutual information leakage, distortion cost function, distortion distribution constraints.
I. INTRODUCTION
Let (Xn, Y n) be a random data sequence where X and Y represent the public and private sections of the data
respectively, and are drawn from an i.i.d. distribution PX,Y . Each entry (Xi, Yi) represents a row of the dataset.
We wish to find a privacy mechanism, i.e. a random mapping, that reveals a sequence Xˆn such that (i) statistical
information about Xn can be learned from Xˆn, and (ii) as little information as possible about private data Y n
should be revealed by Xˆn. These two goals are in conflict, since typically X and Y are correlated (especially when
X = Y ). Thus, we wish to characterize the privacy utility tradeoff (PUT) while being careful to choose meaningful
utility and privacy metrics.
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2Our focus is on inferential adversaries that can learn the hidden features Y n from the released dataset Xˆn. To
this end, we motivate the use of mutual information between the private features Y n and the revealed version of the
dataset Xˆn as a metric for privacy leakage. Mutual information as a measure captures an adversary that refines its
posterior belief of the private data from the released data, i.e., the adversary’s loss function is the log-loss function
[2]. Indeed other measures such as maximal leakage [3], maximal correlation [4], and the recently introduced alpha
leakage [5] can capture the adversary’s ability to learn any function of the dataset. However, we restrict our focus
here to a belief-refining adversary.
For the choice of utility metric, the average distortion constraint in the form of E[d(Xn, Xˆn)] ≤ D has been used
in many works, where D is a distortion threshold and d(·, ·) is a given distortion function between public data and
released data. However, this utility metric does not capture all aspects of distortion distribution. One possible step
in order to capture more aspects of the distortion distribution, is via the tail probability constraint (or equivalently
called excess distortion constraint). This has been of much interest in source coding (see for example [6]–[10]),
channel coding (see for example [11]–[13]) and studied in the context of privacy in [14]. For a more detailed survey
on finite blocklength approaches see [15].
However, even the tail probability constraint does not capture the full spectrum of possibilities on applying bounds
on distortion distribution. In this paper, we generalize the tail probability constraint in two ways:
• A bound t on the average distortion cost, where the distortion cost is a non-decreasing function f applied on
a separable distortion measure d between Xn and Xˆn. The resulting PUT is given by
minimize
PXˆn|Xn,Y n
1
n
I(Y n; Xˆn)
subject to E[f(d(Xn, Xˆn))] ≤ t,
(1)
• A non-increasing function g to bound the complementary CDF of the distortion measure d between Xn and
Xˆn. The resulting PUT is given by
minimize
PXˆn|Xn,Y n
1
n
I(Y n; Xˆn)
subject to P[d(Xn, Xˆn) > D] ≤ g(D),∀D.
(2)
The cost constraint in (1) imposes increasing penalties on higher levels of distortion in general, and reduces to a tail
probability constraint when f(D) = 1(D > D0), for some constant D0. The distortion distribution bound in (2)
allows arbitrarily fine-tuned bounds on the complementary CDF of the distortion, and reduces to a tail probability
constraint when g(D) = 1− (1− )1(D ≥ D0), for some constant D0. Note that these two types of constraint are
not equivalent in general and can capture different requirements on the distortion distribution.
A. Contributions
A privacy mechanism could be applied to a dataset as a whole, or to each individual entry of the dataset
independently. We label the mechanisms for the two approaches as general and memoryless mechanisms. In this
paper:
• We derive precise expressions for the asymptotic leakage distortion-cost function tradeoff in (1). For memoryless
mechanisms, it is equal to the single letter leakage function evaluated at the inverse of the cost function applied
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3to the cost threshold t, and for general mechanisms, it is the lower convex envelope of the leakage tradeoff
curve under memoryless mechanisms.
• We also give the exact formulation of the asymptotic leakage in (2) for memoryless and general mechanisms.
For memoryless mechanisms, it is equal to the single letter leakage function evaluated at the largest distortion
value that g(.) is equal to 1. For general mechanisms, it is the integral of single letter leakage function with
respect to the Lebesgue—Stieltjes measure defined based on the constraint function g.
• In both cases, the optimal general mechanisms are mixtures of memoryless mechanisms.
The formulations in (1) and (2) include the dependence on both the public and private aspects of the dataset. In
cases where the private data is not directly available, but the statistics are known, the private (Y n), public (Xn),
and revealed data (Xˆn) form a Markov chain Y n → Xn → Xˆn. In this paper, we focus on the general case with
both public and private data being available to the mechanism, but the results here generalize in a straightforward
manner to the case when private data is not available.
B. Related Work
An alternative approach to more general distortion constraints is considered in [10] and referred to as f˜ -separable
distortion measures 1. In [10], a multi-letter distortion measure d˜(·, ·) is defined as f˜ -separable if
d˜(xn, xˆn) = f˜−1
(
1
n
n∑
i=1
f˜(d˜(xi, xˆi))
)
, (3)
for an increasing function f˜ . The distortion cost constraints that we consider are more general in the sense that our
notion of cost function f applied to the distortion measure d(·, ·) covers a broader class of distortion constraints
than an average bound on f˜ -separable distortion measures studied in [10]. Specifically, the average constraint on
an f˜ -separable distortion measure has the form
E
[
f˜−1
(
1
n
n∑
i=1
f˜(d˜(xi, xˆi))
)]
≤ D, (4)
which clearly is a specific case for our formulation in (1) that results from choosing f = f˜−1 and d(x, xˆ) =
f˜(d˜(x, xˆ)), such that d(xn, xˆn) = 1n
∑n
i=1 d(xi, xˆi). Moreover, we allow for non-decreasing functions f , which
means that f˜ does not have to be strictly increasing. We also note that our focus is on privacy rather than source
coding.
In the context of privacy, the privacy utility tradeoff with distinct X and Y is studied in [16] and more extensively
in [17], but the utility metric is only restricted to identity cost functions, i.e. f(D) = D. Generalizing this to the
excess distortion constraint was considered by [14]. In [14], we also differentiated between explicit availability or
unavailability of the private data Y to the privacy mechanism. Information theoretic approaches to privacy that are
agnostic to the length of the dataset are considered in [2], [18], [19].
In [14], we also allow the mechanisms to be either memoryless (also referred to as local privacy) or general.
This approach has also been considered in the context of differential privacy (DP) (see for example [20]–[24]). In
1We have changed their notation from f -separable to f˜ -separable, in order to avoid confusion with our notation.
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4the information theoretic context, it is useful to understand how memoryless mechanisms behave for more general
distortion constraints as considered here. Furthermore, even less is known about how general mechanisms behave
and that is what this paper aims to do.
In this paper, we first setup the problem formulation in Section II. Then, in Section III we present our main
results for the asymptotic leakage for general and memoryless mechanisms, under the average distortion cost and
complementary CDF bounds on distortion. Finally, we provide all the proofs in Sections V.
C. Notation
Throughout this paper we use D as the distortion value, and d(·, ·) to indicate the distortion function used for
measuring utility. We also use DKL(·||·) for the KL-divergence between two distributions. The mutual information
between two variables X and Y is denoted by I(X;Y ) and the base for all the logarithm and exponential functions
are the same, but can be any numerical value. We denote binary entropy by Hb(·), and use EP [·] for expectation
with respect to distribution P , where the subscript P is dropped when it is clear from context. We denote random
variables with capital letters, and their corresponding alphabet set by calligraphic letters. The lower convex envelope
of a function r(·) for any point t in its domain is given by
r∗∗(t) , sup
s(t)
∣∣∣∣ s is convex,
s(x) ≤ r(x),∀x ∈ Dom r
 . (5)
II. PROBLEM DEFINITION AND PRELIMINARIES
Let the source data (Xn, Y n) be a dataset of n independently and identically distributed (i.i.d.) random variables,
where (Xi, Yi) ∼ PX,Y , for all i = 1, . . . , n. The revealed data is an n-length sequence Xˆn drawn from the alphabet
Xˆn, and all the alphabet sets X ,Y, Xˆ are assumed to be finite sets. A random mechanism is used to generate the
revealed data Xˆn given the source data (Xn, Y n).
In order to quantify the utility of the revealed data, consider the single letter distortion measure as a function d :
X ×Xˆ → [Dmin, Dmax]. Then, the distortion between n-length sequences is given by d(xn, xˆn) = 1n
∑n
i=1 d(xi, xˆi).
The following definitions represent our main quantities of interest, given by the minimum leakage for a dataset
subject to a distortion cost constraint and a complementary CDF bound on distortion. We differentiate between the
memoryless and general mechanisms by the superscripts M and G, respectively.
Definition 1 (Information Leakage under a Cost Function): Given a left-continuous and non-decreasing cost
function f : [Dmin, Dmax] → [0,∞) and t > f(Dmin), the minimal leakage under an expected distortion cost
constraint is defined as follows:
L(·)(n, t, f) , min
PXˆn|Xn,Y n :
E[f(d(Xn,Xˆn))]≤t
1
n
I(Y n; Xˆn), (6)
and
L(·)(t, f) , lim
n→∞L
(·)(n, t, f), (7)
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5when the limits exist. The superscript (·) takes values M or G, where for L(M) the n-letter mechanism PXˆn|Xn,Y n
is restricted to be stationary and memoryless, i.e. given by PXˆn|Xn,Y n = (PXˆ|X,Y )
n, but for L(G) it can be any
mechanism satisfying the distortion constraint.
Definition 2 (Information Leakage with Distortion CDF Bound): Given a right-continuous and non-increasing
function g : [Dmin, Dmax] → (0, 1], the minimal leakage with a cumulative distortion distribution bounded by g is
defined as follows:
L(·)(n, g) , min
PXˆn|Xn,Y n :
P[d(Xn,Xˆn)>D]≤g(D),∀D
1
n
I(Y n; Xˆn), (8)
and
L(·)(g) , lim
n→∞L
(·)(n, g), (9)
when the limits exist. The superscript (·) takes values M or G, where for L(M) the n-letter mechanism PXˆn|Xn,Y n
is restricted to be stationary and memoryless, i.e. given by PXˆn|Xn,Y n = (PXˆ|X,Y )
n, while for L(G) it can be any
mechanism satisfying the distortion constraint.
We now define the optimal single letter information leakage under a constraint on the expected value of the
distortion. This is analogous to the single-letter rate-distortion function, and has appeared in earlier works on
privacy [17]. As we will show later, this quantity appears as a key element in first-order leakage.
Definition 3 (Single Letter Information Leakage):
L(D) , min
PXˆ|X,Y :E[d(X,Xˆ)]≤D
I(Y ; Xˆ). (10)
Note that L(·) is convex, non-increasing, and thus continuous on (Dmin, Dmax].
Remark 1: For f(D) = D, and any n, the optimization in (6) reduces to (10) for both memoryless and general
mechanisms.
We now define functions that will be critical in expressing asymptotic leakage with the expected distortion cost
bound under stationary memoryless and general mechanisms.
Definition 4: For any cost function f , and a distortion cost threshold t > f(Dmin), let
f−1l (t) , sup{D ∈ [Dmin, Dmax] : f(D) < t}, (11)
f−1u (t) , sup{D ∈ [Dmin, Dmax] : f(D) ≤ t}, (12)
and define
Tf , {t : f−1l (t) 6= f−1u (t)}. (13)
Consequently, for any t /∈ Tf , we have f−1l (t) = f−1u (t), and thus, the inverse function for f can be uniquely
determined as
f−1(t) , f−1l (t) = f−1u (t). (14)
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6III. MAIN RESULTS
A. Distortion Cost Constraint
Theorem 1: Let t > f(Dmin). If t /∈ Tf , then the asymptotic minimum leakage under stationary memoryless
mechanisms is given by
L(M)(t, f) = (L ◦ f−1)(t), (15)
and for any t ∈ Tf , we have
L(M)(t, f) = minPXˆ|X,Y I(Y ; Xˆ),
subject to
Rl(PX,Xˆ ,f
−1
l (t))
≤Ru(PX,Xˆ ,f−1u (t))
,
(16)
where for any PX,Xˆ and constant c,
Ru(PX,Xˆ , c) , min
QX,Xˆ :EQ[d(X,Xˆ)]≥c
DKL(QX,Xˆ ||PX,Xˆ), (17)
Rl(PX,Xˆ , c) , min
QX,Xˆ :EQ[d(X,Xˆ)]≤c
DKL(QX,Xˆ ||PX,Xˆ). (18)
Furthermore, the inequality constraint in (16) reduces to equality if L(f−1u (t)) > 0.
Proof sketch: From the law of large numbers, applying a memoryless mechanism concentrates the distortion
around a particular D, typically to the expected value, as n→∞. Therefore, the distortion cost constraint roughly
translates to choosing an expected distortion D such that f(D) ≤ t, or equivalently f−1(t) ≥ D. If f−1(t) is
uniquely determined, then we have the asymptotic leakage in the form of L(f−1(t)). Otherwise, our desired D lies
somewhere between f−1l (t) and f
−1
u (t). For a more detailed proof, see Section V-A.
Remark 2: Note that Ru(PX,Xˆ , c) and R
l(PX,Xˆ , c) are continuous in c because the feasible set in (17) and (18)
are convex and D(Q||P ) is convex in Q. They are also continuous in PX,Xˆ due to continuity of DKL(·||·) in both
arguments.
Remark 3: If f(·) is strictly increasing, then Tf = ∅, and L(M)(t, f) is given by (15) for any t.
Remark 4: For any t > f(Dmin), since the closure of the convex hull of epigraphs of L ◦ f−1l and L ◦ f−1u are
equal, their lower convex envelopes are equal too. Therefore, (L ◦ f−1l )∗∗(t) = (L ◦ f−1u )∗∗(t), and we refer to this
value as (L ◦ f−1)∗∗(t).
Theorem 2: For t > f(Dmin), the asymptotic minimum leakage under general mechanisms is given by
L(G)(t, f) = (L ◦ f−1)∗∗(t). (19)
Proof sketch: Since L(G)(t, f) is convex in t, a convex combination of any two feasible mechanisms is also feasible.
Hence, we can always design convex combinations of memoryless mechanisms to achieve the lower convex envelope
of (L ◦ f−1)(t), and therefore L(G)(t, f) ≤ (L ◦ f−1)∗∗(t). Conversely, we show that it is not possible to achieve
a smaller leakage. For proof details, we refer the reader to Section V-C.
Remark 5: Note that for t ≥ f(Dmax), we have L(M)(t, f) = L(G)(t, f) = 0, where the minimum is achieved
by any mechanism with output independent from the input.
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7Remark 6: If f is convex, then for t > f(Dmin) we have (L ◦ f−1)∗∗(t) = L(f−1(t)). Therefore, from Theorem
1 we have
L(G)(t, f) = L(M)(t, f) = L(f−1(t)). (20)
Remark 7: Note that if L(f−1(t)) is not equal to its lower convex envelope for some t, then the optimal mechanism
is formed by a convex combination of the optimal memoryless mechanisms for distortion costs t1 and t2, where
t1 is the largest threshold smaller than t and t2 is the smallest threshold larger than t, such that L(f−1(·)) is equal
to its lower convex envelope at t1 and t2.
B. Complementary CDF Bound
We now proceed to the result on information leakage with distortion CDF bound. In the following, we give
closed form results for the asymptotic information leakage with the distortion CDF bounded by a function g.
Theorem 3: For a non-increasing right-continuous function g : [Dmin, Dmax]→ (0, 1], the asymptotic information
leakage for memoryless mechanisms under distortion CDF bounded by g(·) is given by
L(M)(g) = L(Dg), (21)
where Dg , inf{D ∈ [Dmin, Dmax] : g(D) < 1}.
Proof: Suppose Dg > Dmin. Then, for any fixed δ > 0 and n, choose PXˆn|Xn,Y n =
(
P ∗
(n)
Xˆ|X,Y
)n
, where P ∗
(n)
Xˆ|X,Y
is the optimal single letter mechanism achieving L(Dg − δ). Note that by definition g is bounded away from zero,
because it is right continuous and considered to be positive over [Dmin, Dmax]. Therefore, P[d(Xn, Xˆn) > Dg] goes
to zero as n goes to infinity and the distortion constraint P[d(Xn, Xˆn) > D] ≤ g(D) is satisfied for all D for
sufficiently large n. Then, as δ → 0, continuity of L(·) implies L(Dg) is achievable.
Conversely, according to the law of large numbers, the distortion d(Xn, Xˆn) concentrates around its expected
value as n goes to infinity. In other words, we have P[d(Xn, Xˆn) > D]→ 1, if D < E[d(Xn, Xˆn)]. This, in turn,
implies that for any D such that g(D) < 1, we must have E[d(Xn, Xˆn)] ≤ D. Therefore, a feasible memoryless
mechanism has to satisfy E[d(Xn, Xˆn)] ≤ Dg .
Finally, for Dg = Dmin, we have to satisfy P[d(Xn, Xˆn) = Dmin] = 1. Note that in this case, the constraint for
L(Dg), i.e. E[d(Xn, Xˆn)] ≤ Dg , is also equivalent to P[d(Xn, Xˆn) = Dmin] = 1. Therefore, the set of feasible
memoryless mechanisms for L(M)(g) is equal to those for L(Dg), and thus, L(M)(g) = L(Dg).
Theorem 4: Let g : [Dmin, Dmax] → (0, 1] be a non-increasing right-continuous function. If the single letter
leakage function L(·) is bounded on [Dmin, Dmax], then the asymptotic information leakage for general mechanisms
under distortion CDF bounded by g(·) is given by
L(G)(g) =
∫ Dmax
Dmin
L(D)d(g(D)), (22)
where the integral is a Lebesgue–Stieltjes integral of the single letter leakage function L(·) with respect to the
Lebesgue–Stieltjes measure associated with the constraint function g.
Proof sketch: We first prove this result for simple constraint functions g, which are in the form of a finite sum
of step functions. Then, we show that any non-increasing right-continuous constraint function g can be upper and
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8lower bounded by such simple functions, and therefore, the corresponding leakage can be upper and lower bounded
by that of the simple functions. For a more detailed proof, see Section V-D.
Remark 8: An alternative way of describing the result in Theorem 4 is that the asymptotically optimal mechanism
behaves as if it first chooses a random D drawn from a distribution with a complementary CDF exactly equal to
g(·), and then applies the single letter optimal mechanism achieving the single letter optimal leakage L(D) in a
stationary and memoryless fashion. Thus, averaging over the random choice of D, the resulting leakage is given as
the integral in (22).
C. Auxiliary Result
We now present a result characterizing the asymptotic optimal privacy leakage subject to multiple excess prob-
ability constraints. This can be seen as a special case of complementary CDF bound in which the g function is a
simple function, i.e. it takes finitely many values. The following results will also be used in the proof of Theorem
2.
For vectors D = (D1, D2, . . . , Dk) and  = (1, 2, . . . , k), where Dmin ≤ D1 < · · · < Dk ≤ Dmax and
1 ≥ 1 > · · · > k > 0, a simple function g,D is illustrated in Fig. 1 and formally defined as
g,D(D) ,

1, Dmin ≤ D < D1,
i, Di ≤ D < Di+1, i = 1, . . . , k − 1,
k, Dk ≤ D ≤ Dmax.
(23)
One can verify that for a constraint function of this form, the minimization in (9) is equivalent to the information
𝜖1
𝜖2
𝜖𝑘
𝐷1 𝐷2 𝐷𝑘
Fig. 1. A simple g,D(D).
leakage with multiple excess distortion constraints, defined as follows.
Definition 5 (Information Leakage with Multiple Excess Probability Constraints): Given a distortion vector D =
(D1, D2, . . . , Dk) and a tail probability vector  = (1, 2, . . . , k), where Dmin ≤ D1 < · · · < Dk ≤ Dmax and
1 ≥ 1 > · · · > k > 0, the minimal leakage with multiple excess distortion constraints is defined as
L(G)(n,D, ) , min
PXˆn|Xn,Y n :
P[d(Xn,Xˆn)>Di]≤i,
∀1≤i≤k
1
n
I(Y n; Xˆn), (24)
where the n-letter mechanisms in (6) are not constrained to be memoryless or stationary, and
L(G)(D, ) , lim
n→∞L
(G)(n,D, ), (25)
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9when the limit exists. In the following lemma, we provide the asymptotic optimal leakage under general mechanisms
for the class of distortion CDF bound functions defined in Definition 5.
Lemma 1:
L(G)(D, ) =
k∑
i=1
(i−1 − i)L(Di)
=
∫ Dmax
Dmin
L(D)d(g,D(D)), (26)
where 0 = 1. In particular, we have
L(G)(n,D, ) =
k∑
i=1
(i−1 − i)L(Di) + θ(k, n), (27)
where
− log(k + 1)
n
≤ θ(k, n) ≤ O
(√
log n
n
)
. (28)
Proof sketch: The proof hinges on choosing a combination of memoryless mechanisms, each of them being the
single letter optimal mechanism for a separate Di applied in a stationary and memoryless fashion. The weights of
this combination will be chosen such that all the excess distortion probabilities are met. For a detailed proof see
section V-B.
IV. ILLUSTRATION OF RESULTS
In this section, we first examine the generic cases of single and double step f and g functions. Then, we consider
a doubly symmetric binary source and derive its corresponding single letter leakage function. Finally, we use the
single letter leakage function to find the asymptotically optimal leakage under specific examples of the average
distortion cost constraint and complementary CDF bound.
A. Distortion Cost Function
Example 1: f(D) = 1(D > D0) as shown in Fig. 2. In this case, Tf = {1}, and we have
𝐷0
1
𝑓(𝐷)
𝐷
Fig. 2. The single step cost function f(D) = 1(D > D0).
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𝐿(𝐷0)
Fig. 3. The leakage functions L(M)(t, f) and L(G)(t, f) for f(D) = 1(D > D0).
f−1u (t) =
D0, t < 1,Dmax, t ≥ 1, (29)
f−1l (t) =
D0, t ≤ 1,Dmax, t > 1. (30)
Therefore, according to Theorem 1 for stationary memoryless mechanisms we have
L(M)(t, f) =
L(D0), 0 < t < 1,0, t ≥ 1, (31)
and for general mechanisms, according to Theorem 2 we have
L(G)(t, f) =
(1− t)L(D0), 0 ≤ t < 10, t ≥ 1. (32)
This exactly matches our earlier results in [14] and for the special case of X = Y simplifies to the result in [7].
The leakages L(G) and L(M) are depicted in Fig. 3. Note that for t = 1, we have L(G)(t, f) = L(M)(t, f) = 0 due
to Remark 5.
Example 2: f(D) = a11(D > D1)+a21(D > D2), D1 < D2 as shown in Fig. 4. In this case, Tf = {a1, a1+a2},
and we have
f−1u (t) =

D1, t < a1,
D2, a1 ≤ t < a1 + a2,
Dmax, t ≥ a1 + a2,
(33)
f−1l (t) =

D1, t ≤ a1,
D2, a1 < t ≤ a1 + a2,
Dmax, t > a1 + a2.
(34)
Hence, according to Theorem 1 for stationary memoryless mechanisms we have
L(M)(t, f) =

L(D1), t < a1,
L(D2), a1 < t < a1 + a2,
0, a1 + a2 ≤ t.
(35)
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Note that for t = a1, the exact value for L(M)(t, f) is derived by (16), and for t = a1+a2, we have L(M)(t, f) = 0
due to Remark 5. From Theorem 2, we know that L(G)(t, f) is the lower convex envelope of L(M)(t, f). If
a2L(D1) ≥ (a1 + a2)L(D2), then it is given by
L(G)(t, f) =

L(D2) + (1− ta1 )L(D1) t ≤ a1,
(1− t−a1a2 )L(D2) a1 ≤ t ≤ a1 + a2,
0 a1 + a2 ≤ t,
(36)
and otherwise,
L(G)(t, f) =
(1−
t
a1+a2
)L(D1) t ≤ a1 + a2,
0 a1 + a2 ≤ t.
(37)
These two cases together with their corresponding L(M)(t, f) are shown in Figs. 5 and 6, respectively.
𝑓(𝐷)
𝐷1 𝐷2 𝐷
𝑎1
𝑎1 + 𝑎2
Fig. 4. The double step cost function f(D) = a11(D > D1) + a21(D > D2), D1 < D2.
Fig. 5. L(M)(t, f) and L(G)(t, f) for f(D) = a11(D > D1) + a21(D > D2), if a2L(D1) ≥ (a1 + a2)L(D2).
Fig. 6. L(M)(t, f) and L(G)(t, f) for f(D) = a11(D > D1) + a21(D > D2), if a2L(D1) < (a1 + a2)L(D2).
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B. Distortion CDF Constraints
We now proceed to complementary CDF bounds on distortion. First, we consider a single step function g (hard
tail probability constraint), and then generalize to a sum of two step functions.
Example 3: g(D) = 1 − (1 − )1(D ≥ D0) as shown in Fig. 7, where Dmin < D0 < Dmax. For stationary
memoryless mechanisms we have
L(M)(g) = L(D0), (38)
while for the general mechanisms, we have
L(G)(g) =
∫ Dmax
Dmin
L(D)d(g(D)) = (1− )L(D0). (39)
Note that this is equivalent to Example 1. Therefore, (38) and (39) verify the results in [7] and [14], wherein the
Fig. 7. The single step complementary CDF bound function g(D) = 1− (1− )1(D ≥ D0).
tail probability constraint is used as a utility metric.
Example 4: g(D) = 1(D < D1) + 11(D1 ≤ D < D2) + 21(D2 ≤ D) as shown in Fig. 8. For stationary
memoryless mechanisms we have
L(M)(g) = L(D1), (40)
while for the general mechanisms, we have
L(G)(g) = (1− 1)L(D1) + (1 − 2)L(D2). (41)
𝜖2
𝜖1
𝐷1 𝐷2
Fig. 8. The double step complementary CDF bound function g(D) = 1(D < D1) + 11(D1 ≤ D < D2) + 21(D2 ≤ D).
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C. Doubly Symmetric Binary Source (DSBS)
We now consider a doubly symmetric source with parameter q as depicted in Fig. 9 with Hamming distortion,
i.e. d(x, xˆ) = 1(x 6= xˆ), as the utility metric. In the following lemma, proved in Section V-E, we derive the single
letter leakage function for this source.
𝑌 𝑋
1 1
0 0
𝑞
𝑞
1 − 𝑞
1 − 𝑞
w.p. 0.5
w.p. 0.5
Fig. 9. A doubly symmetric source with parameter q.
Lemma 2: For a doubly symmetric source with q ≤ 0.5, the single letter leakage function is given by
L(D) =
1−Hb(q +D), D < 0.5− q,0, D ≥ 0.5− q. (42)
Remark 9: Due to the inherent symmetry of the problem, for all q > 0.5, Lemma 2 holds with q replaced by
1− q.
Given the single letter leakage function for a doubly symmetric source, we provide numerical examples for the
asymptotically optimal leakages under both distortion cost constraints and complementary CDF bounds.
Example 5: For a doubly symmetric source with parameter q = 0.1 and Hamming distortion, consider the cost
function
f(D) =

4(8x−i−0.5)5+16x+1−2i
32 , x ∈ [ i8 , i+18 ), i ∈ {0, . . . , 7},
1, x = 1,
(43)
as shown in Fig. 10. Then, the corresponding leakage functions L(M)(t, f) and L(G)(t, f) are shown in Fig. 11.
0 0.2 0.4 0.6 0.8 1
D
0
0.2
0.4
0.6
0.8
1
f(D
) f(D)
Fig. 10. The cost function f(D) for Example 5.
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0 0.1 0.2 0.3 0.4 0.5
t
0
0.1
0.2
0.3
0.4
0.5
0.6
Le
ak
ag
e
LM(t,f)
LG(t,f)
Fig. 11. Memoryless and general leakage functions L(M)(t, f) and L(G)(t, f) for Example 5.
We now proceed to an examples that resemble a soft single step complementary CDF bound. We choose functions
that are parametrized with a parameter λ such that they converge to a hard single step CDF bound as λ→∞.
Example 6: Consider a doubly symmetric source with parameter q = 0.1. Then, for any λ ≥ 0 define
gλ(D) =+ (1− )1(D ≤ D0)
+ (1− )
(
1
2
− 1(D ≤ D0)
)
e−λ|D−D0|. (44)
In Fig. 12, this function is plotted for D0 = 0.2,  = 0.1, and four different values of λ. Note that in Fig. 13, the
value of L(G)(gλ) converges to the asymptotic value of (1− )L(D0) as λ→∞, and L(G)(gλ) is non-monotonic
in λ.
0 0.1 0.2 0.3 0.4
0
0.2
0.4
0.6
0.8
1 λ=30
λ=60
λ=90
λ=120
Fig. 12. g(d) as described in Example 6, for D0 = 0.2 and  = 0.1, parametrized by λ.
V. PROOFS
Before proving our main results, we first review Hoeffding’s inequality, a version of Chernoff bound used for
bounded random variables.
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0 20 40 60 80 100 120
0.02
0.04
0.06
0.08
0.1
0.12
LG(g)
(1- ) L(D0)
Fig. 13. L(G)(g) for the g function given in Example 6.
Lemma 3 (Hoeffding’s inequality [25, Theorem 2]): Let X1, . . . , Xn bounded independent random variables, i.e.
ai ≤ Xi ≤ bi for each 1 ≤ i ≤ n. We define the empirical mean of these variables by X¯ = 1
n
(X1 + . . .+Xn).
Then
P
(
X¯ − E [X¯] ≥ t) ≤ exp(− 2n2t2∑n
i=1(bi − ai)2
)
, (45)
where t is positive, and E[X] is the expected value of X .
A. Proof of Theorem 1
Assuming a stationary memoryless mechanism, we provide upper and lower bounds on E(f(d(Xn, Xˆn))) in
terms of f(E[d(Xn, Xˆn)]. This in turn allows us to bound L(M)(·) in terms of L(f−1(·)). Let δn = (Dmax −
Dmin)
√
log n/n. Then, for large enough n we have
E
[
f(d(Xn, Xˆn))
]
(46a)
≤ P
(
d(Xn, Xˆn) ≤ E[d(Xn, Xˆn)] + δn
)
· f
(
E[d(Xn, Xˆn)] + δn
)
+ P
(
d(Xn, Xˆn) > E[d(Xn, Xˆn)] + δn
)
f(Dmax) (46b)
≤ f(E[d(Xn, Xˆn)] + δn) + f(Dmax)e−n
δ2n
(Dmax−Dmin)2 (46c)
≤ f
(
E[d(Xn, Xˆn)] + δn
)
+
f(Dmax)
n
, (46d)
where (46c) is due to Lemma 3 and (46d) follows from the definition of δn. If E
[
d(Xn, Xˆn)
]
≤ f−1l
(
t− f(Dmax)n
)
−
δn, then E
[
f
(
d(Xn, Xˆn)
)]
≤ t, and we have
L(M)(n, t, f) ≤ L
(
f−1l
(
t− f(Dmax)
n
)
− δn
)
. (47)
Since f−1l (·) is left-continuous, and L(·) is continuous, taking the limit as n→∞ gives
L(M)(t, f) ≤ L (f−1l (t)) . (48)
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With a similar argument and using the negative of the distortion function in Lemma 3, we have
E
[
f(d(Xn, Xˆn))
]
(49a)
≥ P
(
d(Xn, Xˆn) ≥ E[d(Xn, Xˆn)]− δn
)
· f
(
E[d(Xn, Xˆn)]− δn
)
+ P
(
d(Xn, Xˆn) < E[d(Xn, Xˆn)]− δn
)
f(Dmin) (49b)
≥
(
1− P
(
d(Xn, Xˆn) < E[d(Xn, Xˆn)]− δn
))
· f(E[d(Xn, Xˆn)]− δn) (49c)
≥
(
1− 1
n
)
f
(
E[d(Xn, Xˆn)]− δn
)
, (49d)
where (49d) is due to Lemma 3. Therefore, if
E
[
f
(
d(Xn, Xˆn)
)]
≤ t, (50)
then
E
[
d(Xn, Xˆn)
]
≤ f−1u
(
t
(
1 +
1
n− 1
))
+ δn, (51)
and we have
L
(
f−1u
(
t
(
1 +
1
n− 1
))
+ δn
)
≤ L(M)(n, t, f). (52)
Since f−1u (·) is right-continuous, and L(·) is continuous, taking the limit as n→∞ gives
L
(
f−1u (t)
) ≤ L(M)(t, f). (53)
Recall the definition of Tf in (13). If t /∈ Tf , then f−1l (t) = f−1u (t). Hence, (48) and (53) imply (15). Otherwise,
if t ∈ Tf , fix some δ > 0. Then, we bound the expected distortion cost for the function f under any mechanism
PXˆ|X,Y . Specifically, as an upper bound we have
E
[
f(d(Xn, Xˆn))
]
≤ P
[
d(Xn, Xˆn) ≤ f−1l (t)− δ
]
f(f−1l (t)− δ)
+ P
[
f−1l (t)− δ < d(Xn, Xˆn) < f−1u (t)
]
t
+ P
[
f−1u (t) ≤ d(Xn, Xˆn)
]
f(Dmax) (54a)
= t+ (f(Dmax)− t)P
[
f−1u (t) ≤ d(Xn, Xˆn)
]
− (t− f(f−1l (t)− δ))P [d(Xn, Xˆn) ≤ f−1l (t)− δ] (54b)
≤ t+ (f(Dmax)− t) e−n(R
u(PX,Xˆ ,f
−1
u (t))−γn)
− (t− f(f−1l (t)− δ)) e−n(Rl(PX,Xˆ ,f−1l (t)−δ)+γn), (54c)
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where (54c) is due to Sanov’s theorem [26, Theorem 11.4.1], Ph
X,Xˆ
(·) and P l
X,Xˆ
(·) are defined in (17) and (18)
respectively, and γn =
|X ||Xˆ | log(n+1)
n . Therefore, if
(f(Dmax)− t) e−n(R
u(PX,Xˆ ,f
−1
u (t))−γn)
≤ (t− f(f−1l (t)− δ)) e−n(Rl(PX,Xˆ ,f−1l (t)−δ)+γn), (55)
then E[f(d(Xn, Xˆn))] ≤ t. Note that (55) holds for sufficiently large n if
Ru
(
PX,Xˆ , f
−1
u (t)
)
> Rl
(
PX,Xˆ , f
−1
l (t)− δ
)
. (56)
Therefore, for any δ > 0, L(M)(t, f) is upper bounded by
L
(M)
UB (t, f, δ) , infPXˆ|X,Y I(Y ; Xˆ)
subject to: Rl(PX,Xˆ ,f−1l (t)−δ)<Ru(PX,Xˆ ,f−1u (t)).
(57)
Note that L(M)UB (t, f, δ) is increasing in δ because R
l(·, ·) and Ru(·, ·) are decreasing and increasing in their
second arguments, respectively. Therefore, taking the infimum over δ gives
L(M)(t, f)
≤ inf
δ>0
L
(M)
UB (t, f, δ) (58a)
= inf
δ>0,PXˆ|X,Y :
Rl(PX,Xˆ ,f
−1
l (t)−δ)
<Ru(PX,Xˆ ,f
−1
u (t))
I(Y ; Xˆ) (58b)
≤ inf
PXˆ|X,Y : ∀δ>0
Rl(PX,Xˆ ,f
−1
l (t)−δ)
<Ru(PX,Xˆ ,f
−1
u (t))
I(Y ; Xˆ) (58c)
≤ inf
PXˆ|X,Y :
Rl(PX,Xˆ ,f
−1
l (t))
<Ru(PX,Xˆ ,f
−1
u (t))
I(Y ; Xˆ) (58d)
= L
(M)
UB (t, f, 0),
where (58c) is derived by restricting the feasible set to those distributions that satisfy the constraint for all δ > 0,
and (58d) is due to the fact that Rl(·) is decreasing and continuous in its second argument by Remark 2.
Conversely, we can lower bound the expected distortion cost using a similar argument used in (54). Thus, we
have:
E
[
f(d(Xn, Xˆn))
]
≥ P
[
d(Xn, Xˆn) ≤ f−1l (t)
]
f(Dmin)
+ P
[
f−1l (t) < d(X
n, Xˆn) < f−1u (t) + δ
]
t
+ P
[
f−1u (t) + δ ≤ d(Xn, Xˆn)
]
f(f−1u (t) + δ) (59a)
= t+
(
f(f−1u (t) + δ)− t
)
P
[
f−1u (t) + δ ≤ d(Xn, Xˆn)
]
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− (t− f(Dmin)))P
[
d(Xn, Xˆn) ≤ f−1l (t)
]
(59b)
≥ t+ (f(f−1u (t) + δ)− t) e−n(Ru(PX,Xˆ ,f−1u (t)+δ)+γn)
− (t− f(Dmin)) e−n(R
l(PX,Xˆ ,f
−1
l (t))−γn), (59c)
If a mechanism PXˆ|X,Y satisfies E
[
f(d(Xn, Xˆn))
]
≤ t, then(
f(f−1u (t) + δ)− t
)
e−n(R
u(PX,Xˆ ,f
−1
u (t)+δ)+γn)
− (t− f(Dmin)) e−n((R
l(PX,Xˆ ,f
−1
l (t))−γn) ≤ 0. (60)
If (60) holds for sufficiently large n, then
Ru
(
PX,Xˆ , f
−1
u (t) + δ
)
≥ Rl
(
PX,Xˆ , f
−1
l (t)
)
. (61)
Hence, for any δ > 0, L(M)(t, f) is lower bounded by
L
(M)
LB (t, f, δ) , infPXˆ|X,Y I(Y ; Xˆ)
subject to: Rl(PX,Xˆ ,f−1l (t))≤Ru(PX,Xˆ ,f−1u (t)+δ).
(62)
Note that L(M)LB (t, f, δ) is decreasing in δ because R
l(·, ·) and Ru(·, ·) are decreasing and increasing in their
second arguments, respectively. Note that the feasible set in (62) is closed, due to continuity of Rl(·, ·) and Ru(·, ·)
in their first arguments and having a non-strict inequality. Therefore, the infimum in (62) can be replaced with
minimum, and minimizing mechanisms exist. For any δ > 0, let P (δ)
Xˆ|X,Y (or simply P
(δ)) be a mechanism that
achieves L(M)LB (t, f, δ). Let {δn}∞n=1 be convergent to zero from above. Then, {P (δn)}∞n=1 is a sequence in a compact
set, and therefore has a converging subsequence {P (δnm )}∞m=1, which converges to some P ∗. Due to continuity of
Rl(·, ·) and Ru(·, ·) in their first argument (see Remark 2), P ∗ satisfies Rl
(
P ∗
X,Xˆ
, f−1l (t)
)
≤ Ru
(
P ∗
X,Xˆ
, f−1u (t)
)
,
and therefore, it is in the feasible set of L(M)LB (t, f, 0). Hence, by continuity of mutual information we get
L
(M)
LB (t, f, 0) ≤ lim
δ→0+
L
(M)
LB (t, f, δ). (63)
On the other hand, note that Rl(·, ·) is non-increasing and Ru(·, ·) is non-decreasing in their second arguments,
based on their definition in (17) and (18), respectively. Therefore, L(M)LB (t, f, δ) is non-increasing in δ. Thus, we
have
L
(M)
LB (t, f, 0) ≥ lim
δ→0+
L
(M)
LB (t, f, δ). (64)
Therefore, according to (63) and (64) L(M)LB (t, f, δ) is continuous at δ = 0, and
L(M)(t, f) ≥ sup
δ>0
L
(M)
LB (t, f, δ) (65a)
= lim
δ→0+
L
(M)
LB (t, f, δ) (65b)
= L
(M)
LB (t, f, 0). (65c)
We now show that the strict inequality in (57) can be replaced with a non-strict inequality when δ = 0, and
consequently,
L
(M)
UB (t, f, 0) = L
(M)
LB (t, f, 0). (66)
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We do so by showing that for any PXˆ|X,Y that satisfies R
l
(
PX,Xˆ , f
−1
l (t)
)
= Ru
(
PX,Xˆ , f
−1
u (t)
)
there exists
an arbitrarily close P¯Xˆ|X,Y that satisfies R
l
(
P¯X,Xˆ , f
−1
l (t)
)
< Ru
(
P¯X,Xˆ , f
−1
u (t)
)
. We first show that for some
(x0, xˆ0) ∈ X × Xˆ we have
∂
∂PX,Xˆ(x0, xˆ0)
(
Rl
(
PX,Xˆ , f
−1
l (t)
)
−Ru
(
PX,Xˆ , f
−1
u (t)
))
6= 0. (67)
Applying the results in [27, Chapter 14] yields that for any given PX,Xˆ with f
−1
l (t) ≤ EP [d(X, Xˆ)] ≤ f−1u (t),
the minimizing distributions for Rl
(
PX,Xˆ , f
−1
l (t)
)
and Ru
(
PX,Xˆ , f
−1
u (t)
)
are in the form of P (λ
∗
l )
X,Xˆ
and P (λ
∗
u)
X,Xˆ
for some λ∗l , λ
∗
u ∈ R, satisfying λ∗l ≤ 0 ≤ λ∗u, where
P
(λ)
X,Xˆ
(x, xˆ) , e
λd(x,xˆ)
EP [eλd(X,Xˆ)]
PX,Xˆ(x, xˆ), λ ∈ R. (68)
Moreover, by Theorem 14.3 in [27] we have
Rl
(
PX,Xˆ , f
−1
l (t)
)
= λ∗l f
−1
l (t)− log
(
E
[
exp(λ∗l d(X, Xˆ))
])
, (69)
Ru
(
PX,Xˆ , f
−1
u (t)
)
= λ∗uf
−1
u (t)− log
(
E
[
exp(λ∗ud(X, Xˆ))
])
, (70)
and therefore
∂
∂PX,Xˆ(x, xˆ)
(
Rl
(
PX,Xˆ , f
−1
l (t)
)
−Ru
(
PX,Xˆ , f
−1
u (t)
))
(71)
= − exp (λ
∗
l d(x, xˆ))
E
[
exp
(
λ∗l d(X, Xˆ)
)] + exp (λ∗ud(x, xˆ))
E
[
exp
(
λ∗ud(X, Xˆ)
)] , (72)
where (72) uses the fact that the derivative of Rl(PX,Xˆ , f
−1
l (t)) and R
u(PX,Xˆ , f
−1
u (t)) with respect to λ is zero
at λ∗l and λ
∗
u, respectively. Note that the term in (72) cannot be zero for all (x, xˆ) ∈ X × Xˆ , because that
contradicts P (λ
∗
l ) and P (λ
∗
u), defined in (68), being two separate distributions. Thus, (67) holds for at least one pair
(x0, xˆ0) ∈ X × Xˆ . Then, for some δ > 0 let
P¯Xˆ|X,Y (xˆ|x, y) = PXˆ|X,Y (xˆ|x, y)±
δ, xˆ = xˆ0, x = x0,− δ|Xˆ |−1 , xˆ 6= xˆ0, x = x0, (73)
where the sign of ± depends on the sign of (67). Since δ can be chosen arbitrarily small, P¯Xˆ|X,Y is arbitrarily
close to PXˆ|X,Y . Therefore, due to (67) we have R
l
(
P¯X,Xˆ , f
−1
l (t)
)
< Ru
(
P¯X,Xˆ , f
−1
u (t)
)
.
Then, (66) holds and (58) together with (65) yield
L(M)(t, f) = minPXˆ|X,Y I(Y ; Xˆ)
subject to: Rl(PX,Xˆ ,f−1l (t))≤Ru(PX,Xˆ ,f−1u (t)).
(74)
We now prove that if L(f−1u (t)) > 0, then there exists an optimal mechanism for (74) that satisfies the constraint
with equality. Let PˆXˆ|X,Y be an optimal mechanism for L
(M)(t, f), which satisfies
Rl
(
PˆX,Xˆ , f
−1
l (t)
)
≤ Ru
(
PˆX,Xˆ , f
−1
u (t)
)
. (75)
Also, let P ∗
Xˆ|X,Y be an optimal mechanism for L(f
−1
u (t)). Since L(f
−1
u (t)) > 0, we know that EP∗ [d(Xn, Xˆn)] =
f−1u (t). Therefore, we have
Rl
(
P ∗
X,Xˆ
, f−1l (t)
)
≥ Ru
(
P ∗
X,Xˆ
, f−1u (t)
)
= 0. (76)
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According to (53), P ∗
Xˆ|X,Y achieves a lower leakage than that of PˆXˆ|X,Y . Since D(P ||Q) is a continuous function
in both P and Q and the mutual information is convex in the conditional distribution, there exists a mechanism
P˜Xˆ|X,Y on the line connecting PˆXˆ|X,Y and P
∗
Xˆ|X,Y that satisfies
Rl
(
P˜X,Xˆ , f
−1
l (t)
)
= Ru
(
P˜X,Xˆ , f
−1
u (t)
)
, (77)
and achieves a leakage at most equal to that of PˆXˆ|X,Y . Therefore, it suffices to replace the constraint in (74) with
equality.
B. Proof of Lemma 1
Achievability: We build a combination of memoryless mechanisms to show achievability. Specifically, we pick
the optimal mechanisms for single letter leakage functions evaluated at approximately D1, D2, . . . , Dk. The reason
for not choosing the exact values of Di is that we need the optimal single letter mechanism to satisfy a slightly
smaller average distortion bound so that a tail probability constraint is guaranteed.
Recall that P∗(D) is the set of optimal single letter mechanisms for L(D). Then, for any D let P ∗(D)
Xˆ|X,Y ∈ P∗(D)
and P ∗(D)
Xˆn|Xn,Y n =
(
P
∗(D)
Xˆ|X,Y
)n
. Define (n)0 = 0 = 1, and for any 1 ≤ i ≤ k let
D
(n)
i , Di −Dmax
√
log n
n
, (78)

(n)
i ,
i − i−1n − e−nδ(i)
1− 1n
. (79)
For the special case where D1 = Dmin, let D
(n)
1 = D1 instead. Note that for sufficiently large n we have 0 ≤
D
(n)
i ≤ Di and 0 ≤ (n)i ≤ i, which implies that

(n)
i = i +O
(
1
n
)
. (80)
Now let E be a random variable independent from (Xn, Y n) with alphabet set {1, . . . , k+ 1}, where P (E = i) =

(n)
i−1 − (n)i for 1 ≤ i ≤ k, and P (E = k + 1) = (n)k . Then, consider the following mechanism:
PXˆn|Xn,Y n(xˆ
n|xn, yn)
=
P
∗(D(n)E )
Xˆn|Xn,Y n(xˆ
n|xn, yn), if 1 ≤ E ≤ k,
P
∗(D(n)k )
Xˆn
(xˆn), if E = k + 1.
(81)
First, we show that it is feasible, i.e. it satisfies P (d(Xn, Xˆn) > Di) ≤ i for any 1 ≤ i ≤ k. Since D(n)i → Di,
and Di has a distinct value for each i, there exists a δ(i) > 0 and ni such that δ(i) < e
− (Di−D
(n)
i−1)
2
D2max for n ≥ ni.
Therefore, for any 1 ≤ i ≤ k and n ≥ ni we can bound the ith error probability by
P[d(Xn, Xˆn) > Di]
= 
(n)
k+1P (d(X
n, Xˆn) > Di|E = k + 1)
+
k∑
j=1
(

(n)
j−1 − (n)j
)
P (d(Xn, Xˆn) > Di|E = j)
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≤ (n)i +
i∑
j=1
(

(n)
j−1 − (n)j
)
P (d(Xn, Xˆn) > Di|E = j) (82a)
≤ (n)i +
i∑
j=1
(

(n)
j−1 − (n)j
)
e
−n (Di−D
(n)
j )
2
D2max (82b)
≤ (n)i + e
−n (Di−D
(n)
i−1)
2
D2max
i−1∑
j=1
(

(n)
j−1 − (n)j
)
+
(

(n)
i−1 − (n)i
)
e
−n (Di−D
(n)
i )
2
D2max (82c)
= 
(n)
i + e
−n (Di−D
(n)
i−1)
2
D2max
(
1− (n)i−1
)
+
1
n
(

(n)
i−1 − (n)i
)
(82d)
≤ (n)i + e−nδ(i)
(
1− (n)i−1
)
+
1
n
(

(n)
i−1 − (n)i
)
(82e)
≤ (n)i +
1
n
(

(n)
i−1 − (n)i
)
+ e−nδ(i) (82f)
≤ (n)i +
1
n
(
i−1 − (n)i
)
+ e−nδ(i) (82g)
≤ i, (82h)
where (82b) follows from Lemma 3, (82e) is due to the definition of δ(i), and (82h) results from (78) and (79).
Note that in the special case where D1 = Dmin, we have D
(n)
1 = D1 = Dmin. Therefore, P[d(Xn, Xˆn) > D1] = 0,
because the optimal mechanism achieving L(Dmin) has to satisfy P[d(Xn, Xˆn) = D1] = 1.
We now show that the mechanism introduced in (81) achieves (24). Recalling the definition of E we have
I(Y n; Xˆn) (83a)
≤ I(Y n; Xˆn|E) (83b)
=
k∑
j=1
(
(n)
j−1 − (n)j )I(Y n; Xˆn|E = j)
+ 
(n)
k I(Y
n; Xˆn|E = k + 1) (83c)
=
k∑
j=1
(
(n)
j−1 − (n)j )n L(D(n)j ) (83d)
= n
k∑
j=1
(j−1 − j) L(Dj) +O(
√
n log n), (83e)
where (83d) is due to definition of the chosen mechanism in (81), and (83e) is implied by (78). This yields the
upper bound in (28).
Converse: Assume a mechanism PXˆn|Xn,Y n satisfying the feasibility constraint of (6). Define the indicator
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random variable E as
E =

1, if d(Xn, Xˆn) ≤ D1,
2, if D1 < d(Xn, Xˆn) ≤ D2,
...
...
k + 1, if Dk < d(Xn, Xˆn).
(84)
Let Pei = P[E ≥ i] for i = 1, · · · , k + 1 and 0 = 1. Clearly, for all feasible PXˆn|Xn,Y n and 1 ≤ i ≤ k + 1, we
have Pei ≤ i−1. Then:
I(Y n; Xˆn)
= H(Y n)−H(Y n|Xˆn) (85a)
= H(Y n)−H(Y n|Xˆn, E)− I(Y n;E|Xˆn) (85b)
≥ H(Y n)−H(Y n|Xˆn, E)−H(E) (85c)
≥ nH(Y )−
∑
i
(Pei − Pei+1)H(Y n|Xˆn, E = i)− log(k + 1). (85d)
We now bound H(Y n|Xˆn, E = i) for each i. Note that:
H(Y n|Xˆn, E = i) =
n∑
j=1
H(Yj |Xˆj , Y j−1, E = i) (86a)
≤
n∑
j=1
H(Yj |Xˆj , E = i). (86b)
If we define t(i)j = E[d(Xj , Xˆj)|E = i], then we have
L
(
t
(i)
j
)
= min
PXˆ|X,Y :E[d(X,Xˆ)]≤t(i)j
I(Y ; Xˆ) (87a)
= H(Y )− max
PXˆ|X,Y :E[d(X,Xˆ)]≤t(i)j
H(Y |Xˆ). (87b)
Therefore, H(Yj |Xˆj , E = i) ≤ H(Y )− L(t(i)j ) for any i = 1, . . . , n, and
H(Y n|Xˆn, E = i) ≤
n∑
j=1
[
H(Y )− L(t(i)j )
]
(88a)
≤ nH(Y )− nL(Di), (88b)
where (88b) is due to convexity of L(·) and the fact that ∑j t(i)j ≤ nDi by definition. Replacing (88b) in (85d)
gives
I(Y n; Xˆn)
≥
k∑
i=1
(Pei − Pei+1)nL(Di)− log(k + 1) (89a)
≥ n
k∑
i=1
(i−1 − i)L(Di)− log(k + 1), (89b)
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where (89b) is due to the fact that L(·) is non-increasing, 0 = 1, and for any feasible PXˆn|Xn,Y n and 2 ≤ i ≤ k+1,
we have Pei ≤ i−1. This yields the lower bound in (26).
C. Proof of Theorem 2
We will need the following lemma in our proof for Theorem 2.
Lemma 4: For any given n and f , L(G)(n, t, f) is convex in t. Consequently, L(G)(t, f) is also convex in t, for
any f .
Proof: For any t1, t2, and some 0 ≤ λ ≤ 1, let tλ = λt1 + (1 − λ)t2. We will show that L(n, tλ, f) ≤
λL(n, t1, f) + (1 − λ)L(n, t2, f). Let P1 and P2 be optimal mechanisms for L(G)(n, t1, f) and L(G)(n, t2, f)
respectively, and Pλ , λP1 + (1− λ)P2. Note that Pλ is feasible for L(G)(n, tλ, f) because
EPλ
[
f
(
d(Xn, Xˆn)
)]
= λEP1
[
f
(
d(Xn, Xˆn)
)]
+ (1− λ)EP2
[
f(d(Xn, Xˆn))
]
≤ λt1 + (1− λ)t2 = tλ. (90)
Moreover, since I(Y n; Xˆn) is convex in PXˆn|Xn,Y n , the leakage achieved by Pλ is at most equal to λL
(G)(n, t1, f)+
(1− λ)L(G)(n, t2, f) which implies L(G)(n, tλ, f) ≤ λL(G)(n, t1, f) + (1− λ)L(G)(n, t2, f). Finally we note that
the asymptotic leakage L(G)(t, f) is also convex in t because it is the limit of convex functions in t.
We now present an achievable scheme and a converse for Theorem 2.
Achievability: We know that L(G)(t, f) ≤ L(M)(t, f) ≤ L(f−1l (t)), where the latter inequality is due to Theorem
1. Since by Lemma 4, L(G)(t, f) is a convex function in t, the definition of lower convex envelope gives L(G)(t, f) ≤
(L ◦ f−1l )∗∗(t). This in turn gives L(G)(t, f) ≤ (L ◦ f−1)∗∗(t) due to Remark 4.
Converse: We first focus on the class of piecewise step functions f , and then show that the result holds for any
function f , using piecewise step approximations of f .
Piecewise Step functions f : Let us consider the class of functions f that are of the form
f(D) =
k∑
i=1
ai1(D > Di), (91)
where k is finite and each Di is a distinct distortion level with f(Di) < f(Dj) for i < j. For this class of functions,
(6) simplifies and can be lower bounded as
L(G)(n, t, f) = min
PXˆn|Xn,Y n :
E[∑ki=1 ai1(d(Xn,Xˆn)>Di)]≤t
1
n
I(Y n; Xˆn)
= min
PXˆn|Xn,Y n :∑k
i=1 aiP[(d(Xn,Xˆn)>Di)]≤t
1
n
I(Y n; Xˆn) (92a)
= min
0≤k≤...≤1≤1:∑k
i=1 aii≤t
min
PXˆn|Xn,Y n :
P[d(Xn,Xˆn)>Di]≤i,
∀1≤i≤k
1
n
I(Y n; Xˆn) (92b)
≥ min
0≤k≤...≤1≤1:∑k
i=1 aii≤t
k∑
i=1
(i−1 − i)L(Di)
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+ kL(Dmax)− log(k + 1)
n
(92c)
≥ max
λ≥0
min
0≤k≤...≤1≤1
k∑
i=1
(i−1 − i)L(Di) + kL(Dmax)
+ λ
k∑
i=1
aii − λt− log(k + 1)
n
(92d)
= max
λ≥0
min
γ1···γk+1:
γi≥0,∀i=1,...,k+1,∑k+1
i=1 γi=1
k+1∑
i=1
γiL(Di)− log(k + 1)
n
+ λ
k+1∑
i=1
f(Di)γi − λt (92e)
= max
λ≥0
min
i
L(Di) + λf(Di)− λt− log(k + 1)
n
(92f)
= max
λ≥0
min
i
L(f−1u (ti)) + λti − λt−
log(k + 1)
n
(92g)
where
• (92c) follows from Lemma 1, and the fact that L(Dmax) = 0,
• (92d) is due to forming the Lagrangian given by incorporating only the last constraint in (92c), i.e.
∑k
i=1 aii ≤
t,
• (92e) is derived by letting k+1 = 0, Dk+1 = Dmax, and γi = i−1 − i, for i = 1, . . . , k + 1.
• (92f) holds because a convex combination of non-negative real numbers is minimized by choosing a γ with
γi = 1 for some i corresponding to the smallest L(Di) + λf(Di), and γj = 0, for all other j 6= i,
• and (92g) is derived by defining ti = f(Di), i.e. Di = f−1u (ti).
Then, by taking the limit as n→∞ we have
L(G)(t, f) = max
λ
min
i
L(f−1u (ti)) + λti − λt. (93)
Note that the ith function, L(f−1u (ti)) + λti is a minimizer for some λ, if for all j 6= i we have
L(f−1u (ti)) + λti ≤ L(f−1u (tj)) + λtj , (94)
or equivalently
L(f−1u (ti))− L(f−1u (tj))
ti − tj ≤ −λ, for j < i, (95a)
L(f−1u (ti))− L(f−1u (tj))
ti − tj ≥ −λ, for j > i. (95b)
Note that (95a) and (95a) imply the slope of the line connecting points {(ti, L(f−1u (ti))), (tj , L(f−1u (tj)))} is not
larger than −λ, for j < i, and not smaller than −λ, for j > i. This holds if and only if L(f−1u (ti)) = (L◦f−1u )∗∗(ti).
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Since (L◦f−1u )∗∗(ti) = (L◦f−1)∗∗(ti) due to Remark 4, the only relevant i in the minimization in (92f) are those
for which L(f−1u (ti)) = (L ◦ f−1)∗∗(ti). Hence, (92f) can be rewritten as
L(G)(t, f) ≥
max
λ
min
i:L(f−1u (ti))=(L◦f−1)∗∗(ti)
L(f−1u (ti)) + λti − λt. (96)
For a chosen λ and i, L(f−1u (ti)) + λti − λt is the evaluation of a linear function at t, which is tangential to
(L◦f−1)∗∗(·) at (ti, (L◦f−1)∗∗(ti)), with slope −λ. This value is always smaller than or equal to (L◦f−1)∗∗(t),
and because (L ◦ f−1)∗∗(·) is a convex piecewise linear function, it suffices to optimize over only those values of
λ that are equal to the slope of the linear segment of (L ◦ f−1)∗∗(·) that contains t. Thus, for an optimal λ we
have mini(L ◦ f−1u )(ti) + λti − λt = (L ◦ f−1)∗∗(t), resulting in L(G)(t, f) ≥ (L ◦ f−1)∗∗(t).
General functions f : Finally, we now show that L(G)(t, f) ≥ (L◦f−1)∗∗(t) for the case of general non-decreasing
left continuous functions f . For any δ > 0, there exists a lower approximation fδ of f over [Dmin, Dmax] that has
the form of (91) with a finite number of step functions, i.e. fδ(x) =
∑k
i=1 ai1Di(x), with ai = f(Di)− f(Di−1)
for 1 ≤ i ≤ k and amax , maxi ai ≤ δ. Then, we have fδ(D) < f(D) ≤ fδ(D) + δ, and thus
L(G)(t, f) ≥ L(G)(t, fδ) (97a)
≥ (L ◦ fδ−1u )∗∗(t) (97b)
= (L ◦ fδ−1)∗∗(t), (97c)
where (97a) holds because we have L(G)(n, t, fδ) ≤ L(G)(n, t, f) for any n, (97b) is based on the result we had
earlier on piecewise step functions specifically, and (97c) is due to Remark 4. Then, taking the limit as δ → 0 and
the fact that limδ→0 fδ(D) = f(D) gives L(G)(t, f) ≥ (L ◦ f−1)∗∗(t).
D. Proof of Theorem 4
We now proceed to proving the result in (22) for all non-increasing right-continuous functions g : [Dmin, Dmax]→
(0, 1]. Recall that we proved this for simple functions through Lemma 1. For any bounded, non-increasing, and
right-continuous function g, there exist two sequences of simple functions {gi}∞i=1 and {gi}∞i=1 that are bounded
away from zero, converge to g uniformly from above and below, respectively, and each of functions gi and gi takes
i distinct values. Since g
i
(D) ≤ g(D) ≤ gi(D) for all i ≥ 1, D ∈ [Dmin, Dmax], and the asymptotic optimal leakage
for simple constraint functions is the integral in (26), for each i ≥ 1 we have∫ Dmax
Dmin
L(D)d(gi(D)) ≤ L(G)(g) ≤
∫ Dmax
Dmin
L(D)d(g
i
(D)). (98)
Since L(·) and g(·) are bounded, the integral ∫Dmax
Dmin
L(D)d(g(D)) exists. Therefore, in order to prove
L(G)(g) =
∫ Dmax
Dmin
L(D)d(g(D)), (99)
it suffices to show that
lim
i→∞
∫ Dmax
Dmin
L(D)d(g
i
(D)) =
∫ Dmax
Dmin
L(D)d(g(D)), (100)
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and similarly for the integral with respect to d(gi(D)). In order to do so, we use the uniform convergence of gi
to g, and integration by parts. Since L(·) is a convex, and therefore, continuous function, the Lebesgue–Stieltjes
integral
∫Dmax
Dmin
L(D)d(g(D)) reduces to a Riemann–Stieltjes integral, and admits integration by parts [28]. Thus,
we can bound the difference of the two integrals as∣∣∣∣∣
∫ Dmax
Dmin
L(D)d(g
i
(D))−
∫ Dmax
Dmin
L(D)d(g(D))
∣∣∣∣∣ (101a)
=
∣∣∣∣∣L(D)(gi(D)∣∣DmaxDmin − g(D)∣∣DmaxDmin )
+
∫ Dmax
Dmin
(
g
i
(D)− g(D)
)
d(L(D))
∣∣∣∣∣ (101b)
≤
∣∣∣L(D)(g
i
(D)
∣∣Dmax
Dmin
− g(D)∣∣Dmax
Dmin
)∣∣∣
+
∣∣∣∣∣
∫ Dmax
Dmin
(
g
i
(D)− g(D)
)
d(L(D))
∣∣∣∣∣ , (101c)
which goes to zero as i→∞, due to uniform convergence of g
i
to g. One can also verify the same argument for
d(gi(D)). Hence, both of the integrals in (98) converge to the same value
∫Dmax
Dmin
L(D)d(g(D)), and therefore (99)
holds.
E. Proof of Lemma 2
Due to the symmetry of the source distribution, and convexity of mutual information in conditional distribution,
there exists an optimal mechanism with
P (Xˆ = 1|X = 0, Y = 1) = P (Xˆ = 0|X = 1, Y = 0) = β1, (102)
P (Xˆ = 1|X = 0, Y = 0) = P (Xˆ = 0|X = 1, Y = 1) = β2. (103)
Therefore, it suffices to optimize over all feasible values of β1 and β2. Rewriting the joint distribution PY,Xˆ in
terms of β1, β2, and q gives
P (Y = 0, Xˆ = 1) = P (Y = 1, Xˆ = 0)
= 0.5 [(1− q)β2 + q(1− β1)] , (104)
P (Y = 0, Xˆ = 0) = P (Y = 1, Xˆ = 1)
= 0.5 [(1− q)(1− β2) + qβ1] . (105)
Therefore, we have
L(D) = min
0≤β1,β2≤1:
(1−q)β2+qβ1≤D
H(Xˆ)−H(Xˆ|Y ) (106a)
= min
0≤β1,β2≤1:
(1−q)β2+qβ1≤D
1−Hb ((1− q)β2 + q(1− β1)) (106b)
= min
q−D≤γ≤q+D,
0≤γ≤1
1−Hb(γ) (106c)
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=
1−Hb(q +D), D < 0.5− q,0, D ≥ 0.5− q. (106d)
where
• (106b) is due to (104) and (105),
• (106c) holds because q ≤ 0.5 and the minimum and maximum values of (1 − q)β2 + q(1 − β1) subject to
(1− q)β2 + qβ1 ≤ D are min{q +D, 1} and max{q −D, 0}, respectively.
If D < q, then the extreme values occur at the corner points of the feasible region with (β1 = 0, β2 = D1−q ),
and (β1 = Dq , β2 = 0). Otherwise, if q ≤ D ≤ 1− q, then the minimum and maximum values will be 0 and
q +D, respectively. Finally, for D > 1− q the extreme values will be 0 and 1. The first scenario is depicted
in Fig. 14.
• (106c) is due to the fact that the binary entropy function Hb(·) is concave and maximized at 0.5.
𝛽1
𝛽2 Maximum value
Minimum value
1 − 𝑞 𝛽2 + 𝑞 𝛽1 ≤ 𝐷
Fig. 14. The feasible set and extreme values for (1− q)β2 + q(1− β1) subject to (1− q)β2 + qβ1 ≤ D, if D < q.
VI. CONCLUSION
We have formulated the tradeoff between privacy and utility as a minimization of mutual information between
private and released data subject to two different forms of distortion constraints: the average distortion cost constraint
and the complementary CDF bound on distortion. The former allows for taking non-separable distortion measures
into account, while the latter enables the data publisher to provide refined guarantees on utility.
For the average distortion cost constraints, we have characterized the asymptotically optimal leakage for both
stationary memoryless and general mechanisms as a function of the single letter leakage function L and the distortion
cost function f . In particular, we have shown that a memoryless mechanism achieves the asymptotically optimal
leakage if and only if the information leakage-cost function L(f−1(·)) coincides with its lower convex envelope;
otherwise, a mixture of exactly two memoryless mechanisms is sufficient.
For the complementary CDF bound on distortion, we have derived the asymptotically optimal leakage. We have
shown that under general mechanisms the optimal leakage is equal to the integral of the single letter leakage
function with respect to the Lebesgue—Stieltjes measure associated with the complementary CDF bound, while
for stationary and memoryless mechanisms, it is equal to the single letter leakage function evaluated at the largest
value of distortion for which the CDF bound function is equal to one.
October 3, 2018 DRAFT
28
For both types of utility constraints, the challenge remains to characterize the second order performance of the
leakage as a function of the data size n. More generally, the proof techniques developed here for arbitrary cost
functions and complementary CDF bounds on distortion are applicable to a broad class of information theoretic
problems such as lossy source coding with fidelity constraints and channel coding with input cost constraints.
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