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THE LEGENDRE DETERMINANT FORM FOR DRINFELD
MODULES IN ARBITRARY RANK
R. B. PERKINS
Abstract. For each positive integer r, we construct a nowhere-vanishing,
single-cuspidal Drinfeld modular form for GLr(Fq[θ]), necessarily of least pos-
sible weight, via determinants using rigid analytic trivializations of the univer-
sal Drinfeld module of rank r and deformations of vectorial Eisenstein series.
Along the way, we deduce that the cycle class map from de Rham cohomology
to Betti cohomology is an isomorphism for Drinfeld modules of all ranks over
Fq[θ].
1. Introduction
Let Fq be the finite field with q elements, and θ an indeterminate over this field.
Let A,K,K∞, and A+ be Fq[θ],Fq(θ), Fq((θ
−1)), and the set of monic polynomials
in A, respectively. Let C∞ be the completion of an algebraic closure ofK∞ equipped
with the unique extension | · | of the absolute value making K∞ complete, and
normalized so that |θ| := q. Unless stated otherwise, r ≥ 2 will denote a fixed
positive integer and the juxtaposition of matrices of appropriate sizes indicates
their matrix product. For a matrix A of any size, Atr will denote its transpose.
1.1. A brief history of Drinfeld modular forms of higher rank. In the pub-
lished version [9] of his thesis, D. Goss introduced the notion of Drinfeld modular
forms for SLr, building on the rigid-analytic theory for moduli spaces of Drinfeld
modules of a fixed rank r originally introduced by Drinfeld. Goss developed sev-
eral useful tools including Eisenstein series and affinoid coverings of these Drinfeld
period domains helpful for describing expansions at the cusps. In rank 2, which
is most closely comparable to the classical theory of modular forms and where a
compactification of the Drinfeld modular variety was immediately available to him,
Goss introduced the first notion of the expansion of a Drinfeld modular form at
infinity and worked out many details of the theory in this case.
Sometime later, M. Kapranov [13] gave an explicit construction of the Satake
compactification of these Drinfeld modular varieties in the A = Fq[θ] setting. With
the help of Kapranov, Goss then sketched in [10] how to obtain finite dimension-
ality of the spaces of modular forms of higher ranks using the Tate theory and
Kapranov’s constructions. By different means, Pink [17] has constructed Satake
compactifications of the period domains of Drinfeld in full generality and, using
these compactifications he has introduced a notion of positive characteristic valued
algebraic modular forms for SLr, remarking that these forms should coincide with
Goss’ analytically defined modular forms from [9]. To develop the analytic side of
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this theory, Breuer and Pink introduced a rigid-analytic uniformizer at the cusps
for ranks r ≥ 3, generalizing the uniformizer introduced in the rank 2 setting by
Goss. Basson developed the ideas of Breuer-Pink in his dissertation [3] and studied
the coefficients of the expansion at infinity for certain higher rank Drinfeld modular
forms including the Eisenstein series introduced by Goss and the coefficient forms
coming from the universal Drinfeld module of rank r.
1.2. The history of the Legendre determinant form. In [6], Gekeler intro-
duced the notion of Drinfeld modular forms for GL2(A) with non-trivial a type
character (mod q − 1), and he introduced a nowhere-vanishing, single-cuspidal
modular form h of type 1 and weight q + 1 in the form of a Poincare´ series, giving
two alternate descriptions of the form. Later, using an idea due to Anderson, a Le-
gendre period relation for Drinfeld modules, Gekeler gave in [7] another construction
of the form h. There he realized h as the reciprocal of the nowhere-vanishing func-
tion given by mapping z ∈ C∞ \K∞ to the determinant of the matrix
(
z 1
η1(z) η2(z)
)
,
the Legendre determinant, where 1, z are periods and η1(z), η2(z) are quasi-periods
of the lattice Az + A. It turns out that the holomorphy and nowhere-vanishing of
this determinant are wrapped up in a cycle class map, also attributed to Anderson,
that exists between the de Rham cohomology and the Betti cohomology for a given
Drinfeld module of any rank. Gekeler gave a proof that this map is an isomorphism
in [8] via an elegant explicit construction, and he noticed in [7] that this Legendre
determinant construction for Drinfeld modules of higher ranks r also produces a
weakly modular Drinfeld modular form of type 1 and weight 1 + q + · · ·+ qr−1 for
GLr(A), giving the full details when r = 2.
1.3. Main results. This note may be seen as a completion of the work done in
[7], finishing the proof that Gekeler’s Legendre determinant form for GLr(A) is
holomorphic at infinity for general r, while also extending the notion of deformations
of vectorial modular forms introduced by Pellarin in [15, 16] to the rank r setting
and demonstrating the role deformations of vectorial Eisenstein series play in the
construction of a nowhere-vanishing single cuspidal form of least weight.
We adopt the approach of Pellarin, analyzing the modularity properties of the
rigid analytic trivialization of the universal Drinfeld module of rank r, to prove the
existence of a nowhere-vanishing, single cuspidal Drinfeld modular form of type 1
and weight 1 + q + · · · + qr−1 for GLr(A) in the sense introduced by Breuer-Pink
and developed in Basson’s dissertation [3]; the one-dimensionality of this space is an
immediate result of the existence of such a form. We dub the form so constructed
the Legendre determinant form. To accomplish this goal, we introduce the theory
of deformations of vectorial Drinfeld modular forms for GLr(A) sufficiently to make
comparisons with the Basson-Breuer-Pink theory. We avoid some of the closer anal-
ysis of Anderson generating functions done in [7] through the use of a τ -difference
equation satisfied by the rigid analytic trivialization matrix studied below. Because
the construction of our form is somewhat inexplicit using these trivializations, we
also introduce deformations of vectorial Eisenstein series for GLr(A) to obtain a
form with more precise information about the expansion at infinity, as studied in
[3], for comparison with future developments. As a corollary, we also obtain some
non-trivial information about these deformations of vectorial Eisenstein series for
GLr(A). Along the way, we give a new proof of the non-singularity of the cycle class
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isomorphism between the de Rham cohomology and Betti cohomology for Drinfeld
modules of arbitrary rank over A.
Of course, such a nowhere-vanishing, single cuspidal form, as constructed below,
is extremely valuable for inductively determining the algebra structure of the space
of Drinfeld modular forms of rank r. Therefore, we shall be careful not to use any
results on the structure of the aforementioned algebra. We shall only assume the
finite dimensionality of the spaces of forms for GLr(A) of a fixed weight and type
defined below.
It should be said that these ideas are not totally new, already appearing to some
extent in [7, 11, 16], but with the emergence of more analytic tools for the study
of Drinfeld modular forms of higher ranks, it seemed timely to work out the full
details in the construction of such a form and to emphasize the connection with the
various cohomologies lurking in the background. Further, it seems to the author
that the construction of the form h given below demonstrates an intrinsic reason
for its existence, and we hope that this short note will serve as a useful companion
to Basson’s dissertation and the forthcoming works of Breuer-Pink, Basson-Breuer-
Pink and others.
1.3.1. Acknowledgements. The author would like to thank F. Pellarin for his men-
torship and for the opportunity to learn these things. Thanks go to D. Goss for
several useful comments on presentation and to D. Basson for helpful conversations.
2. Deformations of Drinfeld modular forms in arbitrary rank
2.1. Drinfeld’s rigid analytic period domain. Let Ωr := Pr−1(C∞) \
⋃
H
be Drinfeld’s period domain, where the union is over all K∞-hyperplanes H in
Pr−1(C∞). The set Ω
r is a connected (in fact, simply-connected [18, (3.4) and
(3.5)]) admissible open subset of Pr−1(C∞), and we view it embedded inM1×r(C∞)
as row vectors1 z = (zr, zr−1, . . . , z1), with z1 = 1. The space Ω
r should be viewed
as the moduli space of isogeny classes of Drinfeld modules of rank r.
2.1.1. Action of GLr(A). Following Basson and differing slightly from the standard
set in rank two, the group Γr := GLr(A) acts on Ω
r ⊆M1×r(C∞) via
γz := (zγ−1er)
−1
zγ−1, for all γ ∈ Γr and z ∈ Ω
r,
where, from now on, for i = 1, 2, . . . , r, we write ei for the column vector whose
i-th entry equals 1 and whose remaining r− 1 other entries are all zero. The scalar
j(γ, z) := zγ−1er ∈ C∞,
defined for all γ ∈ Γr and z ∈ Ω, is a basic factor of automorphy. It does not vanish
for any choices of z, γ by the K∞-linear independence of the elements of Ω
r.
2.1.2. Imaginary part, an admissible covering. Given a K∞-rational hyperplane
H ⊆ Pr−1(C∞), we choose to represent it by an equation
ℓH(z) := η1z1 + η2z2 + · · ·+ ηrzr
such that |ηi| ≤ 1, for all i and |ηj | = 1 for at least one j and where z :=
(zr, zr−1, . . . , z1). Such a representation is unique up to multiplication by an el-
ement in K∞ of absolute value 1, and the number |ℓH(z)| is well-defined.
1Note that we have reversed the indexing for the vector z from what appears in Basson’s
dissertation.
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Let |z| := maxi=1,...,r |zi|. Observe that we have required that z1 = 1, and hence
|z| ≥ 1, for all z ∈ Ωr.
Finally, we define the imaginary part of an element z ∈ Ωr by
|z|ℑ := inf
H
{|ℓH(z)|},
where the infimum is taken over all K∞-rational hyperplanes H ⊆ P
r−1(C∞), as
above. Intuitively, this number measures the “proximity to infinity” on Ωr.
For each non-negative integer n, we define
Ωn = {z ∈ Ω
r : |z|ℑ ≥ q
−n|z|}.
The sets Ωn are affinoid subsets of the rigid analytic space Ω
r, and their collection
{Ωn : n ≥ 0} forms an admissible covering of Ω
r, [3, Thm. 2.6.12].
Remark 2.1. An admissible covering of a very similar flavor appears in [9], and
a precise connection with the imaginary part defined above and the d function of
Goss can be made via Prop. 1.64 of loc. cit..
2.2. T-valued holomorphic functions on Ωr. Let t be an indeterminate over
C∞, and let T be the Tate algebra, i.e. the completion of C[t] equipped with the
Gauss norm,∣∣∣∣∣∣∑ fiti
∣∣∣∣∣∣ := max{|fi|}.
Let C∞{τ} be the non-commutative ring of twisted polynomials ; see e.g. [12,
Ch. 1]. The Tate algebra has the structure of a (left-) C{τ}-module determined by
the continuous action of τ given by τ
(∑
fit
i
)
:=
∑
f qi t
i.
Definition 2.2. A function f : Ωn → T shall be called holomorphic on Ωn if it is
the uniform limit of rational functions T(z1, . . . , zr) whose poles lie outside of Ωn.
A function f : Ωr → T shall be called holomorphic on Ωr if its restriction to Ωn
is holomorphic for all n. We shall say a function Ωr → Tr is holomorphic on Ωr if
each of its coordinates is holomorphic on Ωr.
Observe that the holomorphic functions defined above are simply the holomor-
phic functions from [3, Def. 2.6.14] tensored over C∞ with T.
2.3. Parameter at infinity for Γr. Given a column vector a ∈ A
r−1, let [a]
be the square matrix whose first column equals
(
0
a
)
and whose remaining entries
are all zero. One readily observes that there is an injective group homomorphism
α : Ar−1 → Γr given by
a 7→ [a] + [e1 e2 · · · er] for all a ∈ A
r−1.
We write Γα for the image in Γr of this injection.
Given a lattice Λ ⊂ C∞ of any positive integer rank, there corresponds an
exponential function eΛ(w) := w
∏
λ∈Λ
(
1− wλ−1
)
which is a Fq-linear, entire
(hence surjective) endomorphism on the additive group of C∞. Given a vector
z ∈ Ωr, we shall write z := (zr, z˜) and consider here the rank r − 1 lattices
Λ(z˜) := z˜Ar−1 ⊆ C∞. We make the abbreviation ez˜ := eΛ(z˜).
Since we are working over A := Fq[θ], we follow Goss’s convention, extended to
ranks r ≥ 3 by Basson, of normalizing the parameter at infinity to be defined just
below with a fundamental period of the Carlitz module π˜ := λθθ
∏
j≥1(1−θ
1−qj)−1
which is unique up to the choice λθ of (q − 1)-th root of −θ in C∞. One chooses
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this normalization so that a nice notion of integrality for the coefficient forms of
the u-expansion appearing below may be developed.
Definition 2.3 (Goss r = 2, Breuer-Pink r ≥ 3). The parameter at infinity on Ωr
for Γr is the function
u
z˜
(zr) := epiz˜(π˜zr)
−1 = π˜−1e
z˜
(zr)
−1.
The function u
z˜
(zr) is invariant under the action of Γα on Ω
r, that is, under the
shifts (zr, z˜) 7→ (zr − z˜a˜, z˜), for all column vectors a˜ ∈ A
r−1. Their primary use
for us is captured by the next result.
Proposition 2.4. Any Γα invariant rigid holomorphic function f : Ω
r → T may
be written in the form
f(z) =
∑
n∈Z
fn(z˜)uz˜(ze1)
n,
for a unique choice of holomorphic functions fn : Ω
r−1 → T whenever |z|ℑ is
sufficiently large, depending on f .
Proof. This follows readily from [3, Prop. 3.2.5] using the realization of our holo-
morphic functions as those of Basson tensored over C∞ with T. 
Definition 2.5. We call the expansion guaranteed by the previous proposition for
a Γα-invariant function its u-expansion.
2.4. Deformations of Drinfeld modular forms. Observe that a rigid holomor-
phic function f : Ωr → T satisfying
(2.1) f(γz) = j(γ, z)k det(γ)mf(z) for all γ ∈ Γr and z ∈ Ω
r
is necessarily Γα-invariant, and hence has an expansion as in Prop. 2.4. Such a
rigid holomorphic function is uniquely determined by its u-expansion since Ωr is a
connected rigid analytic space.
Definition 2.6. A rigid holomorphic function f : Ωr → T shall be called a weak
deformation of Drinfeld modular forms of weight k and type m (mod q − 1) if f
satisfies both (2.1) and
(2.2) f(z) =
∑
i≥N
fi(z˜)uz˜(ze1)
i,
for all |z|ℑ sufficiently large and some N,
both depending on f.
We denote the T-module of such forms by M !k,m(T), and the C∞-subspace of C∞-
valued forms simply by M !k,m.
If, additionally, we have N ≥ 0 in (2.2), then f shall be called a deformation of
Drinfeld modular forms of the same weight and type. We denote the T-module of
such forms by Mk,m(T), and the C∞-subspace of C∞-valued forms by Mk,m.
Finally, we say that a deformation of Drinfeld modular forms f : Ωr → T is
single-cuspidal if the expansion required in (2.2) begins at N = 1 with f1 6= 0.
Remark 2.7. Given a deformation of Drinfeld modular forms f , as above, one has
that the functions fi appearing in (2.2) will be weak, T-valued Drinfeld modular
forms on Ωr−1 for GLr−1(A) of the same type as f and respective weights k− i by
[3, Prop. 3.2.7].
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Though the previous definition is necessary for what we do to follow, the next
result shows that it does not give more than what Basson has already explored.
Proposition 2.8. For all weights k and types m (mod q − 1) we have
M
!
k,m(T)
∼= T⊗M !k,m.
Proof. Given the finite dimensionality of the spaces of modular forms for GLr(A)
of a fixed weight and type, the proof of [15, Lem. 13] goes through, essentially word
for word, upon replacing the non-vanishing form h in the proof (whose existence
we are trying to demonstrate) with the non-vanishing form ∆. 
3. Existence and nowhere-vanishing
For this section we fix z ∈ Ωr. Such a z gives rise to the lattice zAr inside C∞
and to the Drinfeld module dz of rank r determined by
θ 7→ dzθ := θτ
0 + g1(z)τ + · · ·+ gr−1(z)τ
r−1 +∆(z)τr ∈ C∞{τ}.
We write dza for the image of a ∈ A under d
z .
As before, we denote the exponential function of the lattice zAr by
ez(w) :=
∑
j≥0
αj(z)w
qj ,
and we remind the reader that dza(ez(w)) = ez(aw), for all a ∈ A.
There are r Anderson generating functions associated to the lattice zAr . They
are non-zero elements of T defined, for k = 1, 2, . . . , r, by
fk(z; t) :=
∑
j≥0
ez
(
zek
θj+1
)
tj .
The most basic property of these functions for us is summarized by the following
result, due to Pellarin [14]; see also [5, Prop. 6.2 and Rem. 6.3]. To follow, we
occasionally suppress the notation z and t, considering them fixed.
Lemma 3.1. The functions f1, f2, . . . , fr are rigid-holomorphic functions Ω
r → T
which may be expanded, for k = 1, . . . , r, as
fk(z; t) =
∑
j≥0
αj(z)(zek)
qj
θqj − t
.
Further, the set {f1, f2, . . . , fr} gives a basis for the rank r Fq[t]-submodule of T of
solutions to the τ-difference equation
dθ(X) = tX.
Remark 3.2. Let λθ be a (q− 1)-th root of −θ. When r = 1, the Anderson-Thakur
function,
ω(t) := λθ
∏
i≥0
(1− tθ−q
i
)−1,
which debuted in in [2], generates the free Fq[t]-submodule of T of solutions to
τ(X) = (t− θ)X.
In particular, any non-zero solution in T of the previous τ -difference equation
necessarily has a simple pole at t = θ.
THE LEGENDRE DETERMINANT FORM 7
As a corollary of Lemma 3.1, for all a ∈ A and k = 1, 2, . . . , r, we have,
(3.1) da(fk) = χt(a)fk,
where χt(a) denotes the image of a ∈ A under the map χt : A → Fq[t] ⊆ T of
Fq-algebras determined by θ 7→ t.
We extend the action of τ to matrices with entries in T by τ [aij ] := [τ(aij)]. Let
Φ :=


0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
(t− θ)/∆ −g1/∆ · · · −gr−1/∆

 and Ψ :=


F
τF
...
τr−1F

 ,
with F := (f1, f2, . . . , fr). The previous lemma gives the following matrix identity
which will be useful to follow,
(3.2) τΨ = ΦΨ;
see [14, §4.2.2] for the connection of (3.2) with the dual Anderson t-motive associ-
ated to dz.
3.1. Modularity of F . Let ρt : Mk×l(A)→Mk×l(Fq[t]) be the map defined by
[aij ] 7→ [χt(aij)], for all [aij ] ∈Mk×l(A).
The next result is the obvious extension to GLr(A) of Pellarin’s [16, Lem. 2.4].
It also generalizes Lemma 4.4 and equation (4.3) of [7].
Lemma 3.3. The following identity holds for all γ ∈ Γr and z ∈ Ω
r,
F(γz) = j(γ, z)−1F(z)ρt(γ)
−1.
Proof. On each coordinate we have
fk(γz; t) =
∑
j≥0
αj(γz)(γzek)
qj
θqj − t
=
∑
j≥0
j(γ, z)q
j−1αj(z)(j(γ, z)
−1
zγ−1ek)
qj
θqj − t
= j(γ, z)−1F(z)ρt(γ)
−1
ek.
From the first to the second line we use the modularity properties of the αj from
[3, Cor. 3.4.9], and from the second to the third we use Fq-linearity and (3.1) for
the Anderson generating functions. 
3.2. Moore determinants. Pellarin already noted in [16] that detΨ(z) was non-
zero and invertible in the fraction field of T for all z ∈ Ωr. We make a quick
digression into the theory of Moore determinants to sketch a proof of this non-
vanishing. Let L be the fraction field of the integral domain T. The Fq[t]-algebra
action of τ on T extends to an Fq(t)-algebra action on L, and the fixed field of this
action is exactly Fq(t). The arguments of [12, §1.3] readily extend to our setting,
and we have the following result.
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Lemma 3.4. For a Moore matrix
M :=


m1 m2 · · · mr
τ(m1) τ(m2) · · · τ(mr)
...
...
...
τr−1(m1) τ
r−1(m2) · · · τ
r−1(mr)

 ,
with m1,m2, . . . ,mr ∈ L, we have detM 6= 0 if and only if m1,m2, . . . ,mr are
Fq(t)-linearly independent.
3.3. Non-vanishing of detΨ and cohomology. This paragraph should be com-
pared with [11] of Goss, where these ideas are attributed to Anderson.
Let d be a fixed Drinfeld module of rank r with associated exponential func-
tion ed. In the A = Fq[θ] setting in which we are working, one may show that
the r Fq-linear biderivations δ
(0), δ(1), . . . , δ(r−1) determined by mapping θ to dθ −
θ, τ, . . . , τr−1 ∈ C∞{τ}, respectively, form a basis for the de Rham cohomology
H1DR(d) of d as a C∞-vector space; see [8] for definitions and this remark. Uniquely
associated to these r biderivations are the Fq-linear entire functions F0, F1, . . . , Fr−1
given by
ed(w) − w,
∑
i≥0
θied(wθ
−i−1)q, . . . ,
∑
i≥0
θied(wθ
−i−1)q
r−1
,
respectively. These functions are additionally A-linear upon restriction to the kernel
Λ in C∞ of ed, which we think of as the first homology group of d. The association
δi 7→ Fi gives a map, the de Rham morphism or cycle class map, DR : H
1
DR(d) →
HomA(Λ,C∞) of C∞-vector spaces.
Corollary 3.5. For all Drinfeld modules of rank r ≥ 2, the de Rham morphism
DR is an isomorphism.
Proof. Let d be a Drinfeld module of rank r, and let z ∈ Ωr represent the isogeny
class of d. As we have indicated above the functions f1(z), f2(z), . . . , fr(z) are Fq[t]-
linearly independent elements of T. Thus by Lemma 3.4, we have that detΨ(z) is
a non-zero element of T. Ad hoc, we let δ be a fixed (q − 1)-th root in C∞ of ∆.
Then, by (3.2) we have that τ(δ detΨ(z)) = (t− θ)δ detΨ(z). By Remark 3.2, we
deduce that detΨ(z) has a simple pole at t = θ; in particular, the residue of this
pole is non-zero. One easily checks that the residue at t = θ of detΨ(z) is equal
to the determinant of [Fi(zj)]i,j . Thus we deduce that det[Fi(zj)]i,j is a non-zero
element of C∞, which implies the claim. 
3.4. Existence and nowhere-vanishing. For a1, a2, . . . , ar ∈ T, define the r× r
diagonal matrices diag(a1, a2, . . . , ar) := [bij ], with bii = ai and bij = 0, for i 6= j.
Theorem 3.6. There exists a nowhere-vanishing, single cuspidal Drinfeld modular
form for GLr(A) of weight 1 + q + · · ·+ q
r−1 and type 1.
In particular, M qr−1
q−1
,1 is a C∞-vector space of dimension one.
Proof. Again, the Fq[t]-linear independence of the functions f1(z), f2(z), . . . , fr(z),
for each z ∈ Ωr in combination with Lemma 3.4 implies that detΨ(z) is a non-zero
element of T, i.e. detΨ is a nowhere-vanishing rigid holomorphic function from Ωr
to T. Thus, detΨ−1 is a well-defined, nowhere-vanishing rigid-holomorphic function
from Ωr to L. Further, from Lemma 3.3, we obtain
Ψ−1(γz) = ρt(γ)Ψ
−1(z)diag(j(γ, z), j(γ, z)q , . . . , j(γ, z)q
r−1
).
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After taking determinants, the previous identity and Prop. 2.8, with coefficients
extended to L, prove the existence of a nowhere-vanishing element of L⊗M !qr−1
q−1
,1
.
It remains to understand the behavior at infinity of the function detΨ−1. From
(3.2), we obtain the equality of norms || detΨ−1(z)||q−1 = ||∆(z)/(t − θ)||, for all
z ∈ Ωr. The order of vanishing in u of ∆ is q − 1, by Basson’s product formula for
∆, [3, Theorem 3.5.14]. Thus we see that || detΨ−1|| grows like |u
z˜
(zr)|, for z˜ fixed,
as |z|ℑ →∞, proving that detΨ
−1 belongs to L⊗M qr−1
q−1
,1 and is single-cuspidal.
This finishes the proof of existence of a single-cuspidal, nowhere-vanishing element
of M qr−1
q−1
,1; call it η.
Any element ofM qr−1
q−1
,1 is necessarily cuspidal, and the obvious 1-dimensionality
ofM0,0 combined with the nowhere-vanishing and single-cuspidality of η imply that
the former space is 1-dimensional, as desired. 
4. Deformations of vectorial Eisenstein series
With the one-dimensionality ofM1+q+···qr−1,1 guaranteed by Theorem 3.6 above,
we now rephrase everything in terms of deformations of vectorial Eisenstein series
for GLr(A) to give an alternate construction of this form whose coefficient of u may
be explicitly determined.
4.1. The set-up. We recall that we have let2 χt : A→ Fq[t] ⊆ T be the morphism
of Fq-algebras determined by θ 7→ t and ρt : Mk×l(A) → Mk×l(Fq[t]) the map
defined by
[aij ] 7→ [χt(aij)], for all [aij ] ∈Mk×l(A).
Observe that if γ ∈ Mk×l(A) and γ
′ ∈ Ml×m(A), then ρt(γγ
′) = ρt(γ)ρt(γ
′).
Finally, set Ar := Mr×1(A) and T
r := Mr×1(T).
Definition 4.1. Let k be a positive integer. The vectorial Eisenstein series of
weight k associated to the representation ρt : GLr(A)→ GLr(Fq[t]) is the function
Ek : Ω
r → Tr given by
Ek(z) :=
∑′
a∈Ar
(za)−kρt(a);
here the primed summation signifies the exclusion of the zero column vector.
We will see just below that Eqi is non-zero whenever for all non-negative integers
i. With a little more work and the introduction of Goss polynomials, it can be
shown that Ek is non-zero whenever k ≡ 1 (mod q − 1). Since we will not use this
here, we do not bother with the details. Now we deal will holomorphy and weak
modularity of these functions.
4.1.1. Holomorphy. For a ∈ Ar, write a = (ar, . . . , a1)
tr and let |a| := maxi=1,...,r |ai|.
Assume, for some positive integer n, that |z|ℑ > q
−n|z|, i.e. that z is in the admis-
sible open subset Ωn. We examine the convergence of the coordinates of Ek, which,
for all i = 1, . . . , r, are of the form
∑′
a∈Ar(za)
−kχt(a
tr
ei). By our assumption on
the size of z, the general term has size
||(za)−kχt(ai)|| < |a|
−kqkn|z|−k ≤ qnk|a|−k;
2Here we emphasize the non-canonical choice of algebra generator for the ring A and the
dependence on this choice of what we do to follow.
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the last inequality follows from the assumption that z1 = 1. Since there are only
finitely many elements in Ar of a given absolute value, we see that the general term
tends to zero, giving the desired uniform convergence on Ωn.
4.1.2. Weak Modularity. For all z ∈ Ω and γ ∈ Γr,
Ek(γz) =
∑′
a∈Ar
(j(γ, z)−1zγ−1a)−kρt(a)
= j(γ, z)kρt(γ)
∑′
a∈Ar
(zγ−1a)−kρt(γ
−1
a)
= j(γ, z)kρt(γ)Ej(z).
4.1.3. The coordinates of τk(E1). Here we look closely at the coordinate functions
of the subfamily E1, Eq, Eq2 , . . . to show that they are non-zero. We extend the
action of τ to Tr coordinate-wise, as was done with matrices above. We extend
the action of τ to functions f : Ωr → T by defining τ(f) : Ωr → T to be the map
z 7→ τ(f(z)), for each z ∈ Ωr, and similarly for functions Ωr → Tr .
Define the coordinates of the Eisenstein series
E1 := (ǫr, ǫr−1, . . . , ǫ1)
tr,
and, for a ∈ Ar, write a :=
(
ar
a˜
)
, with a˜ := (ar−1, ar−2, . . . , a1)
tr ∈ Ar−1. Observe
that, splitting the sum defining E1 according to whether ar is zero or not, for each
non-negative integer k we may write
τk(ǫr)(z) = −
∑
ar∈A+
∑
a˜∈Ar−1
χt(ar)
(arzr + z˜a˜)q
k
= −π˜q
k
∑
ar∈A+
χt(ar)uz˜(arzr)
qk ,
τk(ǫi)(z) =
∑′
a˜∈Ar−1
χt(ai)
(z˜a˜)qk
−
∑
ar∈A+
∑
a˜∈Ar−1
χt(ai)
(arzr + z˜a˜)q
k
,
for i = 1, 2, . . . , r − 1.
We readily obtain the following result.
Proposition 4.2. For all k ≥ 0, the function τk(E1) is not identically zero.
Further, for fixed z˜ ∈ Ωr−1 ⊆ Cr−1∞ , as |z|ℑ →∞, the order of vanishing in uz˜
of τk(ǫr) equals q
k, and
τk(ǫj)→ τ
k(ǫ˜j) :=
∑′
a˜∈Ar−1
(z˜a˜)−q
k
χt(aj) for all j = 1, 2, . . . , r − 1.
4.2. The Main Result. Define Ξ :=
[
E1 Eq · · · Eqr−1
]
, and observe that τk(E1) =
Eqk , for all k ≥ 0. Set
E˜1 := (ǫ˜r−1, . . . , ǫ˜1)
tr and Ξ˜ := [E˜1 τ(E˜1) · · · τ
r−2(E˜1)].
Theorem 4.3. The function detΞ is a nowhere-vanishing, single-cuspidal defor-
mation of Drinfeld modular forms in T× ⊗M1+q+···+qr−1,1.
When r = 2, the coefficient of u in detΞ equals π˜L(χt, q), and when r ≥ 3, it
equals −π˜τ(det Ξ˜).
Proof. The proof of Theorem 4.3 shall proceed by induction. We establish the
base-case now.
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4.2.1. Construction in rank two. Everything, except nowhere-vanishing, for the re-
alization of the title is already contained in [15]. Note that there are some superficial
differences between Pellarin’s setting and ours due to the different action of GL2(A)
on Ω2.
From [15, Lemma 14] we have that det Ξ is weakly modular of weight q + 1 and
type 1. Upon proving that det Ξ is well-behaved at infinity we will conclude that
it is a T-valued modular form. Explicitly,
det Ξ =

∑′
a,b∈A
(az + b)−1χt(a)



∑′
a,b∈A
(az + b)−qχt(b)

(4.1)
−

∑′
a,b∈A
(az + b)−1χt(b)



∑′
a,b∈A
(az + b)−qχt(a)

 .(4.2)
From [15, Lemma 21], we see that the first sum on the right side of (4.1) is divisible
in T[[u]] by u(z) :=
∑
a∈A(π˜z + π˜a)
−1, but not by u2, and similarly, the second
sum in (4.2) is divisible in T[[u]] by uq. From [15, Lemma 25], we see that when
|z| = |z|ℑ := infκ∈K∞ |z − κ| tends to infinity the second sum in (4.1) tends to
−L(χt, q) := −
∑
a∈A+
a−qχt(a) while the first sum in (4.2) tends to −L(χt, 1) :=
−
∑
a∈A+
a−1χt(a). Thus, from the u-expansion we see that det Ξ is not-identically
zero, is well behaved at infinity, and that the coefficient of u equals π˜L(χt, q) ∈ T
×.
After Thm. 3.6 above we conclude that π˜−1L(χt, q)
−1 detΞ is a nowhere-vanishing,
single-cuspidal Drinfeld modular form of weight 1 + q and type 1 in rank 2, whose
coefficient of u equals 1. 
4.2.2. The inductive step. The transformation properties of the columns of Ξ are
summarized by the following matrix identity,
Ξ(γz) = ρt(γ)Ξ(z)diag(j(γ, z), j(γ, z)
q , . . . , j(γ, z)q
r−1
),
which we have seen holds for all z ∈ Ωr and γ ∈ Γr. Taking determinants we observe
that det Ξ is a weak deformation of Drinfeld modular forms of weight 1+q+· · ·+qr−1
and type 1. For each j = 1, 2, . . . , r − 1, the entries of τ j(E1) have well-defined
limits as |z|ℑ →∞ with z˜ fixed, and we observe det Ξ has a uz˜-expansion with no
negative terms by [3, Prop. 3.2.9] and Prop. 2.8 above. Hence, det Ξ is an element
of T⊗M1+q+···+qr−1,1.
To see that det Ξ is non-zero, we look closely at its u-expansion. We employ the
well-known Leibniz formula for the determinant,
det Ξ =
∑
σ∈Sr
sgn(σ)
r∏
i=1
τσ(i)−1(ǫi);
here the sum is over all elements of the symmetric group on r letters, and sgn is
the usual sign function. By the Prop. 4.2, we may focus our attention on those
σ ∈ Sr such that σ(r) = 1 in order to determine the coefficient of uz˜. A moment’s
thought gives that the coefficient of u
z˜
in det Ξ is given by
−π˜
∑
σ∈Sr
σ(r)=1
sgn(σ)
r−1∏
i=1
τσ(i)−1(ǫ˜i(z˜)) = −π˜τ(det Ξ˜(z˜)).
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It follows inductively by the calculation done in rank 2 that τ(det Ξ) is an element
of T× ⊗M1+q+···+qr−1,1 and, in particular, that it is non-zero. Thm. 3.6 implies
that it is nowhere-zero and finishes the proof. 
Remark 4.4. In the rank 2 setting, we may now compare det Ξ with Gekeler’s form
h, normalized as in [6]. We have det Ξ = −π˜L(χt, q)h.
Remark 4.5 (Construction of all single-cuspidal forms in rank 2). The same idea
as in the construction of h above may be used to show that in rank 2 the form
det[E1 E1+k(q−1)] is a non-zero, single-cuspidal form of weight 2 + k(q − 1), for all
k ≥ 1. This captures all of the single-cuspidal forms in for GL2(A). We shall pose
some questions about this in arbitrary rank below.
4.3. Corollaries for deformations of vectorial Eisenstein series. As an im-
mediate consequence of Theorem 4.3 above we obtain the following result.
Corollary 4.6. Let E1 := (ǫr, ǫr−1, . . . , ǫ1)
tr. Then for all i = 1, 2, . . . , r and all
z ∈ Ωr we have ǫi(z) 6= 0. In particular, the vectorial modular form E1 is nowhere-
vanishing on Ωr.
Remark 4.7. Conversely, the non-vanishing of ǫi(z) for all i = 1, 2, . . . , r and all
z ∈ Ωr combined with the Fq[t]-linear independence of ǫ1(z), ǫ2(z), . . . , ǫr(z) for
all z ∈ Ωr and an application of the theory of Moore determinants in our setting
(see §3.2 below) is enough to guarantee the nowhere-vanishing of det Ξ. Since the
verification of these sufficient conditions appears difficult using the definition of
E1 given above, this explains the needs for the Anderson generating functions and
Moore determinants employed below.
As another consequence of Theorem 4.3 above, we obtain non-trivial dependence
relations between vectorial Eisenstein series of low weights. We thank F. Pellarin
for this remark.
Corollary 4.8. Suppose k1, k2, . . . , kr are positive integers all congruent to 1 mod-
ulo q−1 such that k1+k2+· · ·+kr < 1+q+· · ·+q
r−1. Then det[Ek1 Ek2 · · · Ekr ] = 0.
Sketch. From the work done above, the form det[Ek1 Ek2 · · · Ekr ] will be a cuspidal
Drinfeld modular form of weight k1 + k2 + · · · + kr. Thus dividing by the non-
vanishing form detΞ, we obtain a form of negative weight which is holomorphic at
infinity, in Basson’s sense. The space of such forms consists of zero alone. 
Remark 4.9. Conversely, in rank 2 we see that the deformations of vectorial modular
forms gE1 and Eq both have weight q, and they are T-linearly independent by the
non-vanishing of det Ξ.
5. Conclusion
We are left with several questions in closing, and we hope to return to them at
a future time.
1. The exact relation ship between the columns of the matrix Ψ−1 and of Ξ must
be determined, as was done by Pellarin in the rank 2 setting in [15].
2. The flexibility of the variable t, in particular that it may be evaluated in
C∞, suggests the existence of unexplored de Rham cohomologies, extending the
notion developed by Gekeler et. al.. Indeed, the de Rham cohomology which exists
presently solely uses the usual left-action of multiplication by elements of A on
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the twisted polynomial ring C∞{τ}, where the biderivations described above take
their values. Perhaps carefully chosen evaluations of the variable t in C∞ will yield
interesting actions of A on C∞{τ} producing new non-trivial information for the
Drinfeld module at hand.
3. The Anderson generating functions f1, f2, . . . , fr may be viewed as elements of
the θ-adic Tate module associated to the Drinfeld module d. Since these Anderson
generating functions also arise in connection with the de Rham cohomology of d, it
would be interesting to make a precise relationship between de Rham cohomology
and the θ-adic Tate module.
4. It would be interesting to know if all single-cuspidal Drinfeld modular forms
in arbitrary rank r may be obtained as the determinant of some subset of r distinct
deformations of vectorial Eisenstein series, as was the case in rank 2 mentioned in
Remark 4.5.
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