In this paper, we provide a abstract aproach to the study the multiple summing operator and yours homogeneous polynomials associed, we will also investigate the coerence and compatibility of this class and show that, this is a global holomorphy type. Some inclusion results were also made. Moreover, we show that our approach generalizes several classes of multiple summing operators already established in the literature and that we can easily construct new classes of multiple operators that satisfy our abstract approach .
Introduction and background
The functional analysis has been started in first decades of the 20th century, seeking to generalise the concepts of convergence and continuity. A important work that evidenced the study of the functional analysis was the work of Banach [1] .
In the 1970s, Pietsch [26] introduced the abstract theory of operators ideals. In 1983, A. Pietsch in [27] presented the concept of ideals of multilinear operators, whose adaptation to the polynomials n-homogeneous is immediate.
In 2003, was introduced the notion of multiple summing multilinear operators and polynomials (see [22] ). Several indicators from the theory of summing operators and from the theory of (multi-) ideals show that this is one of the most adequate approaches to the nonlinear theory of absolutely summing operators. For results on multiple summing operators we refer to [6, 10, 12, 17, 19, 20, 22] .
In [7] was introduced the concept abstract class of vector-valued sequences, this concept will be fundamental to our work. By c 00 (E) we denote the set of all E-valued finite sequences, which, as usual, can be regarded as infinite sequences by completing with zeros.
The next definitions, propositions and lemmas are introduced in [7] A sequence class γ s is finitely determined if for every (x j )
In this case,
. Definition 1.2. Let n ∈ N and γ s 1 , . . . , γ sn be sequence classes. A multilinear operator A ∈ L(E 1 , . . . , E n ; F ) is γ s,s 1 ,...,sn -summing if
∈ γ s i (E i ), i = 1, . . . , n.
In this case we write A ∈ L γs,s 1 ,...,sn (E 1 , . . . , E n ; F ). When s = s 1 = · · · = s n , we write A ∈ L γs (E 1 , . . . , E n ; F ).
Proposition 1.3. [7, Proposition 2.4] The following conditions are equivalent for every
A ∈ L(E 1 , . . . , E n ; F ).
(a) A ∈ L γs,s 1 ,...,sn (E 1 , . . . , E n ; F ); (b) The induced mapÂ :
given forÂ
is a well-defined continuous n-linear operator.
The conditions above imply condition (c) below, and they are all equivalent if the sequence classes γ s 1 , . . . , γ sn and γ s are finitely determined. 
for every k ∈ N and x (m) j
In this case Â := inf{C; (1) holds }.
A norm in L γs,s 1 ,...,sn (E 1 , . . . , E n ; F ) is defined for A Lγ s,s 1 ,...,sn = inf{C; (1) holds } = Â .
The next definition is very important for this work.
Definition 1.4. A sequence class γ s is said to be linearly stable if for every u ∈ L(E; F ) is holds
(u (x j )) ∞ j=1 ∈ γ s (F ) wherever (x j ) ∞ j=1 ∈ γ s (E) and û : γ s (E) → γ s (F ) = u . An important result for our work is the following. Lemma 1.5. [7, Lemma 3.4] Let n ∈ N and γ s be sequence class linearly stable. Then, for any Banach space E, x E = (0, . . . , 0, x, 0, . . . ) γs (E) regardless of the vector x ∈ E and the position x appears in the sequence.
Given sequence classes γ s 1 , . . . , γ sn , γ s . We say that γ s 1 (K) · · · γ sn (K)
∈ γ s (K) and
∈ γ s i (K), i = 1, . . . , n.
The concept of ideal of multilinear operators will be presented in the next definition. 
it is a function such that, for all Banach spaces E 1 , . . . , E n , F , the component
is a subspace of L(E 1 . . . , E n ; F ) on which · Mn is a complete norm and 1. The space of the multilinear operators of finite type is contained in M n (E 1 . . . , E n ; F )
The application
. . , G n ; H) and
We can define similarly the ideal of homogeneous polynomials.
Definition 1.7. Let n ∈ N. A Banach ideal of homogeneous polynomials is a pair (P n , · Pn ) where P n is a subclass of the class of all homogeneous polynomials between Banach spaces and
is a function such that, for all Banach spaces E, F , the component
is a subspace of P(E; F ) on which · Pn is a complete norm and (a) The space of the homogeneous polynomials of finite type is contained in P n (E; F ) (b) The application I n : K → K given by I n (λ) = λ n belongs to P n (K n ; K) and
The concept of coherence and compatibility that we will enunciate was introduced in the literature by Pellegrino and Ribeiro in [25] .
compatible with M is there exist positive constants α 1 , α 2 , α 3 such that for all Banach spaces E, E 1 , . . . , E n , F , the following conditions hold for all n ∈ {2, . . . , N}:
. . , E n ; F ) and a j ∈ E j for all j ∈ {1, . . . , n}\{k}.
Then T a 1 ,...,a k−1 ,a k+1 ,...,an ∈ M(E k ; F ) and
with T a 1 ,...,a k−1 ,a k+1 ,...,an (x k ) = T (a 1 , . . . , a k−1 , x k , a k+1 , . . . , a n ).
(CP 2) If P ∈ P n (E; F ) and a ∈ E. Then P a n−1 ∈ M(E; F ) and P a n−1 M ≤ α 2 max P Mn , P Pn a n−1
with P a n−1 (x) :=P ( a, . . . , a (n−1)−times , x).
. . , E n ; F ) and
(CP 5) P belongs to P n (E; F ) if, and only if,P belongs to M n (E n ; F ).
, with P 1 = M 1 = M is coherent with M if there exist positive constants β 1 , β 2 , β 3 such that for all Banach spaces E, E 1 , . . . , E n , F , the following conditions hold for all n ∈ {1, . . . , N −1}:
. . , E n ; F ) and a j ∈ E j for any j = 1, . . . , n + 1. Then T a j ∈ M n (E 1 , . . . , E j−1 , E j+1 , . . . , E n+1 ) and
(CH 2) If P ∈ P n+1 (E; F ) and a ∈ E. Then P a ∈ P n (E; F ) and
(CH 4) If P ∈ P n (E; F ) and ϕ ∈ E ′ . Then ϕP ∈ P n+1 (E; F ).
(CH 5) P belong to P n (E; F ) if, and only if,P belong to M n (E n ; F ).
It was proved in [25] that, if the sequence (P n , M n ) N n=1 is coherent with constants β 1 = β 2 = β 3 = 1, then the the sequence (P n , M n ) N n=1 is compatible with
2 Multiple γ s,s 1 ,...,s n -summing operators
In this section, we will introduce an approach to the summing multiple applications. For our goals, we will assume that γ s , γ s 1 , . . . , γ sn are sequence classes finitely determined and linearly stable. Definition 2.1. We say that an application n-linear is multiple γ s,s 1 ,...,sn -summing if 
given byT
Proof. It is easy to see thatT is well defined and it is n-linear. To prove thatT is a continuous operator, we will use the Closed Graph Theorem. In the Cartesian product, we will use the norm of the sum. Consider
converging to
So, given ǫ > 0, exist k 0 ∈ N, such that, for any k ≥ k 0
In this way, for any i = 1, . . . , n and k ≥ k 0
. . , n. It follows from the continuity of T that
For other side, of the convergence in (2), take
So, for any i = 1, . . . , n and k ≥ k 1 ,
Like this,
Thus, we haveT
Therefore,T have closed graph, and from the Closed Graph Theorem follow thatT is continuous.
The reciprocal of Lemma 2.2 is true, even without being considered the continuity of the induced operator. Proposition 2.3. Let E 1 , . . . , E n , F be Banach spaces and T ∈ L(E 1 , . . . , E n ; F ). Then, the following statements are equivalent:
whenever
is a straightforward consequence of the sequence classes to be finitely determined. Thus, we have only to prove (a) ⇒ (b). For this, suppose that T ∈ L m γs,s 1 ,...,sn (E 1 , . . . , E n ; F ) and definê
, as done in the Lemma 2.2. Thus, the application is well defined n-linear and continuous. Therefore,
.
An important immediate result of the proposition is as follows. The demonstration of this corollary utilize standard arguments and, for that, we will not presented it here. is a Banach ideal. We will begin presenting a lemma that will be important for the next proposition.
is a linear isometry, whereT is defined as in Lemma 2.2.
Proof. Clearly, the application (·) ∧ is linear. HowT is a application continuous, follow that
for other side, using the item (b) of the Proposition 2.3, we obtain T = sup
Let's show that T ∈ L m γs,s 1 ,...,sn (E 1 . . . , E n ; F ) and the convergence is also true in L m γs,s 1 ,...,sn (E 1 . . . , E n ; F ). Indeed, as T k ∈ L γs,s 1 ,...,sn (E 1 . . . , E n ; F ), by Lemma 3.1,
Therefore,
This shows that
. . , n, where does if follow thatT = A. Since, for any The next proposition relates the concept of multiple γ s,s 1 ,...,sn -summing operators with the absolutely γ s,s 1 ,...,sn -summing multilinear operator in a = (0, . . . , 0) ∈ E 1 × · · · × E n . The absolutely γ s,s 1 ,...,sn -summing multilinear operator was introduced in literature in [29] . In this work, the absolutely γ s,s 1 ,...,sn -summing multilinear operator in a = (0, . . . , 0) ∈ E 1 × · · · × E n was denoted by γs,s 1 ,...,sn (E 1 , . . . , E n ; F ).
Given sequence classes γ s 1 , . . . , γ sn , γ s , we say that
An immediate result of the above definition is as follows.
and, how γ s is finitely determined, we obtain that λ
. Proposition 3.6. Let E 1 , . . . , E n and F be Banach spaces and suppose that γ
Then the finite type operators are contained in L m γs,s 1 ,...,sn (E 1 . . . , E n ; F ).
Proof. Define the application
∈ γ sr (E r ), r = 1, . . . , n, it follows from linear stability of γ sr that
Therefore, again from linear stability, we have that
Then B ∈ L m γs,s 1 ,...,sn (E 1 . . . , E n ; F ). Since the finite type operators are of the form
and L m γs,s 1 ,...,sn (E 1 . . . , E n ; F ) is a linear space, it follows that the finite type operators belongs to L m γs,s 1 ,...,sn (E 1 . . . , E n ; F ).
Then, it follow of the linear stability of γ s that, for any t ∈ L(F ; H) γs,s 1 ,...,sn (G 1 , . . . , G n ; H). Thus, from linear stability of γ s and γ s i and of the Lemma 3.1, follows that
Proposition 3.8. Consider the application I n :
∈ γ s (K) and 
The
֒→ γ s (K) was essential for the proof of the Theorem 3.9, because it established a relation between the norm of the class γ s i (K), i = 1, . . . , n and γ s (K), which was crucial to prove that the norm of identity is one. This requirement was also necessary to prove that finite type operators are contained in L m γs,s 1 ,...,sn (E 1 , . . . , E n ; F ). We also note that the condition γ s 1 (K) · · · γ sn (K)
Inclusions results
Among the several results on the ideals of multiple summing operators, we highlight the results concerning the inclusion, that is, under what conditions a class of the multiple summing operators is contained in another. In [6, 19] it's possible found a similar study for the particular cases of the multiple summing operators. 
. . , n and γ s be finitely determined sequence classes. If for any E Banach space, γ s i (E) ⊂ γ s i (E) and
· γs i (E) ≤ · γ s i (E) , then for any E 1 , . . . , E n , F Banach spaces L m γs,s 1 ,...,sn (E 1 , . . . , E n ) ⊂ L m γ s,s 1 ,...,sn (E 1 , . . . , E n ) and · L m γ s,s 1 ,...,sn ≤ · L m γs,s 1 ,...,sn . Proof. Let T ∈ L m γs,s 1 ,...,sn (E 1 , . . . , E n ) and x (i) j ∞ j=1 ∈ γ s i (E i ), i = 1, . . . , n. Since, γ s i (E i ) ⊂ γ s i (E i ), then x (i) j ∞ j=1 ∈ γ s i (E), i = 1, . . . , n. In this way, T x (1) j 1 , . . . , x (n) jn ∞ j 1 ,...,jn=1 ∈ γ s (F ), which shows that, T ∈ L m γ s,s 1 ,...,sn (E 1 , . . . , E n ). Thus, T x (1) j 1 , . . . , x (n) jn ∞ j 1 ,...,jn=1 γs(F ) ≤ T L m γs,s 1 ,...,sn n i=1 x (i) j ∞ j=1 γs i (E i ) ≤ T L m γs,s 1 ,...,sn n i=1 x (i) j ∞ j=1 γ s i (E i ) , from(i) j ∞ j=1 ∈ γ s i (E i ), i = 1, . . . , n. How γ s (F ) ⊂ γ s (F ), we have that T x (1) j 1 , . . . , x (n) jn ∞ j 1 ,...,jn=1 ∈ γ s (F ), then T ∈ L m γ s,s 1 ,...,sn (E 1 , . . . , E n ; F ). Hence, T x (1) j 1 , . . . , x (n) jn ∞ j 1 ,...,jn=1 γ s (F ) ≤ T x (1) j 1 , . . . , x (n) jn ∞ j 1 ,...,jn=1 γs(F ) ≤ T L m γs,s 1 ,...,sn n i=1 x (i) j ∞ j=1 γs i (E i ) , from
Coherence and Compatibility
The concept of Coherence and Compatibility was introduced in the literature initially by D. Pellegrino and G. Botelho in [5, 9] (with a different nomenclature) and also was studied by D. Carando, V. Dimant and S. Muro in [14, 15, 16] . In the work [14] was established the nomenclature "coherence and compatibility". D. Pellegrino and J. Ribeiro in [25] presented a new approach to the "coherence and compatibility". This new approach considers the sequence formed by the pairs of ideals of multilinear applications and homogeneous polynomials. For this reason, it is necessary to define the class of the homogeneous polynomials.
In this section, we will denote the class of the multiple γ s,s 1 -summing operators by L m,n γs,s 1 . The reason for this is to evidence the linearity of the components of the ideal. In the next definition, we will presented the concept of multiple γ s,s 1 -summing homogeneous polynomials. To prove the coherence, it is necessary require that the sequence classes satisfy the following condition.
Definition 5.4. We say that γ s i is multiple regular with γ s when satisfy the following condition: For any (λ j ) ∞ j=1 ∈ γ s i (K), i = 1, . . . , n and a j 1 ,...,j i−1 ,j i+1 ,...,jn
∈ γ s (F ) and
It is important to note that the main classes of sequences in the literature satisfy the conditions introduced in Definition 5.4, as shown in the followin example. In this section, we will suppose that the sequence classes γ s i , i = 1, . . . , n are multiple regular with γ s .
A result that will be important by next proposition is the following lemma. , and the sequence class is finitely determined, then (x j 1 ,...,jn )
jn=1 γs(E)
. according to [25] . This result will be a consequence of the propositions below. Proof. We will to do the proof only for the case i = 1. The other cases are analogous. Let T ∈ L m,n+1 γs,s 1 ,...,s n+1
Let's show that
(E 1 , . . . , E n+1 ; F ) and a 1 ∈ E 1 .
Consider the sequence x
1 = a 1 and x
(1) j = 0 for j = 1. This way,
. By Lemma 5.6, fixing j 1 = 1 and of the sequence class γ s 1 be linearly stable, we have
and 
. . , n + 1. Since γ s i is multiple regular with γ s and the sequence classes are linearly stable, then γT x
Therefore, γT ∈ L m,n+1 γs,s 1 ,...,s n+1
An important result for the next proposition is as follows.
Lemma 5.9. [28, Lemma 2.1.5] Let P ∈ P( n E; F ) and a ∈ E. Then (P a ) ∨ =P a .
Then, with the propositions above, we have guaranteed the conditions CH1 and CH3. The condition CH5 follow from the definition of ideal of homogeneous polynomials. Let's show the conditions CH2 and CH4. Proposition 5.10. Let γ s , γ s i be finitely determined and linearly stable sequence classes, P ∈ P m,n+1 γs,s i ( n+1 E; F ) and a ∈ E. Then
Proof. Let P ∈ P m,n+1 γs,s i ( n+1 E; F ) and a ∈ E. To see that P a ∈ P m,n γs,s i
thus, by the Proposition 5.7,P a ∈ L m,n γs,s i (E n ; F ).
By the Lemma 5.9, we have that
γs,s i a .
Proposition 5.11. Let γ s , γ s i be finitely determined and linearly stable sequence classes, P ∈ P m,n γs,s i
Proof. Let P ∈ P m,n γs,s i ( n E; F ) and ϕ ∈ E ′ . As done in the previous proposition, to see that ϕP ∈ P m,n+1 γs,s i
∈ γ s (F ).
So, since γ s i is multiple regular with γ s , then for any
γs,s i (E n+1 ; F ). Note also that, of the Proposition 5.8 In [14] was mentioned that, coherence sequences are always global holomorphy types, concept that was introduced in the literature in [5] 
Examples
In this section, we will show that some classic examples in the literature satisfy our abstract approach. In addition, we will show that we can easily create new classes of multiple summing operators that satisfy our abstract approach. (p, q 1 , . . . , q n )-summing operators.
Multiple
The notion of multiple (p, q 1 , . . . , q n )-summing, denoted by L ms(p,q 1 ,...,qn) (E 1 , . . . , E m ; F ) was studied in [6, 10, 17] . In our abstract setting, it is sufficient to consider
with 1 ≤ q ≤ p, k = 1, . . . , n. The propriety of regularity of l w q with l p was shown in Example 5.5. Then, this class satisfy the result in this paper.
Multiple mixing (s, q, p)-summing operators.
The concept of mixed m(s, q)-summing sequence and multiple mixing (s, q, p)-summing operators was studied in [2, 21, 23] . We will present this concept and show that the rule that assigns to each Banach space E the space of the E-valued mixed m(s, q)-summing sequence is a finitely determined and linearly stable sequence class.
Given 0 < q ≤ s ≤ ∞, we will consider s(q) ′ , such that
The scalar s(q) ′ is say q-conjugate of s.
We will denoted the space of all mixed m(s; q)-summing by l m(s;q) (E). In l m(s;q) (E) we can define a norm if q ≥ 1 (and a q-norm if 0 < q < 1) by
where the infimum is considered for all possible representations
In any case l m(s;q) (E), · m(s;q) is a complete metrizable topological vector space.
In [21, Section 1.4] we find the follow results.
1. For 0 < q ≤ s ≤ ∞, we have
The next proposition is establishes a equivalence between the concept of m(s, q)-summing mixed sequence and the space l q . 
for any µ ∈ W (B E ′ ). In this case
The application E → l m(s;q) (E) is a sequence class finitely determined.
Proof.
֒→ l ∞ (E) and e j m(s,q) = 1 for every j ∈ N. Therefore, the application E → l m(s;q) (E) is a sequence class. Now, let (x j ) 
Since c 00 (E) ⊂ l m(s,q) (E), by Proposition 6.2, we have that
Thus, again by Proposition 6.2,
Therefore E → l m(s;q) (E) is a sequence class finitely determined.
Proposition 6.4. The sequence class E → l m(s;q) (E) is linearly stable.
Proof. Let E, F be Banach spaces, u ∈ L(E; F ) and (
It follows directly from the definition thatû is well defined and is a linear application. Let's show thatû is continuous. Let
converge to x j and therefore u x
converge para z j , for any j ∈ N. It follow of the uniqueness of the limit that u (x j ) = z j , ∀j ∈ N.
Then, (u (x j ))
. Thereforeû is a application with closed graphic. It follow of the Closed Graphic Theorem thatû is a continuous application. Now, we will show that u = û .
For other side, û = sup
Where the infimum in the first inequality is considered under all representations x j = τ j x 0 j for any j ∈ N, with (τ j )
s is linearly stable, we have that
Therefore, it is sufficient to prove only the case l q .
Let (λ j ) ∞ j=1 ∈ l q and (x j 1 ,...,
such that, for any j 1 , . . . , j i−1 , j i+1 , . . . , j n ∈ N x j 1 ,...,j i−1 ,j i+1 ,...,jn = τ j 1 ,...,j i−1 ,j i+1 ,...,jn x 0 j 1 ,...,j i−1 ,j i+1 ,...,jn .
Like this
Since l q ⊂ l s and l s (·) is multiple regular with l 
∈ l m(s,q) (E). We also have, that .
Where the infimum in the first inequality is considered under all representations x j 1 ,...,j i−1 ,j i+1 ,...,jn = τ j 1 ,...,j i−1 ,j i+1 ,...,jn x 0 j 1 ,...,j i−1 ,j i+1 ,...,jn , for any j 1 , . . . , j i−1 , j i+1 , . . . , j n ∈ N, with (τ j 1 ,...,j i−1 ,j i+1 ,...,jn ) , for any E 1 , . . . , E n , F Banach spaces.
MULTIPLE STRONG MID p-SUMMING OPERATORS.
Let 1 ≤ p < ∞, n ∈ N and E 1 , . . . , E n , F be Banach spaces. A continuous multilinear application T : E 1 × · · · × E n −→ F is multiple strong mid p-summing, when satisfy T x The space of the multiple strong mid p-summing applications will be denoted by L st m,mid,p (E 1 , . . . , E m ; F ). In [7, 8] for any E 1 , . . . , E n , F Banach spaces.
MULTIPLE MID WEAKLY p-SUMMING OPERATORS.
Let 1 < p < ∞, n ∈ N and E 1 , . . . , E n , F be Banach spaces. A continuous multilinear application T : E 1 × · · · × E n −→ F is multiple weakly mid p-summing when satisfy = (λ j ) 
