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AN INTEGRAL PBW BASIS OF
THE QUANTUM AFFINE ALGEBRA OF TYPE A
(2)
2
TATSUYA AKASAKA
Abstract. We construct an integral PBW basis and an integral
crystal basis of the quantum affine algebra of type A
(2)
2 .
1. Introduction.
For the study of the precise structure of a quantum affine algebra U,
the construction of a good basis is an important problem.
Damiani constructed a PBW basis in the A
(1)
1 case [Da1]. General-
izing it, Beck constructed one in the untwisted case [B2]. Their bases
are considered over Q(q).
However, to study the representations of U when q is specialized at
the roots of unity, one needs a Z[q, q−1]-basis of a certain Z[q, q−1]-
subalgebra UZ of U (see [L, Part 5]). We call such a basis an integral
basis of U. Also, to deal with the structure of the Grothendieck group
of level 0 representations of U, an integral basis is needed (see [K2]).
Around 1990, Kashiwara and Lusztig introduced the notion of a
global crystal basis (associated with a crystal basis) and a canonical
basis respectively and proved the existence and uniqueness [K1][L2]. It
turned out that these two notions are equivalent [GL].
Let U+ be the positive part of U and let U+
Z
= UZ ∩U
+. Let B be
the global crystal basis of U+ and let L be the Z[q−1]-lattice generated
by B. Then, B is a Q(q)-basis of U+, a Z[q, q−1]-basis of U+
Z
, a Z[q−1]-
basis of L, a Z[q]-basis of L, and a Z-basis of L ∩ L. Here, − is the
Q-linear involution of U+ given by q = q−1, ei = ei.
An integral crystal basis B of U+ is, by definition, a Z[q−1]-basis of
L that coincides with B modulo q−1L. Let T be the transformation
matrix with coefficients in Z[q, q−1] between B and B, i.e. B = TB in
the matrix form. There is a unique matrix A with coefficients in Z[q−1]
such that T = A−1A. Then we have B = AB. Thus, we can recover B
from B.
Using the results in [CP], Beck, Chari, and Pressley constructed an
integral PBW basis and an integral crystal basis in the simply-laced
case [BCP].
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The purpose of this paper is to construct an integral PBW basis and
an integral crystal basis in the A
(2)
2 case.
Let us take a closer look at the results of this paper. Let α0 be the
long simple root and α1 the short simple root of type A
(2)
2 . Let U be
the quantum affine algebra of type A
(2)
2 and let UZ be its integral form
(see Definition 2.12). Here, U is an algebra over Q(q1) and UZ is an
algebra over Z[q1, q
−1
1 ] (see Section 2 for q1 = q
1/2). Let U+ be the
positive part of U and let U+
Z
= UZ ∩U
+.
We divide the set of positive real roots into two parts:
R+re(>) = {nδ + α1, (2n + 2)δ − α0| n ≥ 0}
and
R+re(<) = {(n+ 1)δ − α1, 2nδ + α0| n ≥ 0}.
We then define the total orders on R+re(>) and R
+
re(<) by
nδ + α1 < (2n+ 2)δ − α0 < (n+ 1)δ + α1
and
(2n+ 2)δ + α0 < (n + 1)δ − α1 < 2nδ + α0,
respectively. We also set R+im = {nδ| n ≥ 1}, the set of positive
imaginary roots.
Using the braid group action onU introduced by Lusztig (see Section
2), we define the real root vector associated with a real root in R+re(>)
as follows:
Enδ+α1 = (T
−1
1 T
−1
0 )
n(e1),
E(2n+2)δ−α0 = (T
−1
1 T
−1
0 )
nT−11 (e0).
We also define the real root vector associated with a real root in R+re(<)
as follows:
E2nδ+α0 = (T0T1)
n(e0),
E(n+1)δ−α1 = (T0T1)
nT0(e1).
Definition 1.1. In the following, each Z
(i)
≥0 is a copy of Z≥0, and E
(c)
α
for a real root α and c ∈ Z≥0 denotes the divided power of Eα (see
Definition 3.2), which belong to U+
Z
.
(1) For c = (ci) ∈ ⊕i∈R+re(>)Z
(i)
≥0, we set Ec = E
(cα1 )
α1 E
(c2δ−α0 )
2δ−α0
E
(cδ+α1 )
δ+α1
· · · .
(2) We set B(>) = {Ec| c ∈ ⊕i∈R+re(>)Z
(i)
≥0}.
(3) For c = (ci) ∈ ⊕i∈R+re(<)Z
(i)
≥0, we set Ec = · · ·E
(c2δ+α0 )
2δ+α0
E
(cδ−α1 )
δ−α1
E
(cα0 )
α0 .
(4) We set B(<) = {Ec| c ∈ ⊕i∈R+re(<)Z
(i)
≥0}.
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It is known that both of B(>) and B(<) are linearly independent
over Q(q1) [L, 40.2.1]. Let U
+(>) (resp. U+(<)) be the vector sub-
space of U+ over Q(q1) with basis B(>) (resp. B(<)): it is known
that they are algebras over Q(q1).
We define the imaginary root vector ψ˜n associated with an imaginary
root nδ ∈ R+im as follows:
ψ˜n = [Eδ−α1 , E(n−1)δ+α1 ]q−1
:= Eδ−α1E(n−1)δ+α1 − q
−1E(n−1)δ+α1Eδ−α1 .
We prove that they are mutually commutative and algebraically inde-
pendent over Q(q1). Let U
+(0) be the subalgebra of U+ generated by
them.
We prove that theQ(q1)-linear mapU
+(>)⊗U+(0)⊗U+(<) −→ U+
given by multiplication is an isomorphism: this solves the problem
raised in Lusztig’s book [L, 40.2.5] in the A
(2)
2 -case. Namely, we prove
the following.
Theorem 1.2. For c = (ci) ∈ ⊕i∈Z≥1Z
(i)
≥0, we set E
′
c
= ψ˜c11 ψ˜
c2
2 ψ˜
c3
3 · · · .
Then, the following is a Q(q1)-basis of U
+ :
{Ec+E
′
c0
Ec−| c+ ∈ ⊕i∈R+re(>)Z
(i)
≥0, c0 ∈ ⊕n≥1Z
(n)
≥0 , c− ∈ ⊕i∈R+re(<)Z
(i)
≥0}.
Modifying this basis, we construct a Z[q1, q
−1
1 ]-basis of U
+
Z
. Let
U+
Z
(>) (resp. U+
Z
(<)) be the free Z[q1, q
−1
1 ]-submodule of U
+
Z
with
basis B(>) (resp. B(<)). It turns out that they are algebras over
Z[q1, q
−1
1 ] [BCP, Prop.2.3]. Now, if we choose U
+
Z
(0) as the Z[q1, q
−1
1 ]-
subalgebra of U+
Z
generated by the ψ˜n’s, then the Z[q1, q
−1
1 ]-linear map
U+
Z
(>)⊗
Z[q1,q
−1
1 ]
U+
Z
(0)⊗
Z[q1,q
−1
1 ]
U+
Z
(<) −→ U+
Z
given by multiplication
is injective, but it is not surjective. Therefore, in order to construct
a Z[q1, q
−1
1 ]-basis of U
+
Z
, we have to find an appropriate definition of
U+
Z
(0) ⊂ U+
Z
∩U+(0) so that the above multiplication morphism is an
isomorphism. Instead of the ψ˜n, we introduce the new imaginary root
vectors Pn ∈ U
+(0) as follows: we set P0 = 1 and
Pn = [2n]
−1
1
n−1∑
k=0
Pkψ˜n−kq
−k for n ≥ 1.
We prove that the Pn belong to U
+
Z
. This statement is not at all
evident, whereas ψ˜n ∈ U
+
Z
is evident. Then we define U+
Z
(0) as the
Z[q1, q
−1
1 ]-subalgebra of U
+
Z
generated by the Pn’s and prove that the
Z[q1, q
−1
1 ]-linear map U
+
Z
(>) ⊗
Z[q1,q
−1
1 ]
U+
Z
(0) ⊗
Z[q1,q
−1
1 ]
U+
Z
(<) −→ U+
Z
is an isomorphism. In this way, we obtain
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Theorem 1.3. For c = (ci) ∈ ⊕i∈Z≥1Z
(i)
≥0, we set Ec = P
c1
1 P
c2
2 P
c3
3 · · · .
Then, the following is a Z[q1, q
−1
1 ]-basis of U
+
Z
:
{Ec+Ec0Ec−| c+ ∈ ⊕i∈R+re(>)Z
(i)
≥0, c0 ∈ ⊕n≥1Z
(n)
≥0 , c− ∈ ⊕i∈R+re(<)Z
(i)
≥0}.
However, this basis does not give an integral crystal basis: we need
a further modification. For a partition λ, we define Sλ ∈ U
+
Z
(0) from
the Pn in the same way as the Schur functions are defined from the
complete symmetric functions: namely, we set
Sλ = det(Pλi−i+j)i,j≥1 for λ = (λ1 ≥ λ2 ≥ · · · )
where we understand that Pn = 0 for n ≤ −1. Then, it follows that
the Sλ are quasi-orthonormal with respect to the inner product on U
+
introduced by Drinfeld, that is,
(Sλ,Sµ) ≡ δλ,µ mod q
−1
1 A.
Here, A = Q(q1) ∩ Z[[q
−1
1 ]] ⊂ Q((q
−1
1 )). Therefore, the following is
another Z[q1, q
−1
1 ]-basis of U
+
Z
:
{Ec+SλEc−| c+ ∈ ⊕i∈R+re(>)Z
(i)
≥0, λ is a partition, c− ∈ ⊕i∈R+re(<)Z
(i)
≥0},
which is denoted by B. In view of [L, 40.2.4], we see that B is quasi-
orthonormal with respect to the inner product. Hence, by the same
argument in [BCP], we obtain
Theorem 1.4. B is an integral crystal bases of U+.
The contents of this paper are as follows.
In Section 2, we fix notations. Automorphism T̟1 = T0T1 and anti-
automorphism T−11 ∗ of U play an important role in this paper.
In Section 3, we introduce the root vectors as above and study their
commutation relations. We prove that the imaginary root vectors mu-
tually commute and are invariant under T̟1 = T0T1 and T
−1
1 ∗. The
key step in this section is to express the real root vectors recursively
using brackets (Corollary 3.10), which the author learned from [KhT,
8.2].
In Section 4, we introduce the subspaces U+(>),U+(<),U+(0) of
U+ as above, and prove that the Q(q1)-linear map U
+(>)⊗U+(0)⊗
U+(<) −→ U+ given by multiplication is surjective; the proof of its
injectivity with the help of [L, 40.1.2] is postponed until Section 6. We
also introduce the Pn in this section.
In Section 5, we study the coproducts of the real root vectors.
In Section 6, we calculate the coproducts and the inner products of
the imaginary root vectors and introduce the Sλ; the results in this
section are used to construct an integral crystal basis in Section 8.
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As a by-product, the algebraically independence of the imaginary root
vectors (the ψ˜n’s or the Pn’s) is proved; thus, the monomials of the
imaginary root vectors (the ψ˜n’s or the Pn’s) form a basis of U
+(0)
and we obtain PBW bases of U+.
Section 7 is the preparation for the next section.
In Section 8, we give the commutation relation between E
(s)
α0 and
E
(r)
α1 . Using it, we prove that the Pn belong to U
+
Z
and construct an
integral PBW basis of U+. Then we obtain an integral crystal basis of
U+.
In Appendix A, we give some commutation relation between the real
root vectors that is used in Section 4.
In Appendix B, we discuss the connection between our root vectors
and the Drinfeld generators.
After writing up the main part of this paper, the author learned
the existence of [Da2], in which (non-integral) PBW bases of twisted
quantum affine algebras are constructed.
The author is grateful to his advisor Professor Masaki Kashiwara for
valuable comments and useful discussions on this work. Thanks are
also due to Professor Tetsuji Miwa for his support.
2. Notation
Let X, Y be the finitely generated free Z-modules with a perfect
pairing 〈 , 〉 : Y × X −→ Z. Let α0 ∈ X be the long simple root
and α1 ∈ X the short simple root of type A
(2)
2 : we assume that they
are linearly independent. We set I = {0, 1}. For i ∈ I, let hi ∈ Y
be the simple coroots: we assume that they are linearly independent.
Let Q = Zα0 ⊕ Zα1 ⊂ X be the root lattice and let Q
+ = Z≥0α0 ⊕
Z≥0α1, Q
− = −Q+. Let ( , ) be the Z-valued symmetric bilinear form
on X such that
(α0, α0) = 4, (α0, α1) = −2, (α1, α1) = 1,
so that the Cartan matrix is given by
(〈hi, αj〉)i,j =
(
a00 a01
a10 a11
)
=
(
2 −1
−4 2
)
.
Let δ = α0 + 2α1 ∈ X be the smallest positive imaginary root. Note
that Q = Zδ ⊕ Zα1. We set
R+re(>) = {nδ + α1, (2n + 2)δ − α0| n ≥ 0}
and define the total order on it by
nδ + α1 < (2n+ 2)δ − α0 < (n+ 1)δ + α1
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for n ≥ 0; we set
R+re(<) = {(n+ 1)δ − α1, 2nδ + α0| n ≥ 0}
and define the total order on it by
(2n+ 2)δ + α0 < (n+ 1)δ − α1 < 2nδ + α0
for n ≥ 0; we also set R+im = {nδ| n ≥ 1}. Then, R
+
re = R
+
re(>)⊔R
+
re(<)
is the set of positive real roots; R+ = R+re ⊔ R
+
im is the set of positive
roots; and R = R+ ⊔ (−R+) is the set of roots.
We set q0 = q
2, q1 = q
1/2. For i ∈ I, k ∈ Z, n ∈ Z≥1, we set [k]i =
qki −q
−k
i
qi−q
−1
i
, [n]i! =
∏l
p=1[p]i, [0]i! = 1, [k] =
qk−q−k
q−q−1
, [n]! =
∏l
p=1[p], [0]! =
1. For i ∈ I, n,m ≥ 0, we set
[
n+m
m
]
i
= [n+m]i!
[n]i![m]i!
, which belong to
Z[qi, q
−1
i ].
Definition 2.1. Let U be the quantum affine algebra of type A
(2)
2 ,
which is the Q(q1)-algebra generated by
{qh, ei, fi| h ∈ 2
−1Y, i ∈ I}
with the following defining relations:
q0 = 1, qhqh
′
= qh+h
′
for h, h′ ∈ 2−1Y,(U1)
qheiq
−h = q〈h,αi〉ei for h ∈ 2
−1Y, i ∈ I,(U2)
qhfiq
−h = q−〈h,αi〉ei for h ∈ 2
−1Y, i ∈ I,(U3)
[ei, fj] = δij
ki − k
−1
i
qi − q
−1
i
for i, j ∈ I,(U4)
1−aij∑
k=0
(−1)ke
(k)
i eje
(1−aij−k)
i = 0 for i, j ∈ I with i 6= j,(U5)
1−aij∑
k=0
(−1)kf
(k)
i fjf
(1−aij−k)
i = 0 for i, j ∈ I with i 6= j(U6)
where we set k0 = q
2h0 , k1 = q
2−1h1 and e
(k)
i = e
k
i /[k]i!, f
(k)
i = f
k
i /[k]i!
for i ∈ I, k ≥ 0.
Remark 2.2. We have kiejk
−1
i = q
(αi,αj)ej , kifjk
−1
i = q
−(αi,αj)fj for
i, j ∈ I.
Definition 2.3. For µ = nα0+mα1 ∈ Q, we set kµ = k
n
0k
m
1 . We also
set c = kδ = k0k
2
1 = q
2h0+h1, which is a central element of U.
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Definition 2.4. (1) Let U0 be the Q(q1)-algebra generated by q
h for
h ∈ 2−1Y with the defining relations (U1).
(2) Let U+ be the Q(q1)-algebra generated by ei for i ∈ I with the
defining relations (U5).
(3) Let U− be the Q(q1)-algebra generated by fi for i ∈ I with the
defining relations (U6).
Then, {qh ∈ U0| h ∈ 2−1Y } is a Q(q1)-basis of U
0.
Proposition 2.5. [L, 3.2.5] TheQ(q1)-linear mapU
−⊗U0⊗U+ → U
given by multiplication is an isomorphism.
Hence, U0, U+, U− can be considered as the subalgebras of U.
If a nonzero element x of U+ has a homogeneous expression in terms
of ei (i ∈ I), then the indices i1, . . . , ik (ij ∈ I, k ≥ 0) appearing in
it are uniquely determined up to permutation, and we say that x is
homogeneous of weight
∑k
j=1 αij , which is denoted by |x|. We apply
the similar definition for U−.
Definition 2.6. For α ∈ Q+, we set
U+α = {x ∈ U
+| x = 0 or x is homogeneous of weight α}.
We also set
U+,h = {x ∈ U+| x = 0 or x is homogeneous},
which is closed under multiplication. For α ∈ Q−, we define U−α simi-
larly.
We have U+,h = ⊔α∈Q+(U
+
α\{0}) ⊔ {0}.
Definition 2.7. For ν ∈ Q, we set Uν = ⊕λ∈Q−,µ∈Q+;λ+µ=νU
−
λU
0U+µ .
Definition 2.8. For a subset A of U+ and for i ∈ Z, we write
Ah = A ∩U+,h,(1)
A≤i = A ∩ ⊕α=nδ+rα1∈Q+;r≤iU
+
α ,(2)
A≥i = A ∩ ⊕α=nδ+rα1∈Q+;r≥iU
+
α .(3)
Definition 2.9. We define the function h from U+,h\{0} to Z by
h(x) = r for x ∈ U+nδ+rα1\{0}. We call h(x) the height of x. We
also define the function i from U+,h\{0} to Z≥0 by i(x) = n for x ∈
U+nδ+rα1\{0}.
We have h(xy) = h(x) + h(y) and i(xy) = i(x) + i(y) for x, y ∈
U+,h\{0}.
8 TATSUYA AKASAKA
Definition 2.10. For elements x, y of a Q(q1)-algebra and for v ∈
Q(q1)
×, we set
[x, y]v = xy − vyx.
When v = 1, we omit the suffix v.
Lemma 2.11. Let x, y, z be elements of a Q(q1)-algebra and let α, β ∈
Q(q1)
×. Then,
(1) [x, yz]α = [x, y]βz + y[x, z]α/ββ,
(2) [xy, z]α = x[y, z]β + [x, z]α/βyβ.
Proof. This is clear.
Definition 2.12. Let UZ be the Z[q1, q
−1
1 ]-subalgebra of U generated
by e
(r)
i , f
(r)
i , ki, k
−1
i for i ∈ I, r ≥ 0.
Definition 2.13. For i ∈ I, m ∈ Z, r ∈ Z≥0, we set[
ki, m
r
]
i
=
r∏
s=1
kiq
m−s+1
i − k
−1
i q
−m+s−1
i
qsi − q
−s
i
.
We understand that
[
ki,m
0
]
i
= 1. Then, they belong to UZ, which follows
from Lemma 2.14 below.
Lemma 2.14. [L, 3.1.9] Let n,m ≥ 0, i ∈ I. Then,
e
(n)
i f
(m)
i =
min(n,m)∑
t=0
f
(m−t)
i
[
ki, 2t− n−m
t
]
i
e
(n−t)
i
Corollary 2.15. Let r ≥ 1, i ∈ I. Then,
[e
(r)
i , fi] = e
(r−1)
i
qr−1i ki − q
1−r
i k
−1
i
qi − q
−1
i
.
Proof. This follows from Lemma 2.14 with m = 1.
Lemma 2.16. Let i, j ∈ I, m ∈ Z, r ∈ Z≥0. Then,
(1) ej
[
ki,m
t
]
i
=
[
ki,m−aij
t
]
i
ej,
(2)
[
ki,m
t
]
i
fj = fj
[
ki,m−aij
t
]
i
.
Proof. This is directly checked.
Definition 2.17. (1) Let U0
Z
be the Z[q1, q
−1
1 ]-subalgebra of U gen-
erated by ki, k
−1
i ,
[
ki,m
r
]
i
for i ∈ I, m ∈ Z, r ∈ Z≥1.
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(2) Let U+
Z
be the Z[q1, q
−1
1 ]-subalgebra of U generated by e
(r)
i for i ∈
I, r ≥ 0.
(3) Let U−
Z
be the Z[q1, q
−1
1 ]-subalgebra of U generated by f
(r)
i for i ∈
I, r ≥ 0.
We have U+
Z
= ⊕α∈Q+(U
+
Z
∩U+α ) and U
−
Z
= ⊕α∈Q−(U
−
Z
∩U−α ), since
the generators of U+
Z
and U−
Z
are homogeneous.
Lemma 2.18. [L1, 4.5] The following set B0 is a Z[q1, q
−1
1 ]-basis of
U0
Z
: {
ka0k
b
1
[
k0, 0
r
]
0
[
k1, 0
s
]
1
∣∣∣ a, b ∈ {0, 1}, r, s ≥ 0}.
Proposition 2.19. The Z[q1, q
−1
1 ]-linear mapU
−
Z
⊗
Z[q1,q
−1
1 ]
U0
Z
⊗
Z[q1,q
−1
1 ]
U+
Z
→ UZ given by multiplication is an isomorphism.
Proof. Note that U+
Z
and U−
Z
are free Z[q1, q
−1
1 ]-modules by the exis-
tence of the canonical bases: thus, the injectivity follows from Propo-
sition 2.5. The surjectivity follows from Lemma 2.14 and Lemma
2.16.
Noting that U0
Z
, U+
Z
, U−
Z
are free Z[q1, q
−1
1 ]-modules, by Proposition
2.19, we have U+
Z
= UZ ∩U
+.
Definition 2.20. [K1, 3.4.1][L, 1.2.13] Let i ∈ I. We define the Q(q1)-
linear maps ri and ir from U
+ to itself by ri(1) = ir(1) = 0, ri(ej) =
ir(ej) = δij, and
(1) ri(xy) = q
(αi,|y|)ri(x)y + xri(y) for x, y ∈ U
+,h,
(2) ir(xy) = ir(x)y + q
(αi,|x|)x ir(y) for x, y ∈ U
+,h.
Lemma 2.21. [K1, 3.4.2][L, 1.2.15] Let α ∈ Q+\{0}, x ∈ U+,hα .
(1) If ri(x) = 0 for all i ∈ I, then x = 0.
(2) If ir(x) = 0 for all i ∈ I, then x = 0.
Lemma 2.22. [K1, 3.4.1][L, 3.1.6] Let x ∈ U+,h, i ∈ I. Then,
[x, fi] =
ri(x)ki − k
−1
i ir(x)
qi − q
−1
i
.
Let us recall the braid group action on U introduced by Lusztig.
Note that the braid group of type A
(2)
2 is the free group generated by
T0 and T1.
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Definition 2.23. [L, 37.1.3] For i ∈ I, we define the automorphisms
Ti of U by
Ti(q
h) = qh−〈h,αi〉αi for h ∈ 2−1Y,
Ti(ei) = −fiki, Ti(fi) = −k
−1
i ei,
Ti(ej) =
−aij∑
r=0
(−1)rq−ri e
(−aij−r)
i eje
(r)
i for j ∈ I, j 6= i,
Ti(fj) =
−aij∑
r=0
(−1)rqri f
(r)
i fjf
(−aij−r)
i for j ∈ I, j 6= i.
Then we have
T−1i (q
h) = qh−〈h,αi〉αi for h ∈ 2−1Y,
T−1i (ei) = −k
−1
i fi, T
−1
i (fi) = −eiki,
T−1i (ej) =
−aij∑
r=0
(−1)rq−ri e
(r)
i eje
(−aij−r)
i if j ∈ I, j 6= i,
T−1i (fj) =
−aij∑
r=0
(−1)rqri f
(−aij−r)
i fjf
(r)
i for j ∈ I, j 6= i.
Moreover, UZ is closed under the braid group action.
We have Ti(kj) = T
−1
i (kj) = k
−aij
i kj for i, j ∈ I.
Remark 2.24. In [L], Ti and T
−1
i are denoted by T
′′
i,1 and T
′
i,−1 respec-
tively.
Definition 2.25. We set T̟1 = T0T1.
We have T̟1(c) = c, T̟1(k1) = c
−1k1 and T̟1(k0) = c
2k0.
Definition 2.26. Let ∆ be the coproduct of U given by
∆(qh) = qh ⊗ qh,
∆(ei) = ei ⊗ 1 + ki ⊗ ei,
∆(fi) = fi ⊗ k
−1
i + 1⊗ fi
for h ∈ 2−1Y , i ∈ I.
Definition 2.27. Let − be the Q-linear involution of U given by
q1 = q
−1
1 , q
h = q−h, ei = ei, fi = fi for h ∈ 2
−1Y, i ∈ I.
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Definition 2.28. Let ∗ be the Q(q1)-linear anti-involution of U given
by
∗(qh) = q−h, ∗(ei) = ei, ∗(fi) = fi for h ∈ 2
−1Y, i ∈ I.
We have ∗Ti = T
−1
i ∗ for i ∈ I.
Definition 2.29. Let Ω be the Q-linear anti-involution of U given by
Ω(q1) = q
−1
1 , Ω(q
h) = q−h, Ω(ei) = fi, Ω(fi) = ei for h ∈ 2
−1Y, i ∈ I.
We have ΩTi = TiΩ for i ∈ I. We also have Ω(U
+) = U− and
Ω(U+
Z
) = U−
Z
.
Remark 2.30. Given a Q(q1)-basis B of U
+, we obtain a Q(q1)-basis
of U :
{Ω(b)qhb| b ∈ B, h ∈ 2−1Y }.
Given a Z[q1, q
−1
1 ]-basis B ofU
+
Z
, by Lemma 2.18, we obtain a Z[q1, q
−1
1 ]-
basis of UZ :
{Ω(b)xb| x ∈ B0, b ∈ B}.
Remark 2.31. Let us set the general notation used in this paper.
(1) Algebras are always assumed to be associative with 1 and any mor-
phism of algebras is assumed to preserve 1.
(2) For a statement P , the symbol θ(P ) means 1 if P is true and 0
otherwise.
(3) For a set S and for i, j ∈ S, we write δij = θ(i = j).
(4) Any summation considered in U is taken over a finite set.
(5) For vector subspaces A,B of U, we denote by A ⊗ B the tensor
product of A and B over Q(q1).
(6) For subsets A,B of U, we denote by AB the Z-submodule of U
generated by {ab| a ∈ A, b ∈ B} : thus, for a subring C of Q(q1),
if A or B is a C-module, then so is AB.
3. Root Vectors
Definition 3.1. For n ≥ 1, we set
Enδ+α1 = (T
−1
1 T
−1
0 )
n(e1),
E(2n+2)δ−α0 = (T
−1
1 T
−1
0 )
nT−11 (e0),
E2nδ+α0 = (T0T1)
n(e0),
E(n+1)δ−α1 = (T0T1)
nT0(e1).
They are homogeneous and the suffices indicate their weights. We call
them real root vectors.
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Definition 3.2. For α ∈ R+re such that (α, α) = (αi, αi) and for k ≥ 0,
we write E
(k)
α = Ekα/[k]i!. They belong to U
+
Z
by [L, 37.1.3] and [L,
40.2.3].
Definition 3.3. For n ≥ 1, we define the elements ψ˜n of U
+
Z
by
ψ˜n = [Eδ−α1 , E(n−1)δ+α1 ]q−1.
We call them imaginary root vectors.
At the end of this section, we shall show that the imaginary root
vectors are mutually commutative (Proposition 3.29).
We also set
ψ˜0 = (q1 − q
−1
1 )
−1.
The following two lemmas follow from Definition 3.1 and Definition
2.23, and will be often used in this paper.
Lemma 3.4. Under the action of the automorphism T̟1, we have
T̟1(Enδ−α1) = E(n+1)δ−α1 for n ≥ 1,
T̟1(E2nδ+α0) = E(2n+2)δ+α0 for n ≥ 0,
T̟1(Enδ+α1) = E(n−1)δ+α1 for n ≥ 1,
T̟1(E2nδ−α0) = E(2n−2)δ−α0 for n ≥ 2,
T−1̟1 (Eδ−α1) = −k
−1
1 f1,
T̟1(E2δ−α0) = −f0k0.
Lemma 3.5. Under the action of the anti-involution T−11 ∗, we have
(T−11 ∗)(Enδ−α1) = Enδ+α1 for n ≥ 1,
(T−11 ∗)(E2nδ+α0) = E(2n+2)δ−α0 for n ≥ 0,
(T−11 ∗)(Eα1) = −k
−1
1 f1.
We are going to express the real root vectors without using the braid
group action (Corollary 3.10).
Lemma 3.6. We have
(1) Eδ−α1 = [Eα0 , Eα1 ]q−2,
(2) ψ˜1 = [2]1
∑2
r=0(−1)
rq−3r1 e
(r)
1 e0e
(2−r)
1 ,
(3) Eδ+α1 =
∑3
r=0(−1)
rq−re
(r)
1 e0e
(3−r)
1 ,
(4) [Eδ−α1 , f1] = [4]1k1Eα0,
(5) [ψ˜1, f1] = [3]1!k1Eδ−α1 ,
(6) [Eδ+α1 , f1] = k1ψ˜1.
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Proof. (1) By Definition 3.1, we have
Eδ−α1 = T0(e1) =
1∑
r=0
(−1)rq−r0 e
(1−r)
0 e1e
(r)
0 = [Eα0 , Eα1 ]q−2 .
(2) By Definition 3.3 and (1), we have
ψ˜1 = [Eδ−α1 , Eα1 ]q−1 = [[Eα0 , Eα1 ]q−2 , Eα1 ]q−1
= (e0e1 − q
−2e1e0)e1 − q
−1e1(e0e1 − q
−2e1e0)
= e0e
2
1 − (q
−1 + q−2)e1e0e1 + q
−3e21e0
= [2]1
2∑
r=0
(−1)rq−3r1 e
(r)
1 e0e
(2−r)
1 .
(3) By Definition 3.1, we have
Eδ+α1 = T
−1
1 T
−1
0 (e1) = T
−1
1
( 1∑
r=0
(−1)rq−r0 e
(r)
0 e1e
(1−r)
0
)
= T−11 ([e1, e0]q−2) =
[
− k−11 f1,
4∑
r=0
(−1)rq−r1 e
(r)
1 e0e
(4−r)
1
]
q−2
= k−11
[ 4∑
r=0
(−1)rq−r1 e
(r)
1 e0e
(4−r)
1 , f1
]
.
Applying Corollary 2.15, we have
Eδ+α1 = k
−1
1
4∑
r=0
(−1)rq−r1
(
e
(r−1)
1
qr−11 k1 − q
1−r
1 k
−1
1
q1 − q
−1
1
e0e
(4−r)
1
+ e
(r)
1 e0e
(3−r)
1
q3−r1 k1 − q
r−3
1 k
−1
1
q1 − q
−1
1
)
= k−11
4∑
r=0
(−1)rq−r1
q1−r1 k1 − q
r−1
1 k
−1
1
q1 − q
−1
1
(e
(r−1)
1 e0e
(4−r)
1 + e
(r)
1 e0e
(3−r)
1 )
= k−11
3∑
r=0
(
(−1)r+1q−r−11
q−r1 k1 − q
r
1k
−1
1
q1 − q
−1
1
+ (−1)rq−r1
q1−r1 k1 − q
r−1
1 k
−1
1
q1 − q
−1
1
)
e
(r)
1 e0e
(3−r)
1
=
3∑
r=0
(−1)rq−re
(r)
1 e0e
(3−r)
1 .
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(4) By (1), we have
[Eδ−α1 , f1] = [[e0, e1]q−2 , f1] = [e0, [e1, f1]]q−2 =
[
e0,
k1 − k
−1
1
q1 − q
−1
1
]
q−2
=
q2k1 − q
−2k−11
q1 − q
−1
1
e0 − q
−2k1 − k
−1
1
q1 − q
−1
1
e0 = [4]1k1Eα0 .
(5) By Definition 3.3 and (4), we have
[ψ˜1, f1] = [[Eδ−α1 , Eα1 ]q−1 , f1]
= [[Eδ−α1 , f1], Eα1 ]q−1 + [Eδ−α1 , [Eα1 , f1]]q−1
= [4]1[k1Eα0 , Eα1 ]q−1 +
[
Eδ−α1 ,
k1 − k
−1
1
q1 − q
−1
1
]
q−1
= [4]1k1[Eα0 , Eα1 ]q−2 +
qk1 − q
−1k−11
q1 − q
−1
1
Eδ−α1 − q
−1k1 − k
−1
1
q1 − q
−1
1
Eδ−α1
= ([4]1 + [2]1)k1Eδ−α1
= [3]1! k1Eδ−α1 .
(6) By (3) and Corollary 2.15, we have
[Eδ+α1 , f1] =
3∑
r=0
(−1)rq−r[e
(r)
1 e0e
(3−r)
1 , f1]
=
3∑
r=0
(−1)rq−r
(
e
(r−1)
1
qr−11 k1 − q
1−r
1 k
−1
1
q1 − q
−1
1
e0e
(3−r)
1
+ e
(r)
1 e0e
(2−r)
1
q2−r1 k1 − q
r−2
1 k
−1
1
q1 − q
−1
1
)
=
3∑
r=0
(−1)rq−r
(q1−r1 k1 − qr−11 k−11
q1 − q
−1
1
e
(r−1)
1 e0e
(3−r)
1
+
q2−r1 k1 − q
r−2
1 k
−1
1
q1 − q
−1
1
e
(r)
1 e0e
(2−r)
1
)
=
2∑
r=0
(
(−1)r+1q−r−1
q−r1 k1 − q
r
1k
−1
1
q1 − q
−1
1
+ (−1)rq−r
q2−r1 k1 − q
r−2
1 k
−1
1
q1 − q
−1
1
)
e
(r)
1 e0e
(2−r)
1
=
2∑
r=0
(−1)rq−3r1 [2]1k1e
(r)
1 e0e
(2−r)
1 ,
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which is equal to k1ψ˜1 by (2).
Lemma 3.7. Let n ≥ 1. Then,
[Enδ+α1 , f1] = k1T
−1
̟1
(ψ˜n).
Proof. By Lemma 3.4, we have
[Enδ+α1 , f1] = [Enδ+α1 ,−k1T
−1
̟1
(Eδ−α1)] = k1[T
−1
̟1
(Eδ−α1), Enδ+α1 ]q−1
= k1T
−1
̟1 ([Eδ−α1 , E(n−1)δ+α1 ]q−1).
Hence, the lemma follows from Definition 3.3.
Lemma 3.8. We have
(1) T̟1(ψ˜1) = ψ˜1,
(2) (T−11 ∗)(ψ˜1) = ψ˜1.
Proof. By Lemma 3.7 (6) and Lemma 3.7, we have T−1̟1 (ψ˜1) = ψ˜1,
obtaining (1). By Definition 3.3, we have
(T−11 ∗)(ψ˜1) = (T
−1
1 ∗)([Eδ−α1 , Eα1 ]q−1) = [−k
−1
1 f1, Eδ+α1 ]q−1
= k−11 [Eδ+α1 , f1].
Applying Lemma 3.7 and (1), we obtain (2).
Lemma 3.9. We have
(1) [E2δ−α0 , Eα1 ]q2 = 0,
(2) [Eα0 , Eδ−α1 ]q2 = 0,
(3) [ψ˜1, Eα1 ] = [3]1! Eδ+α1 ,
(4) [Eα0 , ψ˜1] = (q − 1)[3]1E
2
δ−α1
,
(5) [Eδ+α1 , Eα1 ]q = [4]1E2δ−α0 .
Proof. (1) By Definition 3.1, we have
[E2δ−α0 , Eα1 ]q2 = [T
−1
1 (Eα0), Eα1 ]q2 = T
−1
1 ([Eα0 , T1Eα1 ]q2)
= T−11 ([e0,−f1k1]q2) = −T
−1
1 ([e0, f1]k1) = 0.
(2) By Definition 3.1, we have
[Eα0 , Eδ−α1 ]q2 = [Eα0 , T0(Eα1)]q2 = T0([T
−1
0 (Eα0), Eα1]q2)
= T0([−k
−1
0 f0, e1]q2) = T0(k
−1
0 [e1, f0]) = 0.
(3) By Lemma 3.8 (2) and Lemma 3.6 (5), we have
(T−11 ∗)([ψ˜1, Eα1 ]) = [−k
−1
1 f1, ψ˜1] = k
−1
1 [ψ˜1, f1] = [3]1! Eδ−α1 .
Applying Lemma 3.5, we obtain (3).
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(4) By Definition 3.3 and Lemma 2.11, we have
[Eα0 , ψ˜1] = [Eα0 , Eδ−α1Eα1 − q
−1Eα1Eδ−α1 ]
= [Eα0 , Eδ−α1 ]q2Eα1 + Eδ−α1 [Eα0 , Eα1 ]q−2q
2
− [Eα0 , Eα1 ]q−2Eδ−α1q
−1 − Eα1 [Eα0 , Eδ−α1 ]q2q
−3.
The first term and the last one vanish by (2). Thus, by Lemma 3.6 (1),
we obtain (4).
(5) By Lemma 3.6 (4), we have
(T−11 ∗)([Eδ+α1 , Eα1 ]q) = [−k
−1
1 f1, Eδ−α1 ]q = k
−1
1 [Eδ−α1 , f1] = [4]1Eα0 .
Applying Lemma 3.5, we obtain (3).
Corollary 3.10. We have
(1) [E(2n+2)δ−α0 , Enδ+α1 ]q2 = 0 for n ≥ 0,
(2) [Enδ−α1 , E2nδ+α0 ]q2 = 0 for n ≥ 1,
(3) [E2nδ+α0 , E(n+1)δ−α1 ]q2 = 0 for n ≥ 0,
(4) [Enδ+α1 , E2nδ−α0 ]q2 = 0 for n ≥ 1,
(5) [E(n+1)δ+α1 , Enδ+α1 ]q = [4]1E(2n+2)δ−α0 for n ≥ 0,
(6) [Enδ−α1 , E(n+1)δ−α1 ]q = [4]1E2nδ+α0 for n ≥ 1,
(7) [ψ˜1, Enδ+α1 ] = [3]1! E(n+1)δ+α1 for n ≥ 0,
(8) [Enδ−α1 , ψ˜1] = [3]1! E(n+1)δ−α1 for n ≥ 1,
(9) [E2nδ+α0 , ψ˜1] = (q − 1)[3]1E
2
(n+1)δ−α1
for n ≥ 0,
(10) [ψ˜1, E2nδ−α0 ] = (q − 1)[3]1E
2
nδ+α1
for n ≥ 1.
Proof. We use Lemma 3.4, Lemma 3.5, and Lemma 3.8.
Applying T n̟1 to Lemma 3.9 (1), we obtain (1).
Applying T−11 ∗ to (1) with n ≥ 1, we obtain (2).
Applying T n̟1 to Lemma 3.9 (2), we obtain (3).
Applying T−11 ∗ to (3) with n replaced by n− 1, we obtain (4).
Applying T n̟1 to Lemma 3.9 (5), we obtain (5).
Applying T−11 ∗ to (5), we obtain (6).
Applying T n̟1 to Lemma 3.9 (3), we obtain (7).
Applying T−11 ∗ to (7), we obtain (8).
Applying T n̟1 to Lemma 3.9 (4), we obtain (9).
Applying T−11 ∗ to (9) with n replaced by n− 1, we obtain (10).
We introduce certain elements of Z[q, q−1] that will be used for the
commutation relations between the root vectors.
Definition 3.11. For n ∈ Z, we define the elements bn of Z[q, q
−1] as
follows: for i ∈ Z, we set
b2i = (1− q + q
2)−1(1− q)((−q)−i − q2i(q + q−1)),
AN INTEGRAL PBW BASIS OF TYPE A
(2)
2 17
b2i+1 = (1− q + q
2)−1((−q)−i + q2i+1(q − 1)).
Note that the roots e±πi/3 of 1 − q + q2 are roots of both of the last
factors.
Remark 3.12. It follows from Definition 3.11 that b−n = −q
−1bn for
n ∈ Z where − is the automorphism of Z[q, q−1] given by q = q−1.
Example 3.13. We have
b−2 = 1− q
−3, b−1 = −q
−1, b0 = 1− q
−1
b1 = 1, b2 = q
2 − q−1 = (q − 1)[3]1,
b3 = q
2 − 1− q−1 = b2 − 1, b4 = q
4 − q − 1 + q−2.
Lemma 3.14. Let i ∈ Z. Then,
(1) b2i+1 + b2i−1 = b2i,
(2) qb2i + (q + q
−1)(q − 1) b2i+1 = b2(i+1),
(3) qb2i + b2b2(i+1) = b2(i+2).
Proof. We can directly check this by using Definition 3.11.
Lemma 3.15. Let k, l ∈ Z. Then,
(1) b2(k+1)b2(l+1) + qb2kb2l = b2(k+l+2) − b2(k+l),
(2) b2kb2l+1 + qb2(k−1)b2(l−1)+1 = b2(k+l) − b2(k+l−1),
(3) b2kb2l − (q + q
−1)(q − 1)b2k−1b2l−1 = b2(k+l) − b2(k+l−1).
Proof. We can directly check (1) and (2) by using Definition 3.11. We
check (3): by Lemma 3.14 ((2), (1)), the left hand side is equal to
b2kb2l − (b2k − qb2k−2)b2l−1 = b2k(b2l − b2l−1) + qb2(k−1)b2l−1
= b2kb2l+1 + qb2(k−1)b2l−1,
which is equal to the right hand side by (2).
Lemma 3.16. Let s ∈ Z, l ∈ Z≥1. Then,
qb2s + (1 + q)
l−1∑
i=1
b2ib2(i+s)θ(l ≥ 2) + b2lb2(l+s) = b2(2l+s),(1)
qb2s + (1 + q)
l−1∑
i=1
b2ib2(i+s)θ(l ≥ 2)(2)
+ (q + q−1)(q − 1)b2l−1b2(l+s)−1 = b2(2l+s−1).
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Proof. (1) is checked by the induction on l: the case where l = 1 is
nothing but Lemma 3.14 (3), and the induction proceeds by Lemma
3.15 (1). (2) follows from (1) and Lemma 3.15 (3).
Lemma 3.17. Let l ≥ 1. Then,
l∑
i=1
b2i[2l − 2i+ 1]1q
i = (q − 1)ql[l][2l + 1]1,(1)
l∑
i=1
b2i−1[2l − 2i+ 1]1q
i = ql[l]0.(2)
Proof. The lemma is reduced to the following identities in Z[q, q−1][[u]]:(∑
i≥1
b2iq
iui
)(∑
k≥0
[2k + 1]1u
k
)
= (q − 1)
∑
l≥1
ql[l][2l + 1]1u
l,(∑
i≥1
b2i−1q
iui
)(∑
k≥0
[2k + 1]1u
k
)
=
∑
l≥1
ql[l]0u
l.
By Definition 3.11, we can directly check∑
i≥1
b2iq
iui =
(q − 1)u(q2u+ (q2 + q + 1))
(1 + u)(1− q3u)
,
∑
i≥1
b2i−1q
iui =
qu(1− qu)
(1 + u)(1− q3u)
.
We can also directly check∑
k≥0
[2k + 1]1u
k =
1 + u
(1− qu)(1− q−1u)
,
∑
l≥1
ql[l][2l + 1]1u
l =
u(q2u+ (q2 + q + 1))
(1− q3u)(1− qu)(1− q−1u)
,
∑
l≥1
ql[l]0u
l =
qu
(1− q3u)(1− q−1u)
.
Hence, the lemma follows.
We shall study the commutation relations between the real root vec-
tors of height 1 (Corollary 3.20 (1)) and of height −1 (Corollary 3.20
(2)).
Lemma 3.18. Let n ≥ 2. Then,
[Enδ+α1 , Eα1]q = [ψ˜1, [E(n−1)δ+α1 , Eα1 ]q]([3]1!)
−1
− T−1̟1 ([E(n−2)δ+α1 , Eα1 ]q).
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Proof. By Corollary 3.10 (7) and Lemma 2.11, we have
[Enδ+α1 , Eα1 ]q[3]1! = [ψ˜1E(n−1)δ+α1 − E(n−1)δ+α1 ψ˜1, Eα1 ]q
= ψ˜1[E(n−1)δ+α1 , Eα1 ]q + [ψ˜1, Eα1 ]E(n−1)δ+α1q
− E(n−1)δ+α1 [ψ˜1, Eα1 ]− [E(n−1)δ+α1 , Eα1 ]ψ˜1
= [ψ˜1, [E(n−1)δ+α1 , Eα1 ]q]− [E(n−1)δ+α1 , Eδ+α1 ]q[3]1!.
Applying Lemma 3.4, we obtain the lemma.
Proposition 3.19. Let n ≥ 1. Then,
[Enδ+α1 , Eα1 ]q = (1 + q)
[(n−1)/2]∑
i=1
b2iEiδ+α1E(n−i)δ+α1θ(n ≥ 3)
+
{
bnE
2
n
2
δ+α1
if n is even,
[4]1bnE(n+1)δ−α0 if n is odd.
Proof. We argue by the induction on n. The case where n = 1 is
Lemma 3.9 (5). The case where n = 2 follows from Lemma 3.18 with
n = 2 and Lemma 3.9 (5):
[E2δ+α1 , Eα1 ]q = [ψ˜1, [Eδ+α1 , Eα1 ]q]([3]1!)
−1 − (1− q)T−1̟1 (E
2
α1)
= [ψ˜1, [4]1E2δ−α0 ]([3]1!)
−1 + (q − 1)E2δ+α1
= (q − 1)([4]1[2]
−1
1 + 1)E
2
δ+α1 = b2E
2
δ+α1 .
Now, assume that n ≥ 3. First, we consider the case where n =
2m+1 with m ≥ 1. Using Lemma 3.18, the induction hypothesis, and
Corollary 3.10 (7), we have
[E(2m+1)δ+α1 , Eα1 ]q
= [ψ˜1, [E2mδ+α1 , Eα1 ]q]([3]1!)
−1 − T−1̟1 ([E(2m−1)δ+α1 , Eα1 ]q)
=
[
ψ˜1, (1 + q)
m−1∑
i=1
b2iEiδ+α1E(2m−i)δ+α1 + b2mE
2
mδ+α1
]
([3]1!)
−1
− T−1̟1
(
(1 + q)
m−1∑
i=1
b2iEiδ+α1E(2m−i−1)δ+α1 + [4]1b2m−1E2mδ−α0
)
= (1 + q)
m−1∑
i=1
b2i(E(i+1)δ+α1E(2m−i)δ+α1 + Eiδ+α1E(2m−i+1)δ+α1)
+ b2m(E(m+1)δ+α1Emδ+α1 + Emδ+α1E(m+1)δ+α1)
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− (1 + q)
m−1∑
i=1
b2iE(i+1)δ+α1E(2m−i)δ+α1 − [4]1b2m−1E(2m+2)δ−α0
= (1 + q)
m−1∑
i=1
b2iEiδ+α1E(2m−i+1)δ+α1
+ b2m((1 + q)Emδ+α1E(m+1)δ+α1 + [4]1E(2m+2)δ−α0 )
− [4]1b2m−1E(2m+2)δ−α0 .
By Corollary 3.10 (5), this is equal to
(1 + q)
m∑
i=1
b2iEiδ+α1E(2m+1−i)δ+α1 + [4]1(b2m − b2m−1)E(2m+2)δ−α0 .
It remains to apply Lemma 3.14 (1). Next, we consider the case where
n = 2m with m ≥ 2. Using Lemma 3.18, the induction hypothesis,
and Corollary 3.10 ((7), (10)), we have
[E2mδ+α1 , Eα1 ]q
= [ψ˜1, [E(2m−1)δ+α1 , Eα1 ]q]([3]1!)
−1 − T−1̟1 ([E(2m−2)δ+α1 , Eα1 ]q)
=
[
ψ˜1, (1 + q)
m−1∑
i=1
b2iEiδ+α1E(2m−1−i)δ+α1 + [4]1b2m−1E2mδ−α0
]
([3]1!)
−1
− T−1̟1
(
(1 + q)
m−2∑
i=1
b2iEiδ+α1E(2m−2−i)δ+α1 + b2m−2E
2
(m−1)δ+α1
)
= (1 + q)
m−1∑
i=1
b2i(E(i+1)δ+α1E(2m−1−i)δ+α1 + Eiδ+α1E(2m−i)δ+α1)
+ (q + q−1)(q − 1)b2m−1E
2
mδ+α1
− (1 + q)
m−2∑
i=1
b2iE(i+1)δ+α1E(2m−1−i)δ+α1 − b2m−2E
2
mδ+α1
= (1 + q)
m−1∑
i=1
b2iEiδ+α1E(2m−i)δ+α1
+ (qb2m−2 + (q + q
−1)(q − 1)b2m−1)E
2
mδ+α1
.
It remains to apply Lemma 3.14 (2). The proposition is proved.
Corollary 3.20. (1) Let k > l ≥ 0. Then,
[Ekδ+α1 , Elδ+α1 ]q = (1 + q)
[(k−l−1)/2]∑
i=1
b2iE(l+i)δ+α1E(k−i)δ+α1θ(k − l ≥ 3)
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+
{
bk−lE
2
k+l
2
δ+α1
if k − l is even,
[4]1bk−lE(k+l+1)δ−α0 if k − l is odd.
(2) Let l > k ≥ 1. Then,
[Ekδ−α1 , Elδ−α1 ]q = (1 + q)
[(l−k−1)/2]∑
i=1
b2iE(l−i)δ−α1E(k+i)δ−α1θ(l − k ≥ 3)
+
{
bl−kE
2
k+l
2
δ−α1
if l − k is even,
[4]1bl−kE(k+l−1)δ+α0 if l − k is odd.
Proof. Applying T
−(k−l)
̟1 to Proposition 3.19, we obtain (1). Applying
T−11 ∗ to (1) with k and l exchanged, we obtain (2).
We shall prove that the imaginary root vectors are invariant under
T̟1 and T
−1
1 ∗ (Proposition 3.26 ((1), (3))) and are mutually commu-
tative (Proposition 3.29). As by-products, we shall obtain the commu-
tation relations between the imaginary root vectors and the real root
vectors of height 1 or −1 (Proposition 3.26 ((4), (5))), and the ones
between the real root vectors of height 1 and −1 (Proposition 3.26
(2)), of height 1 and −2 (Corollary 3.27 (1)), and of height 2 and −1
(Corollary 3.27 (2)); as for the ones between the real root vectors of
height 2 and −2, see Appendix A. First, we prove several lemmas.
Lemma 3.21. Let n ≥ 1. Then,
[Eα0 , Enδ+α1 ]q−2[3]1! = (q1 − q
−1
1 )[3]1!ψ˜nEδ−α1 + (q − 1)[3]1[Eδ−α1 , ψ˜n]
− [[Eα0 , E(n−1)δ+α1 ]q−2 , ψ˜1].
Proof. Using Corollary 3.10 (7), Lemma 2.11, and Lemma 3.9 (4), we
have
[Eα0 , Enδ+α1 ]q−2[3]1!
= [Eα0 , ψ˜1E(n−1)δ+α1 −E(n−1)δ+α1 ψ˜1]q−2
= [Eα0 , ψ˜1]E(n−1)δ+α1 + ψ˜1[Eα0 , E(n−1)δ+α1 ]q−2
− [Eα0 , E(n−1)δ+α1 ]q−2ψ˜1 − E(n−1)δ+α1 [Eα0 , ψ˜1]q
−2
= [ψ˜1, [Eα0 , E(n−1)δ+α1 ]q−2 ] + (q − 1)[3]1[E
2
δ−α1 , E(n−1)δ+α1 ]q−2 .
We rewrite the last term: using Definition 3.3 and Lemma 2.11, we
have
[E2δ−α1 , E(n−1)δ+α1 ]q−2
= Eδ−α1 [Eδ−α1 , E(n−1)δ+α1 ]q−1 + [Eδ−α1 , E(n−1)δ+α1 ]q−1Eδ−α1q
−1
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= Eδ−α1 ψ˜n + ψ˜nEδ−α1q
−1
= (1 + q−1)ψ˜nEδ−α1 + [Eδ−α1 , ψ˜n].
Hence, we obtain the lemma.
Lemma 3.22. Let n ≥ 2. Then,
T̟1(ψ˜n) = ψ˜n + [ψ˜n−1, ψ˜1]([3]1!)
−1.
Proof. Using Definition 3.3, Corollary 3.10 ((7), (8)), and Lemma 2.11,
we have
ψ˜n[3]1! = [Eδ−α1 , E(n−1)δ+α1 ]q−1 [3]1!
= [Eδ−α1 , ψ˜1E(n−2)δ+α1 − q
−1E(n−2)δ+α1 ψ˜1]q−1
= [Eδ−α1 , ψ˜1]E(n−2)δ+α1 + ψ˜1[Eδ−α1 , E(n−2)δ+α1 ]q−1
− [Eδ−α1 , E(n−2)δ+α1 ]q−1ψ˜1 −E(n−2)δ+α1 [Eδ−α1 , ψ˜1]q
−1
= [ψ˜1, [Eδ−α1 , E(n−2)δ+α1 ]q−1] + [E2δ−α1 , E(n−2)δ+α1 ]q−1 [3]1!
= [ψ˜1, ψ˜n−1] + T̟1(ψ˜n)[3]1!.
Hence, we obtain the lemma.
Lemma 3.23. Let n ≥ 1. Then,
[ψ˜n, Eα1 ] = (1 + q
−1)qb2Enδ+α1ψ˜0 + (1 + q
−1)qb0E(n−1)δ+α1 ψ˜1
+ [Eδ−α1 , [E(n−1)δ+α1 , Eα1 ]q]q−2.
Proof. Using Definition 3.3, Corollary 3.10 (7), and Lemma 2.11, we
see that the left hand side is equal to
[Eδ−α1E(n−1)δ+α1 − q
−1E(n−1)δ+α1Eδ−α1 , Eα1 ]
= Eδ−α1 [E(n−1)δ+α1 , Eα1 ]q + [Eδ−α1 , Eα1 ]q−1E(n−1)δ+α1q
− E(n−1)δ+α1 [Eδ−α1 , Eα1 ]q−1q
−1 − [E(n−1)δ+α1 , Eα1 ]qEδ−α1q
−2
= [Eδ−α1 , [E(n−1)δ+α1 , Eα1 ]q]q−2 + (q − q
−1)E(n−1)δ+α1 ψ˜1 + q[3]1!Enδ+α1 .
Hence, we obtain the lemma.
Lemma 3.24. Let k, l ≥ 0. Then,
[Eδ−α1 , Ekδ+α1Elδ+α1 ]q−2 = q
−1Ekδ+α1 ψ˜l+1 + Elδ+α1ψ˜k+1 + [ψ˜k+1, Elδ+α1 ].
Proof. By Lemma 2.11 and Definition 3.3, the left hand side is equal
to
[Eδ−α1 , Ekδ+α1 ]q−1Elδ+α1 + Ekδ+α1 [Eδ−α1 , Elδ+α1 ]q−1q
−1
= q−1Ekδ+α1 ψ˜l+1 + ψ˜k+1Elδ+α1 .
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Hence, we obtain the lemma.
Lemma 3.25. We have
(1) r0(Eα) = 0 for α ∈ R
+
re\{α0},
(2) r0(ψ˜n) = 0 for n ≥ 1.
Proof. Using Lemma 3.6 (1), we have r0(Eδ−α1) = 0. Hence, using
Definition 3.3, we have r0(ψ˜1) = 0. Then, applying Corollary 3.10, we
obtain (1). Using (1) and Definition 3.3, we obtain (2).
Proposition 3.26. Let n ≥ 1. Then,
(1) T̟1(ψ˜n) = ψ˜n,
(2) [Ekδ−α1 , Elδ+α1 ]q−1 = ψ˜n for k ≥ 1, l ≥ 0 such that k + l = n,
(3) (T−11 ∗)(ψ˜n) = ψ˜n,
(4) [ψ˜n, Ekδ+α1 ] = (1 + q
−1)
∑n−1
i=0 b2(n−i)E(k+n−i)δ+α1ψ˜i for k ≥ 0,
(5) [Ekδ−α1 , ψ˜n] = (1 + q
−1)
∑n−1
i=0 b2(n−i)ψ˜iE(k+n−i)δ−α1 for k ≥ 1,
(6) [ψ˜n, ψ˜1] = 0,
(7) [Eα0 , Enδ+α1 ]q−2 = (q1 − q
−1
1 )
∑n
i=0 b2(n−i)+1ψ˜iE(n−i+1)δ−α1 .
Proof. We denote by (a)r the statement (a) for n = 1, . . . , r. We prove
(1)n–(7)n at once by the induction on n. If n = 1, we have (1) and (3)
by Lemma 3.8, (2) by Definition 3.3, (4) and (5) by Corollary 3.10 ((7),
(8)), (6) trivially, and (7) by Lemma 3.21 with n = 1. Now, assume
that n ≥ 2.
(1)n By Lemma 3.22 and (6)n−1, we obtain (1) for n.
(2)n By (1)n and by applying T
k−1
̟1 to Definition 3.3, we obtain (2)
for n.
(3)n By Definition 3.3, we have
(T−11 ∗)(ψ˜n) = (T
−1
1 ∗)([Eδ−α1 , E(n−1)δ+α1 ]q−1) = [E(n−1)δ−α1 , Eδ+α1 ]q−1 .
Applying (2)n, we obtain (3) for n.
(4)n By (1)n, we can assume that k = 0. First, we consider the
case where n = 2m with m ≥ 1. Note that we have 2m > m. Using
Proposition 3.19 and Lemma 3.24, we have
[Eδ−α1 , [E(2m−1)δ+α1 , Eα1 ]q]q−2
= [Eδ−α1 , (1 + q)
m−1∑
i=1
b2iEiδ+α1E(2m−i−1)δ+α1θ(m ≥ 2) + [4]1b2m−1E2mδ−α0 ]q−2
= (1 + q)
m−1∑
i=1
b2i
(
q−1Eiδ+α1 ψ˜2m−i + E(2m−i−1)δ+α1 ψ˜i+1
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+ [ψ˜i+1, E(2m−i−1)δ+α1 ]
)
θ(m ≥ 2) + [4]1b2m−1(T
−1
1 ∗ T
m−1
̟1 )([Eα0 , Emδ+α1 ]q−2).
By (4)m and (7)m, this is equal to
(1 + q−1)
2m−1∑
i=m+1
b2(2m−i)E(2m−i)δ+α1 ψ˜iθ(m ≥ 2)
+ (1 + q−1)
m−1∑
i=1
qb2(i−1)E(2m−i)δ+α1 ψ˜iθ(m ≥ 2)
+ (1 + q−1)(1 + q)
m−1∑
i=1
i∑
j=0
b2ib2(i−j+1)E(2m−j)δ+α1 ψ˜jθ(m ≥ 2)
+ [4]1b2m−1(q1 − q
−1
1 )(T
−1
1 ∗ T
m−1
̟1
)
( m∑
i=0
b2(m−i)+1ψ˜iE(m−i+1)δ−α1
)
.
In the third term, putting j = i′, i − j + 1 = j′, we see that i =
i′ + j′ − 1 and that 1 ≤ i ≤ m − 1, 0 ≤ j ≤ i is equivalent to
0 ≤ i′ ≤ m − 1, max(1, 2− i′) ≤ j′ ≤ m − i′. We can apply (1)m and
(3)m to the fourth one. Thus, by Lemma 3.23, we have
[ψ˜2m, Eα1 ] = (1 + q
−1)qb2E2mδ+α1 ψ˜0 + (1 + q
−1)qb0E(2m−1)δ+α1 ψ˜1
+ [Eδ−α1 , [E(2m−1)δ+α1 , Eα1 ]q]q−2
= (1 + q−1)
2m−1∑
i=m+1
b2(2m−i)E(2m−i)δ+α1 ψ˜iθ(m ≥ 2)
+ (1 + q−1)
m∑
i=0
(
qb2θ(i = 0) + qb2(i−1)θ(i ≥ 1)
+ (1 + q)
m−i∑
j=max(1,2−i)
b2jb2(j+i−1)θ(m ≥ 2)θ(i ≤ m− 1)
+ (q + q−1)(q − 1)b2m−1b2(m−i+1)−1
)
Eiδ+α1 ψ˜2m−i.
Applying Lemma 3.16 (2) with l = m− i+ 1, s = i− 1 together with
Lemma 3.14 (2), we obtain the desired result. Next, we consider the
case where n = 2m+1 with m ≥ 1. Note that we have 2m+1 > m+1.
Using Proposition 3.19, Lemma 3.24, and (4)m+1, we have
[Eδ−α1 , [E2mδ+α1 , Eα1 ]q]q−2
=
[
Eδ−α1 , (1 + q)
m−1∑
i=1
b2iEiδ+α1E(2m−i)δ+α1θ(m ≥ 2) + b2mE
2
mδ+α1
]
q−2
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= (1 + q)
m−1∑
i=1
b2i
(
q−1Eiδ+α1 ψ˜2m−i+1 + E(2m−i)δ+α1 ψ˜i+1
+ [ψ˜i+1, E(2m−i)δ+α1 ]
)
θ(m ≥ 2)
+ b2m((1 + q
−1)Emδ+α1 ψ˜m+1 + [ψ˜m+1, Emδ+α1 ])
= (1 + q−1)
2m∑
i=m+1
b2(2m−i+1)E(2m−i+1)δ+α1 ψ˜i
+ (1 + q−1)
m∑
i=2
qb2(i−1)E(2m−i+1)δ+α1 ψ˜iθ(m ≥ 2)
+ (1 + q−1)(1 + q)
m−1∑
i=1
i∑
j=0
b2ib2(i−j+1)E(2m−j+1)δ+α1 ψ˜jθ(m ≥ 2)
+ (1 + q−1)b2m
m∑
i=0
b2(m−i+1)E(2m−i+1)δ+α1 ψ˜i.
In the third term, putting j = i′, i − j + 1 = j′, we see that i =
i′ + j′ − 1 and that 1 ≤ i ≤ m − 1, 0 ≤ j ≤ i is equivalent to
0 ≤ i′ ≤ m − 1, max(1, 2 − i′) ≤ j′ ≤ m − i′. Thus, by Lemma 3.23,
we have
[ψ˜2m+1, Eα1 ]
= (1 + q−1)qb2θ(i = 0) + (1 + q
−1)qb2(i−1)θ(i ≥ 1)
+ [Eδ−α1 , [E2mδ+α1 , Eα1 ]q]q−2
= (1 + q−1)
2m∑
i=m+1
b2(2m−i+1)E(2m−i+1)δ+α1 ψ˜i
+ (1 + q−1)
m∑
i=0
E(2m−i+1)δ+α1 ψ˜i
(
qb2θ(i = 0) + qb2(i−1)θ(i ≥ 1)
+ (1 + q)
m−i∑
j=max(1,2−i)
b2jb2(i+j−1)θ(i ≥ m− 1)θ(m ≥ 2) + b2mb2(m−i+1)
)
.
Applying Lemma 3.16 (1) with l = m− i+ 1, s = i− 1 together with
Lemma 3.14 (1), we obtain the desired result. We obtain (4) for n.
(5)n By (3)n and by applying T
−1
1 ∗ to (4)n with k ≥ 1, we obtain
(5) for n.
(6)n By Lemma 2.21 (1) and Lemma 3.25 (2), it is enough to
show that r1([ψ˜n, ψ˜1]) = 0. Using Lemma 3.7 and (1)n−1, we have
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[E(n−1)δ+α1 , f1] = k1ψ˜n−1. Applying Lemma 2.22 and Proposition 2.5,
we have
(1r(E(n−1)δ+α1) = 0 and) r1(E(n−1)δ+α1) = (q1 − q
−1
1 )ψ˜n−1.
Similarly, using Lemma 3.6 ((4), (5)), Lemma 2.22, and Proposition
2.5, we have
(1r(Eδ−α1) = 0 and) r1(Eδ−α1) = (q1 − q
−1
1 )q
−2[4]1Eα0 ,
(1r(ψ˜1) = 0 and) r1(ψ˜1) = (q1 − q
−1
1 )q
−1[3]1!Eδ−α1 .
Hence, using the definition of ψ˜n, we have (1r(ψ˜n) = 0 and)
r1(ψ˜n) = r1(Eδ−α1E(n−1)δ+α1 − q
−1E(n−1)δ+α1Eδ−α1)
= (q1 − q
−1
1 )(q
−1[4]1Eα0E(n−1)δ+α1 + Eδ−α1 ψ˜n−1)
− q−1(q1 − q
−1
1 )(q
−1ψ˜n−1Eδ−α1 + E(n−1)δ+α1q
−2[4]1Eα0)
= (q1 − q
−1
1 )
(
q−1[4]1[Eα0 , E(n−1)δ+α1 ]q−2
+ (1− q−2)ψ˜n−1Eδ−α1 + [Eδ−α1 , ψ˜n−1]
)
.
Applying (5)n−1 and (7)n−1, we have
r1(ψ˜n)(q1 − q
−1
1 )
−1
= q−1[4]1(q1 − q
−1
1 )
n−1∑
i=0
b2(n−i)−1ψ˜iE(n−i)δ−α1
+ (1− q−2)ψ˜n−1Eδ−α1 + (1 + q
−1)
n−2∑
i=0
b2iψ˜iE(n−i)δ−α1
= (1 + q−1)q−1
n−1∑
i=0
(
qb2(n−i−1) + (q + q
−1)(q − 1)b2(n−i)−1
)
ψ˜iE(n−i)δ−α1 .
Applying Lemma 3.14 (2), we have
r1(ψ˜n) = (q1 − q
−1
1 )q
−1(1 + q−1)
n−1∑
i=0
b2(n−i)ψ˜iE(n−i)δ−α1 .
Hence,
r1([ψ˜n, ψ˜1])(q1 − q
−1
1 )
−1q
= ([r1(ψ˜n), ψ˜1] + [ψ˜n, r1(ψ˜1)])(q1 − q
−1
1 )
−1q
= (1 + q−1)
[ n−1∑
i=0
b2(n−i)ψ˜iE(n−i)δ−α1 , ψ˜1
]
− [3]1![Eδ−α1 , ψ˜n].
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It follows from (6)n−1 and Corollary 3.10 (7) that the former term is
equal to
(1 + q−1)
n∑
i=1
b2iψ˜n−iE(i+1)δ−α1 [3]1!,
which cancels out with the latter by (5)n. We obtain (6) for n.
(7)n Using Lemma 3.21, (5)n, and (7)n−1, we have
[Eα0 , Enδ+α1 ]q−2[3]1! = (q1 − q
−1
1 )[3]1!ψ˜nEδ−α1
+ (q − 1)[3]1(1 + q
−1)
n−1∑
i=0
b2(n−i)ψ˜iE(n−i+1)δ−α1
− (q1 − q
−1
1 )
[ n−1∑
i=0
b2(n−i)−1ψ˜iE(n−i)δ−α1 , ψ˜1
]
.
Applying (6)n−1 and Corollary 3.10 (8), we have
[Eα0 , Enδ+α1 ]q−2 = (q1 − q
−1
1 )ψ˜nEδ−α1
+ (q1 − q
−1
1 )
n−1∑
i=0
(b2(n−i) − b2(n−i)−1)ψ˜iE(n−i+1)δ−α1 .
Applying Lemma 3.14 (1), we obtain (7) for n.
The proposition is proved.
Corollary 3.27. (1) Let m,n ≥ 0. Then,
[E2mδ+α0 , Enδ+α1 ]q−2 = (q1 − q
−1
1 )
m+n∑
i=0
b2(m−i)+1ψ˜iE(2m+n−i+1)δ−α1 .
(2) Let m,n ≥ 1. Then,
[Enδ−α1 , E2mδ−α0 ]q−2 = (q1 − q
−1
1 )
m+n−1∑
i=0
b2(m−i)−1E(2m+n−i−1)δ+α1 ψ˜i.
Proof. If m = n = 0, then (1) is Lemma 3.6 (1). Otherwise, applying
Tm̟1 to Proposition 3.19 (6) with n replaced by m + n, we obtain (1).
Applying T−11 ∗ to (1) with m replaced by m − 1 and with n ≥ 1, we
obtain (2).
Corollary 3.28. We have
(1) 1r(Eα) = 0 for α ∈ R
+
re\{α1},
(2) 1r(ψ˜n) = 0 for n ≥ 1,
(3) r1(ψ˜n) = (q1 − q
−1
1 )q
−1(1 + q−1)
∑n
i=1 b2iψ˜n−iEiδ−α1 for n ≥ 1,
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(4) r1(Enδ+α1) = (q1 − q
−1
1 )ψ˜n for n ≥ 0,
(5) r1(Eδ−α1) = (q1 − q
−1
1 )q
−2[4]1Eα0.
Proof. In the proof of the induction step for Proposition 3.19 (6), we
already have (1) for α = nδ + α1 with n ≥ 0 and for α = δ − α1,
and (2)–(5). By Corollary 3.10, we see that it remains to check (1) for
α = 2δ − α0, but it follows from Lemma 3.9 (5).
Proposition 3.29. Let k, l ≥ 0. Then, [ψ˜k, ψ˜l] = 0.
Proof. We can assume that 1 ≤ k ≤ l. We argue by the induction on
k. By Definition 3.3 and Proposition 3.26 ((4), (5)), we have
[ψ˜k, ψ˜l] = [ψ˜k, [Eδ−α1 , E(l−1)δ+α1 ]q−1 ]
= [[ψ˜k, Eδ−α1 ], E(l−1)δ+α1 ]q−1 + [Eδ−α1 , [ψ˜k, E(l−1)δ+α1 ]]q−1
= −(1 + q−1)
[ k−1∑
i=0
b2(k−i)ψ˜iE(k−i+1)δ−α1 , E(l−1)δ+α1
]
q−1
+ (1 + q−1)
[
Eδ−α1 ,
k−1∑
i=0
b2(k−i)E(k+l−i−1)δ+α1 ψ˜i
]
q−1
.
Applying Proposition 3.26 (2), we have
[ψ˜k, ψ˜l](1 + q
−1)−1
= −
k−1∑
i=0
b2(k−i)
(
ψ˜i(q
−1E(l−1)δ+α1E(k−i+1)δ−α1 + ψ˜k+l−i)
− q−1E(l−1)δ+α1 ψ˜iE(k−i+1)δ−α1
)
+
k−1∑
i=0
b2(k−i)
(
(q−1E(k+l−i−1)δ+α1Eδ−α1 + ψ˜k+l−i)ψ˜i
− q−1E(k+l−i−1)δ+α1 ψ˜iEδ−α1
)
= −q−1
k−1∑
i=1
b2(k−i)[ψ˜i, E(l−1)δ+α1 ]E(k−i+1)δ−α1θ(k ≥ 2)
+ q−1
k−1∑
i=1
b2(k−i)E(k+l−i−1)δ+α1 [Eδ−α1 , ψ˜i]θ(k ≥ 2)
+
k−1∑
i=0
b2(k−i)[ψ˜k+l−i, ψ˜i].
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By the induction hypothesis, the last term vanishes. We can assume
that k ≥ 2. Applying Proposition 3.26 ((4), (5)), we have
[ψ˜k, ψ˜l](1 + q
−1)−2q = −
k−1∑
i=1
i−1∑
j=0
b2(k−i)b2(i−j)E(l+i−j−1)δ+α1 ψ˜jE(k−i+1)δ−α1
+
k−1∑
i=1
i−1∑
j=0
b2(k−i)b2(i−j)E(k+l−i−1)δ+α1 ψ˜jE(i−j+1)δ−α1 .
In the former term, putting k − i = i′ − j, we see that i = k + j − i′
and that 1 ≤ i ≤ k − 1, 0 ≤ j ≤ i − 1 is equivalent to 1 ≤ i′ ≤
k − 1, 0 ≤ j ≤ i′ − 1. Thus, it cancels out with the latter and the
induction proceeds. The proposition is proved.
4. Construction of Basis I
Definition 4.1. In the following, each Z
(i)
≥0 is a copy of Z≥0.
(1) For c = (ci) ∈ ⊕i∈R+re(>)Z
(i)
≥0, we set Ec = E
(cα1 )
α1 E
(c2δ−α0 )
2δ−α0
E
(cδ+α1 )
δ+α1
· · · .
(2) For c = (ci) ∈ ⊕i∈R+re(<)Z
(i)
≥0, we set Ec = · · ·E
(c2δ+α0 )
2δ+α0
E
(cδ−α1 )
δ−α1
E
(cα0 )
α0 .
(3) For c = (ci) ∈ ⊕i∈Z≥1Z
(i)
≥0, we set E
′
c
= ψ˜c11 ψ˜
c2
2 ψ˜
c3
3 · · · .
(4) For c = (ci) ∈ ⊕i∈Z≥1Z
(i)
≥0, we set Ec = P
c1
1 P
c2
2 P
c3
3 · · · .
Definition 4.2. Let α, α′ ∈ R+re(>) and α ≤ α
′. Let β, β ′ ∈ R+re(<)
and β ≤ β ′. We set
(1) B(>;α, α′) = {Ec| c ∈ ⊕i∈R+re(>)Z
(i)
≥0, ci = 0 if i < α or i > α
′},
(2) B(>;α) = {Ec| c ∈ ⊕i∈R+re(>)Z
(i)
≥0, ci = 0 if i < α},
(3) B(<; β, β ′) = {Ec| c ∈ ⊕i∈R+re(<)Z
(i)
≥0, ci = 0 if i < β or i > β
′},
(4) B(<; β) = {Ec| c ∈ ⊕i∈R+re(<)Z
(i)
≥0, ci = 0 if i > β}.
Then, each set is contained in U+
Z
and linearly independent over Q(q1)
[L, 40.2.1]. We also set B(>) = B(>;α1) and B(<) = B(<;α0).
Definition 4.3. Let α, α′ ∈ R+re(>) and α ≤ α
′.
(1) Let U+(>;α, α′) be the Q(q1)-subspace of U
+ with basis B(>
;α, α′).
(2) Let U+(>;α) be the Q(q1)-subspace of U
+ with basis B(>;α).
We also set U+(>) = U+(>;α1)
(3) Let U+
Z
(>;α, α′) be the free Z[q1, q
−1
1 ]-submodule of U
+
Z
with basis
B(>;α, α′).
(4) Let U+
Z
(>;α) be the free Z[q1, q
−1
1 ]-submodule of U
+
Z
) with basis
B(>;α). We also set U+
Z
(>) = U+
Z
(>;α1).
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Definition 4.4. Let β, β ′ ∈ R+re(<) and β ≤ β
′.
(1) Let U+(<; β, β ′) be the Q(q1)-subspace of U
+ with basis B(<
; β, β ′).
(2) Let U+(<; β) be the Q(q1)-subspace of U
+ with basis B(<; β). We
also set U+(<) = U+(<;α0).
(3) Let U+
Z
(<; β, β ′) be the free Z[q1, q
−1
1 ]-submodule of U
+
Z
with basis
B(<; β, β ′).
(4) Let U+
Z
(<; β) be the free Z[q1, q
−1
1 ]-submodule of U
+
Z
with basis
B(<; β). We also set U+
Z
(<) = U+
Z
(<;α0).
Proposition 4.5. [BCP, Prop.2.3] Let α ∈ R+re(>) and let β ∈ R
+
re(<
). Then, both of U+
Z
(>;α1, α) and U
+
Z
(<; β, α0) are closed under mul-
tiplication. In fact, for n ≥ 0, we have
(1) U+
Z
(>;α1, nδ + α1) = {x ∈ U
+
Z
| T1(T0T1)
n(x) ∈ U−
Z
U0
Z
},
(2) U+
Z
(>;α1, (2n+ 2)δ − α0) = {x ∈ U
+
Z
| (T0T1)
n+1(x) ∈ U−
Z
U0
Z
},
(3) U+
Z
(<; 2nδ + α0, α0) = {x ∈ U
+
Z
| T−10 (T
−1
1 T
−1
0 )
n(x) ∈ U−
Z
U0
Z
},
(4) U+
Z
(<; (n+ 1)δ−α1, α0) = {x ∈ U
+
Z
| (T−11 T
−1
0 )
n+1(x) ∈ U−
Z
U0
Z
}.
Proof. Beck et al.treated the simply-laced case, but their proof of [Prop.2.3]
is applicable to our case.
Corollary 4.6. Let α, α′ ∈ R+re(>) and α ≤ α
′. Let β, β ′ ∈ R+re(<)
and β ≤ β ′. Then, each of the following is closed under multiplication:
(1) U+
Z
(>;α, α′),
(2) U+
Z
(>;α),
(3) U+
Z
(<; β, β ′),
(4) U+
Z
(<; β).
Proof. For n,m ≥ 0, we have the following isomorphisms of Z[q1, q
−1
1 ]-
modules, which commute with the multiplication in U:
U+
Z
(>;α1, nδ + α1)
Tm+1̟1←− U+
Z
(>; (m+ 1)δ + α1, (n+m+ 1)δ + α1)
T−11 ∗←− U+
Z
(<; (n+m+ 1)δ − α1, (m+ 1)δ − α1),
U+
Z
(>;α1, 2δ − α0)
Tm+1̟1←− U+
Z
(>; (m+ 1)δ + α1, (2n+ 2m+ 4)δ − α0)
T−11 ∗←− U+
Z
(<; (2n+ 2m+ 2)δ + α0, (m+ 1)δ − α1),
U+
Z
(<; 2nδ + α0, α0)
T−m̟1←− U+
Z
(<; (2n+ 2m)δ + α0, 2mδ + α0)
T−11 ∗←− U+
Z
(>; (2m+ 2)δ − α0, (2n+ 2m+ 2)δ − α0),
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U+
Z
(<; (n+ 1)δ − α1, α0)
T−m̟1←− U+
Z
(<; (n+m+ 1)δ − α1, 2mδ + α0)
T−11 ∗←− U+
Z
(>; (2m+ 2)δ − α0, (n+m+ 1)δ + α1).
(1) and (3) follow from Proposition 4.5 by using the above morphisms.
(2) and (4) follow from (1) and (3) respectively.
Corollary 4.7. Let α, α′ ∈ R+re(>) and let β, β
′ ∈ R+re(<). Then, each
of the following is closed under multiplication:
(1) U+(>;α, α′),
(2) U+(>;α),
(3) U+(<; β, β ′),
(4) U+(<; β).
Proof. This follows from Corollary 4.6.
Definition 4.8. Let n ≥ 0.
(1) LetU+(0) be the Q(q1)-subalgebra ofU
+ generated by ψ˜i for i ≥ 1.
(2) Let U+(0;n) be the Q(q1)-subalgebra of U
+ generated by ψ˜i for
1 ≤ i ≤ n. We understand that U+(0; 0) = Q(q1).
We introduce new imaginary root vectors.
Definition 4.9. For n ≥ 0, we define the elements Pn of U
+(0;n) by
the induction on n as follows: we set P0 = 1 and
Pn = [2n]
−1
1
n−1∑
k=0
Pkψ˜n−kq
−k for n ≥ 1.
Lemma 4.10. Let n,m ≥ 0. Then,
(1) [Pn, Pm] = 0,
(2) T̟1(Pn) = Pn,
(3) T−11 ∗ (Pn) = Pn.
Proof. This follows from Proposition 3.29 and Proposition 3.26.
Lemma 4.11. Let n ≥ 1. Then,
ψ˜n = (−1)
n−1q−n
∣∣∣∣∣∣∣∣∣
α1 1 0 0
α2 P1
. . . 0
...
...
. . . 1
αn Pn−1 · · · P1
∣∣∣∣∣∣∣∣∣
where we set αk = Pk[2k]1q
k for 1 ≤ k ≤ n.
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Proof. We argue by the induction on n. The case where n = 1 is clear:
ψ˜1 = P1[2]1. Assume that n ≥ 2. Then,∣∣∣∣∣∣∣∣∣
α1 1 0 0
α2 P1
. . . 0
...
...
. . . 1
αn Pn−1 · · · P1
∣∣∣∣∣∣∣∣∣
=
n−1∑
k=1
(−1)k+1Pk
∣∣∣∣∣∣∣∣∣
α1 1 0 0
α2 P1
. . . 0
...
...
. . . 1
αn−k Pn−k−1 · · · P1
∣∣∣∣∣∣∣∣∣
− (−q)n[2n]1Pn,
which is checked by developing the left hand side with respect to the
last row. Using the induction hypothesis, we see that this is equal to
(−q)n
( n−1∑
k=1
Pkψ˜n−kq
−k − [2n]1Pn
)
.
On the other hand, it follows from Definition 4.9 that
ψ˜n = [2n]1Pn −
n−1∑
k=1
Pkψ˜n−kq
−k.
Thus, the induction proceeds.
Corollary 4.12. Let n ≥ 0. Then, U+(0;n) is generated by Pk for
0 ≤ k ≤ n.
Proof. This follows from Lemma 4.11.
Remark 4.13. Lemma 4.11 suggests that Pn and ψ˜n are q-analogues
of the complete symmetric function and two times of the power sum
respectively [M, 1.2.ex.8].
Remark 4.14. If we define Enδ ∈ U
+(0;n) for n ≥ 1 as in Appendix B,
then we have ∑
k≥0
Pku
k = exp
(∑
n≥1
[2n]−11 Enδu
n
)
.
Let us study the commutation relations between Pn and the real root
vectors.
Lemma 4.15. Let n ≥ 0. Then,
PnEmδ+α1 =
n∑
i=0
E(m+n−i)δ+α1Pi[2n− 2i+ 1]1.
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Proof. We can assume that n ≥ 1. We argue by the induction on n. By
virtue of Lemma 4.10 (2), we can assume that m = 0. By Definition
4.9 and Proposition 3.26 (5), we have
PnEα1 [2n]1
=
n−1∑
k=0
Pkψ˜n−kEα1q
−k
=
n−1∑
k=0
Pk
(
Eα1 ψ˜n−k + (1 + q
−1)
n−k−1∑
i=0
b2(n−k−i)E(n−k−i)δ+α1 ψ˜i
)
q−k.
Using the induction hypothesis, we see that this is equal to
n−1∑
k=0
k∑
i=0
E(k−i)δ+α1Piψ˜n−k[2k − 2i+ 1]1q
−k
+ (1 + q−1)
n−1∑
k=0
n−k−1∑
i=0
k∑
j=0
E(n−i−j)δ+α1Pjψ˜ib2(n−k−i)[2k − 2j + 1]1q
−k.
In the former term, putting k − i = n − i′, i = j′, we see that k =
n − i′ + j′ and that 0 ≤ k ≤ n − 1, 0 ≤ i ≤ k is equivalent to
1 ≤ i′ ≤ n, 0 ≤ j′ ≤ i′ − 1. In the latter, putting i + j = i′, n −
k − i = k′, we see that i = i′ − j, k = n − i′ + j − k′ and that
0 ≤ k ≤ n − 1, 0 ≤ i ≤ n − k − 1, 0 ≤ j ≤ k is equivalent to
0 ≤ i′ ≤ n− 1, 0 ≤ j ≤ i′, 1 ≤ k′ ≤ n− i′. Hence, using Lemma 3.17,
we have
PnEα1 [2n]1
=
n∑
i=1
i−1∑
j=0
E(n−i)δ+α1Pjψ˜i−j [2n− 2i+ 1]1q
−n+i−j
+ (1 + q−1)
n−1∑
i=0
i∑
j=0
n−i∑
k=1
E(n−i)δ+α1Pjψ˜i−jb2k[2n− 2i− 2k + 1]1q
−n+i−j+k
=
n∑
i=1
i−1∑
j=0
E(n−i)δ+α1Pjψ˜i−j [2n− 2i+ 1]1q
−n+i−j
+
n−1∑
i=0
i∑
j=0
E(n−i)δ+α1Pjψ˜i−j [2n− 2i+ 1]1(q
n−i − q−n+i)q−j .
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In the latter term, on account of the factor (qn−i−qi−n), we can include
the case for i = n. Thus, using Definition 4.9, we have
PnEα1 [2n]1 =
n∑
i=1
i−1∑
j=0
E(n−i)δ+α1Pjψ˜i−j [2n− 2i+ 1]1q
n−i−j
+
n∑
i=0
E(n−i)δ+α1Piψ˜0[2n− 2i+ 1]1(q
n−i − q−n+i)q−i
=
n∑
i=0
E(n−i)δ+α1Pi[2n− 2i+ 1]1([2i]1q
n−i + [2n− 2i]1q
−i)
=
n∑
i=0
E(n−i)δ+α1Pi[2n− 2i+ 1]1[2n]1.
Thus, the induction proceeds.
Lemma 4.16. Let n ≥ 1, m ≥ 0. Then,
(1) [Pn, E(2m+2)δ−α0 ] =
∑n−1
i=0 xiPi for some xi ∈ U
+,h(>; (m+ 1)δ +
α1) with h(xi) = 2,
(2) [E2mδ+α0 , Pn] =
∑n−1
i=0 Pizi for some zi ∈ U
+,h(<; (m+ 1)δ − α1)
with h(zi) = −2.
Proof. By using T−11 ∗, (2) is reduced to (1). By using T
m
̟1
, (1) is
reduced to the case where m = 0, which we shall check now. By
Corollary 3.10 (5) and Lemma 4.15, we have
PnE2δ−α0 [4]1
= Pn[Eδ+α1 , Eα1 ]q
=
n∑
i=0
E(n−i+1)δ+α1Pi[2n− 2i+ 1]1Eα1
− q
n∑
i=0
E(n−i)δ+α1Pi[2n− 2i+ 1]1Eδ+α1
=
n∑
i=0
i∑
j=0
E(n−i+1)δ+α1E(i−j)δ+α1Pj [2n− 2i+ 1]1[2i− 2j + 1]1
− q
n∑
i=0
i∑
j=0
E(n−i)δ+α1E(i−j+1)δ+α1Pj[2n− 2i+ 1]1[2i− 2j + 1]1
The j ≤ i − 1 part in the former term plus the i ≤ n − 1 part in the
latter can be written in the desired form (i.e. as in the right hand side
AN INTEGRAL PBW BASIS OF TYPE A
(2)
2 35
of the statement) by Corollary 3.20. The remainder is equal to
n∑
i=0
E(n−i+1)δ+α1Eα1Pi[2n− 2i+ 1]1
− q
n∑
j=0
Eα1E(n−j+1)δ+α1Pj [2n− 2j + 1]1
=
n∑
i=0
[E(n−i+1)δ+α1 , Eα1 ]qPi[2n− 2i+ 1]1.
The i = n part is equal to E2δ−α0Pn[4]1 by Corollary 3.10 (5). The
i ≤ n− 1 part can be written in the desired form by Proposition 3.19.
Thus, we obtain the lemma.
Proposition 4.17. Let n ≥ 0 and let α ∈ R+re(>), β ∈ R
+
re(<).
(1) Let x ∈ U+,h(>;α), y ∈ U+,h(0;n). Then, yx =
∑
i xiyi for some
xi ∈ U
+,h(>;α), yi ∈ U
+,h(0;n) with h(xi) = h(x), i(yi) ≤ i(y).
(2) U+(>;α)U+(0;n) is closed under multiplication.
(3) Let y ∈ U+,h(0;n), z ∈ U+,h(<; β). Then, zy =
∑
i yizi for some
yi ∈ U
+,h(0;n), zi ∈ U
+,h(<; β) with i(yi) ≤ i(y), h(zi) = h(z).
(4) U+(0;n)U+(<; β) is closed under multiplication.
Proof. We prove (1) by the induction on h(x) + i(y). We can assume
that h(x) ≥ 1 and i(y) ≥ 1. First, assume that x = x′x′′ for some
x′, x′′ ∈ U+,h(>) with h(x′) < h(x), h(x′′) < h(x). Since h(x′) +
i(y) < h(x) + i(y), by the induction hypothesis, we have yx = yx′x′′ =∑
x1y1x
′′ for some x1 ∈ U
+,h(>;α), y1 ∈ U
+,h(0;n) with h(x1) =
h(x′), i(y1) ≤ i(y). Since h(x
′′) + i(y1) < h(x) + i(y), by the induction
hypothesis, we have yx =
∑
x1x2y2 for some x2 ∈ U
+,h(>;α), y2 ∈
U+,h(0;n) with h(x2) = h(x
′′), i(y2) ≤ i(y1). By Corollary 4.7, we have
x1x2 ∈ U
+,h(>;α). We also have h(x1x2) = h(x
′) + h(x′′) = h(x) and
i(y2) ≤ i(y). Thus, we are reduced to the case where x = Ekδ+α1 with
kδ + α1 ≥ α or E(2k+2)δ−α0 with (2k + 2)δ − α0 ≥ α. Similarly, we can
also assume that y = Pi for 1 ≤ i ≤ n. Thus, (1) follows from Lemma
4.15 and Lemma 4.16.
We prove (2). Let x, x′ ∈ U+,h(>;α), y, y′ ∈ U+,h(0;n). By (1),
we have xyx′y′ = xx1y1y
′ for some x1 ∈ U
+,h(>;α), y1 ∈ U
+,h(0;n).
Thus, (2) follows from Corollary 4.7.
Applying T−11 ∗ to (1) and (2), we obtain (3) and (4) respectively.
Remark 4.18. In the above proof of (1), we understand that each suf-
fix of x, y indicates the number of real suffices: x1 = xi, y1 = yi, x2 =
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xij , y2 = yij where i, j belong to some finite sets I1, I2 respectively. We
shall sometimes use such a notation.
Proposition 4.19. Let α ∈ R+re(>), β ∈ R
+
re(<).
(1) Let x ∈ U+,h(>;α), z ∈ U+,h(<; β). Then, zx =
∑
i xiyizi for
some xi ∈ U
+,h(>;α), yi ∈ U
+,h(0), zi ∈ U
+,h(<; β) with h(xi) ≤
h(x), h(zi) ≥ h(z).
(2) U+(>;α)U+(0)U+(<; β) is closed under multiplication.
Proof. (1) We argue by the induction on h(x) − h(z). If h(x) = 0
or h(z) = 0, the statement is clear. We assume that h(x) ≥ 1 and
h(z) ≤ −1. First, assume that x = x′x′′ with x′, x′′ ∈ U+,h(>) and
h(x′) < h(x), h(x′′) < h(x). Since h(x′) − h(z) < h(x) − h(z), by the
induction hypothesis, we have zx = zx′x′′ =
∑
x1y1z1x
′′ for some x1 ∈
U+,h(>;α), y1 ∈ U
+,h(0), z1 ∈ U
+,h(<; β) with h(x1) ≤ h(x
′), h(z1) ≥
h(z). Since h(x′′)−h(z1) < h(x)−h(z), by the induction hypothesis, we
have zx =
∑
x1y1x2y2z2 for some x2 ∈ U
+,h(>;α), y2 ∈ U
+,h(0), z2 ∈
U+,h(<; β) with h(x2) ≤ h(x
′′), h(z2) ≥ h(z1). By Proposition 4.17 (1),
we have zx =
∑
x1x3y3y2z2 for some x3 ∈ U
+,h(>;α), y3 ∈ U
+,h(0)
with h(x3) = h(x2). Then, x1x3 ∈ U
+,h(>;α), y3y2 ∈ U
+,h(0) with
h(x1x3) ≤ h(x
′) + h(x′′) = h(x), h(z2) ≥ h(z). Thus, (1) is reduced
to the case where x = Ekδ+α1 with kδ + α1 ≥ α or x = E2kδ−α0 with
2kδ − α0 ≥ α. Similarly, we can also assume that z = Ekδ−α1 with
kδ − α1 ≤ β or z = E2kδ+α0 with 2kδ + α0 ≤ β. Now, (1) follows from
Proposition 3.26 (2), Corollary 3.27, and Corollary A.3, which will be
shown in Appendix A.
(2) Let x, x′ ∈ U+,h
Z
(>;α), y, y′ ∈ U+,h
Z
(0), z, z′ ∈ U+,h
Z
(<; β).
By (1) and Proposition 4.17, we have xyzx′y′z′ = xyx1y1z1y
′z′ =
xx2y2y1y
′
2z2z
′ for some x1, x2 ∈ U
+,h
Z
(>;α), y1, y2, y
′
2 ∈ U
+,h
Z
(0), z1, z2 ∈
U
+,h
Z
(<; β). Hence, (2) follows from Corollary 4.7.
Corollary 4.20. The Q(q1)-linear map U
+(>)⊗U+(0)⊗U+(<) −→
U+ given by multiplication is surjective.
Proof. Let V = U+(>)U+(0)U+(<) be the image of the above mor-
phism. Since V contains the generators of the Q(q1)-algebra U
+, it
follows from Proposition 4.19 (2) that V = U+.
In Section 6, we shall prove that the above morphism is an isomor-
phism and that both of {Pn| n ≥ 1} and {ψ˜n| n ≥ 1} are algebraically
independent over Q(q1); thus, we shall obtain Q(q1)-bases of U
+.
AN INTEGRAL PBW BASIS OF TYPE A
(2)
2 37
5. Lemmas on Coproduct
In this section, ≡ means the congruence modulo U0U+(<)≤−2⊗U
+,
unless otherwise stated.
Lemma 5.1. We have
∆(Eδ−α1) = ck
−1
1 ⊗ Eδ−α1 + Eδ−α1 ⊗ 1 + (q
2 − q−2)k1Eα0 ⊗ Eα1 ,(1)
∆(ψ˜1) = c⊗ ψ˜1 + ψ˜1 ⊗ 1 + (q − q
−1)[3]1k1Eδ−α1 ⊗ Eα1(2)
+ (1− q−3)(q4 − 1)k21Eα0 ⊗ E
2
α1
.
Proof. (1) By Lemma 3.6 (1), we have
∆(Eδ−α1) = ∆([Eα0 , Eα1 ]q−2)
= [Eα0 ⊗ 1 + k0 ⊗Eα0 , Eα1 ⊗ 1 + k1 ⊗ Eα1 ]q−2
= Eδ−α1 ⊗ 1 + (k0Eα1 − q
−2Eα1k0)⊗Eα0
+ (Eα0k1 − q
−2k1Eα0)⊗ Eα1 + ck
−1
1 ⊗ Eδ−α1 .
The second term vanishes and we obtain (1).
(2) By Definition 3.3 and (1), we have
∆(ψ˜1) = ∆([Eδ−α1 , Eα1 ]q−1)
=
[
ck−11 ⊗Eδ−α1 + Eδ−α1 ⊗ 1 + (q
2 − q−2)k1Eα0 ⊗ Eα1 ,
k1 ⊗ Eα1 + Eα1 ⊗ 1
]
q−1
= c⊗ ψ˜1 + (Eδ−α1k1 − q
−1k1Eδ−α1)⊗ Eα1
+ (q2 − q−2)(k1Eα0k1 − q
−1k21Eα0)⊗ E
2
α1
+ c(k−11 Eα1 − q
−1Eα1k
−1
1 )⊗ Eδ−α1 + ψ˜1 ⊗ 1
+ (q2 − q−2)(k1Eα0Eα1 − q
−1Eα1k1Eα0)⊗ Eα1
= c⊗ ψ˜1 + ψ˜1 ⊗ 1 + ((q − q
−1) + (q2 − q−2))k1Eδ−α1 ⊗Eα1
+ (q2 − q−2)(q2 − q−1)k21Eα0 ⊗ E
2
α1
.
Thus, we obtain (2).
Lemma 5.2. Let n, r ≥ 1, let β ∈ R+re(<), and let x ∈ U
+(<; β) ∩
U+nδ−rα1. Then, [x, ψ˜1] ∈ U
+(<; β).
Proof. We argue by the induction on r. First, assume that x = x1x2
for some xi ∈ U
+(<; β) ∩U+niδ−riα1 with ri ≥ 1. Then we have
[x, ψ˜1] = [x1x2, ψ˜1] = x1[x2, ψ˜1] + [x1, ψ˜1]x2
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and this belongs toU+(<; β) by the induction hypothesis and Corollary
4.7. Thus, the lemma is reduced to the case where x = Enδ−α1 , or
x = E2mδ+α0 with m ≥ 0, but it follows from Corollary 3.10.
Lemma 5.3. Let n ≥ 1. Then,
∆(Enδ−α1) ≡ c
nk−11 ⊗ Enδ−α1 + (q1 − q
−1
1 )
n∑
i=1
cn−iEiδ−α1 ⊗ ψ˜n−i.
Proof. We argue by the induction on n. The case where n = 1 follows
from Lemma 5.1 (1). Assuming the case for n, we shall prove the case
for n+ 1. Using Corollary 3.10, the induction hypothesis, and Lemma
5.1 (2), in view of Proposition 4.7, we have
∆(E(n+1)δ−α1)[3]1! = ∆([Enδ−α1 , ψ˜1])
≡
[
cnk−11 ⊗ Enδ−α1 + (q1 − q
−1
1 )
n∑
i=1
cn−iEiδ−α1 ⊗ ψ˜n−i,
c⊗ ψ˜1 + ψ˜1 ⊗ 1 + (q − q
−1)[3]1k1Eδ−α1 ⊗ Eα1
]
≡ cn+1k−11 ⊗E(n+1)δ−α1 [3]1!
+ (q1 − q
−1
1 )
n∑
i=1
cn−iE(i+1)δ−α1 [3]1!⊗ ψ˜n−i
+ (q − q−1)[3]1c
nEδ−α1 ⊗ [Enδ−α1 , Eα1 ]q−1 .
Applying Proposition 3.26 to the last term, we obtain the case for
n+ 1.
Lemma 5.4. Let n ≥ 0. Then,
∆(E2nδ+α0) ≡ c
2n+1k−21 ⊗ E2nδ+α0
+ (q1 − q
−1
1 )
2
n∑
i=1
c2n−i+1k−11 Eiδ−α1
⊗
n−i∑
j=0
b2(n−i−j)+1ψ˜jE(2n−i−j+1)δ−α1θ(n ≥ 1).
Proof. We can assume that n ≥ 1. Using Corollary 3.10 (6) and Lemma
5.3, in view of Proposition 4.7, we have
∆(E2nδ+α0)[4]1
= ∆([Enδ−α1 , E(n+1)δ−α1 ]q)
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≡
[
cnk−11 ⊗Enδ−α1 + (q1 − q
−1
1 )
n∑
i=1
cn−iEiδ−α1 ⊗ ψ˜n−i,
cn+1k−11 ⊗ E(n+1)δ−α1 + (q1 − q
−1
1 )
n+1∑
i=1
cn−i+1Eiδ−α1 ⊗ ψ˜n−i+1
]
q
≡ c2n+1k−21 ⊗ E2nδ+α0 [4]1 + (q1 − q
−1
1 )
n∑
i=1
c2n−i+1k−11 Eiδ−α1 ⊗Ai
where we set
Ai = q
−1ψ˜n−iE(n+1)δ−α1 − qE(n+1)δ−α1 ψ˜n−i + [Enδ−α1 , ψ˜n−i+1].
Using Proposition 3.26 (5), we have
Ai = (q
−1 − q)ψ˜n−iE(n+1)δ−α1
− q(1 + q−1)
n−i−1∑
j=0
b2(n−i−j)ψ˜jE(2n−i−j+1)δ−α1
+ (1 + q−1)
n−i∑
j=0
b2(n−i−j+1)ψ˜jE(2n−i−j+1)δ−α1
= (1 + q−1)
n−i∑
j=0
(b2(n−i−j+1) − qb2(n−i−j))ψ˜jE(2n−i−j+1)δ−α1 .
Applying Lemma 3.14 (2), we obtain the lemma.
Lemma 5.5. Let x ∈ U+(<). Then, ∆(x) ∈ U0U+(<)⊗U+.
Proof. This follows from Lemma 5.3 and Lemma 5.4 together with
Corollary 4.7.
Lemma 5.6. Let x ∈ U+(<). Then,
∆(Ti(x)) ≡ (T̟1 ⊗ T̟1)(∆(x))
+ (q1 − q
−1
1 )
[
(T̟1 ⊗ T̟1)(∆(x)), c
−1k1Eδ−α1 ⊗ T̟1(Eα1)
]
mod U0U+(<)≤−2 ⊗U.
Proof. It is known [L, 37.3.2] that for i ∈ I, x ∈ U, we have the
following equality in
∑
λ,µ∈Q
∏
ξ∈Q+ Uλ+ξ ⊗Uµ−ξ ⊂
∏
λ,µ∈QUλ ⊗Uµ:
∆(T̟1(x)) = Ri(Ti ⊗ Ti)(∆(x))R
′
i
where we set
Ri =
∑
k≥0
q
k(k−1)/2
i (qi − q
−1
i )
k[k]i! Ti(f
(k)
i )⊗ Ti(e
(k)
i ),
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R′i =
∑
k≥0
(−1)kq
−k(k−1)/2
i (qi − q
−1
i )
k[k]i! Ti(f
(k)
i )⊗ Ti(e
(k)
i ).
Noting that Ti(fi) = −k
−1
i ei and Ti(ei) = −fiki, we have
∆(T̟1(x)) = ∆(T0(T1(x)))
= R0(T0 ⊗ T0)
(
∆(T1(x))
)
R′0
= R0(T0 ⊗ T0)
(
R1(T1 ⊗ T1)(∆(x))R
′
1
)
R′0.
Noting that T̟1(f1) = −c
−1k1Eδ−α1 and T̟1(e1) = −c
−1Ω(Eδ−α1)k
−1
1 ,
we have
∆(T̟1(x)) = R0R̟1(T̟1 ⊗ T̟1)(∆(x))R
′
̟1
R′0
where we set
R̟1 =
∑
k≥0
q
k(k−1)/2
1 (q1 − q
−1
1 )
k[k]1! T̟1(f
(k)
1 )⊗ T̟1(e
(k)
1 ),
R′̟1 =
∑
k≥0
(−1)kq
−k(k−1)/2
1 (q1 − q
−1
1 )
k[k]1! T̟1(f
(k)
1 )⊗ T̟1(e
(k)
1 ).
Hence, for x ∈ U+(<), in view of Corollary 5.5 and Corollary 4.7, we
have
∆(T̟1(x)) ≡
(
1− (q1 − q
−1
1 )c
−1k1Eδ−α1 ⊗ T̟1(Eα1)
)
(T̟1 ⊗ T̟1)(∆(x))
×
(
1 + (q1 − q
−1
1 )c
−1k1Eδ−α1 ⊗ T̟1(Eα1)
)
≡ (T̟1 ⊗ T̟1)(∆(x))
+ (q1 − q
−1
1 )
[
(T̟1 ⊗ T̟1)(∆(x)), c
−1k1Eδ−α1 ⊗ T̟1(Eα1)
]
where ≡ means the congruence modulo
∑
λ,µ∈Q
∏
ξ∈Q+(U
0U+(<)≤−2∩
Uλ+ξ)⊗Uµ−ξ. Since both sides belong to U⊗U, we obtain the lemma.
Lemma 5.7. Let m ≥ 1, s ≥ 0, t ≥ 0. Then we have
∆(E
(s)
2mδ+α0
E
(t)
mδ−α1
)
≡ c(2m+1)s+mtk−2s−t1 ⊗E
(s)
2mδ+α0
E
(t)
mδ−α1
+ c(2m+1)s+mt−mk−2s−t+11 Emδ−α1
⊗
(
(q1 − q
−1
1 )q
−tE(m+1)δ−α1E
(s−1)
2mδ+α0
E
(t)
mδ−α1
+ q−t+11 E
(s)
2mδ+α0
E
(t−1)
mδ−α1
)
+
m−1∑
i=1
c(2m+1)s+mt−ik−2s−t+11 Eiδ−α1 ⊗ xiθ(m ≥ 2)
for some xi ∈ U
+.
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Proof. Using Lemma 5.3 and Lemma 5.4, in view of Proposition 4.7,
we have
∆(Es2mδ+α0E
t
mδ−α1
)
≡
(
c2m+1k−21 ⊗ E2mδ+α0 + (q1 − q
−1
1 )c
m+1k−11 Emδ−α1 ⊗E(m+1)δ−α1
+
m−1∑
i=1
c2m−i+1k−11 Eiδ−α1 ⊗ yiθ(m ≥ 2)
)s
×
(
cmk−11 ⊗ Emδ−α1 + Emδ−α1 ⊗ 1 +
m−1∑
i=1
cm−iEiδ−α1 ⊗ y
′
iθ(m ≥ 2)
)t
for some yi, y
′
i ∈ U
+. By Corollary 3.10 (3) and Proposition 4.17, we
see that
∆(Es2mδ+α0E
t
mδ−α1
) ≡ c(2m+1)s+mtk−2s−t1 ⊗ E
s
2mδ+α0
Etmδ−α1
+ c(2m+1)s+mt−mk−2s−t+11 Emδ−α1
⊗
(
(q1 − q
−1
1 )(q
2(s−1) + q2(s−2)q−2 + · · ·+ q−2(s−1))q−t
× E(m+1)δ−α1E
s−1
2mδ+α0
Etmδ−α1
+ (1 + q−1 + · · ·+ q−(t−1))Es2mδ+α0E
t−1
mδ−α1
)
+
m−1∑
i=1
c(2m+1)s+mt−ik−2s−t+11 Eiδ−α1 ⊗ y
′′
i
for some y
′′
i ∈ U
+. Thus, the lemma follows.
Corollary 5.8. Let m ≥ 1, nδ + rα ∈ Q+ and let x ∈ U+(<; 2mδ +
α0, δ − α1) ∩U
+
nδ+rα. Then we have
∆(x) ≡ cnkr1 ⊗ x+
m∑
i=1
cn−ikr+11 Eiδ−α1 ⊗ zi
for some zi ∈ U
0U+(<; δ − α1).
Proof. This follows from Lemma 5.7 together with Proposition 4.7 by
the induction on m.
Lemma 5.9. Let m ≥ 1, nδ + rα1 ∈ Q
+\{0} and let x ∈ U+(<
; 2mδ + α0, δ − α1) ∩U
+
nδ+rα1
. If ∆(x) ≡ cnkr1 ⊗ x, then x = 0.
Proof. We argue by the induction on m. First, we consider the case
where m = 1. Then, x = cs,tE
(s)
2δ+α0
E
(t)
δ−α1
for some cs,t ∈ Q(q1) where
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s = n + r, t = −2n− 3r, s, t ≥ 0, and s ≥ 1 or t ≥ 1. By Lemma 5.7
with m = 1, we have
∆(x) ≡ cnkr1 ⊗ x
+ cn−1kr+11 Eδ−α1 ⊗ cs,t
(
(q1 − q
−1
1 )q
−tE2δ−α1E
(s−1)
2δ+α0
E
(t)
δ−α1
+ q−t+11 E
(s)
2δ+α0
E
(t−1)
δ−α1
)
.
Since s ≥ 1 or t ≥ 1, we have cs,t = 0; thus, x = 0. Now, assume
that m ≥ 2. Then, x =
∑
s,t≥0 cs,tE
(s)
2mδ+α0
E
(t)
mδ−α1
xs,t where cs,t ∈
Q(q1), xs,t ∈ U
+,h(<; 2(m− 1)δ + α0, δ − α1). By Lemma 5.7 and by
Corollary 5.8 for m − 1 with x = xs,t, in view of Proposition 4.7, we
have
∆(x) ≡ cnkr1 ⊗ x+
m−1∑
i=1
cn−ikr+11 Eiδ−α1 ⊗ wi
+ cn−mkr+11 Emδ−α1 ⊗
∑
s,t≥0
cs,t
(
(q1 − q
−1
1 )q
−tE(m+1)δ−α1E
(s−1)
2mδ+α0
E
(t)
mδ−α1
+ q−t+11 E
(s)
2mδ+α0
E
(t−1)
mδ−α1
)
xs,t
for some wi ∈ U
+. Since ∆(x) ≡ cnk1 ⊗ x, we have (wi = 0 for
1 ≤ i ≤ m − 1, and) cs,txs,t = 0 unless s = t = 0. Thus, x ∈ U
+,h(<
; 2(m−1)δ+α0, δ−α1). Applying the induction hypothesis, we obtain
x = 0. Thus, the induction proceeds.
Corollary 5.10. Let nδ+ rα1 ∈ Q
+\{0} and let x ∈ U+(<; δ−α1)∩
U+nδ+rα1. If ∆(x) ≡ c
nkr1 ⊗ x, then x = 0.
Proof. This follows from Lemma 5.9.
6. Inner Product
We set A = Q(q1) ∩ Z[[q
−1
1 ]] ⊂ Q((q
−1
1 )).
Definition 6.1. [L, 1.2.2, 3.1.5] Let r be the Q(q1)-linear map from
U+ toU+⊗U+ defined as the composition of ∆ : U+ → ⊕ξ,µ∈Q+(U
+
ξ kµ⊗
U+µ ) and the vector space isomorphism from ⊕ξ,µ∈Q+(U
+
ξ kµ ⊗U
+
µ ) to
⊕ξ,µ∈Q+(U
+
ξ ⊗U
+
µ ) = U
+⊗U+ that sends xkµ⊗x
′ to x⊗x′ for x ∈ U+ξ
and x′ ∈ U+µ .
Lemma 6.2. Let n ≥ 1. Then,
r(Enδ−α1) ≡ 1⊗ Enδ−α1 + (q1 − q
−1
1 )
n∑
i=1
Eiδ−α1 ⊗ ψ˜n−i
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where ≡ means the congruence modulo U+(<)≤−2 ⊗U
+.
Proof. This follows from Lemma 5.3.
Let us recall the inner product introduced by Drinfeld.
Definition 6.3. [K1, 3.4.4, 3.4.8] [L, 1.2.3, 1.2.5, 1.2.13] Let (·, ·) be
the Q(q1)-valued symmetric bilinear form on U
+ such that
(1) (1, 1) = 1,
(2) (Ei, Ej) = δij(1− q
−2
i )
−1 for i, j ∈ I,
(3) (x, yy′) = (r(x), y ⊗ y′) for x, y, y′ ∈ U+,
(4) (Eix, y) = (Ei, Ei)(x, ir(y)) for x, y ∈ U
+, i ∈ I,
(5) (xEi, y) = (Ei, Ei)(x, ri(y)) for x, y ∈ U
+, i ∈ I,
(6) for ξ, µ ∈ Q+ such that ξ 6= µ and for x ∈ U+ξ , y ∈ U
+
µ , we have
(x, y) = 0.
(7) for ν ∈ Q+, the restriction of (·, ·) on U+ν is non-degenerate,
In (3), the bilinear form on U+⊗U+ that sends a pair (x1⊗x2, x
′
1⊗x
′
2)
to (x1, x2)(x
′
1, x
′
2) ∈ Q(q1) is also denoted by (·, ·).
Proposition 6.4. [L, 40.2.4] Let c+ = (c+i), c
′
+ = (c
′
+i
) ∈ ⊕i∈R+re(>)Z
i
≥0,
let c− = (c−i), c
′
− = (c
′
−i
) ∈ ⊕i∈R+re(>)Z
i
≥0, and let x, x
′ ∈ U+(0).
Then,
(1) (Ec+xEc− ,Ec′+x
′Ec′−) = δc+,c′+δc−,c′−(x, x
′)(Ec+,Ec+)(Ec−,Ec−),
(2) (Ec+,Ec+) ≡ 1 mod q
−1
1 A,
(3) (Ec−,Ec−) ≡ 1 mod q
−1
1 A.
Proof. If we set h = (ik)k∈Z where ik is 0 if k is even and 1 otherwise,
and p = 0, then our symbols U+(>) and U+(<) coincide with those in
[L, 40.2.5], and U+(0) is contained in the space P defined in [L, 40.2.3]
by Lemma 4.10 and the fact that U+ is invariant under ∗.
Remark 6.5. It follows from Corollary 4.20 thatU+(0) coincides with
the above P.
Proposition 6.6. The Q(q1)-linear map U
+(>)⊗U+(0)⊗U+(<) −→
U+ given by multiplication is an isomorphism.
Proof. By Corollary 4.20, it is enough to show the injectivity. Let∑
Ec+xc+,c−Ec− = 0 where the sum is taken over c+ ∈ ⊕i∈R+re(>)Z
i
≥0
and c− ∈ ⊕i∈R+re(<)Z
i
≥0; and xc+,c− ∈ U
+(0). We fix c+ ∈ ⊕i∈R+re(>)Z
i
≥0
and c− ∈ ⊕i∈R+re(<)Z
i
≥0. Then, for any x ∈ U
+(0), by Proposition
6.4, we have (xc+,c−, x)(Ec+,Ec+)(Ec−,Ec−) = 0; thus, (xc+,c−, x) =
0. Hence, by Proposition 6.4 together with Corollary 4.20, we have
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(xc+,c−, x
′) = 0 for any x′ ∈ U+. In view of Definition 6.3 (7), we
conclude that xc+,c− = 0. The proposition is proved.
Lemma 6.7. Let n ≥ 1. Then,
(ψ˜n, ψ˜n) = (1 + q
−1)(q1 − q
−1
1 )
−2b2n.
Proof. By Definition 3.3 and 6.3 ((4), (5)), we have
(ψ˜n, ψ˜n) = (Enδ−α1Eα1 − q
−1Eα1Enδ−α1 , ψ˜n)
= (Eα1 , Eα1)(Enδ−α1 , r1(ψ˜n)−1 r(ψ˜n)q
−1).
Applying Corollary 3.28, we have
(ψ˜n, ψ˜n) = (Eα1 , Eα1)(q1 − q
−1
1 )q
−1(1 + q−1)
n∑
i=1
b2i(Enδ−α1 , ψ˜n−iEiδ−α1).
By Definition 6.3 ((3), (6)) and Lemma 6.2, we have
(ψ˜n, ψ˜n) = (Eα1 , Eα1)(Enδ−α1 , Enδ−α1)q
−1(1 + q−1)b2n.
Since (Enδ−α1 , Enδ−α1) = (Eα1 , Eα1) = (1 − q
−1)−1 by [L, 40.2.4], we
obtain the desired result.
Lemma 6.8. Let n, r ≥ 1, let β ∈ R+re(<), and let x ∈ U
+(<; β) ∩
U+nδ−rα1. Then, [x, Eα1 ]q−r ∈ U
+(0)U+(<; β).
Proof. We argue by the induction on r. First, assume that x = x1x2
for some xi ∈ U
+(0)∩U+niδ−riα1 with ri ≥ 1. By Lemma 2.11, we have
[x, Eα1 ]q−r = [x1x2, Eα1 ]q−r1−r2
= x1[x2, Eα1 ]q−r2 + [x1, Eα1 ]q−r1x2q
−r2
and this belongs to U+(0)U+(<; β) by the induction hypothesis and
Proposition 4.17. Thus, the lemma is reduced to the case where x =
Enδ−α1 or x = E2mδ−α0 with m ≥ 1, but it follows from Proposition
3.26 (2) and Corollary 3.27 (1).
Lemma 6.9. Let n ≥ 0. Then,
(1) ∆(ψ˜n) ≡ (q1 − q
−1
1 )
∑n
i=0 c
n−iψ˜i ⊗ ψ˜n−i,
(2) ∆(Pn) ≡
∑n
i=0 c
n−iPi ⊗ Pn−i
where ≡ means the congruence modulo U0U+(0)U+(<)≤−1 ⊗U
+.
Proof. (1) We can assume that n ≥ 1. Note that in Lemma 6.2, the
truncated part can be written as
∑
ξ,µ∈Q+; ξ+µ=nδ−α1
kµxξ ⊗ yµ with
xξ ∈ U
+(<)≤−2 ∩ U
+
ξ , yµ ∈ U
+
µ , for which we have [kµxξ, Eα1 ]q−1 =
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kµ[xξ, Eα1 ]qh(ξ) and this belongs to U
0U+(0)U+(<)≤−1 by Lemma 6.8.
Hence, using Definition 3.3 and Lemma 6.2, we have
∆(ψ˜n) = [∆(Enδ−α1),∆(Eα1)]q−1
≡
[
cnk−11 ⊗Enδ−α1 + (q1 − q
−1
1 )
n∑
i=1
cn−iEiδ−α1 ⊗ ψ˜n−i,
k1 ⊗ Eα1 + Eα1 ⊗ 1
]
q−1
≡ cn ⊗ ψ˜n + c
n(k−11 Eα1 − q
−1Eα1k
−1
1 )⊗Enδ−α1
+ (q1 − q
−1
1 )
n∑
i=1
cn−iψ˜i ⊗ ψ˜n−i.
The second term vanishes and we obtain (1).
(2) We argue by the induction on n. We can assume that n ≥ 1. By
Definition 4.9, the induction hypothesis, (1), and Proposition 4.17, we
have
∆(Pn)[2n]1 =
n−1∑
k=0
∆(Pkψ˜n−k)q
−k
≡
n−1∑
k=0
( k∑
i=0
ck−iPi ⊗ Pk−i
)( n−k∑
j=0
cn−k−jψ˜j ⊗ ψ˜n−k−j
)
q−k(q1 − q
−1
1 )
=
n−1∑
k=0
k∑
i=0
n−k∑
j=0
cn−i−jPiψ˜j ⊗ Pk−iψ˜n−k−jq
−k(q1 − q
−1
1 ).
Putting i+ j = i′, i = j′, k− i = k′, we see that j = i′− j′, k = j′+k′
and that 0 ≤ k ≤ n − 1, 0 ≤ i ≤ k, 0 ≤ j ≤ n − k is equivalent to
0 ≤ i′ ≤ n, 0 ≤ j′ ≤ i′, 0 ≤ k′ ≤ min(n− i′, n− j′ − 1). Hence,
∆(Pn)[2n]1
≡
n∑
i=0
i∑
j=0
min(n−i,n−j−1)∑
k=0
cn−iPjψ˜i−j ⊗ Pkψ˜n−i−kq
−j−k(q1 − q
−1
1 )
=
n∑
i=0
( n−i−1∑
k=0
cn−iPiψ˜0 ⊗ Pkψ˜n−i−kq
−i−k
+ θ(i ≥ 1)
i−1∑
j=0
cn−iPjψ˜i−jq
−j ⊗ (Pn−iψ˜0q
−n+i + Pn−i[2n− 2i]1)
)
(q1 − q
−1
1 )
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=
n∑
i=0
cn−iPi ⊗ Pn−i
(
[2n− 2i]1q
−i + [2i]1(q
−n+i + [2n− 2i]1(q1 − q
−1
1 ))
)
.
Thus, the induction proceeds.
Corollary 6.10. Let n ≥ 0. Then,
(1) r(ψ˜n) ≡
∑n
i=0 ψ˜i ⊗ ψ˜n−i mod U
+(0)U+(<)≤−1 ⊗U
+,
(2) r(Pn) ≡
∑n
i=0 Pi ⊗ Pn−i mod U
+(0)U+(<)≤−1 ⊗U
+.
Proof. This follows from Lemma 6.9.
Lemma 6.11. For n ≥ 0, we have
(ψ˜n, Pn) = (q1 − q
−1
1 )
−1[2n+ 1]1.
Proof. We argue by the induction on n. We can assume that n ≥ 1.
Using Corollary 6.10 (1) and Definition 4.9, in view of Definition 6.3
(6), we have
(ψ˜n, Pn)[2n]1 =
( n∑
i=0
ψ˜i ⊗ ψ˜n−i,
n−1∑
j=0
Pj ⊗ ψ˜n−jq
−j
)
(q1 − q
−1
1 )
=
n−1∑
i=0
(ψ˜i, Pi)(ψ˜n−i, ψ˜n−i)q
−i(q1 − q
−1
1 ).
Applying the induction hypothesis and Lemma 6.7, we have
(ψ˜n, Pn)[2n]1 =
n−1∑
i=0
b2(n−i)[2i+ 1]1q
−i(1 + q−1)(q1 − q
−1
1 )
−2.
By Lemma 3.17 (1), the induction proceeds.
Lemma 6.12. Let n ≥ 0. Then,
(Pn, Pn) ≡ 1 mod q
−1
1 A.
Proof. We can assume that n ≥ 1. We argue by the induction on n.
By Corollary 6.10 (2) and Definition 4.9, and in view of Definition 6.3
(6), we have
(Pn, Pn)[2n]1 =
( n∑
i=0
Pi ⊗ Pn−i,
n−1∑
j=0
Pj ⊗ ψ˜n−jq
−j
)
=
n∑
i=1
(Pn−i, Pn−i)(Pi, ψ˜i)q
−n+i.
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Applying the induction hypothesis and Lemma 6.11, we have
(Pn, Pn) =
n∑
i=1
(1 + αi)[2n]
−1
1 (q1 − q
−1
1 )
−1[2i+ 1]1q
−n+i
=
n∑
i=1
(1 + αi)(q
n − q−n)−1(qi + qi−1 + · · ·+ q−i)q−n+i
=
n∑
i=1
(1 + αi)(1 + q
−1 + · · ·+ q−2i)(1− q−2n)−1q−2n+2i
for some αi ∈ q
−1
1 A. Thus, (Pn, Pn) ≡ 1 mod q
−1
1 A and the induction
proceeds.
Definition 6.13. [M, Chap.1] Let us recall the Z-algebra Λ of sym-
metric functions.
(1) For n ≥ 1, let hn be the complete symmetric functions, which are
algebraically independent and generate Λ. We also set h0 = 1.
(2) We define the grading on Λ by deg(hn) = n for n ≥ 0.
(3) Let ∆′ be the algebra homomorphism from Λ to Λ ⊗ Λ given by
∆′(hn) =
∑n
i=0 hi ⊗ hn−i.
(4) Let (·, ·)Λ be the Z-valued positive definite symmetric bilinear form
determined by the following properties: (hn, hn)Λ = 1 for n ≥ 0;
(f, g)Λ = 0 for homogeneous f, g ∈ Λ with deg(f) 6= deg(g); and
(f, gh)Λ = (∆
′(f), g ⊗ h)Λ⊗Λ for f, g, h ∈ Λ. Here, (·, ·)Λ⊗Λ is the
symmetric bilinear form on Λ⊗Λ such that (f1⊗f2, g1⊗g2)Λ⊗Λ =
(f1, g1)Λ(f2, g2)Λ for f1, f2, g1, g2 ∈ Λ.
(5) Let sλ be the Schur functions where λ runs through the set of
partitions. The sλ form an orthonormal basis of Λ with respect to
(·, ·)Λ.
Definition 6.14. Let S be the Z-subalgebra of U+(0) generated by Pn
for n ≥ 1. Let ϕ be the surjective Z-algebra homomorphism from
Z[h1, h2, · · · ] to S given by ϕ(hn) = Pn for n ≥ 1.
Lemma 6.15. Let f ∈ Λ. Then,
r(ϕ(f)) ≡ (ϕ⊗ ϕ)(∆′(f)) mod U+(0)U+(<)≤−1 ⊗U
+.
Proof. Let f, g ∈ Λ. By Lemma 6.9 (2) and Proposition 4.17, we have
∆(ϕ(f)) ≡
∑
i
cnixi ⊗ yi mod U
0U+(0)U+(<)≤−1 ⊗U
+,
∆(ϕ(g)) ≡
∑
j
cn
′
jx′j ⊗ y
′
j mod U
0U+(0)U+(<)≤−1 ⊗U
+
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for some xi, yi, x
′
j , y
′
j ∈ S
h with ni = i(yi), n
′
j = i(y
′
j). Then,
r(ϕ(f)) ≡
∑
i
xi ⊗ yi mod U
+(0)U+(<)≤−1 ⊗U
+,
r(ϕ(g)) ≡
∑
i
x′i ⊗ y
′
i mod U
+(0)U+(<)≤−1 ⊗U
+.
By Proposition 4.17, we have
∆(ϕ(fg)) = ∆(ϕ(f)ϕ(g)) = ∆(ϕ(f))∆(ϕ(g))
≡
∑
i,j
cni+n
′
jxix
′
j ⊗ yiy
′
j mod U
0U+(0)U+(<)≤−1 ⊗U
+
and
r(ϕ(f))r(ϕ(g)) ≡
∑
i,j
xix
′
j ⊗ yiy
′
j mod U
+(0)U+(<)≤−1 ⊗U
+.
Thus,
r(ϕ(fg)) ≡ r(ϕ(f))r(ϕ(g)) mod U+(0)U+(<)≤−1 ⊗U
+.
On the other hand, we have
(ϕ⊗ ϕ)(∆′(fg)) = (ϕ⊗ ϕ)(∆′(f))(ϕ⊗ ϕ)(∆′(g)).
Thus, the lemma is reduced to the case where f = hn for n ≥ 0, but it
follows from Corollary 6.10 (2) and Definition 6.3 (4).
Lemma 6.16. Let f, g ∈ Λ. Then,
(1) (ϕ(f), ϕ(g)) ∈ A,
(2) (ϕ(f), ϕ(g)) ≡ (f, g)Λ mod q
−1
1 A.
Proof. We can assume that f, g ∈ Λ are homogeneous. We can also
assume that deg(f) = deg(g); otherwise, both sides vanish by Defini-
tion 6.3 (6) and Definition 6.13 (4). We prove (1) and (2) at once by
the induction on deg(f). First, assume that g = g1g2 for homogeneous
gi ∈ Λ with deg(gi) ≥ 1. Then, by Lemma 6.16 and Definition 6.3 (6),
we have
(ϕ(f), ϕ(g)) = (ϕ(f), ϕ(g1)ϕ(g2))
= (r(ϕ(f)), ϕ(g1)⊗ ϕ(g2))
=
(
(ϕ⊗ ϕ)(∆′(f)), ϕ(g1)⊗ ϕ(g2)
)
.
Hence, by the induction hypothesis, we obtain (1): (ϕ(f), ϕ(g)) ∈ A;
and
(ϕ(f), ϕ(g)) ≡ (∆′(f), g1 ⊗ g2)Λ⊗Λ mod q
−1
1 A.
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Hence, in view of Definition 6.13 (4), we obtain (2): (ϕ(f), ϕ(g)) ≡
(f, g)Λ mod q
−1
1 A, and the induction proceeds. Thus, the lemma is
reduced to the case where g = hn for n ≥ 0. Similarly, we can also
assume that f = hn for n ≥ 0. Thus, the lemma follows from Lemma
6.12 and Definition 6.13 (4).
Definition 6.17. For a partition λ, we set Sλ = ϕ(sλ).
Proposition 6.18. We have
(1) ϕ is an isomorphism of Z-algebras from Λ to S,
(2) (Sλ,Sµ) ≡ δλ,µ mod q
−1
1 A,
(3) the Sλ form a Q(q1)-basis of U
+(0),
(4) both of {Pn| n ≥ 1} and {ψ˜n| n ≥ 1} are algebraically independent
over Q(q1).
Proof. By virtue of Lemma 6.16, if we define the Z-valued symmetric
bilinear form (·, ·)′ on S as the composition of (·, ·) and the canonical
projection from A to A/q−11 A = Z, then we have
(ϕ(f), ϕ(g))′ = (f, g)Λ for f, g ∈ Λ.
Since (·, ·)Λ is positive definite, we see that ϕ is injective; hence, we
obtain (1). Thus, the Sλ’s form a Z-basis of S orthonormal with re-
spect to (·, ·)′; hence, they span U+(0) over Q(q1) and satisfy (2).
Now, let
∑
λ cλSλ = 0 with cλ ∈ Z[q1]. Assume that there exists a
nonzero cλ. For each of such cλ, take the smallest nλ ≥ 0 such that
cλq
−nλ
1 ∈ Z+q
−1
1 Z[q
−1
1 ]. Let nλ0 be the largest of nλ. Then, cλq
−nλ0
1 ∈ A
and cλ0q
−nλ0
1 /∈ q
−1
1 A. Then, 0 = (q
−nλ0
1
∑
cλSλ,Sλ0) ≡ cλ0q
−nλ0
1
mod q−11 A. A contradiction is deduced. Hence, the Sλ’s are linearly
independent over Z[q1]; thus, they are linearly independent over Q(q1).
(3) is proved.
It follows from (3) that for n ≥ 1, the dimension of U+(0)∩U+nδ over
Q(q1) is equal to the partition number of n. (4) follows.
Theorem 6.19. Each of the following is a Q(q1)-basis of U
+ :
{Ec+E
′
c0
Ec−| c+ ∈ ⊕i∈R+re(>)Z
(i)
≥0, c0 ∈ ⊕n≥1Z
(n)
≥0 , c− ∈ ⊕i∈R+re(<)Z
(i)
≥0},
(1)
{Ec+Ec0Ec−| c+ ∈ ⊕i∈R+re(>)Z
(i)
≥0, c0 ∈ ⊕n≥1Z
(n)
≥0 , c− ∈ ⊕i∈R+re(<)Z
(i)
≥0},
(2)
{Ec+SλEc−| c+ ∈ ⊕i∈R+re(>)Z
(i)
≥0, λ is a partition, c− ∈ ⊕i∈R+re(<)Z
(i)
≥0}.
(3)
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Proof. This follows from Proposition 6.6 and Proposition 6.18.
Remark 6.20. Corollary 4.7 (3), Proposition 4.17 ((2), (4)), and
Proposition 4.19 (2) are referred to as the convexity of the bases in
(1) and (2) of Theorem 6.19.
Lemma 6.21. The basis in Proposition 6.19 (3) is quasi-orthonormal
with respect to the inner product: namely, for c+, c
′
+ ∈ ⊕i∈R+re(>)Z
(i)
≥0,
for c−, c
′
− ∈ ⊕i∈R+re(<)Z
(i)
≥0, and for partitions λ and µ, we have
(Ec+SλEc−,Ec′+SµEc′−) ≡ δc+,c′+δc−,c′−δλ,µ mod q
−1
1 A.
Proof. This follows from Proposition 6.4 and Proposition 6.18 (2).
Definition 6.22. Let n ≥ 0. In view of Proposition 6.18 (4), we set
U+
Z
(0) = Z[q1, q
−1
1 ][P1, P2, · · · ] ⊂ U
+(0),(1)
U+
Z
(0;n) = Z[q1, q
−1
1 ][P1, · · · , Pn] ⊂ U
+(0;n).(2)
We understand that U+
Z
(0; 0) = Z[q1, q
−1
1 ].
It follows from Lemma 4.11 that ψ˜n ∈ U
+
Z
(0;n) for n ≥ 1.
Lemma 6.23. The Sλ form a Z[q1, q
−1
1 ]-basis of U
+
Z
(0).
Proof. In the proof of Proposition 6.18, it is shown that the Sλ form
a Z-basis of S; thus, they span U+
Z
(0) over Z[q1, q
−1
1 ]. Their linearly
independence over Z[q1, q
−1
1 ] follows from Proposition 6.18 (3).
Definition 6.24. We set VZ = U
+
Z
(>)U+
Z
(0)U+
Z
(<) ⊂ U+.
It is clear that the basis in Theorem 6.19 (2) is a Z[q1, q
−1
1 ]-basis of
VZ. By Lemma 6.23, the basis in Theorem 6.19 (3) is also a Z[q1, q
−1
1 ]-
basis of VZ. We are going to prove that U
+
Z
(0) ⊂ U+
Z
(hence VZ ⊂ U
+
Z
)
and that VZ is closed under multiplication (Section 8). As a result of
these, we conclude that VZ = U
+
Z
, since VZ contains the generators of
the Z[q1, q
−1
1 ]-algebra U
+
Z
; thus, we obtain Z[q1, q
−1
1 ]-bases of U
+
Z
.
7. Key Proposition
In this section, ≡ means the congruence modulo U0U+(<)≤−2⊗U
+,
unless otherwise stated.
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Definition 7.1. For s, t ≥ 0, we define the elements D−sα0+tα1 ofU
+
Z
(<
) ∩U+sα0+tα1 by the induction on s as follows:
D−sα0+tα1 =
min(t−1,s)∑
k=[(t+2)/2]
min(3(t−k),k)∑
l=t−k+1
T̟1(D
−
(t−k)α0+(3(t−k)−l)α1
)E
(k−l)
δ−α1
E(s−k)α0
× q
−(3(t−k)−l)(k−l)
1 q
−2(t−k)(s−k)θ(s ≥ 2)θ(3 ≤ t ≤ 2s− 1)
+ E
(t)
δ−α1
E(s−t)α0 θ(s ≥ t).
Note that if s ≥ 2, 3 ≤ t ≤ 2s − 1, [(t + 2)/2] ≤ k ≤ min(t −
1, s), t − k + 1 ≤ l ≤ min(3(t − k), k), then we have 0 ≤ t − k ≤
s− 1, 3(t− k)− l ≥ 0; hence, the defining process by the induction on
s works.
Lemma 7.2. Let s, t ≥ 0. Then,
(1) D−sα0 = E
(s)
α0 ,
(2) D−tα1 = δt,0,
(3) D−sα0+tα1 = 0 if s ≥ 1, t ≥ 2s,
(4) D−sα0+α1 = Eδ−α1E
(s−1)
α0 if s ≥ 1.
(5) D−sα0+(2s−1)α1 = Esδ−α1 if s ≥ 1.
Proof. This follows from Definition 7.1: (1)–(4) are clear, and (5) is
checked by the induction on s.
Definition 7.3. For s ≥ 1, 1 ≤ t ≤ 2s − 1, 1 ≤ p ≤ [(t + 1)/2], we
define the elements dsα0+tα1,p of U
+
Z
(0)U+
Z
(<) ∩U+(s−p)α0+(t−2p+1)α1 by
dsα0+tα1,p =
[(t−2p+1)/2]∑
i=0
ψ˜iD
−
(s−p−i)α0+(t−2p−2i+1)α1
q
(−2s+t)(2p+2i)+t+1
1 (q1 − q
−1
1 ).
Example 7.4. We have dα0+α1,1 = 1.
Let us study some properties of D−sα0+tα1 .
Proposition 7.5. Let s ≥ 1 and let 0 ≤ t ≤ 2s− 1. Then,
D−sα0+tα1 [t]1 =
[(t+1)/2]∑
i=1
Eiδ−α1D
−
(s−i)α0+(t−2i+1)α1
[2i− 1]1q
(−2s+t+1)(i−1)θ(t ≥ 1),
(1)
[D−sα0+tα1 , Eα1 ]q−2s+t
(2)
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= D−sα0+(t+1)α1 [t+ 1]1 +
[(t+1)/2]∑
i=1
ψ˜iD
−
(s−i)α0+(t−2i+1)α1
q
(−2s+t)(2i+1)+2s+1
1 θ(t ≥ 1),
∆(D−sα0+tα1)
(3)
≡ csk−2s+t1 ⊗D
−
sα0+tα1
+
[(t+1)/2]∑
p=1
cs−pk−2s+t+11 Epδ−α1 ⊗ dsα0+tα1,pθ(t ≥ 1),
∆(T̟1(D
−
sα0+tα1
))
(4)
≡ c3s−tk−2s+t1 ⊗ T̟1(D
−
sα0+tα1)
+
[(t+3)/2]∑
p=2
c3s−t−pk−2s+t+11 Epδ−α1 ⊗ T̟1(dsα0+tα1,p−1)θ(t ≥ 1)
+ c3s−t−1k−2s+t+11 Eδ−α1 ⊗ T̟1([D
−
sα0+tα1 , Eα1 ]q−2s+t)(q1 − q
−1
1 ),
[Eδ−α1 , T̟1(D
−
sα0+tα1
)]q2s−t
(5)
= T̟1(D
−
sα0+(t−1)α1
)[4s− t+ 1]1θ(t ≥ 1)
−
[t/2]∑
i=1
E(i+1)δ−αiT̟1(D
−
(s−i)α0+(t−2i)α1
)[2i+ 1]1q
(−2s+t)iθ(t ≥ 2).
Proof. We denote by (a)r the statement (a) for s = 1, . . . , r. We prove
(1)s–(5)s at once by the induction on s. If s = 1, we have (1) clearly, (2)
and (5) by Corollary 3.10, and (3) and (4) by Lemma 5.3 and Lemma
5.4. Now, assume that s ≥ 2.
(1)s We use (5)s−1. We rewrite the the right hand side of (1), which
is denoted by RHS. By Definition 7.1, we have
RHS =
[(t+1)/2]∑
i=1
Eiδ−α1
( min(t−2i,s−i)∑
k=[(t−2i+3)/2]
min(3(t−2i−k+1),k)∑
l=t−2i−k+2
T̟1(D
−
(t−2i−k+1)α0+(3(t−2i−k+1)−l)α1
)E
(k−l)
δ−α1
E(s−i−k)α0
× q
−(3(t−2i−k+1)−l)(k−l)
1 q
−2(t−2i−k+1)(s−i−k)
× θ(s− i ≥ 2)θ(3 ≤ t− 2i+ 1 ≤ 2(s− i)− 1)
+ E
(t−2i+1)
δ−α1
E(s−t+i−1)α0 θ(s− t+ i− 1 ≥ 0)
)
[2i− 1]1q
(−2s+t+1)(i−1).
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By (5)s−1, the i = 1 part is equal to
min(t−2,s−1)∑
k=[(t+1)/2]
min(3(t−k−1),k)∑
l=t−k
(
T̟1(D
−
(t−k−1)α0+(3(t−k−1)−l)α1
)Eδ−α1q
−t+k+l+1
+ T̟1(D
−
(t−k−1)α0+(3(t−k−1)−l−1)α1
)[t− k + l]1θ(3(t− k − 1)− l ≥ 1)
−
[(3(t−k−1)−l)/2]∑
i=1
E(i+1)δ−α1T̟1(D
−
(t−k−i−1)α0+(3(t−k−1)−l−2i)α1
)
× [2i+ 1]1q
(t−k−l−1)iθ(3(t− k − 1)− l ≥ 2)
)
E
(k−l)
δ−α1
E(s−k−1)α0
× q
−(3(t−k−1)−l)(k−l)
1 q
−2(t−k−1)(s−k−1)θ(s ≥ 3)θ(4 ≤ t ≤ 2s− 2)
+ E
(t)
δ−α1
E(s−t)α0 [t]1θ(s ≥ t).
Hence, if we set
A =
min(t−2,s−1)∑
k=[(t+1)/2]
min(3(t−k−1),k)∑
l=t−k
T̟1(D
−
(t−k−1)α0+(3(t−k−1)−l)α1
)
× E
(k−l+1)
δ−α1
E(s−k−1)α0 [k − l + 1]1q
−t+k+l+1
× q
−(3(t−k−1)−l)(k−l)
1 q
−2(t−k−1)(s−k−1)θ(s ≥ 3)θ(4 ≤ t ≤ 2s− 2),
B =
min(t−2,s−1)∑
k=[(t+1)/2]
min(3(t−k−1)−1,k)∑
l=t−k
T̟1(D
−
(t−k−1)α0+(3(t−k−1)−l−1)α1
)E
(k−l)
δ−α1
E(s−k−1)α0
× [t− k + l]1q
−(3(t−k−1)−l)(k−l)
1 q
−2(t−k−1)(s−k−1)θ(s ≥ 3)θ(4 ≤ t ≤ 2s− 2),
C =−
min(t−3,s−1)∑
k=[(t+1)/2]
min(3(t−k−1)−2,k)∑
l=t−k
[(3(t−k−1)−l)/2]∑
i=1
E(i+1)δ−α1T̟1(D
−
(t−k−i−1)α0+(3(t−k−1)−l−2i)α1
)E
(k−l)
δ−α1
E(s−k−1)α0
× [2i+ 1]1q
−(3(t−k−1)−l)(k−l)
1 q
−2(t−k−1)(s−k−1)q(t−k−l−1)i
× θ(s ≥ 4)θ(6 ≤ t ≤ 2s− 2),
D =
[(t+1)/2]∑
i=2
min(t−2i,s−i)∑
k=[(t−2i+3)/2]
min(3(t−2i+1−k),k)∑
l=t−2i−k+2
Eiδ−α1T̟1(D
−
(t−2i−k+1)α0+(3(t−2i−k+1)−l)α1
)E
(k−l)
δ−α1
E(s−i−k)α0
× [2i− 1]1q
−(3(t−2i−k+1)−l)(k−l)
1 q
−2(t−2i−k+1)(s−i−k)q(−2s+t+1)(i−1),
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E =
[(t+1)/2]∑
i=2
Eiδ−α1E
(t−2i+1)
δ−α1
E(s−t+i−1)α0
× [2i− 1]1q
(−2s+t+1)(i−1)θ(s− t+ i− 1 ≥ 0)θ(t ≥ 3),
then we have
RHS = A+B + C +D + E + E
(t)
δ−α1
E(s−t)α0 θ(s ≥ t)[t]1.
We rewrite A. Putting k− l+1 = k′− l′, s−k−1 = s−k′, we see that
l = l′, k = k′−1 and that [(t+1)/2] ≤ k ≤ min(t−2, s−1), t−k ≤ l ≤
min(3(t− k− 1), k) is equivalent to [(t+3)/2] ≤ k′ ≤ min(t− 1, s), t−
k′ + 1 ≤ l′ ≤ min(3(t− k′), k′ − 1). Hence,
A =
min(t−1,s)∑
k=[(t+3)/2]
min(3(t−k),k−1)∑
l=t−k+1
T̟1(D
−
(t−k)α0+(3(t−k)−l)α1
)E
(k−l)
δ−α1
E(s−k)α0
× [k − l]1q
−t+k+lq
−(3(t−k)−l)(k−l−1)
1 q
−2(t−k)(s−k)θ(s ≥ 3)θ(4 ≤ t ≤ 2s− 2).
We rewrite B. Putting k − l = k′ − l′, s− k − 1 = s− k′, we see that
l = l′ − 1, k = k′ − 1 and that [(t + 1)/2] ≤ k ≤ min(t− 2, s− 1), t−
k ≤ l ≤ min(3(t − k − 1) − 1, k) is equivalent to [(t + 3)/2] ≤ k′ ≤
min(t− 1, s), t− k′ + 2 ≤ l′ ≤ min(3(t− k′), k′). Hence,
B =
min(t−1,s)∑
k=[(t+3)/2]
min(3(t−k),k−1)∑
l=t−k+2
T̟1(D
−
(t−k)α0+(3(t−k)−l)α1
)E
(k−l)
δ−α1
E(s−k)α0
× [t− k + l]1q
−(3(t−k)−l+1)(k−l)
1 q
−2(t−k)(s−k)θ(s ≥ 3)θ(4 ≤ t ≤ 2s− 2).
We rewrite D. Putting i = i′ + 1, t − 2i − k + 1 = t − k′ − i′ −
1, 3(t − 2i − k + 1) − l = 3(t − k′ − 1) − l′ − 2i′, we see that k =
k′ − i′, l = l′ − i′ and that 2 ≤ i ≤ [(t − 2)/2], [(t − 2i + 3)/2] ≤
k ≤ min(t − 2i, s − i), t − 2i − k + 2 ≤ l ≤ min(3(t − 2i − k + 1), k)
is equivalent to [(t + 1)/2] ≤ k′ ≤ min(t − 3, s − 1), t − k′ ≤ l′ ≤
min(3(t− k′ − 1)− 2, k′), 1 ≤ i′ ≤ [(3(t− k′ − 1)− l′)/2]. Hence,
D =
min(t−3,s−1)∑
k=[(t+1)/2]
min(3(t−k−1)−2,k)∑
l=t−k
[(3(t−k−1)−l)/2]∑
i=1
E(i+1)δ−α1T̟1(D
−
(t−k−i−1)α0+(3(t−k+1)−l−2i)α1
)E
(k−l)
δ−α1
E(s−k−1)α0
× [2i+ 1]1q
−(3(t−k−i−1)−l+i)(k−l)
1 q
−2(t−k−i−1)(s−k−1)q(−2s+t+1)i
× θ(s ≥ 4)θ(6 ≤ t ≤ 2s− 2),
which cancels out with C. We rewrite E. Putting t − 2i + 1 = k′ −
l′, s− t+ i−1 = s−k′, we see that i = l′ = t−k′+1 and that 2 ≤ i ≤
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[(t+1)/2], s− t+ i− 1 is equivalent to [(t+2)/2] ≤ k′ ≤ min(t− 1, s).
Hence,
E =
min(t−1,s)∑
k=[(t+2)/2]
T̟1(D
−
(t−k)α0+(3(t−k)−l)α1
)E
(k−l)
δ−α1
E(s−k)α0
× [2l − 1]1q
(l−1)(−2s+t+1)θ(k + l = t+ 1)θ(s ≥ 2)θ(3 ≤ t ≤ 2s− 1).
It is now easy to see that
A+B + E =
min(t−1,s)∑
k=[(t+2)/2]
min(3(t−k),k)∑
l=t−k+1
T̟1(D
−
(t−k)α0+(3(t−k)−l)α1
)E
(k−l)
δ−α1
E(s−k)α0
× q
−(3(t−k)−l)(k−l)
1 q
−2(t−k)(s−k)θ(s ≥ 2)θ(3 ≤ t ≤ 2s− 1)[t]1.
Thus, RHS= D−sα0+tα1 [t]1. We obtain (1) for s.
(2)s We use (1)s. The case where t = 0 is directly checked by the
induction on s in view of Lemma 7.2 (5). The case where t = 2s− 1 is
clear. We assume that s ≥ 2, 1 ≤ t ≤ 2s− 2. We rewrite the left hand
side, which is denoted by LHS. By (1)s, we have
LHS[t]1 =
[(t+1)/2]∑
l=1
[Elδ−α1D
−
(s−l)α0+(t−2l+1)α1
, Eα1 ]q−2s+t [2l − 1]1q
(−2s+t+1)(l−1).
For 1 ≤ l ≤ [(t+1)/2], using Lemma 2.11, (2)s−1, and Proposition 3.26
((2), (5)), we have
[Elδ−α1D
−
(s−l)α0+(t−2l+1)α1
, Eα1 ]q−2s+t
= Elδ−α1 [D
−
(s−l)α0+(t−2l+1)α1
, Eα1 ]q−2s+t+1
+ [Elδ−α1 , Eα1 ]q−1D
−
(s−l)α0+(t−2l+1)α1
q−2s+t+1
= ψ˜lD
−
(s−l)α0+(t−2l+1)α1
q−2s+t+1 + Elδ−α1D
−
(s−l)α0+(t−2l+2)α1
[t− 2l + 2]1
+
[(t−2l+2)/2]∑
i=1
(
ψ˜iElδ−α1 + (1 + q
−1)
i−1∑
j=0
ψ˜jE(l+i−j)δ−α1b2(i−j)
)
×D−(s−l−i)α0+(t−2l−2i+2)α1q
(−2s+t+1)(2i+1)+2(s−l)+1
1 θ(t ≥ 2l).
Hence, if we set
A =
[(t+1)/2]∑
l=1
ψ˜lD
−
(s−l)α0+(t−2l+1)α1
[2l − 1]1q
(−2s+t+1)l,
B =
[(t+1)/2]∑
l=1
Elδ−α1D
−
(s−l)α0+(t−2l+2)α1
[t− 2l + 2]1[2l − 1]1q
(−2s+t+1)(l−1),
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C =
[t/2]∑
l=1
[(t−2l+2)/2]∑
i=1
ψ˜iElδ−α1D
−
(s−l−i)α0+(t−2l−2i+2)α1
× [2l − 1]1q
(−2s+t+1)(l+i−1)qt−2l+21 ,
D =
[t/2]∑
l=1
[(t−2l+2)/2]∑
i=1
i−1∑
j=0
ψ˜jE(l+i−j)δ−α1D
−
(s−l−i)α0+(t−2l−2i+2)α1
× b2(i−j)[2l − 1]1(1 + q
−1)q(−2s+t+1)(l+i−1)qt−2l+21 ,
then we have
LHS[t]1 = A+B + C +D.
In the above expression of B, on account of the factor [t − 2l + 2]1,
we can include the case where l = [(t + 2)/2]. We rewrite C. Since
1 ≤ l ≤ [t/2], 1 ≤ i ≤ [(t−2l+2)/2] is equivalent to 1 ≤ i ≤ [t/2], 1 ≤
l ≤ [(t− 2i+ 2)/2], we have
C =
[t/2]∑
i=1
[(t−2i+2)/2]∑
l=1
ψ˜iElδ−α1D
−
(s−l−i)α0+(t−2i−2l+2)α1
× [2l − 1]1q
(−2s+t+1)(i+l−1)qt−2l+21 θ(t ≥ 2).
We rewrite D. Putting j = i′, l + i − j = l′, i − j = j′, we see that
i = i′ + j′, l = l′ − j′ and that 1 ≤ l ≤ [t/2], 1 ≤ i ≤ [(t − 2l +
2)/2], 0 ≤ j ≤ i − 1 is equivalent to 0 ≤ i′ ≤ [(t − 2)/2], 2 ≤ l′ ≤
[(t− 2i′+2)/2], 1 ≤ j ≤ l′− 1. Hence, using Lemma 3.17 (1), we have
D =
[(t−2)/2]∑
i=0
[(t−2i+2)/2]∑
l=2
l−1∑
j=1
ψ˜iElδ−α1D
−
(s−l−i)α0+(t−2i−2l+2)α1
× [2l − 2j − 1]1(1 + q
−1)b2jq
(−2s+t+1)(i+l−1)+jqt−2l+21 θ(t ≥ 2)
=
[(t−2)/2]∑
i=0
[(t−2i+2)/2]∑
l=2
ψ˜iElδ−α1D
−
(s−l−i)α0+(t−2i−2l+2)α1
× [2l − 2]1[2l − 1]1(q1 − q
−1
1 )q
(−2s+t+1)(i+l−1)qt1θ(t ≥ 2).
Here, on account of the factor [2l− 2]1, we can include the case where
l = 1; hence, we can also include the case where i = [t/2] and thus the
case where t = 1. Thus,
D =
[t/2]∑
i=0
[(t−2i+2)/2]∑
l=1
ψ˜iElδ−α1D
−
(s−l−i)α0+(t−2i−2l+2)α1
× [2l − 1]1q
(−2s+t+1)(i+l−1)qt1(q
2l−2
1 − q
−2l+2
1 ),
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the i = 0 part of which is denoted by E. Then,
C + (D − E) =
[t/2]∑
i=1
[(t−2i+2)/2]∑
l=1
ψ˜iElδ−α1D
−
(s−l−i)α0+(t−2i−2l+2)α1
× [2l − 1]1q
(−2s+t+1)(i+l−1)qt+2l−21 θ(t ≥ 2).
Applying (1)s−1, we have
C + (D −E) =
[t/2]∑
i=1
ψ˜iD
−
(s−i)α0+(t−2i+1)α1
[t− 2i+ 1]1q
t−2i
1 ,
where the range of i can be changed to 1 ≤ i ≤ [(t + 1)/2] on account
of the factor [t− 2i+ 1]1. Thus,
A+ C + (D − E) =
[(t+1)/2]∑
i=1
ψ˜iD
−
(s−i)α0+(t−2i+1)α1
[t]1q
(−2s+t)iqt+11 .
On the other hand, by (1)s, we have
B + E =
[(t+2)/2]∑
l=1
Elδ−α1D
−
(s−l)α0+(t−2l+2)α1
[2l − 1]1[t]1q
(−2s+t+2)(l−1)
= D−sα0+(t+1)α1 [t+ 1]1[t]1.
Hence, we obtain (2) for s.
(3)s We use (1)s. We can assume that t ≥ 1. By (1)s, we have
∆(D−sα0+tα1)[t]1 =
[(t+1)/2]∑
l=1
∆(Elδ−α1D
−
(s−l)α0+(t−2l+1)α1
)
× [2l − 1]1q
(−2s+t+1)l(q1 − q
−1
1 ).
For 1 ≤ l ≤ [(t+1)/2], using Lemma 5.3, (3)s−1, and Corollary 4.7, we
have
∆(Elδ−α1D
−
(s−l)α0+(t−2l+1)α1
)
≡
(
clk−11 ⊗Elδ−α1 + (q1 − q
−1
1 )
l∑
i=1
cl−iEiδ−α1 ⊗ ψ˜l−i
)
×
(
cs−lk−2s+t+11 ⊗D
−
(s−l)α0+(t−2l+1)α1
+
[(t−2l+2)/2]∑
p=1
cs−l−pk−2s+t+21 Epδ−α1 ⊗ d(s−l)α0+(t−2l+1)α1 ,pθ(t ≥ 2l)
)
≡ csk−2s+t1 ⊗ Elδ−α1D
−
(s−l)α0+(t−2l+1)α1
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+
l∑
i=1
cs−ik−2s+t+11 Eiδ−α1 ⊗ ψ˜l−iD
−
(s−l)α0+(t−2l+1)α1
q−2s+t+1(q1 − q
−1
1 )
+
[(t−2l+2)/2]∑
p=1
cs−pk−2s+t+11 Epδ−α1 ⊗ Elδ−α1d(s−l)α0+(t−2l+1)α1 ,pθ(t ≥ 2l).
Hence, if we set
A =
[(t+1)/2]∑
l=1
l∑
i=1
cs−ik−2s+t+11 Eiδ−α1 ⊗ ψ˜l−iD
−
(s−l)α0+(t−2l+1)α1
× [2l − 1]1q
(−2s+t+1)l(q1 − q
−1
1 ),
B =
[t/2]∑
l=1
[(t−2l+2)/2]∑
p=1
cs−pk−2s+t+11 Epδ−α1 ⊗Elδ−α1d(s−l)α0+(t−2l+1)α1,p
× [2l − 1]1q
(−2s+t+1)(l−1)θ(t ≥ 2),
then we have
∆(D−sα0+tα1)[t]1 ≡ c
sk−2s+t1 ⊗D
−
sα0+tα1
[t]1 + A+B.
We rewrite A. Putting i = p, l− i = i′, we see that l = p+ i′ and that
1 ≤ l ≤ [(t + 1)/2], 1 ≤ i ≤ l is equivalent to 1 ≤ p ≤ [(t + 1)/2], 0 ≤
i ≤ [(t− 2p+ 1)/2]. Hence,
A =
[(t+1)/2]∑
p=1
cs−pk−2s+t+11 Epδ−α1 ⊗ Ap
where we set
Ap =
[(t−2p+1)/2]∑
i=0
ψ˜iD
−
(s−p−i)α0+(t−2p−2i+1)α1
[2p+ 2i− 1]1q
(−2s+t+1)(p+i)(q1 − q
−1
1 ).
We rewrite B. Since 1 ≤ l ≤ [t/2], 1 ≤ p ≤ [(t−2l+2)/2] is equivalent
to 1 ≤ p ≤ [t/2], 1 ≤ l ≤ [(t− 2p+ 2)/2], we have
B =
[t/2]∑
p=1
cs−pk−2s+t+11 Epδ−α1 ⊗ Bp
where we set
Bp =
[(t−2p+2)/2]∑
l=1
Elδ−α1d(s−l)α0+(t−2l+1)α1 ,p[2l − 1]1q
(−2s+t+1)(l−1)θ(t ≥ 2).
Note that if t is odd and p = (t+1)/2, thenAp = D
−
(s−p)α0
[t]1q
(−2s+t+1)p =
dsα0+tα1,p[t]1. Hence, the proof of (3) for s is reduced to showing that
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Ap + Bp = dsα0+tα1 [t]1 for t ≥ 2, 1 ≤ p ≤ [t/2]. We rewrite Bp. Using
Proposition 3.26 (5), we have
Bp =
[(t−2p+2)/2]∑
l=1
[(t−2p−2l+2)/2]∑
i=0
Elδ−α1 ψ˜iD
−
(s−l−p−i)α0+(t−2p−2l−2i+2)α1
× [2l − 1]1q
(−2s+t+1)(2p+2i)+t−2l+2
1 q
(−2s+t+1)(l−1)(q1 − q
−1
1 )
=
[(t−2p+2)/2]∑
l=1
[(t−2p−2l+2)/2]∑
i=0
(
ψ˜iElδ−α1
+ (1 + q−1)
i−1∑
j=0
b2(i−j)ψ˜jE(l+i−j)δ−α1θ(i ≥ 1)
)
×D−(s−p−l−i)α0+(t−2p−2l−2i+2)α1 [2l − 1]1q
(−2s+t+1)(p+l+i−1)qt−2l+21 (q1 − q
−1
1 ).
In the double summation, 1 ≤ l ≤ [(t−2p+2)/2], 0 ≤ i ≤ [(t−2p−2l+
2)/2] is equivalent to 0 ≤ i ≤ [(t−2p)/2], 1 ≤ l ≤ [(t−2p−2i+2)/2].
In the triple one, putting j = i′, l + i − j = l′, i − j = j′, we see
that i = i′ + j′, l = l′ − j′ and that 1 ≤ l ≤ [(t − 2p + 2)/2], 1 ≤
i ≤ [(t − 2l − 2p + 2)/2], 0 ≤ j ≤ i − 1 is equivalent to 0 ≤ i′ ≤
[(t− 2p− 2)/2], 2 ≤ l′ ≤ [(t− 2p− 2i′ + 2)/2], 1 ≤ j ≤ l′ − 1. Thus,
Bp =
[(t−2p)/2]∑
i=0
[(t−2p−2i+2)/2]∑
l=1
ψ˜iElδ−α1D
−
(s−l−p−i)α0+(t−2l−2p−2i+2)α1
× [2l − 1]1q
(−2s+t+1)(p+l+i−1)qt−2l+21 (q1 − q
−1
1 )
+
[(t−2p−2)/2]∑
i=0
[(t−2p−2i)/2]∑
l=2
l−1∑
j=1
ψ˜iElδ−α1D
−
(s−p−l−i)α0+(t−2p−2l−2i+2)α1
× [2l − 2j − 1]1b2jq
(−2s+t+1)(p+i+l−1)+jqt−2l+21 (1 + q
−1)(q1 − q
−1
1 ).
By Lemma 3.17, the latter term is equal to
[(t−2p−2)/2]∑
i=0
[(t−2p−2i)/2]∑
l=2
ψ˜iElδ−α1D
−
(s−p−l−i)α0+(t−2p−2l−2i+2)α1
× [2l − 1]1(q
l−1 − q−l+1)ql−1q(−2s+t+1)(p+i+l−1)qt−2l+21 (q1 − q
−1
1 ).
Here, on account of the factor (ql−1 − q−l+1), we can include the case
where l = 1; hence, we can also include the case where i = [(t − 2p−
2)/2] + 1 = [(t− 2p)/2]. Thus,
Bp =
[(t−2p)/2]∑
i=0
[(t−2p−2i+2)/2]∑
l=1
ψ˜iElδ−α1D
−
(s−p−l−i)α0+(t−2p−2l−2i+2)α1
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× [2l − 1]1q
(−2s+t+1)(p+i+l−1)qt+2l−21 (q1 − q
−1
1 ).
Applying (1)s−1, we have
Bp =
[(t−2p)/2]∑
i=0
ψ˜iD
−
(s−p−i)α0+(t−2p−2i+1)α1
× [t− 2p− 2i+ 1]1q
(−2s+t+1)(p+i)qt1(q1 − q
−1
1 ),
where the range of i can be changed to 0 ≤ i ≤ [(t − 2p + 1)/2] on
account of the factor [t− 2p− 2i+ 1]1. Hence,
Ap +Bp =
[(t−2p+1)/2]∑
i=0
ψ˜iD
−
(s−p−i)α0+(t−2p−2i+1)α1
× ([2p+ 2i− 1]1 + [t− 2p− 2i+ 1]1q
t
1)q
(−2s+t+1)(p+i)(q1 − q
−1
1 ),
which is equal to dsα0+tα1,p[t]1. We obtain (3) for s.
(4)s We use (3)s. By Lemma 5.6 and (3)s, we have
∆(T̟1(D
−
sα0+tα1
))
≡ T̟1(c
sk−2s+t1 )⊗ T̟1(D
−
sα0+tα1
)
+
[(t+1)/2]∑
p=1
T̟1(c
s−pk−2s+t+11 Epδ−α1)⊗ T̟1(dsα0+tα1,p)θ(t ≥ 1)
+ (q1 − q
−1
1 )
[
T̟1(c
sk−2s+t1 )⊗ T̟1(D
−
sα0+tα1
), c−1k1Eδ−α1 ⊗ T̟1(Eα1)
]
≡ c3s−tk−2s+t1 ⊗ T̟1(D
−
sα0+tα1)
+
[(t+3)/2]∑
p=2
c3s−t−pk−2s+t+11 Epδ−α1 ⊗ T̟1(dsα0+tα1,p−1)θ(t ≥ 1)
+ (q1 − q
−1
1 )c
3s−t−1k−2s+t+11 Eδ−α1 ⊗ T̟1([D
−
sα0+tα1 , Eα1 ]q−2s+t)
where ≡ means the congruence modulo U0U+(<)≤−2⊗U. Noting that
both sides belong to U0U+(<)⊗U+ by Corollary 5.5 and Lemma 6.8,
we obtain (4) for s.
(5) for s with t = 2s−1 We use (1)s. We rewrite the right hand side
of (5) for s with t = 2s− 1, which is denoted by RHS. Using Lemma
7.2 (2), we have
RHS = T̟1(D
−
sα0+(2s−2)α1
)[2s+ 2]1 −
s−1∑
l=1
E(l+1)δ−α1E(s−l+1)δ−α1 [2l + 1]1q
−l.
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By (1)s and Lemma 7.2 (2), we have
T̟1(D
−
sα0+(2s−2)α1
)[2s− 2]1 =
s−1∑
l=1
E(l+1)δ−α1E(s−l+1)δ−α1 [2l − 1]1q
−l+1.
Hence,
RHS[2s− 2]1 =
s−1∑
l=1
E(l+1)δ−α1E(s−l+1)δ−α1cs,l
where we set
cs,l = ([2s+ 2]1[2l − 1]1q − [2s− 2]1[2l + 1]1)q
−l
for s, l ∈ Z. Using Lemma 3.17, for s ∈ Z, l ≥ 1, we have
l−1∑
i=1
b2ics,l−iθ(l ≥ 2) = [2s+ 2]1[2l − 1]1[l − 1](q − 1)
− [2s− 2]1[2l + 1]1[l](q − 1) + b2l[2s− 2]1.
Hence, for s ∈ Z, l ≥ 1, we have
cs,s−l + cs,lq +
l−1∑
i=1
b2ics,l−i(1 + q)θ(l ≥ 2) = (1 + q)b2l[2s− 2]1.(⋆)
Using Lemma 3.17, we also have
m∑
i=1
b2i−1c2m+1,m−i+1 = b2m+1[4m]1 for m ≥ 1.(⋆⋆)
Now, we consider the case where s = 2m with m ≥ 1. Using Corollary
3.20 (2), we have
RHS[4m− 2]1 =
2m−1∑
l=m
E(l+1)δ−α1E(2m−l+1)δ−α1c2m,l
+
m−1∑
l=1
(
E(2m−l+1)δ−α1E(l+1)δ−α1q
+
m−l−1∑
i=1
E(2m−l−i+1)δ−α1E(l+i+1)δ−α1b2i(1 + q)θ(l ≤ m− 2)
+ E2(m+1)δ−α1b2(m−l)
)
c2m,lθ(m ≥ 2).
In the first term, putting l = 2m − l′, we see that m ≤ l ≤ 2m − 1 is
equivalent to 1 ≤ l′ ≤ m. In the double summation, putting l = l′ − i,
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we see that 1 ≤ l ≤ m − 2, 1 ≤ i ≤ m − l − 1 is equivalent to
2 ≤ l′ ≤ m− 1, 1 ≤ i ≤ l′ − 1. Hence,
RHS[4m− 2]1 = θ(m ≥ 2)
m−1∑
l=1
E(2m−l+1)δ−α1E(l+1)δ−α1
×
(
c2m,2m−l + c2m,lq +
l−1∑
i=1
b2ic2m,l−i(1 + q)θ(l ≥ 2)
)
+ E2(m+1)δ−α1
(
c2m,m +
m−1∑
i=1
b2ic2m,m−iθ(m ≥ 2)
)
.
Applying (⋆), we have
RHS = (1 + q)
m−1∑
l=1
b2lE(2m−l+1)δ−α1E(l+1)δ−α1 + b2mE
2
(m+1)δ−α1
,
which is equal to [Eδ−α1 , E(2m+1)δ−α1 ]q by Corollary 3.20 (2). Next, we
consider the case where s = 2m+ 1 with m ≥ 1. Using Corollary 3.20
(2), we have
RHS[4m]1 =
2m∑
l=m+1
E(l+1)δ−α1E(2m−l+2)δ−α1c2m+1,l
+
m∑
l=1
(
E(2m−l+2)δ−α1E(l+1)δ−α1q
+
m−l∑
i=1
E(2m−l−i+2)δ−α1E(l+i+1)δ−α1b2i(1 + q)θ(l ≤ m− 1)
+ E(2m+2)δ−α0b2(m−l)+1[4]1
)
c2m+1,l.
In the first term, putting l = 2m− l′+1, we see that m+1 ≤ l ≤ 2m is
equivalent to 1 ≤ l′ ≤ m. In the double summation, putting l = l′ − i,
we see that 1 ≤ l ≤ m − 1, 1 ≤ i ≤ m − l is equivalent to 2 ≤ l′ ≤
m, 1 ≤ l′ − 1. Hence,
RHS[4m]1 =
m∑
l=1
E(2m−l+2)δ−α1E(l+1)δ−α1
×
(
c2m+1,2m−l+1 + c2m+1,lq +
l−1∑
i=1
b2ic2m+1,l−i(1 + q)θ(l ≥ 2)
)
+ E(2m+2)δ−α0
m∑
i=1
b2i−1c2m+1,m−i+1[4]1.
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Applying (⋆) and (⋆⋆), we have
RHS = (1 + q)
m∑
l=1
b2lE(2m−l+2)δ−α1E(l+1)δ−α1 + [4]1b2m+1E(2m+2)δ+α0 ,
which is equal to [Eδ−α1 , E(2m+2)δ−α1 ]q by Corollary 3.20 (2). Thus, we
obtain (5) for s with t = 2s− 1.
(5)s We use (2)s and (4)s. The case where t = 2s − 1 is proved
above. The case where t = 0 is clear from Lemma 3.9. We assume that
s ≥ 2, 1 ≤ t ≤ 2s − 2 and argue by the descending induction on t.
The left and right hand sides of (5) (for s and t) are denoted by LHS
and RHS respectively. By Corollary 4.7, both of LHS and RHS belong
to U+(<; δ − α1): thus, we can use Corollary 5.10 to prove (5) for s.
Using Lemma 5.3 with n = 1 and (4)s, we have
∆(LHS) = [∆(Eδ−α1),∆(T̟1(D
−
sα0+tα1
))]q2s−t
≡
[
ck−11 ⊗ Eδ−α1 + Eδ−α1 ⊗ 1, c
3s−tk−2s+t1 ⊗ T̟1(D
−
sα0+tα1
)
+
[(t+3)/2]∑
p=2
c3s−t−pk−2s+t+11 Epδ−α1 ⊗ T̟1(dsα0+tα1,p−1)θ(t ≥ 1)
+ c3s−t−1k−2s+t+11 Eδ−α1 ⊗ T̟1([D
−
sα0+tα1
, Eα1 ]q−2s+t)(q1 − q
−1
1 )
]
q2s−t
≡ c3s−t+1k−2s+t−11 ⊗ LHS +
[(t+3)/2]∑
p=1
c3s−t−p+1k−2s+t1 Epδ−α1 ⊗ Ap
where we set
Ap = [Eδ−α1 , T̟1(dsα0+tα1,p−1)]q2s−t−1
for 2 ≤ p ≤ [(t+ 3)/2], and
A1 = [Eδ−α1 , T̟1([D
−
sα0+tα1
, Eα1 ]q−2s+t)]q2s−t−1(q1 − q
−1
1 )
+ T̟1(D
−
sα0+tα1
)(q−2s+t − q2s−t).
Note that if t is odd and p = (t + 3)/2, then Ap = 0, so that we have
Ap for 1 ≤ p ≤ [(t + 2)/2]. Next, we calculate the coproduct of RHS.
By (4)s, we have
∆(RHS) = ∆
(
T̟1(D
−
sα0+(t−1)α1
)[4s− t+ 1]1
−
[t/2]∑
i=1
E(i+1)δ−αiT̟1(D
−
(s−i)α0+(t−2i)α1
)[2i+ 1]1q
(−2s+t)iθ(t ≥ 2)
)
.
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For t ≥ 2, 1 ≤ i ≤ [t/2], using Lemma 5.3 and (4)s−1, we have
∆
(
E(i+1)δ−α1T̟1(D
−
(s−i)α0+(t−2i)α1
)
)
≡
(
ci+1k−11 ⊗E(i+1)δ−α1 + (q1 − q
−1
1 )
i+1∑
p=1
ci−p+1Epδ−α1 ⊗ ψ˜i−p+1
)
×
(
c3s−t−ik−2s+t1 ⊗ T̟1(D
−
(s−i)α0+(t−2i)α1
)
+
[(t−2i+3)/2]∑
p=2
c3s−t−i−pk−2s+t+11 Epδ−α1 ⊗ T̟1(d(s−i)α0+(t−2i)α1 ,p−1)θ(t− 2i ≥ 1)
+ c3s−t−i−1k−2s+t+11 Eδ−α1 ⊗ T̟1([D
−
(s−i)α0+(t−2i)α1
, Eα1 ]q−2s+t)(q1 − q
−1
1 )
)
≡ c3s−t+1k−2s+t−11 ⊗E(i+1)δ−α1T̟1(D
−
(s−i)α0+(t−2i)α1
)
+
[(t−2i+3)/2]∑
p=2
c3s−t−p+1k−2s+t1 Epδ−α1 ⊗ E(i+1)δ−α1T̟1(d(s−i)α0+(t−2i)α1 ,p−1)
+ Eδ−α1c
3s−tk−2s+t1 ⊗ E(i+1)δ−α1T̟1([D
−
(s−i)α0+(t−2i)α1
, Eα1 ]q−2s+t)(q1 − q
−1
1 )q
2s−t
+
i+1∑
p=1
k−2s+t1 Epδ−α1 ⊗ ψ˜i−p+1T̟1(D
−
(s−i)α0+(t−2i)α1
)q−2s+t(q1 − q
−1
1 ).
We sum up this for 1 ≤ i ≤ [t/2] after multiplying [2i + 1]1q
(−2s+t)i.
Note that 1 ≤ i ≤ [t/2], 2 ≤ p ≤ [(t − 2i + 3)/2] is equivalent to
2 ≤ p ≤ [(t+1)/2], 1 ≤ i ≤ [(t−2p+3)/2] and that 1 ≤ i ≤ [t/2], 1 ≤
p ≤ i+1 is equivalent to 1 ≤ p ≤ [(t+2)/2], max(1, p−1) ≤ i ≤ [t/2].
Thus, for t ≥ 2, we have
[t/2]∑
i=1
∆
(
E(i+1)δ−α1T̟1(D
−
(s−i)α0+(t−2i)α1
)
)
[2i+ 1]1q
(−2s+t)i
≡ c3s−t+1k−2s+t−11 ⊗
[t/2]∑
i=1
E(i+1)δ−α1T̟1(D
−
(s−i)α0+(t−2i)α1
)[2i+ 1]1q
(−2s+t)i
+
[(t+1)/2]∑
p=2
c3s−t−p+1k−2s+t1 Epδ−α1
⊗
[(t−2p+3)/2]∑
i=1
E(i+1)δ−α1T̟1(d(s−i)α0+(t−2i)α1,p−1)[2i+ 1]1q
(−2s+t)i
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+ Eδ−α1c
3s−tk−2s+t1 ⊗
[t/2]∑
i=1
E(i+1)δ−α1T̟1([D
−
(s−i)α0+(t−2i)α1
, Eα1 ]q−2s+t)
× [2i+ 1]1q
(−2s+t)(i−1)(q1 − q
−1
1 )
+
[(t+2)/2]∑
p=1
k−2s+t1 Epδ−α1 ⊗
[t/2]∑
i=max(1,p−1)
ψ˜i−p+1T̟1(D
−
(s−i)α0+(t−2i)α1
)
× [2i+ 1]1q
(−2s+t)(i+1)(q1 − q
−1
1 ).
Hence,
∆(RHS) ≡ c3s−t+1k−2s+t−11 ⊗ RHS +
[(t+2)/2]∑
p=1
c3s−t−p+1k−2s+t1 Epδ−α1 ⊗Bp
where we set
Bp = T̟1(dsα0+(t−1)α1 ,p−1)[4s− t+ 1]1
−
[(t−2p+3)/2]∑
i=1
E(i+1)δ−α1T̟1(d(s−i)α0+(t−2i)α1,p−1)
× [2i+ 1]1q
(−2s+t)iθ(p ≤ [(t + 1)/2])
−
[t/2]∑
i=p−1
ψ˜i−p+1T̟1(D
−
(s−i)α0+(t−2i)α1
)[2i+ 1]1q
(−2s+t)(i+1)(q1 − q
−1
1 )
for t ≥ 2, 2 ≤ p ≤ [(t+ 2)/2] and
B1 = T̟1([D
−
sα0+(t−1)α1
, Eα1 ]q−2s+t−1)[4s− t+ 1]1(q1 − q
−1
1 )
−
[t/2]∑
i=1
E(i+1)δ−α1T̟1([D
−
(s−i)α0+(t−2i)α1
, Eα1 ]q−2s+t−1)
× [2i+ 1]1(q1 − q
−1
1 )q
(−2s+t)iθ(t ≥ 2)
−
[t/2]∑
i=1
ψ˜iT̟1(D
−
(s−i)α0+(t−2i)α1
)[2i+ 1]1q
(−2s+t)(i+1)(q1 − q
−1
1 )θ(t ≥ 2).
By virtue of Corollary 5.10, the proof of (5) for s and t is reduced to
showing that Ap = Bp for 1 ≤ p ≤ [(t + 2)/2]. First, assuming that
t ≥ 2, we shall prove that Ap = Bp for 2 ≤ p ≤ [(t+ 2)/2]. We rewrite
Ap. Using Proposition 3.26 (5), we have
Ap = [Eδ−α1 , T̟1(dsα0+tα1,p−1)]q2s−t−1
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=
[
Eδ−α1 ,
[(t−2p+3)/2]∑
i=0
ψ˜iT̟1(D
−
(s−p−i)α0+(t−2p−2i+3)α1
)
]
q2s−t−1
× q
(−2s+t)(2p+2i−2)+t+1
1 (q1 − q
−1
1 )
=
[(t−2p+3)/2]∑
i=0
(
ψ˜i[Eδ−α1 , T̟1(D
−
(s−p−i+1)α0+(t−2p−2i+3)α1
)]q2s−t−1
+ (1 + q−1)
i−1∑
j=0
b2(i−j) ψ˜jE(i−j+1)δ−α1T̟1(D
−
(s−p−i)α0+(t−2p−2i+3)α1
)
)
× q
(−2s+t)(2p+2i−2)+t+1
1 (q1 − q
−1
1 )θ(p ≤ [(t+ 1)/2]).
We apply (5)s−1 to the first term. In the second one, putting j = i
′, i−
j = j′, we see that i = i′+ j′ and that 1 ≤ i ≤ [(t−2p+3)/2], 0 ≤ j ≤
i−1 is equivalent to 0 ≤ i′ ≤ [(t−2p+1)/2], 1 ≤ j ≤ [(t−2p−2i+3)/2].
Hence,
Ap =
[(t−2p+3)/2]∑
i=0
ψ˜i
(
T̟1(D
−
(s−p−i+1)α0+(t−2p−2i+2)α1
)
× [4s− t− 2p− 2i+ 2]1θ(t− 2p− 2i+ 2 ≥ 0)
−
[(t−2p−2i+3)/2]∑
j=1
E(j+1)δ−αiT̟1(D
−
(s−p−i−j+1)α0+(t−2p−2i−2j+3)α1
)[2j + 1]1
× q(−2s+t+1)jθ(t− 2p− 2i+ 1 ≥ 0)
)
q
(−2s+t)(2p+2i−2)+t+1
1 (q1 − q
−1
1 )
+
[(t−2p+1)/2]∑
i=0
[(t−2p−2i+3)/2]∑
j=1
ψ˜iE(j+1)δ−α1T̟1(D
−
(s−p−i−j+1)α0+(t−2p−2i−2j+3)α1
)
× b2jq
(−2s+t)(2p+2i+2j−1)+2s+1
1 (1 + q
−1)(q1 − q
−1
1 )θ(p ≤ [(t+ 1)/2])
=
[(t−2p+2)/2]∑
i=0
ψ˜iT̟1(D
−
(s−p−i+1)α0+(t−2p−2i+2)α1
)[4s− t− 2p− 2i+ 2]1
× q
(−2s+t)(2p+2i−1)+2s+1
1 (q1 − q
−1
1 )
+
[(t−2p+1)/2]∑
i=0
[(t−2p−2i+3)/2]∑
j=1
ψ˜iE(j+1)δ−α1T̟1(D
−
(s−p−i−j+1)α0+(t−2p−2i−2j+3)α1
)
× ((1 + q−1)b2j − [2j + 1]1q
j)q
(−2s+t)(2p+2i+2j−1)+2s+1
1
× (q1 − q
−1
1 )θ(p ≤ [(t+ 1)/2]).
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We rewrite Bp. Assuming that p ≤ [(t + 1)/2] and using Proposition
3.26 (5), we have
[(t−2p+3)/2]∑
i=1
E(i+1)δ−α1T̟1(d(s−i)α0+(t−2i)α1 ,p−1)[2i+ 1]1q
(−2s+t)iθ(p ≤ [(t+ 1)/2])
=
[(t−2p+3)/2]∑
i=1
[(t−2p−2i+3)/2]∑
j=0
E(i+1)δ−α1 ψ˜jT̟1(D
−
(s−p−i−j+1)α0+(t−2p−2i−2j+3)α1
)
× q
(−2s+t)(2p+2j−1)+2s−2i+1
1 (q1 − q
−1
1 )
=
[(t−2p+3)/2]∑
i=1
[(t−2p−2i+3)/2]∑
j=0
(
ψ˜jE(i+1)δ−α1
+ (1 + q−1)
j−1∑
k=0
b2(j−k)ψ˜kE(i+j−k+1)δ−α1θ(j ≥ 1)
)
× T̟1(D
−
(s−p−i−j+1)α0+(t−2p−2i−2j+3)α1
)q
(−2s+t)(2p+2j−1)+2s−2i+1
1 (q1 − q
−1
1 ).
In the double summation, we see that 1 ≤ i ≤ [(t − 2p + 3)/2], 0 ≤
j ≤ [(t− 2p− 2i+ 3)/2] is equivalent to 0 ≤ j ≤ [(t− 2p+ 1)/2], 1 ≤
i ≤ [(t− 2p− 2j + 3)/2]. In the triple one, putting k = i′, i+ j − k =
j′, j − k = k′, we see that i = j′ − k′, j = i′ + k′ and that 1 ≤ i ≤
[(t−2p+3)/2], 1 ≤ j ≤ [(t−2p−2i+3)/2], 0 ≤ k ≤ j−1 is equivalent
to 0 ≤ i′ ≤ [(t−2p+1)/2], 2 ≤ j′ ≤ [(t−2p−2i′+3)/2], 0 ≤ k′ ≤ j′−1.
Hence,
Bp =
[(t−2p+2)/2]∑
i=0
ψ˜iT̟1(D
−
(s−p−i+1)α0+(t−2p−2i+2)α1
)ci(q1 − q
−1
1 )
−
[(t−2p+1)/2]∑
i=0
[(t−2p−2i+3)/2]∑
j=1
ψ˜iE(j+1)δ−α1T̟1(D
−
(s−p−i−j+1)α0+(t−2p−2i−2j+2)α1
)
× cij(q1 − q
−1
1 )θ(p ≤ [(t+ 1)/2])
where we set
ci = [4s− t+ 1]1q
(−2s+t)(2p+2i−1)+2s−2p−2i+2
1 − [2p+ 2i− 1]1q
(−2s+t)(p+i)
and
cij = [2j + 1]1q
(−2s+t)(2p+2i+2j−1)+2s−2p−2j+1
1
+ (1 + q−1)
j−1∑
k=0
b2k[2j − 2k + 1]1q
(−2s+t)(2p+2i+2j−1)+2s−2j+2k+1
1 θ(j ≥ 1).
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It directly follows that
ci = [4s− t− 2p− 2i+ 2]1q
(−2s+t)(2p+2i−1)+2s+1
1 .
Using Lemma 3.17 (1), we have
cij = ([2j + 1]1q
j − b2j(1 + q
−1))q
(−2s+t)(2p+2i+2j−1)+2s+1
1 .
Hence we have Ap = Bp for 2 ≤ p ≤ [(t+2)/2]. It remains to show that
A1 = B1. We rewrite A1. Using (2)s, Lemma 2.11, and Proposition
3.26 (5), we have[
Eδ−α1 , T̟1([D
−
sα0+tα1
, Eα1 ]q−2s+t)
]
q2s−t−1
=
[
Eδ−α1 , T̟1(D
−
sα0+(t+1)α1
)[t+ 1]1
+
[(t+1)/2]∑
i=1
ψ˜iT̟1(D
−
(s−i)α0+(t−2i+1)α1
)q
(−2s+t)(2i+1)+2s+1
1
]
q2s−t−1
= [Eδ−α1 , T̟1(D
−
sα0+(t+1)α1
)]q2s−t−1[t + 1]1
+
[(t+1)/2]∑
i=1
ψ˜i[Eδ−α1 , T̟1(D
−
(s−i)α0+(t−2i+1)α1
)]q2s−t−1q
(−2s+t)(2i+1)+2s+1
1
+
[(t+1)/2]∑
i=1
i−1∑
j=0
ψ˜jE(i−j+1)δ−α1T̟1(D
−
(s−i)α0+(t−2i+1)α1
)
× b2(i−j)q
(−2s+t)(2i+1)+2s+1
1 (1 + q
−1).
We apply the induction hypothesis ((5) for s and t+1) to the first term
and (5)s−1 to the second one. In the third one, putting j = i
′, i−j = j′,
we see that i = i′ + j′ and that 1 ≤ i ≤ [(t + 1)/2], 0 ≤ j ≤ i − 1 is
equivalent to 0 ≤ i′ ≤ [(t− 1)/2], 1 ≤ j′ ≤ [(t− 2i′ + 1)/2]. Hence,[
Eδ−α1 , T̟1([D
−
sα0+tα1
, Eα1]q−2s+t)
]
q2s−t−1
= T̟1(D
−
sα0+tα1)[4s− t]1[t+ 1]1
−
[(t+1)/2]∑
i=1
E(i+1)δ−α1T̟1(D
−
(s−i)α0+(t−2i+1)α1
)[2i+ 1]1q
(−2s+t+1)i[t + 1]1
+
[(t+1)/2]∑
i=1
ψ˜i
(
T̟1(D
−
(s−i)α0+(t−2i)α1
)[4s− t− 2i]1θ(t− 2i ≥ 0)
−
[(t−2i+1)/2]∑
j=1
E(j+1)δ−α1T̟1(D
−
(s−i−j)α0+(t−2i−2j+1)α1
)
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× [2j + 1]1q
(−2s+t+1)jθ(t− 2i ≥ 1)
)
q
(−2s+t)(2i+1)+2s+1
1
+
[(t−1)/2]∑
i=0
[(t−2i+1)/2]∑
j=1
ψ˜iE(j+1)δ−α1T̟1(D
−
(s−i−j)α0+(t−2i−2j+1)α1
)
× b2jq
(−2s+t)(2i+2j+1)+2s+1
1 (1 + q
−1).
Thus,
A1 = T̟1(D
−
sα0+tα1
)([4s− t]1[t+ 1]1(q1 − q
−1
1 ) + (q
−2s+t − q2s−t))
+
[t/2]∑
i=1
ψ˜iT̟1(D
−
(s−i)α0+(t−2i)α1
)[4s− t− 2i]1q
(−2s+t)(2i+1)+2s+1
1 (q1 − q
−1
1 )
−
[(t+1)/2]∑
j=1
E(j+1)δ−α1T̟1(D
−
(s−j)α0+(t−2j+1)α1
)
× [2j + 1]1[t+ 1]1q
(−2s+t+1)j(q1 − q
−1
1 )
−
[(t−1)/2]∑
i=0
[(t−2i+1)/2]∑
j=1
ψ˜iE(j+1)δ−α1T̟1(D
−
(s−i−j)α0+(t−2i−2j+1)α1
)
× [2j + 1]1[t+ 1]1q
(−2s+t+1)jq
(−2s+t)(2i+1)+2s+1
1 (q1 − q
−1
1 )
−
[(t−1)/2]∑
i=0
[(t−2i+1)/2]∑
j=1
ψ˜iE(j+1)δ−α1T̟1(D
−
(s−i−j)α0+(t−2i−2j+1)α1
)
× b2jq
(−2s+t+1)jq
(−2s+t)(2i+2j+1)+2s+1
1 (1 + q
−1)(q1 − q
−1
1 )
= T̟1(D
−
sα0+tα1)[4s− t + 1]1[t]1(q1 − q
−1
1 )
+
[t/2]∑
i=1
ψ˜iT̟1(D
−
(s−i)α0+(t−2i)α1
)[4s− t− 2i]1
× q
(−2s+t)(2i+1)+2s+1
1 (q1 − q
−1
1 )θ(t ≥ 2)
+
[(t+1)/2]∑
j=1
E(j+1)δ−α1T̟1(D
−
(s−j)α0+(t−2j+1)α1
)
×
(
(1 + q−1)b2jq
(−2s+t)(2j+1)+2s+1
1 − [2j + 1]1[t + 1]1q
(−2s+t+1)j(q1 − q
−1
1 )
)
+
[(t−1)/2]∑
i=1
[(t−2i+1)/2]∑
j=1
ψ˜iE(j+1)δ−α1T̟1(D
−
(s−i−j)α0+(t−2i−2j+1)α1
)
× ((1 + q−1)b2j − [2j + 1]1q
j)q
(−2s+t)(2i+2j+1)+2s+1
1 (q1 − q
−1
1 )θ(t ≥ 3).
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We rewrite B1. Using (2)s−1 and Proposition 3.26 (5), we have
[t/2]∑
i=1
E(i+1)δ−α1T̟1([D
−
(s−i)α0+(t−2i)α1
, Eα1 ]q−2s+t−1)[2i+ 1]1q
(−2s+t)iθ(t ≥ 2)
=
[t/2]∑
i=1
E(i+1)δ−α1
(
T̟1(D
−
(s−i)α0+(t−2i+1)α1
)[t− 2i+ 1]1
+
[(t−2i+1)/2]∑
i=1
ψ˜iT̟1(D
−
(s−i−j)α0+(t−2i−2j+1)α1
)q
(−2s+t)(2j+1)+2(s−i)+1
1 θ(t− 2i ≥ 1)
)
× [2i+ 1]1q
(−2s+t)iθ(t ≥ 2)
=
[t/2]∑
i=1
E(i+1)δ−α1T̟1(D
−
(s−i)α0+(t−2i+1)α1
)[t− 2i+ 1]1[2i+ 1]1q
(−2s+t)iθ(t ≥ 2)
+
[t/2]∑
i=1
[(t−2i+1)/2]∑
j=1
(
ψ˜jE(i+1)δ−α1 + (1 + q
−1)
j−1∑
k=0
b2(j−k)ψ˜kE(i+j−k+1)δ−α1
)
× T̟1(D
−
(s−i−j)α0+(t−2i−2j+1)α1
)[2i+ 1]1
× q
(−2s+t)(2i+2j+1)+2(s−i)+1
1 θ(t− 2i ≥ 1)θ(t ≥ 3).
In the first term, on account of the factor [t − 2i + 1]1, the range
of i can be changed to 1 ≤ i ≤ [(t + 1)/2], so that the case where
t = 1 can be included. In the double summation, we see that 1 ≤
i ≤ [(t − 1)/2], 1 ≤ j ≤ [(t − 2i + 1)/2] is equivalent to 1 ≤ j ≤
[(t − 1)/2], 1 ≤ i ≤ [(t − 2j + 1)/2]. In the triple one, putting k =
i′, i+ j−k = j′, j−k = k′, we see that i = j′−k′, j = i′+k′ and that
1 ≤ i ≤ [(t−1)/2], 1 ≤ j ≤ [(t−2i+1)/2], 0 ≤ k ≤ j−1 is equivalent
to 0 ≤ i′ ≤ [(t − 3)/2], 2 ≤ j′ ≤ [(t − 2i′ + 1)/2], 1 ≤ k′ ≤ j′ − 1.
Hence,
[t/2]∑
i=1
E(i+1)δ−α1T̟1([D
−
(s−i)α0+(t−2i)α1
, Eα1 ]q−2s+t−1)[2i+ 1]1q
(−2s+t)iθ(t ≥ 2)
=
[(t+1)/2]∑
i=1
E(i+1)δ−α1T̟1(D
−
(s−i)α0+(t−2i+1)α1
)[t− 2i+ 1]1[2i+ 1]1q
(−2s+t)i
+
[(t−1)/2]∑
i=1
[(t−2j+1)/2]∑
j=1
ψ˜iE(j+1)δ−α1T̟1(D
−
(s−i−j)α0+(t−2i−2j+1)α1
)
× [2j + 1]1q
(−2s+t)(2i+2j+1)+2(s−j)+1
1 θ(t ≥ 3)
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+
[(t−3)/2]∑
i=0
[(t−2i+1)/2]∑
j=2
j−1∑
k=1
ψ˜iE(j+1)δ−α1T̟1(D
−
(s−i−j)α0+(t−2i−2j+1)α1
)
× b2k[2j − 2k + 1]1q
(−2s+t)(2i+2j+1)+2(s−j+k)+1
1 (1 + q
−1)θ(t ≥ 3).
Using Lemma 3.17 (1), we see that the last term is equal to
[(t−3)/2]∑
i=0
[(t−2i+1)/2]∑
j=2
ψ˜iE(j+1)δ−α1T̟1(D
−
(s−i−j)α0+(t−2i−2j+1)α1
)
× ((qj − q−j)[2j + 1]1 − b2j(1 + q
−1))q
(−2s+t)(2i+2j+1)+2s+1
1 θ(t ≥ 3).
Here, we can include the case where j = 1, in which the factor ((qj −
q−j)[2j+1]1−b2j(1+q
−1)) vanishes, and the case where i = [(t−1)/2](=
[(t−3)/2]+1), in which we have j = 1 since [(t+1)/2]− [(t−1)/2] = 1,
so that we can also include the case where t = 1, 2. Hence, applying
(2)s to the definition of B1, we have
B1 = T̟1(D
−
sα0+tα1
)[4s− t + 1]1[t]1(q1 − q
−1
1 )
+ (q1 − q
−1
1 )
[t/2]∑
i=1
ψ˜iT̟1(D
−
(s−i)α0+(t−2i)α1
)
×
(
[4s− t+ 1]1q
(−2s+t−1)(2i+1)+2s+1
1 − [2i+ 1]1q
(−2s+t)(i+1)
)
θ(t ≥ 2)
−
[(t+1)/2]∑
j=1
E(j+1)δ−α1T̟1(D
−
(s−j)α0+(t−2j+1)α1
)
× [t− 2j + 1]1[2j + 1]1q
(−2s+t)j(q1 − q
−1
1 )
−
[(t−1)/2]∑
i=1
[(t−2i+1)/2]∑
j=1
ψ˜iE(j+1)δ−α1T̟1(D
−
(s−i−j)α0+(t−2i−2j+1)α1
)
× [2j + 1]1q
(−2s+t)(2i+2j+1)+2(s−j)+1
1 (q1 − q
−1
1 )θ(t ≥ 3)
−
[(t−1)/2]∑
i=0
[(t−2i+1)/2]∑
j=1
ψ˜iE(j+1)δ−α1T̟1(D
−
(s−i−j)α0+(t−2i−2j+1)α1
)
× ((qj − q−j)[2j + 1]1 − b2j(1 + q
−1))q
(−2s+t)(2i+2j+1)+2s+1
1 (q1 − q
−1
1 ).
It is now easy to see that A1 = B1. We obtain (5) for s.
The proposition is proved.
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Definition 7.6. For n, r ≥ 0, we define the elements D+nδ+kα1 ofU
+
Z
(>
) ∩U+nδ+kα1 by D
+
nδ = δn,0, D
+
kα1
= E
(k)
α1 , and
D+nδ+rα1 =
min(r,2n)∑
i=1
E(r−i)α1 (T
−1
1 ∗)(D
−
nα0+(2n−i)α1
)q
(2n−i)(−k+i)
1 for n, r ≥ 1.
Example 7.7. Let n ≥ 0. Then, D+nδ+α1 = Enδ+α1.
The following is a consequence of Proposition 7.5 (5) and will be
used in the next section.
Corollary 7.8. Let n, r ≥ 0. Then,
n∑
i=0
D+(n−i)δ+rα1Eiδ+α1 [2i+ 1]1q
−ir = D+nδ+(r+1)α1 [2n + r + 1]1.
Proof. We can assume that n ≥ 1. We rewrite the left hand side, which
is denoted by LHS. By Definition 7.6, we have
LHS = E(r)α1 Enδ+α1 [2n+ 1]1q
−nr
+
n−1∑
i=0
min(r,2n−2i)∑
j=1
E(r−j)α1 (T
−1
1 ∗)(D
−
(n−i)α0+(2n−2i−j)α1
)Eiδ+α1
× [2i+ 1]1q
(−2n+2i+j)(r−j)
1 q
−ir.
We rewrite the l = 0 part. Using Proposition 7.5 (5), we have
(T−11 ∗)(D
−
nα0+(2n−j)α1
)Eα1
= (T−11 ∗)((T
−1
1 ∗)(Eα1)D
−
nα0+(2n−j)α1
)
= (T−11 ∗ T
−1
̟1
T̟1)((T
−1
1 ∗)(Eα1)D
−
nα0+(2n−j)α1
)
= (T−11 ∗ T
−1
̟1 )(Eδ−α1T̟1(D
−
nα0+(2n−j)α1
))
= (T−11 ∗ T
−1
̟1 )
(
T̟1(D
−
nα0+(2n−j)α1
)Eδ−α1q
j
+ T̟1(D
−
nα0+(2n−j−1)α1
)[2n+ j + 1]1θ(j ≤ 2n− 1)
−
[(2n−j)/2]∑
k=1
E(k+1)δ−α1T̟1(D
−
(n−k)α0+(2n−j−2k)α1
)[2k + 1]1q
−jkθ(j ≤ 2n− 2)
)
= Eα1(T
−1
1 ∗)(D
−
nα0+(2n−j)α1
)qj
+ (T−11 ∗)(D
−
nα0+(2n−j−1)α1
)[2n+ j + 1]1θ(j ≤ 2n− 1)
−
[(2n−j)/2]∑
k=1
(T−11 ∗)(Ekδ−α1D
−
(n−k)α0+(2n−j−2k)α1
)[2k + 1]1q
−jkθ(j ≤ 2n− 2).
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Hence,
LHS = E(r)α1 Enδ+α1 [2n+ 1]1q
−nr
+
n−1∑
i=1
min(r,2n−2i)∑
j=1
E(r−j)α1 (T
−1
1 ∗)(Eiδ−α1D
−
(n−i)α0+(2n−2i−j)α1
)
× [2i+ 1]1q
(−2n+2i+j)(r−j)
1 q
−ir
+
min(r,2n)∑
j=1
E(r−j)α1 Eα1(T
−1
1 ∗)(D
−
nα0+(2n−j)α1
)qjq
(−2n+j)(r−j)
1
+
min(r,2n−1)∑
j=1
E(r−j)α1 (T
−1
1 ∗)(D
−
nα0+(2n−j−1)α1
)[2n + j + 1]1q
(−2n+j)(k−j)
1
−
min(r,2n−2)∑
j=1
[(2n−j)/2]∑
k=1
E(r−j)α1 (T
−1
1 ∗)(Ekδ−α1D
−
(n−k)α0+(2n−j−2k)α1
)
× [2k + 1]1q
−jkq
(−2n+j)(r−j)
1 .
By Lemma 7.2 (4), the first term is equal toE
(r)
α1 (T
−1
1 ∗)(D
−
nα0+(2n−1)α1
)[2n+
1]1q
−2nk
1 , which can be added to the fourth one for i = 0. In the second
one, we see that 1 ≤ i ≤ n − 1, 1 ≤ j ≤ min(r, 2n− 2i) is equivalent
to 1 ≤ j ≤ min(r, 2n− 2), 1 ≤ i ≤ [(2n− j)/2], so that it cancels out
with the fifth one. Hence, replacing j by j+1 in the third one, we have
LHS =
min(r,2n−1)∑
j=0
E(r−j)α1 (T
−1
1 ∗)(D
−
nα0+(2n−j−1)α1
)
× ([r − j]1q
j+1q
(−2n+j+1)(r−j−1)
1 + [2n+ j + 1]1q
(−2n+j)(r−j)
1 )
=
min(r,2n−1)∑
i=0
E(r−i)α1 (T
−1
1 ∗)(D
−
nα0+(2n−j−1)α1
)[2n+ r + 1]1q
(−2n+j+1)(r−j)
1
=
min(r+1,2n)∑
j=1
E((r+1)−j)α1 (T
−1
1 ∗)(D
−
nα0+(2n−j)α1
)q
(−2n+j)((r+1)−j)
1 [2n+ r + 1]1
= D+nδ+(r+1)α1 [2n + r + 1]1.
The corollary is proved.
8. Construction of Basis II
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Definition 8.1. For n, r ≥ 0, we define the elements D≥0nδ+rα1 of U
+
Z
(>
)U+
Z
(0) ∩U+nδ+rα1 by
D≥0nδ+rα1 =
n∑
i=0
D+(n−i)δ+rα1Piq
−ir.
Example 8.2. Let n, k ≥ 0. Then, D≥0nδ = Pn, D
≥0
kα1
= E
(k)
α1 .
The following is a consequence of Corollary 7.8.
Lemma 8.3. Let n, r ≥ 0. Then,
D≥0nδ+rα1Eα1 =
n∑
i=0
D+(n−i)δ+(r+1)α1Pi[2n− 2i+ r + 1]1q
−ir.
Proof. By Definition 8.1 and Lemma 4.15, the left hand side is equal
to
n∑
i=0
D+(n−i)δ+rα1PiEα1q
−ir =
n∑
i=0
i∑
j=0
D+(n−i)δ+rα1E(i−j)δ+α1Pj[2i− 2j + 1]1q
−ir.
Putting j = i′, i − j = j′, we see that i = i′ + j′ and that 0 ≤ i ≤
n, 0 ≤ j ≤ i is equivalent to 0 ≤ i′ ≤ n, 0 ≤ j′ ≤ n− i′. Thus, this is
equal to
n∑
i=0
n−i∑
j=0
D+(n−i−j)δ+rα1Ejδ+α1Pi[2j + 1]1q
−(i+j)r.
Applying Corollary 7.8, we obtain the lemma.
Lemma 8.4. Let n ≥ 1, r ≥ 0. Then,
n∑
i=1
D≥0(n−i)δ+rα1 ψ˜iq
i(−r+1) =
n∑
i=1
D+(n−i)δ+rα1Pi[2i]1q
i(−r+1).
Proof. By Definition 8.1, the left hand side is equal to
n∑
i=1
n−i∑
j=0
D+(n−i−j)δ+rα1Pjψ˜iq
−jrqi(−r+1).
Putting i = i′ − j, we see that 1 ≤ i ≤ n, 0 ≤ j ≤ i − 1 is equivalent
to 1 ≤ i′ ≤ n, 0 ≤ j ≤ i′ − 1. Thus, this is equal to
n∑
i=1
i−1∑
j=0
D+(n−i)δ+rα1Pjψ˜i−jq
−jqi(−r+1).
Applying Definition 4.9, we obtain the lemma.
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Using Proposition 7.5 (2) and Lemma 8.3, we prove the following.
Theorem 8.5. Let r, s ≥ 0. Then,
E(s)α0 E
(r)
α1
=
min(2s−1,r)∑
t=0
[t/2]∑
i=0
D≥0iδ+(r−t)α1D
−
(s−i)α0+(t−2i)α1
qi(r−2s)q
(r−t)(−4s+t)
1 θ(s ≥ 1)
+D≥0sδ+(r−2s)α1θ(r ≥ 2s).
Note that if s ≥ 1, then 0 ≤ t ≤ min(2s − 1, r), 0 ≤ i ≤ [t/2] is
equivalent to 0 ≤ i ≤ min(s− 1, [r/2]), 2i ≤ t ≤ min(2s− 1, r).
Proof. We argue by the induction on r. The case where r = 0 is clear.
Assuming the case for r, we shall prove the case for r + 1. We can
assume that s ≥ 1. Using the induction hypothesis and Proposition
7.5 (2), we have
E(s)α0 E
(r)
α1 Eα1 =
min(2s−1,r)∑
t=0
[t/2]∑
i=0
D≥0iδ+(r−t)α1
(
Eα1D
−
(s−i)α0+(t−2i)α1
q−2s+t
+D−(s−i)α0+(t−2i+1)α1 [t− 2i+ 1]1
+
[(t−2i+1)/2]∑
j=1
ψ˜jD
−
(s−i−j)α0+(t−2i−2j+1)α1
q
(−2s+t)(2j+1)+2(s−i)+1
1
)
× qi(r−2s)q
(r−t)(−4s+t)
1 +D
≥0
sα0+(r−2s)α1
Eα1θ(r ≥ 2s).
Hence, if we set
A =
min(2s−1,r)∑
t=0
[t/2]∑
i=0
i∑
j=0
D+(i−j)δ+(r−t+1)α1PjD
−
(s−i)α0+(t−2i)α1
× [2i− 2j + r − t+ 1]1q
−j(r−t)q−2s+tqi(r−2s)q
(r−t)(−4s+t)
1 ,
B =
min(2s−1,r)∑
t=0
[t/2]∑
i=0
D≥0iδ+(r−t)α1D
−
(s−i)α0+(t−2i+1)α1
× [t− 2i+ 1]1q
i(r−2s)q
(r−t)(−4s+t)
1 ,
C =
min(2s−1,r)∑
t=0
[t/2]∑
i=0
[(t−2i+1)/2]∑
j=1
D≥0iδ+(r−t)α1 ψ˜jD
−
(s−i−j)α0+(t−2i−2j+1)α1
× q
(−2s+t)(2j+1)+2(s−i)+1
1 q
i(r−2s)q
(r−t)(−4s+t)
1 ,
D =
s∑
j=0
D+(s−j)δ+(r−2s+1)α1Pj [r − 2j + 1]1q
−j(r−2s)θ(r ≥ 2s),
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then we have
E(s)α0 E
(r+1)
α1
[r + 1]1 = A +B + C +D.
Note that in the above expression of A, on account of the factor [2i−
2j+r−t+1]1, the range of t can be changed to 0 ≤ t ≤ min(2s−1, r+1).
Also, in the above expression of D, on account of the factor [r−2j+1]1,
the factor θ(r ≥ 2s) can be changed to θ(r + 1 ≥ 2s). As for B, by
Definition 8.1, we have
B =
min(2s−1,r)∑
t=0
[t/2]∑
i=0
i∑
j=0
D+(i−j)δ+(r−t)α1PjD
−
(s−i)α0+(t−2i+1)α1
× [t− 2i+ 1]1q
−j(r−t)qi(r−2s)q
(r−t)(−4s+t)
1 .
Here, on account of the factor [t− 2i+1]1, we can change the range of
i to 0 ≤ i ≤ [(t + 1)/2]. We rewrite C. Putting i+ j = i′, we see that
i = i′ − j and that 0 ≤ i ≤ [t/2], 1 ≤ j ≤ [(t− 2i+ 1)/2] is equivalent
to 0 ≤ i′ ≤ [(t+ 1)/2], 1 ≤ j ≤ i′. Thus,
C =
min(2s−1,r)∑
t=0
[(t+1)/2]∑
i=0
i∑
j=1
D≥0(i−j)δ+(r−t)α1 ψ˜jD
−
(s−i)α0+(t−2i+1)α1
× q
(−2s+t)(2j+1)+2(s−i+j)+1
1 q
(i−j)(r−2s)q
(r−t)(−4s+t)
1 .
Applying Lemma 8.4, we have
C =
min(2s−1,r)∑
t=0
[(t+1)/2]∑
i=0
i∑
j=1
D+(i−j)δ+(r−t)α1PjD
−
(s−i)α0+(t−2i+1)α1
× [2j]1q
j(−r+t+1)qt−2i+11 q
i(r−2s)q
(r−t)(−4s+t)
1 .
Thus,
B + C =
min(2s−1,r)∑
t=0
[(t+1)/2]∑
i=0
i∑
j=0
D+(i−j)δ+(r−t)α1PjD
−
(s−i)α0+(t−2i+1)α1
× [t− 2i+ 2j + 1]1q
j(−r+t+1)qi(r−2s)q
(r−t)(−4s+t)
1 .
Replacing t by t− 1, we have
B + C =
min(2s,r+1)∑
t=1
[t/2]∑
i=0
i∑
j=0
D+(i−j)δ+(r−t+1)α1PjD
−
(s−i)α0+(t−2i)α1
× [t− 2i+ 2j]1q
j(−r+t)qi(r−2s)q
(r−t+1)(−4s+t−1)
1 .
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Here, on account of the factor [t − 2i + 2j]1, we can include the case
where t = 0. Hence,
A +B + C
=
min(2s−1,r+1)∑
t=0
[t/2]∑
i=0
i∑
j=0
D+(i−j)δ+(r−t+1)α1PjD
−
(s−i)α0+(t−2i)α1
× [r + 1]1q
j(−r+t−1)qi(r−2s+1)q
(r−t+1)(−4s+t)
1
+
s∑
j=0
D+(s−j)δ+(r−2s+1)α1Pj[2j]1q
(s−j)(r−2s)q
−(r−2s+1)(2s+1)
1 θ(r + 1 ≥ 2s).
By Definition 8.1, we see that the former term is equal to
min(2s−1,r+1)∑
t=0
[t/2]∑
i=0
D≥0iδ+(r−t+1)α1D
−
(s−i)α0+(t−2i)α1
[r + 1]1q
i(r−2s+1)q
(r−t+1)(−4s+t)
1
and that the latter plus D is equal to
s∑
j=0
D+(s−j)δ+(r−2s+1)α1Pj[r + 1]1q
−j(r−2s+1)θ(r + 1 ≥ 2s)
= D≥0sα0+(r−2s+1)α1 [r + 1]1θ(r + 1 ≥ 2s).
Thus, we obtain the case for r + 1. The theorem is proved.
Corollary 8.6. We have U+
Z
(0) ⊂ U+
Z
.
Proof. It is enough to show that Ps ∈ U
+
Z
for s ≥ 0, but it follows from
Theorem 8.5 with r = 2s by the induction on s.
We shall prove that VZ is closed under multiplication (Proposition
8.13). First, we shall prove that both ofU+
Z
(>)U+
Z
(0) and U+
Z
(0)U+
Z
(<
) are closed under multiplication (Corollary 8.9).
Proposition 8.7. Let s ≥ 0. Then,
(1) D−sα0+rα1E
(k)
α1 ∈ VZ for r, k ≥ 0,
(2) PsE
(k)
nδ+α1
∈ U+
Z
(>;nδ + α1)U
+
Z
(0; s) for n, k ≥ 0,
(3) E
(k)
α0 D
≥0
sδ+rα1
∈ VZ for k, r ≥ 0,
(4) PsE
(k)
(2n+2)δ−α0
∈ U+
Z
(>; (2n+ 2)δ − α0)U
+
Z
(0; s) for n, k ≥ 0.
Proof. We denote by (a)r the statement (a) for s = 0, 1, . . . , r. First,
we prove the following.
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Sublemma 8.8. Let s ≥ 1 and assume that (2)s−1 and (4)s−1 are
valid. Let α ∈ R+re(>), x ∈ U
+,h
Z
(>;α) and let y ∈ U+,h
Z
(0; s − 1).
Then, yx =
∑
i xiyi for some xi ∈ U
+,h
Z
(>;α), yi ∈ U
+,h
Z
(0; s− 1) with
h(xi) = h(x), i(yi) ≤ i(y).
Proof. By the same argument in the proof of Proposition 4.17, the
sublemma is reduced to the case where x = E
(k)
nδ+α1
with nδ + α1 ≥ α
or x = E
(k)
(2n+2)δ−α0
with (2n+2)δ−α0 ≥ α, and y = Pi for 1 ≤ i ≤ s−1,
but it follows from (2)s−1 and (4)s−1.
We shall prove (1)s–(4)s at once by the induction on s. If s = 0, then
(3) follows from Theorem 8.5, and the others are clear. Now, assume
that s ≥ 1.
(1)s We argue by the induction on r. The case where r = 0 follows
from Theorem 8.5. We can assume that 1 ≤ r ≤ 2s− 1. By Theorem
8.5, we have
E(s)α0 E
(r)
α1
E(k)α1
=
[r/2]∑
i=1
r∑
t=2i
D≥0iδ+(r−t)α1D
−
(s−i)α0+(t−2i)α1
E(k)α1 q
i(r−2s)q
(r−t)(−4s+t)
1 θ(r ≥ 2)
+
r−1∑
t=0
E(r−t)α1 D
−
sα0+tα1E
(k)
α1 q
(r−t)(−4s+t)
1 +D
−
sα0+rα1E
(k)
α1 .
The left hand side is equal to E
(s)
α0 E
(r+k)
α1
[
r+k
k
]
1
, which belongs to VZ
by Theorem 8.5. The first term on the right hand side belongs to VZ,
since for 1 ≤ i ≤ [r/2], 2i ≤ t ≤ r, we have D−(s−i)α0+(t−2i)α1E
(k)
α1 ∈ VZ
by (1)s−1; hence, D
≥0
iδ+(r−t)α1
D−(s−i)α0+(t−2i)α1E
(k)
α1 ∈ VZ by Sublemma
8.8 and Proposition 4.17 (2). The second one on the right hand side
belongs to VZ by the induction hypothesis. Thus, D
−
sα0+rα1E
(k)
α1 ∈ VZ.
We obtain (1) for s.
(2)s By Theorem 8.5, we have
E(s)α0 E
(2s)
α1
E(k)α1
=
2s−1∑
t=0
[t/2]∑
i=0
D≥0iδ+(2s−t)α1D
−
(s−i)α0+(t−2i)α1
E(k)α1 q
(2s−t)(−4s+t)
1 + PsE
(k)
α1
.
The left hand side is equal to E
(s)
α0 E
(2s+k)
α1
[
2s+k
k
]
1
, which belongs to VZ
by Theorem 8.5. The first term on the right hand side belongs to VZ,
since for 0 ≤ t ≤ 2s− 1, 0 ≤ i ≤ [t/2], we have D−(s−i)α0+(t−2i)α1E
(k)
α1 ∈
VZ by virtue of (1)s; hence, D
≥0
iδ+(2s−t)α1
D−(s−i)α0+(t−2i)α1E
(k)
α1 ∈ VZ by
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Sublemma 8.8 and Corollary 4.6. Hence, by Proposition 4.17, we have
PsE
(k)
nδ+α1
∈ VZ ∩U
+(>;nδ + α1)U
+(0; s) = U+
Z
(>;nδ + α1)U
+
Z
(0; s).
We obtain (2) for s.
(3)s By Theorem 8.5, we have
E(k)α0 E
(s)
α0
E(r+2s)α1
=
s−1∑
i=0
2s−1∑
t=2i
E(k)α0 D
≥0
iδ+(r+2s−t)α1
D−(s−i)α0+(t−2i)α1q
irq
(−4s+t)(r+2s−t)
1 + E
(k)
α0 D
≥0
sδ+rα1
.
The left hand side is equal to E
(k+s)
α0 E
(r+2s)
α1
[
k+s
k
]
0
, which belongs to VZ
by Theorem 8.5. The first term on the right hand side belongs to VZ,
since for 0 ≤ i ≤ s−1, 2i ≤ t ≤ 2s−1, we have E
(k)
α0 D
≥0
iδ+(r+2s−t)α1
∈ VZ
by (3)s−1; thus, E
(k)
α0 D
≥0
iδ+(r+2s−t)α1
D−(s−i)α0+(t−2i)α1 ∈ VZ by Corollary
4.7 (4). Hence, E
(k)
α0 D
≥0
sδ+rα1
∈ VZ. We obtain (3) for s.
(4)s By Theorem 8.5, we have
E(k)α0 E
(s)
α0 E
(2s)
α1
=
2s−1∑
t=0
[t/2]∑
i=0
E(k)α0 D
≥0
iδ+(2s−t)α1
D−(s−i)α0+(t−2i)α1q
(−4s+t)(2s−t)
1 + E
(k)
α0
Ps.
The left hand side is equal to E
(k+s)
α0 E
(2s)
α1
[
k+s
k
]
0
, which belongs to VZ
by Theorem 8.5. The first term on the right hand side belongs to VZ,
since for 0 ≤ t ≤ 2s− 1, 0 ≤ i ≤ [t/2], we have E
(k)
α0 D
≥0
iδ+(2s−t)α1
∈ VZ
by (3)s−1; hence, E
(k)
α0 D
≥0
iδ+(2s−t)α1
D−(s−i)α0+(t−2i)α1 ∈ VZ by Corollary 4.6
(4). Hence, by Proposition 4.17, we have E
(k)
α0 Ps ∈ VZ ∩U
+(0; s)U+(<
) = U+
Z
(0; s)U+
Z
(<). Applying T n̟1, we have E
(k)
2nδ+α0
Ps ∈ U
+
Z
(0; s)U+
Z
(<
; 2nδ + α0) for n ≥ 0. Applying T
−1
1 ∗, we have PsE
(k)
(2n+2)δ−α0
∈ U+
Z
(>
; (2n+ 2)δ − α0)U
+
Z
(0; s) for n ≥ 0. We obtain (4) for s.
The proposition is proved.
Corollary 8.9. Let α ∈ R+re(>), β ∈ R
+
re(<) and let n ≥ 0.
(1) Let x ∈ U+,h
Z
(>;α), y ∈ U+,h
Z
(0;n). Then, yx =
∑
i xiyi for some
xi ∈ U
+,h
Z
(>;α), yi ∈ U
+,h
Z
(0;n) with h(xi) = h(x), i(yi) ≤ i(y).
(2) U+
Z
(>;α)U+
Z
(0;n) is closed under multiplication.
(3) Let y ∈ U+,h
Z
(0;n), z ∈ U+,h
Z
(<; β). Then, zy =
∑
i yizi for some
yi ∈ U
+,h
Z
(0;n), zi ∈ U
+,h
Z
(<; β) with i(yi) ≤ i(y), h(zi) = h(z).
(4) U+
Z
(0;n)U+
Z
(<; β) is closed under multiplication.
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Proof. (1) is nothing but Sublemma 8.8. (2) follows from (1) by the
same argument in the proof of Proposition 4.17 (2). Applying T−11 ∗ to
(1) and (2), we obtain (3) and (4) respectively.
Corollary 8.10. Let s, t, k ≥ 0. Then, E
(k)
α0 D
+
sα0+tα1 ∈ VZ.
Proof. By Corollary 8.9 (4), we have VZPn ⊂ VZ for n ≥ 0. Thus,
the corollary follows from Proposition 8.7 (3) and Definition 8.1 by the
induction on s.
Lemma 8.11. Let n, k ≥ 0. Then,
(1) D−(n+1)kα0+(2n+1)kα1 = E
(k)
(n+1)δ−α1
+
∑
i zi1zi2 for some zij ∈ U
+,h
Z
(<
) with h(zij) ≤ −1,
(2) D−(2n+1)kα0+4nkα1 = E
(k)
2nδ+α0
+
∑
i zi1zi2 for some zij ∈ U
+,h
Z
(<)
with h(zij) ≤ −1.
Proof. This follows from Definition 7.1 by the induction on n.
Lemma 8.12. Let n, k ≥ 0. Then,
(1) D+nkδ+kα1 = E
(k)
nδ+α1
+
∑
i xi1xi2 for some xij ∈ U
+,h
Z
(>) with
h(xij) ≥ 1,
(2) D+(2n+1)kδ+2kα1 = E
(k)
2nδ+α0
+
∑
i xi1xi2 for some xij ∈ U
+,h
Z
(>) with
h(xij) ≥ 1.
Proof. In view of Definition 7.6, we obtain the lemma by applying T−11 ∗
to Lemma 8.11.
Proposition 8.13. Let α ∈ R+re(>), β ∈ R
+
re(<) and let x ∈ U
+,h
Z
(>
;α), z ∈ U+,h
Z
(<; β). Then,
(1) zx =
∑
i xiyizi for some xi ∈ U
+,h
Z
(>;α), yi ∈ U
+,h
Z
(0), zi ∈
U
+,h
Z
(<; β) with h(xi) ≤ h(x), h(zi) ≥ h(z),
(2) U+
Z
(>;α)U+
Z
(0)U+
Z
(<; β) is closed under multiplication.
Proof. We prove (1) by the induction on h(x)− h(z). We can assume
that h(x) ≥ 1 and h(z) ≤ −1. By the same argument in the proof
of Proposition 4.19 (1), we see that (1) is reduced to the case where
x = E
(k)
nδ+α1
with nδ+α1 ≥ α or x = E
(k)
(2n+2)δ−α0
with (2n+2)δ−α0 ≥ α,
and z = E
(l)
mδ−α1
with mδ−α1 ≤ β or z = E
(l)
2mδ+α0
with 2mδ+α0 ≤ β.
By virtue of Proposition 4.19, we only have to show that zx ∈ VZ for
these cases. The case where x = E
(k)
nδ+α1
is reduced to the case where
x = E
(k)
α1 by using T
n
̟1
, but it follows from Proposition 8.7 (1), Lemma
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8.11, and the induction hypothesis by the same argument in the proof
of Proposition 4.19 (1). The case where x = E
(k)
(2n+2)δ−α0
is reduced to
the case where x = E
(k)
2δ−α0
and z = E
(l)
mδ−α1
or E
(l)
2mδ+α0
by using T n̟1,
which in turn is reduced to the case where z = E
(k)
α0 and x = E
(l)
nδ+α1
or
E
(l)
(2n+2)δ−α0
by using T−11 ∗, but it follows from Corollary 8.10, Lemma
8.12, and the induction hypothesis by the same argument in the proof
of Proposition 4.19 (1). (1) is proved. By the same argument in the
proof of Proposition 4.19 (2), we obtain (2).
Theorem 8.14. Both of the following are Z[q1, q
−1
1 ]-bases of U
+
Z
:
{Ec+Ec0Ec−| c+ ∈ ⊕i∈R+re(>)Z
(i)
≥0, c0 ∈ ⊕n≥1Z
(n)
≥0 , c− ∈ ⊕i∈R+re(<)Z
(i)
≥0},
(1)
{Ec+SλEc−| c+ ∈ ⊕i∈R+re(>)Z
(i)
≥0, λ is a partition, c− ∈ ⊕i∈R+re(<)Z
(i)
≥0}.
(2)
The basis in (1) has the convexity (see Remark 6.20) and the one in
(2) has the quasi-orthonormality (see Lemma 6.21).
Proof. As is discussed at the end of Section 6, this follows from Propo-
sition 8.13 and Corollary 8.6.
We shall prove that the basis in Theorem 8.14 (2) is an integral
crystal basis of U+. First, let us recall some properties of the canonical
basis. We set L = {x ∈ U+
Z
| (x, x) ∈ A}, which is a Z[q−11 ]-submodule
of U+
Z
. Then we have q−11 L = {x ∈ U
+
Z
| (x, x) ∈ q−11 A}. Let π be the
canonical projection from L to L/q−11 L.
Proposition 8.15. (see [L]) Let B be the canonical basis of U+.
(1) B is quasi-orthonormal with respect to the inner product on U+,
that is, (b, b′) ≡ δb,b′ mod q
−1
1 A for b, b
′ ∈ B.
(2) Each element of B is homogeneous; thus, B = ⊔α∈Q+(B ∩U
+
α ).
(3) Each element of B is invariant under −.
(4) For i ∈ I, k ≥ 0, we have E
(k)
αi ∈ B.
(5) Let i ∈ I and let x ∈ B+q−11 L. If ir(x) = 0, then E
(k)
αi x ∈ B+q
−1
1 L
for k ≥ 0.
(6) B is a Q(q1)-basis of U
+ and a Z[q1, q
−1
1 ]-basis of U
+
Z
.
(7) B is a Z[q−11 ]-basis of L and a Z[q1]-basis of L.
(8) B is a Z-basis of L ∩ L and the restriction of π gives an isomor-
phism of Z-modules from L ∩ L to L/q−11 L.
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Definition 8.16. An integral crystal basis of U+ is a Z[q−11 ]-basis of
L that coincides with the canonical basis B of U+ modulo q−11 L.
Theorem 8.17. Let B be the Z[q1, q
−1
1 ]-basis ofU
+
Z
in Theorem 8.14 (2).
Then, B is an integral crystal basis of U+.
Proof. By the quasi-orthonormality, B is a Z[q−11 ]-basis of L; hence,
π(B) is a Z-basis of L/q−11 L; thus, the transformation matrix with
coefficients in Z between π(B) and π(B) can be taken as the identity
up to signs. We have to show that all the signs are plus. For that
purpose, by virtue of [L4, 8.3], it is enough to show that any Sλ belongs
to B + q−11 L. We argue by the induction on the length of λ, which is
denoted by l(λ). First, assume that l(λ) = 0, 1. Then, Sλ = Ps for some
s ≥ 0. By a close look at Theorem 8.5 with r = 2s and by Proposition
6.4 together with Lemma 6.12, we have E
(s)
α0 E
(2s)
α1 ≡ Ps mod q
−1
1 L.
By Proposition 8.15 ((4), (5)), we have E
(s)
α0 E
(2s)
α1 ∈ B + q
−1
1 L; hence,
Ps ∈ B+ q
−1
1 L. Now, assume that l(λ) ≥ 2. By the same argument in
the proof of [BCP, Lem.4.2], the induction proceeds.
Appendix A. Additional Commutation Relations
We shall study the commutation relations between the real root vec-
tors of height 2 and −2 (Corollary A.3).
Lemma A.1. Let k, l ≥ 0. Then,
[Eα0 , Ekδ+α1Elδ+α1 ]q−4
= (q1 − q
−1
1 )
l∑
i=0
q−2b2(l−i)+1Ekδ+α1 ψ˜iE(l−i+1)δ−α1
+ (q1 − q
−1
1 )
k∑
i=0
q−1b2(k−i)+1Elδ+α1ψ˜iE(k−i+1)δ−α1
+ (q1 − q
−1
1 )(1 + q
−1)
k−1∑
i=0
k−i∑
j=1
q−1b2i−1b2(k−i−j+1)E(k+l−i−j+1)δ+α1ψ˜iEjδ−α1
+ (q1 − q
−1
1 )
k+1∑
i=1
b2i−1ψ˜k−i+1ψ˜l+1.
Proof. Using Proposition 3.26 ((2), (4), (7)), we have
Eα0Ekδ+α1Elδ+α1
=
(
Ekδ+α1Eα0q
−2 + (q1 − q
−1
1 )
k∑
i=0
b2(k−i)+1ψ˜iE(k−i+1)δ−α1
)
Elδ+α1
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= Ekδ+α1
(
Elδ+α1Eα0q
−2 + (q1 − q
−1
1 )
l∑
i=0
b2(l−i)+1ψ˜iE(l−i+1)δ−α1
)
q−2
+ (q1 − q
−1
1 )
k∑
i=0
b2(k−i)+1ψ˜i(Elδ+α1E(k−i+1)δ−α1q
−1 + ψ˜k+l−i+1)
= Ekδ+α1Elδ+α1Eα0q
−4 + (q1 − q
−1
1 )
l∑
i=0
q−2b2(l−i)+1Ekδ+α1ψ˜iE(l−i+1)δ−α1
+ (q1 − q
−1
1 )
k∑
i=0
q−1b2(k−i)+1
(
Elδ+α1 ψ˜i + (1 + q
−1)
i−1∑
j=0
b2(i−j)
× E(l+i−j)δ+α1 ψ˜jθ(i ≥ 1)
)
E(k−i+1)δ−α1 + (q1 − q
−1
1 )
k∑
i=0
b2(k−i)+1ψ˜iψ˜k+l−i+1.
Rewriting the double summation, we obtain the lemma.
Proposition A.2. Let n ≥ 1. Then,
[Eα0 , E2nδ−α0 ]q−4[4]1 =
n−1∑
i=0
n−i∑
j=1
E(n+j−1)δ+α1 ψ˜iE(n−i−j+1)δ−α1
× b2j−1b2(n−j)+1(q − q
−3)(q1 − q
−1
1 )
+
(
ψ˜2n +
n∑
i=1
ψ˜n−iψ˜n+i(b2i+1 − qb2i−1)
)
(q1 − q
−1
1 ).
Proof. By Corollary 3.10, we have
[Eα0 , E2nδ−α0 ]q−4 [4]1 = [Eα0 , Enδ+α1E(n−1)δ+α1 ]q−4
− q[Eα0 , Enδ+α1E(n−1)δ+α1 ]q−4 .
Applying Lemma A.1, we have
[Eα0 , E2nδ−α0 ]q−4[4]1(q1 − q
−1
1 )
−1
=
n−1∑
i=0
q−2b2(n−i)−1Enδ+α1 ψ˜iE(n−i)δ−α1
+
n∑
i=0
q−1b2(n−i)+1E(n−1)δ+α1 ψ˜iE(n−i+1)δ−α1
+ (1 + q−1)
n−1∑
i=0
n−i∑
j=1
q−1b2j−1b2(n−i−j+1)E(2n−i−j)δ+α1 ψ˜iEjδ−α1
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+
n+1∑
i=1
b2i−1ψ˜n−i+1ψ˜n+i−1
− q
( n∑
i=0
q−2b2(n−i)+1E(n−1)δ+α1 ψ˜iE(n−i+1)δ−α1
+
n−1∑
i=0
q−1b2(n−i)−1Enδ+α1ψ˜iE(n−i)δ−α1
+ (1 + q−1)
n−2∑
i=0
n−i−1∑
j=1
q−1b2j−1b2(n−i−j)E(2n−i−j)δ+α1 ψ˜iEjδ−α1
+
n∑
i=1
b2i−1ψ˜n−iψ˜n+i
)
.
The second term and the fifth one cancel out. Combining the first
one and the sixth one, and then adding it to the seventh one for j =
n− i, 1 ≤ i ≤ n− 1, we have
[Eα0 , E2nδ−α0 ]q−4[4]1(q1 − q
−1
1 )
−1
= (1 + q−1)
n−1∑
i=0
n−i∑
j=1
b2j−1(q
−1b2(n−i−j+1) − b2(n−i−j))E(2n−i−j)δ+α1 ψ˜iEjδ−α1
+
n+1∑
i=1
b2i−1ψ˜n−i+1ψ˜n+i−1 − q
n∑
i=1
b2i−1ψ˜n−iψ˜n+i.
Applying Lemma 3.14 (2) to the first term, we obtain the proposition.
Corollary A.3. Let m ≥ 0, n ≥ 1. Then,
[E2mδ+α0 , E2nδ−α0 ]q−4 [4]1
=
m+n−1∑
i=0
m+n−i∑
j=1
E(n+j−1)δ+α1 ψ˜iE(2m+n−i−j+1)δ−α1
× b2j−1b2(m+n−j)+1(q − q
−3)(q1 − q
−1
1 )
+
(
ψ˜2m+n +
m+n∑
i=1
ψ˜m+n−iψ˜m+n+i(b2i+1 − qb2i−1)
)
(q1 − q
−1
1 ).
Proof. Applying Tm̟1 to Proposition A.2 with n replaced by n+m, we
obtain the corollary.
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Appendix B. Connection with the Drinfeld Generators
Definition B.1. [Dr] Let D be the Q(q1)-algebra generated by
{x±n , ak, K
±1, C±1/2| n ∈ Z, k ∈ Z\{0}}
with the following defining relations:
C±1/2 are central, C1/2C−1/2 = 1, KK−1 = K−1K = 1,
(D1)
[ak, K] = 0, Kx
±
nK
−1 = q±1x±n ,
(D2)
[ak, x
±
n ] = ±
[2k]1
k
(qk + q−k + (−1)k+1)C∓|k|/2x±n+k,
(D3)
[ak, al] = δk+l,0
[2k]1
k
(qk + q−k + (−1)k+1)
Ck − C−k
q1 − q
−1
1
,
(D4)
[x+n , x
−
m] =
C(n−m)/2ψ+n+m − C
(m−n)/2ψ−n+m
q1 − q
−1
1
,
(D5)
Symn,m(x
±
n+2x
±
m + (q
∓1 − q±2)x±n+1x
±
m+1 − q
±1x±nx
±
m+2) = 0,
(D6)
Symk,l,m(q
3
1x
±
k∓1x
±
l x
±
m − (q1 + q
−1
1 )x
±
k x
±
l∓1x
±
m + q
−3
1 x
±
k x
±
l x
±
m∓1) = 0,
(D7)
Symk,l,m(q
−3
1 x
±
k±1x
±
l x
±
m − (q1 + q
−1
1 )x
±
k x
±
l±1x
±
m + q
3
1x
±
k x
±
l x
±
m±1) = 0.
(D8)
Here, each suffix runs through all the possible cases and we set ψ+n =
0 for n ≤ −1, ψ−n = 0 for n ≥ 1, and∑
i≥0
ψ±±iu
i = K±1 exp
(
± (q1 − q
−1
1 )
∑
j≥1
a±ju
j
)
.
Definition B.2. Let UD be the Q(q1)-subalgebra of U generated by
ei, fi, k
±1
i , c
±1/2 := q±(h0+2
−1h1) for i ∈ I.
Proposition B.3. The following gives an isomorphism ofQ(q1)-algebras
from D to UD :
C1/2 7→ c1/2, K 7→ k1,
x+n 7→ T
−n
̟1 (e1) for n ∈ Z,
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x−n 7→ T
n
̟1
(f1) for n ∈ Z,
ak 7→ c
−k/2Ekδ for k ≥ 1,(⋆)
a−k 7→ c
k/2Ω(Ekδ) for k ≥ 1,
ψ+n 7→ (q1 − q
−1
1 )c
−n/2k1ψ˜n for n ≥ 0,
ψ−−n 7→ −(q1 − q
−1
1 )c
n/2k−11 Ω(ψ˜n) for n ≥ 0
where we set
(q1 − q
−1
1 )
∑
n≥1
Enδu
n = log
(
1 + (q1 − q
−1
1 )
∑
k≥1
ψ˜ku
k
)
,
or equivalently,
nEnδ = nψ˜n − (q1 − q
−1
1 )
∑
k≥1
kEkδψ˜n−kθ(n ≥ 2) for n ≥ 1.
The inverse map is given by
c1/2 7→ C1/2, k1 7→ K, k0 7→ CK
−2, e1 7→ x
+
0 , f1 7→ x
−
0 ,
e0 7→ [4]
−1
1 q
−1CK−2[x−0 , x
−
1 ]q, f0 7→ [4]
−1
1 qC
−1[x+−1, x
+
0 ]q−1K
2.
Sketch of Proof: Using the results in Section 3 and the Q-linear
anti-involution Ω, we can directly check that the correspondence (⋆)
is consistent with (D1)–(D6). To check (D3), we use the following
identity:
(1 + q−1)nb2n = (1 + q
−1)
n∑
i=1
b2(n−i)(q
i − q−i)(qi + q−i + (−1)i+1)
+ (qn − q−n)(qn + q−n + (−1)n+1)q−2 for n ≥ 1.
We can also check (D7) and (D8), which will be written elsewhere.
Thus, we obtain the surjective Q(q1)-algebra homomorphism from D
to UD. Its injectivity follows from the specialization argument. See
[B1] and [J] for the related matter.
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