Abstract-We prove localization for Anderson-type random perturbations of periodic Schr dinger operators on R near the band edges.
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General, possibly unbounded, single site potentials of fixed sign and compact support are allowed in the random perturbation. The proof is based on the following methods: (i) A study of the band shift of periodic Schr dinger operators under linearly coupled periodic perturbations. (ii) A proof of the Wegner estimate using properties of the spatial distribution of eigenfunctions of finite box hamiltonians. (iii) An improved multiscale method together with a result of de Branges on the existence of limiting values for resolvents in the upper half plane, allowing for rather weak disorder assumptions on the random potential. (iv) Results from the theory of generalized eigenfunctions and spectral averaging.
The paper aims at high accessibility in providing details for all the main steps in the proof.
INTRODUCTION, THE MODEL AND THE RESULTS
One of the most interesting issues concerning mathematical models of solid state physics is localization. Mathematically it is most commonly described by the occurence of pure point spectrum with rapidly decaying eigenfunctions for random operators in a certain energy region (see, however [6] ). More precisely, consider a periodic Schr dinger operator H per = -Δ 4-V per describing the one-dectron approximation of a perfect crystal. Then H per has purely absolutely continuous spectrum consisting of closed intervals, called bands, under some mild assumptions on V p€r . Adding an Anderson type random potential Υ ω to H ptr we get an operator Η ω which corresponds to the crystal with impurities distributed according to Υ ω . This perturbation, even if it is very small with respect to H per , causes a drastic change of the spectral picture: near the band edges of σ(Η ω ) the operator exhibits localization in the above sense. This is the 2 
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content of Theorem 1.1 below, where we need a certain "disorder regime", condition (1.2) below. Results which are closely related to Theorem 1.1 have recently been given by Barbaroux, Combes and Hislop in [1] , and by Figotin and Klein in [10] and [11] .
Figotin and Klein also proved a discrete version of Theorem 1.1 in [9] . For the bottom of the spectrum we present a result, Theorem 1.2, in which no additional disorder assumption is needed. Thus it partly improves upon the results of Combes and Hislop, [2] , and Klopp, [19] ; see however a result of Kotani and Simon, [21] , who treat a special model without disorder assumption. The difference between general band edges and the bottom of the spectrum lies in the fact that for the latter it is known that the the density of states exhibits Lifshitz tails, see [17] . This idea has been used before to prove localization in [19] .
Let us now briefly describe the organization of the paper: In the rest of this section we introduce the model we are working with, and state the main results. We also discuss some basic technical facts, in particular we characterize the almost sure spectrum of fiu.
Sections 2 to 7 are devoted to build up the machinery needed for the proofs of Theorems 1.1 and 1.2, which are finally completed in Section 8. The center of this machinery is a multiscale analysis, a technique which has been used in most of the proofs of multidimensional localization. We use a version which is close to the treatment by Combes and Hislop in [2] , which itself is based on a discrete multiscale method used by von Dreifus and Klein [7] , see also [29] .
The two main ingredients for the multiscale analysis, a Wegner estimate and the initial length scale estimate, are presented and proven in Sections 3 and 4. Their use has also become standard meanwhile, but two specific features of our presentation should be pointed out: First, we have a rather short and direct method to prove a Wegner estimate which uses an idea of one of us from [14] . Second, we aim to include single site potentials of small support (see Assumption A below) under minimal disorder assumptions. In particular, we do not assume 'large disorder' in the sense that the random coupling constansts Qk to be introduced below have a distribution with large support. This needs some non-trivial preparation in Section 2, where we show that the bands of a periodic Schrodinger operator are shifted linearly by a linearly coupled periodic perturbation.
Sections 5 and 6 present the multiscale analysis with complete proofs. Some recent ideas have been added with the effect of streamlined proofs and somewhat stronger results. One improvement arises from an improved Combes-Thomas method due to [1] . We use it in the proof of Lemma 5.5, which is given in an Appendix. Another idea is to use a basic functional analytic result of de Branges [5] on boundary values of operator valued analytic functions in our proof of exponential decay of the resolvent in Section 6. This idea has been used in a similar context in [33] .
The conclusion of the proof of our main results in Section 8 is based on two additional basic methods from spectral theory: spectral averaging and expansions in generalized eigenfunctions. We state what we need from these theories in Section 7 Note that generalized eigenfunctions have been used in other works on localization, cf. [7] , and can be seen as an alternative to a method based on Fredholm theory and the de la Valloe-Poussin theorem used in [2] . We end our paper with some conclusive remarks concerning some readily available extensions and generalizations of the results presented here and a discussion on the relation of our results to the works [1] , [10] and [11] . We did not include the generalizations in the first place, since it is definitely an aim of this article to invite non-specialists to the subject of localization. Thus we have not striven for overwhelming generality but rather tried to present the main ideas as clearly as possible in their simplest form.
We now present the model we are dealing with. Throughout we rest on the following assumptions:
A. Letp 
where the fact that the spectrum is deterministic is already clear from ergodicity. For the case V per = 0 this formula is well known, cf. [16] . We defer the easy proof of (1.1) to the end of this section. Note that Σ has band structure, since the operators occuring in the formula for Σ are all periodic and their band edges depend continuously on g, see the discussion of basic properties of periodic operators below. Moreover, the boundary points of Σ correspond to band edges of either H per + q+ -X^ez* /(' ~~ Ό
ΟΓ
Hper 4-Q-· ZlfceZ' 1 /(' ~ Ό· Thus they "correspond" to the rare events that almost all the coupling constants are near q+ or ςτ_. This is the reason for the name fluctuation boundaries and it is near these boundaries where one expects localization. This quite vague picture can be made precise on the level of the corresponding operators restricted to finite boxes (see Section 4 below) and is the basis for the proof of localization. Finally, note that existing gaps in a(H per ) may be filled-in for Σ, but it follows again from continuity that Σ will have non-trivial gaps if a(H per ) has gaps and q+ is close to g_.
Here are our main results: THEOREM It will be clear from the proof that if we require the decay of g only near q+ or g_ we get localization, but only at the upper or lower band edges respectively. Using estimates from the theory of Lifshitz tails we get the following improvement for the bottom of the spectrum. THEOREM 1.2. In a neighborhood of inf Σ the spectrum of Η ω is pure point P-a.s. with exponentially decaying eigenfanctions.
In his recent preprint [20] Klopp established the existence of Lifshitz tails at internal band edges provided the unperturbed periodic operator satisfies a nondegeneracy condition. Under this condition the assumption (1.2) could be removed in Theorem 1.1.
The class of potentials used in this work is standard in the theory of periodic Schr dinger operators, c.f. [27, Ch. XIII]. Nevertheless, we now briefly discuss some of its properties, in particular, to point out the uniform dependence of operator bounds on several parameters.
Let V be a potential on K d which is locally uniformly in LP ', with ρ as above. Then Ρ (Ω η (χ)) is independent of a; and strictly positive. Also, if Λ/ η (χ) Π Λ/ η (y) = 0, then Ω η (α;) and il n (y) are independent. Thus, for a.e. ω € Ω there exists an χ η (ω) such that ω € Ω η (χ η (α;)). By countability it follows that for a.e. ω this holds for all n. This implies
as n -> oo, where a relative boundedness argument has to be used on || £* = /( -Thus φ η (--x n (u)) is a singular sequence for Ε to Η ω . This concludes the proof of (1.1).
In the context of random perturbations of diffusion matrices one can give a similar description of the spectrum; this was done by one of us in [3] . As usual we use the letter C for a constant that may be different in different equations or inequalities; moreover we will often leave the dependence upon the space dimension d implicit.
PERTURBATION OF BANDS
In this section we provide the tools for our proof of the Wegner estimate and the initial length scale estimates. As the title indicates it is mainly about how the bands of a periodic Schr dinger operator behave under perturbation by certain periodic potentials. The following result is a step in this direction, since the quantity estimated from below in (2.1) will show up as a derivative of eigenvalues. 
Proof. Choose a C 2 -cut-off function 0 < φ < 1 which vanishes on a neighborhood of F and ΟΛ and is 1 on a neighborhood of {x; VQ(X) ^ V(x)}. We can choose it in such a way that the supremum norms of its derivatives are bounded in terms of i?. Note that with / also (1 -φ)/ € D(H%) by the assumptions on φ.
where we used that / is an eigenfunction of H. Since Δ(1 -φ) and V(l -φ) are supported on F we can estimate which proves the assertion by noting that \\φ/\\ < \\xf\\· The following result is of interest beyond its application in Section 4. Since the corresponding operator has compact resolvent, only finitely many -E*(0) can equal J5 n (0), say at most those with k < N. We write P and Q for the orthogonal projections onto the subspaces spanned by / n , ..., JN and /jv+i, ... respectively and have
Assume that the inf equals E n (0). Then there exists a normalized sequence (#*) in {/n, "-JN} ± such that ||Q^|| -4 0 and (Wg k \g k ) -> 0. Therefore, also (WPg k \Pg k ) -> 0. Since P has finite dimensional range, there is an accumulation point g = P g of the g k with (Wg\g) = 0. Since W is strictly positive on some open set, this would contradict the unique continuation result from [12] , since g is an eigenfunction of #e(o) with eigenvalue E n (ff). (See [28] for more recent developments concerning unique continuation.)
From this we also get that α(λ) < α(0) for an upper band edge and A < 0 (treat H(\) as the unperturbed operator). Similarly, we can prove that in case of a lower band edge α(·) and A > 0 we have that α(λ) > α(0) (here we use an argument as in the first case, with α(λ) = E n (H e^( X)), (f k ) an orthonormal basis of eigenfunctions for )· Again it follows by reversing the roles of H(X) and #(0) that α(λ) < α(0) for small λ < 0. In order to show the assertion of the theorem we use kind of a boot-strap argument and apply Proposition 2.1:
Consider now a lower band edge and λ < 0. Fix α > 0 such that {x; W(x) > a} contains the cube Λ#(0) for some P. > 0. For later use we also choose R < 1. By periodicity of W we know that
As an auxiliary potential consider the characteristic function of U *r ) We will show below that there exists C > 0, such that
for all λ € [-λι,Ο] and E n (H^k^(X)) € J where ^-denotes the right and left derivatives with respect to λ. Let us first note that (2.6) will imply the desired estimate
In fact, by (2.5) we find for ε > 0 natural numbers n, k such that Together with (2.6) this gives
To verify (2.6) we use Proposition 2.1. The set J has already been defined. Let An application of the Feynman-Hellmann theorem (see [34] , p. 151) gives that for every normalized eigenfunction / of H^h ( 0 ) (λ) with eigenvalue £ η (#Λ»,(ο)(λ)) we havê
If jE? n (//A fc (o)(0)) is degenerate equation (2.8) holds for an appropriate choice of the eigenfunction (see [13, VII, 3, Thm. 3.6] ). Since eigenvalue crossings might appear, the equation only holds for right and left derivatives. This, together with the estimate from (2.7) implies (2.6). We use the same idea for a lower band edge and λ > 0; here again, an auxiliary potential -tW\ will shift the spectrum away from a. Similar considerations hold for upper band edges: (2.6) holds with sup replacing inf and we again can apply Proposition 2.1 after shifting the spectrum to the right by tW\ if λ < 0 and to the left by -tWi ifA>0.
THE WEGNER ESTIMATE
In this section we are concerned with an inequality concerning the box hamiltonians where A = A^(i) with t € N, i € Z rf and we impose periodic boundary conditions. Here H per +K/ is the random Schr dinger operator given by Assumption A of Section 1. The Wegner estimate expresses quantitatively that it is quite unlikely to hit an eigenvalue of HA(U) for fixed A, varying ω. 
Since the spectrum of Η\(ω) consists of eigenvalues of finite multiplicity it is clear that an analysis of the mobility of these eigenvalues under varying ω will be crucial for the proof of Theorem 3.1. The Uk have absolutely continuous distribution. Thus it is no surprise that we will have to study the derivatives of eigenvalues with respect to a coupling constant in the potential, which, as we already saw in the preceding section, is related to estimates of eigenfunctions. In fact, to obtain Theorem 3.1 we use the proof of the Wegner estimate in [14] verbatim, relying on the following result. Recall that s is one of the parameters of our model as defined in Assumption A. 
Proof. We want to apply Proposition 2.1. Thus for Η = Η\(ω) we want to find a comparison operator Η%(ω) = -Δ + \Ό, ω with the following property: For
independently of ω. Assume first that α is a lower band edge. We set 
Here, the latter inequality follows from g_ < Qk(u) by the min-max principle. Therefore, (3.4) follows for a suitable open interval / containing a.
(3.4) implies that ||(jFfjJ(cj) -μ)~ι\\ is uniformly bounded in μ G /, ω and Λ, and an argument using uniform relative bounds in ω shows the same for \\(Η^(ω) -/x)~1V||. Thus we can apply Proposition 2.1 and get the asserted (3.2).
In the case of upper band edges, which are band edges of H per + q+ · Σ Λ€Ζ^ /(· -k) we add the same auxiliary potential to shift the band edge to the left (this follows from λ < q+) and use the same arguments as above, incl. Proposition 2.1.
INITIAL LENGTH SCALE ESTIMATES
In this section we will prove the initial length scale estimates which are necessary for multi-scale analysis. Let us first consider the case of band edges above the bottom of the spectrum and recall that in this case, i.e. the case of Theorem 1.1 we assume that the coupling constant density g satisfies:
g(s)ds < h r and / g(s) ds < h r for some r > d/2 and small h > 0.
Jq+-h
By standard Combes-Thomas estimates, the exponential decay rates for resolvents we are aiming at will be reduced to proving a lower bound on the distance of the spectrum of the box hamiltonians Η\(ω) to a given band edge a. Proof. Let us first consider the case of reflection invariant potentials which is treated in [17] . Denoting the Schr dinger operator -Δ+ν ρ€Γ +Υ ω on A with Neumann boundary conditions by Η^(ω) it is clear from the min-max principle (compare [8, Ch.6.3] ) that the first eigenvalues obey where the latter refers, as usual, to the operator with periodic boundary conditions. Hence it is enough to prove
To this effect infer from [17] , p. 804 that
for some K > 0. This is on the one hand not enough distance to α but on the other hand a much better decay in t, the sidelength of the cube. Consider the bigger cube Αχ, as a union of ( j) d cubes of sidelength ί € Ν. Using the fact that we get that
As there are ( j) d smaller cubes in λ L and the probability that a fixed one of them contributes an eigenvalue below α 4-1" 2 is given by (4.6) we obtain: In the general case we use the ideas from [22] in order to get the analog of (4.5). To this end consider boundary conditions of the type Η%(ω) which are defined in [22] by the help of a periodic strictly positive generalized eigenfunction h of H per . In [22] it is described how to modify the proof of [17] in order to show that these operators still satisfy (4.6) above. Moreover, from Proposition 1 in [22] it follows that (4.7) is valid. The final observation necessary to adopt the above proof to the general case is the fact that, as for the Neumann boundary conditions, we have which is apparent from the special choice of χ in [22] .
MULTI-SCALE ANALYSIS
Let ίο > 0 be fixed, \y\ := max,· |j/j| for y € R d and dist(·, ·) be the corresponding distance function. For operators on cubes we introduce some more notation in order to facilitate the following calculations. With V per and V = K, as in Section 1 let
with periodic boundary conditions and Rt tX (z)(Ht tX -z)~l. For χ = 0 the subscript χ will be dropped from the terminology defined above.
In the following we work with a fixed energy Ε € R. Note that by independence the probability Ρ (Λ/ ίΧ is 7-good) does not depend on x. For the following lemma let ί be a multiple of 3, Γ := |Z rf and l 1 > L By n good we denote the subset of those ω € Ω for which no two disjoint 7-bad cubes of size I with center in Γ Π A 3 /> exist. This means that diam!^ < §£ for the union Γ& of 7-bad boxes. Let x\ be chosen from the Xj such that ||x//3,2 J A3^'X^/3, 1/ || becomes maximal. Thus, using also that \t(x) is 7-good, This process can now be repeated to construct points x\ , . . . , Xk G Γ as long as is 7-good and does not hit A^/3(j/) or 9A 3^. The same type of estimate (using adjoints) can be applied to y as a starting point, yielding points j/i, . . . , j/j. The process moves in steps of i/3. Therefore, it follows from A^/ 3 (y) U A^/ 3 (x) C Af and the assumption on diam Γ& that j -f k > 3|x -y\l~l -4 iterations can be performed before the process stops on both sides. Estimating finally \\Xt/3, Xll R3t'Xi/3,y j \\ < ||A3^'|| yields (5.1). The lemma is proved. Choosing L = 3ί', φ = (δψι>) and g = Rzt'Xt'/zf, f € Ι/ 2 (Λ 3^) in (5.6) yields after a simple calculation that ||(V<^') · ^Rzt'Xt'/3\\ can be estimated by a sum of terms of the form H^-Rs^x^/sH, where φ is a first or second order partial derivative of ψι>. All these terms can be estimated as in (5. 
β. FROM FINITE BOXES TO THE WHOLE SPACE
The goal of this section is to turn the finite box resolvent estimates proven in Section 5 into the basic estimates for Η(ζ,ω) = (Η(ω) -ζ)" 1 needed to prove localization and exponential decay for eigenfunctions. The main result is THEOREM 6.1. Results of this type go back to de Brange's work [5] . The above formulation is found in [33, Lemma 3] . The Kato class includes all the potentials discussed in the present paper.
As additional preparation for the proof of Theorem 6.1 we need LEMMA 6. Fubini's theorem implies that the following holds with probability 1: For almost every Ε € U there exists a compact subset K = K (E) C R rf such that (6.6) holds. For almost all of these E's it is by Proposition 6.2 also true that sup \\χκ(Ε)Κ(Ε + ie, cj)Q|| < oo. This combines to prove part (a) of Theorem 6.1, i.e. the existence of a subset i/o C U with \U \ UQ\ = 0 and such that sup ff^0 \\R(E + ie)Q\\ < oo for E € i/o with probability 1.
For the following proof of part (b) of Theorem 6.1 assume that E € i/o· Given χ € Z rf , choose fc such that χ € Λ 3^ \ AS^^ and assume that suppQ C A/ fc->1 /3. One more application of the geometric resolvent equation gives
From (a) above and (6.1) we se that the second term on the r.h.s. can be estimated by M < Ce-H» < <7 β -Η"' (6.8)
with Ρ > 1 -Cj~*. Lemma 5.2, Wegner's estimate (compare (6.5), and some calculations are used to estimate the first term on the r.h.s. of (6.7):
< e-^l*l for 0 < 7' < 7/3 and |x| sufficiently large (note α < 2) with probability Ρ > 1 -
). Inserting (6.8) and (6.9) in (6.7) we see that (6.10) holds for every Ε e C/b and large |x| with Ρ > 1 -Ci^. Summability of ^ implies that for every Ε € UQ with probability 1 there exists fco such that (6.10) holds for every x€R d \A 8 £ fce . Fubini's Theorem shows that with probability 1 (6.10) holds for large \x\ and almost every E € t/o, and therefore almost every E € C/. Finally, part (a) of Theorem 6.1 allows us to drop the restriction 'large |x| 7 from the preceding statement, thus completing the proof of part (b).
GENERALIZED EIGENFUNCTIONS AND SPECTRAL AVERAGING
In this section we will introduce two more basic results from spectral theory which will be used in the conclusion of the proofs of our main results. Theorem 6.1 says that certain properties of the resolvent hold with probability one for almost every E in a given set. To use this in the proof of our main results we will need to know that the exceptional energies, where these properties do not hold, can be ignored, i.e. with probability one have no effect on the spectrum of Η (ω). To this end we will use a result on spectral averaging, which is essentially due to [21] with generalized versions given in [2] and [3] . Since / is relatively bounded with respect to -Δ and g > χ := χχ(ο) it is seen that Η χ satisfies the general assumptions used in the proof of spectral averaging in [3] . By Proposition A.2.2 of [2] it also holds that ^(Ηχ)χφ :
. Thus Proposition 7.1 is a special case of Corollary 1.3 in [3] . We will also use a result on generalized eigenfunctions of Schr dinger operators. First, recall that every self-adjoint operator Η in a separable Hubert space Η has an ordered spectral representation, i.e. a unitary operator 
where V is uniformly locally in LP with p = 2ifd<3 and p > | ifd > 4. Let μ be a spectral measure and s > d/2. Then for μ-almost every Ε € R there exists a non-trivial weak solution φ of Η φ = Εφ with φ € Hl 8 .
Results of this type are quite standard and follow from the theory of expansions in generalized eigenfunctions. In the concrete case we may use that V is -Δ-bounded with relative bound 0. Theorem 3.6 of [24] shows that under this assumption (p)( 
PROOF OP LACALIZATION
Let U be the neighborhood of 9Σ resp. inf Σ provided in Theorem 6.1. To ω G Ω let For energies in S ;%? we will be able to establish exponential decay of generalized eigenfunctions using LEMMA 8. Proof. For R > 0 choose functions g R € C §°(\x\ < R) with g R (x) = I for |x| < R -I and such that \Vg R \ < C and \Ag R \ < C uniformly in R.
By the spectral theorem and dominated convergence it holds for general self-adjoint operators H and their spectral resolution P that s-lim e ->o(H -E -ιέ)" 1 (Η -E) = / -P ({E}). Since E is not an eigenvalue of H (ω) it follows that
Thus we can use (8.1) to get that for arbitrary y G Z rf and large
The first term on the r.h.s. of (8.2) is estimated by
Using Ε € 5u, and (/: € #1, we can further estimate this by p(R)e~^R with 7 > 0 and a polynomial p. Thus, after taking the limit R -* oo, we conclude from (8. for every χ € R d . This implies <ρ € £{£., i.e. ||/^|| < oo, and also Ce'iM by (8.3) .
From the definition of 5^ and 3 ω and Theorem 6.1 together with a count ability argument it follows that \U \8 ω \ = 0 with probability one, i. The set of eigenvalues is countable and therefore μ\υ is a point measure, i.e. H\ has pure point spectrum in U. All its eigenfunctions decay exponentially. Using Ρ (Ωό) = 1 in an application of Fubini's theorem to (ωβ,ω 1 ) with ω' = (uk\k 0 ), together with the fact that |R \ M 0 | = 0 and the distribution of UQ is absolutely continuous, we conclude that Η (ω) has pure point spectrum in U with exponentially decaying eigenfunctions for almost every ω.
DISCUSSION
Our main results allow several extensions and generalizations which we have not included in the main body of the text for the sake of clarity of the presentation: The basic methods used in this paper to prove localization also apply to non-compactly supported / which decay at infinity like |x|~m for sufficiently large m. This will be discussed in a separate publication [8] .
(ii) General lattices:
Our results extend to the case of a Γ-periodic potential V per and K;(#) = Σ/ker 0* (<*>)/(' ~~ *) where Γ is a general d-dimensional lattice, i.e. Γ = {53 <=1 α,·υ,·;α,· € Ζ} for some basis {vi,...,Vd} of R rf . In Theorem 1.2 one then has to assume reflection symmetry with respect to Γ, cf. [17] . All necessary modifications in the proofs are straightforward.
(iii) Closing gaps: Theorem 1.1 also applies to the case of a "closing gap", i.e. the situation where an upper band edge α of H per + q+ ^k /(· -k) coincides with a lower band edge of H per 4-q-^2 k /(· -k). For example this happens if H per has a gap of length a, / = ΧΛι(ο) and q+ -g_ = a. In this case ο is an interior point of Σ, but nevertheless our methods show that Η ω is pure point P-a.s. with exponentially decaying eigenfunctions in a neighborhood of a. In fact, with the method of proof of Proposition 3.2 we see that adding an auxiliary potential we get an operator whose spectrum does not contain a. As a general assumption concerning the potentials involved we posed V € L$ oc for p > | and d > 4. The reason is that this implies that the potentials encountered are in the Kato class. It is easy to see that all the necessary background concerning deterministic Schrodinger operator is available for the limiting case p = | for d > 5, since those potentials are operator small with respect to -Δ (cf. [27] ). In particular, for the Combes-Thomas estimates and the trace estimates needed in Section 6 it is not hard to see that the limiting case can be included.
Comparison with other results on band edge localization:
Apart from results for Landau hamiltonians (see the references in [1] ) we want to mention mainly the recent papers [10] , [11] and [1] :
While presenting their results for acoustic and electromagnetic models, the methods used by Figotin and Klein in [10] and [11] also apply to random perturbations of periodic Schrodinger operators and lead to a result like our Theorem 1.1, see Remark 10 in [10] . However, their methods of proving the Wegner estimate and the initial length scale estimate require the assumption (in the Schrodinger case) 0 < IL < Σ f(x-k) <U+ <oo for a.e. χ € R d on the single site potential / and also boundedness of V per . This excludes unbounded / and fs with small support as allowed by our Assumption A.
In [1] Barbaroux, Combes and Hislop provide a very general and powerful framework for band edge localization. This work includes periodic background potentials as a special case. However, in the periodic case it does not cover our results in full generality. In particular, their general result requires a condition ((H9) in [1] ) which needs to be verified in concrete cases. In Proposition 6.4 of [1] and the remark following its proof this is done for the case of large disorder, i.e. that the support of the distribution density g is R or at least large. In the case of a periodic background our Theorem 2.2 provides the equivalent of condition (H9) in [1] for arbitrary, possibly small, disorder. Furthermore, the proof of the Wegner estimate in [1] is given for bounded single site potential while we have included singularities. Also the localization result of [1] needs r > 3d/2 rather then τ > d/2 in the decay assumption (1.2). The reason for this is that in addition to the improved Combes-Thomas method of [1] we also use an improved multiscale analysis based on the de Dranges result. In [1] the assumption τ > d is used in a similar context and it is noted in Remark 11 that r > d/2 would be sufficient if the improved Combes-Thomas method would be exploited.
An important advantage of [1] is that a "linear" version of the Wegner estimate (3.1) is proven, i.e. the term |Λ| 2 is replaced by |Λ|. This improved form of the Wegner estimate is not needed in the proof of localization and is found at considerably higher effort than our proof of Theorem 3.1 . It allows, however, to show Lipshitz continuity for the integrated density of states.
APPENDIX: Proof of Lemma 5.5
Here we give a proof of Lemma 5.5. In order to do this we first give a result for the resolvent of deterministic Schrodinger operators with a spectral gap and then apply it to the random operators Ηι(ω) studied in Section 5. The deterministic result is an improved Combes-Thomas-type estimate, which differs from the 'classical' estimate by yielding a better exponential decay rate for localized resolvents at fixed energy E. Basically the rate is found to be proportional to the square root of the distance of Ε to the spectrum, while the original method only gave a rate proportional to the distance. This improvement was first used in [1, Ch.3] , from where we also take all essential parts of the proof. The main difference in the result and proof given below is that we need to apply the method to complex energies E -f is. 
