Abstract. This work examines a novel method of developing features to use for machine learning of sentiment analysis and related tasks. This task is frequently approached using a "Bag of Words" representationone feature for each word encountered in the training data -which can easily involve thousands of features. This paper describes a set of compact features developed by learning scores for words, dividing the range of possible scores into a number of bins, and then generating features based on the distribution of scored words in the document over the bins. This allows for effective learning of sentiment and related tasks with 25 features; in fact, performance was very often slightly better with these features than with a simple bag of words baseline. This vast reduction in the number of features reduces training time considerably on large datasets, and allows for using much larger datasets than previously attempted with bag of words approaches, improving performance.
Introduction
Sentiment analysis is the problem of learning opinions from text. On the surface, sentiment analysis appears similar to text categorization by topic, but it is a harder problem for many reasons, as discussed in Pang & Lee's 2008 survey [11] . First and foremost, with text categorization, it is usually much easier to extract relevant key words, while sentiment can be expressed in many ways without using any words that individually convey sentiment. In topic classification there are undoubtedly red herrings, such as the use of analogies and metaphor, but if a word associated with a given domain is mentioned frequently, it is usually related (although not necessarily the most relevant). However, in sentiment analysis there are many examples of "thwarted expectations" (e.g. "I was expecting this movie to be great, but it was terrible") and comparison to an entity with opposing sentiment (e.g. "I loved the first movie, but this sequel is terrible") such that a positive review can easily have many negative words and vice versa [11] . In addition, words that convey positive sentiment in one domain may be irrelevant or negative in another domain, such as the word unpredictable, which is generally positive when referring to the plot of a book or a movie but negative when referring to an electronic device.
The Bag of Words (BOW) representation is commonly used for machine learning approaches to text classification problems. This representation involves creating a feature vector consisting of every word seen (perhaps some minimum number of times) in the training data and learning based on the words that are present in each document, sentence, or other unit of interest. However, this approach leads to a very large, sparse feature space, as words are distributed such that there are a small set of very frequent, not very informative words, and a great deal of individually rarer words that carry most of the information in a sentence. Thousands of features are required to adequately represent the documents for most text classification tasks.
Another approach is to learn scores for words, and then use these words to classify documents based on the sum or average of the scores in a document and some threshold. While this type of approach is useful, bag of words based approaches generally perform better, although the two approaches can be combined together through meta classifiers or other approaches to improve on either approach individually.
This research proposes a novel method of combining machine learning with word scoring through condensing the sparse features of BOW into a very compact "numeric" representation by using the distribution of the word scores in the document. This approach allows for combining word scores with machine learning in a way that provides much more information than a simple global word score for a document, with substantially fewer features than a BOW approach. Other combination approaches add complexity to the BOW idea, by adding an extra meta-classifier or making the features even more complicated; ours instead uses the results of a word scoring method to make the machine learning step simpler by reducing a feature vector in the thousands to one of about twenty-five.
Related Work
This paper combines ideas from two different basic approaches to sentiment analysis. The first is to use a bag of words feature set and train a machine learning classifier such as a Support Vector Machine (SVM) using the BOW features, such as in [10] . The second approach is to learn scores for words and score documents based on those scores, such as in [3] . Some previous attempts to combine these two approaches include combining results from both systems with a meta classifier such as in [8] , [6] , and [1] , and weighting bag of words features by a score, such as the use of TF/IDF in [7] . While there are many techniques to improve on the basic idea of BOW through refining the features or combining it with other approaches, it remains a good basic approach to the problem.
Approach to Generating Compact Features
The approach used here involves 3 steps. The first step is to calculate scores for the words, while the second is to represent the documents in terms of the distribution of those word scores. Finally, we run a machine learning algorithm on the features representing the distribution of the word scores. We refer to our features as "Numeric" features.
Learning Word Scores
The first step to this approach involves learning word scores from the text. We initially considered three different supervised methods of scoring words, and found that Precision performed best.
This method was inspired by its use in [12] for extracting potential subjective words. It represents the proportion of occurrences of the word which were in positive documents, but does not account for differences in the number of words in the sets of positive and negative documents. This produces a value between 0 and 1. precision = wP wP + wN (1) wP , wN the number of occurrences of word w in positive (negative) documents
In order to calculate the precision, we first go through the training data and count the number of positive and negative instances of each word. We then compute the scores for each word. As a word which appears very few times could easily appear strongly in one category by chance, we chose to only use words appearing at least 5 times. This produces a list of word scores customized to the domain of interest.
Generating Features from Scored Words
In order to generate features from these scored words, we first divide the range of possible scores into a number of "bins", representing a range of word scores. We then go through each document, look up the score for each word, and increment the count of its corresponding bin. After we have counted the number of words in each bin, we normalize the count by the number of scored words in the document, such that each bin represents the percentage of the words in the document in its range of scores.
Example of Generating Features. This section shows an example of scoring a document after we have scored the words, assuming 10 bins and precision word scores ranging from 0 to 1. Figure 1a shows the preprocessed text of the review with word scores, while Figure 1b shows the results of counting the number of words in each bin, and then normalizing those counts based on the number of scored words in the document to generate the features we use for machine learning.
After going through this process for a set of documents, we have a set of numeric features based on the distribution of the word scores that is much more compact than the bag of words representation and can be used as input to a machine learning algorithm.
Selecting Parameters
There are three main options to this approach -the method for scoring the words, the number of bins to use, and the machine learning algorithm to use. We used two basic datasets to select these options -the reviews of Steve Rhodes from [10] and the 2000 review, balanced, Electronics dataset from [2] . We used these datasets in terms of both ordinal and binary problems, for a total of 4 distinct problems. We examined the effect of three different scoring methods, varying the number of bins, and using a variety of classifiers as implemented in the WEKA machine learning system [13] . While we do not have space to present all of the details here, we found that the precision scoring method performed best on most datasets by a small margin, but that all scoring methods were close. The number of bins only affected performance by a very small amount given enough bins -some datasets performed very well with as few as 10 bins, while others needed 25, and using more bins had no consistent effect on performance beyond that point. The SMO algorithm, WEKA's implementation of Support Vector Machines (SVM), performed well, while we also found that BayesNet performed nearly as well and was much faster, particularly in the ordinal case.
The experiments using the word score based features all use precision scoring with 25 bins. In the Binary case, they use SMO, with default settings except for the option of fitting logistic models to the outputs for Binary problems. For ordinal problems, the BayesNet classifier is used instead. The BOW baseline classifiers are all constructed using SMO with default settings, as SVM has been shown to perform well in previous work. BayesNet did not perform well using the BOW representation.
Experiments
In order to evaluate the feasibility of this method, we test it across a range of datasets. In all cases, we compare the results to an SVM classifier using BOW features. We chose to compare against BOW because it is a widely used basic method and we view our approach as effectively compressing the features given to a BOW algorithm with a pre-processing step. Where available, we also provide results obtained by the authors who introduced the datasets in order to provide some comparison to a wider range of methods. We evaluate both classifiers using only unigrams that appear at least 5 times in the training data.
Many authors working in this domain have simply reported accuracy as an evaluation metric, which has problems in even the binary case For the ordinal problem, we will use Mean Squared Error (MSE), as it was shown in [4] to be a good measure for ordinal problems of this type, while for the binary problem we include AUC. We include accuracy in places to compare with previous work. Where multiple runs were feasible we use 10x10 fold cross validation.
Times reported include all time taken to read in and process the documents into the respective representations, as well as the time to train and test the classifier, averaged over all folds where multiple runs were performed.
We have selected a range of datasets on which to evaluate this approach. We have both "document" level datasets, representing units that are (at least usually) several sentences or more long, and "sentence" level datasets, representing units of about one sentence (although sometimes a phrase, or two or three sentences). We also have a contrast between sometimes poorly written online user reviews of products and more professionally written movie reviews. We have one set of datasets which contain an order of magnitude more documents than the others on which to examine the effects of adding more documents. Finally, we have one dataset that is for a slightly different problem than the otherssubjectivity detection rather than sentiment analysis.
Small Amazon Reviews
This dataset consists of online user reviews across 4 categories and was used in [2] . As shown in Table 1 , the numeric features are always slightly more accurate with substantially higher AUC, while also being considerably faster than the BOW method, but neither performs as well as the linear predictor method used in [2] . The Electronics portion of this dataset was used for parameter tuning. These datasets were manually balanced such that each class represents 50% of the documents, which is not a very natural distribution.
In this case, we also chose to look at how a classifier trained and tested on all datasets together performed in comparison to the average of all classifiers. We found that both can train a classifier using all of the data that is slightly better than the average performance of the individual classifiers, however, training this classifier is very, very slow for the BOW method -so much slower we only performed 2x10 fold cross validation and used a different, faster, computer, rather than 10x10 cross validation as in the other cases, and it still took many times longer to train. On the other hand, the numeric method trains a combined classifier slightly faster than the sum of the individual numeric classifiers; these two methods clearly scale up very differently as we add more documents. 
Very Large Datasets
This collection of data is a larger set of Amazon.com reviews from which the previous datasets were created. This collection included three domains with over 100,000 reviews -books, DVDs, and music, which allows us to explore how this approach scales to very large datasets. We used these larger datasets to examine how the numeric features scale in terms of both performance and time. In all cases, the results are reported on a single run using a 10,000 review test set (which is larger than most complete datasets used in previous research). These datasets are all highly imbalanced, with the majority class (5 star reviews) containing from 61-71% of the documents, and the minority class (2 star reviews) containing 4-6% of the reviews. As shown in Figure 2 , the time required to train with the numeric features scales much more gently than the time required to train with the BOW features. Note that the graph features a logarithmic scale for time. For time reasons, we only trained BOW based classifiers on up to 10-15,000 reviews, while we trained the classifiers using numeric features on over 100,000 reviews for each dataset, with 300,000 reviews for the Books dataset. For the books dataset, it took 8 hours and 23 minutes to train on 15000 documents with BOW features, while with the numeric features we were able to train on 300,000 documents in 1 hour and 15 minutes. In the case of the numeric features, the vast majority of the time is spent scoring words and generating the features, while for BOW most of the time is spent training the machine learning algorithm. Figure 3a shows performance of both approaches with up to 15,000 reviews. In this range, the numeric features generally perform better by MSE, although at 15,000 Book reviews BOW is very slightly better. Figure 3b extends these performance results to show the space where we only tested the numeric features; the straight dotted lines represent the performance on the largest BOW classifier, 15,000 or 10,000 reviews depending on the dataset. This shows that if large numbers of documents are available, the numeric method continues to improve.
Similar results are obtained when looking at these datasets in terms of binary classification, with one and two star reviews as the negative class and four and five star reviews as the positive class.
Movie Review Datasets
We use a number of datasets created by Bo Pang & Lillian Lee in the domain of movie reviews. The movie review polarity dataset (version 2) and a dataset for sentence level subjectivity detection are introduced in [9] , while a dataset for ordinal movie reviews by four different authors and a dataset for the sentiment of movie review "snippets" (extracts selected by RottenTomatoes.com) are introduced in [10] . Table 2 presents the results on the three binary datasets, as well as the results reported by Pang & Lee on the datasets, where available. While in the case of the Binary Movie reviews the numeric features fall well short of their reported results, on the Subjective Sentences dataset they are very close. Note that this dataset is for the related problem of subjectivity detection and not sentiment analysis. Pang & Lee report results on 10 fold cross validation, while we report results on 10 runs of 10 fold cross validation in order to be less sensitive to the random split of the data. Table 3 reports the results on the ordinal movie reviews, by author. Again, we compare results to Pang & Lee, noting that we are approximating the values reported in a graph. Comparing to Pang & Lee based on accuracy, we find that in one case, the numeric features appear to be slightly better than their best result, and in one other case, Pang & Lee's result is within the confidence range of our numeric features. In the two other cases, Pang & Lee's result is better than our result for the numeric feature set. However, we also note the comparison of their result to our simple BOW; in two cases our simple BOW classifier appears to be better, while in the other two the results are virtually the same. This confirms our assessment that this simple BOW is a good baseline to compare against.
Comparison with Feature Selection Methods
Another approach one might take to speeding up BOW is the idea of feature selection -selecting the most relevant features. In this section, we briefly compare the numeric features, plain BOW features, and BOW features reduced through two fast feature selection methods, Chi Squared and Information Gain. We use 5 fold cross validation on the subjective sentences, binary electronics (2000 review balanced version), and movie review snippets datasets. These feature selection methods both evaluate individual attributes; methods which evaluate subsets of attributes together exist but are much slower [5] . We show the results of these experiments in 4. For the subjective sentences dataset, feature selection by both methods performed slightly better than plain BOW with 500 selected features and even better with 1000, and with substantial time savings over plain BOW. However, the numeric features are still much faster than any of the feature selection methods, and achieve the highest accuracy by a substantial margin. On the electronics dataset all classifiers complete in seconds but the numeric features are still the fastest. However, in this instance, the feature selection methods which select 250 features both achieve slightly higher accuracy than the numeric features, and, while slower, this difference in time may not be meaningful on a dataset of this size, as both complete in under 10 seconds. Finally, on the Movie Review Snippets dataset we again see that feature selection can save considerable time over plain BOW, and improve performance slightly with enough features, however the numeric method again is both much faster and more accurate.
Discussion
This work decomposes the problem of learning the sentiment of documents into two simpler parts: scoring the strength of different words based on their distribution in positive and negative documents, and then learning document sentiment based on the distribution of those scores. This produces a compact representation, of around 25 features, compared with thousands for an effective BOW based approach.
While this decomposition results in the loss of some information -for instance, if two words appearing together in a document is significant -it appears as if the BOW representation may be too sparse for such relationships to be learned meaningfully. It seems as though the machine learning algorithms for the BOW representation are mainly learning which words are significant indicators of sentiment, but are much slower at this than simple word scoring methods.
The numeric features performed better than BOW in all respects on the two sentence level datasets. In addition, they also performed well on the online user reviews, While the gap in performance narrowed on some datasets when comparing the largest trained BOW classifiers and the numeric classifiers trained with the same number of documents, the numeric features make training on very large datasets much more feasible, and we saw that performance continued to improve when using numeric features on larger and larger datasets. In addition, the most time consuming part of our approach is generating the features. In a system where new documents are frequently being added, such as an online review website, the words in each document only need to be counted once. This would reduce the time needed to update the system with new information, while the BOW/SVM approach would need to be completely retrained to account for new documents.
On the document level movie review datasets, the results are mixed. With the ordinal datasets, the numeric features perform slightly better on accuracy on one of the authors, and we see the worst relative performance overall on two of the authors. However, we note that the MSE differences are relatively large in favor of the numeric features on two of the datasets, and relatively small in favor of BOW on the other two. In the binary movie reviews, BOW has higher accuracy, and while the numeric features retain their advantage in terms of AUC, it is the smallest gap we see on that measure. These two datasets contain both relatively long and relatively well written material. While not conclusive, it may be that the numeric features are particularly adept at dealing with the shorter, less well written material found in all manner of less formal online discourse including online user reviews -which is a more interesting domain in many respects than professionally written reviews.
Conclusions
We have shown that it is possible to greatly condense the features used for machine learning of sentiment analysis and other related tasks for large speed improvements. Second, we have shown that these features often improve performance over a simple BOW representation, and are competitive with other published results. These speed improvements make it possible to process data sets orders of magnitude larger than previously attempted for sentiment analysis, which in turn generally leads to further performance improvements. This method is effective on both longer and shorter documents, as well as on small and large datasets, and may be more resilient to poorly written documents such as those found in online user reviews.
In addition, we have briefly compared this approach with a feature selection based approach. While feature selection can improve speed over plain BOW considerably, and can also increase performance, the numeric features remain considerably faster, particularly on larger datasets, and exceeded the performance of the best feature selection methods on two of the three datasets we examined, and were close on the other.
