The detection of dislocation defects in polysilicon wafers helps to improve the power generation efficiency and service life of solar cells. However, dislocation defect detection is challenging due to similarity of morphology and intensity between the non-uniform random texture background and dislocation defect regions. In this paper, a novel and robust Multi-scale Feature Saliency Map (MFSM) is proposed to segment dislocation defects accurately. In order to highlight the dislocation area and weaken the background, we employ the Parameter-optimized Atmospheric Scattering Model (PASM) to enhance image contrast and preserve dislocation defect region information. Then, the multi-scale gradient feature is employed to obtain the multi-scale feature saliency map including all possible contours from the enhanced image. Furthermore, the watershed transform is employed to remove pseudo-defective regions arcs in MFSM. Finally, super hierarchical region tree is used to rank the likelihood of dislocation contours to obtain accurate dislocation area. The experimental results show that the proposed method can effectively segment dislocation defects and have good adaptability and robustness to complex background.
I. INTRODUCTION
With the depletion of fossil energy, solar energy is playing an increasingly important role. Currently, polysilicon solar cells have relatively high conversion efficiency and low production cost, which is very popular in the photovoltaic market. However, the import of oxygen, carbon and other impurities and huge temperature difference during the casting of the polysilicon wafer will inevitably result in dislocation defects [1] . By studying the microscopic structure of polysilicon, it is found that the dislocations are caused by local irregular arrangement of silicon atoms, which seriously affect the material properties [2] , [4] , [5] . In this case, we need to select good quality polysilicon wafers for processing into solar cells, so it is necessary to evaluate the dislocation density of polysilicon wafers. However, polysilicon wafers are very thin and fragile, and any contact inspection can damage the wafer.
The associate editor coordinating the review of this manuscript and approving it for publication was Huazhu Fu. The dislocation image is obtained by PL imaging. Particularly, all original dislocation PL near-infrared images used in this paper are 156mm * 156mm. (c) Obviously, there is more than one dislocation region in a dislocation PL image. In order to clearly indicate dislocation, we specifically magnify a dislocation region.
So the non-contact imaging technology is very necessary for rapid non-destructive defect detection of polysilicon wafers.
In FIGURE 1(a) , we use the photoluminescence (PL) nearinfrared imaging to acquire the dislocation image dataset in this paper. When the laser is irradiated on the polysilicon wafer, the normal regions absorb photons and then re-emit near-infrared light from 900nm to 1700nm, while the dislocation regions do not emit because of irregular arrangement of atoms. This phenomenon is called photoluminescence [3] with advantages of high throughput, high sensitivity, high spatial resolution and no contact. The size of the polysilicon wafers is 156 mm × 156 mm marked as shown in FIGURE 1(b) . In other words, dislocation regions are visible to the naked eye in the dislocation image dataset of this paper. Unfortunately, the dislocation regions are similar to non-uniform random texture background in morphology and intensity, which bring huge challenge to automatically detect the defect regions. Therefore, the effective detection method toward dislocation defects needs to be developed.
In this paper, a Parameter-optimized Atmospheric Scattering Model (PASM) is employed to enhance the dislocation defect image contrast and a novel and robust Multi-scale Feature Saliency Map (MFSM) is proposed to segment the enhanced dislocation defects accurately. The framework of the PASM-MFSM algorithm is shown in FIGURE 2. In original image of FIGURE 2, the weak dislocation regions and non-uniform random texture background are hard to distinguish. Thus we employ PASM algorithm to achieve image enhancement. The enhancement performance of PASM can be intuitively observed in the enhanced image of FIGURE 2. The enhancement process will be explained in Section III in detail. In MFSM for defect segmentation of FIGURE 2, we explain the segmentation scheme based on multi-scale gradient information. By calculating the multi-scale gradient information to form the multi-scale feature saliency map, we obtain all the possible contours. However, the interaction between near arcs in multi-scale feature saliency map introduces pseudo-defective regions arcs. To solve this problem, we employ watershed transform to connect the regions both containing the arc. These regions are arranged as super hierarchical region tree according to the probability of dislocation region. Finally, we obtain accurate dislocation regions by adjusting the probability. This process will be explained in Section IV in detail.
II. RELATED WORK
Different from many existing defects, the detection of polysilicon wafer dislocation defects is a multi-feature extraction problem in non-uniform random texture background, which makes feature extraction and segmentation of dislocation defects more difficult than other solar cell defects. The existing surface defect detection algorithms mainly study four types of surface defects: 1) non-textured surfaces; 2) repeated pattern surfaces; 3) uniformly textured surfaces; 4) nonuniformly textured surfaces. For non-textured surface images such as steel plate [6] , [10] , integrated circuit [11] or glass screen [12] , statistics measures are widely employed [13] like first-order statistics (i.e., mean and variance) and secondorder statistics. A surface image with a repeating pattern surface like textile image [14] or semiconductor wafer image [15] , usually uses the template matching method between the current image and the self-generated template. For surface images with uniform texture, such as wood detection [16] , spatial and spectral methods are two widely used detection methods. In the spatial domain, defects are derived from the symbiotic matrix and can be effectively identified [17] . In the field of spectroscopy, Torres et al. [18] propose an algorithm for checking thermal fuses using machine vision to detect four different defects. For surface images of non-uniform texture such as marble or granite, Li and Tsai [19] use an eight Gabor filter to extract features for marble tiles. Liu et al. [20] propose a texture edge detection method, including encoding and prediction modules for texture inspection. Mirmehdi [21] proposes an automatic defect detection method for random color textured surfaces.
However, the solar cell defects cannot be attributed to one of the above four defects in general, different solar cell defects should correspond to different surface defect detection methods.
Currently, many research pioneers have done some groundbreaking work on solar cell defect detection such as cracks, fingerprints and dirt. Chiou et al. [22] propose a region growth detection algorithm to extract crack defects. Zhuang et al. [23] develop an algorithm for detecting cracks in solar cells, which can only identify defects at the edge of the cell and have no significant effect on internal defects. Anwar and Abdullah [24] propose an image segmentation algorithm based on improved anisotropic diffusion filter to detect micro-cracks in polysilicon solar cells with a result of 88%, which is only suitable for micro-crack detection. Tsai et al. [25] propose a method by evaluating the reconstruction error between the detected image and the reconstructed image to detect defects. Whereas, this method performs disappointingly in uneven illumination images. They also propose a clustering algorithm which employs a binary tree clustering algorithm to cluster the distribution of multiple sets of training data for solar cell surface defect detection. The defect type is determined by calculating the distance between the classes. Ordaz and Lush [26] use the gray-scale distribution histogram of the wafer image for analysis, which lacks the ability to identify small local defects and performs poorly on other defects in the visible spectrum image. Qian and Zhang [27] review four typical types of solar cell surface defects and evaluate the current popular machine vision detection algorithms. For the four types of defects, the test accuracy of the solar cell data set reaches approximately 95%. Since these characteristics depend on manual selection and the experimental samples size is small, these methods' adaptability is limited. Li and Tsai [19] propose a discriminant method based on wavelet transform which performs well on detecting fingerprints and dirty marks in polysilicon solar cells. However, this method has limited effect on the other defects. Yao et al. [28] propose the Robust Principal Component Analysis (RPCA) to separate background information and defects information of solar cell defects images. Since this method requires a template, if the production batches are inconsistent and the light is not uniform, a new template may be re-selected, which limits the adaptability. In short, the above surface defect detection methods only focus on the specific features, causing their poor performance on dislocation images. The research literature on detecting dislocation defects of polysilicon wafers is still scant, which prompts us to think about how to better segment dislocation defects from a new perspective in this paper.
For the intensity similarity of the dislocation regions and the background, image enhancement is an attractive tool to highlight image feature. Galdran [34] propose an image fusion scheme which artificially exposes the original blurred image through a series of gamma correction operations firstly, and then combines the obtained multiple exposure images into a haze-free result by a multi-scale Laplacian mixing scheme. Galdran achieves rapid non-destructive image enhancement at the expense of visual effects, leading to poor performance in image quality assessment. Homomorphic filtering is a classic image processing algorithm widely used in image enhancement and segmentation [35] , [36] . By separately processing the influence of illumination and reflectivity on the gray value of the image, the illumination of the image is more uniform, and the details of the fuzzy regions are enhanced better. However, this method is based on full-image processing and discards many image features, which decrease the structural similarity of the images. Recently, atmospheric scattering model has shown superior performance in the field of image enhancement [29] . He et al. [33] obtain a rough estimate of transmission via dark channel prior in the model and adopt soft matting for transmission refinement. He achieves good visual effect at the expense of expensive computation and memory consumption overhead, which makes real-time enhancement inapplicable. In this paper, we improve the model of He and enhance the dislocation image by optimizing the scene depth of the atmospheric scattering model. The experiment results show that PASM in this paper performs well in image quality evaluation and plays an important role in the following dislocation defects segmentation.
After the image enhancement, the dislocation regions are highlighted. Furthermore, we still need to improve the morphological similarity between the dislocation regions and the uneven texture background to accurately segment the dislocation regions. Zhang and Liu [37] achieve preliminary dislocation region segmentation by least squares fitting, while this method shows poor adaptability to dislocation images with uneven illumination and significant texture differences background. In recent years, more effective methods have been proposed [38] - [41] . Chan and Vese [42] propose an active contour model based on Mumford-Shah segmentation and the level set (ACML), which can effectively segment the image with uniform texture background. Marin et al. [43] use a neural network (NN) scheme for pixel classification in several image datasets and perform well. However, its applicability to dislocation images is limited. In this paper, we propose a dislocation segmentation algorithm based on the MFSM to solve the morphological similarity between non-uniform texture background and dislocation defects. The experimental results show that this algorithm performs well in the image segmentation evaluation of Section V. In this paper, we collect 100 dislocation images on the production line. In order to accurately evaluate the performance of the algorithms, we draw the dislocation region contours of these images as the ground truth, parts of them are shown in FIGURE 3. By comparing ground truth and segmented images acquired by the segmentation algorithms, we can quantitatively evaluate the segmentation algorithms mentioned in this paper. According to the experimental results, the dislocation defects are enhanced well and segmented accurately, which indicates the accuracy and robustness of our algorithm.
III. DISLOCATION IMAGE ENHANCEMENT
In this section, a Parameter-optimized Atmospheric Scattering Model (PASM) for image enhancement is introduced. In the algorithm, we design a cost loss function to control the loss of image information. By minimizing the cost loss function, we get the well-enhanced dislocation images.
A. ATMOSPHERIC SCATTERING MODEL
The atmospheric scattering model has been widely used in the image enhancement process [30] - [32] . This model describes the image degradation process in foggy condition. We reconstruct a clear well-enhanced image by looking for the scene depth and atmospheric scattering light in this model. This model is shown in equation (1) .
where M (p) and I (p) represent the reconstructed image pixel value and the original image pixel value respectively. And A represents atmospheric scattering light, which is the brightest area in the image. And δ ∈ [0, 1] is the transmission value of the reflected light, which is determined by the scene depth between the scene point and the camera. 
B. BRIGHTEST LIGHT AREA ESTIMATION
In order to estimate the brightest light more accurately, we use the quadtree-based hierarchical search method to find A.
Firstly, we divide the image into four areas and select the brightest area. Repeating this process until the pixel value of this area reach the pre-specified threshold, then this area is marked as A as shown in the orange region of FIGURE 4. We select 200 as a threshold when the SSIM and MS-SSIM score of the enhanced image is the highest. And we minimize the distance between pure white vector and other color vectors in A to obtain the atmospheric scattering light.
C. TRANSMISSION VALUE ESTIMATION
Next, we assume that the scene depth is similar locally so that the transmission value δ of each 32×32 block can be rewritten as equation (2):
After A is obtained, M (p) depends on the transmission value δ. The contrast of original dislocation image is usually low, and the contrast of the reconstructed image increases while δ decreases. Therefore, a suitable transmission value δ can be calculated for each 32 × 32 block to obtain the maximum contrast of the reconstructed image. Here, we use the mean square error (MSE) contrast [30] to quantitatively analyze the contrast of an image. In equation (3), c MSE refers to the degree of grayscale value change in the image block.
the image information loss in the enhancement process, and E contrast is used to control the degree of image enhancement. Firstly, we compare the pixel value with the negative value of MSE in each block B as the contrast cost E contrast as shown in equation (4) . Secondly, we define the information loss cost function E loss in pixel block B as the sum of squares of missing pixels as shown in equation (5) .
where M min refers to min {0, M (p)} and M max refers to max {0, M (p) − 255}. Then, the E loss is converted to equation (6):
where B A refers to i−A δ + A ,Ī andM are the mean values of I (p) and M (p) in block B respectively, and N B is the pixel number of B. In this case, h (i) represents the histogram at the input pixel i. α and β represent the intercept of the input pixel value when the image information is truncated. min {0, M (p)} and max {0, M (p) − 255} denote the loss value due to underflow or overflow respectively, and the histogram is used to rewrite the sum of the truncated losses to get the Formula (6) . Since E contrast is an increasing function of δ, E loss is a decreasing function of δ, we find the optimized transmission value δ * by minimizing the overall loss function E for pixel block B. The ideal transmission value δ * is the value of equation (7).
The steps for finding the ideal transmission value δ * are as follows:
Step 1: Use the mean square error to obtain the image contrast function c MSE . In this paper, for each pixel, we move the window within the search range and minimize the window, and select the optimal value for the amount of pixel value change. Therefore, the best window is usually selected in the smooth area and does not include strong edges. Note that if a movable window is selected for each pixel, the movable window scheme can weaken the effect of unreliable transmission values derived from the edge area since the window of the smooth area is selected more frequently than the edge 
IV. DISLOCATION REGION SEGMENTATION
After the contrast enhanced image is obtained, we use Multiscale Feature Saliency Map (MFSM) to extract dislocation defect features and get well-segmented dislocation regions. Firstly, we calculate multiple-scale feature in brightness channel and texture channel and obtain multi-scale dislocation contours in Section A. Then, we employ super hierarchical region tree to rank the likelihood of dislocation contours to obtain accurate dislocation regions in Section B.
A. MULTI-SCALE DISLOCATION CONTOUR DETECTION
First of all, we place a disc with specified diameter at a certain pixel (x, y) of the image as shown in FIGURE 6. By setting the directional angle θ, we divide the disc into two half and calculate the histogram intensity values in both half discs, respectively. The directional gradient M (x, y, θ) is obtained from the distance χ 2 of the histogram intensity values m and n of the two half-discs in equation (8):
In this paper, the brightness channel in the CIE Lab space [37] and the texture channel are analyzed in the enhanced dislocation image, and the directional gradient M (x, y, θ) of the two channels are calculated, respectively. In the CIE Lab color space, a color is characterized by three parameters: L (Luminosity), color A, and color B. L is 0 -100 (pure black -pure white), which is equivalent to brightness. Color A represents the range from green to red and takes the value −128 -+127 (green -magenta). Color B represents the range from blue to yellow and takes the value −128 -+127 (blue -yellow), which is from negative to positive. Since any operation (such as sharpening, blurring, etc.) on the brightness channel does not affect the hue, the CIE LAB space is free to be employed. When defining texture channels, we introduce a center-surround filter based on the directional gradient filter and cluster the filter response vectors using k-means, and the cluster centers define texture primitives. Besides, we set the three disc diameter D to calculate the directional gradient in equation (9) .
where D refers to the three scales of r 2 , r and 2r; i refers to brightness channel or texture channel. In the brightness channel, r = 5. In the texture channel, r = 10. The selection of r is based on experimental results in BSD-400 [44] . And the calculation of multi-scale directional gradients is shown in FIGURE 7. It's worth noting that the directional gradient of two half-discs is calculated as shown in equation (10) . In the range of [0, π], we select eight θ at regular intervals, calculate M (x, y, θ) corresponding to each θ, and select the largest as the final directional gradient feature. Besides, the weights δ i,D are optimized to approach the groundtruth of the dataset.
According to the analysis of δ i,D , it is found out that the multi-scale features of darkness channel are critical for the segmentation of dislocation defects. At the same time, the texture features also play an important role and it is found that texture features can also express the dislocation information while the dislocation information is submerged in the complex non-uniform random texture background. Therefore, by weakening the texture features and enhancing the brightness features, the influence of non-uniform random texture background can be effectively removed.
At the same time, we evaluate the importance of multiscale features as shown in FIGURE 8. By only considering 2r scale features, the super hierarchical region tree contains so little dislocation information that the watershed algorithm misidentifies larger background region as a dislocation region and submerges it. By considering only the r scale features, the large scale wafer features in the background are highlighted, and the lattice is erroneously segmented into dislocation defects. By considering only the r 2 scale features, the brightness features are weakened, and some bigger dislocation regions disappear and cannot be separated from the background. Meanwhile, the multi-scale texture features are also very important. The loss of any scale texture feature will lead that a part of dislocation contours disappear in FIGURE 8 (II). Therefore, it can effectively enhance the information of the dislocation regions and obtain all the possible contours in the dislocation image that we set the same weight to the multi-scale brightness features and texture features in the multi-scale feature saliency map respectively. According to the examination on dataset, we set three scale brightness weights to 0.054 and three scale texture weights to 0.0064, respectively.
B. DISLOCATION SEGMENTATION
It can be observed in FIGURE 9 (a) that the resulting contours in MFSM are not completely closed and include VOLUME 7, 2019 some pseudo-defective regions arcs. Therefore, the watershed transform is used to effectively remove the pseudo-defective regions arcs of the MFSM image, and then the super hierarchical region tree is employed to rank the likelihood of dislocation contours to obtain accurate dislocation regions.
If some pixels are in the vicinity of a strong contour and happen to belong to another near strong contour, the weights of these pixels will increase and pseudo-defective regions arcs appear. In order to correct this problem, the watershed transform is introduced to strengthen the consistency between the boundary strength of the possible contour arcs and the smallest MFSM (x, y, θ) signal in the area and re-weight it. In this way, the average strength of the contained pixels is assigned to the suspected contours, which solves the problem of pseudo-defective regions arcs as shown in FIGURE 9 (b) . Conversely, the super hierarchical region tree image without watershed transform incorrectly considers background contours as dislocation contours.
To get the best contour segmentation, MFSM (x, y) = max θ MFSM (x, y, θ) is found as the strongest contour to get the most likely dislocation region arc firstly. Then, the local minimum value of MFSM (x, y, θ) is used as the seed region to calculate P 0 . Firstly, we obtain the set {K} by minimizing W (K), then obtain the original region set P 0 by putting R 1 and R 2 into P 0 , where the two regions R 1 and R 2 are separated by the arc K. Then we remove K from the set {K} gradually while removing R 1 and R 2 from P 0 and putting R = R 1 ∪R 2 into P 0 . By repeating this process, we obtain P 0 until {K} is empty. Subsequently, an original contour map G(P 0 , K, W (K)) is established. The connection between P 0 is expressed by the arc K dividing the connected region, and W (K) expresses the difference between the two regions. According to the similarity between regions, the most similar regions are gradually submerged. This process produces a region tree in which the dendrite is the initial element of P 0 and the base is the entire image. An index sequence is obtained by sorting the regions according to the containment relation. This hierarchy can be represented as a super hierarchical region tree which is a real-valued image containing each weighted boundary information. As shown in FIGURE 10 , we adjust the value of the hierarchical parameter k to determine how many contours will be expressed in the final segmented image. After analyzing all dislocation images in dataset, a good segmentation effect can be achieved by adjusting the value k dynamically between 0.6 and 0.8.
V. EXPERIMENTAL RESULTS AND DISCUSSION
In this section, we select region-, surface-based measures [7] and precise-recall index to measure our segmentation algorithm and other classical segmentation algorithms separately. Furthermore, we select two image quality evaluation methods, SSIM [8] (Structural Similarity Index) and MS-SSIM [9] (Multi-Scale Structural Similarity Index), to measure the structural similarity between the enhanced images and the original images. The enhanced images come from the PASM algorithm and several other state-of-art enhancement algorithms.
A. IMAGE SEGMENTATION METHODS EVALUATION
In this section, we compare several well-known image segmentation methods with our MFSM method, including active contour model based on Mumford-Shah segmentation and the level set (ACML) [42] , neural network (NN) scheme [43] , and adaptive local fitting based active contour model (ALF) [45] . As is shown in FIGURE 11 and Table 1 , our method generally outperforms these state-of-the-art algorithms and gives an interesting result in images with nonuniform random texture and uneven illumination background.
In Table 1 , we select region-, surface-based evaluation and precision-recall index to evaluate the segmented methods mentioned above. The best performance is shown as bold, and the second best is shown as tilted bold.
-Region-Based Evaluation: We use the Dice Similarity Coefficient [7] to measure the overlap percentage of compared regions by the tested method.
R M defines the manually segmented region and R A defines the region obtained from the algorithm.
-Surface-Based Evaluation: We use the Root Mean Squared Error (RMSE) [7] as an unbiased estimation of the algorithm output, which is from isosurfaces vertex points of the algorithm output and the manual benchmarks.
where m i (i = 1, · · · , N m ) is the set of manual vertex points, A = {A i : i = 1, · · · , N A } is the set of the algorithm output and d is the Euclidean distance in millimeters.
-Precision-Recall index: Precision is the percentage of true-positives of the algorithm output, Recall is the coverage measure of the algorithm output, and F-measure is the weighted harmonic mean of Precision and Recall, it can be proved that the test method is more effective when F-measure is higher.
TP represents True-positive indicating that the dislocation region is detected. FP represents False-positive indicating VOLUME 7, 2019 that the background region is detected. FN represents Falsenegative indicating that the background region is detected as dislocation region.
DSC measures the similarity and coincidence between ground truth and segmented dislocation images. Large DSC value indicates accurate segmentation effect. According to Table 1 , the MFSM algorithm achieves the best result of 0.77, ahead of ALF algorithm 20%. Besides, RMSE describes the expected value of the square of the difference between the segmented image and ground truth. The small RMSE indicates the small difference between them. According to Table 1 , the MFSM algorithm has the smallest RMSE value, 0.12, indicating that the MFSM algorithm describes ground truth with higher accuracy. Furthermore, we hope that Precision and Recall are high simultaneously. However, the two are usually contradictory. For example, the ALF algorithm has a high Recall, 0.73, and rather low Precision, 0.56, so that we introduce F-measure to consider Precision and Recall comprehensively. The higher F-measure value means better performance of the segmentation algorithm. According to this mechanism, the MFSM algorithm has the highest F-measure, 0.74, performs best compared with several other algorithms. And according to the Table 2 , the time cost of MFSM is the least.
B. CONTRAST ENHANCEMENT METHOD EVALUATION
In this section, we compare our method PASM with several state-of-art image contrast enhancement methods, including Dark Channel Prior (DCP) [33] and artificial multiple-exposure image fusion (AMEF) [34] . We also perform homomorphic filtering (HF) to observe if our method can obtain better performance than the fundamental technique in our dislocation images. Several original dislocation images and the corresponding contrast enhancement images are provided in FIGURE 12.
After the 100 original dislocation images is enhanced by PASM and the above image enhancement techniques, the SSIM score and MS-SSIM score between the original images and the enhanced images are calculated, as is shown in Table 3 . SSIM (Structural Similarity Index) [8] evaluates the similarity between the original image and the enhanced image on a single scale, and MS-SSIM (Multi-Scale Structural Similarity Index) [9] evaluates the similarity between the original image and the enhanced image at multiple scales. The model details of SSIM and MS-SSIM are shown in equation (16) and (17) . where x, y indicate the original image and the image to be tested, u x , u y , σ 2 x , σ 2 y , σ xy indicate the mean, variance and covariance of the image x, y respectively. c 1 , c 2 , c 3 indicate small positive value to avoid the denominator becoming 0. The parameters, α, β, γ (all positive), are used to control the weight of l, c, s.
When we index the original image as Scale 1, the highest scale as Scale M which is obtained after M − 1 iterations. At the j-th scale, c j (x, y) and s j (x, y) are calculated respectively. l M (x, y) is computed only at Scale M . α j = β j = γ j and M j=1 γ j are used to simplify the parameter selection. All parameters default to the related work from Wang et al. [9] .
SSIM measures the similarity between the original image and the enhanced image from brightness, contrast and structure, respectively. MS-SSIM measures the three aspects similarity in multiple scales, making the evaluation result more convincing. In Table 3 , the best method is shown as bold, and the second best is shown as tilted bold. DCP achieves the best results in MS-SSIM and SSIM image quality evaluation, MS-SSIM value is 0.8486. The PASM algorithm in this paper is inferior only to DCP, and the MS-SSIM value is 0.8037. Perhaps, due to excessive image contrast enhancement, partial image features are distorted, especially the image edge features. On the circumstances, we separately segment the images processed by the above image enhancement algorithms with MFSM.
The segmentation evaluations are shown in Table 4 . PASM enhances the dislocation image, maintains the texture feature and has excellent performance in dislocation segmentation. When we segment the images obtained by these enhancement algorithms, the PASM algorithm can obtain highest DSC index, which is better than the other three enhancement algorithms by at least 20%. At the same time, the PASM algorithm has the smallest RMSE and the highest F-measure. The experimental results show that although the PASM algorithm used in this paper is slightly inferior to the DCP algorithm in image quality assessment (Table 3) , the combination of PASM algorithm and MFSM algorithm performs better in dislocation defect segmentation (Table 4 ). In conclusion, our PASM algorithm greatly preserves the structural integrity of the image, performs robustly in complex and various backgrounds and facilitates the features extraction and dislocation segmentation of MFSM.
VI. CONCLUSION AND FUTURE WORK
In this paper, a robust Multi-scale Feature Saliency Map combined with Parameter-optimized Atmospheric Scattering model (PASM-MFSM) is proposed to segment the dislocation regions of the polysilicon wafer images. PASM is the improvement of atmospheric scattering model. By setting a loss function, the maximum transmission value of the model is obtained while the loss function takes the minimum value. This means that although the contrast of the image becomes larger, the image features are well preserved. MFSM is a segmentation model based on multi-scale feature extraction. In the model, we extract the grayscale features and texture features of the eight scales in the dislocation image. Experiments show that our method can segment accurate dislocation regions and perform robustly in complex backgrounds. PASM-MFSM has been extensively validated through a series of qualitative and quantitative experiments, revealing that it is highly competitive in this dislocation image dataset and can outperform most existing state-of-theart technologies. This method has been proven to be robust, efficient, and capable of correctly segmenting the dislocation defect image with non-uniform random texture background, even the background with uneven illumination.
PASM-MFSM exhibits good performance for dislocation defects segmentation. However, the idea of performing defect segmentation on the image after quality improvement is not limited to the task of dislocation defects segmentation. Other image processing issues, such as region segmentation of medical images, may benefit from similar approaches. In addition, the applied multi-scale feature extraction scheme is the basic technology of image feature extraction and region segmentation. We can explore more advanced methods to further improve performance or research other applications. 
