Abstract-The paper deals with the problem of tracking control for a class of nonlinear systems in presence of the disturbances. The developed formation for the tracking control is taken into account as an adaptive neural network. The set of controller's parameter, which is a satisfy Hurwitz polynomial, is then updated by adaptive laws via a model reference system. In addition, the unknown nonlinear functions are estimated by radial basis functions neural network. The adaptive updated law based on radial basis functions neural network and a feed-forward correction is proposed to estimate both estimation errors of nonlinear functions and external disturbances, which is called lumped disturbances. The feed-forward correction term is calculated by the algebraic equation regarding the parameters of controller and the radial basis function. Moreover, this estimator (using estimating the lumped disturbance) is also used both in class of SISO nonlinear and MIMO nonlinear system. Thanks to Lyapunov's theory, asymptotic stability is established with the tracking errors converging to a neighborhood of the origin. Finally, two examples of coupled tank liquid system and an active magnetic bearing system, are presented to illustrate the our proposed methods.
Introduction
T RACKING control for uncertain nonlinear systems with unknown disturbances is a challenging problem [1] and [2] . To achieve good tracking under uncertainties, one often need to combine several methods in the control design such as adaption, feedforward, and high-gain, this paper is no exception. With the nonlinear system [1, 2] and [3] they use the exact feedback linearization approach to define a control law with assumption that the modeled object is clearly known and states are measured and available for feedback. If we do not know exactly parameters of plant, the linear parameterization of unknown dynamics poses serious obstacles in adopting adaptive control algorithms in practical applications, because it is difficult to fix the structure of the unknown nonlinearities. This fact has been the motivating factor behind the interest in on-line function approximators used in adaptive control which are artificial neural network and fuzzy logic system.
The nonlinear system with unknown input noise [2] and [4] has an uncertain parameter vector or unknown functions. Four trends will appear, the first trend consists in introducing a direct adaptive fuzzy control combined with sliding mode control [5] and [6] based on Lyapunov theory. The second trend is carried out in controller design based on universal approximation [7] , [8] and [9] , the indirect adaptive fuzzy control (IAFC) combined with sliding mode control (SMC) has attracted much attention. The combining the two achieving more superior performances such as overcoming some limitations of the traditional SMC. However, SMC suffers from a well-known problem chattering due to the high gain and high-speed switching control. The undesirable chattering may excite previously unmodelled system dynamics and damage actuators, resulting in unpredictable stability. The third trend, using ISS stabilization in [10] and [11] combined principles of certainty equivalence, a tracking errors smoothly converge to the arbitrarily sufficient small neighborhood of the origin. The last trend, employing an H ∞ control with fuzzy approximation [12] and [13] , consists in synthesizing an adaptation law, and a control law calculated from Riccati equation to attenuate the effect of both the approximation error and external disturbances. But this method requires the determination of the weighting matrix by the designer and find a trade off between the initial values of the control signal and the attenuation level.
In this work, artificial neural network is employed. From the point of view of possible drawbacks compared to the MPL (Multilayer Perceptron) which adjust only the connection weight matrix. Meanwhile, RBF (Radial Basis Function) neural networks [2] are characterized by two sets of adjustable parameters: the centers of the radial basis and the connection matrix. however, the RBF's output depends linearly on the connection weights and thus the training becomes a 1859-378X-2017-1205 c 2017 REV linear optimization problem. Therefore, in this paper we consider RBF in designing the adaptive controller.
Furthermore, instead of using sliding mode control as [13] and [14] we will consider the unknown input noise and error structure which is generated by general approximators can be lumped into a disturbance term. The lumped disturbance signal is estimated based on a RBF neural network combined with a feed-forward correction term. In addition, the parameters of controllers in [5] , [9] and [15] are chosen such as they are coefficients of hurwitz polynomial that mean these controllers ensure only the stable closed loop system. On the other hand, these papers do not focus on the performance of closed loop system such as: the settling time, overshoot and error the output and reference signal. Thus, in this paper we concentrate to these problems.
The remainder of this paper is organized as follows. In Section 2, we introduce the optimal tracking control with based on adaptive RBF neural network and adaptive parameters of controller. Section 3 then provides the new adaptive RBF neural network combined with disturbance estimation, and extension adaptive neural network combined with disturbance estimation for MIMO nonlinear system could be represented in Section 4. Simulation results are given in Section 5 and Section 6 concludes this work.
2 Optimal tracking control based on adaptive rbf neural network (Tc-rbf)
As mentioned above, the RBF neural network can be considered as a two layers network with one hidden layer. The output depends linearly on the connection weights, the training is thus a linear optimization problem [2] .
More explicitly, the RBF neural network performs the transformation: b : R n → R with
in which Ξ j (x) = φ( x − c j 2 ), x is the input vector, φ is a nonlinear function, called radial basis function, Θ j are connection weights between the hidden layer and the output layer, c j are centers of the basis function, m is the number of basis function. The most common basis function is the Gaussian function
where r = x − c j 2 , σ is an associated constant to the function φ(x) and represents the width of Gaussian function. Although the RBF neural network is usually considered linear parameterized, by adjusting the centers and the widths this type of neural network structure becomes nonlinearly parameterized. In this work, the centers of the basis function are chosen by constant and the connection weights are online adjusted.
Tracking control based on RBF neural network
Consider the SISO nonlinear system with disturbance d(x, t) given as:
where f (x) ∈ R n and h(x) ∈ R n are supposed to be unknown (uncertain) but with a limited bound, u ∈ R n is the input, y ∈ R n is the outputs of the system, x is the state vector, which is assumed to be available for measurement and d ∈ R n represents the unknown but bounded and smooth external disturbances (load, white noise...). Assumption 1:
The objective is to design a feedback control law to drive the system output y tracking a reference output y m . With the assumption that all the state of the system are measurable and available for feedback. In case of d(x, t) = 0, the mentioned control target can be met by applying the state feedback controller:
It is not difficult to prove that the closed loop system with the control law (5) to be stable and the output error asymptotically approaches to zero. Assuming that the functions f (x) and h(x) describing the system dynamics are unknown; the ideal control law cannot be implemented. Thus, f (x) and h(x) are approximated by a universal approximator of the following form:
where Ξ f (x), Ξ h (x) are the basic function vectors and Θ T f , Θ T g the parameters vectors, respectively. The parameter vector Θ T is updated online so that the approximation errors between f (x), h(x) and f (x), h(x) are minimal. Define the optimal parameters vector as:
that means the RBF neural network (8) can approximate smooth nonlinear functions with the arbitrary small error. In general cases, f (x), h(x) are not identical to f (x), h(x). Let δ f (x), δ h (x) are the structure error:
Optimal Tracking Control
With the estimated function f (x) and h(x) in (7). The closed loop system including state feedback controller (21) and uncertain nonlinear system with disturbance (3) can be expressed (10) in which, the parameters k 1 ; k 2 ; ...; k n−1 of the state feedback controller are chosen in (6) . They only guarantee the closed loop system stable but, the tracking quality of closed loop is not considered.
On the other hand, it is clear that the performance of closed loop system such as the settling time, overshoot and error between the output signal and reference depending on the parameters k 1 , k 2 , .., k n . For example, the roots of the second order linear ordinary differential equation with n = 2;
Therefore, to improve tracking performance of system, (the error between reference trajectory and output trajectory, the settling time), we need to find the optimal parameters or the adaptive parameters. In this paper, we propose an adaptive law for the parameters k 1 ; k 2 ; ...; k n−1 .
The controller (5) can be rewritten as
where
.., k n−1 ); e = (eė, ..., e (n−1) ) T . The Θ T k will be updated by the adaptive law based on reference system in theorem 1. Assumption 2: The function h(x),ĥ(x) are bounded
Theorem 1. Consider the nonlinear system (3) with the assumptions (4) and (13). If we choose the controller (12) in which the Θ T h , Θ T f updated by the adaptive laẇ
and the parameters of controller are updated by
where a n−1 = 1 q k(n−1)(n−1)
. Then we can have lim t→∞ e(t) → 0 and the closed loop system is stable.
Proof: The nth derivative of the output error between output and reference is expressed:
Consider the Lyapunov candidate function:
is a positive definite matrix. Take the derivative of V with respect to time and notice thatΘ i =Θ i , we have:
Chose the parameter update law to cancel the parameter error as follow:
where a weighting matrix Q k is given as: (6) to guarantee the stability of the closed loop system. Finally, we have:
Since V is quadratic function andV ≤ 0, the control system is proven to be stable.
Remark 1.
Following (11),when there is an error structures, then k
|∆(x, t)| will be reduced dramatically by automatic adjusted parameters k 1 this means that the adaptive parameters of controller contribute a decrease affection of error structures.
3 New adaptive rbf neural network and disturbance estimation (na-rbf-de)
In this section, we consider an affection of disturbance on system d(x, t) = 0. The nonlinear system (3) can be expressed:
in which the η(x, t) is called lumped disturbance.
If η(x, t) = 0, the controller (12) could only drive the system output to a neighborhood of the desired trajectory. We will introduce another control law combined disturbance estimation with adaptive RBF neural network. In which, η(x, t) is estimated by the adaptive RBF neural networkη(x, t) = Θ T η Ξ η (x). The state feedback controller is selected as
Theorem 2. Consider the nonlinear system (3) with the assumptions (4) and (13) . If we choose the controller (21) in which the Θ T h , Θ T f updated by the adaptive laẇ
the parametters of controller are updated
and the disturbance estimation is obtained form
where γ is root of t) ) → 0 and the closed loop system is stable.
Proof: There are two parts in our proof. First, the stability of closed loop system will be given by Lyapunov function. After that, an explaining to a feedforward correction Γ is obtained by (23) and a proof of convergence of estimated disturbance error. First of all, a dynamic of error will be expressed
Take the derivative of V with respect to time and notice thatΘ i =Θ i , we have:
(24) Choose the parameter update law to cancel the parameter error as follow
after that we have:
Since V is quadratic function andV ≤ 0, the control system is proven to be stable. It is clear that V ∈ L ∞ , which implies ε ∈ L ∞ andΘ i ∈ L ∞ . from (30) we haveė ∈ L ∞ . Consequently, from the definition of and (6), we have e (j) ∈ L ∞ , j = 1, .., r − 1. Also, since With adaptive law (25) and (26), the derivative of surface error can be expressed
then, we have (27), we assume the disturbance estimation as
if the disturbances are constant,η 0 (x, t) becomes true. In case of variable disturbance, the disturbances estimation are updated following the equation:
whereη 0 (x, t) is pre-correction, andη(x, t) is the corrected estimation for time-varying disturbances with correction gain γ. fromė = A d e + B d e η , e(t) is generated from a linear dynamics excited by e η0 (t). Intuitively, we can assume that e η0 (t) = γ(t)e(t)
where γ is potentially time varying. Take the derivative of (34), we havė
) =γ(t)e(t) + γ(t)ė(t) =γ(t)e(t) + γ(t)(A d e(t) + B d e η ) =γ(t)e(t) + γ(t)A d e(t) + γ(t)B d γ(t)e(t)
In addition,
The steady state can be used
where Ξ η (x); x = (y,ẏ, ..y (n) ). 
Remark 2.
In case of the disturbance d(x, t) is unbounded. this means that it dose not satisfy the assumption 1 (4), we will be completely converted into form assumption 1 such
algorithm based on adaptive RBF neural network as present.
Remark 3.
In the equation (36), the A d matrix and a d vector depend on the adaptive gains Θ T k = (k 1 , k 2 , ..., k n−1 ). Consequently, calculating the feed-forward correction term γ is corrected online, then the performance of estimation disturbance error will be improved. There is an algorithm to calculate γ Input:
-Initial value k 10 , k 20 , ..., k (n−1)0 which satisfied the equation (6).
-Compute k 1 , k 2 , ..., k (n−1) following (14) .
-Vector γ = (γ 1 , γ 2 , ..., γ n ) is calculated from (36). and the general structure of new controller for nonlinear system in shown in Fig. 1. 4 Extension of adaptive neural and disturbance estimation for mimo nonlinear system (Nasc-de)
The results of Theorem 1 and 2 are extended for MIMO nonlinear system given as
The F(x) ∈ R n and H(x) ∈ R n×n are supposed to be unknown (uncertain) but with a limited bound, u ∈ R n are the inputs, u ∈ R n are the outputs of the system, x is the state vector, which is assumed to be available for measurement and d(x, t) ∈ R n represents the unknown but bounded and smooth external disturbances (load, white noise....). In order for the system to be controllable, we require that det(H(x)) = 0 for x in the operational field of the system. Thus, the above ndegree system is in the normal form. Assumption 3:
The MIMO RBF neural network can be expressed as three layers (see Fig. 4 ): n inputs; one hidden layer with m neural and n outputs. The output depends linearly on the connection weights. The MIMO RBF neural network can be performed such as (1) 
in which, the basis function Ξ(x) is Gaussian function in (2) . The unknown function F(x) and H(x are approximated by RBF neural network (50) with
The Θ * H and Θ * F are called optimal values
The proposed controller for MIMO nonlinear system (37)
Theorem 3. The nonlinear system (37) with the controller (41) will be asymptotically stable. If the Θ H , Θ F updated by the adaptive laẇ
in which E = (e,ė, ..., e n ) T and Γ = (γ 1 , γ 2 , ..., γ n ); γ i = diag(γ ij ); j = 1, 2, .., n is root of
Proof: Theorem 3 is proven similarly as the proof of Theorem 2. The adaptive law (42) can be found by using Lyapunov function
and the dynamic error can be expressed 
5 Illustrative example
A coupled tank liquid level system
In this section, we give an example of tracking reference set point with a coupled tank liquid level system. The simulation illustrates the convergence of error under our proposed TC-RBF and NA-RBF-DE approach. In [7] , the modeled equation of coupled tank liquid level system and parameters given as
We use the Theorem [17] in order to convert (46) into (3) where
We assume that the function of f (x) and h(x) describing the system dynamics are unknown (uncertain). The control target guarantees for the liquid level of Tank 2 at the set point. Opened valve ratio of pump 1 is adjusted by control law, and there are two uncertain parameters (the cross-sectional area interaction pipe a 12 and the flow rate of liquid into tank 2 a 2 ) as Fig. 3 . We would calculate thef (x);ĥ(x); η(t) by the adaptive RBF neural network which has 9 neurons in the hidden layer. The input vector of RBF is composed of two inputs x = (x 1 x 2 ) T , the radial basis functions are chosen as Gaussian functions as given:
where the corresponding widths for every function is σ = 0.7 and the centers of the basis function are evenly distributed in state space as Fig. 4 and Θ T is connection weight matrix between the hidden layer and the output In the first case, we will compare our proposed methods TC-RBF to Adaptive fuzzy Sliding Mode Control (AFSMC) in [11] . Comparison of liquid level control simulation between TC-RBF and AFSMC is presented. A response of both TC-RBF and AFSMC are almost same. However, it is obviously that the tracking error for the TC-RBF due to reference liquid level is a much less than those by AFSMC see Fig. 6 .
In second case, NA-RBF-DE is shown, the adaptive Θ T k = (k 1 k 2 ) of the NA-RBF-DE automatically alter when disturbance influence on system see Fig. 5 . The disturbance estimator can be computed as Theorem 2 in 
(ẏ m −ẏ)εdt (49) As mention, the lumped disturbance signal η(x, t) contains both unknown input noise d(x, t) and error structure δ f (x), δ h (x). The simulation results of the disturbed case are shown in Fig. 7 , we can see that the disturbance estimator can be almost exactly disturbance term. It is clear that tracking error of NA-RBF-DE is very small, approximately 10 −6 see Fig. 6 and Fig. 8 which is less than TC-RBF and is a lot less than AFSMC. 
An active magnetic bearing system
In this section, an active magnetic bearing system as Fig. 9 , used to illustrate our proposed methods. AMB system replaces mechanical bearings used in electric engine working in special environments [10] , [18] . Because it uses magnetic forces to support the movement of the spindle without mechanical contacting, the new technology bearings have a number of advantages compared to other types of conventional bearings. However, this system is the unstable, so a feedback control loop is necessary to stabilize system. The control objective is that the position x and y of a suspended object follow the position reference x m and y m with parameters of AMBs as Table II . The modeling a AMB in Euler Lagrange equation follows as
with θ x ; θ y is very small, so we assume θ x ≈ θ y , we obtain
and q = (x, y) T By introducing x = (q,q,q) T as state We would calculate the Γ (x);Ĥ(x); η(t) by the adaptive RBF neural network which has 18 neurons in hidden layer. The input vector of RBF is composed of four inputs x = (xẋ; yẏ) T , and the output vector of RBF has two outputs b = (b 1 ; b 2 ) the radial basis functions are chosen as Gaussian functions as (48), the corresponding widths for every function is σ = 0.7 and the centers of the basis function are evenly distributed in state space as Fig. 4 . We would compare our proposed method NASC-DE to Adaptive Control based on ISS stabilization (ACISS) in [10] . We choose the fixed matrices K 1 , K 2 of ACISS and NASC-DE in which, a disturbance compensation signal v(t) is chosen such as |p(t)| ≤ 0.5, ∀t.
The simulations results of the case that a disturbance is considered are shown in Fig. 10 without feed-forward correction term Γ, the results of disturbance estimator with feed-forward correction term are almost as identical as real disturbance term (see Fig. 11 ). In addition, two kinds of disturbances are taken into account in this case. Based on this estimator, the disturbances are eliminated by the control law. This means that the performance of the tracking error of NASC-DE is very small (see Fig. 12 ), which is a much less than ACISS in Fig. 13 . It is clear that the performance of close loop system is improved by using our proposed approaches. It notes that the labels of the horizontal axis of figures are the time and these of vertical axis of Fig. 10, 11, 12 and Fig. 13 are the centimeter.
Conclusion
The paper showed the disturbance estimator based on adaptive RBF neural network combined with the feedforward correction term, this method is applied for both uncertain nonlinear SISO and uncertain nonlinear MIMO system. Three proposed controllers (TC-RBF, NA-RBF-DE and NASC-DE), which combine disturbance estimation with adaptive parameter vector of the controller. Those approaches are applied for a class of nonlinear systems involving plan uncertainties and external disturbances containing SISO and MIMO system. The tracking performances are greatly improved by the use the disturbance estimator, adaptive RBF neural network and adaptive law of controller's parameters. We explore the effect of the controller from the simulation results.
