Introduction
Combinatorial game theory is the mathematical study for strategy of perfect information games in which there are neither chance moves, nor hidden information. Among early results of combinatorial game theory there is a winning strategy for Nim by Bouton [1] in 1902. Nim is a two-player game with some heaps of stones in which the player to move chooses one of the heaps and takes away arbitrary numbers of stones from it. The upper part of Fig. 1 shows a game position of Nim. In the position, there are two heaps of stones: one has three stones and the other has two stones. Since each player can remove any number of stones from a single heap, the candidates for the next positions are shown in the lower part of the figure. The winner of Nim is the player who takes away the last stone. We express Nim positions by the number of stones in each heap like (3, 2) . We say a game is in normal play if we define that the winner of the game is the player who moves last (like Nim). A game is called impartial if both players have the same set of options (like Nim). In this paper, we study only impartial games in normal play and assume every play ends in a finite number of moves no matter how the players move.
We say a player has a winning strategy if she can win regardless of her opponent's move. In an impartial game, we say that a game position is an N -position or a P-position if the next player (i.e. the current player) or the previous player (i.e. the other player) has a winning strategy, respectively. Clearly, a game position of an impartial two-player game is an N -position or a P-position.
We can analyze whether a Nim position is an N -position or a P-position in a simple way. Definition 2. For any game position g, we define G-value function G(g) as follows:
where g → g means that g is an option of g.
Theorem 2 (Sprague [5] and Grundy [4] ). For any game position g, g is a P-position if and only if G(g) = 0.
Definition 3. For any game positions g and h, we define the disjoint sum g + h recursively as the game whose options are g + h or g + h where g ranges all options of g and h ranges all options of h.
Theorem 3 (Sprague [5] and Grundy [4] ). For any game positions g and h,
Therefore, people have been interested in G-values of games and some of the early results show us various structures of G-values in some specific games, for example, Welter's game [7] , cyclic Nimhoff [3] , and Lim [2] .
Delete Nim
Here we define an impartial game called Delete Nim. In this game, there are two heaps of stones. The player chooses one of the heaps and delete the other heap. Next, she takes away 1 stone from the chosen heap and optionally splits it into two heaps. In this paper, we show how to compute the G-value of Delete Nim.
To compute the G-value of a position of the game, we need to prepare some definitions and notations.
Definition 4. We denote the usual OR operation of two numbers in binary notations by ∨. Example 4. 9 ∨ 12 = 1001 2 ∨ 1100 2 = 1101 2 = 13. Now we can compute the G-value of a position of Delete Nim.
Theorem 4.
We denote the position of Delete Nim with two heaps of x stones and y stones by (x, y). Then,
where v p (n) is the p-adic valuation of n, that is,
. First, we show that (x, y) has no next position (x , y ) such that h = v 2 ((x ∨ y ) + 1) by contradiction. Note that x + y = x − 1 or x + y = y − 1. If h = 0, then x and y are even. Therefore, x + y is an odd number and v 2 ((x ∨ y ) + 1) = 0, which is a contradiction.
Let
Next, we show that for any h < h, (x, y) has a next position such that h = v 2 ((x ∨ y ) + 1). Since h = v 2 ((x ∨ y)+1), without loss of generality, x h = 1. Let x = x−2 h and y = 2 h −1. Clearly, x h = 0, y h = 0, y k = 1(k < h ) and x + y = x − 1. Therefore, (x , y ) is a next position of (x, y) and h = v 2 ((x ∨ y ) + 1).
A game similar to Delete Nim is introduced in [6] . The rule is as follows: There are two heaps of stones. The player chooses one of the heaps and delete it, and she splits the other heap into two heaps. We call this game a Variant of Delete Nim or VDN.
Theorem 5.
There is an isomorphism F (g) from the set of all positions of VDN to that of Delete Nim:
Proof. Cleary, the end positions of the games hold this isomorphism. Let (x − 1, y − 1) be a next position of (x − 1, y − 1) in Delete Nim. Then without loss of generality, (x − 1) + (y − 1) = (x − 1) − 1. On the other hand, (x, y) of VDN has the next position (x , y ) because x + y = x. For the other side, let (x , y ) be a next position of (x, y) in VDN. Then without loss of generality, x + y = x. On the other hand, (x − 1, y − 1) of Delete Nim has the next position (x − 1, y − 1) because (x − 1) + (y − 1) = (x − 1) − 1. Therefore, there is a one-to-one corresponding between (x − 1, y − 1) of Delete Nim and (x, y) of VDN.
In [6] , the P-positions of the game are shown but the G-values of positions of the game are not discussed. By the isomorphism, now we can compute the G-value of position (x, y) of the game as v 2 ((x − 1) ∨ (y − 1) + 1).
Conclusion
In this paper, we introduced a game for which one needs to use the OR operation and 2-adic valuation v 2 (n) in order to compute the G-value of a position. To the best of our knowledge, this is the only case we need the OR operation in order to calculate the G-values. Therefore, we think that our results would contribute to the field of combinatorial game theory.
