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Perturbing cone-valued Lyapunov functions
a b s t r a c t
In this paper, we develop the notions of φ0-boundedness and practical φ0-stability for
difference equations via perturbing cone-valued Lyapunov functions, and obtain sufficient
conditions of φ0-boundedness and practical φ0-stability.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Lakshmikantham and Leela [1] introduced the perturbing Lyapunov function method, which is useful in the study of
nonuniform stability properties of solutions under weaker conditions. Using this method, Lakshmikantham and Liu [2]
investigated nonuniform stability properties in terms of two measures of differential systems; Mcrae [3] discussed the
nonuniform stability of differential equationswith initial time difference; Soliman [4,5] obtained the nonuniform properties
of functional differential equations and impulsive differential systems.
Also Lakshmikantham and Leela [6] initiated the method of cone and cone-valued Lyapunov functions. Then Akpan and
Akinyele [7] discussed the φ0-stability of comparison differential systems by using the method of cone-valued Lyapunov
functions. Since practical stability only needs to stabilize a system into a region of phase space, it has been widely used in
application; the theory of practical stability has developed rather intensively. Akinyele andAdeyeye [8] investigatedpractical
φ0-stability of impulsive differential systems. Soliman [9] obtained practical φ0-stability of perturbed differential systems.
The main purpose of this paper is to extend the notions of φ0-boundedness and practical φ0-stability to difference
equations via perturbing cone-valued Lyapunov function method.
Consider a difference system
x(k+ 1) = f (k, x(k)), x(k0) = x0, (1.1)
where f ∈ C[N+×Rn, Rn], f (k, 0) = 0, N+ = {k ≥ 0, k ∈ Z}, Z is a set of integers, x ∈ Rn and x(k) = x(k, k0, x0) is a solution
of (1.1) through (k0, x0).
For any subset E ⊂ Rn, we denote by E, Ec , and ∂E the closure, the complement, and the boundary of E, respectively.
The following definitions are dependent on that given in [6].
Definition 1.1. A proper subset K of Rn is called a cone if
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(i) λK ⊆ K , λ ≥ 0;
(ii) K + K ⊆ K ;
(iii) K = K ;
(iv) K 0 ≠ ∅;
(v) K ∩ (−K) = {0},
where K and K 0 denote the closure and interior of K , respectively, and ∂K denotes the boundary of K . The order relation on
Rn induced by the cone K is defined as follows: Let x, y ∈ K , then x≤K y iff y− x ∈ K and x<K0 y iff y− x ∈ K 0.
Definition 1.2. The set K ∗ = {φ ∈ Rn, (φ, x) ≥ 0, for all x ∈ K} is said to be adjoint cone if it satisfies the properties (i)–(v).
x ∈ K 0 iff (φ, x) > 0,
and
x ∈ ∂k iff (φ, x) = 0, for some φ ∈ K ∗0 , K0 = K − {0}.
Definition 1.3. A function g : D → Rn, D ⊂ Rn is said to be quasi-monotone relative to K if x, y ∈ D and y− x ∈ ∂K implies
that there exists φ0 ∈ K ∗0 such that
(φ0, y− x) = 0 and (φ0, g(y)− g(x)) ≥ 0.
Definition 1.4. A function a(r) is said to belong to the class K if a ∈ C[R+, R+], a(0) = 0, and a(r) is strictly monotone
increasing function in r .
Let K is a cone of Rn, S(ρ) = {x ∈ Rn : ‖x‖ < ρ, ρ > 0}, and V (k, x) ∈ C[N+ × S(ρ), K ], the definition of difference of
V (k, x) through system (1.1) is as follows
1V (k, x) = V (k+ 1, x(k+ 1))− V (k, x(k))
= V (k+ 1, f (k, x(k)))− V (k, x(k)).
Definition 1.5. The zero solution of (1.1) is said to be φ0-bounded if for β = β(k0) > 0, k0 ∈ N+, there exists α(k0, β) > 0
such that for φ0 ∈ K ∗0
(φ, x(k, k0, x0)) < β, k ≥ k0, k ∈ N+,
provided that (φ, x0) < α(k0, β), where x(k, k0, x0) is any solution of (1.1).
In the case of uniformly φ0-bounded, α and β in Definition 1.5 are independent of k0.
Definition 1.6. The system (1.1) is said to be practically φ0-stable if given (λ, A)with 0 < λ < A, such that for k0 ∈ N+ and
φ0 ∈ K ∗0
(φ0, x0) < λ implies (φ0, x(k, k0, x0)) < A, k ≥ k0, k ∈ N+,
where x(k, k0, x0) is any solution of (1.1).
In the case of uniformly practically φ0-stable, Definition 1.6 holds for all k ∈ N+.
Definition 1.7. The system (1.1) is said to be practically asymptotically φ0-stable if it is practically φ0-stable, and for each
ϵ > 0, k0 ∈ N+, there exists N = N(k0, ϵ) such that
(φ0, x0) < λ implies (φ0, x(k, k0, x0)) < ϵ, k ≥ k0 + N.
2. φ0-boundedness
In this section,we discuss the φ0-boundedness of the system (1.1) via perturbing cone-valued Lyapunov functions.
Lemma 2.1. If there exists a function V (k, x(k)) ∈ C[N+S(ρ), K ], such that the function along the solution of (1.1) satisfying
1V (k, x(k))≤K g(k, V (k, x(k))),
where g ∈ C[N+ × K , Rn] and g(k, u) is quasi-monotone nondecreasing in u relative to K . Then V (k0, x0)≤K u0 implies
V (k, x(k))≤K r(k), for some k ≥ k0,
where x(k) = x(k, k0, x0) is any solution of (1.1) and r(k) = r(k, k0, u0) is the maximal solution of u(k + 1) = g(k, u(k))
relative to K .
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Proof. When k = k0, V (k0, x0)≤K u0 is valid clearly. Suppose that V (k, x(k))≤K r(k) for some k ≥ k0, since g(k, u) is
quasi-monotone nondecreasing in u relative to K , then from the assumption, we have
1V (k, x(k)) ≤ V (k+ 1, x(k+ 1))≤K g(k, V (k, x(k)))≤K g(k, u(k)) = u(k+ 1).
Thus the inequality
V (k, x(k))≤K r(k)
is valid when V (k0, x0)≤K u0. 
Theorem 2.1. Assume that
(i) E ⊂ Rn is compact, V1 ∈ C[N+ × Ec, K ] is bounded, locally Lipschitzian and continuous in x relative to K , and
1V1(k, x(k))≤K g1(k, V1(k, x)), (k, x) ∈ N+ × Ec, (2.1)
where g1 ∈ C[N+ × K , Rn] is quasi-monotone nondecreasing in u relative to K .
(ii) V2 ∈ C[N+ × Sc(ρ), K ] is bounded, locally Lipschitzian and continuous in x relative to K , and for φ0 ∈ K ∗0 .
b(φ0, x(k)) ≤ (φ0, V2(k, x)) ≤ a(φ0, x(k)), (k, x) ∈ N+ × Sc(ρ), a, b ∈ K, (2.2)
where x(k) = x(k, k0, x0) is any solution of (1.1), and for (k, x) ∈ N+ × Sc(ρ),
∆[V1(k, x)+ V2(k, x)] ≤K g2(k, V1(k, x)+ V2(k, x)), (2.3)
where g2 ∈ C[N+ × K , Rn] is quasi-monotone nondecreasing in u relative to K;
(iii) if the zero solution of difference equation
u(k+ 1) = g1(k, u), u(k0) = u0 (2.4)
is φ0-bounded, and the zero solution of difference equation
w(k+ 1) = g2(k, w), w(k0) = w0 (2.5)
is uniformly φ0-bounded.
Then the zero solution of (1.1) is φ0-bounded.
Proof. Since E is compact, there exists ρ > 0 such that S(ρ) ⊃ S(E, ρ0) for some ρ0 > 0, where
S(E, ρ0) = {x ∈ Rn : d(x, E) ≤ ρ0},
and
d(x, E) = inf
y∈E |x− y|.
Let k0 ∈ N+ and α ≥ ρ be given. Let α1 = α1(k0, α) = max(α0, α∗), where α0 = max[ V1(k0, x0) : x0 ∈ S(α) ∩ Ec ] and
α∗ ≥ V1(k, x) for (k, x) ∈ N+ × ∂E. Since Eq. (2.4) is φ0-bounded, given α > 1 and k0 ∈ N+, there exists β1 = β1(k0, α1)
such that for φ0 ∈ K ∗0
(φ0, r1(k, k0, u0)) < β1 k ≥ k0, (2.6)
provided (φ0, u0) < α1, where r1(k, k0, u0) is themaximal solution of (2.4). Also, since the zero solution of (2.5) is uniformly
φ0-bounded, given α2 > 0, there exists β2(α2) > 0 such that for φ0 ∈ K ∗0
(φ0, r2(k, k0, w0)) < β2(α2) k ≥ k0, (2.7)
provided (φ0, w0) < α2, where r2(k, k0, w0) is themaximal solution of (2.5).We choose u0 = V1(k0, x0), andα2 = a(α)+β1.
As b(u)→∞with u →∞, we can choose β = β(k0, α) such that
b(β) > β2(α2). (2.8)
Now, to prove that the zero solution of (1.1) is φ0-bounded, it must be shown that (φ0, x0) < α implies for any solution
x(k, k0, x0) satisfies (φ0, x(k, k0, x0)) < β for k ≥ k0. If this is not true, there exists a solution x(k, k0, x0) of (1.1) with
(φ0, x0) < α such that for some k∗ > k0 and φ0 ∈ K ∗0 ,
(φ0, x(k∗, k0, x0)) = β.
Since S(E, ρ0) ⊂ S(α), there are two possibilities to consider:
(I) x(k, k0, x0) ∈ Ec for k ∈ [k0, k∗];
(II) there exists ak ≥ k0 such that
x(k, k0, x0) ∈ ∂E, x(k, k0, x0) ∈ Ec for k ∈ [k, k∗].
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If case (I) holds, we can find k1 > k0 such that for φ0 ∈ K ∗0
(φ0, x(k1, k0, x0)) = α,
(φ0, x(k∗, k0, x0)) = β,




m(k) = V1(k, x(k, k0, x0))+ V2(k, x(k, k0, x0)), k ∈ [k1, k∗],
It is easy to obtain from (2.3),
1m(k)≤K g2(k,m(k)), k ∈ [k1, k∗].
Consequently, by Lemma 2.1, we get
m(k)≤K r2(k, k1,m(k1)), k ∈ [k1, k∗],
where r2(k, k1, w0) is the maximal solution of (2.5) such that r2(k1, k1, w0) = w0. Thus
∆[V1(k∗, x(k∗, k0, x0))+ V2(k∗, x(k∗, k0, x0))] ≤K r2(k∗, k1, V1(k1, x(k1, , k0, x0))+ V2(k1, x(k1, k0, x0))). (2.10)
Similarly, from (2.1) we also have by Lemma 2.1,
V1(k1, x(k1, , k0, x0))≤K r1(k1, k0, V1(k0, x0)),
and thus for φ0 ∈ K ∗0
(φ0, V1(k1, x(k1, , k0, x0))) ≤ (φ0, r1(k1, k0, V1(k0, x0))), (2.11)
where r1(k, k0, u0) is the maximal solution of (2.4). In view of the fact that u0 = V1(k0, x0) < α1, (2.6) yields for φ0 ∈ K ∗0
(φ0, r1(k1, k0, V1(k0, x0))) ≤ β1, for (φ0, u0) < α1. (2.12)
Furthermore,
(φ0, V2(k1, x(k1, k0, x0))) ≤ a(α) (2.13)
because of (2.2) and (2.9). Consequently, from (2.11)–(2.13) we have
(φ0, w0) = (φ0, V1(k1, x(k1, k0, x0)))+ (φ0, V1(k1, x(k1, k0, x0)))
< β1 + a(α) = α2. (2.14)
Hence, from (2.2), (2.7)–(2.10), (2.14), and the fact that V1 ≥ 0,
b(β) ≤ β2(α2) < b(β), (2.15)
which is a contradiction.
If case (II) holds, we again arrive at the inequality (2.10), where k1 >k satisfies (2.9). Now, We have in place of (2.11),
the relation
V1(k1, x(k1, k0, x0))≤K r1(k1,k, V1(k, x(k, k0, x0))).
Since x(k, k0, x0) ∈ ∂E and V1(k, x(k, k0, x0)) ≤ α∗ ≤ α1, arguing as before, we arrive at the contradiction (2.15). This proves
that
(φ0, x(k, k0, x0)) < β, for k ≥ k0,
whenever (φ0, x0) < α, α ≥ ρ. For α < ρ, we set β(k0, α) = β(k0, ρ), and hence the proof is complete. 
Remark 2.1. If K = Rn+ and φ0 = (1, 1, . . . , 1), we could deduce the result by vector Lyapunov function method.
3. Practical φ0-stability
In this section, we discuss the concept of perturbing cone-valued Lyapunov functions for practical φ0-stability of the
difference system (1.1).
Theorem 3.1. Assume that
(i) 0 < λ < A and a(λ) < b(A), where a, b ∈ K;
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(ii) V1 ∈ C[N+× S(A), K ] is locally Lipschitzian and continuous in x relative to K , and for (k, x) ∈ N+× S(A), (φ0, V1(k, x)) ≤
a(φ0, x(k)), a ∈ K and
1V1(k, x(k))≤K g1(k, V1(k, x)), (3.1)
where g1 ∈ C[N+ × K , Rn] is quasi-monotone nondecreasing in u relative to K .
(iii) V2 ∈ C[N+ × S(A) ∩ Sc(λ), K ] is locally Lipschitzian and continuous in x relative to K , and for φ0 ∈ K ∗0
b(φ0, x(k)) ≤ (φ0, V2(k, x)) ≤ a(φ0, x(k)), (3.2)
where a, b ∈ K , (k, x) ∈ N+ × S(A) ∩ Sc(λ);
(iv) for each (k, x) ∈ N+ × S(A) ∪ Sc(λ),
∆[V1(k, x)+ V2(k, x)] ≤K g2(k, V1(k, x)+ V2(k, x)), (3.3)
where g2 ∈ C[N+ × K , Rn] is quasi-monotone nondecreasing in u relative to K;
(v) if the difference Eq. (2.4) is practically φ0-stable, and the difference Eq. (2.5) is uniformly practically φ0-stable.
Then the system (1.1) is practically φ0-stable.
Proof. From the assumption, (2.5) is uniformly practical φ0-stable, thus for given a(λ) < b(A) and for all k ∈ N+, φ0 ∈ K ∗0 ,
we have
(φ0, w0) < a(λ) implies (φ0, r2(k, k0, w0)) < b(A), k ≥ k0, (3.4)
where r2(k, k0, w0) is the maximal solution of (2.5). Since (2.4) is practical φ0-stable, then
(φ0, u0) < a(λ) implies (φ0, r1(k, k0, u0)) < a(λ), k ≥ k0, (3.5)
where r1(k, k0, w0) is the maximal solution of (2.4). To prove that (1.1) is practically φ0-stable, it must be proved that
(φ0, x0) < λ implies (φ0, x(k, k0, x0)) < A, k ≥ k0, (3.6)
where x(k, k0, x0) is any solution of (1.1). Suppose that this is not true, then there exist k2 > k1 > k0 and a solution
x(k) = x(k, k0, x0) of (1.1) such that
(φ0, x(k1)) = λ, (φ0, x(k2)) = A λ ≤ (φ0, x(k)) ≤ A, k1 < k < k2. (3.7)
Settingm(k) = V1(k, x)+ V2(k, x), k1 < k < k2, we get for φ0 ∈ K ∗0
1m(k)≤K g2(k,m(k)), k1 < k < k2,
which yields from Lemma 2.1
m(k)≤K r2(k, k1, V1(k1, x(k1))+ V2(k1, x(k1))), (3.8)
where r2(k, k1, w0) is the maximal solution of (2.5) such that r2(k1, k1, w0) = w0. Also, we can obtain similarly
V1(k1, x(k1))≤K r1(k, k0, V1(k0, x0)), (3.9)
where r(k, k1, u0) is the maximal solution of (2.4). Since (φ0, x0) < λ, we have because of (ii)
(φ0, V1(k0, x0)) ≤ a(φ0, x0) < a(λ),
and hence, (3.5) and (3.9) show that
(φ0, V1(k1, x(k1))) < a(λ).
From (iii) and (3.7), we get
(φ0, V2(k1, x(k1))) ≤ a(φ0, x(k1)) = a(λ),
and consequently from (3.4) and (3.8), we obtain
(φ0,m(k2)) ≤ (φ0, r2(k2, k1,m(k1))) < b(A).
But in view of (iii) and (3.7), we have
(φ0,m(t2)) ≥ (φ0, V2(k2, x(k2))) ≥ b(φ0, x(k2)) = b(A),
which leads to a contradiction. Thus, the system (1.1) is practically φ0-stable, and the proof is complete. 
Remark 3.1. 1. If V1(k, x) ≡ 0, g1(k, u) ≡ 0, then Theorem 3.1 yields uniformly practical φ0-stability of system (1.1) under
weaker assumption;
2. If K = Rn+ and φ0 = (1, 1, . . . , 1), we could deduce the result by vector Lyapunov function method.
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Theorem 3.2. In addition to the assumption of Theorem 3.1, suppose that either




c(x(s)) ≤ (φ0, g1(k, V1(k, x(k)))),
where c ∈ K and g1(k, u) is quasi-monotone nondecreasing in u relative to K;
or
(b) for φ0 ∈ K ∗0 ,
(φ0,∆[V1(k, x)+ V2(k, x)])+
k−
s=k0
c(x(s)) ≤ (φ0, g2(k, V1(k, x)+ V1(k, x))),
where c ∈ K and g2(k, w) is quasi-monotone nondecreasing inw relative to K .
Then the system (1.1) is practically asymptotically φ0-stable.
Proof. Suppose that (a) holds, then it implies that
(φ0,1V1(k, x(k))) ≤ (φ0, g1(k, V1(k, x(k)))),
which means that
1V1(k, x(k))≤K g1(k, V1(k, x(k))).
From Theorem 3.1, the system (1.1) is practically φ0-stable. Now, we only need to prove that for any ϵ > 0, k ∈ N+, there
exists a N > a(λ)c(ϵ) and a k
∗ ∈ [k0, k0 + N] such that for φ0 ∈ K ∗0 ,
(φ0, x0) < λ implies (φ0, x(k∗, k0, x0)) < ϵ, k ∈ [k0, k0 + N]. (3.10)
If it is not true, let us suppose that
(φ0, x(k, k0, x0)) ≥ ϵ, k ∈ [k, k0 + N]. (3.11)
Let




which implies V1(k, x(k))≤K m(k, x(k)), then by (a1)we get for k ∈ [k0, k0 + N]




≤ (φ0, g1(k, V1(k, x(k))))
≤ (φ0, g1(k,m1(k, x(k)))),
which yields
1m(k, x(k))≤K g1(k,m1(k, x(k))).
Thus from Lemma 2.1, we obtain
(φ0,m(k, x(k))) ≤ (φ0, r1(k, k0, u0)), k ∈ [k0, k0 + N], (3.13)
where r1(k, k0, u0) is the maximal solution of (2.4). Then from (3.5), (3.11)–(3.13), we get for k ∈ [k0, k0 + N]




≤ a(λ)− Nc(ϵ) < 0,
which is a contradiction, then (3.10) is valid. We now claim that (φ0, x(k, k0, x0)) < ϵ, k ≥ k0 + N . If this is not
true, we proceed as in the proof of Theorem 3.1 replacing k0 by k∗ to arrive at a contradiction. Hence it follows that
(φ0, x(k, k0, x0)) < ϵ, k ≥ k0 + N , whenever (φ0, x0) < λ.
If (b) holds, we proceed as before to get a contradiction. Hence the proof is complete. 
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4. Example
Consider the difference equation
x1(k+ 1) = −6x1 − x21 exp(x1)+ 3x2 − x22 exp(x1)
x2(k+ 1) = −2x1 − x22 exp(x2)− 1x2 − x21 exp(x2).
(4.1)
We choose V1(k, x) = (V11, V12)T , where V11 = |x1| and V12 = |x2|. It can easily be checked that∆V11(k) ≤ −7|x1|+2|x2|








= g1(k, V1). (4.2)
Therefore we choose






















∆(V1 + V2) ≤
−7V11 + 2V12 − 5V21 − 5V22









= g2(k, V1 + V2).
(4.4)
Therefore we can choose








We now seek to construct a cone P ⊂ R2+ relative to which Eqs. (4.3) and (4.5) are quasi-monotone. The eigenvectors of
A1 in (4.3) are (1, 1)T and (1, 3/2)T corresponding to the eigenvalues −5 and −4, respectively. The eigenvectors of A2 in














. Clearly B is a nonnegative, nonsingular 2×2matrixwithwhich themappings
u = Bv andw = Bz transforms (4.3) and (4.5) into
v(k+ 1) = B−1A1Bv
and
z(k+ 1) = B−1A2Bz.
Then there exists a cone P = {∑2i=1 ωibi : ωi ≥ 0, i = 1, 2} ⊂ R2+, generated by the two linearly independent column
vectors of B relative towhich (4.3) and (4.5) are quasi-monotone nondecreasing. Relative to the cone P and for someφ0 ∈ P∗0 ,
we have
1V1(k, x)≤P g1(k, V1),
∆[V1(k, x)+ V2(k, x)] ≤P g2(k, V1 + V2),
and
(φ0, V1) ≤ a(φ0, x), b(φ0, x) ≤ (φ0, V2) ≤ a(φ0, x),
where a, b ∈ K and a(r) = r , b(r) = r2. Then for given 0 < λ < A, using Theorem 3.1 the practical φ0-stability of (4.3) and
the uniformly practical φ0-stability of (4.5) mean the practical φ0-stability of (4.1).
Acknowledgment
The authors would like to thank the reviewers for their valuable suggestions and comments.
2870 P. Wang, M. Wu / Computers and Mathematics with Applications 62 (2011) 2863–2870
References
[1] V. Lakshmikantham, S. Leela, On perturbing Liapunov functions, Math. Syst. Theory 10 (1976) 85–90.
[2] V. Lakshmikantham, X.Z. Liu, Perturbing families of Lypunov functions and stability in terms of twomeasures, J. Math. Anal. Appl. 140 (1989) 107–114.
[3] F.A. Mcrae, Perturbing Lyapunov functions and stability criteria for initial time difference, Appl. Math. Comput. 117 (2001) 313–320.
[4] A.A. Soliman, On perturbing Lyapunov functional, Appl. Math. Comput. 133 (2002) 319–325.
[5] A.A. Soliman, On cone perturbing Liapunov function for impulsive differential systems, Appl. Math. Comput. 163 (2005) 1069–1079.
[6] V. Lakshmikantham, S. Leela, Cone-valued Liapunov functions, Math. Nonlinear Anal. 1 (1977) 215–222.
[7] E.P. Akpan, On the φ0-stability of comparison differential systems, J. Math. Anal. Appl. 164 (1992) 307–324.
[8] O. Akinyele, J.O. Adeyeye, Cone-valued lyapunov functions and stability of hybrid systems, Dyn. Contin., Discrete. Impuls. Syst. Ser A 8 (2001) 203–214.
[9] A.A. Soliman, On practical stability of perturbed differential systems, Appl. Math. Comput. 163 (2005) 1055–1060.
