























EXPONENTIAL CONVERGENCE TO EQUILIBRIUM FOR COUPLED
SYSTEMS OF NONLINEAR DEGENERATE DRIFT DIFFUSION EQUATIONS
LISA BECK, DANIEL MATTHES, AND MARTINA ZIZZA
Abstract. We study the existence and long-time asymptotics of weak solutions to a system of two
nonlinear drift-diffusion equations that has a gradient flow structure in the Wasserstein distance.
The two equations are coupled through a cross-diffusion term that is scaled by a parameter
ε ≥ 0. The nonlinearities and potentials are chosen such that in the decoupled system for ε = 0,
the evolution is metrically contractive, with a global rate Λ > 0. The coupling is a singular
perturbation in the sense that for any ε > 0, contractivity of the system is lost.
Our main result is that for all sufficiently small ε > 0, the global attraction to a unique steady
state persists, with an exponential rate Λε = Λ−Kε. The proof combines results from the theory
of metric gradient flows with further variational methods and functional inequalities.
1. Introduction
In this paper, we analyze existence and long-time asymptotics of non-negative unit-mass solu-













Notice that the diffusive contributions div(u∇F ′(u)) and div(v∇G′(v)) of the system (1.1) can also
be expressed as ∆f(u) and ∆g(v), respectively, by introducing functions f and g via the relations
f ′(r) = rF ′′(r) and g′(r) = rG′′(r) for r > 0. The precise hypotheses on the various functions are
formulated in Section 1.2 below; in brief: the nonlinearities F , G for the individual components
are smooth convex functions that degenerate at zero, i.e., with F ′(0) = G′(0) = 0; the coupling
is moderated by a nonlinear function h that is regular and bounded; the coupling strength ε > 0
will be assumed small; and the potentials Φ, Ψ are Λ-convex, with some Λ > 0. We prove the
global existence of transient solutions (uε(t), vε(t))t≥0 to (1.1) for initial data of finite energy; we
show existence and uniqueness of a stationary solution (ūε, v̄ε), and analyze its regularity; finally,
we obtain convergence of (uε(t), vε(t)) to (ūε, v̄ε) in L
1(Rd) as t→ ∞, at an exponential rate.
Our approach is a variational one: we consider — at least formally — the system (1.1) as a metric





F (u) +G(v) + uΦ+ vΨ + εh(u, v)
]
dx (1.2)
on the cross product of two copies of the space Pr2 (Rd) of probability densities of finite second
moment, endowed with the L2-Wasserstein distance; the definitions are recalled in Section 2 below.
What we consider as our main contribution — going beyond the analysis of the specific sys-
tem (1.1) — is a blending of the abstract machinery of uniformly contractive metric gradient flows
with more hands-on variational methods by which we extend the relevant estimates into the totally
non-convex regime. Indeed, under the hypotheses stated below, the two evolution equations of the
decoupled system, i.e., (1.1) for ε = 0, constitute Λ-contractive gradient flows in the L2-Wasserstein
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metric. Stated differently, Eε is Λ-uniformly convex along geodesics. A consequence from the gen-
eral theory — see e.g. [3, Chapter 11] — is the convergence of both components u(t) and v(t) to
respective stationary solutions ū0 and v̄0 in L
1(Rd) at exponential rate Λ.
It is a remarkable fact that, in the eyes of the Wasserstein metric, the coupling via h in (1.1) is a
singular perturbation of the two decoupled equations, no matter how tame h is. As soon as ε > 0,
geodesic semi-convexity of the energy Eε is lost entirely, i.e., Eε is not λ-uniformly convex along
geodesics, not for any λ ∈ R, see Proposition 2.4. In that case, the gradient flow machinery does not
provide any information on the long-time behaviour of solutions to (1.1). Rather, it implies that the
coupled systems is not globally uniformly semi-contractive anymore, that is, there is no Lipschitz
bound on the instantaneous divergence of trajectories. Of course, this does not rule out global
exponential convergence to equilibrium, but the latter behaviour is inaccessible to that theory.
To prove equilibration at exponential rate, we build on associated functional inequalities, see
e.g. [14], which can be obtained as a consequence of metric contractivity, but which are more





F (u)− F (ūε) + (u− ūε)
(









F ′(u) + Φ + ε∂uh(ūε, v̄ε)
]∣∣2 dx
(1.3)
(and a similar inequality for v in place of u), which expresses the relation between energy and
dissipation for the auxiliary scalar gradient flow ∂tu = div(u∇[F ′(u) + Φ + ε∂uh(ūε, v̄ε)]). The
constant Λ−K0ε in (1.3) is a lower bound on the modulus of convexity of Φ+ ∂uh(ūε, v̄ε), which is
controlled thanks to our C2-estimates on the steady state in Theorem 1.3. With (1.3) at hand, the
key step in our approach, see Proposition 4.4, amounts to proving that the negative time-derivative
of the integral on the left-hand side of (1.3) bounds the expression on the right-hand side, up to a
factor 1−K1ε. This eventually implies convergence to equilibrium in L1(Rd) at a global exponential
rate of at least Λε := Λ−Kε, with K := K0 + ΛK1.
We emphasize that the novelty of our result does not lie in the proof of convergence to equilibrium
as such — a qualitative result could be obtained at almost no cost e.g. from the LaSalle principle —
but in the quantitative estimate on the convergence to equilibrium, with the exponential rate Λε that
is an ε-perturbation of the decoupled rate Λ. It is further significant that (1.1) is considered on Rd,
and that the steady state (ūε, v̄ε) is compactly supported; hence, there is no standard inequality
like Poincaré or log-Sobolev to conclude exponential convergence, not even at some rate smaller
than Λε, but a more adapted inequality like (1.3) appears necessary.
1.1. Positioning of our results. Coupled systems of nonlinear drift-diffusion equations are ubiq-
uitous. They are used in the modeling of chemical reactions [38], flows in porous media [10],
semi-conductor devices [34] population dynamics [8], rival gangs in a city [4], just to name a few
of the countless applications. The literature concerning the very natural question about long-time
asymptotics is huge, albeit mostly focused on such systems with a particular rigid algebraic struc-
ture of the diffusion (being diagonal, or even linear) but with additional source terms, describing
e.g. reactions.
We briefly recall the situation for scalar drift-diffusion equations. The first proof of exponential
convergence to equilibrium in a degenerate parabolic equations of the type ∂tu = ∆f(u)+div(u∇Φ)
has been given in the case f(u) = um and Φ(x) = 12 |x|2 on Rd by three different methods: by
a nonlinear extension of the Bakry–Emery method [13], by a variational proof of the entropy-
dissipation inequality [17], and by virtue of gradient flows in the L2-Wasserstein metric [35]. These
methods have been extended later on to more general f ’s and Φ’s, and also to bounded domains
Ω ⊂ Rd, see e.g. [12] and [14] for such generalizations of the first and of the third approach,
respectively. The common fundamental result is that if f has certain convexity properties, and if Φ
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is uniformly convex of modulus Λ > 0, then solutions u converge to the unique equilibrium in L1 at
exponential rate Λ.
There appears to be no result of comparable simplicity and generality for coupled systems of
parabolic equations. All of the aforementioned methods of proof break down as soon as multi-
component densities are considered, except in some particular systems with a very special algebraic
structure, see e.g. [29, 43]. System (1.1) is a paradigmatic illustration of this effect on the gradient
flow approach, where geodesic convexity turns out to be highly fragile with respect to the coupling of
components: the decoupled functional E0 from (1.2) is Λ-convex along geodesics, but Eε completely
loses convexity for any ε > 0, see Proposition 2.4 below. For the sake of completeness, we mention
that although the gradient flow approach loses its quantitative estimates, various qualitative results,
e.g., on the shape of steady states or on the convergence to equilibrium (without rates), have been
obtained along these lines for specific systems, see for instance [28].
Limited generalizations of the scalar theory have been developed for reaction-diffusion systems,
and recently also for cross-diffusion systems (with or without reactions). Although many of these
systems still bear a gradient flow structure [32], the more robust energy method has proven better
adapted to study long-time asymptotics. In reaction-diffusion systems, the substantial challenge is
in the control of the growth induced by the reactions, while the diffusion itself is typically decoupled,
and frequently just linear. Prototypical results on exponential equilibration have been obtained in
[18, 21, 33, 24] for systems with linear diffusion, and in [22] for component-wise non-linear diffusion.
In (reaction-)cross-diffusion systems, the diffusion matrix is non-diagonal, but usually subject to
restrictive structural conditions. Recent results on exponential convergence to equilibrium have
been obtained, e.g., for systems with volume filling [40], of Maxwell–Stefan type [15], or with SKT-
structure [16].
None of the above results covers the exponential equilibration presented in Theorem 1.5 below, i.e.,
for a system which is fully nonlinear with a general (albeit small) coupling. Note in particular that
one of the main challenges in the analysis of (1.1) is that the steady state is compactly supported,
which rules out the use of the standard log-Sobolev— that is a key element in the proofs of essentially
all of the aforementioned results — but requires more adapted functional inequalities like (1.3). A
recent result that is closer in spirit to our approach to proving Theorem 1.5 has been obtained in [2]:
the authors treat a system with a small nonlinear coupling like (1.1); however, there, linearity of F
and G, a bounded spatial domain, and an a priori L∞-bound are assumed, which allows to perform
the estimates in a much simpler way, using Poincaré’s inequality.
For completeness, we finally mention two results [42, 41], where a similar strategy has been
applied to the parabolic-parabolic Keller–Segel and the Nernst–Planck system, respectively. There,
the coupling is between a Wasserstein and an L2-gradient flow, unlike the coupling between two
Wasserstein gradient flows here. A variant of the above has been explored in [44]. The paper at
hand uses elements from [42, 44].
We briefly comment on the positioning of our existence result, Theorem 1.4. We use the celebrated
JKO scheme [25] to obtain solutions by a variational time-discrete approximation. This scheme has
been used for proving existence of various non-linear parabolic equations like doubly degenerate
parabolic PDEs [36], including the p-Laplace equation [1]; in nonlinear diffusion-aggregation equa-
tions [11], including the parabolic-elliptic Keller–Segel model [6], in fourth order quantum and thin
film equations [23, 31, 30]; and in many further instances. Applications to coupled systems are
numerous as well, including for instance systems with non-local aggregation [20, 19] and cross-
diffusion [9, 5], and also combinations of Wasserstein and L2-gradient flows, like the parabolic-
parabolic Keller–Segel [42, 7] or the Nernst–Planck system [27]. In several of these cases, the
existence proof could have been obtained also by more elementary methods. Also for (1.1), the
boundedness-by-entropy method [26], albeit not directly applicable, would have paved an alterna-
tive way. For us, the time-discrete approximation via a minimizing movement with respect to the
L2-Wasserstein distance is crucial for making our main result, namely the long-time asymptotics,
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fully rigorous. The work most closely related to our proof of Theorem 1.4 below is [19]: there,
the same variational method has been used to construct time-discrete approximations to a system
similar to (1.1), augmented with additional non-local interaction terms. The hypotheses of [19] are
complementary to ours; while our conditions are more restrictive on the coupling h, we allow for
more general F and G.
1.2. General hypotheses. The following hypotheses are assumed throughout the paper. Several
of the assumptions are made for convenience of the presentation, and are far from being necessary.
• Potentials: For Φ,Ψ ∈ C∞(Rd), we assume:
– there are positive constants Λ and M such that
Λ1 ≤ ∇2Φ ≤M1, Λ1 ≤ ∇2Ψ ≤M1; (1.4)














• Nonlinearities: We assume F, G ∈ C∞(R>0) ∩ C1(R≥0) such that:
– F ′′(r) > 0 and G′′(r) > 0 for all r > 0, and
lim inf
r→∞
F ′′(r) > 0, lim inf
r→∞
G′′(r) > 0; (1.6)
– they degenerate at zero to first order, i.e.,
F (0) = G(0) = 0, F ′(0) = G′(0) = 0; (1.7)
– there are exponents m,n ≥ 2 such that
lim
r↓0
r−(m−2)F ′′(r) ∈ (0,∞), lim
r↓0
r−(n−2)G′′(r) ∈ (0,∞); (1.8)
– they satisfy the (infinite dimensional) McCann condition, i.e., for all r > 0,
rF ′(r) ≤ F (r) + r2F ′′(r), rG′(r) ≤ G(r) + r2G′′(r); (1.9)
– they satisfy the doubling condition, i.e., there is a constant D such that for all r, s > 0,
F (r + s) ≤ D(1 + F (r) + F (s)), G(r + s) ≤ D(1 +G(r) +G(s)). (1.10)
• Coupling: Concerning h ∈ C∞(R2>0) ∩ C1(R2≥0), we assume that:
– h vanishes to first order on ∂R2≥0,
h = ∂uh = ∂vh ≡ 0 on ∂R2≥0; (1.11)
– there is an ε∗ > 0 such that
(u, v) 7→ F (u) +G(v) + 2ε∗h(u, v) is convex; (1.12)
– with the same ε∗, there holds, for all u, v > 0,
2ε∗|h(u, v)| ≤ F (u) +G(v). (1.13)
• Degeneracy, boundedness, and swap condition: Define θu, θv : R2≥0 → R by









We say that the triple (F,G, h) . . .














– . . . is k-bounded for some k ∈ N if θu, θv ∈ Ck(R2≥0) and all partial derivatives of order
less or equal to k are bounded on R2≥0;
– . . . is k-degenerate for some k ∈ N if θu, θv ∈ Ck(R2≥0) and all partial derivatives of
order less or equal k vanish on ∂R2≥0.
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Remark 1.1.














These estimates are directly obtained by a Taylor expansion about the respective minima.














(2) A consequence of the hypotheses on F and G is that both are uniformly convex on each
interval of the form [r,∞) with r > 0. Further, in combination with the doubling condition,
it follows that for all r > 0,
rF ′(r) ≤ D(1 + 2F (r)), rG′(r) ≤ D(1 + 2G(r)). (1.18)
Indeed, convexity implies F (2r) ≥ F (r)+rF ′(r), and (1.18) now follows via (1.10) for s = r.
(3) If (F,G, h) is 2-bounded and 2-degenerate, there exists a constant A ≥ 0 such that
ω(ρ, η) ≤ Amin{1, ρ, η}, (1.19)
where ω : R2≥0 → R is any of functions θu, θv, ∂ρθu, ∂ηθu, ∂ρθv, or ∂ηθv.







, h(u, v) = upvqe−λ(u+v)
with positive exponents m,n, p, q and λ. We claim that F , G and h satisfy their respective hypotheses
above and also the swap condition provided that
m,n ≥ 2, p ≥ m, q ≥ n.
Moreover, given k ∈ N, we claim that (F,G, h) is k-bounded and k-degenerate, if additionally
p− 1
m− 1 > k,
q − 1
n− 1 > k. (1.20)
The verification of these claims is deferred to the appendix.
1.3. Results. Our first result concerns the existence of stationary solutions to (1.1), characterized
as minimizers of Eε.
Theorem 1.3. For each ε ∈ [0, ε∗], there is a unique minimizer (ūε, v̄ε) of Eε. The densities ūε
and v̄ε have compact supports that are sublevels of Φ and Ψ, respectively. Further, if h degenerates
to order k ∈ N, then the restrictions of F ′(ūε) and G′(v̄ε) to their respective supports are bounded
in Ck, uniformly with respect to ε ∈ [0, ε∗].
A point of crucial importance is that for degeneracy of order two, the functions ∂uh(ūε, v̄ε)
and ∂vh(ūε, v̄ε) are in C
2(Rd), with a global bound on second derivatives that is independent of
ε ∈ [0, ε∗]. This is needed to establish the functional inequalities (1.3), which are essential for our
proofs of the following results. Concerning existence of transient solutions, we have:
Theorem 1.4. Assume in addition that (F,G, h) is 2-bounded and 2-degenerate, and that the swap
condition holds. There is some ε̄ > 0, such that for each ε ∈ [0, ε̄] and any initial data (u0, v0) ∈
[Pr2 (Rd)]2 of finite energy Eε(u0, v0) <∞, there exists a transient weak solution (uε(t), vε(t))t≥0 to
the initial value problem for (1.1).
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Here the most significant point is not the mere existence but the way of construction, namely via
the minimizing movement scheme for Eε in the combined L
2-Wasserstein distances.
Finally, the main result of this paper is about the long-time asymptotics of transient solutions.
Theorem 1.5. Under the same conditions as in Theorem 1.4 above, there exist constants K > 0
and B ≥ 1 such that the following is true for all ε ∈ [0, ε̄]: the transient solution (uε(t), vε(t))t≥0
constructed in the proof of Theorem 1.4 converges to the unique global minimizer (ūε, v̄ε) from
Theorem 1.3 at exponential rate Λε = Λ−Kε. More precisely, with L being the Lyapunov functional










and in particular, uε(t) and vε(t) converge in L
1(Rd) to ūε and v̄ε, respectively, with






2.1. Wasserstein distance. BR := {x ∈ Rd : |x| < R} is the ball of radius R > 0. Ld denotes
the standard Lebesgue measure on Rd. For a probability measure µ on Rd and a measurable map











ω ◦ T (x) dµ(x), (2.1)
for any test function ω ∈ C(Rd). If both µ = uLd and T#µ = ûLd are absolutely continuous, then
we write T#u = û for brevity.
Pr2 (Rd) denotes the space of probability densities u : Rd → R≥0 of finite second moment. The
natural notion of convergence on Pr2 (Rd) is the narrow one, i.e., weak convergence in duality with
bounded continuous functions. By Prokhorov’s and by Alaoglu’s theorem, subsets of densities with
uniformly bounded second moment and Lp-norm (for some p > 1) are sequentially compact in
Pr2 (Rd).
The L2-Wasserstein distance W2 is a metric on Pr2 (Rd). Convergence in W2 is equivalent to
weak convergence and convergence of the second moments. Among the various possible definitions
of W2 the following — known as the (pre-)dual Kantorovich formulation — is the most suitable
















(Note the square and the factor 1/2 on the left-hand side.) A priori, the maximization above is
carried out over all pairs (ϕ, ψ) for which the integrals are well-defined, i.e., ϕ ∈ L1(Rd;uLd) and
ψ ∈ L1(Rd; ûLd). However, it suffices to consider pairs (ϕ, ψ) from the very restrictive class of





|x|2 − ϕ(x), ψ̃(y) = 1
2
|y|2 − ψ(y)
are proper, lower semi-continuous, convex, and Legendre-dual to each other, ϕ̃∗ = ψ̃ and ψ̃∗ =
ϕ̃. Note that knowledge of either ϕ or ψ determines the respective other. Further note that
ϕ(x) + ψ(y) ≤ 12 |x− y|2 is automatically satisfied since ϕ̃(x) + ψ̃(y) ≥ x · y.
The supremum in (2.2) is attained by an optimal pair (ϕopt, ψopt) of c-conjugate potentials.
Uniqueness of optimal pairs is delicate in general, even after removing the global gauge invariance
1The c refers to the cost function, which is the standard one here, c(x, y) = 1
2
|x− y|2.
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(ϕ, ψ) (ϕ+ C,ψ − C). For us, the following special case is important: if û is positive Ld-a.e. on
a ball BR ⊂ Rd and zero outside, then ϕopt is unique uLd-a.e. up to a global constant.
For an optimal pair (ϕopt, ψopt), the optimal transport map T : R
d → Rd from u to û is given by
T (x) := x−∇ϕopt(x), (2.3)
which is well-defined uLd-a.e. It satisfies






|T (x)− x|2u(x) dx. (2.5)
T is uLd-a.e. unique for a given pair (u, û), which implies the following converse: if T = ∇ϕ̃ : Rd →
R
d is the uLd-a.e. defined gradient of a proper, lower semi-continuous and convex function ϕ̃ : Rd →
R, and satisfies (2.4), then T also satisfies (2.5), and ϕopt(x) :=
1
2 |x|2− ϕ̃(x) gives rise to an optimal
pair (ϕopt, ψopt) of c-conjugate potentials.
Finally, we recall a characterization of geodesics: define the interpolating maps Ts : R
d → Rd for
all s ∈ [0, 1] by Ts(x) := (1 − s)x + sT (x) = x − s∇ϕu(x). Then the curve (us)s∈[0,1] in Pr2 (Rd)
given by us := Ts#ρ is a geodesic joining u = u0 to û = u1, that is,
W2(u, us) = sW2(u, û), W2(us, û) = (1 − s)W2(u, û).
The natural space for solutions (u, v) to (1.1) is the cross product [Pr2 (Rd)]2. We endow it with a
metric W̃2 in the straight-forward way:
W̃2
(




W2(u, û)2 +W2(v, v̂)2.
The following is easily seen.
Lemma 2.1. A curve (us, vs)0≤s≤1 in [Pr2 (Rd)]2 is a geodesic in [Pr2 (Rd)]2 between (u0, v0) and
(u1, v1) if and only if (us)s∈[0,1] and (vs)s∈[0,1] are geodesics in Pr2 (Rd) between u0, u1, and be-
tween v0, v1, respectively.
2.2. Displacement convexity.
Definition 2.2. A functional F on Pr2 (Rd) is λ-uniformly displacement convex with some modulus
λ ∈ R if the real function






is convex for any family (Ts)s∈[0,1] realizing the geodesic between u and û = T1#u.
Displacement convex functionals are rare. An important class of examples is given by the sum of





e(u) + V u
]
dx. (2.6)
In this case F is λ-uniformly displacement convex provided that the convex function e : R≥0 → R
satisfies McCann’s condition, and that V : Rd → R is λ-convex in the usual sense. A consequence
of that property is the validity of a functional inequality, see e.g. [14, Theorem 2.1].
Lemma 2.3. Assume that the functional F of the type (2.6) is such that the convex function
e : R≥0 → R satisfies McCann’s condition, and such that V : Rd → R is λ-convex for λ > 0. Then F
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Functionals of the type (2.6) with λ ≥ 0 actually even enjoy the stronger property of being convex
along generalized geodesics, which has a variety of consequences. The only consequence needed below




u logu dx. (2.8)
The metric gradient flow of H is the heat equation ∂sUs = ∆Us, and (thanks to convexity along
generalized geodesics) it satisfies the so-called evolution variational inequality (EVI0), see [3, The-










)2 ≤ H(w)−H(U0) (2.9)
for all w ∈ Pr2 (Rd) and all solutions to ∂sUs = ∆Us.
2.3. Loss of displacement convexity for mixtures. We indicate why the aforementioned gen-
eral theory of λ-uniformly displacement convex functionals does not apply to the energy func-
tional Eε for proving exponential convergence to equilibrium in (1.1). Specifically, we show that
(the two-component analogue of) displacement convexity cannot be expected for a functional of the
form Eε on the space [Pr2 (Rd)]2.
Proposition 2.4. Assume that h is not identically zero, and that ε > 0. Then, there is no λ ∈ R
such that Eε is λ-convex along geodesics in [Pr2 (Rd)]2. More specifically, for each ω ∈ R>0, there








ω, vω) dx ≤ −C(ω − 1), (2.10)
where Ts is the translation by s ≥ 0 in x1-direction, i.e., Ts(x) = x + se1 and Hε is the function
defined in (3.1).
Note that, by Lemma 2.1, the curve (Ts#u
ω, vω)0≤s≤1 is a geodesic in [Pr2 (Rd)]2.
Remark 2.5. With a little technical effort, the construction in the proof below can be used to show
that such pairs (uω, vω) are actually dense in [Pr2 (Rd)]2. For the sake of clarity, we only give the
construction for one such pair.
Proof. In view of h ≡ 0 on ∂R2≥0 because of the degeneracy condition (1.11), h not being identically
zero implies the existence of a some (U, V ) ∈ R2>0 such that ∂uvh(U, V ) 6= 0. For the construction
below, we assume ∂uvh(U, V ) > 0, and we comment on the other case at the end of the proof.
Choose u0, v0 ∈ Pr2 (Rd) ∩ C∞c (Rd) such that u0(x) = U and v0(x) = V for all |x| < r, with some
sufficiently small r > 0. For all sufficiently large ω > 0, define uω, vω ∈ Pr2 (Rd) ∩ C∞c (Rd) by
uω(x) = u0(x) + ω−1/2δr(x) sin(ωx1), v
ω(x) = v0(x) + ω−1/2δr(x) sin(ωx1), (2.11)
where δr ∈ C∞c (Rd) is radially symmetric about the origin, with δr(x) = 1 for |x| < r/2 and




























By construction, the contribution of this integral over |x| < r is roughly proportional to ω, with a
negative sign since ∂uvHε(U, V ) > 0. The contribution on |x| > r has some finite value, independent
of ω.
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Now if ∂uvh(U, V ) is negative instead of positive, we only change the definition of v
ω in (2.11)
above into
vω(x) = v0(x)− ω−1/2δr(x) sin(ωx1),
which makes the product ∂x1u
ω∂x1v
ω negative instead of positive for |x| < r/2. 
3. Stationary solutions
In this section, Theorem 1.3 is proven. It is a consequence of the (more detailed) results stated
in Propositions 3.2 and 3.5 below, For brevity, define Hε : R
2
≥0 → R by
Hε(u, v) := F (u) +G(v) + εh(u, v), (3.1)





Hε(u, v) + uΦ+ vΨ
]
dx.
Remark 3.1. We notice some important properties of the function Hε : R
2
≥0 → R for ε ∈ [0, ε∗],
which are used in this section. First, by hypothesis (1.12), Hε is non-negative, strictly convex and








for all (u, v) ∈ R2>0. (3.2)
Second, as a consequence of the strict convexity of Hε, its differential DHε is a strictly monotone
continuous map on the cone R2≥0, i.e., it satisfies (DHε(u, v) − DHε(ũ, ṽ)) · (u − ũ, v − ṽ) > 0 for
all (u, v), (ũ, ṽ) ∈ R2≥0 with (u, v) 6= (ũ, ṽ). In view of the identities DHε(u, 0) = (F ′(u), 0) and
DHε(0, v) = (0, G
′(v)), and since F ′ and G′ are monotone and unbounded with F ′(0) = G′(0) =
0, the image of DHε is R
2
≥0. Hence, DHε is a homeomorphism of R
2
≥0 onto itself, and also a
homeomorphism of R2>0 onto itself.
In the following, Ū ≥ 2 denotes the smallest number such that
1
2









with M from (1.4).
Proposition 3.2. Let ε ∈ [0, ε∗]. There exists a unique global minimizer (ūε, v̄ε) of Eε. The
components ūε, v̄ε are continuous functions of compact support, bounded by Ū from (3.3). Moreover,
there are constants Uε, Vε > 0 such that ūε, v̄ε satisfy
F ′(ūε) + ε∂uh(ūε, v̄ε) = (Uε − Φ)+ ,
G′(v̄ε) + ε∂vh(ūε, v̄ε) = (Vε −Ψ)+ .
(3.4)
The supports of ūε and v̄ε are convex and given by the closures of the sublevel sets
Ωuε := {Φ < Uε}, Ωvε := {Ψ < Vε}, (3.5)





uniformly for 0 ≤ ε ≤ ε∗.
Remark 3.3. Thanks to hypothesis (1.11), we have ∂uh(u, 0) = ∂vh(0, v) = 0, and thus the sys-
tem (3.4) can be made a bit more explicit: On Ωuε \ Ωvε , one has ūε = (F ′)−1(Uε − Φ), on Ωvε \ Ωuε ,
one has v̄ε = (G
′)−1(Vε−Ψ). Finally, on Ωuε ∩Ωvε , the values of ūε and v̄ε are obtained as pointwise
solution of (3.4), with right-hand sides Uε − Φ > 0 and Vε −Ψ > 0.
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Remark 3.4. The explicit representation (3.5) of the supports is related to hypothesis (1.11), specif-
ically to
∂uh(0, v) = ∂vh(v, 0) = 0. (3.6)
If just the part (3.6) of our set of hypotheses was removed, then the conclusions of Proposition 3.2
are essentially still valid, but the supports of ūε and v̄ε are only subsets of the respective sublevel
sets of Φ and Ψ in general.
For an illustration of this situation, consider the choice F (u) = u
2
2 , G(v) =
v2
2 and h(u, v) = uv,
for which (3.6) is false. Proceeding as in the proof of Proposition 3.2 below, one obtains existence
and uniqueness of a minimizer with densities (ūε, v̄ε), and (3.4) turns into a linear system for the
values of ūε and v̄ε on the intersection of their supports. Thereon, the explicit solution is given by
(1− ε2)ūε = (Uε − Φ)+ − ε(Vε −Ψ)+, (1− ε2)v̄ε = (Vε −Ψ)+ − ε(Uε − Φ)+.
From this representation it is clear that if the respective sublevel sets of Φ and Ψ overlap, then the
supports of ūε and v̄ε are genuinely smaller.
Proof of Proposition 3.2. Thanks to the assumed at least quadratic growth of F and G, the qualified
convexity (3.2) and the Λ-convexity of Φ, Ψ imply that
Eε(u, v) ≥ c
ˆ
Rd





|x|2(u+ v) dx − C
for all (u, v) ∈ [L2(Rd)]2 ∩ [Pr2 (Rd)]2, with some constants C and c > 0. That is, the sublevel
sets of Eε are compact in [Pr2 (Rd)]2, and weakly compact in [L2(Rd)]2. Further, strict convexity
of Hε and of Φ, Ψ imply strict convexity of Eε. Existence and uniqueness of the global minimizer
(ūε, v̄ε) ∈ [L2(Rd)]2 ∩ [Pr2 (Rd)]2 now follow via the direct methods of the calculus of variations.
Next, we verify that Ū is an upper bound by showing that if ūε or v̄ε would exceed Ū , then there
is a competitor (ũε, ṽε), bounded by Ū , of a lower Eε-score. Assume that ūε > Ū on a set S ⊂ Rd




(ūε − Ū) dx ∈ (0, 1). (3.7)
Consider the cube Q ⊂ Rd of volume V = 3 (i.e., of side length 31/d), centered around the minimum
point xΦ of Φ. Since ūε and v̄ε are of unit mass, the subsets of Q on which ūε ≥ 1 or v̄ε ≥ 1,
respectively, are of measure at most one. Hence, there is a set T ⊂ Q of unit Lebesgue measure on
which ūε ≤ 1 and v̄ε ≤ 1. Since Ū ≥ 2, the sets S and T are disjoint. We define ũε as a modification
of ūε as follows: we set ũε := Ū on S, we set ũε := ūε + σ on T , and we set ũε := ūε otherwise. By
definition of σ, and since T is of unit measure, ũε is a probability density, and thus (ũε, v̄ε) is an
admissible competitor. On the one hand, on S, where ũε = Ū ≤ ūε,
Hε(ūε, v̄ε)−Hε(ũε, v̄ε) ≥ (ūε − ũε)∂uHε(ũε, v̄ε) ≥
1
2
(ūε − Ū)F ′(Ū),
using the convexity estimate (3.2), the degeneracy (1.7) of F and (1.11) of h. Hence, recalling the
















On the other hand, on T , where ũε = ūε + σ ≤ 2,




∂uHε(ũε, v̄ε) ≥ −
[
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With T being of unit measure, and recalling that 0 ≤ Φ(x) ≤ M2 |x − xΦ|2 ≤ (3/2)2/ddM/2 ≤ dM




















In summary, recalling the implicit definition (3.3) of Ū , we find
Eε(ūε, v̄ε) ≥ Eε(ũε, v̄ε) + σ.
This contradicts the minimality of (ūε, v̄ε). Consequently, we have ūε ≤ Ū and v̄ε ≤ Ū .
To characterize the minimizer, we perform variations of the form
ūsε = (1 − αs)ūε + sξ, v̄sε = (1− βs)v̄ε + sη,













∂uHε(ūε, v̄ε) + Φ
]




∂vHε(ūε, v̄ε) + Ψ
]
v̄ε dx.



















∂vHε(ūε, v̄ε) + Ψ
]
η dx− αUε − βVε.
This shows that, a.e. on Rd,
F ′(ūε) + ε∂uh(ūε, v̄ε) + Φ ≥ Uε,
G′(v̄ε) + ε∂vh(ūε, v̄ε) + Ψ ≥ Vε.
(3.8)
Consequently, with ∂uh(0, v) = 0 for all v ≥ 0 by hypothesis (1.11) and the fact that F is degenerate
at zero to first order by hypothesis (1.7), we necessarily have ūε > 0 a.e. on {Uε > Φ}, and similarly
v̄ε > 0 a.e. on {Vε > Ψ}.








η where v̄ε > δ
0 otherwise
,
even for all −s ≥ 0 sufficiently small, and can thus conclude the opposite inequalities in (3.8).
This means that equality holds in the first inequality in (3.8) a.e. on {ūε > 0}, and in the second
inequality a.e. on {v̄ε > 0}.
We next consider the case that ūε > 0 and v̄ε = 0. Then F
′(ūε) > 0, and since ∂uh(ūε, v̄ε) = 0
by hypothesis (1.11), it follows that Φ < Uε. Analogously, v̄ε > 0 and ūε = 0 implies Ψ < Vε.
Finally, suppose ūε > 0 and v̄ε > 0, so that (3.8) becomes a system of two equations. Recalling the
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By Remark 3.1, the positive cone R2>0 is mapped into itself under DHε. Therefore, ūε > 0 and
v̄ε > 0 implies that Φ < Uε and Ψ < Uε, respectively. Consequently, the positivity sets of ūε and v̄ε
are indeed given by the sublevel sets Ωuε and Ω
v
ε from (3.5), respectively.
To sum up: a.e. on {Φ < Uε}, we have ūε > 0 and equality in the first inequality of (3.8); and
a.e. on the complement {Φ ≥ Uε}, we have uε = 0, which, thanks to F ′(0) = 0 and ∂uh(0, v̄ε) = 0,
can be written as
F ′(ūε) + ε∂uh(ūε, v̄ε) = 0.
This (and an analogous argument for v̄ε) implies (3.4).
Next, concerning the uniform boundedness of Uε and Vε: it suffices to observe that, in view of
ūε, v̄ε ≤ Ū ,
∂uHε
(
ūε, v̄ε) ≤ C := F ′(Ū) + ε∗ sup
a,b≤Ū
h(a, b),
and further that at x = xΦ,





In combination, this yields Uε ≤ C, and we can argue analogously for Vε. We further notice that
the uniform boundedness of the sets Ωuε and Ω
v
ε is a direct consequence of the estimates in (1.16)
and the uniform bound on the constants Uε and Vε.
Finally, we verify that the L2-representatives of ūε and v̄ε that are given as pointwise solution







Since DHε has a continuous inverse, cp. Remark 3.1, and since the functions on the right-hand side
of (3.9) are continuous on Rd, so are the solutions ūε and v̄ε. 
Proposition 3.5. In addition to the general hypotheses, assume that (F,G, h) is k-degenerate for
some k ∈ N. Then F ′(ūε) and G′(v̄ε) are k times continuously differentiable in Ωuε and in Ωvε ,
respectively. Moreover, all partial derivatives ∂αF ′(ūε) and ∂αG′(v̄ε) of order |α| ≤ k are bounded
on Ωuε and Ω
v
ε , respectively, uniformly in ε ∈ [0, ε∗].
Remark 3.6. The essential point of Proposition 3.5 is that F ′(ūε) is k times continuously differ-
entiable across the boundary of the support ∂Ωvε of the other component v̄ε, and vice versa. Across
the boundary of its own support ∂Ωuε , the function F
′(ūε) is generally Lipschitz but no better, see
Remark 3.7 after the proof. This translates into mere Hölder continuity for ūε, and in particular,
one cannot expect the derivatives of ūε itself to be bounded on Ω
u
ε .
Proof. The claim will follow by an application of the inverse function theorem. To that end, define
the map Γε : R
2 → R2 by







η + εθv(ρ, η)
)
,
with θu, θv from (1.14), and the convention that θu(ρ, η) = θv(ρ, η) = 0 if ρ ≤ 0 or η ≤ 0. By
k-degeneracy, Γε is C
k-regular.
Recall from Remark 3.1 that DHε is a homeomorphism of R
2
≥0. Since F
′ and G′ are continuous
and strictly monotone on R≥0, the restriction of Γε to R2≥0 possesses a continuous inverse as well.
Moreover, on R2 \ R2>0, the inverse of Γε is simply the identity. In conclusion, Γε has a global
continuous inverse Γ−1ε : R
2 → R2 that is the identity on R2 \ R2>0.
Next, we show that the inverses of the derivative matrices
DΓε =
(
1 + ε∂ρθu ε∂ηθu
ε∂ρθv 1 + ε∂ηθv
)
(3.10)
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if ρ ≤ 0 or η ≤ 0. (3.11)
On R2>0, we use the alternative representation







, with u = (F ′)−1(ρ), v = (G′)−1(η).
Since u, v > 0, the Hessian matrix D2Hε(u, v) is positive definite. Since R ≥ S for symmetric,
















1 + ε∂ηθv −ε∂ηθu
−ε∂ρθv 1 + ε∂ρθu
)
are bounded on any compact subset of R2≥0, uniformly with respect to ε ∈ [0, ε∗]. The inverse
function theorem is applicable and shows that Γ−1ε is of class C
k, with derivatives up to k-th order
ε-uniformly bounded on each compact set of R2.
To conclude regularity of F ′(ūε) and G′(v̄ε) from here, we perform the following change of vari-
ables:
ρ(x) = F ′(u(x)), η(x) = G′(v(x)).
Written in terms of ρ̄ε := F




















On Ωuε ∩ Ωvε , where we have
(Uε − Φ)+ = Uε − Φ, (Vε −Ψ)+ = Vε −Ψ,
it now follows directly from (3.14) that ρ̄ε and η̄ε inherit the C
k-regularity of Φ and Ψ. Recalling
that ūε, v̄ε ≤ Ū , we conclude from the ε-uniform local boundedness of the derivatives of Γ−1ε that
also the partial derivatives of ρ̄ε and η̄ε of order ≤ k are bounded, uniformly in ε ∈ [0, ε∗] on Ωuε ∩Ωvε .
Next, recalling that Γε(ρ, 0) = (ρ, 0), we observe that on Ω
u
ε \ Ωvε ,
ρ̄ε = Uε − Φ. (3.15)
Therefore, ρ̄ε inherits the C
k-regularity and bounds from Φ. The analogous statement holds for η̄ε
on Ωvε \ Ωuε .
It remains to verify the existence and continuity of all partial derivatives ∂αρ̄ε of order |α| ≤ k
across the interfaces Ωuε ∩ ∂Ωvε . We will do this by showing that at any point x∗ ∈ Ωuε ∩ ∂Ωvε , the
limits of ∂αρ̄ε from the inside and from the outside of Ω
v
ε agree. Since, according to (3.15), the
outside limit amounts to −∂αΨ, which is smooth on ∂Ωvε , this also proves continuity of ρ̄ε across
the boundary Ωuε ∩ ∂Ωvε .
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1 + ε∂ηθv −ε∂ηθu

















Since ρ̄ε and η̄ε are continuous at x
∗ with η̄ε(x∗) = 0, it follows thanks to k-degeneracy that
also ∂ρθu(ρ̄ε, η̄ε) and ∂ηθu(ρ̄ε, η̄ε) converge to zero as x → x∗. Hence, (3.16) implies ∂xk ρ̄ε(x) →
−∂xkΦ(x∗), as desired. Higher-order partial derivatives can now be obtained by induction on the
degree of differentiability. Assume that for ℓ < k, uniform boundedness of all partial derivatives of






























with certain combinatorial coefficients Cβ,β′,β′′ . The partial derivatives of Φ and Ψ remain uniformly
bounded as x → x∗. The same is true for the partial derivatives of 1/ detDΓε; the entries in DΓε
are Ck−1-regular functions by the k-degeneracy condition, and detDΓε is bounded below by virtue
of (3.12). Further, observe that ∂β
′
∂ηθu(ρ̄ε, η̄ε) can be written as a finite weighted sum, where each
term is a partial derivative (with respect to (ρ, η)) of order ≤ ℓ + 1 = k of θu at (ρ̄ε(x), η̄ε(x)) —
and hence continuous — multiplied by a product of partial derivatives (with respect to x) of ρ̄ε
and η̄ε of order ≤ ℓ — and hence uniformly bounded by induction hypothesis. As above, using that













→ 0 as x→ x∗. And so,
∂α
′




finishing the proof. 
Remark 3.7. If (F,G, h) is 1-degenerate, then (3.11) implies that Γ−1ε is a differentiable pertur-
bation of the identity near any point (0, z) with z ∈ R. Thus, the first component ρ̄ε in (3.14) is
of the form (Uε − Φ)+ plus some differentiable perturbation near the boundary ∂Ωuε . This confirms
Remark 3.6 that in general only Lipschitz regularity can be expected from F ′(ūε) across the boundary
of its own support.
Example 3.8. The following example illustrates that without the hypothesis of 2-degeneracy, one







, h(u, v) = (uv)2,
which is 1-degenerate, but not 2-degenerate. The system (3.4) attains the form
ūε(1 + 2εv̄
2
ε) = (Uε − Φ)+, v̄ε(1 + 2εū2ε) = (Vε −Ψ)+ .
If x∗ ∈ Ωuε ∩∂Ωvε , then v̄ε ≈ (Vε−Ψ)+ is Lipschitz but not differentiable at x∗, see Remark 3.7 above.
Thus v̄2ε is once continuously differentiable, but fails to be twice differentiable at x
∗. Consequently,
F ′(ūε) = ūε =
Uε − Φ
1 + 2εv̄2ε
fails to be twice differentiable at x∗.
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Corollary 3.9. Assume that (F,G, h) is 2-degenerate. Then ∂uh(ūε, v̄ε) and ∂vh(ūε, v̄ε) are ε-
uniformly semi-convex, that is, there is a K0 ≥ 0 such that
∇2∂uh(ūε, v̄ε) ≥ −K01, ∇2∂vh(ūε, v̄ε) ≥ −K01 (3.17)
on Rd, for all ε ∈ [0, ε∗].
Proof. By Proposition 3.5 above, it follows that the gradients and the Hessians of F ′(ūε) and G′(ūε)
are ε-uniformly bounded on the respective supports Ωuε and Ω
v
ε . With






and with θu ∈ C2(R2≥0), the first and second order derivatives of ∂uh(ūε, v̄ε) are ε-independently
bounded on Ωuε . In fact, omitting the arguments, we have the representation
∇2∂uh = ∂ρθu ∇2F ′ + ∂ηθu ∇2G′
+ ∂ρρθu ∇F ′ ⊗∇F ′ + ∂ηηθu ∇G′ ⊗∇G′ + ∂ρηθu
(
∇F ′ ⊗∇G′ +∇G′ ⊗∇F ′
)
.
Fix some x∗ at the boundary of the support Ωuε , and consider the expression above for x approach-
ing x∗ from inside Ωuε . The gradients and Hessians of F
′ and G′ remain bounded, whereas the
partial derivatives of θu converge to zero because of 2-degeneracy, and because their argument
F ′(ūε) converges to zero. Thus ∇2∂uh(ūε, v̄ε) is continuous across the boundary of the support Ωuε .
This implies an ε-uniform bound on the second derivatives of ∂uh(ūε, v̄ε), and in particular the
semi-convexity estimate (3.17). 
4. Time-discrete variational approximation
In this section, we assume all hypotheses on Φ, Ψ, F , G and h from Section 1.2, and further that
(F,G, h) is 2-bounded, 2-degenerate, and satisfies the swap condition. We assume that ε ∈ [0, ε̄] is
fixed, where ε̄ ∈ (0, ε∗] is chosen such that
12ε̄2(A2 +W ) ≤ 1 and 2K0ε̄ ≤ Λ, (4.1)
with ε∗ from hypothesis (1.12), A the constant from Remark 1.1 related to the 2-boundedness and 2-
degeneracy of (F,G, h),W the constant from the swap condition (1.15), K0 the constant determined
in Corollary 3.9, and Λ the lower ellipticity bound of Φ,Ψ from hypothesis (1.4). Note that this
choice of ε̄ in particular implies non-negativity and strict convexity of Eε.
As above, (ūε, v̄ε) ∈ [Pr2 (Rd)]2 denotes the unique stationary pair of densities. Further, recall the











= ∂vh(ūε, v̄ε). (4.2)
4.1. Yosida-regularization and Results. The fundamental object that we use for proving the
results on existence and long-time asymptotics of solutions is the following Yosida-type regulariza-











(u, v), (ū, v̄)
)2
+Eε(u, v).
A time-discrete approximation of solutions to (1.1) will be obtained in JKO-style [25] by means of
inductive minimization of Eε,τ . The following certifies well-posedness of that induction.
Lemma 4.1. Given any pair (û, v̂) ∈ [Pr2 (Rd)]2 of finite energy Eε(û, v̂) <∞ with ε ∈ [0, ε∗], there
















≤ Eε(û, v̂). (4.3)
In particular, Eε(u
∗, v∗) ≤ Eε(û, v̂).
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Proof. Existence and uniqueness follows from the direct methods in the calculus of variations, ap-
plied to the functional Eε,τ in [Pr2 (Rd)]2. Just notice that Eε,τ is non-negative (as ε ∈ [0, ε∗]), that
W2(u, û)
2 is convex in u, that W2(v, v̂)
2 is convex in v, and that Eε(u, v) is strictly jointly convex
in (u, v). Coercivity on [Pr2 (Rd)]2 follows thanks to the control on the second moments of u and v
by Eε(u, v). Concerning the inequality (4.3): by (u



















which proves the claim. 
The goal of this section is to prove the three results in Propositions 4.2, 4.3, and 4.4 below on
the minimizing pairs (u∗, v∗). In the statements of the propositions, it is understood that ε ∈ [0, ε̄]
is fixed, that (û, v̂) ∈ [Pr2 (Rd)]2 is a given datum of finite energy Eε(û, v̂) <∞, and that (u∗, v∗) is





The first result shows that (u∗, v∗) satisfies a time-discrete weak formulation of the evolution
equations (1.1).










F ′(u∗) + ε∂uh(u

















with remainder terms Ru and Rv satisfying





The second result, which is the key ingredient for our proof of Theorem 1.4, is an estimate on
F ′(u∗) and G′(v∗) in H1. It is formulated with help of the entropy functional H, introduced in (2.8).
For brevity, we also define H̃ on [Pr2 (Rd)]2 by H̃(u, v) := H(u) +H(v). By Lemma B.1 from the
Appendix, H̃(u, v) > −∞.


















The third result, which contains the essence of the proof of Theorem 1.5, is concerned with
proximity of û and v̂ to the respective stationary solutions ūε and v̄ε. Recall for a given strictly




J(s̄) + (s− s̄)J ′(s̄)
]
. (4.7)
By strict convexity of J , dJ (s|s̄) is always non-negative, and is zero if and only if s = s̄. Next,











dG(v|v̄ε) + v(Ψ − Vε)+
]
dx, (4.8)
which are clearly non-negative (as sums of non-negative parts), and zero if and only if u = ūε and
v = v̄ε, respectively. Finally, define L on [Pr2 (Rd)]2 by
L(u, v) = L1(u) + L2(v). (4.9)
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Proposition 4.4. There is a constant K > 0 independent of (û, v̂) such that
L(û, v̂)− L(u∗, v∗) ≥ 2τ(Λ −Kε)L(u∗, v∗). (4.10)
Our strategy for proving Propositions 4.2, 4.3, and 4.4 is the following. First, we prove these
results under the additional hypothesis on (û, v̂):
û, v̂ are positive a.e. on a ball BR of some radius R > 0, and vanish a.e. outside. (4.11)
In subsection 4.7, we remove this additional hypothesis and generalize the propositions to arbitrary
data (û, v̂) of finite energy.
In subsections 4.2–4.6 below, the datum (û, v̂) is fixed and satisfies (4.11). Accordingly, (u∗, v∗) is




in [Pr2 (Rd)]2. To fix notations, denote by (ϕu, ψu) and by (ϕv, ψv) the
optimal pairs of c-conjugate potentials for the transports from u∗ to û, and from v∗ to v̂, respectively.
By Section 2.1, these potentials are u∗Ld-a.e. uniquely determined, up to a global constant; we fix
points x̄u and x̄v in the support of u and of v, respectively, and normalize ϕu(x̄u) = 0 and ϕv(x̄v) = 0.
4.2. Euler–Lagrange equation. In this section, we prove Proposition 4.2 under the additional
hypothesis (4.11).




= F ′(u∗) + ε∂uh(u




= G′(v∗) + ε∂vh(u
∗, v∗) + Ψ v∗Ld-a.e..
(4.12)
Proof. We only consider the u-component. Let ρ ∈ L∞(Rd) be given, which vanishes outside of
some open set Ω ⊂ Rd with compact closure. We assume that
ˆ
Rd
ρu∗ dx = 0, (4.13)
which can always be achieved by addition of a suitable multiple of the indicator function of Ω
to ρ. For δ ∈ R such that 0 < |δ| ‖ρ‖L∞ < 1, let uδ := (1 + δρ)u∗, and note that uδ ∈ Pr2 (Rd)
thanks to identity (4.13). Next, let (ϕδu, ψ
δ
u) be an optimal pair of c-conjugate potentials for the
transport from uδ to û with the normalization ϕδu(x̄u) = 0. Recalling that û satisfies the additional
hypothesis (4.11), ϕδu is uniquely determined u
∗Ld-a.e. (note that uδLd and u∗Ld have the same
negligible sets), up to a global constant. Since x̄u is in the support of u
δ, we can normalize ϕδu by
ϕδu(x̄u) = 0.
For later reference, recall that the auxiliary potential ϕ̃δu(x) :=
1
2 |x|2 − ϕδu(x) is a proper, lower
semi-continuous and convex function. Moreover, as the associated optimal transport map T δu = ∇ϕ̃δu
maps u∗Ld-almost surely onto the support of û, i.e., into BR, it follows that |∇ϕ̃δu| ≤ R u∗Ld-a.e.
For convenience and without loss of generality, we may actually assume that on u∗Ld-negligible sets,
ϕδu is defined such that
|∇ϕ̃δu| ≤ R a.e. on Rd. (4.14)
Clearly, (ϕδu, ψ
δ
u) is a (in general sub-optimal) pair of c-conjugate potentials for the transport from u
∗





, we conclude the
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We shall now pass to the limit δ ↓ 0. Since ϕ̃δu(x̄u) = 0 is a fixed, and since (4.14) gives a uniform
Lipschitz bound, the Arzelà–Ascoli theorem yields local uniform convergence of ϕ̃δku to a limit ϕ̃
0
u
along a suitable sequence δk ↓ 0. We wish to show that
ϕ̃0u(x) = ϕ̃u(x) :=
1
2
|x|2 − ϕu(x) for u∗Ld-a.e. x. (4.16)
By convexity of the ϕ̃δku , local uniform convergence of the function values implies Ld-a.e. convergence











ω ◦ T δku uδ dx→
ˆ
Rd





The limit in the chain above is justified by the dominated convergence theorem, since ω◦T δku → ω◦T 0u
u∗Ld-a.e., since ω is bounded, and since uδ − u∗ = δρu∗ by construction. This means that ϕ̃0u is
an auxiliary optimal potential for the transport from u∗ to û. Using again u∗Ld-a.e. uniqueness of
such an optimal potential up to a global constant thanks to (4.11), and observing that ϕ̃0u(x̄u) = 0
















Note that local uniform convergence has been sufficient here since ρ vanishes outside the compact
set Ω̄.
Further, since Hε(u
∗, v∗) is integrable on Rd, so is Hε
(
(1 + δρ)u∗, v∗) thanks to the doubling
condition (1.10) and to (1.13), and the variational derivative of Eε in direction ρu
∗ is readily










The same argument applies for 0 > δ > −1/‖ρ‖L∞, when the relation in (4.15) is reversed. Conse-
quently, (4.17) holds with the reversed relation as well, i.e., it is an equality. Since ρ has been an
arbitrary bounded function of compact support, only subject to the normalization (4.13), the term
in square parenthesis above equals to a global constant Cu. The value of Cu is determined by our
normalization ϕu(x̄u) = 0. This finishes the proof of the lemma. 
Proof of Proposition 4.2 under the additional hypothesis (4.11). Let T (x) = x−∇ϕu(x) be the op-

























































· ∇ζ dx+Ru, (4.18)
EXPONENTIAL CONVERGENCE TO EQUILIBRIUM FOR COUPLED SYSTEMS 19












Substitution of (4.12) – which is relying on the additional hypothesis (4.11) – into (4.18) above
produces the first equation in (4.4).
The v-component is treated in a similar way, leading to the second equation in (4.4). Adding the














4.3. Regularity estimates. In this section, we prove Proposition 4.3, subject to (4.11). The proof
follows from Lemmas 4.6 and 4.7 below, where the first condition in (4.1) concerning the smallness
of ε̄ becomes relevant. The additional hypothesis (4.11) only enters indirectly, via Lemma 4.5.













In particular, ∇F ′(u∗) ∈ L2(Rd;u∗Ld) and ∇G′(v∗) ∈ L2(Rd; v∗Ld).
Proof. Thanks to Lemma 4.5 and the properties of c-conjugate potentials, the sum F ′(u∗) +
ε∂uh(u
∗, v∗) + Φ is differentiable u∗Ld-a.e. We apply the binomial theorem to the first equation






F ′(u∗) + ε∂uh(u
∗, v∗) + Φ
















By means of (2.5), the bound (1.19) thanks to 2-boundedness and 2-degeneracy of (F,G, h), and























































The result now follows using (4.3) and the choice of ε̄ in (4.1). 






∣∣2) dx ≤ C
(
1 +




where [z]k := min{k, z} is the cut-off at the value k.
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Proof. The proof uses the method of flow interchange, which estimates the effect of variations of a
Yosida-regularized non-convex functional along the gradient flow of an auxiliary convex functional.
The method has been introduced in [31], unifying several similar ideas from the literature, see
e.g. [25, 23].
For all s > 0, define perturbations (Us, Vs) ∈ [Pr2 (Rd)]2 of (U0, V0) := (u∗, v∗) as follows:







Since Ks(z) is the fundamental solution of the heat equation, it is well-known that (s, x) 7→ Us(x)
and (s, x) 7→ Vs(x) are C∞-smooth on (0,∞)× Rd, with
∂sUs = ∆Us, ∂sVs = ∆Vs (4.22)
in the classical sense, and that Us → u∗ and Vs → v∗ in L1(Rd). Moreover, (Us)s>0 and (Vs)s>0 —
considered as flows on Pr2 (Rd) — satisfy the (EVI0), see (2.9).
We perform a detailed comparison of the Eε,τ -scores of (Us, Vs) and of (u
∗, v∗). By minimality,










; consequently, for each σ > 0,
Eε(u














We consider the limes superior as σ ↓ 0 on both sides. On the right-hand side, the (EVI0) from (2.9)













H̃(û, v̂)− H̃(u∗, v∗)
τ
. (4.24)
For estimation on the left-hand side, we use the heat equation (4.22). By regularity and convexity
of Hε, it easily follows that s 7→ Eε(Us, Vs) is continuous at σ = 0+. Thanks to smoothness for










by means of the fundamental theorem of calculus. Next, using also smoothness in x and the convexity
estimate (3.2), we obtain

































































F ′′(Us)2|∇Us|2 if 0 ≤ Us < 1,
0 if Us ≥ 1
≤ BF ′′(Us)|∇Us|2.
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In addition, observe that, thanks to the at most linear growth of F ′ near zero, [F ′(Us)]F ′(1) is
uniformly controlled in L2(Rd) by the L1-norm of Us, which is one. With (4.25) it now follows that
[F ′(Uσ)]F ′(1) is uniformly bounded in H
1(Rd) at least along some sequence with σ ↓ 0. By Rellich’s
lemma, one may assume strong convergence of that sequence in L2(Rd), and thus identify the limit
as [F ′(u∗)]F ′(1), since Us → u∗ strongly in L1(Rd) for s ↓ 0. By Alaoglu’s theorem, F ′(Uσ) converges












which immediately yields the claim (4.21). 
Proof of Proposition 4.3 under the additional hypothesis (4.11). Combine (4.20) and (4.21), using
that
|∇F ′(u∗)|2 ≤ |∇[F ′(u∗)]F ′(1)|2 + u∗|∇F ′(u∗)|2
because ∇F ′(u∗) = ∇[F ′(u∗)]F ′(1) if u∗ < 1, and |∇F ′(u∗)|2 ≤ u∗|∇F ′(u∗)|2 if u∗ ≥ 1. 
4.4. Definition of auxiliary functionals. In this section and the next, we lay the the basis for
the proof of Proposition 4.4 in Section 4.6.
We start with an alternative representation of the functionals L1 and L2 defined in (4.8). Recall-




























Notice that in both lines, the second integral is simply a normalization depending on ε but not
on u or v. The equivalence of the first formula above to the definition of L1 in (4.8) is obtained by
using — in that order — the fact that ūε = 0 on {Φ ≥ Uε}, then the definition of dF , next the first
Euler–Lagrange equation from (3.4) in combination with the identity Φ−Uε = (Φ−Uε)+−(Uε−Φ)+
— which yields F ′(ūε) + εΘ̄u = (Φ− Uε)+ − (Φ− Uε) —, and finally equality of mass of u and ūε.












F (u)− F (ūε) + (u− ūε)
(







F (u)− F (ūε) + (u− ūε)
(












The second formula in (4.26) is justified analogously. Note that in view of (4.26), the relation
between Eε and L is simply




h(u, v)− h(ūε, v̄ε)−
(
u− ūε)Θ̄u − (v − v̄ε)Θ̄v
]
dx. (4.27)
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For later reference, observe that thanks to the estimates on ūε and v̄ε from Section 3, and the
bounds on |∇Θ̄u| and |∇Θ̄v| from Corollary 3.9 in particular, there is a constant C independent of
ε ∈ [0, ε∗/2] such that
ˆ
Rd
Φu dx ≤ L1(u) + C,
ˆ
Rd
Ψv dx ≤ L2(v) + C, (4.28)
and
L(u, v) ≤ 2Eε(u, v) + C, Eε(u, v) ≤ 2L(u, v) + C. (4.29)







F ′(u) + Φ + εΘ̄u






G′(v) + Ψ + εΘ̄v
]∣∣2 dx. (4.30)
In the language of subdifferential calculus in the L2-Wasserstein metric, see e.g. [3, Chapter 10], and
in view of the representation (4.26) above, one can characterize the functionals above asD1 = |∂L1|2
andD2 = |∂L2|2. Our method of proof does not require the full machinery of metric subdifferentials,
but only the following consequence.
Lemma 4.8. There is a constant K0 such that for all ε ∈ [0, ε∗] with K0ε < Λ, the functionals L1
and L2 are uniformly displacement convex of modulus Λ−K0ε. In particular, for all u, v ∈ Pr2 (Rd)
with D1(u) <∞ and D2(v) <∞, there hold
2(Λ−K0ε)L1(u) ≤ D1(u), 2(Λ−K0ε)L2(v) ≤ D2(v). (4.31)
Proof. By Corollary 3.9 (see (3.17)), the function Θ̄u = ∂uh(ūε, v̄ε) is ε-uniformly semi-convex with
some modulus −K0. Recalling the Λ-uniform convexity of Φ, we conclude that the sum Φ+ εΘ̄u is
uniformly convex of modulus Λ −K0ε as long as K0ε < Λ. By assumption, F satisfies McCann’s
condition (1.9). The result now follows from the general theory of displacement convexity, see
Lemma 2.3. The argument for L2 is completely analogous. 
Notice that by the second condition in (4.1) for the choice of ε̄ > 0, we are able to bound for
every ε ∈ [0, ε̄] the dissipation functionals D1 and D2 from below by some positive multiple of the
relative entropy functionals L1 and L2, respectively.
4.5. An estimate by Bregman distances. The sole purpose of this section is to show Lemma 4.9
below, which becomes essential for the estimate of “garbage terms” in the proof of Proposition 4.4.
The (technical) proof of the lemma heavily uses 2-degeneracy and 2-boundedness of (F,G, h).














dx ≤ κL(u, v) (4.32)
holds for all (u, v) ∈ [Pr2 (Rd)]2 with L(u, v) < ∞ and for ω : R2≥0 → R being any of the following
four functions: ∂ρθu, ∂ηθu, ∂ρθv, or ∂ηθv.













dF (u|ūε) + dG(v|v̄ε)
)
, (4.33)
where dF and dG were introduced in (4.7). In view of the definition of L in (4.8)–(4.9), an integration
in x yields the claim (4.32).
We now prove (4.33), only with u instead of (u + v) (as the case with v instead of (u + v) is
analogous). Let Ū be such that ūε, v̄ε ≤ Ū for all ε ∈ [0, ε∗]. We distinguish three cases.
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see Remark 1.1 (3). The multiple of u on the right-hand side can be estimated by a multiple of
dF (u|ū) as follows: thanks to convexity of F ,
dF (u|ūε) ≥ F (2Ū) + (u − 2Ū)F ′(2Ū)−
[
F (ūε) + (u− ūε)F ′(ūε)
]
≥ (u− 2Ū)F ′(2Ū) + (2Ū − ūε)F ′(ūε)− (u− ūε)F ′(ūε)
= (u− 2Ū)
[




F ′(2Ū)− F ′(Ū)
]
. (4.34)
By strict convexity, F ′(2Ū)− F ′(Ū) > 0, and with u > 3Ū , we clearly have 4A2u ≤ κdF (u|ūε) for
an appropriate constant κ independent of u and ε.











)]2 ≤ 4A2Ū ,
i.e., the left-hand side is bounded by an expression that is independent of u, v and ε. Clearly, this
expression is estimated by κdG(v|v̄ε) with an appropriate κ independent of v; this follows in analogy
to the estimate in the first case above.
Case 3: 0 ≤ u, v ≤ 3Ū . As a first step, we show that, for an appropriate constant L independent
of ε, we have
[F ′(u)− F ′(ūε)]2 ≤ LdF (u|ūε) (4.35)
and correspondingly
[G′(v)−G′(v̄ε)]2 ≤ LdG(v|v̄ε).
Considering both sides of (4.35) as functions in the variable u, we obviously have equality in the
case u = ūε. Using the definition of dF , we find
d
du




for all u > 0. Notice that this expression, by convexity of F , is negative for u < ūε and positive for
u > ūε. With the help of hypothesis (1.8) and the convexity of F , there exists a positive constant C
such that
F ′′(r) ≤ C for all r ∈ [0, 3Ū ].
Hence, with the choice L := 2C, we conclude that the left-hand side of (4.35) decreases faster on
(0, ūε) and increases slower on (ūε, 3Ū) than the right-hand side. This suffices to have the validity
of inequality (4.35) for all u ∈ [0, 3Ū ].
Next, define ρs := sF






































The supremum above is a finite quantity B, thanks to 2-boundedness of (F,G, h). Therefore, with L













dF (u|ūε) + dG(v|v̄ε)
)
,
proving the pointwise estimate (4.33) also in the final case. 
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4.6. Proof of the core inequality. Finally, we prove Proposition 4.4. Again, the additional
hypothesis (4.11) enters only indirectly via Lemma 4.5.
Proof of Proposition 4.4 under the additional hypothesis (4.11). Let PF (r) = rF
′(r)−F (r) for r ≥
0. Recall that (ϕu, ψu) is the optimal pair of c-conjugate potentials for the transport from u
∗
to û. Since L1 is displacement convex, the following “above tangent formula” holds, see e.g. [39,








u∗∇[Φ + εΘ̄u] · ∇ϕu dx,
where ∆acϕu is the absolutely continuous part of the signed measure defined by the distributional
Laplacian ∆ϕu. Thanks to the regularity of u
∗, we may re-write the first integral on the right-hand
side using integration by parts. Indeed, observe that
∇PF (u∗) · ∇ϕu = u∗∇F ′(u∗) · ∇ϕu ∈ L1(Rd)
since ∇F ′(u∗) ∈ L2(Rd;u∗Ld) by Lemma 4.6 and ∇ϕu ∈ L2(Rd;u∗Ld) in view of (2.5). Now, since
PF ≥ 0 by convexity of F , and since ∆acϕu ≥ ∆ϕu because ϕu is semi-concave, we have





F ′(u∗) + Φ + εΘ̄u
]
· ∇ϕu dx = τZ1(u∗, v∗), (4.36)










F ′(u) + Φ + ε∂uh(u, v)
]
dx.
We estimate Z1(u, v) using a combination of the previously shown results. For brevity, we use —






















































= Θu,ρ∇F ′(u) + Θu,η∇G′(v)− Θ̄u,ρ∇F ′(ūε)− Θ̄u,η∇G′(v̄ε)
= Θu,ρ∇
[























The third and the fourth term above can be simplified using that by combination of the Euler–
Lagrange system (3.4) with the identity Φ− Uε = (Φ− Uε)+ − (Uε − Φ)+, one has
∇
[
F ′(ūε) + Φ + εΘ̄u
]
= −∇(Φ− Uε)+, ∇
[
G′(v̄ε) + Ψ + εΘ̄v
]
= −∇(Ψ− Vε)+.
















































For further estimation, we observe that 2-boundedness and 2-degeneracy of (F,G, h) imply
|Θu,ρ| ≤ Amin
{
1, F ′(u), G′(v)
}
, |Θu,η| ≤ Amin
{
1, F ′(u), G′(v)
}
, (4.40)






F ′(u) + Φ + εΘ̄u
]∣∣2 dx ≤ A2D1(u).
For estimation of the second integral in (4.37), we use instead that (F,G, h) satisfies the swap






G′(v) + Ψ + εΘ̄v
]∣∣2 dx ≤W 2D2(v).
For estimation of the first integral in (4.38), two ingredients are needed. First, recall that |∇Φ|2 ≤
2M2
Λ Φ by (1.17), and conclude that on {Φ > Uε}:
∣∣∇(Φ− Uε)+










Second, we claim that there is a constant B such that
uΘ2u,ρ ≤ BF (u).
For u ≥ 1 this is a trivial consequence of the convexity of F . For 0 < u < 1, we use that in
view of hypotheses (1.7) and (1.8), there are constants c0 and C0 such that F
′(u) ≤ C0um−1 and
F (u) ≥ c0um are satisfied. Therefore, employing also (4.40), we have





Now we combine these ingredients, recalling again (4.40) and bearing in mind that the integral is

























The second integral in (4.38) is estimated in a completely analogous manner.
Finally, the integrals in (4.39) are both estimated by means of Lemma 4.9. We combine this
with the boundedness of |∇F ′(ūε)| and |∇G′(v̄ε)|, respectively: by Proposition 3.5, we have that
F ′(ūε), G′(ūε) ∈W 1,∞(Rd), and that
|∇F ′(ūε)| ≤ B̃, |∇G′(v̄ε)| ≤ B̃














∣∣2 dx ≤ 2B̃2κL(u, v).
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This finishes our estimate on Z1. The pendant of (4.36) for v in place of u is











G′(v) + Ψ + ε∂vh(u, v)
]
dx.
Estimating Z2 in analogy to Z1 as above leads to





1 +A2 +W 2
])
(D1(u) +D2(v)) − εCL(u, v).
With an application of (4.31) and an appropriate choice of K > 0, the claim (4.10) has been
shown. 
4.7. Removal of the additional hypothesis on the datum. Let (û, v̂) ∈ [Pr2 (Rd)]2 with
Eε(û, v̂) < ∞ with ε ∈ [0, ε̄] be given, that does not necessarily satisfy the additional hypoth-
esis (4.11) for any R > 0, and let (u∗, v∗) ∈ [Pr2 (Rd)]2 be the unique minimizer of the Yosida-
regularized energy, according to Lemma 4.1.
Consider sequences of radii R → ∞ and pairs (ûR, v̂R) ∈ [Pr2 (Rd)]2 that satisfy (4.11) for the
corresponding R. Moreover, we assume that (ûR, v̂R) approximates (û, v̂) in the following sense:
ûR, F (ûR) and |x|2ûR converge to û, F (û) and |x|2û in L1(Rd), respectively, and likewise for v̂R.
An immediate consequence is:
Eε(ûR, v̂R) → Eε(û, v̂), L(ûR, v̂R) → L(û, v̂), H̃(ûR, v̂R) → H̃(û, v̂). (4.41)
Next, consider the associated sequence of functionals ER on [Pr2 (Rd)]2 given by






By Lemma 4.1, there is a unique minimizer (u∗R, v
∗
R) for each ER. As an intermediate step, we show
convergence of these minimizers to (u∗, v∗).





in the narrow topology.
Moreover, let E := supR Eε(ûR, v̂R), which is finite by (4.41); the sublevel sets ER ≤ E are non-
empty, and consist of pairs of densities with R-uniformly bounded second moment and L2-norm.
Proof. We verify the definition of Γ-convergence: first, the “liminf-property” is a direct consequence
of the lower semicontinuity of Eε and that of W2 (with respect to both components) under narrow
convergence. Second, a recovery sequence (ũR, ṽR) for a given pair (u, v) is the constant one,



















which tends to zero for R → ∞ since W2(u, ûR) → W2(u, û) and W2(v, v̂R) → W2(v, v̂) follows by
convergence of ûR and v̂R in L
1(Rd), and convergence of their second moments, to the respective
limits.
Concerning the sublevel set ER ≤ E : By definition of ER, it contains (ûR, v̂R) and is thus non-
empty. Moreover, any (u, v) in that sublevel satisfies
Eε(u, v) ≤ E , W2(u, ûR)2 ≤ 2τE , W2(v, v̂R)2 ≤ 2τE .
The first inequality provides an R-uniform bound on F (u) and G(v) in L1(Rd), which in view of the
at least quadratic growth of F and G implies a bound of u and v in L2(Rd). The second estimate
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provides an R-uniform bound on the second moment of u and v: let T be an optimal map for the











|T (x)− x|2u(x) dx =
ˆ
Rd
|y|2ûR(y) dy +W2(u, ûR)2;
recall that the second moments of the ûR are R-uniformly bounded by construction. The argument
for v is analogous. 
As a consequence of Lemma 4.10, and by uniqueness of the minimizer (u∗, v∗) for the limiting
functional, we have that u∗R → u∗ and v∗R → v∗ narrowly.
Proof of Proposition 4.4. Since the pair (ûR, v̂R) satisfies the additional hypothesis (4.11), inequal-
ity (4.10) is valid for (u∗R, v
∗
R) and (ûR, v̂R) in place of (u
∗, v∗) and (û, v̂), i.e.,
L(ûR, v̂R) ≥
[





By (4.41), the left-hand side converges to L(û, v̂), while we use lower semi-continuity of L with
respect to narrow convergence on the right-hand side. This yields (4.10), as desired. 
Lemma 4.11. F ′(u∗R) and G
′(v∗R) converge to their respective limits F
′(u∗) and G′(v∗), weakly in
H1(Rd), and strongly in L2(Rd).
Proof. We show that F ′(u∗R) and G
′(v∗R) are R-uniformly bounded in H
1(Rd). The argument for
F ′(u∗R) is the following: first, observe that F
′(s) ≤ C(s+F (s)) with some constant C, which is true
for small and for large values of s ≥ 0, respectively, because of (1.7) and (1.18). This implies an
R-uniform L1-bound on F ′(u∗R) since
ˆ
Rd


















Next, estimate (4.6) holds with (u∗R, v
∗
R) and (ûR, v̂R) in place of (u
∗, v∗) and (û, v̂), respectively,
since (ûR, v̂R) satisfies hypothesis (4.11). By (4.41), the terms Eε(ûR, v̂R) and H̃(ûR, v̂R) are R-
uniformly bounded from above, and by Lemma B.1, H̃(u∗R, v
∗
R) is R-uniformly bounded from below.
Together, this implies an R-uniform bound on ∇F ′(u∗R) in L2(Rd). By interpolation with the bound
in L1(Rd) above, the bound in H1(Rd) follows.
The claim now follows by Alaoglu’s theorem, and by Rellich’s theorem, bearing in mind that the
sequences F ′(u∗R) and G
′(v∗R) have narrow limits F
′(u∗) and G′(v∗), respectively. 
























τ + (1 + τ)Eε(ûR, v̂R) + H̃(ûR, v̂R)
]
.
By means of (4.41), we can pass to the limit on the right-hand side. By means of lower semi-
continuity of Eε and H̃ with respect to narrow convergence, and of the L
2-norm with respect to
weak convergence in L2(Rd), we can pass via the previous Lemma 4.11 to the limit also on the
left-hand side. This gives (4.6) with datum (û, v̂). 
















· ∇ζ dx+ Ru.
We can easily pass to the limit R → ∞ on the left-hand side by narrow and L1-convergence of u∗R
and ûR, respectively. For the integral on the right-hand side, observe that u
∗
R∇ζ → u∗∇ζ in L2(Rd),
because of Lemma 4.11, and since F ′ has at least linear growth. Moreover, ∇F ′(u∗R) ⇀ ∇F ′(u∗)
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follows by Lemma 4.11 as well. To conclude that also ∇∂uh(u∗R, v∗R) ⇀ ∇∂uh(u∗, v∗) in L2(Rd),
observe that











For both products on the right-hand side, weak convergence in L2(Rd) is easily concluded from the











, again thanks to Lemma 4.11, and to the
2-boundedness of (F,G, h).
In a completely analogous way, we can pass to the limit R → ∞ in the v-equation in (4.11).
The bound on |Ru|+ |Rv| is preserved thanks to (4.41) and lower semicontinuity of Eε and H̃ with
respect to narrow convergence. 
5. Existence of weak solutions
The Yosida-regularized energy functional Eε,τ is now used to obtain a time-discrete approximation
(unτ , v
n
τ )n∈N0 of the solution to (1.1) for given initial data u(0) = u0, v(0) = v0 with finite energy
Eε(u0, v0) < ∞ by means of the minimizing movement scheme. Inductively, define (u0τ , v0τ ) :=
(u0, v0), and for each n ∈ N let (unτ , vnτ ) be the minimizer — which exists and is unique by Lemma 4.1
— of the functional
[Pr2 (Rd)]2 ∋ (u, v) 7→ Eε,τ
(
(u, v)
∣∣(un−1τ , vn−1τ )
)
.
Further, define the piecewise constant “interpolations” ũτ , ṽτ : [0,∞) → Pr2 (Rd) (depending of
course on ε) in the usual way:
ũτ (t) = u
n
τ , ṽτ (t) = v
n
τ for (n− 1)τ < t ≤ nτ.
The result of this section is the following convergence.
Proposition 5.1. For every ε ∈ [0, ε∗], the interpolations ũτ , ṽτ converge, for a suitable sequence
τ ↓ 0, to Hölder-continuous limit curves u∗, v∗ : [0,∞) → Pr2 (Rd), weakly in L1(Rd) at every t ≥ 0:
Moreover, F ′(ũτ ), G′(ṽτ ) converge to the respective limits F ′(u∗), G′(v∗), weakly in L2(0, T ;H1(Rd))
and strongly in L2((0, T )×Rd), for any T > 0. Furthermore, the limits are weak solutions to (1.1)




























holds for arbitrary test functions ξ ∈ C∞c ((0,∞)× Rd).
With the solution u∗, v∗ : [0,∞) → Pr2 (Rd) from Proposition 5.1 we have shown the existence of
a transient solution to the initial value problem for (1.1), as stated in Theorem 1.4.
5.1. Multi-step estimates. We next prove several τ-independent estimates for (ũτ , ṽτ ), which in
the subsequent section then allows us to establish convergence for a sequence τ ↓ 0. We start by
recalling the classical estimate that follows directly from the variational construction.





















≤ Eε(un−1τ , vn−1τ ) (5.2)























≤ Eε(u0, v0). (5.3)
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Proof. The first inequality (5.2) rephrases (4.3). Summing these inequalities for n = 1, 2, . . . , N , we
then end up with the second inequality (5.3). 
The following three conclusions of Lemma 5.2 are important in the following:
• The values of Eε(unτ , vnτ ) are monotonically decreasing in n, and in particular bounded by
Eε(u0, v0). For ε ∈ [0, ε∗], the hypothesis (1.13) then implies a uniform bound on F (unτ )









dx ≤ 2Eε(u0, v0). (5.4)
• Another consequence of energy monotonicity: for ε ∈ [0, ε∗] we obtain, thanks to non-
negativity of Hε, and to the lower bounds on Φ and Ψ by quadratic functions, see (1.16), a

































≤ 2Eε(u0, v0). (5.6)
This gives rise to the following uniform estimate on the modulus of quasi-continuity.
Lemma 5.3. There is a τ-independent constant C such that for any s, t ≥ 0,
W2
(




|t− s|+ τ , W2
(




|t− s|+ τ . (5.7)
Proof. Assume 0 ≤ s < t, and let n, n ∈ N0 be such that (n− 1)τ < s ≤ nτ and (n− 1)τ < t ≤ nτ ,
i.e., ũτ (t) = u
n
τ and ũτ (s) = u
n
τ , with (n − n)τ ≤ (t − s) + τ . If n = n, then (5.7) trivially holds.


































(t− s) + τ.
This proves the first inequality in (5.7), the second follows in the analogous way. 






|∇F ′(ũτ )|2 + |∇G′(ṽτ )|2
)
dx ≤ C(1 + T +Eε(u0, v0)). (5.8)
Proof. Assume T = Nτ for simplicity. Apply estimate (4.6) to (û, v̂) = (un−1τ , v
n−1




















Eε(u0, v0)−Eε(uNτ , vNτ ) + H̃(u0, v0)− H̃(uNτ , vNτ )
]
.
The left-hand side of this inequality coincides with the left-hand side of (5.8). On the right hand




τ ) is positive and thus negligible. To arrive










30 LISA BECK, DANIEL MATTHES, AND MARTINA ZIZZA
The lower bound is easily obtained by combination of Lemma B.1 from the Appendix with the














dx ≤ C +Hε(u, v).
The control of H̃ from above is a simple consequence of u log u ≤ C(1 + F (u)) and v log v ≤
C(1 +G(v)) thanks to the at least quadratic growth of F and G, combined with (1.13). 
Lemma 5.5. Let p, q > 1 be such that






For each T > 0, there is a τ-independent constant CT such that
ˆ T
0
‖F ′(ũτ )‖qLp dt ≤ CT . (5.10)






< 1 and qθ < 2. (5.11)
Therefore, by the Gagliardo–Nirenberg interpolation inequality,
ˆ T
0






‖∇F ′(ũτ )‖2L2 dt
)qθ/2
.
From (5.8) the τ -uniform boundedness of the term with ∇F ′(ũτ ) follows. For the other term, we
first observe that F ′(s) ≤ C(s + F (s)) which for s ≥ 1 is a direct consequence of (1.18), while for
s ≤ 1, it is obtained from (1.7) in combination with the uniform boundedness of F ′′(t) for t ∈ (0, 1].
Since ũτ is of unit mass, and because of the uniform bound (5.4) on F (ũτ ) in L
1(Rd), also F ′(ũτ )
is bounded in L1(Rd), uniformly in t ∈ [0, T ] and in τ . 
5.2. Convergence proofs. The statements of Proposition 5.1 are proven in the three Lemmas 5.6,
5.7, and 5.8 below.
Lemma 5.6. For every ε ∈ [0, ε∗], there are curves u∗, v∗ : [0,∞) → Pr2 (Rd), Hölder continuous
in W2, such that, along a suitable sequence τ ↓ 0, the interpolations ũτ (t) and ṽτ (t) converge to u∗(t)
and v∗(t), respectively, weakly in L1(Rd), at every t ≥ 0.
Proof. This lemma is a consequence of the generalized Arzelà–Ascoli theorem [3, Proposition 3.3.1].
Lemma 5.3 above provides a uniform modulus of (quasi-)continuity for ũτ and ṽτ in W2; the
topology induced by W2 is stronger than the narrow one. Further, the values of ũτ and ṽτ belong
to a narrowly compact set thanks to the uniform boundedness of second moments (5.5). The
aforementioned proposition yields the narrow convergence along a sequence τ ↓ 0 of ũτ (t) and ṽτ (t)
to respective limits u∗(t) and v∗(t) for each t ≥ 0, and u∗, v∗ are continuous with respect to W2.
By lower semi-continuity of W2 under narrow convergence, the estimate (5.7) is inherited by the










which is the claimed Hölder continuity of u∗, v∗ with respect to W2. Finally, the upgrade from
narrow convergence of ũτ (t) and ṽτ (t) to weak convergence in L
1(Rd) after passage to a suitable
subsequence τ ↓ 0 is obtained from the boundedness of F (ũτ (t)) and G(ṽτ (t)) in L1(Rd), see (5.4).
Indeed, since F and G are super-linear at infinity in view of (1.6), the Dunford–Pettis criterion
applies. 
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Lemma 5.7. For every ε ∈ [0, ε∗] and every T > 0, we have along a suitable sequence τ ↓ 0
ũτ → u∗ strongly in L2([0, T ]× Rd), (5.12)
F ′(ũτ ) → F ′(u∗) strongly in L2loc([0, T ]× Rd), (5.13)
∇F ′(ũτ )⇀ ∇F ′(u∗) weakly in L2([0, T ]× Rd). (5.14)
Proof. For the proof of (5.12), we apply the generalized version [37, Theorem 2] of the Aubin–Lions
Lemma. On the Banach space B := L2(Rd), define the normal coercive integrand by




and the compatible map g : B ×B → [0,∞] by
g(u, u′) := W2(u, u
′),
with the conventions that F(u) = ∞ unless u ∈ Pr2 (Rd) with F ′(u) ∈ H1(Rd), and that g(u, u′) = ∞
unless u, u′ ∈ Pr2 (Rd). Below we verify lower semi-continuity of F and compactness of sublevel sets;





ũτ (t+ h), ũτ (t)
)




F(ũτ (t)) dt ≤ CT (5.16)
with some constant CT depending only on T > 0. In conclusion, [37, Theorem 2] then yields that
ũ(t) converges in B = L2(Rd), in measure with respect to t ∈ (0, T ), along a sequence τ ↓ 0. That
limit necessarily coincides with u∗ obtained in the proof of Lemma 5.6 above.
To prove lower semi-continuity of F , consider a sequence (un) converging to u∗ in L2(Rd) such
that (F(un)) has a finite limit. Without loss of generality, we may assume that un even converges
pointwise a.e.. Fatou’s lemma directly yields
ˆ
Rd





Further, by boundedness of the sequence (F ′(un)) in the reflexive space H1(Rd), a suitable subse-
quence has a weakH1-limit ν∗. By Rellich’s theorem, this convergence is actually strong in L2loc(R
d),
and thus also pointwise a.e.. By a.e. pointwise convergence almost of (un) and the continuity of F
′,
we conclude ν∗ = F ′(u∗). Weak lower semi-continuity of norms implies
‖F ′(u∗)‖2H1 = ‖ν∗‖2H1 ≤ lim infn→∞ ‖F
′(un)‖2H1 ,




Concerning compactness, consider the F̄ -sublevel set S of F . By boundedness of the H1-norm of
F ′(u) for all u ∈ S, there is a sequence (un) in S for which F ′(un) converges strongly in L2loc(Rd).
Since F ′ has at least linear growth, also (un) itself converges strongly in L2loc(R
d). To show that
this convergence is not just locally, observe that by interpolation, there is a p > 2 such that F ′(u)
is uniformly bounded in Lp(Rd) for all u in the sublevel S. Using that sp ≤ C(s + F ′(s)p) for a
suitable constant C thanks to the at least linear growth of F ′, it follows that there is a Lp-uniform
bound for the un ∈ S as well. Hölder’s inequality yields
ˆ
Rd
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and thus (un) is tight and converges in L
2(Rd). This proves compactness.














Next, the estimate (5.16) is a consequence of the a priori bound (5.8) on ∇F ′(ũτ ), estimate (5.10)
with p = q = 2, and the moment control (5.5). By means of [37, Theorem 2], we obtain convergence
of ũτ (t) to u∗(t) in L2(Rd), in measure with respect to t ∈ [0, T ], along a sequence τ ↓ 0. Esti-
mate (5.10) with 2 = p < q < 2 + 4/d further yields a τ -uniform control on ‖ũτ(t)‖L2 in Lq(0, T ),
since F ′ has at least linear growth, and thus uniform integrability to exponent two in time. This
finishes the proof of (5.12).
Next, we show the convergence (5.13) of (F ′(ũτ )) to F ′(u∗) locally in L2([0, T ]×Rd). By (5.12),
we may assume without loss of generality that the chosen sequence (ũτ ) converges pointwise to u∗
a.e. on [0, T ]×Rd. By continuity of F ′, the sequence (F ′(ũτ )) converges to F ′(u∗) pointwise almost
everywhere. Moreover, estimate (5.10) with 2 < p = q < 2+2/d provides τ -uniform integrability of
F ′(ũτ ) on [0, T ]×Rd to exponent two. Hence, by Vitali’s convergence theorem, we get convergence
of (F ′(ũτ )) to F ′(u∗) in L2loc([0, T ]× Rd).
It remains to verify (5.14), i.e., the weak convergence of (∇F ′(ũτ )) to ∇F ′(u∗) in L2([0, T ]×Rd).
In fact, weak L2-convergence to some limit ∇ζ follows immediately from the boundedness (5.8)
and the local convergence (5.13) via Alaoglu’s theorem. Using once again the local convergence of
(F ′(ũτ )) to F ′(u∗) we can identify the limit ζ as F ′(u∗). 
Lemma 5.8. The limits (u∗, v∗) obtained in Lemmas 5.6&5.7 satisfy the weak formulations (5.1)
for every test function ξ ∈ C∞c ((0,∞)× Rd).
Proof. By abuse of notation, τ will always denote an element of the sequence τ ↓ 0 along which
(ũτ , ṽτ ) converges to (u∗, v∗) in the sense of Lemmas 5.6&5.7.
Assume that the support of ξ lies in (0, T ) × Ω, for some bounded open set Ω ⊂ Rd. For each
t ∈ (τ, T ), let n be such that (n − 1)τ < t ≤ nτ , and use ζ := ξ(t; ·) as test function in the first


























































ξ(t+ τ) − ξ(t)
τ
dxdt
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thanks to the convergence of ũτ to u∗ in L1((0, T )× Ω), and the uniform convergence of difference
quotients of ξ.
It remains to verify the convergence of the integral on the right-hand side of (5.18). By the
strong L2-convergence (5.12) of ũτ to u∗, and since ∇ξ is smooth and has compact support inside
(0, T )× Ω, it suffices to verify weak convergence of
∇
[




F ′(u∗) + ε∂uh(u∗, v∗)
]
in L2((0, T ) × Ω). But this is clear: on the one hand, F ′(ũτ ) and G′(ṽτ ) converge weakly in
L2(0, T ;H1(Rd)), see (5.14). On the other hand, recalling the 2-boundedness of (F,G, h), the local
L2-convergence (5.13) of F ′(ũτ ) and G′(ṽτ ) implies convergence in measure of ∂ρθu
(




F ′(ũτ ), G′(ṽτ )
)
. By boundedness and continuity of the derivatives of θu, the weak
convergence of ∇F ′(ũτ ) and ∇G′(ṽτ ) in [L2((0, T )× Rd)]d is inherited by
∇∂uh(ũτ , ṽτ ) = ∂ρθu
(
F ′(ũτ ), G
′(ṽτ )
)
∇F ′(ũτ ) + ∂ηθu
(




6. Convergence to equilibrium
In preparation of the proof of Theorem 1.5, we provide an adapted version of the Csiszar–Kullback
inequality for L.
Lemma 6.1. There is a constant C, independent of ε ∈ [0, ε̄], such that for all u, v ∈ Pr2 (Rd) with
L1(u) <∞ and L2(v) <∞, there hold
‖u− ūε‖2L1 ≤ CL1(u), ‖v − v̄ε‖2L1 ≤ CL2(v). (6.1)
Proof. It suffices to prove the first inequality in (6.1). The point of departure is that both u and ūε
have unit mass, and therefore
‖u− ūε‖L1 = 2
ˆ
{u<ūε}
(ūε − u) dx. (6.2)
It is thus sufficient to estimate the integral of ūε − u on {u < ūε}, which is a subset of Ωuε . Let Ū
be an upper bound on ūε, uniformly in ε ∈ [0, ε̄], see Proposition 3.2. By hypothesis (1.8) there is
a constant c0 > 0 such that F















(u − r) dr = 3c0
2m+1
ūm−2ε (u− ūε)2.
This implies by means of the Cauchy-Schwarz inequality that
ˆ
{u<ūε}























It remains to be shown that the integral of ū
−(m−2)
ε over Ωuε is finite. For the estimation of the
integrand, we obtain thanks to (1.19)






and therefore the first Euler–Lagrange equation in (3.4) implies that
(1 +Aε̄)F ′(ūε) ≥ (Uε − Φ)+ .
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Using further that F ′(ūε) ≤ Kūm−1ε , again thanks to (1.7) and (1.8), we conclude that on Ωuε ,





We can now estimate the integral of ū
−(m−2)





2Λ/M by (1.17), and second, the diameter of Ωuε is bounded uniformly in ε ∈ [0, ε̄],
see Proposition 3.2. Hence, the (d− 1)-dimensional Hausdorff measures Hd−1 of the surfaces of the




































(Uε − r2)−(m−2)/(m−1) dr,
and this integral has a finite value since (m − 2)/(m− 1) < 1, which is bounded independently of
ε ∈ [0, ε̄]. Combining this with (6.3) and (6.2), we obtain







for some constant C, which is uniform in ε ∈ [0, ε̄]. With the definition of L1(u) from (4.8), the
proof of the first claim in (6.1) is complete. 
Proof of Theorem 1.5. We apply Proposition 4.4 with (u∗, v∗) = (unτ , v
n























Since L is a convex functional and thus lower semi-continuous with respect to convergence in W2,
it follows in the limit τ ↓ 0 for the limiting curve from Theorem 1.4 that





The L(u0, v0) on the right-hand side is easily estimated in terms of Eε(u0, v0), see (4.29). Thanks
to (6.1), the left-hand side controls the L1-norms of ut − ūε and vt − v̄ε. 
Appendix A. Verification of Example 1.2
The required properties for the nonlinearities F and G are immediately checked. Concerning the









(p/u− λ)2 − p/u2 (p/u− λ)(q/v − λ)
(p/u− λ)(q/v − λ) (q/v − λ)2 − q/v2
)
h(u, v).
For the vanishing of h itself on ∂R2≥0, it is sufficient that p > 0 and q > 0. Further, ∂uh(u, v) =
(p/u−λ)h(u, v) vanishes on ∂R2≥0 if h(u, v)/u vanishes, i.e., p > 1 and q > 0 are sufficient. Similarly,
q > 1 and p > 0 is sufficient for the vanishing of ∂vh.
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+ ε∗D2(u,v)h(u, v) ≥ 0
for some ε∗ > 0. For that, it is sufficient that
2ε∗
∣∣(p/u− λ)2 − p/u2
∣∣h(u, v) ≤ (m− 1)um−2,
2ε∗
∣∣(q/v − λ)2 − q/v2
∣∣h(u, v) ≤ (n− 1)vm−2,
4(ε∗)2(p/u− λ)2(q/v − λ)2h(u, v)2 ≤ (m− 1)(n− 1)um−2vn−2.
We make use of the following elementary fact: for arbitrary a, b ≥ 0, there is a constant C such that
xayb ≤ Cex+y for all x, y > 0. (A.1)
The first inequality is equivalent to
2
∣∣(p− λu)2 − p
∣∣up−mvq ≤ m− 1
ε∗
eλ(u+v),
which is true, uniformly in u, v > 0 for a sufficiently small choice of ε∗ > 0 provided that p ≥ m and
q ≥ 0. In an analogous manner, it follows that the other two inequalities are satisfiable for some
ε∗ > 0 provided that p ≥ 0, q ≥ n and p ≥ m/2, q ≥ n/2, respectively.


































































which are true, thanks to (A.1), since p ≥ 1/2, q ≥ n− 1/2 and p ≥ m− 1/2, q ≥ 1/2, respectively.
For the partial derivatives OF θu, θv up to order k, we need to study boundedness on R
2
≥0 and




























where the ca′a′′b′b′′ are combinatorial coefficients depending also on the exponents µ, ν, γ, δ. Ac-
cording to (A.1), the expression on the right-hand side is globally bounded for (ρ, η) ∈ R2≥0 if all
exponents of ρ and η appearing in the sum are non-negative and 1 − γ, 1 − δ are positive. Fur-
thermore, these expressions vanish on ∂R2≥0 if all exponents are positive. In our case, we have
γ = 1− 1/(m− 1) = (m− 2)/(m− 1) ∈ [0, 1) and likewise δ = (n− 2)/(n− 1) ∈ [0, 1). Therefore,
the smallest possibly occurring exponents for ρ and η are µ− a and ν − b, respectively. Plugging in
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the “worst case scenarios” µ = (p− 1)/(m− 1) with a = k, and ν = (q − 1)/(n− 1) with b = k, we
see that the condition (1.20) is indeed sufficient.
Appendix B. A lower bound on the entropy
The following has been obtained e.g. in [25]; we recall the proof for convenience.
Lemma B.1. For any u ∈ Pr2 (Rd), any β > 0, and any x ∈ Rd,
Hu(u) =
ˆ





|x− x|2u dx (B.1)
(with z log z interpreted as zero for z = 0). In particular, Hu is nowhere −∞ on Pr2 (Rd).
Proof. By Legendre duality, zv ≤ z log z−z+ev for all z ≥ 0 and v ∈ R. With the choices z := u(x)
















which is just (B.1). 
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principle for the Keller-Segel system in R2. ESAIM Math. Model. Numer. Anal., 49(6):1553–1576, 2015.
[8] M. Bruna and S. J. Chapman. Diffusion of multiple species with excluded-volume effects. The Journal of chemical
physics, 137(20):204116, 2012.
[9] M. Burger, M. Di Francesco, J.-F. Pietschmann, and B. Schlake. Nonlinear cross-diffusion with size exclusion.
SIAM J. Math. Anal., 42(6):2842–2871, 2010.
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[23] U. Gianazza, G. Savaré, and G. Toscani. The Wasserstein gradient flow of the Fisher information and the
quantum drift-diffusion equation. Arch. Ration. Mech. Anal., 194(1):133–220, 2009.
[24] J. Haskovec, S. Hittmeir, P. Markowich, and A. Mielke. Decay to equilibrium for energy-reaction-diffusion sys-
tems. SIAM J. Math. Anal., 50(1):1037–1075, 2018.
[25] R. Jordan, D. Kinderlehrer, and F. Otto. The variational formulation of the Fokker-Planck equation. SIAM J.
Math. Anal., 29(1):1–17, 1998.
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