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Definitions
Imprecise Computation (IC) model (12) considers that a task can be logically de-
composed into a mandatory subtask and an optional subtask. The mandatory subtask
should be completed before the task’s deadline in order to generate the minimum ac-
ceptable Quality of Service (QoS). The optional subtask is to be executed after the
mandatory subtask, and still before the deadline, if there are resources in the sys-
tem that are free to execute the optional subtask. The longer the optional subtask is
executed, the better is the QoS of the obtained result.
Historical Background
Wireless Sensor Networks (WSNs) consist of a large number of wireless sensor
nodes that have the capability to take various measurements of their environment.
These measurements could be temperature, sound, vibration, pressure or motion etc.
Energy efficiency and real-time execution are critical and challenging issues for the
design of WSNs systems (15). This is because:
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1. Most of the sensor nodes have energy constraints, as they are powered by a bat-
tery that has a limited energy budget.
2. Real-time responsiveness is required by many WSN applications, e.g., mobile
target tracking. Missing of the task deadline can cause serious results.
In the past, many research works have focused on optimizing the energy effi-
ciency and real-time execution of applications on WSNs, e.g., data aggregation (5),
topology control (6), sink mobility (19) and delay-aware routing (9). These methods
improved significantly the energy efficiency and real-time execution of the WSNs.
However, further improvements exist:
1. Most of the past works focused on the software optimization methods without
including the hardware optimization strategies.
2. Most of the past works focused on reducing the energy consumption of the wire-
less transmission, but ignored the energy consumption of the processor modules.
However, processing and transmitting large amount of sensed data in real-time
applications exceeds the capabilities of traditional WSNs. Since single-core embed-
ded sensor nodes will soon be unable to meet the increasing requirements of data
intensive applications, e.g., Wireless Multimedia Sensor Networks (WMSNs), the
next generation sensor nodes must possess enhanced computation and communica-
tion capabilities, i.e., multi-core embedded sensor nodes (18). For instance, the fire
detection WMSN node MiLive-v2 in (13) is equipped with three types of proces-
sors:
1. A 8-bit low-power AVR processor (ATmega128rfa1), which can be used to run
simple tasks.
2. A 32-bit powerful ARM processor (ARM1176JZF), which can be used to run
more complicated tasks.
3. A Digital Signal Processor (DSP) unit, which can be specially used to perform
image processing.
The requirements of WSNs are usually high performance computation, low en-
ergy consumption and low task execution delay. The efficient mapping of the tasks
on multi-core sensor nodes (13) is required to balance these contradictory require-
ments. It can simultaneously optimize task allocation (on which processor each task
is executed) and task scheduling (when each task starts and ends its execution). On
the one hand, in order to map a set of applications on multi-core system, the appli-
cations need to be partitioned (parallelized), whenever possible, into multiple tasks
that can be executed concurrently on different processors. Therefore, task execution
delay can be further reduced. On the other hand, multi-core systems have better
energy savings than traditional single-core systems in two ways:
1. Multi-core embedded sensor nodes can extract the desired information from the
sensed data and process this information. It leads to reduction in the data trans-
mission volume sent to the sink node (base station). By replacing a large per-
centage of communication with in-network computation, the multi-core system
realizes large energy savings that increase the sensor network’s overall lifetime.
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2. A multi-core embedded sensor node allows the computations to be split across
multiple processors, while running each processor at a lower voltage and fre-
quency, as compared to a single-core system, which results in energy savings.
Utilizing a single-core embedded sensor node for information processing in data
intensive applications demands the sensor node run at a high voltage and fre-
quency in order to meet the application’s real-time requirements. It will increase
the power dissipation of the processor.
The tradeoff between energy consumption and performance has been extensively
studied using the following methods:
1. Dynamic Voltage and Frequency Scaling (DVFS): by lowering the supply volt-
age, quadratic savings in dynamic energy consumption can be achieved, while
the performance is approximately degraded in linear manner.
2. Dynamic Power Management (DPM): by exploring idle intervals of the proces-
sors and switching off a processor, when the idle interval is longer than a certain
threshold, which is called break-even time.
Existing works that focus on energy-aware task mapping problem aim at mini-
mizing the energy consumption under resource and application constraints.
1. When the voltage level is discrete, the task mapping problem is usually formu-
lated as Integer Programming (IP), e.g., (14; 22; 11). To efficiently solve the IP
problem, a hybrid Genetic Algorithm (GA) is proposed in (14), a polynomial-
time two-step heuristic is designed in (22), and the IP problem is relaxed to a
Linear Programming (LP) in (11). Combining DVFS and DPM, a Mixed-Integer
Linear Programming (MILP)-based task mapping problem is considered in (3)
and the problem is solved by CPLEX solver.
2. When the voltage level is continuous, a convex task mapping problem is formu-
lated in (8) and the problem can be solved by using polynomial-time methods.
In (10), Mixed-Integer Non-Linear Programming (MINLP) is used to formulate
the task mapping problem. The problem is relaxed to an MILP by linear approx-
imation and solved by Branch and Bound (B&B) method.
As long as the resource and application constraints (e.g., task deadline) allow, the
methods with DVFS or DPM achieve significant energy reductions compared to the
basic methods, where no DVFS or DPM is applied.
Key Applications
In several application domains, an approximate–but still in time–result is preferable
than an exact result obtained too late. For example, in audio and video streaming,
frames with a lower quality are better than missing frames. In radar tracking, an
estimation of target’s location in time is better than an accurate location arriving too
late. In control loops, an approximate result produced by a control scheme is more
preferable as long as the controlled system, e.g., indoor temperature control system,
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remains stable. This type of applications can be modeled as Imprecise Computation
(IC) tasks. The more cycles of the optional subtasks are executed, the higher is
the generated QoS. An interesting question is how should the function of QoS be
defined in order to represent realistic application areas:
1. A linear function (25; 23; 26; 21; 16; 17) models the case where the QoS of the
overall system increases uniformly during the optional subtask execution.
2. A concave function (2; 24; 4; 20) addresses the case where the increase of QoS
exhibits a continuously nondecreasing rate as the optional subtask execution goes
on.
Linear and general concave functions are considered as the most realistic and typical
QoS representation in the literature, as they adequately capture the behavior of many
application areas, such as image and speech processing, control engineering, and
automatic target recognition (1; 2; 12).
Foundations
The three constraints energy, deadline, and QoS play an important roles in the
QoS-aware task mapping. This is different from the energy-aware task mapping,
where no exploration of the QoS improvement through the optional subtasks ad-
justment take place. The QoS-aware task mapping problem uses the IC task model
and has a goal to maximize the QoS under a set of real-time and energy supply
constraints, e.g., (2; 4; 24; 25; 20; 23; 7; 26; 21; 16; 17). Specifically, QoS-aware
task mapping determines on which processor should the task be executed (task-to-
processor allocation), its frequency (frequency-to-task assignment), the start time
(task scheduling), and the end time (optional subtask adjustment) of each task, such
that the system QoS is maximized, while meeting the energy supply and the task
deadlines. Usually, the task-to-processor allocation and frequency-to-task assign-
ment decisions are binary variables, while the task scheduling and optional sub-
task adjustment decisions can be either integer (24; 25; 23; 7; 26; 21) or continu-
ous (2; 4; 20; 16; 17) variables. Based on different constraints and variables intro-
duced into the problem formulation, the variables may be coupled with each other
nonlinearly, i.e., MINLP. However, it is not desirable since solving MINLP is much
more complex than solving MILP. In order to linearize the nonlinear items, the com-
mon methods include:
1. Linear approximation (10);
2. Variables replacement (3; 17).
The QoS-aware task mapping problem is similar to Quadratic Assignment Prob-
lem, a well-known NP-hard problem. Therefore, finding an optimal solution satis-
fying all the given constraints (e.g., energy efficiency, deadline, QoS, task depen-
dency, and DVFS) is very difficult and time consuming (17). Existing works usually
focus on different contexts, as summarized in Table 1. The platforms considered
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in (4; 24; 20) are single-core platforms, i.e., the task allocation problem is not taken
into account. Although the works in (2; 25; 23; 7; 26; 21; 16) target at multi-core
platforms, some assumptions are made during the problem formulation, e.g., the
task-to-processor allocation is fixed and given in advance for all the tasks in (25; 23),
the tasks considered in (7) are independent, and in (2; 26; 21; 16) each processor
has a predefined frequency. The methods used to solve the aforementioned problems
can be classified into two main classes:
1. The first class includes the methods based on heuristics, e.g., (24; 25; 23; 7; 26;
21).
2. The second class includes the methods that always produce an optimal solution,
e.g., (2; 4; 20; 16; 17).
Although heuristic methods can find feasible solutions in a short amount of time,
they do not provide the bounds on the solution quality. When new assumptions or
constraints are taken into account they must be redeveloped, and, thus, they are not
always easily extensible.
Table 1 Task Mapping Method
Energy-aware QoS-aware
(3) (8) (10) (11) (14) (22) (2) (4) (7) (23) (16) (21) (24) (25) (26) (20) (17)
Variables
Frequency-to-task
√ √ √ √ √ √ √ √ √ √ √
Task-to-processor
√ √ √ √ √ √ √ √ √ √
Task adjustment
√ √ √ √ √ √ √ √ √ √ √
Objective Max. QoS
√ √ √ √ √ √ √ √ √ √ √
Min. Energy
√ √ √ √ √ √ √
Constraints Real-time
√ √ √ √ √ √ √ √ √ √ √ √ √ √ √ √ √
Energy
√ √ √ √ √ √ √ √
Solution Optimal
√ √ √ √ √ √ √
Non-optimal
√ √ √ √ √ √ √ √ √ √ √
The heuristic methods mentioned above usually adopted a multi-step optimiza-
tion, i.e., to decouple the variables and to determine their values in sequence. For
instance, a two-step heuristic called Adaptive Task Allocation (ATA) is proposed
in (26). The aim of the first step is to find a task-to-processor allocation, such that
the energy consumption is minimized. With the given task allocation decision, the
energy consumed to execute one task is proportional to the length of its optional
subtask. Based on the given task allocation decision, the aim of the second step
is to adjust the optional subtasks so as to maximize OoS under the energy supply
constraint. On the other hand, in order to find the optimal solution, the common
methods include:
1. Convex optimization (2; 4);
2. Benders Decomposition (BD) (16; 17).
The structure of BD is shown in Fig. 1. Instead of solving the binary and the continu-
ous variables of MILP problem simultaneously, BD technique decomposes the orig-
inal problem into two smaller problems with less variables and constraints: an ILP-
based Master Problem (MP) and a LP-based Slave Problem (SP), and then solves
them by utilizing the solution of one in the other. By doing so, the computation time
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Fig. 1 The structure of Benders decomposition.
a lower bound for the original problem along with the temporary values of the bi-
nary variables. And then the SP is solved to obtain an upper bound by utilizing the
MP solution. The bounds are updated if the stopping criterion, i.e., the gap between
the upper and lower bounds is smaller than a predefined threshold, is not met, and a
new constraint (Benders cut) is generated using the SP solution and is added to MP
in next iteration.
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