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We consider a regularization for a class of discontinuous differen-
tial equations arising in the study of neutral delay differential
equations with state dependent delays. For such equations the pos-
sible discontinuity in the derivative of the solution at the initial
point may propagate along the integration interval giving rise to
so-called “breaking points”, where the solution derivative is again
discontinuous. Consequently, the problem of continuing the solu-
tion in a right neighborhood of a breaking point is equivalent to
a Cauchy problem for an ode with a discontinuous right-hand side
(see e.g. Bellen et al., 2009 [4]). Therefore a classical solution may
cease to exist.
The regularization is based on the replacement of the vector-ﬁeld
with its time average over an interval of length ε > 0. The regular-
ized solution converges as ε → 0+ to the classical Filippov solution
(Filippov, 1964, 1988 [13,14]). Several properties of the solutions
corresponding to small ε > 0 are presented.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
We consider autonomous problems of the form
(P)
⎧⎨⎩ y˙ =
{
f (y) if h(y) > 0,
g(y) if h(y) < 0,
y(0) = y¯ ∈ M = {y: h(y) = 0}, (1)
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G. Fusco, N. Guglielmi / J. Differential Equations 250 (2011) 3230–3279 3231where f , g : N y¯ ⊂ Rd → Rd (d > 1) and h : N y¯ → R are smooth functions deﬁned in an open neigh-
borhood N y¯ of y¯.
We denote by |v| and |A| the Euclidean norm of a vector v ∈ Rd and of a d × d matrix A and by
〈·,·〉 the standard inner product in Rd .
We let M > 0 a constant such that∣∣ f (y)∣∣, ∣∣g(y)∣∣, ∣∣Df (y)∣∣, ∣∣Dg(y)∣∣< M, ∀y ∈ N y¯ (2)
where Df (y) denotes the Jacobian of f at y and similarly for g and the other maps considered below.
We suppose that h( y¯) = 0, Dh( y¯) 	= 0, so that M is locally, near y¯ ∈ M a smooth manifold of
codimension 1.
Problems of this kind arise in control theory [7], in the theory of non-smooth dynamical systems
(see [21,8,1]) and in the theory of state-dependent neutral delay differential equations, which is our
motivation (see e.g. [12,3,4]). ODEs with non-smooth right-hand side are important also in the modern
theory of transport (see [5,2]).
We set
n( y¯) = Dh( y¯)/∣∣Dh( y¯)∣∣
and assume that f , g satisfy the conditions{〈
f ( y¯),n( y¯)
〉
< 0,〈
g( y¯),n( y¯)
〉
> 0
(3)
so that (1) has no solution in the classical sense.
We associate to problem (P) the approximated problem (P) obtained by replacing the right-hand
side of (1) by its average in the time interval [t − ε, t]. This amounts to consider the problem
(P)
⎧⎪⎪⎨⎪⎪⎩
y˙(t) = 1
ε
t∫
t−ε
[
H
(
h
(
y(s)
))
f
(
y(s)
)+ H(−h(y(s)))g(y(s))]ds, t > 0,
y(t) = ψ(t), t ∈ [−ε,0],
(4)
where H is the Heaviside function and the initial condition ψ is any continuous function that satisﬁes{
ψ(0) = y¯ ∈ M,
h
(
ψ(t)
) 	= 0, t ∈ [−ε,0) (5)
and ∣∣ψ(t) − ψ(0)∣∣ M|t|, for t ∈ [−δ,0] (6)
for some δ > 0.
We will show that in the singular limit ε → 0 all functions ψ satisfying (5) and (6) have the same
effect.
Note that if problem (1) and (4) derive from a neutral delay differential equation, we have
|ψ˙(t)| M for t ∈ [−δ,0) and (6) holds trivially.
Our main result is the following.
Theorem 1.1. Let f , g, h andψ as before. Then there exist ε0 > 0, T > 0, such that for each ε ∈ (0, ε0) problem
(4) has a C1-solution yε : [0, T ] →Rd. Moreover:
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(i1) |h(yε(t))| Cε ∀t ∈ [0, T ].
There is a C1 function y0 such that
(i2) h(y0(t)) = 0 ∀t ∈ [0, T ];
(i3) limε→0 ‖yε − y0‖C0[0,T ] = 0;
(i4) y0 solves the following Cauchy problem:
y˙ = F (y) ∈ T yM, y(0) = y¯ ∈ M
where T yM is the tangent space to M at y and F is the Filippov vectorﬁeld, F (y) : y ∈ M → F (y) ∈
T yM,
F (y) = f (y) − 〈 f (y),n(y)〉〈g(y) − f (y),n(y)〉
(
g(y) − f (y)). (7)
The behavior of the solution yε in Theorem 1.1 is illustrated in Fig. 1.
Remark 1.1. Note that for each y ∈ M, (7) is the unique convex combination of f (y) and g(y) which
is tangent to the manifold M at y.
Remark 1.2. We observe that – differently from other regularizations (see e.g. [21]) – problem (P)
does not require to modify the vectorﬁelds in a neighborhood of the discontinuity manifold.
The paper is organized as follows. In Section 2 we show how problem (P) arises in the context
of neutral delay differential equations with state-dependent delays and discuss a simple illustrative
example. In Section 3 we prove Theorem 1.1. Finally in Section 4 we consider some examples and we
discuss an extension of the regularization to problems with a discontinuity manifold of codimension
higher than one.
2. Neutral delay differential equations and discontinuous ODEs
Consider the delay differential equation of neutral type
(R)
{
y˙(t) = F (y(t), y(α(y(t))), y˙(α(y(t)))), t0  t  t f , (8)
y(t) = ψ(t), t  t0,
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R
d is continuously differentiable in (−∞, t0) and has a left derivative ψ˙(t−0 ) at t0. The deviated
argument α : Ω →R is a C1 map. We assume
α
(
ψ(t0)
)
< t0. (9)
Interesting problems modeled by neutral delay differential equations arise, for example, in the study
of the two-body problem of classical electrodynamics (see e.g. [10,11,18]), when considering the
Partial Element Equivalent Circuit formulation of Maxwell’s equations [20] and also when modeling
transmission lines (see e.g. [19]).
We do not require that the data F , α, ψ of the problem satisfy the so-called Splicing Condition
ψ˙
(
t−0
)= F (ψ(t0),ψ(α(ψ(t0))), ψ˙(α(ψ(t0)))), (10)
that, as shown by Grimm [15] and Jackiewicz [17], ensures existence and uniqueness of a local so-
lution to problem (8). H.O. Walther in a recent paper [22] has shown that under assumption (10),
Eq. (8) generates a continuous semiﬂow in certain subsets of Banach spaces of C1 and C2 functions.
Simple examples (see Section 2.1) show that, if F , α, ψ do not verify (10), problem (8) may admit no
solution. This was ﬁrst noticed in El’sgol’ts and Norkin [12] (see also Driver [10]).
The scope of the present paper is to show that, in spite of this, it is possible to give sense to (8)
and deﬁne a meaningful solution y0 by a natural limit procedure; that is by considering a family (R) ,
0 <   1 of regularizations of problem (R) and by setting
y0 = lim
→0+
y, (11)
where y is the solution of the regularized problem (R) . In order to deﬁne (R) and to illustrate
how the failure of (10) may lead to non-existence, we suppose that (10) is not satisﬁed and that (8)
has a solution y : (t0, t f ] →Rd for some t f > t0. Then we have y˙(t−0 ) 	= y˙(t+0 ). This discontinuity may
propagate along the interval (t0, t f ] giving rise to subsequent points, called breaking points, where
again the derivative y˙ is discontinuous. At a breaking points θ ∈ (t0, t f ) we have
α
(
y(θ)
)= θˆ < θ, (12)
where θˆ is either t0 or some other point of discontinuity of y˙. The breaking point θˆ is called the
ancestor of θ and, in turn, θ is called the descendent of θˆ .
We work under the assumption that breaking points are isolated and analyze under which condi-
tion the solution can be extended beyond θ . In Lemma 2.2 below we give a condition that excludes
the possibility that breaking points accumulate. From (9) and the continuity of y it follows that – by
reducing t f if necessary – we can assume
α
(
y(t)
)
< t for t ∈ [t0, t f ]. (13)
Under the assumption that (12) holds, we set
h(u) = α(u) − θˆ .
We assume that the Jacobian Dh(y(θ)) ∈Rd of h at y(θ) is non-zero so that the set
M = {u: h(u) = 0}
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MV ∪ V+ where
MV = M ∩ V and V− =
{
u ∈ V : h(u) < 0}, V+ = {u ∈ V : h(u) > 0}.
We deﬁne g : V− →Rd , f : V+ →Rd by setting{
f (u) = F (u, y(α(u)), z+(α(u))), if u ∈ V+,
g(u) = F (u, y(α(u)), z−(α(u))), if u ∈ V−, (14)
where z− = y˙|
(−∞,θˆ ) denotes the restriction of y˙ to the interval (−∞, θˆ ) and z+ = y˙|(θˆ ,θ) the restric-
tion of y˙ to the interval (θˆ , θ).
Lemma 2.1. Under the above assumptions, a necessary condition in order that the solution to problem (8) can
be extended to a right neighborhood of θ is that at least one of the following inequalities holds:
(a) 〈 f (y(θ)),n(y(θ))〉 0,
(b) 〈g(y(θ)),n(y(θ))〉 0.
Proof. Suppose that the solution y of problem (8) can be uniquely extended to a right neighborhood
of θ . Then the assumption that breaking points are isolated implies the existence of δ > 0 such that,
for t ∈ (θ, θ + δ), α(y(t)) does not coincide with a point of discontinuity of y˙ and, in particular, one
of the following alternatives holds:
(a′) h(y(t)) > 0, t ∈ (θ, θ + δ),
(b′) h(y(t)) < 0, t ∈ (θ, θ + δ).
If (a′) prevails, the restriction y|(θ,θ+δ) , of y to (θ, θ + δ) is a solution of the ODE{
u˙ = f (u), u ∈ V+,
u(θ) = y(θ). (15)
Otherwise y|(θ,θ+δ) is a solution of the ODE{
u˙ = g(u), u ∈ V−,
u(θ) = y(θ). (16)
From h(y(θ)) = 0 and (a′) and (15) it follows〈
f
(
y(θ)
)
,n
(
y(θ)
)〉
 0.
Similarly h(y(θ)) = 0 and (b′) and (16) imply〈
g
(
y(θ)
)
,n
(
y(θ)
)〉
 0.
The proof is complete. 
In the following we assume that both inequalities (a) and (b) are violated (see Fig. 2) and therefore
that, on the basis of Lemma 2.1, the solution to problem (R) cannot be extended beyond θ in the
classical sense. We observe that from the above discussion it follows that the problem of continuing
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the solution of (R) to a right neighborhood of θ is equivalent to the problem of the existence of a
solution of the discontinuous Cauchy problem which is in the form of (P),
u˙ =
{
f (u), u ∈ V+,
g(u), u ∈ V−,
u(θ) = y(θ),
with f and g deﬁned by (14).
Lemma 2.2. Assume that the deviated argument α(u), α : Ω → R is a C1 function. Assume that (8) has a
solution y : (t0, t f ] → Rd, t f > t0 which is continuous and such that y˙ exists a.e. and has only jump discon-
tinuities. Then, a suﬃcient condition for the set B ⊂ [t0, t f ] of breaking points to be discrete is that at every
θ ∈ B:
〈
Dα
(
y(θ)
)
, F
(
y(θ), y(θˆ ), y˙
(
θˆ±
))〉 	= 0, (17)
where θˆ = α(y(θ)) and y˙(θˆ±) = lims→±θˆ y˙(s).
Proof. If ψ and F satisfy (10) then y˙ is continuous and B is empty and the lemma holds trivially.
Therefore we assume that (10) is not satisﬁed. Then t0 ∈ B and for each t ∈ B we let y˙(t±) the one
sided limits of y˙(s) for s → t± .
If the set of accumulation points A of B is non-empty we set θ¯ = infA and consider a sequence
{θk}k0 ⊂ B \ {θ¯} such that
lim
k→∞
θk = θ¯ .
The continuity of y and α together with (13) imply
t − α(y(t)) δ, t ∈ [t0, t f ],
for some constant δ > 0. As a consequence, the set of ancestors of breaking points of the sequence
{θk} is ﬁnite. Indeed otherwise θˆk = α(y(θk)) takes inﬁnitely many distinct values θˆk  θk − δ and
this would contradict the minimality of θ¯ . Therefore passing to a subsequence, if necessary, we can
assume that the breaking points of the sequence θk have a common ancestor θˆ :
α
(
y(θk)
)= θˆ , k = 1,2 . . . . (18)
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sign(θk − θ¯ ) = σ , k = 1,2 . . . (19)
where the symbol σ ∈ {−,+} is independent of k. Passing to the limit for k → ∞ in (18) yields
α
(
y(θ¯ )
)= θˆ (20)
and therefore θ¯ ∈ B. If we subtract (20) from (18) and divide by θk − θ¯ 	= 0, we get
α(y(θk)) − α(y(θ¯ ))
θk − θ¯
=
1∫
0
〈
Dα
(
y(θ¯ ) + s(y(θk) − y(θ¯ ))), y(θk) − y(θ¯ )
θk − θ¯
〉
ds = 0. (21)
Taking the limit for k → ∞ in (21) and using (19) and (20) we obtain〈
Dα
(
y(θ¯ )
)
, y˙
(
θ¯σ
)〉= 〈Dα(y(θ¯ )), F (y(θ¯ ), y(θˆ ), y˙(θˆ σˆ ))〉= 0 (22)
with σˆ = σ if α is locally increasing and σˆ 	= σ otherwise. From (17) we have〈
Dα
(
y(θ¯ )
)
, F
(
y(θ¯ ), y(θˆ ), y˙
(
θˆ σˆ
))〉 	= 0 (23)
in contradiction with (22). This completes the proof. 
Remark 2.1. Condition (17) in Lemma 2.2 cannot be strengthened to〈
Dα(u), F (u, v,w)
〉 	= 0 for all u, v ∈ Ω, w ∈Rd
because this condition would imply the monotonicity of the map t → α(y(t)).
2.1. Illustrative example
Consider the 2-dimensional neutral system with a parameter c ∈R (for t  0)
y˙1(t) = 1− c y˙1(y1(t) − 1)
y˙2(t) = 2− 12 y˙2(y1(t) − 1)
}
:= F (y(t), y˙(α(y(t)))) (24)
with initial data y1(t) = y2(t) ≡ 0 for t  0. Thus α(y) = y1 − 1.
For t  θ = 1 the solution is given (independently of c) by y1(t) = t, y2(t) = 2t . Then, at θ there is
a breaking point, originated by θˆ = 0.
The solution for t  1 is shown in Fig. 3, where z− = y˙|
(−∞,θˆ ) and z
+ = y˙|
(θˆ ,θ)
.
According to (14) we have
f1(u) = 1− c z+1 (u1 − 1), with z+1 (r) ≡ 1 ⇒ f1(u) = 1− c,
g1(u) = 1− c z−1 (u1 − 1), with z−1 (r) ≡ 0 ⇒ g1(u) = 1,
and
V− = {u ∈ V : u1 − 1 < 0}, V+ = {u ∈ V : u1 − 1 > 0}.
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Fig. 4. The case c = 1/2 (existence) and c = 2 (termination) for Eq. (24).
Moreover
f2(u) = 1,
g2(u) = 2.
The existence/uniqueness of the system (24) depends only on the ﬁrst equation and is determined by
the parameter c. If c < 1 we have y1(t) = 1 + (1 − c)(t − 1), y2(t) = t + 1 for t ∈ [1, (2− c)/(1− c)]
and, in agreement with Lemma 2.1, condition (a) is satisﬁed.
If instead c > 1 neither condition (a) nor condition (b) in Lemma 2.1 are satisﬁed. Consequently
the solution cannot be extended beyond t = 1 (see Fig. 4).
Consider the cases
(i) y(t) < 1 for t ∈ (θ, θ + δ);
(ii) y(t) > 1 for t ∈ (θ, θ + δ).
Let v−, v+ : (θ, θ + δ) →R2 the solutions of the ODEs
v ′(t) = F (v(t), y˙−(0)),
v ′(t) = F (v(t), y˙+(0))
that coincide with (24) under the assumptions (i) and (ii) respectively. We have that
v− is a solution of (24) iff, according to (i) v−(t) < 1, (25)
v+ is a solution of (24) iff, according to (ii) v+(t) > 1. (26)
3238 G. Fusco, N. Guglielmi / J. Differential Equations 250 (2011) 3230–3279Fig. 5. The component yε1 of the solution of (24) for ε = 10−2.
In Fig. 4 we plot v+ and v− for the cases c = 1/2 and c = 2 both when conditions (25)–(26) are
satisﬁed and when they are not.
2.2. The case c = 2
The problem takes the following form (where – for convenience – we replace u by y)
y˙(t) =
{
p if h(y) > 0,
q if h(y) < 0
(27)
with p = ( 1
2
)
, q = (−1
1
)
and h(y) = 1− y1.
The vector ﬁeld is discontinuous on the linear manifold M = {y: h(y) = 0} = {y: y1 = 1} of
codimension 1; furthermore the vector ﬁeld is constant on the two half-spaces separated by the
manifold.
Due to this the solution yε of the regularized equation (P)ε of (27) can be determined explicitly.
The component yε1, for t  1, is 2ε-periodic and C1([0,+∞)). In the ﬁrst period [0,2ε] it is given
by (see Fig. 5)
yε1(t) =
{
t − (t−1)2ε for 1 t  1+ ε,
1− (t − (1+ ε)) + (t−(1+ε))2ε for 1+ ε  t  1+ 2ε.
The component yε2 is given instead by the sum of a periodic and a linear function,
yε2(t) =
3
2
t + 1
2
yε1(t) for t  1.
Note that for all t  1 the solution remains ε-close to the manifold M; in fact
∣∣h(yε(t))∣∣= ∣∣1− yε1(t)∣∣ 14ε, ∀t  0
in agreement with Theorem 1.1 (statement (i1)). We also remark that y1 and y2 converge as ε → 0
in the C0-topology, according to (i3),
lim
ε→0 y
ε
1(t) =: y01(t) = 1,
lim yε2(t) =: y02(t) =
1 + 3 t.ε→0 2 2
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Observe that y0 = (y01, y02) satisﬁes h(y0(t)) ≡ 0 as in (i2).
In agreement with (7), the function y0 solves the problem
y˙(t) = p
2
+ q
2
=
(
0
3/2
)
, t  1,
and indeed coincides with Filippov’s generalized solution of the discontinuous problem (see Fig. 6).
3. Proof of Theorem 1.1
In this section we present the proof of Theorem 1.1 under the assumption:
Assumption 3.1. The manifold M = {y ∈ N ( y¯): h(y) = 0} is ﬂat in the sense that it coincides with
the plane {y: yd = 0} in a neighborhood of y¯.
This reduces the complexity and the size of an already involved argument but requires all the
same ideas needed to treat the general case. In Section 3.5 we discuss the modiﬁcations necessary to
extend the proof given here to cover the case where the manifold is not ﬂat.
We identify the function h(y) with the d-th component yd of y. Under this assumption Eq. (4)
becomes ⎧⎪⎪⎨⎪⎪⎩
y˙(t) = 1
ε
t∫
t−ε
[
H
(
yd(s)
)
f
(
y(s)
)+ H(−yd(s))g(y(s))]ds,
y(t) = ψ(t), t ∈ [−ε,0].
(28)
In the general case we can ﬂatten the manifold {y: h(y) = 0} via the implicit function theorem.
This transforms (4) into an equation (cf. (145)) which is a small perturbation of (28) and can be
analyzed in a similar way.
By changing yd to −yd and interchanging the role of f and g if necessary, we can assume
− fd( y¯) gd( y¯) (29)
with y¯ ∈ M. Our second assumption is the strict inequality in (29),
− fd(y) < gd(y), ∀y ∈ M ∩ N y¯ . (30)
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We set
p(y) = f (y) for y ∈ M ∩ N y¯, (31)
q(y) = g(y) for y ∈ M ∩ N y¯ . (32)
From (3) we can also assume
−pd(y)m, ∀y ∈ M ∩ N y¯,
for some m > 0.
From the smoothness of f , g and from (2):
∣∣ f (y)∣∣, ∣∣g(y)∣∣, ∣∣Df (y)∣∣, ∣∣Dg(y)∣∣< M, ∀y ∈ N y¯ (33)
it follows the existence of a constant M ′ > 0 such that
|gd(y)|
| fd(y)| < M
′, ∀y ∈ N y¯ . (34)
We shall construct a solution of (28) as a perturbation of the case where f and g are constant
vector ﬁelds. In the next two lemmas we study in detail the case
f (y) = p, g(y) = q, y ∈ N y¯, (35)
with p,q ∈Rd constants. (See Fig. 7.)
3.1. The case of constant vectorﬁelds
Under the assumption (35) Eq. (28) becomes
y˙(t) = 1
ε
t∫
t−ε
[
H
(
yd(s)
)
p + H(−yd(s))q]ds. (36)
The change of variables
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t = ετ
transforms (36) into
ξ˙ (τ ) =
τ∫
τ−1
[
H
(
ξd(s)
)
p + H(−ξd(s))q]ds (37)
which must be complemented with the initial datum ϕ : [−1,0) →Rd; ϕ(s) := 1ε (ψ(εs) − ψ(0)).
Lemma 3.1. Assume ϕ : [−1,0) →Rd is a measurable function such that ϕd(s) 	= 0 a.e. in [−1,0). Setμ(0) =
meas{s ∈ [−1,0): ϕd(s) < 0} and assume
μ(0) 	= μ¯ = − pd
qd − pd . (38)
Then (37) has a unique C1,1-solution1 ξ : [0,+∞) → Rd. The last component ξd of ξ is bounded and has
inﬁnitely many zeros 0 < τ1 < τ2 < · · · all non-degenerate and it results∣∣ξ˙d(τ )∣∣max{qd, |pd|}, (39)
τk+1 − τk  1+ max {qd, |pd|}min {qd, |pd|} . (40)
Moreover ξ depends continuously on p, q with respect to C1-convergence on compact intervals. (For an exam-
ple see Fig. 8.)
Proof. Eq. (37) is equivalent to
ξ˙ = F(μ(ξ)), (41)
where
F(μ) = p +μ(q − p), μ ∈ [0,1] (42)
and
μ(ξ)(τ ) =meas{s ∈ [τ − 1, τ ): ξd(s) < 0}, τ  0. (43)
Observe that
Fd(μ) > 0 ⇐⇒ μ > μ¯, Fd(μ) < 0 ⇐⇒ μ < μ¯.
From this and (38) it follows that, if a solution ξ exists at all, there is δ > 0 such that∣∣meas{s ∈ [τ − 1, τ ): ξd(s) < 0}− μ¯∣∣> δ, τ ∈ (0, δ].
1 We denote by C1,1 the space of continuously differentiable maps with Lipschitz ﬁrst derivative.
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Therefore we see that if a solution ξ exists, it has to satisfy
sign
(
ξd(τ )
)= sign(μ(0) − μ¯), τ ∈ (0, δ]. (44)
This implies that, in the interval (0, δ], μ(ξ)(τ ) is given by
μ(ξ)(τ ) =meas{s ∈ [τ − 1,0),ϕd(s) < 0}− τ sign(μ(0) − μ¯), τ ∈ (0, δ].
It follows that the r.h.s. of (41) is a known function of τ in (0, δ] and (41) can be solved in (0, δ].
In order to see that the solution can be extended beyond τ = δ note that since |Fd(μ)|  M by
(42), (33) and ξd(δ) 	= 0 by (44), any possible solution of (41) in the interval (δ, δ + |ξd(δ)|/M) has to
satisfy
sign
(
ξd(τ )
)= sign(ξd(δ)).
This again implies that the r.h.s. of (41) is a known function of time and the solution can be extended
up to τ = δ + |ξd(δ)|M .
By iterating this argument the solution can be extended to a maximal interval (0, τ1) where
ξd(τ ) 	= 0. This interval is necessarily bounded since (37) implies
ξd(s) > 0, s ∈ [τ − 1, τ ) ⇒ ξ˙d(τ ) = pd < 0, (45)
ξd(s) < 0, s ∈ [τ − 1, τ ) ⇒ ξ˙d(τ ) = qd > 0. (46)
Therefore we can assume ξd(τ1) = limτ→τ−1 ξd(τ ) = 0. We show now that
μ(ξ)(τ1) 	= μ¯. (47)
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with τ1 and ξd|[τ1−1,τ1) in the place of 0 and ϕd , and in this way extend the solution to an interval
(τ1, τ2] where ξd(τ ) 	= 0, τ ∈ (τ1, τ2), ξd(τ2) = 0 and (47) holds with τ1 replaced by τ2. Then, by
induction, we can conclude that there exists a unique C1 solution ξ : [0, τ ∗) → Rd deﬁned in some
maximal interval of existence [0, τ ∗) and that ξd has inﬁnitely many zeros {τk}k0, τ0 = 0, all non-
degenerate.
In order to prove (47), let 0 < τ ′ < τ ′′ < τ1; then we have{
μ(ξ)
(
τ ′′
)− μ(ξ)(τ ′) 0, if ξd(τ ) > 0, τ ∈ (0, τ1),
μ(ξ)
(
τ ′′
)− μ(ξ)(τ ′) 0, if ξd(τ ) < 0, τ ∈ (0, τ1). (48)
Indeed we have
ξd(τ ) > 0, τ ∈ (0, τ1)
⇒ μ(ξ)(τ ′′)− μ(ξ)(τ ′)= −meas{s ∈ [τ ′ − 1, τ ′′ − 1): ξd(s) < 0}< 0, (49)
ξd(τ ) < 0, τ ∈ (0, τ1)
⇒ μ(ξ)(τ ′′)− μ(ξ)(τ ′)= −meas{s ∈ [τ ′ − 1, τ ′′ − 1): ξd(s) < 0}+ (τ ′′ − τ ′)> 0. (50)
From (48) and (42) it follows that ξ˙d is non-increasing in (0, τ1) if ξd(τ ) > 0 and non-decreasing
if instead ξd(τ ) < 0 in (0, τ1). This implies that ξ˙d(τ1) 	= 0 and therefore (47) since, as we have seen,
Fd(μ) 	= 0 ⇒ μ 	= μ¯.
Note in particular that ξd is convex or concave in (0, τ1) depending on whether ξd(τ ) is negative or
positive in (0, τ1) and the same is true in each interval (τk, τk+1), k = 0,1, . . . . We also note that from
(49)–(50) it follows
|μ(ξ)(τ ′′) −μ(ξ)(τ ′)|
τ ′′ − τ ′  1,
which by (41) and (42) implies that ξ˙ is a Lipschitz function. To conclude the proof it remains to
show that τ ∗ = +∞.
Assume instead that
lim
k→∞
τk = τ ∗ < +∞,
then using also the fact that ξ˙ is Lipschitz, we have
lim
τ→τ ∗− ξd(τ ) = limτ→τ ∗− ξ˙d(τ ) = 0 (51)
and therefore
lim
τ→τ ∗−μ(τ) = μ¯.
Since all zeros of ξd are non-degenerate, there exists a > 0 such that
ξd
(
τ ∗ − 1− s) 	= 0, ∀s ∈ (0,a).
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From this and the fact that all zeros of ξd are non-degenerate it follows that
μ(ξ)
(
τ ′′
)−μ(ξ)(τ ′)=meas{s ∈ (τ ′, τ ′′): ξd(s) < 0}> 0,
τ ∗ − a < τ ′ < τ ′′ < τ ∗ if ξd
(
τ ∗ − 1− s)> 0, s ∈ (0,a),
μ(ξ)
(
τ ′′
)− μ(ξ)(τ ′)=meas{s ∈ (τ ′, τ ′′): ξd(s) < 0}− (τ ′′ − τ ′)< 0,
τ ∗ − a < τ ′ < τ ′′ < τ ∗ if ξd
(
τ ∗ − 1− s)< 0, s ∈ (0,a).
This shows that ξ˙d is increasing in (τ ∗ − a, τ ∗) if ξd(τ ∗ − 1 − s) > 0, s ∈ (0,a) and decreasing
in (τ ∗ − a, τ ∗) if, instead, ξd(τ ∗ − 1 − s) < 0, s ∈ (0,a). Therefore, using (51), we have ξd(τ ) > 0,
τ ∈ (τ ∗ − a, τ ∗) in the ﬁrst case and ξd(τ ) < 0, τ ∈ (τ ∗ − a, τ ∗) in the second one. This is in con-
tradiction with the fact that τ ∗ is an accumulation point of zeros of ξd . This contradiction implies
τ ∗ = +∞.
The inequalities (39), (40) follow from (42), which implies pd  ξ˙d(τ ) qd , and from (45), (46).
The last statement of the lemma is straightforward. 
In the following lemma we restrict to initial data ϕ which are relevant for the proof of Theorem 1.1.
We also assume that μ¯ < 12 in agreement with (30).
We show that the component ξd of the solution of Eq. (37) becomes periodic in ﬁnite time (see
Fig. 9). We let [a] be the integer part of a ∈R.
Lemma 3.2. Assume that μ¯ < 12 and that ϕ : [−1,0) →Rd satisﬁes either
(a) μ(0) > μ¯, ϕd(τ ) < 0 near 0 and ϕd changes sign at most once for τ ∈ (−1,0);
or
(b) ϕd(τ ) > 0 for τ ∈ (−1,0).
Then there exists a C1,1-function η :R→R, 2-periodic, and a natural number kϕ such that
ξd(τ ) = η
(
τ − τkϕ −
⌊
τ − τkϕ
2
⌋)
, for τ  τkϕ . (52)
Moreover:
(c1) if ϕ satisﬁes (a) and μ(0) ∈ [μˆ,1] where
μˆ = 1−√1− 2μ¯ (53)
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τ2 − τ1 = 2μ¯ (54)
and kϕ = 2 if μ(0) 	= 2μ¯, kϕ = 0 if μ(0) = 2μ¯;
(c2) if ϕ satisﬁes (b) it results τ1 = 2μ¯ and kϕ = 1.
The function η in the period interval [0,2] is given by
η(s) =
s∫
0
Fd(μ˜)(r)dr
with
μ˜(r) =
⎧⎪⎪⎨⎪⎪⎩
2μ¯ for r ∈ [0,1− 2μ¯],
1− r for r ∈ [1− 2μ¯,1],
0 for r ∈ [1,2(1− μ¯)],
r − 2(1− μ¯) for r ∈ [2(1− μ¯),2].
(55)
In particular we have: η(0) = η(2(1− μ¯)) = η(2) = 0 and therefore
τkϕ+2 − τkϕ = 2, τkϕ+2 − τkϕ+1 = 2μ¯. (56)
Moreover in the case ϕ satisﬁes assumption (a) and ϕ(τ0) = 0 for some τ0 ∈ [−1, μ¯) then ξ depends
continuously on τ0 with respect to C1-convergence in compact sets.
Proof. We consider ﬁrst the case where ϕ satisﬁes (a). We set μ′ = τ2 − τ1 (see Fig. 9).
Step 1.
Claim. There exists a non-decreasing function σ : (μ¯,1] → (μ¯,2μ¯] such that
μ′ = σ (μ(0)), μ(0) ∈ (μ¯,1], (57)
σ(μ) > μ, μ ∈ (μ¯,2μ¯), (58)
σ(μ) = 2μ¯, μ ∈ [μˆ,1]. (59)
In each interval where
ξd(τ )ξd(τ − 1) 	= 0
we have
ξd(τ )ξd(τ − 1) > 0 ⇐⇒ μ˙(τ ) = 0, (60)
ξd(τ )ξd(τ − 1) < 0 ⇐⇒ μ˙(τ ) = − sign
(
ξd(τ )
)
. (61)
It follows that ξ can be computed by a step by step integration. Moreover ξ is a linear function in
each interval where (60) holds and it coincides with a parabolic function in the intervals where (61)
prevails. Since we are assuming that ϕ satisﬁes (a) we have
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(
0+
)
> 0
and therefore (60) is in force in a right neighborhood of τ = 0. The right extremum of this open
interval is 1− μ(0) and it follows
ξ˙d(τ ) = ξ˙d
(
0+
)= pd +μ(0)(qd − pd), τ ∈ (0,1− μ(0)]. (62)
The instant τ = 1− μ(0) is the left extremum of an open interval where (61) holds.
The right extremum of this interval is τ1, if τ1 < 1, and 1, if τ1  1. Therefore we have
ξ˙d(τ ) = ξ˙d
(
0+
)− (τ − 1+ μ(0))(qd − pd) = (1− μ¯− τ )(qd − pd),
for τ ∈ [1−μ(0),min{τ1,1}]. (63)
As a consequence ξd|[0,τ1] assumes its maximum value at τ = 1− μ¯.
We now show that there is a unique value μ(0) = μˆ of μ(0) such that τ1 = 1.
From (62), (63) we derive that the maximum of ξd is given by
ξd(1− μ¯) =
[
μ(0) − 1
2
μ(0)2 −
(
μ¯− 1
2
μ¯2
)]
(qd − pd). (64)
On the other hand, if τ1 = 1 we have ξd(1) = 0 and (63) implies
ξd(1− μ¯) = 12 μ¯
2(qd − pd).
Inserting this expression in (64) and solving with respect to μ(0) we ﬁnd
μˆ = 1−√1− 2μ¯,
which, since μ¯ 12 , is well deﬁned and such that μ¯ μˆ < 2μ¯.
Therefore we get
μ(0) < μˆ ⇒ 1− μ¯ < τ1 < 1,
μ(0) μˆ ⇒ 1 τ1.
We consider ﬁrst the case μˆμ(0) (see Fig. 10); then (63) and the deﬁnition of μ¯ imply
ξ˙d(τ ) = ξ˙d(1) = pd, τ ∈ [1, τ1].
The zero τ1 is the left extremum of an interval where (61) holds and in this interval
ξ¨d(τ ) = qd − pd. (65)
If μ′  1, the right extremum of this interval is τ2 = τ1 + μ′ and coincides with the zero τ1 + 2μ¯
of the parabolic arc deﬁned by ξd(τ1) = 0, ξ˙d(τ1) = pd and ξ¨d(τ ) given by (65). This observation and
2μ¯ 1 imply
μ′ = 2μ¯, ∀μ(0) ∈ [μˆ,1].
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Fig. 11. The case (a) when μ¯ < μ(0) < μˆ (τ1 < 1).
This proves (59) and (58) for μ ∈ [μˆ,2μ¯]. Consider now the case μ¯ < μ(0) < μˆ (see Fig. 11); then
τ1 < 1 and from (60) it follows that ξ˙d(τ ) is constant in the interval [τ1,1]. This and (63) imply
ξ˙d(τ ) = ξ˙d(τ1) = (1− μ¯− τ1)(qd − pd), τ ∈ [τ1,1].
At τ = 1 a new phase where (61) holds begins and therefore we have
ξ˙d(τ ) = ξ˙d(τ1) + (τ − 1)(qd − pd) = (τ − τ1 − μ¯)(qd − pd), (66)
in some right interval of τ = 1; this interval coincides with [1, τ2] provided ξd(τ − 1) does not van-
ish for τ ∈ [1, τ2]. This is the case if the zero τ ′2 > 1 of the parabolic arc determined by ξd(1) =
(1 − τ1)(1 − μ¯ − τ1)(qd − pd), ξ˙d(1) = (1 − μ¯ − τ1)(qd − pd), ξ¨d(τ ) = qd − pd , satisﬁes the condition
τ ′2 − 1 < τ1. A routine calculation shows that τ ′2 < (1 + μ¯) + (τ1 − 1 + μ¯) = τ1 + 2μ¯ and hence the
previous condition is satisﬁed and τ2 = τ ′2.
In order to conclude the proof we note that ξd is linear in the intervals [0,1 − μ(0)] and [τ1,1]
and parabolic (with |ξ¨d| = qd − pd) in the intervals [1−μ(0), τ1] and – as we have just seen – [1, τ2]
(see Fig. 11). This observation and the validity of (66) for τ ∈ [1, τ2] imply
ξ˙d
(
0+
)= ξ˙d(1− μ(0))< −ξ˙d(τ1) = −ξ˙d(1) ξ˙d(τ2).
From this and from the monotonicity of F(μ) (see (41) and (42)) we obtain μ′ > μ(0) that completes
the proof of (58).
It remains to show that the map μ(0) → μ′ is non-decreasing for μ(0) ∈ (μ¯, μˆ). To show this
it suﬃces to check that ξ˙d(τ2) is actually a strictly increasing function of μ(0) ∈ (μ¯, μˆ). This is the
consequence of the following observations:
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(μ¯, μˆ);
(O2) −ξ˙d(τ1) is a strictly increasing function of ξd(1− μ¯);
(O3) the minimum ξd(τ1 + μ¯) < 0 of ξd in the interval [τ1, τ2] is a strictly decreasing function of
−ξ˙d(τ1);
(O4) ξ˙d(τ2) is a strictly increasing function of −ξd(τ1 + μ¯).
This completes the proof of Step 1.
Step 2. The function ϕ∗ : [−1,0] →Rd deﬁned by
ϕ∗(s) = ξ(τ2 + s), s ∈ [−1,0)
satisﬁes condition (a).
From Step 1 we have μ′ = τ2 −τ1 min {μ(0), μˆ} > μ¯. On the other hand the discussion in Step 1
also implies ξd(τ ) > 0, τ ∈ [τ2 − 1, τ1), ξd(τ ) < 0, τ ∈ (τ1, τ2). This proves the claim.
Step 3. By Step 2 at time τ2 we are again in a situation similar to the one at time τ = 0 with μ(ξ)(τ2)
and ϕ∗ = ξ |[τ2−1,τ2) replacing μ(0) and ϕ . Therefore we can iterate and after a ﬁnite number k of
steps we obtain
μ(ξ)(τ2k) = 2μ¯,
the ﬁxed point of σ , and it follows μ(ξ)(τ2(k+ j)) = 2μ¯, j = 0,1, . . . . Consider ﬁrst the case k = 0⇐⇒
μ(0) = 2μ¯. By specializing the calculations in Step 1 for this special choice of μ(0) one ﬁnds that ξ
is linear in the interval [0,1 − 2μ¯) and parabolic in [1 − 2μ¯,1), linear in [1, τ1] with τ1 = 2(1 − μ¯)
and parabolic in [τ1, τ2] with τ2 = 2.
From this and from the fact that μ˙(ξ)(τ ) = 0 for τ ∈ (0,1− 2μ¯)∪ (1,2(1− μ¯)) and μ˙(ξ)(τ ) = −1
for τ ∈ (1 − 2μ¯,1) and μ˙(ξ)(τ ) = 1 for τ ∈ (2(1 − μ¯),2) we see that μ(ξ) coincides with μ˜ in the
interval [0,2] and that ξd coincides with η in the same interval.
To show that actually ξd coincides with η in [0,∞) we note that ξd(τ ) = η(τ ) for τ ∈ [0,2]
implies that τ1 = 2(1 − μ¯), τ2 = 2 and thus μ′ = τ2 − τ1 = 2μ¯. Consequently we can repeat the
previous argument to show that the map τ → ξd(2 + τ ) coincides with η in [0,2]. This and an
induction argument prove that ξd(τ ) = η(τ ) for τ  0. The discussion of the general case μ(ξ(τkϕ )) =
2μ¯ reduces to the previous one when considering the map τ → ξd(τkϕ +τ ). From μ(0) ∈ [μˆ,1]\{2μ¯},
we have μ′ = σ(μ(0)) = τ2 − τ1 = 2μ¯ and therefore kϕ = 2. This concludes the proof of (c1).
Assume now that ϕ satisﬁes (b). Then μ(0) = 0 ⇒ ξ˙d(0+) = pd < 0 and therefore (61) holds in
a right neighborhood of τ = 0 and ξd begins with a parabolic arc:
ξd(τ ) = pdτ + 12 (qd − pd)τ
2.
It follows τ1 = 2μ¯; this implies μ(ξ)(τ1) = 2μ¯ and therefore the case at hand reduces to the case
μ(0) = 2μ¯ by a time translation and all the statements of the lemma hold all the same if we set
kφ = 1. This completes the proof. 
Remark 3.1. The function σ (see Fig. 12) can be explicitly computed. We have
σ(μ) =
{
μ¯+
√
μ2 − μ¯2 − 2(μ − μ¯) + 2μ¯√μ¯2 −μ2 + 2(μ− μ¯) for μ¯μ μˆ,
2μ¯ for μˆμ 1.
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Fig. 13. The function η coincides with the solution ξd of (37) for μ(0) = 2μ¯ (in the picture τ1 = 2− 2μ¯ and τ2 = 2).
The function η in Lemma 3.2 is shown in Fig. 13.
It has the following expression
η(τ ) =
⎧⎪⎪⎨⎪⎪⎩
−pdτ for τ ∈ [0,1− 2μ¯],
−pdτ + 12 (pd − qd)(τ − 1+ 2μ¯)2 for τ ∈ [1− 2μ¯,1],
(2μ¯− 1)pd + pd(τ − 1) for τ ∈ [1,2(1− μ¯)],
qd−pd
2 (τ − 2)(τ − 2(1− μ¯)) for τ ∈ [2(1− μ¯),2].
(67)
Corollary 3.1. Assume that ϕ : [−1,0) →Rd satisﬁes either (a) or (b) in Lemma 3.2. Then
ξ˙d(τkϕ ) = −ξ˙d(τkϕ+1) = ξ˙d(τkϕ+2) = pd, (68)
and
1
2
τkϕ+2∫
τkϕ
ξ˙ (τ )dτ = 1
2
2∫
0
F(μ˜(τ ))dτ = F(μ¯) = p − pd
qd − pd (q − p). (69)
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1
2
2∫
0
μ˜(τ )dτ = μ¯.
This and (43), (42) imply (69). 
3.2. Construction of the solution of (28)
In the sequel O(εk) denotes a quantity bounded by Const · εk for some positive constant which
does not depend on ε and on the index n.
We will show that there exists T > 0 such that, for small ε > 0, Eq. (28) has a solution
yε : [0, T ] →Rd such that
yεd(0) = 0, y˙εd
(
0+
)
≷ 0, ⇐⇒ ψd(t)≶ 0 for t < 0,
yεd
(
tεn
)= 0, y˙εd(tεn)> 0, n = 1, . . . ,Nε, (70)
yεd
(
tˆεn
)= 0, y˙εd(tˆεn)< 0, n = 1, . . . ,Nε, (71)
where Nε and the sequences {tεn}Nεn=1 and {tˆεn}Nεn=1 satisfy
tεn < tˆ
ε
n < t
ε
n+1, n = 1,2, . . . ,Nε
with
tεn+1 − tεn = 2ε + O
(
ε2
)
, n = 1, . . . ,Nε, (72)
tˆεn+1 − tˆεn = 2ε + O
(
ε2
)
, n = 1, . . . ,Nε (73)
and
Nε =
⌈
T
2ε
⌉
+ K , (74)
K being a constant independent of ε.
We will construct yε by gluing together in a C1 fashion solutions of (28) deﬁned in the intervals
[tεn−1, tεn ], n = 1,2, . . . ,Nε with tε0 = 0:
yε =
Nε∑
n=1
1[tεn−1,tεn ) y
ε,n
where 1E is the characteristic function of the set E .
Assuming that yε,1, . . . , yε,n−1 are already known and therefore yε has been extended up to time
tεn−1, we look for
yε,n : [tεn−1, tεn]→Rd, n = 1,2, . . . ,Nε,
in the form
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)
, t ∈ [tεn−1, tεn] (75)
where xε,n : [0, τ ε,n] →Rd is a solution of the equation⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
x˙(τ ) =
τ∫
τ−1
[
H
(
xd(s)
)(
pε,n + εP(yε(tεn−1), x(s)))
+ H(−xd(s))(qε,n + εQ(yε(tεn−1), x(s)))]ds,
x(τ ) = ϕε,n(τ ), for τ ∈ [−1,0),
(76)
with
τ = t − t
ε
n−1
ε
, τ ε,n = t
ε
n − tεn−1
ε
, (77)
εϕε,n(τ ) = yε(tεn−1 + ετ )− yε(tεn−1), τ ∈ [−1,0), (78)
pε,n = f (yε(tεn−1)), qε,n = g(yε(tεn−1)) (79)
and {
εP(y, x) = f (y + εx) − f (y),
εQ(y, x) = g(y + εx) − g(y), y ∈ M ∩ N ( y¯), (80)
(for x such that y + εx ∈ N ( y¯)).
From (80) and (33), it follows
∣∣P(y, x)∣∣ M|x| (81)
for y ∈ M ∩ N ( y¯).∣∣Q(y, x)∣∣ M|x| (82)
We also set
μ¯εn = −
pε,nd
qε,nd − pε,nd
<
1
2
,
μˆεn = 1−
√
1− 2μ¯εn,
where we have also used (30).
The following Theorem 3.1 states the existence of a solution to Eq. (76). In the statement of the
theorem and in its proof we simply write x, p,q, μ¯, μˆ, . . . instead of xε,n, pε,n,qε,n, μ¯εn, μˆ
ε
n, . . . . We
also use the notation y˜ = yε(tεn−1).
Theorem 3.1. There exist constants ε0 , M0 > 0 such that, if
(H1) ϕd(0) = 0;
(H2) ϕd(τ ) < 0, τ ∈ (−μˆ,0);
(H3) |ϕ(τ )| M0 , τ ∈ [−1,0),
then for each ε ∈ (0, ε0), Eq. (76) has a solution x : [0, τ ] →Rd with the following properties
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(a) xd(τ ) = 0;
(b) there exists τ ∈ (0, τ ) such that xd(τ ) > 0 in the interval (0, τ ), xd(τ ) < 0 in the interval (τ , τ );
(c) |τ − τ − 2μ¯| < Cε for some constant C independent of ε;
(d) |x(τ )| M0 for τ ∈ [0, τ ].
If (H2) is replaced by
(H2)′ ϕd(τ ) > 0 if τ ∈ (−1,0),
then instead of (b) and (c), we have
(b)′ xd(τ ) < 0 in the interval (0, τ ),
(c)′ |τ − 2μ¯| < Cε for some constant C independent of ε.
The existence of a solution yε,n of problem (28) follows by an iterated application of Theorem 3.1.
If the initial datum ψ satisﬁes
(
C−
): ψd(t) < 0, t ∈ [−ε,0)
we apply Theorem 3.1 (with assumption (H2)) for all n = 1, . . . ,Nε . If instead ψ satisﬁes
(
C+
): ψd(t) > 0, t ∈ [−ε,0)
we apply Theorem 3.1 (with assumption (H2)) to (76) for n = 2, . . . ,Nε , while we use Theorem 3.1
(with assumption (H2)′) to show the existence of xε,1. This different treatment of the two cases is
due to the fact that, as we shall see, if ψ satisﬁes C− , then yε,1d has a zero tˆ
ε
0 ∈ (0, tε1) while, if ψ
satisﬁes C+ , yε,1d (t) is negative in the whole interval (0, t
ε
1). In Figs. 14 and 15 we show the behavior
of yεd corresponding to the two cases C
− and C+ .
3.3. Proof of Theorem 3.1
We give here the proof of (b) and (c) and omit the analogous one of (b)′and (c)′ .
We look for solutions of (76) of the form x = ξ + εv (see Fig. 16) where ξ = ξε,n is the solution
of (37) corresponding to p = pε,n , q = qε,n , ϕ = ϕε,n . From hypothesis (H2) and (c1) in Lemma 3.2, it
follows that there exists 0< τ1 < τ2 such that ξd(τ1) = ξd(τ2) = 0,
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Fig. 16. The construction of the solution of (76).
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ξd(τ ) > 0 for τ ∈ (0, τ1),
ξd(τ ) < 0 for τ ∈ (τ1, τ2),
ξ˙d(τ1) = −pd,
ξ˙d(τ2) = pd,
τ2 − τ1 = 2μ¯.
(83)
Moreover, from Lemma 3.1 (see (39), (40)) and from (33), (34) we can assume
τ2 < 2
(
1+ M ′) def= ρ, (84)∣∣ξ(τ )∣∣< (1+ M ′)M def= M0
2
for τ ∈ [0,ρ]. (85)
Since we have that x(τ ) = ϕ(τ ) for τ  0, it is convenient to rewrite (76) and (37) dividing the
r.h.s. in the form
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
x˙(τ ) =
τ∫
τ−1
Ĥ(s)
[
H
(
ϕd(s)
)(
p + εP( y˜,ϕ(s)))+ H(−ϕd(s))(q + εQ( y˜,ϕ(s)))]ds
+
τ∫
τ−1
H(s)
[
H
(
xd(s)
)(
p + εP( y˜, x(s)))+ H(−xd(s))(q + εQ( y˜, x(s)))]ds,
x(τ ) = ϕ(τ ) for τ  0
(86)
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Ĥ(s) = 1− H(s) = H(−s).
Similarly, using ξ(τ ) = ϕ(τ ) for τ  0, we rewrite (37)⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ξ˙ (τ ) =
τ∫
τ−1
Ĥ(s)
[
H
(
ϕd(s)
)
p + H(−ϕd(s))q]ds
+
τ∫
τ−1
H(s)
[
H
(
ξd(s)
)
p + H(−ξd(s))q]ds,
ξ(τ ) = ϕ(τ ) for τ  0.
(87)
If we set x(τ ) = ξ(τ ) + εv(τ ) into (86), subtract (87) and integrate from 0 to τ , we obtain
εv(τ ) = x(τ ) − ξ(τ )
= ε
τ∫
0
r∫
r−1
Ĥ(s)
[
H
(
ϕd(s)
)
P
(
y˜,ϕ(s)
)+ H(−ϕd(s))Q( y˜,ϕ(s))]dsdr
+ ε
τ∫
0
r∫
r−1
H(s)
[
H
(
ξd(s) + εvd(s)
)
P
(
y˜, ξ(s) + εv(s))
+ H(−ξd(s) − εvd(s))Q( y˜, ξ(s) + εv(s))]dsdr
+
τ∫
0
r∫
r−1
H(s)
[
H
(
ξd(s) + εvd(s)
)− H(ξd(s))](p − q)dsdr. (88)
We introduce the notation:
Hϕ(s) = H
(
ϕd(s)
)
, Hˆϕ(s) = Hˆ
(
ϕd(s)
)
,
Hu(s) = H(ξd(s) + εud(s)), Hˆu(s) = Hˆ(ξd(s) + εud(s)),
H0(s) = H(ξd(s)), Hˆ0(s) = Hˆ(ξd(s)),
P ε(s) = P( y˜,ϕ(s)), Q ε(s) = Q( y˜,ϕ(s)),
P ε,u(s) = P( y˜, ξ(s) + εu(s)), Q ε,u(s) = Q( y˜, ξ(s) + εu(s)),
P ε,0(s) = P( y˜, ξ(s)), Q ε,0(s) = Q( y˜, ξ(s)).
Thus, from (81), (82) and (85) we get
∣∣P ε,0(s)∣∣, ∣∣Q ε,0(s)∣∣ (1+ M ′)M2 < MM0, (89)∣∣P ε,u(s) − P ε,v(s)∣∣, ∣∣Q ε,u(s) − Q ε,v(s)∣∣ εM∣∣u(s) − v(s)∣∣. (90)
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∣∣P ε(s)∣∣, ∣∣Q ε(s)∣∣ MM0. (91)
In order to show that Eq. (88) has a solution, we set
(Av)(τ ) =
τ∫
0
r∫
r−1
Ĥ(s)
[
Hϕ(s)P
ε(s) + Ĥϕ(s)Q ε(s)
]
dsdr
+
τ∫
0
r∫
r−1
H(s)
[
Hv(s)P ε,v(s) + Ĥ v(s)Q ε,v(s)]dsdr
+ 1
ε
τ∫
0
r∫
r−1
H(s)
[
Hv(s) − H0(s)](p − q)dsdr (92)
and show that A is a contraction map on a certain metric space V that we deﬁne below.
Let w be the function Av deﬁned by (92) for v ≡ 0, that is
w(τ ) =
τ∫
0
r∫
r−1
Ĥ(s)
[
Hϕ(s)P
ε(s) + Ĥϕ(s)Q ε(s)
]
dsdr
+
τ∫
0
r∫
r−1
H(s)
[
H0(s)P ε,0(s) + Ĥ0(s)Q ε,0(s)]dsdr. (93)
We note that – by (89) and (91) – (93) implies
∣∣w˙(τ )∣∣ 4M1, ∣∣w(τ )∣∣ 4M1τ , (94)
where we have set
M1 = MM0.
3.3.1. Deﬁnition of the metric space V
Recall that τ1 and τ2 denote the ﬁrst two zeros of ξd (see Fig. 16). Given α ∈ (0,1) and the positive
constants Ki (i = 1,2,3,4), we let V be the set of functions v : Iε →Rd with
Iε = [0, τ2 + εK1],
that satisfy the conditions:
(i) v is Lipschitz-continuous with Lipschitz constant bounded by K2;
(ii) |v(τ )| K3, τ ∈ Iε;
(iii) |v(τ ) − w(τ )| εαK4, τ ∈ Jε := [0, τ1 + εK1].
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d(v, vˆ) =max
{
1
εα
max
τ∈Jε
∣∣v(τ ) − vˆ(τ )∣∣, max
τ∈Iε
∣∣v(τ ) − vˆ(τ )∣∣},
that makes V a complete metric space.
A comment about the deﬁnition of V is in order. To control I3(v), the third integral in (92) and the
difference I3(v) − I3(vˆ) we need sharp estimates of the measure of the sets {s: Hv(s) 	= H0(s)} and
{s: Hv(s) 	= Hvˆ (s)}. These sets are the only one contributing to the integral I3(v) and I3(v) − I3(vˆ).
To derive good estimates of the measures of these sets it is important to take into account that
according to (iii) v is close to w in the interval Jε that includes τ1. This is the reason for introducing
the distance d(v, vˆ).
From (84) we can assume for small ε > 0 that |Iε| < ρ .
We now show (Lemmas 3.3 and 3.4) that if Ki , i = 1, . . . ,4 are properly chosen, then (92) deﬁnes
a contraction A in V .
Lemma 3.3. Let M1 = MM0 as before. Assume that the constants K1 , K2 , K3 and K4 , introduced in (i), (ii)
and (iii) in the deﬁnition of V , satisfy⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
K1 >max
{
2K3
|pd| ,
16M1ρ
|pd|
}
,
K2 > 8M1 + 2|p − q|K1,
K3 > 16M1ρ
(
1+ |p − q||pd| ρ
)
,
K4 > ε
1−α(2M1K3ρ + 2(K2 + 4M1)K1).
(95)
Then (92) deﬁnes a map A : V → V .
Proof. The proof consists of 4 steps.
Step 1.
Claim. Assume that
K1 > max
{
2K3
|pd| ,
16M1ρ
|pd|
}
(96)
and that v ∈ V . Then the function ξd +εvd has a unique zero τ vj in the interval (τ j −εK1, τ j +εK1), j = 1,2.
Moreover ∣∣τ v1 − τ1∣∣< ε 4M1ρ + εαK4|pd|
2 − εK2
< ε
16M1ρ
|pd| , (97)∣∣τ v2 − τ2∣∣< ε 2K3|pd| . (98)
Proof of the claim. For small ε > 0, (83) implies
τ ∈ (τ j − εK1, τ j + εK1) ⇒
∣∣ξ˙d(τ )∣∣ |pd|2 . (99)
From this and (i) in the deﬁnition of V , it follows
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∣∣∣∣|s2 − s1| ∣∣(ξd + εvd)(s2) − (ξd + εvd)(s1)∣∣,
∀s1, s2 ∈ (τ j − εK1, τ j + εK1). (100)
Therefore (ξd + εvd)(τ ) has at most one zero in (τ j − εK1, τ j + εK1), j = 1,2.
To show that (ξd + εvd)(τ ) actually vanishes in (τ j − εK1, τ j + εK1), j = 1,2, we note that (iii) in
the deﬁnition of V and (94) imply∣∣v(τ )∣∣ 4M1ρ + εαK4 < 8M1ρ, τ ∈ Jε (101)
and therefore, from (96) and (99), we obtain⎧⎪⎪⎨⎪⎪⎩
(ξd + εvd)(τ1 − εK1) ε
( |pd|
2
K1 − 8M1ρ
)
> 0,
(ξd + εvd)(τ1 + εK1)−ε
( |pd|
2
K1 − 8M1ρ
)
< 0
that proves the existence of the zero τ ν1 .
The inequality (97) follows from (100) and (101). The existence of τ ν2 is a consequence of the
inequalities ⎧⎪⎪⎨⎪⎪⎩
(ξd + εvd)(τ2 − εK1)−ε
( |pd|
2
K1 − K3
)
< 0,
(ξd + εvd)(τ2 + εK1) ε
( |pd|
2
K1 − K3
)
> 0,
(102)
that follow from (ii) in the deﬁnition of the metric space V , (96) and (99).
The estimate (98) follows from (100) and (102). 
Step 2.
Claim. Assume that
K2 > 8M1 + 2|p − q|K1, (103)
then ∣∣( A˙v)(τ )∣∣< K2, τ ∈ Iε. (104)
From (92) we have that
( A˙v)(τ ) = L0(τ ) + Lv(τ ), (105)
where
L0(τ ) =
τ∫
τ−1
Ĥ(s)
[
Hϕ(s)P
ε(s) + Ĥϕ(s)Q ε(s)
]
ds
+
τ∫
H(s)
[
H0(s)P ε,0(s) + Ĥ0(s)Q ε,0(s)]ds,τ−1
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τ∫
τ−1
H(s)
[
Hv(s)P ε,v(s) − H0(s)P ε,0(s) + Ĥ v(s)Q ε,v(s) − Ĥ0(s)Q ε,0(s)]ds
+ 1
ε
τ∫
τ0
H(s)
[
Hv(s) − H0(s)](p − q)ds.
From (89), (91) we derive ∣∣L0(τ )∣∣ 4M1. (106)
From (85) and (ii) in the deﬁnition of the metric space V , provided ε > 0 is suﬃciently small, it
follows ∣∣P ε,v(s)∣∣, ∣∣Q ε,v(s)∣∣ M(∣∣ξ(s)∣∣+ εK3) MM0 = M1. (107)
Therefore we have
∣∣Lv(τ )∣∣ 4M1 + 1
ε
|p − q|meas{s: Hv(s) 	= H0(s)}
 4M1 + 1
ε
|p − q|2εK1 = 4M1 + 2|p − q|K1, (108)
where we have also used Step 1 and in particular (97), (98) and (96). Using (103), we conclude∣∣( A˙v)(τ )∣∣ 8M1 + 2|p − q|K1 < K2, τ ∈ Iε
that is (104).
Step 3.
Claim. Assume that
K3 > 16M1ρ
(
1+ |p − q||pd| ρ
)
. (109)
Then ∣∣(Av)(τ )∣∣ K3, ∀τ ∈ Iε.
If we restrict τ to the interval [0, τ2 − εK1] that is if we consider values of τ < min{τ2, τ v2 }, then,
using also (97), we have
meas
{
s: Hv(s) 	= H0(s)}= ∣∣τ v1 − τ1∣∣ ε 16M1ρ|pd| ,
and therefore the estimate (108) can be improved to
∣∣Lv(τ )∣∣ 4M1 + |p − q|16M1ρ, τ ∈ [0, τ2 − εK1].|pd|
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∣∣(Av)(τ )∣∣ 8M1ρ(1+ 2 |p − q||pd| ρ
)
, τ ∈ [0, τ2 − εK1]. (110)
This and (104) imply∣∣(Av)(τ )∣∣ ∣∣(Av)(τ2 − εK1)∣∣+ 2εK1K2, τ ∈ [τ2 − εK1, τ2 + εK1]. (111)
From (110) and (111) we get, for small ε > 0, that (109) implies
∣∣(Av)(τ )∣∣ 8M1ρ(1+ 2 |p − q||pd| ρ
)
+ 2εK1K2 < K3, τ ∈ Iε.
This concludes Step 3.
Step 4.
Claim. Assume that
K4 > ε
1−α(2MK3ρ + 2(K2 + 4M1)K1). (112)
Then ∣∣(Av)(τ ) − w(τ )∣∣< εαK4, τ ∈ Jε = [0, τ1 + εK1]. (113)
From Step 1 we have Hv(τ ) = H0(τ ), τ ∈ [0, τ1 − εK1] and therefore from (92) and (93), for
τ ∈ [0, τ1 − εK1] we have
(Av)(τ ) − w(τ ) =
τ∫
0
r∫
r−1
H(s)
[
Hv(s)P ε,v(s) − H0(s)P ε,0(s)]dsdr
+
τ∫
0
r∫
r−1
H(s)
[
Ĥ v(s)Q ε,v(s) − Ĥ0(s)Q ε,0(s)]dsdr
=
τ∫
0
r∫
r−1
H(s)
[
H0(s)
(
P ε,v(s) − P ε,0(s))]dsdr
+
τ∫
0
r∫
r−1
H(s)
[
Ĥ0(s)
(
Q ε,v(s) − Q ε,0(s))]dsdr.
From this and (90), using (ii) in the deﬁnition of V , we get∣∣(Av)(τ ) − w(τ )∣∣ 2εMmax
τ∈Iε
∣∣v(τ )∣∣ρ  2εMK3ρ, τ ∈ [0, τ1 − εK1]. (114)
From (94), (104), (112) and (114), it follows
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vˆ
1 (the drawn line has slope pd/4).∣∣(Av)(τ ) − w(τ )∣∣

∣∣(Av)(τ1 − εK1) − w(τ1 − εK1)∣∣+ (K2 + 4M1)2εK1
 2ε
(
MK3ρ + (K2 + 4M1)K1
)
< εαK4, τ ∈ [τ1 − εK1, τ1 + εK1]. (115)
The estimate (113) follows from (114), (115). The proof of the lemma is complete. 
Next we show that if ε > 0 is suﬃciently small then A is a contraction on V .
Lemma 3.4. Assume that the constants Ki (i = 1, . . . ,4) satisfy the hypotheses of Lemma 3.3. Then there is
ε0 > 0 such that for ε ∈ (0, ε0) the operator A : V → V (deﬁned by (92)) is a contraction on V .
Proof. According to the proof of Step 1 in Lemma 3.3, given v, vˆ ∈ V , we have
{
τ ∈ Iε: Hv(τ ) 	= Hvˆ(τ )
}= (τ v1 , τ vˆ1 )∪ (τ v2 , τ vˆ2 ), (116)
where τ vj , τ
vˆ
j , j = 1,2 are the zeros of ξd + εvd and ξd + ε vˆd .
On the other hand, v ∈ V and (99), for ε suﬃciently small, imply
∣∣ξ˙d(τ ) + ε v˙d(τ )∣∣ |pd|2 − εK2 > |pd|4 , τ ∈ (τ v1 , τ vˆ1 )∪ (τ v2 , τ vˆ2 ), (117)
and
τ vˆj∫
τ vj
(ξ˙d + ε ˙ˆvd)dτ = −(ξd + ε vˆd)
(
τ vj
)= −ε(vˆd − vd)(τ vj ), j = 1,2. (118)
From (117) and (118) it follows (see Fig. 17)
∣∣τ vˆj − τ vj ∣∣ 4|pd|
∣∣∣∣∣
τ vˆj∫
τ vj
∣∣(ξ˙d + ε ˙ˆvd)∣∣dτ
∣∣∣∣∣= 4|pd|
∣∣∣∣∣
τ vˆj∫
τ vj
(ξ˙d + ε ˙ˆvd)dτ
∣∣∣∣∣
= ε 4|vˆd(τ
v
j ) − vd(τ vj )|
, j = 1,2. (119)|pd|
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(A v − A vˆ)(τ )
=
τ∫
0
r∫
r−1
H(s)
[
Hv(s)P ε,v(s) − Hvˆ(s)P ε,vˆ(s) + Ĥ v(s)Q ε,v(s) − Ĥ vˆ(s)Q ε,vˆ(s)]dsdr
︸ ︷︷ ︸
J1(τ )
+ 1
ε
τ∫
0
r∫
r−1
H(s)
[
Hv(s) − Hvˆ(s)](p − q)dsdr
︸ ︷︷ ︸
J2(τ )
and therefore
∣∣(Av − Avˆ)(τ )∣∣ ∣∣ J1(τ )∣∣+ ∣∣ J2(τ )∣∣.
We write
J1(τ ) =
τ∫
0
r∫
r−1
H(s)
[
Hv(s)
(
P ε,v(s) − P ε,vˆ(s))+ Ĥ v(s)(Q ε,v(s) − Q ε,vˆ(s))]dsdr
+
τ∫
0
r∫
r−1
H(s)
[(
Hv(s) − Hvˆ(s))(P ε,vˆ(s) − Q ε,vˆ(s))]dsdr.
From this, (90), (107), (116) and (119) we get:
∣∣ J1(τ )∣∣ 2(εMmax
s∈Iε
∣∣v(s) − vˆ(s)∣∣+ M1 meas{s ∈ Iε: Hv(s) 	= Hvˆ(s)})ρ
 2ε
(
Mmax
s∈Iε
∣∣v(s) − vˆ(s)∣∣+ 4M1|pd|
2∑
j=1
∣∣vˆd(τ vj )− vd(τ vj )∣∣
)
ρ. (120)
In estimating J2 we distinguish the cases 0 < τ  τ1 − εK1, τ1 − εK1 < τ  τ1 + εK1, τ1 + εK1 <
τ  τ2 − εK1, τ2 − εK1 < τ  τ2 + εK1.
From (116) and τ1 − εK1 < τ v1 , τ vˆ1 , it follows Hv(τ ) = Hvˆ(τ ) for τ ∈ [0, τ1 − εK1]. Consequently
J2(τ ) = 0, 0 τ  τ1 − εK1,
J2(τ ) = 1
ε
τ∫
τ1−εK1
r∫
r−1
H(s)
[
Hv(s) − Hvˆ(s)](p − q)dsdr, τ  τ1 − εK1. (121)
On the other hand, from (119) with j = 1 it follows
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r∫
r−1
H(s)
[
Hv(s) − Hvˆ(s)](p − q)ds∣∣∣∣∣ ε 4|p − q||pd| ∣∣vˆd(τ v1 )− vd(τ v1 )∣∣,
for r  τ2 − εK1, (122)
where we have also used τ v2 , τ
vˆ
2 > τ2 − εK1. Inequality (122) and formula (121) imply
∣∣ J2(τ )∣∣ 1
ε
(2εK1)ε
4|p − q|
|pd|
∣∣vˆd(τ v1 )− vd(τ v1 )∣∣
= εK1 8|p − q||pd|
∣∣vˆd(τ v1 )− vd(τ v1 )∣∣, τ ∈ Jε = [0, τ1 + εK1] (123)
and
∣∣ J2(τ )∣∣ 1
ε
ρε
4|p − q|
|pd|
∣∣vˆd(τ v1 )− vd(τ v1 )∣∣
= 4ρ |p − q||pd|
∣∣vˆd(τ v1 )− vd(τ v1 )∣∣, τ  τ2 − εK1. (124)
Finally we observe that for τ > τ2 − εK1 we have
∣∣ J2(τ )∣∣ ∣∣ J2(τ2 − εK1)∣∣+ 1
ε
∣∣∣∣∣
τ2+εK1∫
τ2−εK1
r∫
r−1
H(s)
[
Hv(s) − Hvˆ(s)](p − q)dsdr∣∣∣∣∣.
By this, (116) and (119), which imply∣∣∣∣∣
r∫
r−1
H(s)
[
Hv(s) − Hvˆ(s)](p − q)ds∣∣∣∣∣
 4ε|p − q||pd|
2∑
j=1
∣∣vˆd(τ vj )− vd(τ vj )∣∣ for r ∈ [τ2 − εK1, τ2 + εK1],
it follows
∣∣ J2(τ )∣∣ 4ρ |p − q||pd| ∣∣vˆd(τ v1 )− vd(τ v1 )∣∣+ 8εK1|p − q||pd|
2∑
j=1
∣∣vˆd(τ vj )− vd(τ vj )∣∣,
for τ ∈ Iε, (125)
where we have also used (124). From (120) and (125) we obtain∣∣(Av − Avˆ)(τ )∣∣
 ε
(
2Mρ + 16M1ρ|pd| +
16K1|p − q|
|pd|
)
max
s∈Iε
∣∣vd(s) − vˆd(s)∣∣+ εα 4ρ|p − q||pd| |vˆd(τ
v
1 ) − vd(τ v1 )|
εα
=
[
ε
(
2Mρ + 16M1ρ|p | +
16K1|p − q|
|p |
)
+ εα 4ρ|p − q||p |
]
d(v, vˆ), τ ∈ Iε. (126)d d d
G. Fusco, N. Guglielmi / J. Differential Equations 250 (2011) 3230–3279 3263From (120) and (123) we get for τ ∈ Jε
|(Av − Avˆ)(τ )|
εα
 ε1−α
(
2Mρ + 16M1ρ|pd| +
8K1|p − q|
|pd|
)
max
s∈Iε
∣∣vˆ(s) − v(s)∣∣
 ε1−α
(
2Mρ + 16M1ρ|pd| +
8K1|p − q|
|pd|
)
d(v, vˆ), τ ∈ Jε. (127)
From (126) and (127) we ﬁnally conclude
d(Av, Avˆ)
[
ε1−α
(
4Mρ + 32M1ρ|pd| +
24 K1|p − q|
|pd|
)
+ εα 4ρ|p − q||pd|
]
︸ ︷︷ ︸
Mε
d(v, vˆ). (128)
There exists ε0 such that for ε ∈ (0, ε0) the constant Mε which premultiplies d(v, vˆ) in (128)
satisﬁes Mε < 12 . This concludes the proof. 
It follows that A : V → V has a ﬁxed point v˜ and therefore that the function x : [0, τ2+εK1] →Rd:
x(τ ) = ξ(τ ) + ε v˜(τ ), τ ∈ [0, τ2 + εK1] (129)
is a solution of problem (76). Moreover |v˜| K3, therefore, by (85),
∣∣x(τ )∣∣< M0
2
+ εK3 < M0 for small ε.
From Step 1 in the proof of Lemma 3.3 we know that the function xd has exactly two zeros τ v˜j ,
j = 1,2 in the interval (0, τ2 + εK1). From (97) and (98) we have |τ v˜j − τ j | Cε (with C = K1). From
Eq. (83) we have τ2 − τ1 = 2μ¯. It follows |τ v˜2 − τ v˜1 − 2μ¯| Cε, which is (c) if we deﬁne τ = τ v˜1 and
τ¯ = τ v˜2 . The solution x given by (129) also satisﬁes (a) and (b) stated in Theorem 3.1.
The proof of Theorem 3.1 is complete.
We are now in the position to conclude the proof of Theorem 1.1.
Consider ﬁrst the case (C−) that is ψd(t) < 0 for t ∈ [−ε,0) ⇐⇒ ϕd(τ ) < 0 for τ ∈ [−1,0) (see
Fig. 14) and assume n = 1. Then ϕε,1(τ ) = ϕ(τ ) = 1ε (ψ(ετ ) − ψ(0)) and by assumption (6) we have
|ϕ|  M < (1 + M ′)M = M02 (see (85)) and therefore (H3) holds so that we can apply Theorem 3.1
which yields a solution x= xε,1 : [0, τ¯ ] →Rd of Eq. (76) and therefore a solution yε of Eq. (28) in the
interval [0, tε1] = [0, ετ ] in the form
yε(t) = ψ(0) + εx
(
t
ε
)
, t ∈ [0, tε1].
If we set tˆε0 = ετ , we have from (b) and (c) in Theorem 3.1
yεd(t)≷ 0 ⇐⇒ t ≶ tˆε0, t ∈
[
0, tε1
)
, (130)
tε1 − tˆε0 = 2μ¯1ε + O
(
ε2
)
. (131)
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Assume now n = 2. From (78) and (130) it follows that ϕ = ϕε,2 and μ¯ = μ¯ε2 = μ¯ε1 + O(ε) are
such that
ϕd(τ ) < 0 if τ ∈ [τ0,0], τ0 = −2μ¯+ O(ε). (132)
Therefore Lemma 3.2 implies that the component ξd of the solution of Eq. (37) corresponding to
p = pε,2, q = qε,2 is – in a ﬁxed compact set – a C1 ε-perturbation of the periodic function that
coincides with η (see (67)) in the interval [0,2]. It follows that the ﬁrst two zeros τ1 and τ2 of
ξd = ξε,2d satisfy (see Fig. 18):
τ1 = 2(1− μ¯) + O(ε), τ2 = 2+ O(ε). (133)
From (132), (133) and Theorem 3.1 we get a solution x = xε,2 : [0, τ¯ ε,2] → Rd where τ¯ = τ¯ ε,2 =
2+ O(ε) and a corresponding solution of Eq. (28) in the form
yε,2(t) = yε(tε1)+ εx( t − tε1ε
)
, t ∈ [tε1, tε2], (134)
where tε2 = tε1 + ετ¯ = tε1 + 2ε + O(ε2).
This shows that (72) is satisﬁed for n = 2. If we set tˆε1 = tε1 + ετ = tε1 + ετ1 + O(ε2) then we have
using (131)
tˆε1 − tˆε0 = tˆε1 − tε1 + tε1 − tˆε0 = 2ε + O
(
ε2
)
that is (73) for n = 2. From (134) and the fact that xd is a C1-perturbation of ξd we also have that (70)
and (71) are satisﬁed for n = 2. The same arguments used for the case n = 2 apply to n = 3, . . . ,Nε
where Nε is chosen as follows.
From (28) and (33) it follows that there is a δ > 0 such that, as long as it holds |yε(t) − ψ(0)| < δ
we have | y˙ε(t)| < M . Set T = δ2M and choose Nε such that
2T > tNε =
Nε∑
n=1
tεn − tεn−1 =
(
2ε + O(ε2))Nε > T .
This condition is fulﬁlled if we set Nε =  T2ε  + K for some ﬁxed K independent of ε.
This proves the ﬁrst statement of Theorem 1.1 for the case ψd(t) < 0, t ∈ [−ε,0). Statement (i1) in
Theorem 1.1 is an obvious consequence of the fact that H(yε) = yεd (see Assumption 3.1) and of the
fact that in each interval [tεn−1, tεn ], yε is of the form (75) with xε,n bounded.
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Then we can apply Theorem 3.1 ((b)′and (c)′) and extend the solution of (28) to the interval [0, tε1],
where tε1 = ετ¯ = 2μ¯ε + O(ε2).
This and yd(t) < 0, t ∈ (0, tε1) imply that for n  2 we are exactly in the same situation discussed
above for the case ψd(t) < 0, t ∈ [−ε,0) and therefore the same argument developed before yields a
solution yε : [0, T ] →Rd of Eq. (28) and statement (i1) in Theorem 1.1 still holds.
To conclude the proof we need to analyze the behavior for ε → 0+ of the solution yε of Eq. (28).
3.4. The Filippov system
(1) By (33), the solution of (28)
yε =
Nε∑
n=1
1[tεn−1,tεn ) y
ε,n,
constructed step by step has a derivative which is bounded independently of ε:∣∣ y˙ε(t)∣∣< M, t ∈ [0, T ], ε ∈ (0, ε0). (135)
This, yε(0) = ψ(0) and Ascoli–Arzelà theorem imply the existence of a subsequence, still denoted yε ,
that converges uniformly in [0, T ] to a Lipschitz-continuous function y0 : [0, T ] →Rd .
(2) From (75) and
xε,n = ξε,n + ε v˜ε,n
it follows
yε
(
tεn
)− yε(tεn−1)= ε
τ¯ ε,n∫
0
ξ˙ ε,n(τ )dτ + ε2
τ¯ ε,n∫
0
˙˜vε,n(τ )dτ = ε
2∫
0
ξ˙ ε,n(τ )dτ + O(ε2)
where we have used (77) and the bounds |τ¯ ε,n − 2|  εK1, | ˙˜vε,n(τ )|  K2 (see property (i) in the
deﬁnition of the metric space V ).
With the positions (31) and (32), the Filippov vectorﬁeld (7) takes the form
F (y) = p(y) − pd(y)
qd(y) − pd(y)
(
q(y) − p(y)), y ∈ M.
Then, by (69) in Corollary 3.1, it follows
yε
(
tεn
)− yε(tεn−1)= ε
2∫
0
ξ˙ ε,n(τ )dτ + O(ε2)= 2εF (yε(tεn−1))+ O(ε2)
= F (yε(tεn−1))(tεn − tεn−1)+ O(ε2) (136)
where we have also used (72).
(3) Given t ∈ (0, T ] we deﬁne the integer nε(t) such that
tεnε(t)−1  t < tεnε(t).
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tεnε(t)+ j − tεnε(t) =
(
2ε + O(ε2)) j, j = 1, . . . ,nε(t′)− nε(t), (137)
which implies for j = nε(t′) − nε(t):
nε
(
t′
)− nε(t) = tεnε(t′) − tεnε(t)
2ε
(
1+ O(ε)). (138)
Then using (138), (136) yields
yε
(
tεnε(t′)
)− yε(tεnε(t))= n
ε(t′)−nε(t)∑
j=1
F
(
yε
(
tεnε(t)+ j−1
))(
tεnε(t)+ j − tεnε(t)+ j−1
)+ O(ε). (139)
From (135) and from the smoothness of F (y) it follows that the derivative of the function
s → F (yε(s))
is uniformly bounded by some constant C > 0. This and (137) imply∣∣F (yε(tεnε(t)+ j))− F (yε(tεnε(t)))∣∣ C(2ε + O(ε2)) j, (140)
for j = 1, . . . ,nε(t′) − nε(t). Therefore we can rewrite the sum on the r.h.s. of (139) in the form
nε(t′)−nε(t)∑
j=1
F
(
yε
(
tεnε(t)+ j−1
))(
tεnε(t)+ j − tεnε(t)+ j−1
)
= F (yε(tεnε(t)))(tεnε(t′) − tεnε(t))+ O(ε2) n
ε(t′)−nε(t)∑
j=1
j. (141)
Now observe that (138) implies
nε(t′)−nε(t)∑
j=1
j = (n
ε(t′) − nε(t) + 1)(nε(t′) − nε(t))
2
= (t
ε
nε(t′) − tεnε(t))2
8ε2
+ O
(
1
ε
)
and therefore from this, (138) and (141) we get:
yε
(
tεnε(t′)
)− yε(tεnε(t))= F (yε(tεnε(t)))(tεnε(t′) − tεnε(t))+ O((tεnε(t′) − tεnε(t))2)+ O()
and consequently
yε
(
t′
)− yε(t) = F (yε(t))(t′ − t)+ O((t′ − t)2)+ O(ε), (142)
where we have made use of the estimates∣∣F (yε(t))− F (yε(tεnε(t)))∣∣= O(ε) and ∣∣t′ − t − tεnε(t′) + tεnε(t)∣∣= O(ε)
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determined in (1), we get from (142)
y0
(
t′
)− y0(t) = F (y0(t))(t′ − t)+ O((t′ − t)2)
that shows that the limit function y0(t) is the unique solution of the Filippov problem{
y˙(t) = F (y(t)),
y(0) = ψ(0) ∈ M.
From the uniqueness of y0 it follows that all convergent subsequences of the family yε , ε ∈ (0, ε0)
converges as ε → 0+ to the same function y0 and therefore that the whole family converges, i.e.
lim
ε→0+
∥∥yε − y0∥∥C([0,T ]) = 0.
The proof of Theorem 1.1 is complete.
3.5. The general case of a non-ﬂat manifold
By the implicit function theorem we deﬁne a local diffeomorphism
z = (z′, zd)→ yˆ(z) = y0(z′)+ n(y0(z′))zd, z ∈ yˆ−1(N y¯) (143)
with z′ ∈Rd−1, where y0 ∈ M ∩ N y¯ ( M = {y: h(y) = 0}) is the unique vector such that〈
(y − y0),n(y0)
〉= sign(h(y))|y − y0|.
Eq. (1) can be rewritten for the unknown z(t) in the form
yˆz(z)z˙ =
{
f ( yˆ(z)) if zd > 0,
g( yˆ(z)) if zd < 0,
where yˆz is the Jacobian matrix of the map yˆ(z) with respect to z. Similarly, Eq. (4) becomes⎧⎪⎪⎪⎨⎪⎪⎪⎩
z˙(t) = 1
ε
t∫
t−ε
(
yˆz
(
z(t)
))−1[
H
(
zd(s)
)
f
(
yˆ
(
z(s)
))+ H(−zd(s))g( yˆ(z(s)))]ds,
z(t) = zˆ(ψ(t)), t ∈ [−ε,0].
(144)
We rewrite (144) in the form
z˙(t) = 1
ε
t∫
t−ε
[
H
(
zd(s)
)
fˆ
(
z(s)
)+ H(−zd(s))gˆ(z(s))]ds
+ 1
ε
t∫

(
z(t), z(s)
)[
H
(
zd(s)
)
fˆ
(
z(s)
)+ H(−zd(s))gˆ(z(s))]ds, (145)
t−ε
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fˆ (z) = ( yˆz(z))−1 f ( yˆ(z)), gˆ(z) = ( yˆz(z))−1g( yˆ(z))
and
(ζ, z) = ( yˆz(ζ ))−1 yˆz(z) − I.
We note that the smoothness of  and (z, z) = 0 imply
∣∣(ζ, z)∣∣ C|z − ζ |, (146)∣∣(ζ1, z1) − (ζ2, z2)∣∣ C(|ζ1 − ζ2| + |z1 − z2|), (147)
for some constant C .
The right-hand side of (145) is the sum of two terms, the ﬁrst of which is formally identical to that
in Eq. (28). To prove that Eq. (145) has a solution in [0, T ] as stated in Theorem 1.1 we proceed as in
Sections 3.2, 3.3 and show that if ε is suﬃciently small, the additional term is a small perturbation
that does not affect the arguments in Lemmas 3.3, 3.4, and the proof of Theorem 3.1. To illustrate
this, we discuss the basic estimates in the proofs of these results. To make more transparent the
comparison between Eqs. (145) and (28) we write y instead of z and f , g instead of fˆ , gˆ . Arguing as
in the case of a ﬂat manifold, we see that Eq. (86) in the case at hand corresponds to
x˙(τ ) = x˙ﬂat(τ ) + 1
ε
τ∫
τ−1

(
y˜ + εx(τ ), y˜ + εϕ(s))
· Ĥ(s)[H(ϕd(s)) f ( y˜ + εϕ(s))+ H(−ϕd(s))g( y˜ + εϕ(s))]ds
+ 1
ε
τ∫
τ−1

(
y˜ + εx(τ ), y˜ + εx(s))
· H(s)[H(xd(s)) f ( y˜ + εx(s))+ H(−xd(s))g( y˜ + εx(s))]ds,
where x˙ﬂat(τ ) is formally identical to the r.h.s. of (86). Similarly Eqs. (92) and (93) become
(Av)(τ ) = x(τ ) − ξ(τ )
ε
= (A v)ﬂat(τ )
+ 1
ε
τ∫
0
r∫
r−1

(
y˜ + εξ(r) + ε2v(r), y˜ + εϕ(s))
· Ĥ(s)[H(ϕd(s)) f ( y˜ + εϕ(s))+ H(−ϕd(s))g( y˜ + εϕ(s))]dsdr
+ 1
ε
τ∫
0
r∫
r−1

(
y˜ + εξ(r) + ε2v(r), y˜ + εξ(s) + ε2v(s))
· H(s)[H(ξd(s) + εvd(s)) f ( y˜ + εξ(s) + ε2v(s))
+ H(−ξd(s) − εvd(s))g( y˜ + εξ(s) + ε2v(s))]ds (148)
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w(τ ) = wﬂat(τ ) + 1
ε
τ∫
0
r∫
r−1

(
y˜ + εξ(r), y˜ + εϕ(s))
· Ĥ(s)[H(ϕd(s)) f ( y˜ + εϕ(s))+ H(−ϕd(s))g( y˜ + εϕ(s))]dsdr
+ 1
ε
τ∫
0
r∫
r−1

(
y˜ + εξ(r), y˜ + εξ(s))
· H(s)[H(ξd(s)) f ( y˜ + εξ(s))+ H(−ξd(s))g( y˜ + εξ(s))]ds,
where (Av)ﬂat(τ ) and wﬂat(τ ) coincide with (Av) and w given in (92) and (93).
Following the proofs of Lemmas 3.3, 3.4 and of Theorem 1.1 we deﬁne in the same way the metric
space V (possibly with different values of the constants involved) and derive the estimates for the
measure of the sets
meas
{
s: Hv(s) 	= H0(s)}= O(ε),
meas
{
s ∈ Iε: Hv(s) 	= Hvˆ(s)
}= O(ε)dist(v, vˆ). (149)
From (146), (147) we get

(
y˜ + εξ(r), y˜ + εϕ(s)),( y˜ + εξ(r), y˜ + εξ(s))= O(ε). (150)
Consequently we obtain for w and w˙ bounds similar to (94). Following the same arguments used in
the proof of Lemma 3.3 and still using (150) we obtain that ( A˙v) obeys a bound similar to (104). We
also have
∣∣(Av)(τ ) − w(τ )∣∣= O(εα), τ ∈ Jε.
By means of (146), (147) we obtain

(
y˜ + εξ(τ ) + ε2v(τ ), y˜ + εϕ(s))− ( y˜ + εξ(τ ) + ε2 vˆ(τ ), y˜ + εϕ(s))= O(ε2),

(
y˜ + εξ(τ ) + ε2v(τ ), y˜ + εϕ(s))− ( y˜ + εξ(τ ) + ε2 vˆ(τ ), y˜ + εξ(s) + ε2 vˆ(s))= O(ε2).
Using these estimates, the smoothness of f and g , the estimate (149) and the expression of (Av)(τ )
(see (148)), we derive that (Av − Avˆ)(τ ) is O(ε)dist(v, vˆ). It follows that the inequality
d(Av, Avˆ) Mεd(v, vˆ),
where – as in the ﬂat case – Mε = O(εmax{α,1−α}) continues to hold. Therefore we conclude that
Eq. (144) has a solution. This extends Theorem 3.1. The rest of the proof of Theorem 1.1 proceeds
analogously as in the ﬂat case.
4. Examples and discussion
Our ﬁrst example, a system of neutral delay differential equations, gives a numerical illustration of
the theory developed in the paper.
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We consider the following problem (for t  0){
y˙1(t) = y2
(
y1(t)2 − y2(t)
)− y˙1(y1(t)2 − y2(t)),
y˙2(t) = y1
(
y1(t)2 − y2(t)
)− y2(y1(t)2 − y2(t)) (151)
with initial datum ⎧⎨⎩ψ1(t) = t
2 − t,
ψ2(t) = 1
2
,
for t  0.
Notice that ψ1(0)2 − ψ2(0) = − 12 so that condition (9) is fulﬁlled. Moreover y˙1(0−) = −1 and
y˙1(0+) = 52 ; therefore the solution derivative is discontinuous at t = 0 which is a breaking point.
As a consequence each time the solution lands on the manifold
M = {(y1, y2): y21 − y2 = 0}
we have that the vectorﬁeld is discontinuous.
Let h(y) = y21 − y2. As we have seen in Section 1, for y in a neighborhood of M we can write the
problem in the form
y˙(t) =
{
f (y) if h(y) > 0,
g(y) if h(y) < 0,
(152)
where f and g are deﬁned by (14). For y ∈ M (h(y) = 0), f and g become
f (y) = (−2 −1/2)T = p,
g(y) = (3/2 −1/2)T = q.
Therefore, if h( y¯) = 0, where y¯ = y(θ) at some breaking point θ > 0, we have
〈
f ( y¯),n( y¯)
〉= 1√
4 y¯21 + 1
(
1
2
− 4 y¯1
)
,
〈
g( y¯),n( y¯)
〉= 1√
4 y¯21 + 1
(
1
2
+ 3 y¯1
)
,
where
n( y¯) = 1√
4 y¯21 + 1
(2 y¯1 −1)T.
Consequently, depending on the value of y¯1, the following cases may occur (see Fig. 19).
(i) For y¯1 > 18 we have that {〈
f ( y¯),n( y¯)
〉
< 0,〈
g( y¯),n( y¯)
〉
> 0
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part the solution bifurcates, in the blue part the solution terminates, in the black part a unique classical solution exists. (For
interpretation of the references to color in this ﬁgure, the reader is referred to the web version of this article.)
Fig. 20. Solution of (153), (154).
so that the solution ceases to exist;
(ii) For y¯1 ∈ (− 16 , 18 ) we have that {〈
f ( y¯),n( y¯)
〉
> 0,〈
g( y¯),n( y¯)
〉
> 0
so that a classical solution exists which is transversal to the manifold;
(iii) For y¯1 < − 16 we have that {〈
f ( y¯),n( y¯)
〉
> 0,〈
g( y¯),n( y¯)
〉
< 0
which implies that two solutions exist for the initial value problem (152) with initial datum y¯.
Numerical integration of problem (151) shows that θ ≈ 0.32 is a breaking point, in correspondence
of which y1(θ) ≈ 0.7 and y2(θ) ≈ 0.49 (see Fig. 20).
Hence we are in case (i): no classical solution exists for t > θ .
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Fig. 22. Zoom of the oscillations of h(yε) before a classical solution reappears.
Problem (P)ε (see (4)) takes the form (for t  θ )
y˙ε1(t) =
1
ε
t∫
t−ε
[
y2
(
yε1(s)
2 − yε2(s)
)− y˙1(yε1(s)2 − yε2(s))]ds, (153)
y˙ε2(t) =
1
ε
t∫
t−ε
[
y1
(
yε1(s)
2 − yε2(s)
)− y2(yε1(s)2 − yε2(s))]ds. (154)
In Figs. 20 and 21 we show the numerical approximation of the solution of (154), (yε1(t), y
ε
2(t)),
and of the deviated argument with ε = 10−2.
Incidentally we remark that the regularized solution yε leaves the manifold (as shown in Figs. 21
and 22) at tε,∗ ≈ 1.28, where yε1(tε,∗) ≈ 18 , yε2(tε,∗) ≈ 164 and n(yε,∗) ≈ 1.03 · ( 14 −1)T. We let yε,∗ =
(yε1(t
ε,∗) yε2(tε,∗))T. Thus
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f
(
yε,∗
)
,n
(
yε,∗
)〉≈ 0,〈
g
(
yε,∗
)
,n
(
yε,∗
)〉
> 0
and 〈 f (yε,∗),n(yε,∗)〉 > 0 in a right neighborhood of tε,∗ .
We conclude by a reﬁned analysis of the structure of the regularized solution. According to the
discussion in the proof of Theorem 3.1, the component of the solution normal to M should be an
ε-perturbation of the rescaled version of the function η given in (67).
For the given values of p and q, we have, for y ∈ M,
pd(y) =
〈
p,n(y)
〉= 1√
4y21 + 1
(
1
2
− 4y1
)
and
qd(y) =
〈
p,n(y)
〉= 1√
4y21 + 1
(
1
2
+ 3y1
)
,
which vary along the manifold. Figs. 23, 24 and 25 refer to three different values of time and show
the numerical solution (in red) and the rescaled function η (in black) are practically indistinguishable
for the considered value of ε. (For interpretation of the references to color in the ﬁgures, the reader
is referred to the web version of this article.)
4.2. Higher codimension
A main difference between codimension m > 1 and m = 1 is the non-uniqueness of the Filippov
vectorﬁeld which holds in general. Assume that there are m smooth manifolds M j = {x ∈Rd: h j(x) =
0} that locally divide Rd in 2m open regions (see e.g. Fig. 26 in the case m = 2)
Rσ =
{
x ∈Rd: σ j = sign
(
h j(x)
)}
, h j(x) 	= 0, σ = (σ1, . . . , σm), σ j ∈ {−1,+1}.
We assume that in each region Rσ the vectorﬁeld fσ is smoothly extended to Rσ .
In general there are inﬁnitely many (a convex set of dimension p = 2m − (m + 1)) Filippov vector-
ﬁelds
Fλ(x) =
∑
σ
λσ fσ (x), λσ ∈ [0,1],
∑
σ
λσ = 1
fulﬁlling the condition Fλ(x) ∈ TxM, M =⋂mj=1 M j . Indeed this condition reads〈
Fλ(x), Dh j(x)
〉= 0, j = 1, . . . ,m
which – together with
∑
σ λσ = 1 – impose only m+ 1 linear conditions to the 2m parameters {λσ }.
The theory developed above shows that under the assumptions of Theorem 1.1 after reaching the
discontinuity manifold M1 the regularized solution yε remains in an ε-neighborhood of the limit
Filippov solution y0. It may happen that at some time t¯ , y0 hits another discontinuity manifold M2,
thus leading yε into an ε-neighborhood of M = M1 ∩ M2.
A rigorous analysis of the behavior of yε once it has reached an ε-neighborhood of the codimen-
sion 2 singular manifold M is an open problem.
Here we advance a conjecture substantiated by an example. We set y¯ = y0(t¯) and let d(x,E) the
distance of x ∈Rd from a set E .
3274 G. Fusco, N. Guglielmi / J. Differential Equations 250 (2011) 3230–3279Fig. 23. The computed normal component of the solution (in red) versus the function η(y) at t = 0.98 where y1 ≈ 0.4, y2 ≈ 0.16
and pd = −0.8590, qd = 1.3275. (For interpretation of the references to color in this ﬁgure, the reader is referred to the web
version of this article.)
Fig. 24. The normal component of the solution versus the function η(y) at t = 1.18 where y1 ≈ 0.25, y2 ≈ 0.0625 and pd =
−0.4472, qd = 1.118. (For interpretation of the references to color in this ﬁgure, the reader is referred to the web version of
this article.)
Fig. 25. The normal component of the solution versus the function η(y) at t = 1.24 where y1 ≈ 0.18, y2 ≈ 0.0324 and pd =
−0.207, qd = 1.04. (For interpretation of the references to color in this ﬁgure, the reader is referred to the web version of this
article.)
Fig. 26. Plane section of the case of 2 intersecting discontinuity surfaces in R3. The vectors n and n′ indicate the normal vectors
to the surfacesM1 andM2.
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d
(
yε(t),M) Cε for t ∈ [t¯, t¯ + ),
for some constants C > 0,  > 0, independent of ε.
(a) If the Filippov vectorﬁeld on M is uniquely determined, then there exists
y0(t) = lim
ε→0+
yε(t) for t ∈ [t¯, t¯ + ),
where y0 is the Filippov solution lying on M with initial condition y¯.
(b) If the Filippov vectorﬁeld on M is not unique, then yε(t) converges only along subsequences εn → 0+ .
Moreover given any Filippov vector F ∈ T y¯M, the sequence εn can be chosen in such a way that
d
dt
lim
εn→0+
yεn(t¯) = F .
Conjecture 4.1(b) would imply the set of limit points Y 0(t) of the set
Y ε(t) = {yε(t), ε ∈ (0, ε0)}
changes dimension across t = t¯ , a phenomenon reminiscent of the “fattening”, observed in a different
context (see e.g. [16,6]).
4.3. Example
Let
(
P′
)
y˙(t) =
⎧⎪⎪⎨⎪⎪⎩
f 1(y) if h1(y) > 0, h2(y) > 0,
f 2(y) if h1(y) < 0, h2(y) > 0,
f 3(y) if h1(y) > 0, h2(y) < 0,
f 4(y) if h1(y) < 0, h2(y) < 0,
where f 1, f 2, f 3, f 4 : N y¯ ⊂ Rd → Rd and h1,h2 : N y¯ → R are smooth functions deﬁned in an open
neighborhood N y¯ of y¯.
We examine an example with d = 3 introduced in [9], with constant vectorﬁelds
f 1 =
(−1
−1
1
)
, f 2 =
( 1
−1
v
)
, f 3 =
(−1
1
v
)
, f 4 =
(1
1
1
)
,
where
M1 = {y: y1 = 0} and M2 = {y: y2 = 0}.
Consequently M = {y = (0,0,u): u ∈R}.
If v = 1 we have that the Filippov vectorﬁeld (0,0,1) is unique; if v = −1 the Filippov vectorﬁelds
are given by Fλ = (0,0, λ), λ ∈ [−1,1].
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(
P′
)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
y˙(t) = 1
ε
t∫
t−ε
[
H
(
h1
(
y(s)
))
H
(
h2
(
y(s)
))
f 1
(
y(s)
)
+ H(−h1(y(s)))H(h2(y(s))) f 2(y(s))
+ H(h1(y(s)))H(−h2(y(s))) f 3(y(s))
+ H(−h1(y(s)))H(−h2(y(s))) f 4(y(s))]ds, t > 0,
y(t) = ψ(t), t ∈ [−ε,0]
takes the form
y˙1(t) = 1
ε
t∫
t−ε
[
H
(
y1(s)
)
(−1) + H(−y1(s))(+1)]ds, (155)
y˙2(t) = 1
ε
t∫
t−ε
[
H
(
y2(s)
)
(−1) + H(−y2(s))(+1)]ds, (156)
y˙3(t) =
⎧⎪⎪⎨⎪⎪⎩
1, if v = 1,
1
ε
t∫
t−ε
[(
2H
(
y1(s)
)− 1)(2H(y2(s))− 1)(+1)]ds, if v = −1. (157)
The initial datum ψ is taken independent of ε such that ψ(0) = yˆ with | yˆ2| < | yˆ1| so that the
solution reaches ﬁrst the manifold M1. We assume yˆ1, yˆ2 > 0. Let t = t1 the time instant such that
yε1(t) = 0 and t2 > t1 the time instant such that yε2(t) = 0.
We have that t1 and t2 are independent of ε and t2 = t¯ , t¯ the time in Conjecture 4.1.
This follows from
(i) the vector ﬁeld is piecewise constant in the 4 orthants;
(ii) Eq. (156) for y2 is independent of y1.
We have therefore
yε(t) = y0(t), t ∈ [0, t1],
yε2(t) = y0(t), t ∈ [t1, t2],
where y0(t) = limε→0 yε(t) for t ∈ [0, t2].
Eqs. (155) and (156) are decoupled; therefore Theorem 1.1 implies that the ﬁrst and the second
components of the solution converge to zero. The solution yε1, for t  t1 can be computed explicitly
(by means of (67)) and is 2ε-periodic. In the ﬁrst period [t1, t1 + 2ε] it is given by
yε1(t) =
{
− 1ε (t − t1)(t − t1 − ε) for t1  t  t1 + ε,
1
ε (t − t1 − ε)(t − t1 − 2ε) for t1 + ε  t  t1 + 2ε.
Similarly for t  t2, yε2 is 2ε-periodic as well and is given in the ﬁrst period [t2, t2 + 2ε] by
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{
− 1ε (t − t2)(t − t2 − ε) for t2  t  t2 + ε,
1
ε (t − t2 − ε)(t − t2 − 2ε) for t2 + ε  t  t2 + 2ε.
From the previous formulas for yε1 and y
ε
2 and (157), it follows that
y¯ = lim
ε→0 y
ε(t2) = (0,0, y¯3)T
is given by
y¯3 = yˆ3 − t2 if v = 1,
y¯3 = yˆ3 − t1 if v = −1.
Since t1 and t2 depend only on yˆ also y¯ depends uniquely by yˆ.
If v = 1, using (157), we conclude that, in agreement with Conjecture 4.1(a), yε(t) converges to
the unique Filippov solution
y0(t) = y¯ + (0,0,1)T(t − t2) for t  t2 = t¯.
Then consider the second case v = −1.
Since the right-hand side of (157) only depends on the sign of yε1 and y
ε
2, in order to determine
the solution yε3 it is suﬃcient to observe that
yεi (t)
{
> 0 if ti + 2ε  t  ti + (2 + 1)ε,
< 0 if ti + (2 + 1)ε  t  ti + 2( + 1)ε,  = 0,1, . . . .
Let t2 = t1 + 2rεε + 2δεε where rε is a non-negative integer and δε ∈ [0,1).
By algebraic manipulations we get
t∫
t−ε
1
ε
(
2H
(
yε1(s)
)− 1)(2H(yε2(s))− 1)ds = 2|δε − 1| − 1.
This implies
yε3(t) = yε3(t2) +
(
2(1− δε) − 1
)
(t − t2) for t  t2
(see the examples in Figs. 27 and 28, where different initial values determine different time instants
t1 and t2 and therefore a different behavior of the solutions). This means that by changing ε or by
varying the initial value we are able to change the solution y3(t).
Choosing for example
εn = t2 − t1
2n + 1− λ,
which means rεn = n, δεn = 1−λ2 , we obtain indeed the solution
y0,λ(t) = y¯ + (0,0,1)Tλ(t − t2) for t  t2,
in agreement with Conjecture 4.1(b).
The rigorous analysis of this phenomenon is left for future investigations.
3278 G. Fusco, N. Guglielmi / J. Differential Equations 250 (2011) 3230–3279Fig. 27. The graph of yε1(t) (blue) and y
ε
2(t) (red) for an initial value yˆ1 = 1.1, yˆ2 = 1, ε = 10−3; the wrinkles are perfectly in
phase so that yε3 is linear with slope −1. (For interpretation of the references to color in this ﬁgure, the reader is referred to
the web version of this article.)
Fig. 28. The graph of yε1(t) (blue) and y
ε
2(t) (red) for an initial value yˆ1 = 1.1, yˆ2 = π4 , ε = 10−3; clearly the wrinkles are not
in phase; the resulting slope of yε3 is −0.1958. (For interpretation of the references to color in this ﬁgure, the reader is referred
to the web version of this article.)
4.4. Conclusions
In this paper we have discussed some novel aspects related to the regularization of differential
equations with discontinuous right-hand side with application to neutral state dependent delay dif-
ferential equations. We have proven that, when a classical solution ceases to exist, the regularized
solutions do instead exist and behave consistently with the weak solution in the sense of Filippov.
G. Fusco, N. Guglielmi / J. Differential Equations 250 (2011) 3230–3279 3279This is true when the discontinuity manifold has codimension equal to 1 and also appears to be true
in higher codimension when a unique Filippov solution exists.
If instead the Filippov solution is not unique, we advance a conjecture substantiated by an ex-
plicit example that the regularized solution converges only along subsequences to different Filippov
solutions.
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