University of Wollongong

Research Online
University of Wollongong Thesis Collection

University of Wollongong Thesis Collections

2014

Simultaneous measurement of the system
parameters for a self-mixing interferometry
Yan Gao
University of Wollongong

Recommended Citation
Gao, Yan, Simultaneous measurement of the system parameters for a self-mixing interferometry, Doctor of Philosophy thesis, School
of Electrical, Computer and Telecommunications Engineering, University of Wollongong, 2014. http://ro.uow.edu.au/theses/4357

Research Online is the open access institutional repository for the
University of Wollongong. For further information contact the UOW
Library: research-pubs@uow.edu.au

Simultaneous Measurement of the
system parameters for a Self-Mixing
Interferometry
A thesis submitted in partial fulfilment of the requirements
for the award of the degree

Doctor of Philosophy
from

UNIVERSITY OF WOLLONGONG
by

Yan Gao

School of Electrical, Computer and Telecommunications Engineering
December 2014

Statement of Originality

I, Yan Gao, declare that this thesis, submitted in partial fulfilment of the requirements
for the award of Doctor of Philosophy, in the School of Electrical, Computer and
Telecommunications Engineering, University of Wollongong, is wholly my own work
unless otherwise referenced or acknowledged. The document has not been submitted for
qualifications at any other academic institution.

Yan Gao
27 April 2015

Abstract

In recent decades, self- mixing interferometry (SMI) has been an active and promising
technique for non-contact sensing and instrumentation. The basic structure of an SMI
consists of a Semiconductor laser (SL), or called laser diode (LD), a focusing lens and a
moving target which forms the external cavity of the LD. When a portion of light
emitted by the LD is backscattered or reflected by the vibrating external target and reenters the laser cavity, a modulated lasing field will be generated. The modulated laser
power, detected by a photodiode (PD) packaged at the rear facet of LD, is called an SMI
signal. It carries the information of the external target vibration and the parameters
related to the LD. Generally, there are two classes of applications for SMI based
sensing: (1) estimation of parameters associated with the LD and (2) measurement of
the metrological quantities of the external target of the LD. The existing methods show
that each class requires the knowledge from the other, e.g. the estimation of the
parameters associated with the LD requires the knowledge of the target movements
while the accurate measurement of the target movements needs to know the knowledge
on LD parameters. Hence, it is very important to investigate how to simultaneously
measure the parameters associated to both the target and the LD using SMI technology.

In this dissertation, an SMI experimental system is implemented for investigating
the features of SMI signals. The system behaviour can be described by the widely
accepted SMI model which is derived from Long-Kobayashi (L-K) equations.

I

Firstly, the method for simultaneously retrieving the vibration of the target and
the LD parameters are proposed under the condition of that the target is in periodical
vibration. According to the L-K equations, the waveform of an SMI signal is
determined by both internal and external cavity parameters of the LD. The parameters
include linewidth enhancement factor (also referred as

 ), optical feedback level factor

(denoted as C ) and the movement status of the external target.



is an important

physical parameter for an LD as it characterizes the linewidth, the chirp, the injection
lock range in an LD. However, its value can be modified by the LD operation
conditions such as the injection current, the feedback level and so on. The parameter C
tells the operational modes of an LD application system. An LD is considered to operate
in weak optical feedback regime when 0  C  1 ; it runs in moderate feedback regime
for 1  C  4.6 and in strong feedback regime when C  4.6 .

Starting from the existing SMI model, a set of linear equations is derived. By
careful selection of data samples, the linear equations can be made independent and then
used to determine



and C , as well as the movement of the target. Simulations and

experiments are both conducted to verify the proposed method, and the results reveal
that the proposed approach is capable of working at weak, moderate and strong optical
feedback regimes.

Secondly, an improved method is presented for lifting the limitation existing in
above proposed method. As the above method only works when the target is subject to
a periodic movement, the purpose of the improved method is to present a new approach
which is able to simultaneously retrieve LD related parameters and the target movement
in arbitrary form, thus lifting all the restrictions in existing methods. In this method, the
arbitrary movement of the target is expressed by a polynomial. Also based on the
II

existing SMI model, a new matrix equation is derived for the measurement of those
parameters.

The measurement matrix is built by employing all the available data

samples obtained from an SMI signal. The Total Least Square estimation approach is
used to estimate the parameters. The effectiveness of the improved method is verified
by both simulations and experiments.

To facilitate the proposed methods and improve the measurement accuracy, the
reduction of the noises contained in experimental SMI signal, especially for the
impulsive noise, is discussed in the dissertation.

Two approaches named outlier

detection and sequential least square estimation are proposed to enhance the signalnoise ratio (SNR).

In addition, the error analysis and data processing method for frequency-domain
based alpha measurement are also conducted. The presented results are helpful for
investigating the influence factors on the alpha factor.

All the results on parameters C and alpha presented in the dissertation are
compared with the existing methods and the movement of the target obtained by the
proposed methods are verified by the commercial displacement sensor LTC-025-04-SA
from MTI instruments.

III

Acronyms

SMI

self- mixing interferometry

SL

semiconductor laser

LD

laser diode

PD

photodiode

TLS

total least square

LS

least square

SLSE

sequential least square estimation

SNR

signal-to-noise ratio

EOF

external optical feedback

a.u.

arbitrary unit
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Chapter 1. Introduction

1.1
1.1.1

Background
Self-mixing interferometry system

As a promising technique for non-contact sensing and its instrumentation, self- mixing
interferometry (SMI) systems have been studied extensively in recent decades. When a
beam of laser light is focused on a remote moving target, a portion of the light is
reflected or scattered back to the laser cavity. The reflected or backscattered light, also
known as the optical feedback, leads to a modulation in both the amplitude and the
frequency of the lasing field [1]. This phenomenon is called the self- mixing effect, from
which SMI was developed. The new lasing field, which can be measured as laser output
power, carries information describing not only the laser diode (LD) but also the remote
target. The laser output power is referred to as the SMI signal, and has been
demonstrated to be useful for highly accurate sensing applications.
SMI-based sensing is a multi-disciplinary area involving laser physics, signal
detection, analog/digital signal processing, parameter estimation and system control.
This dissertation focuses on the study of an SMI system for measuring multiple
parameters, including the target movement and the parameters associated with the LD,
is discussed. In addition, signal processing techniques for improving the measurement
accuracy are also investigated.

1

1.1.2

Mathematical model of an SMI system

In an SMI system, the LD and the moving external target can be considered as a
compound cavity laser configuration shown in Figure 1-1; the mathematical model for
the compound cavity laser is obtained by adding an external feedback term to the
standard laser equations [2].
PhotoDiode

Laser
cavity

External
cavity

Moving target
rext

rL

Lext

LLD

Figure 1-1 Co mpound cavity laser [3]

The behaviour of this compound laser is described by the well-known Lang–
Kobayashi rate equations as follows [3]:

dE (t ) 1 
1 
k
 GN  N (t )  N 0    E (t )   E (t   )  cos 0   (t )   (t   )  (1.1)
dt
2 
 p 
 in
d (t ) 1 
1  k E (t   )
  GN  N (t )  NT     
 sin 0   (t )   (t   ) 
dt
2 
 p   in E (t )

(1.2)

dN (t )
N (t )
2
J
 GN  N (t )  N 0  E (t )
dt
s

(1.3)

where the contribution of the nonlinear gain suppression, the spontaneous emission and
multiple reflections are neglected. The physical meanings of the symbols in Equations
(1.1) to (1.3) are summarised in Table 1-1.
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Table 1-1 Physical meanings of symbols in Equations (1.1) to (1.3) [3]

Symbol Physical meaning
E (t )

Laser electric field

 (t )

Phase of the laser electric field with optical feedback

E 2 (t )

Photon density in the laser cavity

N (t )

Average carrier (electron-hole pairs) density in the active layer

0

Angular frequency of the unperturbed laser

GN

13 3 -1
Modal gain coefficient (typical value GN  8 10 m s )

N0

24 -3
Carrier density at transparency (typical value N0  1.4 10 m )

Carrier density at threshold for the unperturbed laser (typical value

NT

NT  2.3 1024 m-3 )

p

Photon lifetime (typical value  p  1.6ps )

 in

Diode cavity round trip time



External cavity round trip time(  

s

Carrier lifetime (typical value

J

Injection current

k

Optical feedback parameter



Linewidth enhancement factor

2 Lext
)
c

 s  2ns )

To relate the laser output power (proportional to E 2 (t ) ) in the presence of the optical
feedback to the external cavity round trip phase
Equations

(1.1)

to

(1.3)

are

obtained

N (t )  Ns  constant

3

by

0  2ks , stationary solutions of
taking

E(t )  Es  constant and

Derived from Equation (1.1) to (1.3), a widely accepted mathematical model for
describing an SMI system is shown below[3]:

p  t   p0 1  m  g  t 

(1.4)

g  t   cos F  t 

(1.5)

0  t   F  t   C  sin F  t   arctan  

(1.6)

0  t   4 L  t  0

(1.7)

where t is the time index. Equation (1.4) shows the LD emitting power intensity, where

p  t  and p0 are laser intensities with and without the external optical feedback,
respectively. When the external cavity exists, the laser intensity of a free-running LD is
modulated by a factor of m  g  t  , where

m is the modulation index (typically

m  103 ). In Equation (1.5), g  t  represents the influence of the external cavity on the

laser intensity, which is the SMI signal obtained from the SMI system. The phase
condition Equation (1.6) is the phase condition equation with respect to t , where 0  t 
and F  t  are laser phases without and with the external cavity, respectively. Equation
(1.7) describes the relation between 0  t  and the instantaneous external cavity length,
where L  t  is the instantaneous external target movement and

0 is the emitting

wavelength of free-running lasers.

In particularly, there are two very important parameters
model.





and C in above

is an important physical parameter for an LD as it characterizes the

linewidth, the chirp, the injection lock range in an LD, as well as the response of the LD
to optical feedbacks However, its value can be modified by the LD operation conditions
4

such as the injection current, the feedback level and so on. The parameter C tells the
operational modes of an LD application system. An LD is considered to operate in weak
optical feedback regime when 0  C  1 ; it runs in moderate feedback regime for
1  C  4.6 and in strong feedback regime when C  4.6 . The value of C is determined

by the following formula:

C 

R

1  R2  3 1   2
 LD
R2

where R2 , R3 ,  and  LD are respectively, the power reflectivity of the LD
cavity, the power reflectivity of the external cavity, the coupling coefficient of the
feedback power, and the round trip time in the LD cavity. It is noted that

 ,

and 

are not fixed values. Hence, it is obvious that the value of C varies in different LD
systems.

1.1.3

SMI signals

Examples of simulated SMI signals incorporating different optical feedback levels are
generated by the mathematical model described above. Two periods of an SMI
waveform according to the external oscillation are depicted in Figure 1-2. Figure 1-2(a)
is a sinusoidal oscillating movement with the main frequency of 100 Hz, and Figures 12(b), (c) and (d) are its corresponding SMI signal under three different optical feedback
regimes. The optical feedback level, denoted as C , describes the coupling strength of
the optical feedback in the LD cavity and is used for classifying optical feedback
regimes as: weak, where 0  C  1; moderate , where 1  C  4.6 ; and strong , where
5

C  4.6 . In the weak feedback regime, the SMI waveform is still sinusoidal- like, while

in the moderate and strong feedback regimes, the SMI waveforms become sawtoothlike.
(rad)

 0(t)

50

(a)

0

-50

0

0.005

0.01

0.015

0.02

g(t)

1
(b)

0
-1

0

0.005

0.01

0.015

0.02

g(t)

1
0
-1

(c)

0

0.005

0.01

0.015

0.02

g(t)

1
(d)

0
-1

0

0.005

0.01
t (s)

0.015

0.02

Figure 1-2 Simu lated SMI waveforms : (a) waveform of the external vibrat ion, (b) SMI waveform under
weak feedback with C /   0.800 / 4.000 , (c) SM I waveform under moderate feedback with

C /   3.000 / 4.000 and (d) SM I waveform under strong feedback with C /   5.000 / 4.000 .

1.2

Lite rature review

Because the SMI signal carries information on both the target and the parameters
associated with the LD [4], there are two classes of applications for SMI-based sensing:
(1) measurement of the metrological quantities of the external target and (2) estimation
of parameters associated with an LD. This literature review is focused on using SMI for
the measurement of the target’s vibration or displacement and the use of SMI for
measuring the LD’s physical parameters. The estimation of the LD parameters mainly
focuses on the linewidth enhancement factor (  ) and the optical feedback level ( C ).

6

In following parts of this section, the existing methods for vibration or
displacement measurement and the existing methods for parameters estimation (  and

C ), especially SMI–based methods, are reviewed, respectively. In addition, the
reported experimental measurement results reported in the literature on the linewidth
enhancement factor obtained by using the different approaches are also briefly
summarised.

1.2.1

SMI-based vibration measurements

Vibration or displacement measurement using the SMI system is a relatively new and
promising technique with high measurement accuracy. For the basic application of
detecting the displacement of a target, the LD is driven by a constant current, a lens is
used to focus or collimate light onto the target. Advantages of the SMI-based sensing
are the following [5]:
 no optical interferometer external to the source is needed, resulting in a very
simple, part-count-saving and compact set-up;
 no external photodetector (PD) is required, because the signal is provided by the
monitor photodiode contained in the LD package;
 the sensitivity of the scheme is very high, being a sort of coherent detection that
easily attains the quantum detection regime (i.e. sub-nm sensitivity in pat length
is possible);
 successful operation on rough diffusive surface can be achieved;
 information is carried by the laser beam and it can be picked up everywhere
(also at the remote target location).
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Similar to the traditional Michelson interferometry, SMI is also established on the
principles of the light wave interference that results from the superposition of two
coherent optical wavefronts that have propagated through different length of paths.
Every fringe in an SMI signal corresponds to a half- wavelength shift of the external
movement in the LD optical axis direction.
Initially, the SMI-based measurement methods are developed based on the
detection of the fast fringe transition with a resolution of half-wavelength (


). And
2

then, with the development of the SMI technique, the measurement resolution can be
greatly improved by using different measuring techniques ( sub


2

). Specifically, the

resolution can be improved by two different techniques [5]:
 Fast modulation technique: generation of a fast modulation of the interferometer
phase by means of LD current modulation or increase of optical path difference;
 Digital processing technique: the self- mixing signal is sampled and digital
processing is performed with the goal of inverting the function of g F  .
In the following, (1)SMI-based methods with half- wavelength resolution and
(2)improved SMI-based methods using fast modulation technique and digital processing
technique are reviewed chronologically, respectively.
1.2.1.1 SMI-based methods with half- wavelength resolution
In 1978, a compact self-aligning interferometer was developed by Donati [1] using a
dual polarisation Zeeman stabilised He-Ne laser for measuring the displacement and the
velocity of a remote object. The system structure of the proposed interferometer is
shown in Figure 1-3. The structure is based on the theory that light reflected into the
laser cavity introduces laser field modulation of amplitude as well as the frequency, and
8

the driving terms are the in-quadrature interferometric signals cos 2ks and sin 2ks
(where

s is the object distance and

k is the wave number). After AM and FM

demodulation, the interferometric signals made available for the displacement
measurement are denoted as s and those for the velocity measurement are denoted as s .
The resolution of the displacement measurement is only half a wavelength. This SMIbased interferometer was implemented based on the analog circuit. The accuracy
interferometer was very sensitive to the noise and additional optical components were
required to cancel the speckle pattern effect.
He-Ne
LD

PD

Polarizer 1

Coil

Frequency
Demodulation

Object

Magnet

Polarizer

Integrator
sin 2ks

Amplifier
Amplitude
Demodulation

cos 2ks
x
s
x
ś

Figure 1-3 System structure of the AM and FM demodulation interfero meter [1]

In 1995, the first laser feedback interferometer that was capable of using a single
interferometric channel to measure arbitrary displacement without ambiguity was
reported by Donati et al [3]. The schematic configuration of this fringe-counting
interferometer is shown in Figure 1-4. In the experimental set up, a single mode LD was
employed as the light source and the laser output power was detected by the PD
packaged at the rear facet of the LD. The detected signal was fed through the transimpedance amplifier followed by the high pass filter, pulse polarity discriminator and
up-down counter for the fringe counting and displacement reconstruction.
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Attenuator

PD
LD

Reflecting target

I

Trans-Z
Amplifirer

High-pass
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Pulse
Polarity
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r

Monostable
Multivibrator

Down

Monostable
Multivibrator

Up

Up-Down
Counter

Display

Figure 1-4 Schematic configuration of the fringe-counting interfero meter [3]

The structure of the LD and PD shown at the top of Figure 1-4 is a classical
optical head for SMI-based sensing. In Donati et al’s work, the relationship between the
laser output power and the external target displacement was derived based on the Lang–
Kobayashi equations [3], and then a fringe counting method, in which each fringe
corresponds to a half-wavelength displacement, was proposed for measuring the
displacement under moderate feedback. It was reported that the dynamic measuring
range of the displacement is 1.2 m for distances up to 2.5 m, with a resolution of half a
wavelength. Although the measurement accuracy was limited by the LD emitting
wavelength, which relied on the injection current and operating temperature, this
experiment provided a promising solution for using a single interferometric channel to
measure displacement. This was a milestone work in the history of the laser feedback
interferometer.
In the following year, Donati et al [6] published a prototype of the LD feedback
interferometry using the method proposed in their previous paper [3]. Improving on the
complex set-up illustrated in their paper [3], the laser source, collimating lens, variable
attenuator, thermoelectric cooler, temperature sensor and preamplifier were all
compacted

into

a

small

optical

head

with

the

dimensions

20 mm  20 mm  50 mm (length) as the interferometer front sensor. A signal processing
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board connected to a personal computer enabled the results of the displacement
measurement to be directly available in metric units and could also be used to correct
measurement errors induced by temperature fluctuations. The measurement range of
this prototype had been extended to 2 m, but the operating condition of the
interferometer was still limited to the moderate feedback regime because of the fringe
counting measuring method adopted in this prototype.
In 1997, Merlo et al [7] presented an approach for measuring the displacement
in a weak feedback regime that was based on the numerical analysis by Donati et al [3].
By analysing the characteristics of the laser output power, rules for discriminating the
direction of the displacement in a weak feedback regime were presented. This enabled
the fringe counting method to be used in a weak feedback regime. With the accurate
detection of the fringes using computer processing, the reconstruction accuracy of this
approach was on the order of tens nanometres for displacements of a few micrometres.
However, it is worth noting that the LD parameters, C and



, involved in the

displacement reconstruction need to be known prior to the actual measurement. In the
work by Merlo et al [7], a theoretical value of   6 was adopted and the optical
feedback level C was pre-determined by carrying out the calibration algorithm o n
experimental set-ups. The requirement for pre-knowledge of the parameters associated
with LD makes the measurement difficult in practice.

1.2.1.2 Improved SMI-based methods
1.2.1.2.1 Fast modulation technique


LD current modulation methods
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In 1987, a type of active LD interferometer was implemented by Yoshino et al [8]. The
phase of the laser was locked to a certain condition by feeding the interference signal
back to the LD injection current so that the feedback signal was proportional to the
displacement of the external object. In Yoshino et al’s paper, two interferometers,
Twyman–Green and self-coupling, were demonstrated using this feedback approach.
The schematic diagrams of the Twyman–Green and self-coupling interferometers are
illustrated in Figure 1-5 and Figure 1-6, respectively. A dynamic range of 8  9 m with
a precision of 10  60nm for the linear scale displacement measurement was achieved.
Another advantage of this kind of active LD interferometer is that it can be used for
stabilising the Twyman–Green interferometer operation with a stabilisation factor of
more than 100. However, it should be noted that the experimental set-ups used by
Yoshino et al [8] for both interferometers are quite complex and require very precise
controls that makes them difficult to implement in practice.
Mirror 2
(reference)
I0

L2

Mirror 1 (object)
D

LD
L

I
Polarizer
PD
P0

Amplifier
(feedback interference signal)

V

Figure 1-5 Schematic d iagram of the Twy man– Green interfero meter [8]
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Lens
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LD

Current Source

PBS 2

Oscillator
feedback
interference
signal

Loudspeaker
(object)
Scanning
Fabry-Perot

PD
Lock-in

Amplifier
Reference

Figure 1-6 Schematic d iagram of the self-coupling interfero meter [8]

In 1999, a phase locking method based on the LD current modulation was
proposed by Suzuki et al [9] for measuring absolute distance and the displacement. In
this work, absolute distance was measured by the frequency of the SMI signal under
feedback control, and the displacement measurement was implemented by the feedback
control in phase- locked laser diode interferometry instead of numerical calculation.
LD Package
PD

Lens
LD

PZT

LD feedback
signal
Signal Processing
Circuit

Mirror
(object)

LD
Modulator

Neutral-Density
Filter
DC Bias
Current
Oscillator

Modulating Signal

Figure 1-7 Schematic configuration of the self-mixing phase-locked interfero meter [9]

The schematic configuration of the proposed interferometer is illustrated in
Figure 1-7; the optical system was relatively simple compared with the conventional
phase- locked laser diode interferometer. The measurement of the distance and the
displacement can be performed in real-time because no special signal processing is
required. Because the estimation of the distance and the displacement involved
simplification, and because the system was very sensitive to noise, the measurement
accuracy achieved by Suzuki et al [9] was unsatisfactory.
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In 2003, also starting from the idea of locking of the system to half the
interferometric fringe, an improved self- mixing LD vibrometer was published by
Giuliani et al [10]. In this work, a well-designed controlling system containing a servofeedback loop and a laser power compensation path were used for wavelength
modulation via LD modulator with the active phase-nulling technique. The dynamic
measurable range of the interferometer based on phase locking was extended to
180  m while retaining good sensitivity to sub-wavelength vibration. However, it only

can be used in the moderate feedback regime and pre-estimation of the initial distance
between the sensor and the target was required. Additionally, the intrinsic measureme nt
error induced by linearisation of the displacement within half-wavelength should be
always considered



Optical path modulation methods

In 2000, a phase shifting method using an optical feedback displacement sensor was
been designed by Servagent et al [11]. To generate supplementary variations in the
optical path difference between the sensor and the target, an electro-optical modulator
based on a lithium niobate crystal was inserted into the optical path. In the experiment, a
displacement of 2.34  m with a maximum error of 65 nm (resolution of  12 ) was
obtained by using three phase shifts and the double resolution algorithm. This method
suffered from noise as well as the speckle effect, and it was confined to the weak
feedback regime. This was the first time that a phase shifter had been coupled with an
external cavity laser diode to improve the accuracy of the optical feedback
interferometer displacement sensor.
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Later in 2001, a smart optical sensor for displacement measurement in
submicron was proposed by Wang et al [12]. The idea for this type of SMI system was
that the phase of the SMI signal was firstly modulated by the external cavity length and
then demodulated by the Fourier transform analysis technique. As a consequence, the
displacement can be extracted from the phase information obtained from the first-order
component of the laser power spectra using the Fourier transform method. The
schematic diagram of Wang et al’s interferometer is illustrated in Figure 1-8. It is worth
mentioning that a piezo-electric transducer was used as the external cavity modulator by
attaching the LD package to it.
PZT Driver

Displacement

Temperature
Controller
Neutral-Density
Filter

External Cavity
Modulator

PD

Phase

Target

LD

Frourier
Transform

Computer

Synchronous
Sampling

A/D

LD Driver

Figure 1-8 Schematic d iagram of the external modulation interfero meter [12]

In the experiment, the displacement measurement, with an error of
approximately 8nm , was obtained for a triangular shape movement at a distance of 1
cm. Because only the first-order component of the laser power spectra was adopted for
phase extraction, the neglect of higher orders may lead to inaccuracy in the
measurement. In addition, the hysteresis of the piezo-electric transducer, fluctuations in
the laser injection current and the operating temperature, as well as the sub- mode of the
LD, may have led to the measurement error according to the error analysis reported in
the paper.
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In 2005, inspired by the work of Wang et al [12], an SMI for displacement
measurement that is based on a sinusoidal phase modulating technique was developed
by Guo et al [13]. The schematic diagram of the sinusoidal phase modulating
interferometer is shown in Figure 1-9. Because of the requirement that the frequency of
the laser should be unperturbed by the optical feedback, A He-Ne laser was employed
as the light source.
Neutral-Density
Filter

PD

Neutral-Density
Filter
PZT

He-Ne Laser

EOM

EOM Driver

Target
PZT Driver

Trigger
Signal Generator
Amplifier
A/D

Computer

D/A

Figure 1-9 Schematic d iagram of the external modulation interfero meter [13]

Instead of modulating the external cavity length [12], the phase of the SMI
signal was intentionally modulated by an electro-optic modulator that was located at the
external cavity. The displacement can be obtained from the phase of the interference
signal extracted by taking the first- and second-order of the laser spectra using Fourier
analysis. The result showed that the proposed interferometer was capable of measuring
displacement with an accuracy of  10 nm . Although there was no theoretical limitation
on the measurement range, it was still confined by the maximum operating frequency of
the electro-optic modulator and the maximum sampling rate of the analog/digital
converter in the system. The requirements for the stability of the laser frequency and the
weak feedback operating condition make implementation more difficult in practice.
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In 2010, to obtain real-time displacement measurement with high resolution,
Guo et al [14] proposed an integrating-bucket method for demodulating the interference
signal obtained by the sinusoidal phase modulation-based interferometer. This measured
displacement using the same experimental configuration presented in their earlier paper
[13], but with the introduction of the efficient demodulating method, the computation of
the signal processing has been significantly reduced. To the best of our knowledge, this
work has reported the highest measurement resolution using the SMI system for
displacement measurement. However, the limitations that are the same as those for the
previous prototype [13] together with a new error introduced by demodulating
algorithm.

1.2.1.2.2 Digital processing technique


Fringe interpolation methods

Responding to the demand for simple, fast and accurate displacement measurement
without extra optical components, Servagent et al [15] proposed a method using the
linear interpolation of individual fringes. In this work, a principle of linearity was
developed to interpret the sawtooth-like LD optical power variations. With this signal
processing, a resolution of  12 (where  was the LD emitting wavelength) was
achieved for displacement measurement of up to several micrometres. However, due to
the linear interpolation processing, Servagent et al’s processing method only had better
performance for larger feedback levels within the moderate feedback regime, and the
effects of C and



on signal waveforms had been neglected, which limited the

measurement accuracy.
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Phase unwrapping methods

In 2006, a method for joint estimation of the displacement and LD parameters using
phase unwrapping was proposed by Bes et al [16]. The proposed processing method
consisted of two steps. The first step was the rough estimation of the light phase with
optical feedback F  t  (see Equation (1.5)), which was the phase unwrapping achieved
by adding 2 to the wrapped phase arccos cos F  t  whenever a fringe occurs. The
second step was the joint estimation of C ,



and the displacement through the

proposed on-line optimisation of a criterion J  C, F    .
With the aid of the second procedure, the inaccurate unwrapping results obtained
from the first step can be corrected to some extent. A maximum accuracy of about
40 nm has been achieved for both harmonic and aleatory displacements according to

experimental results. However, this method was restricted to the moderate feedback
regime, and the optimisation method was quite sensitive to the noise contained in the
SMI signal because the criterion of the optimisation depended on the instantaneous
power of the reconstructed signal discontinuities. Additionally, the rough estimation for

F  t  induced an inherent system error that was solved by Fan et al [17] five years
later.
In 2010, Fan et al [17] proposed an improved phase unwrapping method and a
real time C estimation. Based on the studies of the characteristics associated with
signals observed in an SMI system, the wrapped light phase was unwrapped accurately
by conducting different actions on segments. As a result, the inherent errors contained
in Bes et al [16] have been eradicated. Combining the phase unwrapping and C
estimation methods, the displacement can be reconstructed successfully. However, it is
18

noted that the method still required the pre-knowledge of

,

which was not always

available in practice.
Interestingly, starting from the same point of view, Bernal et al [18] presented
another improved phase unwrapping method to deal with the inherent error contained in
the F  t  unwrapping of the method published by Bes et al [16] in 2013. The
improvement in F  t  unwrapping was based on detection of the peaks and valleys of
the SMI signals and on the use of the proposed Farccos function, which was derived from
the detailed study of the behavioural model of SMI signals. Consequently, the
estimation of C and



was improved, as well as the displacement measurement.

Although the precision has been further improved by the proposed method, the
increased computational time may hinder its usage in industrial applications.
Later, an adaptive transition method was proposed by Zabit et al [19] to improve
the accuracy of fringe jump detection. The proposed method was based on
differentiating between the different feedback regimes (very weak, weak, moderated
and strong) and converging automatically to the optimum threshold level required to
detect the SMI fringes. With the aid of accurate detection of fringes, the operation range
of the phase unwrapping method can be extended to all feedback regimes and will lead
to the development of a real-time system- in-package for industrial applications.
However, the problem is that fringe loss in a strong feedback regime, remains unsolved
[19], which degrades the performance of such a displacement sensor.
1.2.1.2.3 Other methods for improving the measurement performance
In 2006, because the resolution of the SMI-based interferometer was closely related to
the laser emitting wavelength, an SMI-based interferometer using a GaN laser was
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proposed by Hast et al [20] for measuring nanometre-scale displacement. The
processing of the measured signal was performed using Pearson’s correlation coefficient
and the cubic spline interpolation technique. A displacement of a 0  100 nm range with
the average deviation of 3.1 nm was achieved in the experiment. Due to the temperature
and current stability, as well as the dispersion effect of the external cavity, the signal-tonoise ratio of the SMI signal using the GaN laser was relatively poor, which brought
uncertainty for measurement accuracy. Moreover, the proposed method can only work
within the weak feedback regime.
Apart from carefully distinguishing the different segments of the SMI signal for
phase unwrapping, another potential problem affecting the accuracy of the displacement
measurement is the false detection of fringe transition due to the noise contained in the
instantaneous power (i.e., SMI signal). In 2007, a robust detection method for fringe
transitions using the wavelet transformation was proposed by Doncescu et al [21]. The
Hölder exponent was chosen and calculated using an evolutionary algorithm. Although
this method was semi-automated for reporting the scale analysis, it was a novel solution
for detecting the fringe periods that had a better robust performance in the literature.
In 2010, Zabit et al [22] proposed a fringe- loss compensation method for
displacement reconstruction. In this work, the laser phase 0  t  was reconstructed
using a slope-based reconstruction method that was simply seaming the detected laser
output power with an increase or decrease of 2 . The rules for detecting and
compensating for fringe loss were presented, and limited the error to around 40 nm for
micrometre range harmonic amplitude displacements. The advantages of this method
are that no optical components are required and it is time saving. However, it is only
suitable for the moderate feedback regime.
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In 2012, an interferometer based on the self- mixing effect with an embedded
autofocus system was demonstrated by Magnani et al [23]. Two algorithms, fringe
counting (see section 1.2.1.1) and fringe interpolation (see section 1.2.1.2), were
implemented for different feedback regimes. The sensor was very user friendly due to
the introduction of the autofocus system and the signal processing. But the measurement
accuracy was limited by the two simple algorithms adopted in the sensor that have been
described in the individual method introduction – the half wavelength resolution and the
inherent errors due to neglecting the influences of C and  on SMI waveforms.

1.2.2

SMI-based measurement for LD parameters

As introduced in the SMI model (see Section 1.1.2), the shape of the SMI waveform not
only depends on the movement of the external target but is also influenced by LD
parameters, especially the optical feedback level factor and the linewidth enhancement
factor. Therefore, another application of SMI is to estimate the parameters associated
with LD, mainly focusing on the optical feedback level and the linewidth enhancement
factor.
The optical feedback level, denoted as C , is an important parameter of an SMI
system that describes the coupling strength of the optical feedback in the LD cavity.
According to the value of C , the operational modes of an SMI system can be
categorised into three optical regimes [4]: the weak feedback regime where 0  C  1 ,
the moderate feedback regime where 1  C  4.6 and the strong feedback regime where
C  4.6 . A number of methods for displacement or vibration measurement require pre-

knowledge of the C value and are restricted to a certain operating regime. Moreover,
the nonlinear dynamics, the spectral behaviour and the chaos properties in an LD are
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also closely related to the C value [24-26]. Accordingly, it is of great importance to
estimate C when studying the behaviour of an LD and its applications.
The linewidth enhancement factor, also known as the  parameter, is a
fundamental descriptive parameter of the LD because it characterises the spectral
effects, modulation response, injection locking and the response to the external optical
feedback [27]. Because
understand





is essential to the LD analysis and design, it is important to

in terms of its value and whether and how it is influenced by operating

conditions in different implementations.
Two classes of
define





can be found based on a LD’s injection current. O ne is to

as a material parameter, denoted as material

 , when it is measured for LDs

driven by a current below the threshold current. The other is to define
operative parameter, denoted as effective

 , when the

threshold for LDs [28]. In the literature of





as an

injection current is above the

development over the past three decades,

researchers have devoted their efforts to exploring measuring techniques and improving
measurement accuracy.
The existing



measurement techniques can be classified into four groups as

follows: (1) methods based on linewidth measurement, (2) methods based on current
modulation, (3) methods based on optical injection induced by a master laser and (4)
methods based on SMI [29].
Among all of the techniques for measuring

 , the

SMI-based method is fast

and easy to perform.
 It does not require radio frequency or optical spectrum measurements.

22

 Experimental set-ups for measuring parameters are simple and compact; they are
self-aligned so that no additional optical components, such as a mirror or a
corner cube reflector, are required.
 The optical feedback level C , which has a close relationship with
obtained simultaneously when conducting



 , can be

estimation using the SMI-based

method.
Due to all advantages listed above, establishing an accurate measurement of



and C using SMI has been an attractive research topic that has drawn extensive
research work during the past decade.


Time domain method

In 2004, the first SMI-based method for



measurement was proposed by Yu et al

[30]. The method was based on geometrically measuring the waveforms of the SMI
signal on the screen of an oscilloscope as shown in Figure 1-10. When the LD operates
in the moderate feedback regime, the laser output power exhibits the hysteresis
phenomenon. In this case, the waveform is sawtooth- like. The example depicted in
Figure 1-10 is generated by using Equations (1.5) and (1.6), where C /   2.000 / 4.000
. When

0 increases, g 0  follows the path A1  B  B1 , which is different from the

path B1  A  A1 for decreasing

0 . Deriving from the SMI model, the nonlinear

equation set is obtained by using the relationship between the increasing hysteres is and
the decreasing hysteresis
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Figure 1-10 Measurement principle on  in [30] with C /   2.000 / 4.000
Thus, C and



can be solved from Equation (1.8). This is a very interesting approach

for the measurement of C and



because of its inherent simplicity and compactness

compared with the methods developed by other techniques. However, when C
increases to a certain value, the hysteresis area will cover 0,CB and 0, AD , and they
would disappear from the SMI waveform, which makes Equation (1.8) no longer valid.
According to the simulation result in Yu et al [30], this time domain method can only be
used when 1  C  3.5 . Furthermore, only four samples of the experimental data were
adopted for each C and



estimation, which will make it potentially suffer from the

noise.
In 2005, a data fitting method for C and



measurement using an SMI syste m

was published by Xi et al [31]. This work was developed based on the analysis of the
signals observed in an SMI system and then C and



were estimated using a gradient-

based optimisation algorithm that achieved the best data-to-theoretical model match.
According to the simulation verification, the proposed algorithm was robust and yielded
satisfactory estimation accuracy in the case of an additive noise environment. This
method is only suitable for measuring parameters within a weak feedback regime and
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requires pre-knowledge on the external target movement. For instance, the external
vibration must be a known pure harmonic, which is difficult to implement in practice.
In 2007, Yu et al in [32] proposed an improved method for measuring C and



that was based on the work by Xi et al [31]. The proposed method is still based on

the principle of data-to-theoretical model match, but a strategy for minimising a cost
function to achieve the best-fitting model was presented, so that in contrast to the
method of Xi et al [31], the requirement for the pre-knowledge of the external target
(the vibration frequency and magnitude) is partially relieved if proper initial values of

0 and 0 are selected. However, the external movement still needed to be simple
harmonic and the measurement of all parameters must be conducted in the weak
feedback regime.
Fortunately, the rigorous constraint on the priori knowledge regarding the
external target’s trajectory was completely resolved by Wei et al [33]. Although the
proposed method was still based on the data-to-theoretical model match, the adoption of
a Generic algorithm made this method able to achieve the minimisation with respect to
multiple variables simultaneously. The performance of this method indicated that an
accuracy of 3.8% can be obtained for the measurement of

 . Nevertheless, the external

target still needs to be subject to a simple harmonic vibration, and the SMI system must
be operating in a weak feedback regime.


Frequency domain method

In 2011, a frequency domain method using an SMI system was proposed by Yu et al
[34] for measuring the optical feedback parameter C . The C value was determined by
the analysis of the magnitude spectra of two phase signals derived from an SMI signal,
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that was,

0 and F . This method lifted the limitation in existing SMI-based methods

for measuring C . Two years later, Yu et al [27] published an improved frequency
domain method that was capable of measuring both C and



simultaneously. In this

work, the Fourier transform of the phase condition Equation (1.6) was obtained as

 F ( f )  0 ( f )  k11 ( f )  k22 ( f )

(1.9)

where 0 ( f ) is the Fourier transform (spectrum) of 0  t  ;  F ( f ) , 1 ( f ) and

 2 ( f ) are the Fourier transform (spectrum) components related to F  t  ; and k1 and
k2 are coefficients related to C and  , respectively.
Under the assumption that the external oscillation is simple harmo nic (pure
sinusoidal oscillation), Equation (1.9) can be simplified as

 F ( f )  k11 ( f )  k22 ( f )

(1.10)

In this case,  F ( f ) , 1 ( f ) and  2 ( f ) are known constants (complex numbers) at a
certain frequency component. By separating the real and imaginary parts of Equation
(1.10), C and



can be estimated by jointly solving the two equations for k1 and k 2 .

The advantage of this method is that there are no limitations on the range of C for the
measurement of



compared with existing SMI-based methods where a particular

approach is only valid for a particular range of C . In practice, the effectiveness of the
proposed method potentially suffers from the noise contained in the SMI signal and
imperfect pure harmonic vibration of the external target. The error analysis and the
effective data processing for implementing this method will be discussed and studied in
detail in Chapter 6.
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Based on the literature review above, a number of



values were collected from

the different papers. It is noted that the reported values for



varied across a large

range with respect to different LD structures, different measuring techniques or different



operating conditions. The reported values for

were also inconsistent for the LDs with

the same structure reported in different papers. The reported



measurements are

summarised in Table 1-2. For the vertical-cavity surface-emitting laser, values of 
from 3.2 to 5.3 were obtained using methods based on linewidth measurement [29, 35],
a value of 2.5 for



measured by the injection current modulation method [36], and

using the method based on optical feedback,
For distributed feedback lasers,





was measured as 5.2  0.7 [29].

was measured as 2.2 [37] and 5.4 [38] using

the linewidth measurement methods, between 1.8 and 6.5 using the methods based on
current modulation [39-45], and between 2.2 and 4.9 using the method based on optical
feedback [30].
A wider range of



values (between 1 and 14) were reported for Fabry-Perot

lasers [30, 46-49]. For example, values from 1.8 to 6.8 were obtained using the optical
feedback method [30, 46] and values from 1.0 to 14 were obtained using the method
based on the injection-locking technique [47] and values from 4.6 to 8.2 were obtained
using methods based on linewidth measurement [48, 49].
Besides basic laser structures, for channelled substrate planar lasers,



was

measured as 1.3 to 2.0 using the method based on current modulation [50], 3.9 and 4.4
using methods based on linewidth measurement [24, 51]. Other reported



values for

various types of LDs were found including 6.9  0.3 (method based on current
modulation) [52] for the mesa stripe lasers, 4.6  1.0 (method based on current
modulation) [53] for the buried optical guide laser.
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Apart from treating



as a constant parameter of LDs, some researchers studied

several influencing factors of LDs on



separately. The value of



varies when it is

subjected to an influential factor. On one hand, some researchers focus on the
dependence of



on LD’s structure from the manufacturing and the design aspects,

such as the lasing wavelength or the LD cavity length. It has been suggested that the
‘material

’

decreases with the an increase in the emitting wavelength when the

carrier density is fixed, and it will increase with the an increase in carrier density when
the emitting wavelength is fixed [48]. But values of



obtained at the gain-peak energy

remains approximately constant [48].
The dependence of



as the ‘effective

’

was studied from a LD operatio n

point of view in LD research and its application designs. It would be useful to
understand whether and how



is influenced by different LD operating conditions. The

influence of the LD operating temperature illustrated that the lower temperature has a
lower corresponding



[48, 54]. The influence of the LD output power has been

studied but with different conclusions [28, 55, 56]. Some studies found that



increases with increasing output power, especially when the laser output power exceeds
a saturation level [55, 56]. However, another study showed that no significant
dependence of the emitting power on
the external optical feedback on





is found [28]. Additionally, the influence of

has been reported recently, indicating that

the dependence on the external optical feedback [27, 45]. Because





has

is no longer a

constant parameter in LD operation based on this context, it is of significant interest to
investigate the influence of the LD operation conditions on
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Table 1-2 Reported experimental



Structure



measurement

Material

Wavelength

Operating
condi tion
1.1I th with a

Vertical-Cav ity Surface-Emitt ing Laser

5.7-6

-

1.55 m

current pulse
train
20 C  40 C

Air-post Vertical-Cavity SurfaceEmitting Laser

3.2  0.1

-

770 n m

Above I th

Oxide-confined Vertical-Cav ity Surface Emitting Laser

2.5

Single mode Vert ical-Cavity SurfaceEmitting Laser [29]

-

2.8I th
4.8I th

5.0  0.4

-

Above and
below I th

5.0  0.4

-

Above I th

2.5

Es timati on method
The temporal profile and the instantaneous
frequency(chirp) of the pulses generated by
gain switching[57]
Linewidth above the I th [35]
Injection current modulation[36]
The linewidth is measured
with
a 15
GHz FP
interfero meter above and
below I th

Linewidth
measurement

3.5  0.4
760 n m
-

Below I th

4.0

-

1.1I th

3.7

-

4.1

-

1.2 I th
1.35I th

4

-

1.5I th

Linewidth centre frequency
shift with subtracting the
centre frequency shift above
I th and power escaping

5.3  0.6
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Linewidth is obtained by a
range of current curve
Linewidth centre frequency
shift with only subtracting
the centre frequency shift
above I th

Current
modulation

AM/FM method

3.3  0.3

-

1.2 I th

6.2  0.3
6.2  0.3

-

1.2 I th
1.35I th

5.2  0.7

-

1.2 I th

3.5-3.7

-

1.55 m

InP / InGaAsP

1.3 m

Close to I th

2.2

InP / InGaAsP

1.3 m

Above I th

Field spectra[37]

5.4

InP / InGaAsP

1.54 m

Above I th

Linewidth [38]

6

InP / InGaAsP

1.55 m

5

InP / InGaAsP

5.6-6.7
6.5
6
6

InP / InGaAsP
InP / InGaAsP
InP / InGaAsP
InP / InGaAsP

2.2

-

635 n m

3.1

InGaAsP

1.55 m

4.9

InGaAsP

1.55 m

3.1
3.2

GaAlAs

785 n m
820 n m

3.4

GaAlAs

820 n m

Distributed feedback
2.2
Distributed feedback buried
heterostructure
Heteroepitaxial ridge overgrown
distributed feedback

Vapor phase transported distributed
feedback
Ridge distributed feedback
Distributed
SDL-7511-G1
feedback
ML776H11F(single
Multi-quantum
transverse mode)
well d istributed
ML925B11F (single
feedback
mode)
Fabry–Perot
DL7140-201
Fabry–Perot
HL8325G device1
triple quantum
HL8325G device1
well

1500 n m
1.55 m
1500 n m
1500 n m
1500 n m
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1.1I th
20 C  40 C

Above I th (
1.06I th , 1.5I th ,
1.88I th )
Above I th
Above I th
-

Above I th

Optical
injection

Vo ltage
locking

under

injection

Hopf Bifurcation

Optical
Self-mixing t ime domain
feedback
method[30]
The temporal profile and the instantaneous
frequency(chirp) of the pulses generated by
gain switching[57]
AM/FM noise [39, 40]

CPR (Chirp-Halfwidth product)[41]
CPR[48]
CHP[42]
FM/AM indexes[43]
Mode splitting [58]
FM/AM indexes[48]

Self-mixing technique in time do main[30]

-

-

2.6 I th

AM/FM method
Interfero meter
modulation)[44]

InGaAsP

1.55 m

2.4 I th

High
frequency
modulation[45]

Quantum well d istributed feedback

2.4

Quantum well d istributed feedback

3.2(free
running)
1.8(with
static
external
feedback)

Multimode Fabry–Perot laser

1.8-6.8 (six
modes)

-

Multimode Fabry–Perot laser

3.3  0.2

-

Multimode Fabry–Perot ridge quantum
dash laser

~1.0-~14

Gain-guided broad-stripe type laser
transverse mult imode

1.3  0.5

Transverse junction stripe

3.8
6.7-8.3

in jection

current

I op  17mA ;

mode spacing)

I op  30mA

InAs / InP

1.55 m
(Ground state)

Fro m I th to 105

PbCdS

3500 n m

GaAs / AlGaAs
GaAs / AlGaAs
GaAs / AlGaAs

-

Below I th
Below I th

Gain and wavelength shift[48]
CHP (Chirp to Modulated power rat io)[48]
Gain and wavelength shift[48]

1600 n m

Below I th

Gain and wavelength shift[48]

6.6
5.3

InP / InGaAsP
InP / InGaAsP
InP / InGaAsP
InP / InGaAsP

1610 n m
1310 n m
1540 n m

Gain and wavelength shift[48]
Gain and wavelength shift[48]
Gain and wavelength shift[48]

2.2-4.3

GaAs / AlGaAs

-

Above I th

3.9-5.2

GaAs / AlGaAs
GaAs / AlGaAs
mu ltimode laser
GaAs / AlGaAs

-

Above I th

FM/AM indexes[60]

1.3 m

Above I th

FM/AM indexes[61]

-

1.37 I th

InP / InGaAsP

1505 n m

-

4.6

8.2  4

8
4
Channel substrate buried heterostructure

Mach-Zehnder
frequency

1300 n m (0.8
nm mode
spacing)
1.55 m (1 n m

6.2  0.6

Buried heterostructure

using a
(high

3.7
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Above I th

mA
Below and
above I th

Self-Mixing interfero metry[46]

Fibre t ransfer function method[46]
Injection-locking technique[47]
Mode spectra below and above I th [59]

FM/AM indexes[60]

Frequency noise (with optical feedback) [62]
Gain and wavelength shift[48]

5.6
6.4
5.3
Oxide stripe

Channelled substrate planar

Mesa stripe

Carrier guided
Double-channel planar buried
heterostructure

Above I th

Gain and wavelength shift[48]
Gain and wavelength shift[48]
Gain and wavelength shift[48]
CHP[48]
Waveguiding properties-Near field, waist[64]
Gain and wavelength shift[48]

Linewidth reduction[63]

3.5-4.5
3.8
0.5-3.0
2.8

GaAs / AlGaAs
GaAs / AlGaAs
GaAs / AlGaAs
GaAs / AlGaAs

-

3.8
2.3-2.8
5.4

GaAs / AlGaAs
GaAs / AlGaAs
GaAs / AlGaAs

-

Below I th
Below I th

Gain and wavelength shift[48]
CHP[48]
Linewidth [49]

3.9

GaAs / AlGaAs

-

Above I th

Linewidth [51]

1.3-2.0

GaAs / AlGaAs

-

Above I th

AM/FM noise [50]

840nm
830nm

Above I th

AM/FM noise[65, 66]

Above I th

Stability[67, 68]
Frequency shift [24]

3.0  0.3

Buried optical guide

1520 n m
1523 n m
1.5 m

Below I th

2.2-2.8

Multiple quantum well

InP / InGaAsP
InP / InGaAsP
InP / InGaAsP

GaAs / AlGaAs
GaAs / AlGaAs

Below I th

4.4

GaAs / AlGaAs

-

Above I th

1.5-1.7

GaAs / AlGaAs

-

Below I th

Gain and wavelength shift[48]

4.6  1.0

-

Above I th

4.4-5.6

GaAs / AlGaAs
GaAs / AlGaAs

FM/AM indexes[53]
CHP [48]

6.9  0.3

InP / InGaAsP

1.3 m

4.6

InP / InGaAsP

1.3 m

8.8
8.9

GaAs / AlGaAs
GaAs / AlGaAs

6 1

InP / InGaAsP
InP / InGaAsP
InP / InGaAsP

6.8
4

1.54 m
1.3 m
1.5 m
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Fro m I th to

2 I th
Above I th
At I th
-

CHP[52]
CHP[48]
Phase Noise[69]
FM noise spectra [70]
Locking range (fitting method) [71]
Frequency distribution [72, 73]
Frequency distribution [74]

1.3

Existing research proble ms

There is much work in the literature on the topic of measurements of the target vibration
and the estimation of laser parameters based on the SMI system [3, 5, 10, 12, 15-18, 21,
23, 27, 30-34, 75-82]. These two measurements rely on each other due to their close
relationship through the SMI system. In general, the accurate measurement of vibration
requires the knowledge of the parameters associated with LDs, while parameters related
to LDs need to be estimated from an SMI system with a known vibration. However, it is
not easy to obtain the prior information for either the parameters related to LDs in
vibration measurement or the vibration in parameters estimation in the practical sensing
system. Most of the proposed methods only focus on one of these two measurements by
adopting a theoretical value for the other one. Therefore, it would be a reason for the
inaccurate measurement, especially for the non-contact sensing, as the theoretical value
for semiconductor related parameters can deviate far from the real value for the SMI
system.
Besides the inaccuracy introduced by lack of joint measurements, measuring
methods focusing on individual aims also have their own limitations. The restriction to
the optical feedback regime and advanced signal processing techniques are two main
common challenges in the measurement. Chapter 3 attempts to simultaneously retrieve
both the periodical vibration and parameters associated to LD without any limitations to
the optical feedback regime, and then an improved estimation approach is proposed to
deal with movements with an arbitrary form in Chapter 4.
During the study of SMI-based measurement, it is noted that the quality of the
SMI signal significantly affects the performance of the measurement. An SMI system
contains both optical and electrical components, and the SMI signals inevitably contain
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noises due to the influence of various disturbances such as the temperature fluctuation
of the LD, background light, electronic noise and mode jumping during the LD
operation. While most noise sources are white noise, a kind of impulsive noise is always
observed, which happens when an SMI system operates in a moderate or strong
feedback regime. Traditional linear filtering can be used to reduce the noise, but this
may also result in SMI waveform distortion [83, 84]. As most of the reported SMIbased sensing methods use the SMI waveform, the existence of such impulsive noise
seriously degrades the performance of SMI sensing.
In Chapter 5, I address this impulsive noise issue by means of tailored signal
processing approaches for the SMI signal. Instead of using general linear filtering
approaches to impulsive noise, two processing approaches are proposed based on the
concept of outlier removal. One is to locate the impulsive noise by using outlier
detection and then applying appropriate curve fitting to rectify the waveform following
an average filter. The other is using the sequential least square estimation method to
remove the impulsive noise contained in the SMI signal.
Although the quality of the SMI signal has been improved by pre-processing
techniques, the noise contained in the SMI signal cannot be removed completely and
will still introduce estimation errors to the parameter measurement. To refine the
parameter measurement results, an effective data processing approach is required.
During the study of the frequency domain method [27], two sources of the errors are
identified. Chapter 6 develops a data processing method to refine the estimation results
obtained by using the frequency domain method based on the error analysis and the
features of the SMI system. Massive  measurements are conducted by using the
frequency domain method together with the proposed post data processing method. In
the experiment, five LD samples are tested with different operational conditions.
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1.4

Objectives

The aim of the work in this dissertation is three- fold. In the first part, it attempts to
retrieve the external vibration and parameters associated with the LD simultaneously in
practical non-contact sensing circumstances. Then, to improve the performance of the
SMI sensing system, processing approaches for removing impulsive noise are
developed. The final part of this dissertation is dedicated to improving the estimation
accuracy and reliability of the  measurement using the frequency domain method
based on an SMI system.
In Chapter 3 and 4, the proposed approaches are able to successfully retrieve the
external vibration information and parameters associated to LD simultaneously. Both
relieve the restriction conditions of applying the optical feedback regime in the existing
SMI-based methods and also are able to reconstruct the external vibration without the
prior knowledge of the LD-related parameters, C and

 . Furthermore, simple and low

computation makes the method easy to be implemented in practice. Both computer
simulations and experiments have been conducted to verify the proposed approaches,
showing that the movement trajectory, C and



can be successfully measured with

good accuracy.
In Chapter 5, two methods for pre-processing the SMI signal are proposed to
improve the quality of the signal.
Chapter 6 attempts to improve the estimation accuracy and reliability of the
measurement of



by proposing an effective data processing technique for the

frequency-domain self- mixing approach. The source of estimation error using the
frequency-domain self- mixing approach for the measurement of



is analysed. Then

the data processing technique using distance-based outlier removal is developed for
optimising the estimation results of



, which improves the reliability of the
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experimental investigation. Based on that, a thorough investigation on the influences of
the experimental operating conditions of LD on



is carried out in terms of the LD

injection current, the optical feedback level and the external cavity length respectively.
The detailed investigating procedures are illustrated and the conclusions on the
dependence of each term are carefully drawn based on the investigation results.

1.5

Dissertation organisation

This dissertation consists of seven chapters. This first chapter gave a brief introduction
and background to this research project. Firstly, the background and the mathematical
model for the SMI system were introduced. Section 1.2 reviewed the literature on the
two main topics in this dissertation. One is existing methods for the vibration
measurement of the moving target, and the other is the estimation methods for LD
related parameters using the SMI system. Experimental studies on the influences of the
operational conditions of LD on



are briefly summarised. At the end of Chapter 1, the

summary of the outstanding problems and contributions of this dissertation are
presented.
Chapter 2 gives a brief introduction to the experimental SMI system. The
structure of the SMI system from our lab is presented in section 2.1. The performance of
the LD adopted in our system and the feature descriptions of the core components in the
SMI system are summarised in section 2.2.
Chapter 3 presents the approach for simultaneously retrieving the periodical
vibration information and parameters associated with the LD using the SMI system.
This proposed method relieves the restriction conditions of applying optical feedback
regime in the existing SMI-based methods and also is able to reconstruct the periodical
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vibration without the prior knowledge of the LD related parameters, C and

 . Simple

and low computation makes it easy to be implemented in practice.
Chapter 4 presents an improved method for estimation parameters related to a
LD and the external movement in an arbitrary form that lifts the restriction for
periodical vibration in the previous methods. The proposed method is able to retrieve
the arbitrary movement, C and

 . Both computer simulations and experiments

have

been conducted to verify the proposed method, showing that the vibration information
and parameters associated with the LD can be successfully achieved with good
accuracy.
Chapter 5 presents two approaches for removing the impulsive noise contained
in an SMI signal. One is based on outlier detection and the other uses the sequential
least square estimation method. The results reveal that the proposed methods can
effectively remove the impulsive noise without introducing distortion to the original
waveform; this leads to improvement in the performance of an SMI system.
Chapter 6 presents an effective data processing technique for the frequencydomain approach to improve the estimation accuracy and reliability of the measurement
of  . The technique is based on the error analysis and features of the SMI system.
Three influence factors, the optical feedback level, the LD injection current and the
external cavity length, are investigated on five different LD samples by using the
frequency domain method together with the proposed data processing technique. The
procedures for conducting the investigation are first illustrated and then followed by
estimation results.
Chapter 7 summarises the research activities and contributions in this
dissertation and gives concluding remarks.
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Chapter 2. Experimental system

2.1

System structure
Ⅲ
Data
acquisition

Ⅰ

Ⅱ

Optical sensing head

PD

L0

LD

Moving target
L(t)

SMI signal
detection
circuit

Moving target
Lens

DAQ card

SMI
signal

Temperature
Controller

Laser
Controller

Signal
Generator

Figure 2-1 Schematic d iagram of an SMI system

The scheme of an SMI system is implemented and shown in Figure 2-1. It
mainly consists of three parts: the optical sensing head, the moving target and the data
acquisition unit. In the optical sensing head, a LD is used to project the light and a
monitor PD, enclosed at the rear facet of the LD, is used to detect the optical SMI
signal. The LD controllers are responsible for the operation of the LD and include the
temperature controller and the laser injection current controller. The data acquisition
block usually comprises the analog SMI signal detection circuit and the digital data
acquisition (DAQ) devices. The common procedure for implementing SMI-based
sensing consists of the following three steps: (1) collecting the SMI signals using the

38

experiment set-up illustrated in Figure 2-2, (2) pre-processing the raw signals for noise
and disturbance removal and (3) parameter estimation.
2.2

Specifications of experime ntal system components

Figure 2-2 shows the experimental set-ups of our SMI system. In the following, the
specifications of core components in SMI system are briefly introduced.

Figure 2-2 Experimental set-ups

2.2.1

Laser diode

In the design of the SMI system, the performance of the LD is highly related to the
system sensing performance. Two models of the LD, HL7851G and HL8325G, are
employed as the light source in our experimental SMI system (Chapter 3 and Chapter 4,
respectively). Both of them are single mode high power GaAlAs LD with a Quantum
Well structure and suitable as the light source for optical disk memories, levellers and
various other types of optical equipment. The absolute maximum ratings of HL7851G
and HL8325G are shown in Table 2-1. In addition, the optical and electrical
characteristics of LD HL7851G and LD HL8325G are presented in Table 2-2 and 2-3,
respectively.
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Table 2-1 Absolute maximu m rat ings of LD [85]

Item

HL7851G

HL8325G

Optical output power (mW)

50

40

Pulse optical output power (mW)

60

50

LD reverse voltage (V)

2

2

PD reverse voltage (V)

30

30

Operating temperature( C )

-10 to +60

-10 to +60

Storage temperature( C )

-40 to +85

-40 to +85

Table 2-2 Opt ical and electrical characteristics of HL7851G ( T  25 C ) [85]

Item

Min Typ Max

Optical output power ( P0 , mW)
Threshold current ( I th , mA)
Slope efficiency(  , mW/ mA)

50

-

-

-

45

70

0.35 0.55

Test condition
Kink free

0.7

40 mW/ I(45mW )  I(5mW )

Operating current( I op , mA)

-

140

170

P0  50mW

LD operating voltage( Vop , V)

-

2.3

2.7

P0  50mW

Lasing wavelength(  p , nm)

775

785

795

P0  50mW

Beam divergence parallel(  / / , deg)

8

9.5

12

P0  50mW , FWHM

Beam divergence perpendicular(   , deg)

18

23

28

P0  50mW , FWHM

Monitor current( I S ,  A )

25

-

150

P0  50mW ,VR ( PD )  5V

-

5

-

P0  50mW , NA  0.4

Astigmatism( AS ,  m )
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Table 2-3 Opt ical and electrical characteristics of HL8325G ( T  25  3 C ) [85]

Item

Min Typ Max

Optical output power ( P0 , mW)

Test condition

40

-

-

-

45

70

Slope efficiency(  , mW/ mA)

0.4

0.5

0.9

24 mW/ I(24mW )  I (8mW )

Lasing wavelength(  p , nm)

820

830

840

P0  40mW

Beam divergence parallel(  / / , deg)

7

10

14

P0  40mW , FWHM

Beam divergence perpendicular(   , deg)

18

22

32

P0  40mW , FWHM

Monitor current( I S ,  A )

20

40

130

P0  4mW ,VR( PD)  5V

-

5

-

P0  4mW , NA  0.4

Threshold current ( I th , mA)

Astigmatism( AS ,  m )

2.2.2

Kink free

Laser controller

To stabilize the operation of the LD, the performances of laser controllers are very
essential to the system. The models of laser injection current controller and the
temperature controller we chose are summarized in Table 2-4.
Table 2-4 Models of SMI system co mponents

Component

Model

Manufacture

LD controller

LDC2000

Thorlabs

Temperature controller

TED200

Thorlabs

The features of the LD controller LDC2000 are highlighted as following [86]:
 Safe and simple operation of all laser diodes up to 2A
 Power stabilized light sources
 Wavelength tuning by controlling the current
 Wavelength modulation by current modulation
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 Resolution 0.1 mA
The features of the temperature controller TED200 are highlighted as following [87]:
 Wavelength stabilization of LD
 Noise reduction of detectors
 Wavelength tuning by regulation the temperature
 Modulation of wavelength by tunning the temperature
 Resolution 0.01 C
2.2.3

Loudspeaker

A dynamic loudspeaker which is driven by a signal generator is employed as the
external target. The external movement is realized by varying the voltage and the
frequency applied on the loudspeaker via the signal generator.
Note that the two proposed methods in this thesis were developed for the
continuous movement, so that the sharp displacement change must be avoided. As a
result, the loudspeaker should be moved smoothly during the experiments. In the
experiments presented in the following chapters, the loudspeaker is driven by the signal
generator with a sinusoidal wave with 6 volts peak-to-peak value at 80 Hz. The
performance of the loudspeaker is carefully tested by the commercial displacement
sensor Microtrack Ⅱ by applying different voltages and frequencies to make sure that it
works at an approximately linear response region.
2.2.4

Data acquisition device

The data acquisition board NI 6036E manufactured by National Instruments is chosen
as the data acquisition device. The NI 6036E is suitable for applications ranging from
continuous high-speed data logging to control applications to high-voltage signal or
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sensor measurement. And it is easy to integrated with other hardware such as motion
control and machine vision to create an entire measurement and control system for
further system development. The features of the data acquisition card are highlighted as
following and its specifications are summarized in Table 2-5:
 Temperature drift protection circuitry
 Resolution-Improvement technologies
 Onboard self- calibration.

Table 2-5 DA Q card NI 6036 E specifications [88]

2.3

Bus

Analog Inputs

Input Resolution

PCI, PCMCIA

16 SE/8 DI

16 bits

Output Resolution

Output Rate

Output Range

16 bits

10 kS/s

10V

Max Sampling rate

Input Range

Analog Outputs

200 kS/s

0.05 to  10V

2

Digital I/O

Counter/Time rs

Triggers

8

2, 24-bit

Digital

Comparison with a comme rcial sensor

The reconstructed results in Chapter 3 and Chapter 4 on the target movement by the
proposed methods are compared with the measurement results made by, a commercial
sensor Microtrack Ⅱ (model LTC-025-04-SA). This sensor is provided by MTI
Instruments. As the resolution of this sensor is lower than interferometry resolution, the
comparison can be used for qualitatively test our results.
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The high speed laser displacement sensor LTC-025-04-SA generates and uses

670nm wavelength laser beams to measure displacement via triangulation principle. In
the contrast to the conventional laser displacement sensor, it is unaffected by surface
texture, colour or stray light and even can take accurate measurements through the
window of a vacuum chamber or other contained environment. A picture of the
commercial sensor LTC-025-04-SA is shown in Figure 2-3 and its performance
specifications for displacement measurement are summarized in Table 2-6.

Figure 2-3Co mmercial sensor LTC-025-04-SA

Table 2-6 LTC-025-04-SA performance specificat ions

Standoff

Range

Resolution*

Spot size** Laser angle

25mm

2mm

0.5 m

30 m

*resolution dependent on selectable filter setting
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98

**Spot size at standoff distance

Chapter 3. Simultaneous Measurement of
Multiple Parameters

3.1

Introduction

SMI has been an active area of research as an enabling technique for non-contact
sensing and its instrumentation in recent decades. Generally, there are two classes of
applications for SMI based sensing: (1) estimation of parameters associated with a LD;
and (2) measurement of the metrological quantities of the external target.
Use of SMI for measuring LD parameters is introduced in section 1.2.2, chapter
1. The existing methods for measuring LD parameters have the following limitations:
(1) The SMI system has to operate in a certain feedback range, for example, the
methods in [31-33] are valid for weak feedback regime ( 0  C  1 ) and the method in
[30] can be used for moderate regime ( 1  C  3 ); (2) a priori known knowledge is
required on the movement of the external cavity [31-33], for example, the movement
must be in the form of a pure simple harmonic vibration; (3) complex signal processing
techniques are required such as phase unwrapping (PUM) in [17, 27] and data-to- model
fitting algorithms in [31-33]. These requirements bring a certain difficulty to implement
practical systems. Therefore, it is of importance to have a method that can be used
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without the above restrictions on the optical feedback regime and the external target
vibration.
Moreover, the use of SMI on the measurement of a target movement is reviewed
in section 1.2.1, chapter 1. As introduced previously, in order to improve the resolution
of the vibration measurement, different methods have been developed [10, 15-18, 21,
23], but all valid to a certain range of C . The methods in [3, 10, 16] can only be
applied in moderate regime where 1  C  4.6 and the method in [15] is only valid in
weak regime where 0  C  1. The hybrid interferometer proposed in [23] can work in
both weak and moderate feedback regimes. At the weak feedback, the fringe counting
(with half wavelength resolution) is used for vibration detection. At the moderate
feedback, similar to reference [10], each SMI fringe is treated as a linear sawtooth
shape, ignoring the influence of parameters C and



on fringe shape, which certainly

introduces detection errors due to inaccurate fringe model. Besides, the values for the
linewidth enhancement factor and the optical feedback level,



and C , are pre-

required by methods [3, 17, 18], which is not always possible in practice. Moreover,
computationally extensive operations are also required by these methods, such as PUM
[16-18], interpretation of interfringe of SMI signal [15] and Evolutionary algorithm
[21], which can degrade the efficiency of these approaches.
In this chapter, a novel approach is presented which is able to simultaneously
retrieve periodical vibration information and the LD related parameters, thus lifting the
restrictions on all existing techniques in literature. The proposed method is also
characterised by simple computation, thus making it easy to be implemented in practice.
This chapter is organised as follows: In Section 3.2, the proposed measurement
method is presented in details. Then the verification for the proposed method including
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the computer simulation and the experiment is given in Section 3.3. At the end, Section
3.4 summarises this chapter.

3.2

Measure ment method

Supposing that the external target is in a periodical vibration, that is, L  t  is periodic
with a fundamental frequency of f 0 . From Equation (1.7), 0  t  is also periodic and
can be expressed in the form of Fourier series as below:

0  t  

4

0

N

L0    ak cos  k 2 f 0t   bk sin  k 2 f 0t  
k 1

(3.1)

where k is an integer number. N represents Nth order Fourier series expansion. ak
and bk are the coefficients in Fourier series.
Taking derivative on Equation (3.1) with respect to time index t ,

d0  t 
is obtained:
dt

N
d0  t 
 2 f 0  bk k cos  k 2 f 0t   ak k sin  k 2 f 0t  
dt
k 1

Then taking derivative on Equation (1.5) and Equation (1.6),

(3.2)

dg  t 
d0  t 
and
are
dt
dt

obtained:

dg  t  dF  t 
  sin F  t  

dt
dt 

(3.3)

d0  t  dF  t 
d  t 

 C F cos F  t   arctan  
dt
dt
dt

(3.4)

Equation (3.3) can be written as below:
d F  t 
dg  t  dt

,
dt
sin F  t  
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 when sin 

F

 t    0) 

(3.5)

Substituting Equations (3.2) and (3.5) into (3.4), Equation (3.6) is obtained as:
N

2 f 0  bk k cos  k 2 f 0t   ak k sin  k 2 f 0t  
k 1

 dg  t  dt 
 1  C cos F  t   arctan      

 sin F  t   



(3.6)

as



sin F  t    







1  cos 2 F  t  
1  cos 2 F  t  
1  g 2  t  , when dg  t  dt  0

(3.7)

1  g 2  t  , when dg  t  dt  0

Therefore, Equation (3.6) can be written as:
N

2

f
0

bk k cos  k 2 f 0t   ak k sin  k 2 f 0t  
k 1




  1  C cos  arctan    g  t   C sin  arctan    1  g 2  t     dg  t  dt 
  1  g 2 t  
 




 when g   t   0 


(3.8)

N
2 f 0  bk k cos  k 2 f 0t   ak k sin  k 2 f 0t  



k 1


 
dg  t  dt 
2




1

C
cos
arctan

g
t

C
sin
arctan


1

g
t

   
 
  


 
 ( 1  g 2  t  ) 
 



 when g   t   0 




Re-arranging Equation (3.8) yields the following:

48



 dg  t  dt    dg  t  dt  g (t )u   dg  t  dt  1  g 2 (t )u
1
2





N
N

2
2

2

f
1

g
(
t
)
a
k
sin(
k
2

f
t
)

2

f
1

g
(
t
)
bk k cos(k 2 f 0t )



0
k
0
0
k 1
k 1


(when dg  t  dt  0)



2
dg  t  dt    dg  t  dt  g (t )u1   dg  t  dt  1  g (t )u2

N
N

2 f 0 1  g 2 (t )  ak k sin(k 2 f 0t )  2 f 0 1  g 2 (t )  bk k cos(k 2 f 0t )

k 1
k 1

(when dg  t  dt  0)


(3.9)

where

u1  C cos  arctan   


u2  C sin  arctan   

(3.10)

From Equation (3.10) C and  can be calculated as:

C  u 2  u 2
1
2


u2
 
u1


(3.11)

In Equation (3.9), the SMI signal g  t  and its corresponding derivative dg  t  dt are
sample data (constant) at a certain time instance t obtained from an observed SMI
signal. Other parameters, including u1 , u2 , ak and bk are to be estimated shown as
below.
Notations are introduced:
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G1  t    dg  t  dt  g  t 
G2  t    dg  t  dt  1  g 2  t 
G3  t    dg  t  dt 
Ak  t   2 f 0 1  g  t k sin  k 2 f 0t  ,
2

 where

k  1: N 

(3.12)

Bk  t   2 f 0 1  g 2  t k cos  k 2 f 0t  ,  where k  1: N 

Note that f 0 is treated as a known parameter, as it can be easily obtained by applying an
auto-correlation operation on a piece of SMI signal [32]. Hence, the five quantities
introduced in Equation (3.12) are all constant at a certain time instance t . With the
notation in Equation (3.12), Equation (3.9) can be written as follows:
N
N


G
t
u

G
t
u

A
t
a

Bk  t  bk  G3  t 


2  2
k   k
 1  1
k 1
k 1


 when g   t   0 

N
N
 G  t  u  G  t  u  A  t  a  B  t  b  G  t 


1
2
2
k
k
k
k
3
 1
k 1
k 1

 when g   t   0 


(3.13)

Obviously, Equation (3.13) is a linear equation of constant coefficients with u1 , u2 , ak
and bk as variables. As Equation (3.13) has 2 N  2 variables, the same number of
independent equations are required for solving the variables. To achieve this 2 N  2
samples are taken from the observed g  t  and its corresponding derivative version

g   t  , enabling us to have the following:
 G1 1
G2 1
A1 1


G
2
G
2
A




1
2
1  2



G2  N  1
A1  N  1
 G1  N  1
 G  N  2 
G2  N  2 
 A1  N  2 
1



 G1  2 N  2  G2  2 N  2   A1  2 N  2 

AN 1
AN  2 

 B1 1
 B1  2 

AN  N  1
 AN  N  2 

 B1  N  1
B1  N  2 

 AN  2 N  2  B1  2 N  2 

50

u 
 BN 1   1   G3 1 
  u2  

 BN  2  
G3  2  
a  
 1  

  

 BN  N  1      G3  N  1 
a
N
BN  N  2      G3  N  2  
  b1  

  

  

BN  2 N  2  
G
2
N

2



 bN   3

(3.14)

In order to determine all variables u1 , u2 , ak and bk , the Equation (3.14) mus t
be nontrivial by proper selection of the data samples from the SMI signal to construct
above matrix equation. Generally speaking, the larger the differences in the values and
the time instances taken among the data samples, the less likely for Equation (3.14) to
become trivial. Hence, the data samples should be chosen carefully and the sample data
will be selected based on the following:
1. The segment of SMI signal corresponding to a whole period of vibration
usually consists of two regions corresponding to the increasing and
decreasing part of the free running light phase 0  t  respectively. N  1
data samples will be taken from the dg  t  dt region and the other
N  1 samples will be from the dg  t  dt  0 region (shown in Figure 3-

1).
2. Assuming that there are M fringes in dg  t  dt  0 region in one
segment of SMI signal, N  1 equally spaced levels are determined over
the fringe peak-to-peak height, yielding N  1 sample points within each
individual dg  t  dt  0 section.
3. Within each fringe, for the dg  t  dt  0 section,  N  1 M samples
are selected, resulting in total number of N  1 data samples distributed
over the entire dg  t  dt  0 region.
4. The other N  1 samples are selected in the same way from the region
where dg  t  dt  0 .
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Note that for a target with reciprocating vibration, the same number of fringes will
appear in the increasing/decreasing part of the free running light phase 0  t  .
However, the proposed method itself does not require same fringe number for both
parts.
Let us use an example to demonstrate the procedures described above. Figure 31 (a) shows the signal 0  t  corresponding to the movement of the external target.
Figure 3-1 (c) and (e) show the SMI signals g  t  in moderate and weak feedback
regimes respectively. Figure 3-1 (b) and (d) show the derivative forms ( dg  t  dt ) of
the SMI signals in (c) and (e). The signals shown in Figure 3-1 are generated using the
model described in Equation (1.5)-(1.7) and Equation (3.1) incorporating with
parameters C /   3.000 / 3.000 for moderate feedback case and C /   0.800 / 3.000
for weak feedback. Assuming it is accurate enough for a vibration 0  t  to be described
by the 4th-order Fourier series, that is:

0 (t )  8  cos(2 100t )  2  cos(4 100t )  1 cos(6 100t )  0.5  cos(8 100t )
8  sin(2 100t )  2  sin(4 100t )  1 sin(6 100t )  0.5  sin(8 100t )

Figure 3-1 (b)-(e) illustrates how the data samples are selected. Both the SMI signal

g  t  and its derivative dg  t  dt will be used in Equation (3.12) to obtain coefficients
of

Equation

u1

u2

a1

(3.14).
aN

enhancement factor



b1

By

solving

Equation

(3.14)

all

the

variables

bN  can be worked out, and finally the linewidth
T

and the optical feedback level factor C can be determined by

using Equation (3.11).
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1
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increasing

(e)
0
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t (s)

0.01

Figure 3-1 Illustration of data selection (a) phase 0  t  corresponds to a period of external v ibration; (b)
Derivative form ( dg  t  dt ) of the SMI signal g  t  in (c); (c) A SMI signal g  t  in moderate feedback
regime; (d) Derivative form ( dg  t  dt ) of the SMI signal g  t  in (e); (e) SM I signal g  t  in weak
feedback regime;

3.3
3.3.1

Verification
Simulation verification

In order to verify the proposed method, firstly, SMI signals are generated by the SMI
model described in Equation (1.5)-(1.7). Then the proposed method is applied on the
simulated SMI data. An example that the external target vibrates in a triangular form is
employed for the simulation verification. The expression of the triangular waveform

0  t  is illustrated in Equation (3.15). It has a peak-to-peak amplitude of 60.000 (rad)
and fundamental frequency of 100 Hz as shown in Equation (3.15).
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T0
60

 30  T t , when 0  t< 2

0
0 (t )  
30  60 t , when T0  t<T
0

T0
2

(3.15)

In general, the higher order of Fourier series is used, the better reconstruction can be
obtained. The error is mainly caused by using lower order of Fourier series and the
noise contained in the signals. The estimation results by applying different Fourier
orders are shown in Table 3-1. The simulated SMI signal is obtained with
C /   3.000 / 4.000 . It is seen that estimation error will occur when the order of

Fourier series is not sufficient enough for expressing the target movement.

Table 3-1Estimation results with different Fourier series orders

Orders

C /

Error(%)

Accuracy (%)

Estimated(a.u.)

Ctrue  C
Ctrue

100%

true  
100%
true

Max

0  0
0 peak to peak

2-th

0.923/23.351

69.23/483.76

107.56

4-th

3.655/3.787

21.83/5.33

34.45

6-th

2.145/4.687

28.50/17.18

9.84

8-th

2.998/3.989

0.06/0.28

0.35

10-th

3.002/3.997

0.06/0.08

0.05

 100%

It can be seen that, in this simulation, the Fourier expansion with 10th-order is sufficient
to express a triangular vibration if there is no sharp change occurring on the movement.
Hence, the 10th-order 0  t  is written as :
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0 (t )  30  24.317 cos(2 100t )  2.702 cos(6 100t )
0.973cos(10 100t )  0.496 cos(14 100t )
0.300  cos(18 100t )  0.201cos(22 100t )
0.144 cos(26 100t )  0.108cos(30 100t )
0.084 cos(34 100t )  0.067 cos(38 100t )

(3.16)

With the above 0  t  in Equation (3.16) and based on Equations (1.5)-(1.7), four
segments of SMI signals g  t  are generated by incorporating four pairs of C and



in different optical feedback regimes. Those are common feedback levels, weak
feedback regime and strong feedback regime with C /  as 0.800/3.000 and
5.000/5.000 in Figure 3-2, and those are extreme cases, very weak feedback level and
very strong feedback level with C /  as 0.200/5.000 and 10.000/5.000 in Figure 3-3.
Then the verification simulations are carried out according to the following:
Step 1: The fundamental angular frequency ( f 0 ) of the external vibration is
estimated using the auto-correlation function of g  t  [32];
Step 2: According to the selection rules presented in Section 3.2, 2 N  2 data
samples are selected respectively from a segment of an SMI signal g  t  and its
corresponding derivatives dg  t  dt . Then all the coefficients in Equation (3.14) are
determined using Equation (3.12);
Step 3: Equation (3.14) is solved to yield the parameters including u1 , u2 and
all Fourier coefficients a1

a10 and b1 b10 ;

Step 4: Equation (3.11) is used to obtain the optical feedback level factor C and
the linewidth enhancement factor



, and the vibration by Equation (3.1) is

reconstructed using the obtained coefficients.
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(a) Weak feedback case:
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C/ =5.000/5.000 C/ =4.997/5.006

Figure 3-2 Reconstruction results for triangular vibration. (a) reconstruction results for weak feedback
regime with true values: C /   0.800 / 3.000 ; (b) reconstruction results for strong feedback regime with
true values: C /   5.000 / 5.000 .

The simulation results are shown in Figure 3-2 and Figure 3-3, including
vibration trace 0  t  , SMI signal g  t  , the reconstructed vibration trace (denoted by

0  t  ) and the error associated with the estimation. It is seen that, for all the cases,
0  t  is very close to 0  t  , with the error less than 0.11%, 0.006%, 0.167% and
0.15% for weak feedback, strong feedback, very weak feedback and very strong
feedback level with fringe loss, respectively, thus giving an accurate estimation of the
vibration trace. In addition, the two parameters C and



are also obtained with a

reasonably high accuracy. For the case of C /   0.800 / 3.000 , C /  with the accurac y
of 0.5% and 1.9% are obtained and in the situation of strong feedback
C /   5.000 / 5.000 , an accuracy of 0.06% and 0.12% are achieved for C /  . For the
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case of C /   0.200 / 5.000 , C /  with the accuracy of 5% and 1.7% are obtained and
in the situation of strong feedback C /   10.000 / 5.000 , an accuracy of 0.43% and
0.12% are achieved for C /  . Note that the value in accuracy for parameters estimatio n
is the relative standard deviation of the estimated results with respect to true parameter
values in the simulation.
The results show that the proposed method is able to measure vibration and all the
parameters simultaneously with reasonable estimation accuracy, under different
feedback regime (weak or strong), for a periodical vibration containing many
harmonics.
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Figure 3-3Reconstruction results for special optical feedback cases (a) reconstruction results for very
weak feedback reg ime with true values: C /   0.200 / 5.000 ; (b) reconstruction results for strong
feedback regime with fringe loss with true values: C /   10.000 / 5.000 .
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As shown in Figure 3-3, for the proposed method, the sign of dg t  dt is the only
selection criteria for the data selection, so that the proposed method is also valid for the
very weak optical feedback regime and the strong feedback regime with the fringe loss.
3.3.2

Experiment verification

Experiments are also conducted to verify the effectiveness of the proposed method by
means of the experimental SMI configuration illustrated in Figure 2-1 chapter 2. A
GaAlAs multi-quantum well (MQW) LD with module HL7851G from HITACHI is
employed in our experiments. In the experiment, the LD is controlled by the laser
controller (LDC2000) and the temperature controller (TEC200). The LD is working at
140 mA (typical operating injection current) with an emitting wavelength of 785 nm
and the operating temperature at 25 C . The specification of LD HL7851G is introduced
in section 2.1, chapter 2. A loudspeaker is used to form the external cavity with the
initial cavity length of 310 mm ( L0 ). The loudspeaker is driven by a sinusoidal signal of
80Hz and 6 Volt amplitude peak-to-peak. The output displacement of the loudspeaker
was verified by the commercial sensor Microtrack Ⅱ (model LTC-025-04-SA) with a
resolution of 0.5um. The projecting light was focused by a focussing lens and the light
focus on the external target was always at the centre of the Loudspeaker. Also, the
vibrating target is kept unchanged through our experiments. Three experimental SMI
signals with different optical feedback levels are obtained by employing an attenuator
placed in between the LD front facet and the external target.
By considering 10-order Fourier extensions (it is enough to include the possible
harmonics containing in the target vibration), the proposed algorithm is applied on the
experimental SMI signals. The experimental SMI signals are further de-noised using the
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method described in [83], then obtained parameters C ,



and reconstructed the

vibration of the loudspeaker. The results are shown in Figure 3-3. The left column
shows three SMI signals with different feedback levels. The right column shows the
reconstructed vibration and the estimated values for C and

 . It can be seen,

firstly,

the three reconstructed vibration are identical to each other as they correspond to same
vibration. The magnitude of the vibration is with 1.83  m in average. This value has
been confirmed by means of a commercial laser sensor LTC-025-04-SA from MTI
instruments. For verifying the estimation results of C and

 , these three SMI signals

are also estimated by the method proposed in [27]. The comparison are shown in Table
3-2. The estimation results are very close to each other.
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Figure 3-4 Experiment results. (a) three SMI signals under different optical feedback reg ime; (b) vibrat ion
reconstruction and parameter estimation results
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Table 3-2 Estimation results by method in [27] and the proposed method

Estimated C / 
Signal

3.4

Method in [27]

Proposed method

Signal 1

4.27

4.00

Signal 2

3.95

3.88

Signal 3

1.71

1.62

Summary

In this chapter, an approach to simultaneously retrieve the vibration and multiple
parameters associated with LDs is proposed based on an SMI sensing system. In
contrast to the existing work on SMI based vibration measurement, the proposed
method does not require the knowledge the optical feedback level factor C and the
linewidth enhancement factor
and



 , and

in comparison with existing approaches for C

measurement, the proposed approach does not need the detailed information on

the movement trace of the object. Furthermore, the proposed method can work at any
optical feedback regimes. The proposed approaches lifts many restrictions existed in
SMI-based sensing methods. Also, simple and low computation makes it easy to be
implemented in practice. Both computer simulations and experiment have been used to
verify the proposed approach, showing that the vibration, the optical feedback level and
the alpha factor can be effectively estimated.
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Chapter 4. Improved Method for Measuring
Multiple Parameters

4.1

Introduction

There are two classes of applications for SMI-based sensing: (1) estimation of
parameters associated with a LD; and (2) measurement of the metrological quantities of
the external target. To achieve high resolution sensing, each category of applications
requires the knowledge from the other. In Chapter 3, a method for measuring a
periodical external vibration and parameters associated with a LD is proposed. In this
chapter, an improved method to simultaneously measure the same parameters but with a
target movement of arbitrary form of the target is presented. Based on the existing SMI
model, a new matrix equation is derived for the measurement. The measurement matrix
is built by employing all the available data samples obtained from an SMI signal. The
Total Least Square (TLS) estimation approach is used to estimate the parameters. The
proposed method is verified by both simulations and experiments.
The rest of this chapter is organised as follows: firstly, an improved method for
multiple parameters measurement is presented in Section 4.2. Similar to Chapter 3, the
verification of the proposed method is conducted by both the computer simulation and
the experiment in Section 4.3. Section 4.4 concludes this chapter.
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4.2

Measure ment method

In contrast to work presented in Chapter 3 [89], the aim is to develop a method to
reconstruct the arbitrary displacement instead of the periodical vibration. Without loss
of generality, the length of the external cavity is expressed by L  t   L0  L  t  ,
where L0 is the length of external cavity at the equilibrium point of the moving target
and L  t  is the instantaneous displacement of the target relative to the equilibrium
point. The light phase 0  t  is related to L  t  by 0  t  

4

0

L0 

4

0

L(t ) . Supposing

the target is moving in an arbitrary form, the light phase 0  t  can be expressed by a
polynomial as below:
N

0  t    cnt n

(4.1)

n 0

where N is the order of the polynomial, c0 

4
L and cn (n  0) are the zero order
0 0

and other higher order coefficients of the polynomial respectively. Taking derivative
respectively on Equation (1.5), (1.6) and (4.1) with respect to time index t , after
substituting and re-arrangement, a new equation set is obtained as:
N
dg  t 
dg  t 
dg  t 
dg  t 

g (t )u1 
1  g 2 (t )u2  1  g 2 (t )  cn nt n 1 , (when
 0)
dt
dt
dt
dt
n 1

(4.2a)
and
N
dg  t 
dg  t 
dg  t 
dg  t 

g (t )u1 
1  g 2 (t )u2  1  g 2 (t )  cn nt n1 ,(when
 0)
dt
dt
dt
dt
n 1

(4.2b)
where
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u1  C cos  arctan   


u2  C sin  arctan   

(4.3)

In Equation (4.2), g  t  is the observed SMI signal from an SMI system and dg  t  dt
is the derivative of g  t  . It can be seen Equation (4.2a)/(4.2b) is a linear equation with
u1 , u2 and cn as variables, in total N  2 variables. Generally, N  2 variables can be

solved by establishing N  2 independent equations using the obtained data samples
from the SMI signal g  t  and its corresponding derivative dg  t  dt .
In order to improve the accuracy of the solutions to the variables, all data
samples from the observed signal are employed for the measurement, that is, much
more than N  2 samples are adopted. Suppose that there are M 1 data samples
satisfying Equation (4.2a) and M 2 samples satisfying Equation (4.2b). By introducing

A  t    dg  t  dt  g  t  , B  t    dg  t  dt  1  g 2  t  , Cn  t   n 1  g 2  t t n1 , where
n  1: N , a matrix Equation (4.4) is built as below:
G  Hθ

(4.4)

where
θ  u1 , u2 , c1 ,

 dg  t  dg  t 
1
2
G
,
,
dt
dt



cN 

T

(4.5)

  , dg t  , dg t   ,

dg tM1
dt

1

dt
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2

dt

 

dg tM 2 

,
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T
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(4.7)

 

C2 tM 2

Since Equation (4.6) and Equation (4.7) are built by experimental data samples, we use
Ĥ and Ĝ to denote H and G in practice. By introducing perturbations on both sides

of Equation (4.4), denoted as E and r , the practical estimation model should be
expressed by:





ˆ r  H
ˆ E θ
G

(4.8)

According to the TLS estimation approach [90, 91], the optimal solutions of θˆ opt can be
found by:

minimize

E

r

E,r

F

(4.9)

which subjects to the constraint G  r   H  E  θ .
The optimal θˆ opt is obtained:



ˆ TH
ˆ   2I
θˆ opt  H



1

ˆ
ˆ TG
H

(4.10)

ˆ.
ˆ G
Where  is the smallest singular value of matrix S  H


Generally speaking, the more samples we use in the TLS estimation, the better
result we can obtain. Unlike the method in Chapter 3 [89], we will use all available data
samples instead of the samples chosen in [89]. This means that the correct sample areas
must be determined in SMI signal g  t  and its corresponding derivative version
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dg  t  dt . The target movement is depicted in Figure 4-1(a) and its corresponding SMI

signals in weak and moderate feedback regimes are plotted in Figure 4-1(b) and Figure
4-1(c), respectively. The divisions for the case using Equation (4.2a) and the case using
Equation (4.2b) are made based on the following:

•

The data samples are only taken from the dominant side (indicated by

thick line) within each fringe and divided into two groups according to the sign of
dg  t  dt : the dash-dotted line indicates that  dg  t  dt   0 and the solid line indicates

that  dg  t  dt   0 ;
•

The data samples near the peak and near the bottom of each fringe which

violate the condition that dg  t  dt  0 , as shown by the dotted lines, are
excluded;
•

The area corresponding to the point at which the target changes its

direction, shown as ‘A’ areas in Figure 4-1(b) and Figure 4-1(c), is avoided.

Based on above criteria, the data samples can be selected to form Ĥ and Ĝ . And then
the optimal parameters θˆ opt can be obtained using Equation (4.10). And then
parameters C and  can be calculated using Equation (4.3) by C  u12  u22 and

  u2 u1 , and the target trajectory of 0  t  can be calculated by Equation. (4.1) using
the estimated

c1, c2 ,

, cN  .
T
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Figure 4-1 Illustration for samples division rules. (a) laser phase 0  t  corresponds to an arbitrary
displacement L  t  ; (b) simulated SM I signal in weak feedback reg ime C /   0.800 / 4.000 ; (c)
simu lated SMI signal in moderate feedback regime C /   3.000 / 4.000

4.3
4.3.1

Verification
Simulation verification

As an example, in order to verify the proposed method, the proposed approach is firstly
applied on the simulation data generated by the SMI model described in Equation (1.5)(1.7). Suppose that a target with an arbitrary form of the movement is introduced :
2
0  t   6.25t cos  t   2.5sin  0.005t    3t cos  3.5t 
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t [0, 10 s]

(4.11)

For the SMI model, two pairs of LD parameters, C and  with C /  as 0.800/4.000
and 3.000/4.000, are adopted, respectively. Then the light phase 0  t  and the
corresponding SMI signal, g  t  , can be generated and shown in Figure 4-2 (a)/(b) and
Figure 4-2 (e)/(f). The reconstructed target movement (denoted by 0  t mes ) using the
proposed method and the error associated with the estimation are shown in Figure 4-2
(c)/(d) and Figure 4-2 (g)/(h) for the two cases.
In general, for a segment of SMI signal with M  data samples selected, the
computational burden in terms of multiplications for TLS estimation using an N  th





order polynomial is O M   N  2  . The more complex the movement waveform, the
2

higher the order of the polynomial ( N ) required, and the larger the number of data
samples ( M  ) are required to form the matrix H . Because of that, the value of N
needs to be chosen carefully. In order to reduce N and M  , for a long piece of the SMI
signal, g  t  , it can be divided into short and simple segments, which are processed on a
segment-by-segment basis using the above-described method.
By judging the complexity of the SMI signal, the segmentation and the order of
the polynomial can be manually selected. For the simplicity, even segmentation is
adopted here. It would be worth investigating the auto-segmenting method in the future
research. The simulation verifications were carried out according to the following:
Step 1: a piece of SMI signal, g  t  , was segmented into segments of the same
length, and for each of the segments the following steps were carried out;
Step 2: data samples within each segment was taken according to the division
rules shown in Figure 4-1;
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Step 3: proper data samples were taken to build Ĝ and Ĥ by Equation (4.6) and
Equation (4.7), respectively;
Step 4: Equation (4.10) was used to yield the parameters including u1 , u2 and all
polynomial coefficients cn ;
Step 5: Equation (4.3) was used to obtain C and

 , and

the vibration 0  t 

corresponding to the current SMI signal segment g  t  is reconstructed using the
obtained coefficients by Equation (4.1);
Step 6: Step 2-5 were repeated with each segment;
Step 7: all reconstructed 0  t  were gathered together sequentially and the
average of the optical feedback level factor and the linewidth enhancement
factor, C and

 , were obtained.
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Figure 4-2 Reconstruction results for arbitrary movement. (a) -(d) reconstruction results for a weak
feedback regime with true values: C /   0.800 / 4.000 ; (e)-(h ) reconstruction results for a moderate
feedback regime with true values: C /   3.000 / 4.000 .

For the example of the target trajectory 0  t  shown in Figure 4-2, its corresponding
SMI signals, g  t  , in weak feedback and moderate feedback regimes are depicted in
Figure 4-2(a) and 4-2(b) respectively with the sampling rate of 100 kHz. Thus there are
1106 data samples in total in each piece of the SMI signal. If we apply the TLS

estimation on the whole piece of the SMI at once, N is required to be 35 according to





the simulation. Hence the overall maximum computing burden is O 1106   372 ,
which is obviously very heavy. For this reason, four segments were divided into with
the same signal length to do the TLS estimation. Both the order of the polynomial and
the number of data samples can be greatly reduced. There are 2.5 10 data samples in
5

each segment, and a 10  th order polynomial is sufficient to fit each quarter of
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movement trajectory 0  t  which reduces the maximum computational complexity to





O  2.5 105  122 . The variation range of 0  t  in Figure 4-2(a)/(e) is 137.189 rad

which corresponds to 8.734  m of the displacement range if the wavelength of the laser
is 0.800  m . It can be seen from Figure 4-2 that for both cases, the reconstructed results
of 0  t mes are very close to 0  t  , with the maximum absolute deviation less than
0.0351 rad (0.0022  m ) and 0.0317 rad (0.0020  m ) respectively, and the relative
deviations are 0.025% and 0.023% respectively. Regarding to the estimation of two
parameters, C and  , for the case of C /   0.800 / 4.000 , we obtained
C /   0.800 / 4.003 with accuracy of 0.0% and 0.08% and in the situation of moderate

feedback C /   3.000 / 4.000 , we obtained C /   3.005 / 4.003 with an accuracy of
0.17% and 0.08%, respectively. It should be noted that the accuracy is calculated by
C  C C and     . The estimation errors for above parameters are due to the

error associated with the polynomial fitting of the displacement curve.

Generally

speaking, the higher the order of the polynomial is, the more accurate the estimation can
be.
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4.3.2

Experiment verification

Figure 4-3 Experimental set-ups fro m our laboratory. 1: Optical head including LD and PD, 2: External
object, 3: Temperature controller, 4: LD controller, 5: Data acquisition circu it and 6: Co mmercial sensor
LTC-025-04-SA.

The proposed method has also been verified with the experimental data acquired using
the set-ups shown as Figure 4-3. The experimental set-ups include the SMI system (see
details in Chapter 2) and a commercial displacement sensor which is used to verify the
movement of the target measured by the SMI. The commercial displacement sensor is
LTC-025-04-SA from MTI instruments. For the SMI system, the optical head indicated
by 1 in Figure 4-3, contains the LD (HL8325G from HITACHI), a focusing lens and a
thermal resistance. In the experiment, the LD operated under the control of the LD
controller LDC 2000 (indicated by 3) and the temperature controller TED 200
(indicated by 4) from the ThorLabs. The LD was biased at110 mA and operated in
single longitudinal mode with an emitting wavelength of 0.8 m . During the
experiments, the operating temperature was kept at 23  0.1 C . A rectangle metal plate
was employed as the external target, marked as 2 in Figure 3-3, located at the distance
of 310 mm ( L0 ) to the LD. The arbitrary movement was generated by applying a short
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impulse force on the metal plate. The SMI system and the commercial sensor (marked
as 6) measured the movement trace of the target on the same position simultaneously
but from the two opposite sides as shown in Figure 4-3. Hence the movement trace
measured by the SMI should be the inversed version of the result obtained from the
commercial displacement sensor. The reconstructed results are depicted in Figure 4-4.
The Figure 4-4(a) shows the result from the sensor LTC-025-04-SA. For the
convenience of the comparison, we also plotted the inversed version of Figure 4-4 (a) in
Figure 4-4(b). Figure 4-4(c) is the measurement result obtained by the proposed method
and Figure 4-4(d) is the difference between measurement results obtained by the
commercial sensor and the proposed method. The parameter estimation results related to
the SMI,  and C , are 4.436 and 3.758, respectively. As can be seen from Figure 4-4,
the Lest  t  in Figure 4-4(c) is very close to the one, LLTC02504SA  t  , shown in
Figure 4-4(b). The difference between Lest  t  and LLTC02504SA  t  shows a
maximum deviation of 0.294 m . The relative large difference is due to the low
resolution ( 0.5 m ) of the commercial sensor.
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Figure 4-4 Experiment results. (a) reconstruction results by the LTC-025-04-SA; (b) inverse version of
reconstruction results fro m (a); (c) reconstruction results by proposed method. (d) the difference between
(b) and (c)

4.4

Summary

In this chapter, an improved method for measuring multiple parameters associated with
LDs and the arbitrary trajectory is proposed based on SMI sensing system. Firstly, the
movement of the external target is described by a polynomial function of time, which is
incorporated into the Lang–Kobayashi model of the SMI system. Then, a new
formulation is derived to estimate the coefficients of the polynomial based on TLS
fitting through utilizing the received SMI signal data samples. Finally, the procedure for
implementing the proposed method are summarised and verified by both simulations
and experiments. In contrast to existing methods for either the parameter estimation or
the vibration measurement, the proposed method is valid in all optical feedback
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regimes, and it can simultaneously measure all types of vibrations, as well as the
parameters associated with LD (i.e., the optical feedback level and the alpha factor).
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Chapter 5. Pre-Processing for SMI Signals

5.1

Introduction

As a highly promising and emerging technique for non-contact sensing and
measurement of laser diodes (LDs) related parameters, SMI based on LDs has been an
active field of research in recent years. The common procedure for implementing SMI
based sensing consists of steps including: (1) collecting the SMI signal using the
experiment set-up illustrated in Chapter 2; (2) pre-processing the raw signal for noise
and disturbance removal and (3) parameter estimation.
As introduced in Chapter 2, the basic SMI configuration consists of,
respectively, an optical head, an external target and an electronic controlling part
including the LD controllers and SMI signal acquisition devices. Generally, a single
mode LD is employed as the laser source to emit a laser beam onto an external target.
The moving target is placed at the LD optical propagating path away from its front
facet, which builds an external cavity for the LD. The light reflected by the external
target re-enters the LD cavity and consequently modulates both amplitude and
frequency of the emitted lasing field. The modulated power (i.e., the SMI signal) is
detected by a PD packaged at the rear facet of the LD and the SMI signal is acquired by
the signal detection unit. In this case, during the sensing operation, the signal containing
the information to be measured needs to be converted twice: firstly, from the optical
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signal to small current signal by monitor PD and secondly, from small current signal to
large voltage signal by the electronic amplifier.
Since the signal passing includes both optical and electrical paths, the SMI
signals inevitably contains noises due to the influence of various disturbances, for
example, the temperature fluctuation of the LD, background light, electronic noise,
mode jumping during LD operation and so on. A significant issue that impacts on the
performance of SMI is the quality of the SMI signals. While most noise sources are
featured by white noise, a kind of impulsive noise is always observed, which happens
when an SMI system operates in a moderate/strong feedback regime. An exa mple of the
experimental SMI signal is depicted in Figure 5-1. Traditional linear filtering can be
used to reduce the noise, but they may also result in the SMI waveform distortion [83,
84]. As most of reported SMI based sensing methods use the SMI waveform, the
existence of such impulsive noise seriously degrades the performance of the SMI
sensing.
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Figure 5-1 Experimental SMI signal with large impulsive noise

In this chapter, the impulsive noise issue is addressed by means of tailored
signal processing approaches for the SMI signal. Instead of using general linear filtering
approaches, two processing approaches are proposed based on the concept of outlier
removal for removing the impulsive noise. One is to locate the impulsive noise by using
outlier detection, then applying appropriate curve fitting to rectify the waveform,
finally, following an average filter. The other one is using the Sequential Least Square
Estimation (SLSE) method to remove the impulsive noise contained in the SMI signal.
The rest of this chapter is organised as follows: In Section 5.2 and Section 5.3, the
Outlier Detection method and the SLSE method for removing the impulsive noise
contained in SMI signals are presented respectively. In each section, the proposed
method and the implementation results will be described in details. A brief summary on
pre-processing methods is given in Section 5.4.
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5.2
5.2.1

Outlier detection method
Processing method

5.2.1.1 Detection of impulsive noise
According to Hawkins’ definition [92], an outlier is an observation that deviates
significantly from other observations as to arouse suspicions. A number of approaches
have been developed for outlier detection depending on different dataset characteristics,
such as data distribution, whether the distribution parameters are known, the number of
expected outliers and even the type of expected outliers [92]. When an SMI system
operates in a moderate/strong feedback, the SMI signal is sawtooth- like. Figure 5-2(a)
shows a piece of experimental SMI signal, containing four left declined fringes and two
right inclined fringes. Figure 5-2(b) shows the enlarged picture of the fourth fringe
marked in Figure 5-2(a). The impulsive noise always occurs when the SMI signal
exhibits a sharp jumping or dropping. Therefore, the signal samples corrupted by the
impulsive noise can be treated as outliers among the normal SMI signal samples in the
sawtooth- like waveform, which hence can be detected by the deviation-based outlier
detection [93].
The detailed procedures for locating the impulsive noise are presented as
follows. In order to detect the impulsive noise, a piece of the SMI signal was segmented
into segments, each starting from the sharp change of the waveform and covering a
whole individual fringe (i.e., to the next sharp change). Based on such a segmentation of
the signal, the impulsive noise can be ensured that it always occurs at the beginning of
each segment. In the following, the definitions for the data sets and functions used in
our approach are given, respectively, and then present the proposed processing method.
For the easiness of manipulation, the following notations are introduced:
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X   x 1 , x  2  ,..., x  N  be a set of N experimental data samples starting

from the sharp change of the waveform and covering a whole individual fringe;


X j   x 1 , x  2  ,..., x  j  be a subset of X , containing the first j elements,

where j  1, 2,3,


, N 1 ;

F   f 1 , f  2  ,..., f  N  be a standard reference function, representing the

expected data set without influence of the outliers; In the following, F is
obtained by Least Square (LS) fitting of X ;


X j   x  j  1 , x  j  2  ,..., x  N  , that is, the remaining elements of excluding

Xj.
As the SMI signal in the moderate/strong feedback regimes has a saw-tooth like
waveform, each segment of the signal is close to a straight line, and hence the standard
reference set can be set as f (n)  a0  a1n , (for n  1, 2,3,

, N ). The two coefficients

a0 and a1 can be determined based on the actual data samples by means of the least
square (LS) curve fitting by minimising the following objective function with respect to
the two coefficients a0 and a1 :
N

E  a0 , a1     x  n   f  n  

2

(5.1)

n 1

The optimal coefficients a0 and a1 can be determined by solving

E (a0 , a1 )
 0 , yielding:
a1
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(5.2)

Then a dissimilarity function can be defined to measure the difference between the
experimental data and the standard reference function F . For the original data set X ,
the dissimilarity function is given by:

D( X ) 

2
1 N
 x  n   f  n  

N n1

(5.3)

and for the data set excluding the subset X j is obtained as:

D X j  

N
2
1
 x  n   f (n) 

N  j n j 1

(5.4)

Given that the outliers appear in the beginning of the data set, it is expected that D  X j 
decreases with j . In addition to the above, the Smooth factor is defined as below:
S  X j   D X   D X j 

(5.5)

Note that S ( X j ) gives the difference between the original data set X and its subset X j
in terms of their dissimilarity (or difference) to the standard reference data set F . As
the outliers appear in the beginning of the data set, with the increase of j , S ( X j )
should also increase when X j covers additional outliers; S ( X j ) should reach its
maximum and stay stable if no additional outliers are covered by X j . Based on such a
80

scenario, the value of S ( X j ) was examined by increasing j , and when S ( X j ) reaches
the maximum, the value of j is recorded as M . The subset X M should contain all the
outliers. In a mathematical language, M is determined by:
S  X j   S  X M  ,1  j  M  1

(5.6a)

S  X j   S  XM   , M  j  N

(5.6b)

and

where  is a small positive tolerance for the experimental data fluctuations.
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5.2.1.2 Waveform rectification
With the procedure described above signal samples corrupted by the impulsive noise
can be located. The next step is to repair them by replacing them with proper values.
This can be done by curve fitting as well. As the impulsive noise occurs at the
moderate/strong feedback and the SMI signals contains fringes of the saw-tooth like
shape, a linear fitting can be used to replace the data samples corrupted. A simple and
straight forward way is to use the standard reference data set F (i.e., f  n   a0  a1  n
built from set X ). However large errors will occur as seen from Figure 4-2. The dash
line represents the linear equation, which obviously cannot well fit the region of X M .
To solve this problem, firstly the corrupted data samples are eliminated, and a segment
of samples (denoted as

X R ) is taken near the corrupted ones, where

X R   x  M  1 , x  M  2  ,..., x  M  R  . The length of the segment

X R can be

chosen as the one-quarter of uncorrupted data samples within X , as shown in Figure 52. Based on X R , a straight line FiR is yielded by LS fitting, that is, f R  n   aR 0  aR1  n
(dotted line shown in Figure 5-2), which can be extended to cover the region of X M .
Since only the neighbour data samples are used, the extended can better reflect the
changing trend for the data samples within X M .
The method is presented for detecting the impulsive noise in a piece of SMI
signal and as well as the way to rectify its waveforms. In practice, the above procedure
may need to be repeated a few times when the number of outliers is significant. I n the
following, how to apply the proposed approach on an SMI experimental signal are
summarised. Firstly, a piece of experimental SMI signal is segmented into fringes using
82

the method described in [17]. The subscript i is used to represent the data or data set
related to the ith fringe (e.g., X i for the ith fringe).
The above can be implemented by the steps below:
Step 1: acquire a piece of the SMI signal and divide it into segments, yielding
data set X i ;
Step 2: for each X i , determine the standard reference function Fi by means of
LS fitting described by Equations (5.1) and (5.2);
Step 3: for j  1, 2,

, M , calculate dissimilarity functions using Equation (5.3)

and (5.4), and smooth functions using Equation (5.5);
Step 4: determine the value of M by Equation (5.6), yielding the subset X M
containing all the outliers;
Step 5: rectify the data set X i by replacing the data X M with FiR ;
Step 6: repeat the steps 2 -5 for 3 to 5 times.
5.2.2

Verification

Two pieces of the experimental SMI signals with large impulsive noise are obtained
using the experiment setup illustrated in Chapter 2. The LD, HL7851G, with the
wavelength of 785

nm is biased with a dc current of 80

mA and operated at 25  0.1 C

. A loudspeaker is employed as the moving target which is driven to vibrate
harmonically. In order to verify the performance of the proposed approach, the proposed
filtering result is firstly compared with the one obtained by the approach reported in
[83].
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Figure 5-3 shows the comparison on details of a jumping edge occurred in between
fringes. Two different experimental SMI signals are employed for verification. The first
signal is collected with the harmonic vibration in moderate feedback regime and the
second one is collected with the triangular vibration in strong feedback regime. Figure
5-4 shows two pieces of experimental SMI signals (Figure 5-4 (a) and (c)) and their
filtering results by the proposed method (Figure 5-4 (b) and (d)). It can be seen from
Figure 5-3 that the proposed approach can remove the impulsive noise meanwhile
keeping the jumping location nearly unchanged. However, the method in [83]
introduces the distortion/shift for the jumping edge. Furthermore, the linewidth
enhancement factor (denoted as



) evaluation is conducted using the algorithm

presented in [30], one pair of fringes within a vibration period of the external target can
be used to work out the value of

 . For the experimental SMI signal obtained

in Figure

5-5(a), four pairs of fringes are chosen within each vibration period as shown in Figure
5-5(c). As the acquired experimental signal contains three vibration periods, 12 pairs of
fringes are adopted, which thus can generate 12 estimations of



in total. The average

value on the all estimations and the maximum error are reported in Table 5-1. It can be
seen the measurement results of



from the proposed processing method are

characterised by less deviation than that by the approach in [83]. It is noticed that the
average results from the two approaches are different. However, as the proposed method
leads to less distortion to the original SMI waveform, it is expected that the result (that
is 4.120) obtained is closer to the true value of
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than that from [83].
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Figure 5-5 Results processed by the proposed approach. (a) raw SMI signal; (b) SMI signal processed by
the proposed method; (c) fringe pairs for estimat ing

Table 5-1Estimations of 

Average value Maximum error
method

5.3
5.3.1

( ̂ )

(   ˆ )

Method in [83]

4.850

0.35

Proposed method

4.120

0.17

Sequential least square estimation method
Processing method

During the development of outlier detection method for removing the external target, it
can be noticed that the linear fitting result foutlier-detection  n   a0  a1  n can be affected by
the impulsive noise which leads to inaccurate reference data for the outlier detection (as
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seen in Figure 5-2). The reason is that the influence of parameters, such as C and

,

have been neglected by adopting the linear fitting model. In fact, as can be seen in
Figure 5-6, the SMI waveform is not a perfect straight line with a unique slope even in
moderate/strong feedback regime. So it would be better if the reference fitting model
can be updated as time progresses. In this case, it has been recognized that the
estimation of coefficients for the reference fitting line can be determined as the solution
of a Sequential Least Square Estimation (SLSE) problem. Hence the SLSE fitting
method is employed to build the reference signal model, so that the influence of
parameters can be taken into account through the fitting procedure and also still no
probabilistic assumptions are made about the data, that is, the fitting coefficients will be
estimated adaptively as the signal data are on- going.
C=3.000 and  =3.000
1.5
shape influence by C and 
1

g(t)0.5

0

-0.5

0

0.0004

0.001

0.0012

t (s)

Figure 5-6 Influence of the parameters on SMI signal shape

First of all, same with the outlier detection method, the SMI signal, denoted as

g  n  , is divided into segments, each starting from the sharp change of the waveform
and covering a whole individual fringe (i.e., to the next sharp change) as shown in
Figure 5-6. Thus the impulsive noise always occurs at the left side of each segment. In
the following, notations and definitions for data sets to be used are presented in Table 52, and the locations of each data set are also illustrated in Figure 5-6.
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Figure 5-7 Princip le of SLSE

Table 5-2 Definition and notations of data set to be used

Notation

Definition
a segment of the SMI signal which samples starting from the sharp change

G

of the waveform and covering a whole individual fringe (i.e.,
G   g  0  , g 1 ,..., g  N  1 )
T

N

Number of data samples in G
Initial fitting subset of

X0

G containing the last M samples in G (i.e.,

X0   g  N  M  1 , g  N  M  2  ,

M

Number of data samples in X0

X

Remaining elements in G excluding X0

Q

Number of data samples in X

, g  N  1 )
T

Then the SLSE fitting is conducted on each segment independently. As the impulsive
noise is always located on the left side of each segment, the SLSE fitting will be
conducted from right to the left shown in Figure 5-6 to ensure the initial fitting data set
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X0 free from the impulsive noise. So the data set sequence is inverted against the time
index where the fitting sequential index

n start from the right side of data set

G , that is,

G   g  N 1 , g  N  2 , ...,g 0 .
T

For the simplicity, the right side is defined as the start fitting point and left side
is the end of the fitting within each segment as illustrated in Figure 5-6 in following. It
is assumed that the fitting model for the segment is:

f  n   a  bn,
And its coefficients

a and

n0

(5.7)

b are the objective estimator to be estimated by SLSE,

denoted by θ   a b . Firstly, the first M data samples in G is adopted as the initial
T

fitting data set, denoted by X0 . Since there are two parameters to be estimated, at least
two observations or X0 (M  2) are required to initialize the SLSE. The deduction
details can be found elsewhere in [94]. The initial estimator θˆ  0 is computed using the
Initial observation matrix H 0 and Initial fitting subset X0 as:
1
θˆ  0   H0T H0  HT 0 X0

(5.8)

where

 gN 
0 
1


1

g  N  1 
1 


H0 
and X0 








 g  N  M  
1 M  1

(5.9)

Therefore, the initial covariance matrix and first prediction dataset are obtained as:

  0   H

T
0

H0 

F0  H0θˆ 0
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1

(5.10)
(5.11)

To this end, the initial estimation has been obtained. Then the initial estimation is past
to do SLSE for dataset X . In addition, in order to take account for the shape changes
introduced by C and



, the forgetting factor  is introduced, where 0.9    1

depending on the waveform curving degree and data number Q in the fringe segment
dataset X . Forgetting factor  allows the estimated coefficients θ̂ to adapt more
quickly to the local range by downweight the fitting effect introduced by remote
previous data samples. The Updating Estimator is obtained:
Estimator Update :



θˆ  n  θˆ  n  1  K  n X  n   hT  n θˆ  n  1

where n  1, 2,



(5.12)

, Q (from right to left shown in Figure 5-6), X  n  is the data sample in

T
X and h  n is the new row of the observation matrix corresponding to X  n  :

hT  n  1

 n  M 1

and X  n  g  N  M  n 

(5.13)

and K  n is the gain factor for n  th correction:
K  n 



n

  n  1 h  n
 h  n   n  1 h  n
T

(5.14)

Covariance Update:

n   I  K n h n n 1
T

(5.15)

Moreover, in order to obtain a reliable fitting update, the negative fitting effect
introduced by corrupted data samples, especially the impulsive noise, need to be
avoided. Therefore here an Estimator Update threshold is introduced:



 X  H θˆ n  1

n
n 
δ  n  k 

M 1


90



2







(5.16)

where k is the variance tolerance. H n and X n are illustrated as below:

 g  N  n 
n
1



1

g  N  n  1 
1

n

 and X n 
Hn  








 g  N  M  n  
1 M  1  n 

(5.17)

Before conducting the update estimation, the mean variance is computed for the
previous M data samples using the last estimation result, and then compare it to the
new variance introduced by current data samples.





θˆ  n   θˆ  n  1  K  n  X  n   hT  n  θˆ  n  1 , if X  n   hT  n  θˆ  n  1  δ  n 



ˆ
θ  n   θˆ  n  1 , if X  n   hT  n  θˆ  n  1  δ  n 



Therefore, a corresponding prediction can be obtained for each signal samples in X by
using the n  th fitting coefficients:
F  n  hT  n θˆ  n

(5.18)

Hence, the final prediction dataset F * ( F together with F0 ) is the de-noised SMI
signal corresponding to G .
The flow chart for proposed algorithm is summarised in Figure 5-7.
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Input dataset G

Calculate initialization
H 0 , X0 by Eq. (3)

Calculate
θˆ  0 ,   0,   0
By Eq. (2) and (4)

X  n , h  n

F0

Calculate
K  n  ,   n  1,   n 
By Eq. (8), (9) and (11)

X  n   hT  n  θˆ  n  1  δ  n 

No

θˆ  n   θˆ  n  1

Yes
Estimate θˆ  n 
By Eq. (6)

F  n

n++

F*

Figure 5-8Flowchart of the proposed method

5.3.2

Verification

In order to verify the performance of the proposed processing method, a piece of the
experimental SMI signal with a 96.7% over-shooting amplitude impulsive noise is
obtained using the experiment set- up described in Chapter 2. It is noted that the
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overshooting amplitude is calculated by overshooting % 

Aexp max  Afringe filtered
Afringe filtered

100% ,

where Aexp max is the fringe maximum amplitude including the impulsive noise and

Afringe filtered is the fringe excluding the impulsive noise. The raw SIM signal is depicted
in Figure 5-8(a). The LD is biased with a dc current of 80 mA and operated at
25  0.1 C . The emitting wavelength is 785 nm . In the external cavity, a loudspeaker is

employed as the moving target which is driven to vibrate harmonically. The overall
processing result by SLSE method is shown in Figure 5-8(b). It is noted that parameters,
including the length of the initial fitting data set ( M ), the forgetting factor (  ) and the
tolerance of the estimator update threshold variance ( k ), play a key role in the
processing. Therefore, the effects of each parame ter are investigated individually and
the processing results are depicted in Figure 5-9, Figure 5-10 and Figure 5-11
respectively.
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Figure 5-9 Processing result for experimental SMI signal
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5

Firstly, the effect of the length of the initial fitting data set, M , is investigated.
It is because that the value of M is not only highly related to the quality of the initial
estimator but also the computing complexity of the SLSE. As only two coefficients
need to be estimated in this approach, M must be bigger than two. It is noted that, due
to the fluctuating noise, it is not possible to obtain the reliable initialization if only a few
data samples are employed. In general, the bigger M the more reliable initialization can
be obtained. However, since M is the size of initial Linear Least Square Estimation
using Equation (5.8), large M will lead to large amount of computation. Therefore, an
optimal M needs to be used during the initialization. three values of M (3, 200 and
1000) are employed for the illustration. An enlarged view of the processing results by
adopting different values of M is presented in Figure 5-9. The dash line shows that
initial fitting errors occurred when M  3 . When the value M increased, the initial
fitting result became more reliable. It is noted that both fitting results obtained by
M  200 and M  1000 are very reliable to obtain a reliable initial estimator θˆ  0 as

the solid line and the dash-dotted line almost overlapped together. Considering the
computing complexity, 200 is chosen as the size of the initial fitting data set X0 over
1000 in the processing.
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Figure 5-10 Enlarged view of processing results for different M

Secondly, the influence of the update threshold variance tolerance k is
investigated. k describes the sensitivity of the processing method to the noise which
enables the SLSE processing immune from the impulsive noise and the large
fluctuations in the segment. Figure 5-10 shows the processing results obtained by
different k values. Since k is the threshold for the SLSE updating procedure, the
processing update will be not robust if k is too small as shown in Figure 5-10(a)
( k  1.000 , denoted as dash line). In addition, it can be seen in Figure 5-10(b) that the
fitting results is less accurate when k is too small due to less data samples adopted for
SLSE processing. Fortunately, since the impulsive noise deviates significantly and
rapidly, it is very effective to detect and avoid the impulsive noise even with a relative
big tolerance according to the simulation. Figure 5-10(b) shows that k  3.000 is robust
and effective for processing.
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Figure 5-11 Enlarged view of processing results for different k

The last but not the least, the effect of different Forgetting Factor  is studied.
Forgetting factor,  , is introduced to downweight the fitting effect brought by the
signal samples located far away from the current fitting point so that the influence of the
LD parameters, such as C and

,

are taken into account. In the investigation, as

0.9    1 according to the reference [94], three values of different  (0.950, 0.998

and 1.000) are tested in the SLSE processing. The processing results are depicted in
Figure 5-11. The dashed-line in Figure 5-11(a) shows that the fitting error occurs if  is
small. It is because that the SLSE is more aligned with local data samples where the
local fluctuations may play a dominant role in the fitting.
Furthermore, it can be seen from Figure 5-11(b) that a small portion of
impulsive noise still remained in the waveform. On the other hand, in order to verify the
performance of the forgetting factor, the processing result without down weighting the
fitting effect by remote data samples is plotted in Figure 5-11(   1.000 ). It can be seen
that the fitting errors will occur at the fringe transit area since the trend of the segment is
96

not monotonous (dash-dotted line shown in Figure 5-11(a)), and the fitting predictions
at the start and end of the segment will deviate away from the true value due to the
overall fitting effect (dash-dotted line shown in Figure 5-11(b)). According to the
simulation, in order to exclude the influence of the impulsive noise while maintain the
alignment with the local data samples, the value of  should be close to one but not
equal to 1. It is shown that the estimation result is satisfied when   0.997 (solid line
shown in Figure 5-11).
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The



evaluation is conducted using the algorithm presented in [30] by employing the

results processed by the SLSE approach, outlier detection method and the one in [83]
respectively. The procedures for the estimation are the same as presented in Section
5.1.2. Four pairs of fringes within each vibration period are chosen for the estimation so
that 12 pairs of fringes are adopted, which thus can generate 12 estimations of



in

total. The average value on the all estimations and the maximum error are reported in
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Table 5-3. It can be seen the measurement results of



from the SLSE processing

method is close to the one obtained by the outlier detection method and are
characterised by less deviation than that by the approach in [83]. As lack of the
knowledge on the true value of C and

 , it is not possible to compare the processing

performance quantitatively. However, as the proposed method is developed based on
the outlier detection method but takes more consideration on the influence induced by
C and



on the original SMI waveform, theoretically its processing performance is

more reliable than the outlier detection method.
Table 5-3 Estimations of α

Average value

Maximum error

( ̂ )

(   ˆ )

Method in [83]

4.850

0.35

Outlier detection

4.120

0.17

Proposed method

4.317

0.18

method

5.4

Summary

This chapter presents two new pre-processing approaches to improve the quality of SMI
signal waveform. The first one, the outlier detection method, can effectively remove the
impulsive noise through outlier detecting and waveform rectification. And then, by
considering the influence of the LD parameters on the SMI waveforms, the SLSE
method is developed in Section 5.3. Since SMI-based sensing and measurements relies
significantly on the quality of the SMI signals, both methods for removing the
impulsive noise are very effective for enhancing the measurement performance of the
technology.
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Chapter 6. Error Analysis and Data
Processing on Frequency Domain based 
Measurement

6.1

Introduction

It is well known that the LD plays a key role in the emerging field of optoelectronics,
including applications in optical sensors, optical communication and optical disc
systems. During the development of these LD applications, the linewidth enhancement
factor, also called as the alpha factor (  ), is a fundamental descriptive parameter of the
LD because it characterises LDs in terms of spectral effects, modulation response,
injection locking and the response to external optical feedback [48]. Because



is

essential to LD analysis and design, it is important to understand the value of  and
whether and how it influenced by operating conditions in different implementations.
Although the quality of an SMI signal can be improved by pre-processing
techniques, the noise contained in an SMI signal cannot be removed completely, and it
will still introduce estimation errors in the parameter measurement. To refine the
parameter measurement results, an effective data processing approach is required.
During the study of the frequency domain method [27], two source of error are
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identified. Chapter 6 improves the accuracy and reliability of the



measurement by

proposing an effective data processing technique for the frequency domain self- mixing
approach. Then, extensive measurements of



are obtained by using the frequency

domain method together with the proposed post data processing method under different
operational conditions. In the experiment, three LD models (five samples) are tested.
The purpose of this work is to provide a complete experimental



measuring

procedure, and a set of experiment results that will increase the database of parameters
exploitable by theoretical work. This work can also be a guide for controlling



in the

LD applications, such as optical communication and displacement measurement.
The rest of this chapter is organised as follows. Firstly, the principle of the
frequency domain approach to the measurement of



[27] is introduced in Section 6.2.

And then, in Section 6.3, error analysis and an effective data processing method are
presented. The computer simulation and experimental verifications for



measurement

are presented in Section 6.4 and Section 6.5, respectively. Lastly, conclusions are given
in Section 6.6.

6.2

Measure ment principle

The frequency domain method proposed by Yu et al [27] was introduced in Chapter 1.
Only a brief introduction is rewritten here, and the estimation algorithm details are
presented elsewhere [27]. The frequency domain method is capable of measuring both
C and



simultaneously based on the SMI effect. The values of C and



are

estimated from the complex frequency spectrum of the feedback phase signal obtained
from the SMI system.
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Derived from the SMI phase condition, Equation (1.6), in time domain, Equation
(6.1) can be obtained by taking the Fourier transform of Equation (1.6) [27] such that

 F ( f )  0 ( f )  k11 ( f )  k22 ( f )

(6.1)

where 0 ( f ) is the Fourier transform (spectrum) of the light phase 0  t  , and  F ( f ) ,

1 ( f ) and  2 ( f ) are the respective Fourier transform (spectrum) components of the
light phase with optical feedback F  t  , 1  t  and 2  t  , where

1  t   sin F  t  and 2  t   cos F  t 
and k1 and k 2 are coefficients related to C and

k1 

C
1 

2

(6.2)

:

and k2 

C
1 

2

 C 2  k12

(6.3)

Subjecting the external target to simple harmonic vibration (pure sinusoidal oscillation),
spectrum 0 ( f ) is very narrow in frequency compared with spectra  F ( f ) , 1 ( f )
and  2 ( f ) due to the nonlinear relation between F  t  and 0  t  shown in Equatio n
(1.6). Hence Equation (6.1) can be simplified as

 F ( f )  k11 ( f )  k22 ( f )

(6.4)

where f  (15 f 0 , f M ) [27].
In this case,  F ( f ) , 1 ( f ) and  2 ( f ) are known constants (comple x
numbers) at a certain frequency component. By separating the real and imaginary parts
of Equation (6.4), a pair of k1 and k 2 can be worked out by using each frequency
component in f  (15 f 0 , f M ) . Consequently, C and
solving Equation (6.5) as follows:
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can be estimated by jointly



6.3
6.3.1

k2
and C  k12  k22
k1

(6.5)

Error analysis and effective data processing
Error analysis

When implementing the frequency domain approach [27], some of the results from the
experimental estimation have large deviations. To make the estimation results more
reliable, error analysis is undertaken by computer simulation.
One source of error is the mismatching between the practice trajectory and the
pure harmonic vibration assumption. It is very difficult to achieve the ideal pure
harmonic vibration for the external target movement in practice due to the distortion
response of the target to driving signal and the uncontrollable complex external
movement. Thus, the frequency components of 0 ( f ) still exist in the high frequency
domain when the external oscillation is a complex movement rather than a pure
harmonic oscillation. Furthermore, orders of 1 ( f ) and  2 ( f ) at each frequenc y
components can be very small as the characteristic of their corresponding time domain
components (see equation (6.2)). Validation of equation (6.4) is receded when the order
of 0 ( f ) and the order of 1 ( f ) (or  2 ( f ) ) are comparable, leading to inevitable
estimation errors.
Another source of error is the noise contained in the SMI signal. An SMI system
is built up of optical components and electronic parts. Hence, disturbances are inevitable
in the signal collecting procedures due to temperature fluctuation in the devices,
ambient light and electronic interference. Although the SMI signal for estimation has
been pre-processed, the noise cannot be removed completely from the SMI signal. The
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remaining noise in the SMI signal will be distributed in different frequency components
in spectra 1 ( f ) ,  2 ( f ) and  F ( f ) . Similarly, estimation errors will occur due to
the noise.
Based on the analysis above, it can be seen that non-pure harmonic external
oscillation, as well as the noise contained in the SMI signal, contaminates the frequency
components in the frequency domain. To improve the accuracy of the estimation results,
analysis aimed at eliminating invalid frequency components for the Equation (6.4) is
performed. Based on the knowledge of the SMI system model, the values of parameters
associated with LD, C and



, are regarded as constants in one external target

oscillating period if all the controlling factors remain constant. Theoretically,
calculation results for k1 and k 2 at each component in a high frequency domain should
be identical. However, estimation results for k1 and k 2 are not exactly equivalent in
practice due to the two sources of contamination listed above. To illustrate the issue
clearly, the two circumstances are considered separately.
Firstly, a triangle waveform is employed as the external oscillation to simulate
the circumstance with imperfect sinusoidal external vibration. Values of parameters for
generating the SMI signal in the simulation are illustrated in Table 6-1.
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Table 6-1 Parameters for SMI signal simulat ion with triangular external vibrat ion

Parameter

Value

Frequency of the external vibration f 0 (Hz)

200.000

Amplitude of the external vibration A

10.000

Initial phase of the external vibration A0

3.900 106

Sampling frequency f s (Hz)

102400.000

Optical feedback level C

5.000

The alpha factor



4.000

The simulated external target oscillation and corresponding SMI signal are shown in
Figure 6-1, where

n is the discrete time index.
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Figure 6-1 Simu lated external target movement and its corresponding SMI signal: (a) the triangular
external movement and (b) the corresponding simulated SM I signal
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From Equation (6.3), the true values are k1  1.213 and k2  4.851 , respectively, when
using the parameter values in Table 6-1. Estimation results for k1 , k 2 , C and



at

each frequency component after 15 f 0 (similar to Yu et al [27]) are plotted in Figure 6-2.
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Figure 6-2 Estimat ion results of k1 , k 2 , C and  in frequency domain (triangular external movement)

From the previous analysis, all calculation results of k1 and k 2 should be identical.
However, from Figure 6-2 it can be seen clearly that some of calculated results for k1
and k 2 are around their true value, while others are quite far away from their true value.
These incorrect calculation results are introduced by the high order harmonic frequency
components frequency domain, which is led by the non-sinusoidal vibration. These
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frequency components then lead to inaccuracy in the final estimation results. If false
calculation results can be selected and eliminated from the whole spectra, the accuracy
of the final estimation can be improved.
Secondly, the sinusoidal waveform was employed as external movement in the
SMI signal generation and white Gaussian noise with a 20 dB signal-to- noise ratio was
added to the SMI signal to simulate noise from electronic interference. The values of the
parameters for generating the SMI signal in the simulation are the same as those for the
triangular waveform illustrated in Table 6-1. The simulated external vibration and the
simulated SMI signal superimposed with a white Gaussian noise with a 20 dB signal-tonoise ratio are shown in Figure 6-3.
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Figure 6-3 Simu lated external target movement and SMI signal: (a) sinusoidal external movement (b) its
simu lated SMI signal superimposed on a white Gaussian noise with a SNR ratio of 20 d B
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Similar to the triangular vibration case, the true values are k1  1.213 and k2  4.851 ,
respectively. Estimation results for k1 , k 2 , C and



at each frequency component

after 15 f 0 are plotted in Figure 6-4.
As expected, incorrect calculation results for k1 and k 2 are also existed in this
case. These incorrect calculation results were introduced by noise frequency
components in the high frequency domain. Inevitably, these frequency components also
lead to inaccuracy in the final estimation results. If the false calculation results can be
selected and eliminated from the whole spectra, the accuracy of the final estimation can
be improved.
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Figure 6-4 Estimat ion results of k1 , k 2 , C and  in a frequency domain (sinusoidal external movement)
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6.3.2

Effective data processing method

According to Hawkins’ definition [92], an outlier is an observation that deviates so
much from other observations that it arouses suspicions that it was generated by a
different mechanism. A number of approaches have been developed for outlier detection
and removal depending on different dataset characteristics, such as the data distribution,
whether the distribution parameters are known, the number of expected outliers and the
type of expected outliers. The most outstanding property of parameters k1 and k 2 is
that their values at each high frequency compo nents are identical if the calculations are
correct. Moreover, from the error analysis in the previous section, false calculation
results can deviate so much from the true ones that they satisfy the definition of an
outlier. Based on the characteristics of k1 and k 2 found previously, distance-based
outlier detection was chosen for our data processing.
It is well known that either an accurate mean for the data set or a true expected
mean is needed a priori for most of the distance-based outlier detection techniques.
However, estimated means of k1 and k 2 can be very far away from the expected
means. The reason for false estimations of the means is that incorrect values of k1 and

k2 play a dominant role in the calculation of the means. This is because that calculated
values of the incorrect k1 and k 2 are very large compared with the true values of k1
and k 2 . Hence, an outlier detection approach that can avoid calculating the mean is
necessary. The sum of squares of every distance from the candidate points in the dataset
to the rest of points in the dataset is calculated as the sum of the distance squared, so
that calculating the mean of the dataset can be avoided.
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For example, if we have set k1 of N objects and k1i is the element of the set k1
. i is the index of the set k1 and i  1, 2,
of distances from k1i to k1 j ( j  1,2,

N . Dk1sum (i) is denoted as the sum of squares

N , except for i ).
N

Dk1sum (i)   (k1i  k1 j )2

(6.6)

j

According to the properties of k1 and k 2 summarised above, the reliability of objects in

k1 set and k2 set can be estimated based on Dk1sum (i) . The smaller the value of
Dk1sum (i) , the higher the reliability of the object k1i . Finally, outlier detection is
conducted on the estimations, and only the elements with high reliability are used for
C and

6.4



alpha estimation.

Computer verification

To verify the performance of the proposed outlier removal method, the same two
circumstances described in the error analysis section are used in the computer
simulation.
Case 1: SMI signals are obtained with the triangular external vibration but noise
free using the same initial parameters in Table 6-1, excluding
varied from 1.5 to 6.5 with values of





and C . Values of C

of 3, 4 and 7.

Case 2: SMI signals are obtained with the sinusoidal external vibration using the
same initial parameters in Case 1 simulation together with an additive white Gaussian
noise with a 20 dB SNR ratio.
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The processing results corresponding to the two cases are shown in Table 6-2
and Table 6-3, respectively. The value for accuracy is the relative standard deviation of
the estimated results with respect to the true parameter values in the simulation.
It can be seen that the estimation performance has been improved significantly
by using the proposed outlier removal method, especially when dealing with the case
with the non-sinusoidal external vibration. In Table 6-2, the estimation is not valid due
to the very large deviations in the high frequency domain. Fortunately, the data
processing method is capable of distinguishing the false frequency component in the
parameter estimation. Considering the processing results shown in Table 6-3, the
estimation accuracy has been improved although it is not as significant as that shown in
Table 6-2.
A further simulation was taken on SMI signals that are closer to the practical
situation to test the effectiveness and accuracy of the proposed processing approach. We
applied the method on estimating results that are taken from SMI signals generated by
combining two cases together. The result is summarised in Table 6-4, which shows that
estimation accuracy is also significantly improved for this complicated case.
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Table 6-2 Processing results for the SMI signal with triangular external v ibration and noise free

True

Estimated without outlier removal method

Estimated with outlier removal method

C /

Cˆ / ˆ

Accuracy (%)

Cˆ / ˆ

Accuracy (%)

1.500/3.000

1.931/ 5.689

28.733/89.633

1.511/3.020

0.733/0.667

1.500/4.000

1.176/-

21.600/-

1.501/4.031

0.067/0.775

1.500/7.000

3.695/12.472

146.333/ 78.171

1.500/7.005

0.000/0.071

3.500/3.000

3.859/3.400

10.257/13.333

3.504/ 3.027

0.114/0.900

3.500/4.000

3.574/4.236

2.114/5.900

3.500/4.047

0.000/1.175

3.500/7.000

3.733/15.146

6.657/116.371

3.508/7.094

0.229/1.343

5.500/3.000

5.596/3.870

1.477/29.00

5.526/3.031

0.473/1.033

5.500/4.000

6.127/6.163

11.400/54.075

5.507/4.019

0.127/0.475

5.500/7.000

6.093/ 7.896

10.782/12.800

5.508/7.080

0.145/1.143

6.500/3.000

6.703/3.063

3.123/2.100

6.498/3.033

0.031/1.100

6.500/4.000

6.689/4.085

2.908/2.125

6.509/3.936

0.138/1.600

6.500/7.000

7.261/ 6.510

11.708/7.000

6.510/7.001

0.154/0.014

Table 6-3 Processing results for the SMI signal with sinusoidal external oscillation and a 20 d B SNR
white Gaussian noise

True

Estimated without outlier removal method

Estimated with outlier removal method

C /

Cˆ / ˆ

Accuracy (%)

Cˆ / ˆ

Accuracy (%)

1.500/3.000

1.500/3.001

0.000/0.033

1.500/3.001

0.000/0.033

1.500/4.000

1.500/4.004

0.000/0.100

1.500/3.999

0.000/0.025

1.500/7.000

1.500/7.012

0.000/0.171

1.500/7.001

0.000/0.014

3.500/3.000

3.500/2.998

0.000/0.067

3.500/2.999

0.000/0.033

3.500/4.000

3.501/3.997

0.029/0.075

3.501/4.002

0.029/0.050

3.500/7.000

3.499/ 7.004

0.029/0.057

3.499/7.004

0.029/0.057

5.500/3.000

5.500/3.002

0.000/0.067

5.500/3.002

0.000/0.067

5.500/4.000

5.502/4.001

0.036/0.025

5.502/3.999

0.036/0.025

5.500/7.000

5.500/6.983

0.000/0.243

5.501/7.000

0.018/0.000

6.500/3.000

6.833/3.067

5.123/2.233

6.497/3.002

0.046/0.067

6.500/4.000

6.490/4.017

0.154/0.425

6.501/4.002

0.015/0.050

6.500/7.000

6.498/6.997

0.031/0.043

6.500/ 6.999

0.000/0.014
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Table 6-4 Processing results for the SMI signal with triangular external v ibration and a 20 d B SNR wh ite
Gaussian noise

True

Estimated without outlier removal method

Estimated with outlier removal method

C /

Cˆ / ˆ

Accuracy (%)

Cˆ / ˆ

Accuracy (%)

1.500/3.000

1.931/5.689

28.733/89.633

1.502/3.001

0.133/0.033

1.500/4.000

1.176/-

21.600/-

1.500/ 4.003

0.000/0.075

1.500/7.000

3.695/12.472

146.333/ 78.171

1.500/ 7.004

0.000/0.057

3.500/3.000

3.859/3.340

10.257/11.333

3.506/3.008

0.171/0.267

3.500/4.000

3.574/4.236

2.114/5.900

3.492/3.981

0.229/0.475

3.500/7.000

3.733/15.146

6.657/116.371

3.507/7.020

0.200/0.286

5.500/3.000

5.596/ 3.870

1.745/29.000

5.518/3.015

0.327/0.500

5.500/4.000

6.127/6.163

11.400/54.075

5.518/ 4.015

0.327/0.375

5.500/7.000

6.093/7.896

10.782/12.8

5.507/7.020

0.127/0.286

6.500/3.000

6.703/3.063

3.123/2.100

6.532/3.017

0.492/0.567

6.500/4.000

6.689/4.085

2.908/2.125

6.625/3.731

1.923/6.725

6.500/7.000

8.984/7.261

38.215/3.729

6.507/7.022

0.108/0.314
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Figure 6-5 Configuration of the experimental SMI system

The configuration of the experimental system used for



measurement is similar to the

experiment set-up introduced in Chapter 2. It consists of three blocks, including the
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optical sensing head (block I), the external target (block II) and the data acquisition part
(block III). Except for that, a continuous variable attenuator (NDC-50C-2M-B) is
employed to get the different optical feedback levels for the experimental investigation,
which is inserted between the external target and the optical head front facet as shown
in Figure 6-5.
In the working stage, the LD is biased with a stable direct current using the laser
controller working at the current control (I) mode and stabilised by a temperature
controller at the constant temperature. The LD’s operating status can be controlled and
easily adjusted by its controllers. A beam of light is then emitted from the LD’s facet
and hits the vibrating loudspeaker through the attenuator. The loudspeaker is driven by
a signal generator with a sinusoidal waveform L  t  . A portion of light is reflected
back to the LD cavity with an external cavity round-trip delay.
Using the SMI experimental set-up illustrated above, three groups of
experiments were conducted separately to verify the effectiveness of the proposed
processing method. Influences of the external optical feedback, the injection current and
the external cavity length on



were investigated. The measurement for  were all

obtained using the frequency domain method together with the proposed post data
processing method. Five LD samples were tested in the lab including HL7851G,
HL8325G-1, HL8325G-2, DL4140-001S-1 and DL4140-001S-2. Samples HL7851G,
HL8325G-1 and HL8325G-2 are manufactured by HITACHI and samples DL4140001S-1 and DL4140-001S-2 are manufactured by SANYO.
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6.5.2

Measurement results

Firstly,  measurements with different optical feedback strengths were obtained. To
investigate the influence of the external optical feedback (EOF), LD samples were
operated under the same conditions except that only the strength of the EOF was
changed. Because the optical feedback level, C , describes the relative strength of the
EOF, C is used in the following for the purpose of simplicity. In the experiment, three
LD samples, HL7851G, HL8325G-1 and HL8325G-2 were investigated. The
experimental procedure described in Table 6-5 was designed for the investigation.
Table 6-5 Procedures for the investigation of the dependence of EOF

Drive the loudspeaker by the signal generator with sinusoidal signal
Step 1

( Vp  p  400 mV and f 0  80 Hz ).
Adjust the facing angle of the loudspeaker’s reflecting facet to

Step 2

obtain the highest optical feedback level according to the SMI
signal.
Insert the attenuator between the LD and the loudspeaker; set the

Step 3

attenuation at zero degree and record a long piece of SMI signals
corresponding to roughly 3000 periods of the external oscillation.

Step 4

Step 5

Slightly increase the attenuation degree, record another piece of
SMI signal and repeat step 4.
Estimate C and



using the frequency domain method and

optimise the estimation results using the data processing technique.

In the experiment, the three tested samples were all maintained by operating at a single
mode. During the test of HL7851G, the LD was operating at the fixed operation
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injection current 140 mA, which is the typical operating injection current given by the
manufacture datasheet, and the external cavity length was set to be 310 mm. Similarly,
HL8325G-1 and HL8325G-2 were operated at the typical operating injection current
120 mA, and the external cavity length was set to be 120 mm. Then both C and



were determined by following the experimental procedures in Table 6-5. The details of
the operating parameters for each LD are summarised in Table 6-6.
Table 6-6 The operating parameters of investigated LDs fo r EOF

LD

Investigated
factor

I op

Lext

Tact

I th

typ

P0

( mA )

( mm )

( C)

( mA )

( nm )

( mW )

HL7851G

C

140

310

25  0.1

45a

785

50

HL8325G-1

C

120

310

25  0.1

40b

830

40

HL8325G-2

C

120

310

25  0.1

40b

830

40

a

From HL7851G and b fro m HL8325G datasheets provided by HITACHI

To obtain a reliable estimation result, multiple measurements were conducted on a mass
of experimental data collected under the same operational conditions. For each LD
sample, more than 2000 pairs of estimation results were obtained, with a range of C
from 2.5 to 6. Among all pairs of estimation results, a number of identical estimated
pairs were obtained from different experiments but collected under the same operating
conditions. Hence, these identical estimated results can be regarded as high-quality
outcomes. Here, only one hundred pairs of estimated results are chosen for the
illustration because some of the repeated results overlap. The measurement results for
three samples are shown in Figure 6-6(a), (b) and (c), respectively. The estimated values
of



from the three samples all exhibit a strong dependence on C , such that
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increases with increasing C , as was reported previously [27]. Moreover, estimated
values from the same model of laser but different samples, Figure 6-6(b) for HL8325G1 and Figure 6-6(c) for HL8325G-2, are quite similar to each other, while the



of

sample HL7851G is slightly larger than that for HL8325G.

Figure 6-6 Dependence of the EOF: (a) Samp le HL7851G, (b) Samp le HL8325G-1 and (c) Samp le
HL8325G-2.

To quantify the strong dependence between C and

 depicted

in Figure 6-6, Pearson

correlation analysis was performed using the statistical analysis software SPSS. The
results of the analysis are shown in Table 6-7. In Table 6-7, N denotes the number of
samples, r is the correlation coefficient and the p- value is the statistical significant level
for the correlation analysis. Correlation coefficients for the three LD samples are all
well above 0.9 and highly statistically significant. Therefore, it is evident that
very strong positive association with C , such that the value of
increase in the value of C .
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has a

increases with an

Table 6-7 Pearson correlation analysis for the dependence of EOF on

LD

N

r

p-value

HL7851G

2326

0.952

0.000

HL8325G-1

2011

0.933

0.000

HL8325G-2

1958

0.951

0.000



Secondly,  measurements on different injection currents of the LD were also
conducted. Although the dependence of the  measurement on the injection current
has been reported previously [28, 55, 56] with respect to the output power, it is still
difficult to predict or determine the value of



in practical LD applications based on

the limited experimental result database [28] and the wide range of output power for
different LD working conditions. Here, it is of interest to measure changes in



within

a normal working range so that it can be used as the operation guide for LD application
design or the LD controlling. In the second group of experiments, only the injection
current was changed using the laser controller while all other operation conditions were
fixed. In the experiment, three samples, HL7851G, DL4140-001S-1 and DL4140-001S2, were tested. The procedures for the investigation of the dependence on the injection
current are listed in Table 6-8.
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Table 6-8 Procedures for the investigation of the dependence of injection current

Drive the loudspeaker by the signal generator with sinusoidal signal
Step 1

( Vp  p  400 mV and f 0  80 Hz ).

Step 2

Set the injection current of the test sample LD at the initial current.

Step 3

Adjust the facing angle of the loudspeaker’s reflecting facet to
obtain the highest optical feedback level according to SMI signal.
Insert the attenuator between the LD and the loudspeaker; adjust the

Step 4

attenuator to obtain the optical feedback level around 3 and record a
long piece of SMI signals corresponding to roughly 3000 periods of
the external oscillation.
Increase the injection current of the LD with a step of 1 mA and

Step 5

adjust the attenuator to maintain the optical feedback level around
3, then record another piece of SMI signal and repeat step 5.

Step 6

Estimate C and



using the frequency domain method and

optimise the estimation results using the data processing technique.

According to the lasing wavelength spectrum provided by the manufacturer’s datasheet,
a single mode LD can emit light with a certain single wavelength when the LD is
operating under a limited range of injection current. Therefore, the injection current was
varied with a step of 1 mA in a range of 126 mA to 160 mA for HL7851G, and 65 mA
to 84 mA for DL4140-001S-1 (DL4140-001S-2), respectively, so that different sets of
experimental signals were generated with the same lasing wavelength for each LD
sample. Additionally, the attenuator was employed to keep the EOF level unaltered
through as the injection current was varied. As with the investigation of the dependence
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of the EOF level, the external cavity lengths were set to be 325 mm for HL7851G and
110 mm for DL4140-001S-1 (DL4140-001S-2). The operating parameters for this
experiment are shown in Table 6-9
Table 6-9 Operat ing parameters of investigated LDs for variant injection current

LD

Investigated
factor

Tact

I th

(mm)

( C)

(mA)

( nm
)

( mW )

3.31  0.02

325

25  0.1

45

785

50

C

(mA)
HL7851G

I op -[126,

typ

Lext

P0

160]
DL4140001S-1

I op -[65, 84]

3.31  0.02

110

25  0.1

30c

785

25

DL4140001S-2

I op -[65, 84]

3.31  0.02

110

25  0.1

30c

785

25

c

Fro m DL4140-001S datasheets provided by SANYO

The estimation results are shown in Figure 6-7. Multiple measurements were conducted
at each injection current level to ensure the reliability of the estimation. At each
injection current level, 50 pairs of measurements were estimated with the similar C
values, around 3.31, whose deviations were limited within 0.02 from the measurement
average. Hence, the value of



at each injection current level is the mean of the 50

pairs of measurements.
Due to the different response to the injection current from the different LD
samples, I failed to achieve the SMI signals with C around 3.31 using sample DL4140001S-2 at the lower injection current from 65 mA to 69 mA. As can be seen in Figure 67, five measurement results are missing. However, it is clear that the
with the increasing injection current in each plot.
120



curves are flat

Figure 6-7 Dependence of the Injection current: (a) Sample HL7851G; (b) Samp le DL4140-001S-1;

(c) Sample DL4140-001S-2.

Correlation analysis on the injection current and
the strong dependence of





was also conducted. Considering

on C , the influence of the C on



may exist in this

result although the deviation of the C results is kept relatively small. Here the semipartial correlation technique was adopted to analyse the injection current and



while

controlling for C . In this way, the influence of C is cancelled. The results for each
sample are shown in Table 6-10. As can be seen, unlike the results obtained from the
previous section, correlations between the injection current and



are all very small

and are not statistically significant. Based on the results in Figure 6-7 and the
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correlation analysis in Table 6-10, it can concluded that the injection current does not
affect the value of



when it is controlled within a single lasing wavelength mode.

Table 6-10 Semi-part ial correlation analysis for the dependence of injection current on 

LD

N

r

p-value

HL7851G

35

−0.190

0.275

DL4140-001S-1

20

0.098

0.681

DL4140-001S-2

16

0.133

0.624

Thirdly, because the external cavity length is also one of the controllable factors
in the experiment system,  measurements with different external cavity lengths were
also conducted. It is worth investigating whether the external cavity length affects



when LD is operating at the stable single mode condition. In the third group of
experiments, the external target was placed at different distances from the LD front
facet to obtain the different external cavity lengths. Here, the attenuator was also
employed to maintain the EOF level and C similar levels so that the external cavity is
the only object to be studied. Three samples, HL7851G, HL8325G-1 and HL8325G-2,
were tested. The experimental procedures for the dependence of the external cavity
length are listed in Table 6-11.

122

Table 6-11 Procedures for the investigation of the dependence of the external cavity length

Drive the loudspeaker by the signal generator with sinusoidal
Step 1

Step 2

Step 3

signal ( Vp  p  400 mV and f 0  80 Hz ).
Place the loudspeaker at initial distance of the investigated
external cavity length.
Adjust the facing angle of the loudspeaker’s reflecting facet to
obtain the highest optical feedback level according to SMI signal.
Insert the variable attenuator between the LD and the loudspeaker;

Step 4

adjust the attenuator to obtain the optical feedback level around 5
and record a long piece of SMI signals corresponding to roughly
3000 periods of the external oscillation.
Increase the external cavity length with a step of 50

Step 5

mm and

adjust the attenuator to maintain the optical feedback level around
3, then record another piece of SMI signal and repeat step 5;
Estimate C and

Step 6



using the frequency domain method and

optimise the estimation results using the data processing
technique.

As with the first experiment, the typical operating injection current was chosen as the
test injection currents for the three samples, 140 mA for HL7851G and 120 mA for
HL8325G-1 (HL8325G-2), which are all well above the injection threshold. Because
the external feedback level C is related to the external cavity length [4], that is, the C
level increases as the external cavity length increases in a certain SMI system, it was a
dilemma to choose the test range of the external cavity length. It was difficult to obtain
an SMI signal with C around the same level if the external cavity length test range was
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too wide, and the dependence of the external cavity length on



cannot be measured if

the test range is too narrow. This required hosing a maximum investigation range so that
SMI signals with C around the same level can be obtained throughout the whole test
range. Hence, the external target was placed at a distance of 160 mm to 760 mm with an
interval of 50 mm for test samples based on the experimental observation. The summary
of the operating parameters for this experiment are shown in Table 6-12.

Table 6-12 Operating parameters of investigated LDs for variant external cavity length

Investigated
LD

factor
(mm)

HL7851G

Lext [160,760] 5.00  0.1

HL8325G-

Lext [210, 760]

5.00  0.1

Lext [160, 760]

5.00  0.1

1
HL8325G2

I op

Tact

I th



P0

(mA)

( C)

(mA)

( nm )

( mW )

140

25  0.1

45

785

50

120

25  0.1

40

830

40

120

25  0.1

40

830

40

C
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Figure 6-8 Dependence of the External cavity length. (a) Sample HL7851G; (b) Samp le HL8325G-1; (c)
Sample HL8325G-2.

Following the procedures used in the previous section, multiple measurements were
conducted. At each external cavity length, 50 pairs of measurements were obtained with
C values around 5.00, for which the maximum deviations are 0.1 from the

measurement average. Hence, the values of



at each external cavity lengths was the

mean value of the 50 pairs of measurements. The estimation results for three samples
are shown in Figure 6-8(a), (b) and (c). As expected, the C level of the SMI signals
collected from sample HL8325G-1 at an initial distance of 160 mm was not big enough
for the whole range of comparisons. So the result for
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at 160 mm is missing in Figure

6-8 (b) for sample HL8325G-1. However, it can be seen from each plot that there is no
obvious fluctuations in



with the increasing external cavity length.

Semi-partial correlation analysis was also conducted on the external cavity
length and



, while controlling for C . The analysis results are shown in Table 6-13.

The correlation results did not show the strong dependence of



on the external cavity

length, but the negative sign shown in each result is quite interesting because the sign of
the correlation coefficient shows the direction of the dependence between the variables.
In addition, a small decreasing trend with a difference of 0.3~0.4 is found between the
short external cavity length and the long external cavity length, which is revealed more
clearly in Figure 6-8(a) and Figure 6-8(c). Therefore,



has a very weak dependence

on the external cavity length because it may slightly decrease with increasing external
cavity length.
Table 6-13 Semi-part ial correlation analysis for the dependence of variant external cavity length

6.6

LD

N

r

p-value

HL7851G

7

−0.222

0.633

HL8325G-1

12

−0.810

0.001

HL8325G-2

12

−0.606

0.028

Summary

In this chapter, an effective post data processing method for the frequency domain
method on  measurement is presented. Both computer simulation and experimental
verification were conducted. Numerous experimental measurements of



were

conducted using proposed post data processing method. Through the experimental
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verification, the influences of the LD operation condition on



have been investigated

using five LD samples. The estimation results are quite reliable because all results were
based on extensive and repeated experiment data processing. It indicated that



is a

variable operative parameter when the LD is operating under different conditions. The
value of



above a threshold has a very strong dependence on the EOF level as it

increases with increasing C . The value of C should be regarded as a very important
factor to be considered when controlling



. On the other hand, when the LD is

working at a certain EOF level, both the injection current and the external cavity length
don’t have a large influence on

 . Values of 

seemed constant with the stable bias

injection increase within a range for the single mode operation. It is interesting to note
that a slight decrease was found in the investigation of dependence on the external
cavity length, although the reason for this drop is unclear.
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Chapter 7. Conclusion and Future Work

SMI has been an active and highly promising research area for non-contact sensing and
measurement. This technique is characterized by simplicity in system structure, lowcost in implementation, and ease in optical alignment. In this dissertation, an SMI
experimental system is implemented for studying the features of SMI signals. Based on
the theory and experiments study on the SMI system, simultaneous measurement of
multiple parameters, including vibration of the target and the LD-related parameters, are
investigated [89, 95]. For improving the performance of an SMI sensing and
measurement, the signal processing on reducing the noise contained in SMI signals are
conducted [96]. In addition, the error analysis on alpha measurement using the
frequency domain method [97] and the influence factors on alpha factor are discussed in
this dissertation.
In this chapter, the research contributions are summarised in Section 7.1, and
based on studies in this dissertation, future research works are proposed in Section 7.2.

7.1

Research contribution

Based on extensive computer simulation and experimental study, the following
contributions are made in the dissertation:
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A novel method [89] for simultaneously measuring multiple parameters,
including the periodical external vibration, the optical feedback level factor ( C
) and the linewidth enhancement factor (  ), was developed. In contrast to the
existing methods which only for either the parameter estimation or vibration
measurement, the proposed method does not require the pre-requisite knowledge
of either C and



or vibration information of an external target and can work

in all optical feedback regimes.


An improved method [98] for measuring multiple parameters was proposed
based on above work. In above work, there is a restriction on the external target
that is the target must be in periodical movement so that to implement the
proposed algorithm. The improved method lifts this restriction and the target
can be in arbitrary form of its movement. By introducing total least square for
solving the estimation matrix, this method tries to use all the SMI data samples
to improve the measurement accuracy. The effectiveness of the proposed
method and its improved version are verified by computer simulates and
experiments.



For enhancing the measurement performance, two signal processing methods on
reducing the impulsive noise contained in SMI signals are proposed. One is to
use outlier detection technique [96]. The processing results indicate that the
impulsive noise can be eliminated effectively without changing the locations of
the feature points in SMI signals (e.g., fringe jumping edges, peak/bottom points
and zero-crossing points). Another one proposed for the impulsive noise
removal uses sequential least square estimation.

By carefully setting the

parameters for sequential least square method, the influences of C and
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on

the shape of the SMI waveform can be taken into account during noise detection
and data rectifications, which leads to a more accurate processing result. Both
proposed methods are verified by simulations and experiments.


In addition, An effective data processing method is presented for improving the
accuracy of

 measurement using

frequency domain method [97]. By using the

data processing method presented in the dissertation, frequency domain based
alpha measurement can be effectively used for the investigation of the influence
factors on alpha.

7.2

Suggested future research topics

For further improving the performance of the multiple parameter measurement, the
following research topics will be helpful:


Development of an adaptive method for SMI signals segmentation so that to
accurately obtain the data segments required by the methods presented in
Chapter 5, hence improve the measurement performance.



The generation mechanism of impulsive noise contained in SMI signals should
be investigated. This is required to modelling the overall system by considering
both the optical and electrical parts, from which the system behaviour can be
thoroughly studied and the impulsive noise can be eliminated from its original
generation.



Regarding the investigation on the influence of LD operation conditions on

,

the existing SMI experimental set-up should be improved by employing more
precise components and devices such as optical polariser, fibre coupling, PZT
target, arbitrary waveform generator and so on. Also more LD samples with
130

different structures should be tested, from which the knowledge on alpha
features can be revealed to help the applications of LDs.
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