This paper presents a comparison between methods thai estimate motion of a camera from a sequence of video images. We have implemented two meihods-a homography based method ihai assumes planar environments, and shape-fmm-motion, a general method that can deal with a &lly three dimensional world. Both methodr have been formulated in an iterative, online form to produce estimates of camera motion. We discuss a trade-off in accuracy and mn time eflciency based on experimental results for these two general meihods in relation to ground truth. We show how a variation ofthe homography method can pmduce accurate results in some cases when the environment is non-planar; with low computational cost I
Introduction
Estimation of camera motion from a sequence of images is attractive because it provides a potentially simple method using a solid state sensor. Motion estimation based on imagery can be used effectively for robot navigation especially when it is combined with other modalities such as odometery and inertial measurement. Since cameras are projective devices that map the three dimensional world onto an image plane, it is intuitive that estimation of motion using a sequence of images should consider the three dimensional nature of the environment. However, the shape of the environment is generally unknown and hence we would like a method that proceeds without such explicit a priori knowledge.
One well known class of techniques for visually based camera motion estimation utilizes homographies. A bomography is a 3 x 3 matrix capable of describing the projective transformation of points viewed on a plane between images. Here the visual features are assumed to lie in a plane or a set of planes that can be determined heuristically by a separate step [4] . The general idea is that features tracked from one frame to the next are used to compute the displacement between two camera locations. These 0-7803-739&7/02/517.00 @002 IEEE displacements can be integrated to estimate camera motion. In some cases, it is not possible or feasible to separately determine planar patches in the scene and we would like to estimate differential motion directly without prior knowledge of the scene. Another class of techniques is called shape-from-motion(SFM) which can deal with a three dimensional structure in the world by simultaneously estimating camera motion and scene structure [20]. Generally speaking, the former set of methods have low computational complexity because they benefit from constraints on the operating environment. Conversely, the latter methods have higher complexity because of a more general representation of the environment.
The purpose of this paper is to compare these methods in terms of accuracy and computational complexity in various environments that vary from completely planar to those with unknown high curvature. In addition, we would like to consider environments that are planar but have sparse, although significant excursion from the plane. A motivating scenario for this work is estimation of motion from small autonomous aircraft which must by necessity be computationally efficient.
We have implemented online versions of the two methods mentioned. That is, estimates of motion are available as images are captured. The SFM method uses an extended Kalman filter while the homography method operates in a memoryless frame to frame fashion. In addition, we have implemented a variation to the homograpby based.method that uses the best of a number of random trials to estimate camera motion at every frame. We discuss trade-offs using simulation and image sequences taken from a "flying" camera for which we have accurate ground truth. In addition to comparing the iterative methods with the ground truth we also show how the results compare to a batch implementation of SFM.
Related Work
In the past few years homography-based methods have become widely used for the estimation of autonomous vehicle motion. Recent work by Garcia, et al.
[6] and Lots, et al. [lo] , for example, utilizes homographies to estimate the motion of underwater vehicles for mosaicking and station keeping. The estimation of homographies between two images is discussed by Hartley and Zisserman[7] , who consider linear (algebraic error), "gold standarc (geometric error), and robust techniques for the estimation, as well as methods for recovering metric properties of the motion and imaged scene from the estimated homography. Our own algorithms for estimating the homography, and for converting the estimated homography to a camera motion, are similar to those described by Faugeras and Lustman [4] .
Homography-based motion estimation is most applicable when the imaged scene is at least approximately planar. Algorithms for shape-from-motion estimate both camera motion and general three-dimensional scene structure from a video sequence. So, these algorithms are naturally robust to deviations from, hut 'do not exploit a priori knowledge of, planar scene scene structure. Shape-from-motion algorithms can be categorized as either online or batch methods. , typically apply general nonlinear minimization methods to all observations simultaneously, producing optimal estimates for the shape and motion. The time complexity of online methods is linear in the number of images, whereas batch methods are typically cubic in the number of images. We have implemented both online and a hatch shape-from-motion algorithms, which we describe in the subsequent sections.
To provide some perspective, we also mention a few other paradigms for motion estimation that we have ex- 
Method
We use a two-stage approach with our SFM and homography based methods. In the first stage (common to 124 both methods) sparse, two-dimensional point features are extracted and tracked though the image sequence. In the second stage image feature locations are processed to provide estimates of camera motion.
In our experiments we have used the Lucas-Kanade tracker [ll] [2] [12] . which has shown good performance in comparative studies. Lucas-Kanade is an iterative method that tracks to suhpixel resolution. Like all trackers, the method has difficulties when tracked points become occluded or change appearance. Promising features are extracted by enumerating the goodness of all features in the image and picking the best n features. Since camera motion causes features to move outside the field of view, it is necessary to find new features continually to keep the distribution of tracked features uniform throughout the image. This is done by dividing the image into a 3 by 3 grid of equally sized regions and extracting new features whenever the number of features within a region falls below a predefined minimum. Newly extracted features within a thresholded image distance of existing features are discarded.
Shape-from-motion overview
For the second stage of the SFM solution, the resulting feature tracks are used to recover the camera's motion and the three-dimensional locations of the tracked points by minimizing the error between the tracked point locations and the image locations predicted by the shape and motion estimates. Because we recover a three-parameter rotation and a three-dimensional translation for each image, and a three-dimensional position for each poinf the total number of estimated parameters is 6f + 3p, where f is the number of images andp is the number of points.
SFM recovers shape and motion estimates only up to a scaled rigid transformation. That is, applying the same scaling and rigid transformation to all of the camera and point estimates produces new estimates that explain the observed data as well as the originals. In many applications it is not necessary to remove this ambiguity, but for autonomous navigation, this ambiguity must be removed by augmenting shape-from-motion with appropriate additional sensors. We will address this issue in future work.
The estimation process is done either as a hatch method or as an online iterative implementation.
Batch shape-from-motion
Our batch shape-from-motion algorithm, based on previous work [IQ uses Levenherg-Marquardt to minimize the error between observed projections (i.e., feature tracks) and predicted projections with respect to the camera and point estimates. We refer the reader to [16] for the details of Levenberg-Marquardf which is widely used.
To guarantee convergence, the initial estimate provided to the method must be sufficiently close to the solution. We currently use the estimate provided by the online method, described in the next section, as the initial estimate to the batch method.
Online shape-from-motion
Our onliie shape-from-motion method uses an extended Kalman filter to estimate shape and motion and their CO- 
Homography-based Motion Estimation
When implementing the second stage as a homograpby solution, the tracked points are used to generate frame to frame bomographies from which a frame to frame motion estimate may be derived. Each frame to frame camera motion estimate is integrated to derive the current position estimate. The homography matrix is calculated using singular value decomposition(SVD) from equations derived from the point correspondences as in [41. A camera motion estimate is then derived from the homography as per [191. Our current implementation assnmes there is only one dominant plane in the scene.
A homography is a 3 x 3 matrix capable of describing the projective transformation of points viewed on a plane between images. To compute the homography a minimum of four point (no three of which may be colinear) correspondences on the viewed plane are required. In general, more are used to make the homography generation system more robust to tracking errors.
For additional robustness against local planar excursions and tracking ermrs a random sampling and consensus method(RANSAC)[5] may he applied to the homography calculation. In this case the homography calculation is attempted multiple times. Each trial starts with a homography calculation using four randomly selected points from the set of available feature track points. As every tracked feature has an initial coordinate in the old image and a current coordinate in the current image, the homography may be checked by applying the homography to the initial cmrdinates and noting the difference between the transformed coordinate and the current coordinate. For every transformed point in agreement (to within an error threshold) the homography gets a vote. If the number of votes exceeds another threshold, which may be proportional or absolute, the homography is accepted and all the point correspondences in agreement are used to calculate the final resultant homography using SVD. If the voting threshold is not exceeded another trial occurs with a new randomly selected set of point correspondences, repeating the process. To limit execution time an upper l i t on the number of trials is used. The thresholds discussed above may be calculated according to PI.
Results
Here we present results from simulation and from lab experiments. We have simulated two types of terrain with increasing deviations from the plane as discussed above. Simulated motion in this terrain is used to generate synthetic features and three algorithms are used to recover the motion. We also report on laboratory experiments in which a camera mounted on a crane was moved along a specified path above a terrain. Motion recovered by the three online algorithms and a batch method are compared to the ground truth.
Synthetic
Synthetic image features were generated to experimentally test the robustness of the homography based methods. Synthetic runs assume a downward pointing camera viewing a single plane. Tracking is unnecessary as the relation between all points in the plane and the projected image are known mathematically. In the two domains of interest the 3D model of the plane under view is gradually degraded in two different ways: globally and locally.
The globally degraded domain distorts the viewed ideal plane into an increasingly less planar object over its entire surface. The globally deformed 3D surface is described by: This description yields a mostly planar viewing object, with 2D real estate taken up by any distortion being independent of the level of severity.
For both domains the severity, k, of the introduced distortion is calculated as a proportion of the camera to plane viewing distance. Experiments are done using these pmportions: 0.00,0.05,0.10,0.15,0.20, and0.25.
For each frame, tracked features are calculated by projecting the viewable points in the point field (generated using one of the two surface models described) onto the viewing plane of a virtual camera. Field of view of the camera is 90 degree, has no distortion, is located at 10 distance units from the plane with an optical axis parallel with the Z axis and points at the viewed plane. Excess points from 
Robocrane
The Robocrane is a fifteen-foot high robotic crane (more specifically, an inverted Stewart platform) built by the National Institute of Standards and Technology (NIST). The Robocrane features a large triangular platform whose six degree of freedom position within the 10 x 10 x 10 foot workspace can be specified by computer. Because the Robocrane's platform can be moved to known positions in such a large space above the ground, it is ideal for creating simulated air vehicle motions with ground truth.
For this experiment, a downward pointing black and white analog camera (fov = 60") was mounted on the moving platform within the Robocrane. A tarp was placed on the concrete floor below the camera in a fairly flat manner.
Rocks of a variety of sizes (all less than 30 cm tall) were placed atop the prepared surface. Finally, additional texture in the form of a small amount of pebbles and dirt were distributed over some of the area.
Two PCs were used to collect data and control the Robocrane. One PC was dedicated to the acquisition of time stamped images while the second controlled the Robocrane and logged the ground truth of the camera at 5 Hz. The path specified for the robocrane was specified in 10 cm increments and starts with a downward Z motion, not quite along the Z axis, to a height approximately 1 m from the floor then continues in a spiral pattern at constant height.
Feature tracking information was generated using a feature extractor and Lucas-Kanade tracker discussed previously. This one set of tracking data was fed into the four methods up for comparison: homography, homograpby + RANSAC, Kalman SFM, and batch SFM. All the methods used 498 frames of tracking data except the batch SFh4 method which was downsampled by three, leaving 164 frames, due to computational limitations.
Resulting paths of each motion estimation method were then fitted to the crane ground truth path using the best scaled rigid transformation minimizing the error between the two. XY results of the four estimators are shown in figure 4 along 
Computation
The platform used to compute the motion estimates was a Pentium III running at 800 MHz. Total time required to generate each of the motion estimates for the Robocrane experimental sequence are summarized in table 1 and does not include time required for feature tracking. Our feature tracker uses approximately 20 ms per image when tracking 80 features. Two cases are given for the random sampling modification: the worst occurs when the number of trials in the homography calculation is allowed to reach the maximum allotment per frame(25). Typically, consensus may be reached within 5-7 iterations. 
Conclusions
We have implemented two methods of estimating camera motion from a sequence of video imagery based on vastly different paradigms and have tested these within varying terrain conditions. One method, based on homography, assumes that all feature points lie in a plane while the other is able to deal with a general 3D world. This paper has compared the trade-offs between these methods in terms of accuracy and computational efficiency. The simple homography-based method works fast and accurately when the planar assumption is valid. Accuracy degrades as the excursions from the plane become significant. We find that the other method based on an online SFM implementation is able to deal with both types of variations from the plane and estimates motion with low error. However, the SFM method is relatively computationally expensive. In some cases, when the terrain is mostly planar hut has sparse, although non-trivial excursions (as would be posed for example, by randomly placed trees observed by an aircraft) a variation of the homography method that uses RANSAC can provide significantly improved performance. This variation can provide accuracy that is approximately equal to online SFM but with lower computational cost. We also note that the motion estimates produced from the online methods are significantly lower in computational cost to batch SFM but without a proportional degradation in accuracy. In future work we seek to improve the implementations for both online methods to operate at a higher throughput. We will also integrate the estimates from vision based motion estimation with other sensor modalities such as odometry and inertial measurement. 
