Web Switch em Unix by Carvalho, Jorge Miguel Teixeira Martins de
Faculdade de Engenharia da Universidade do Porto 
 
Web Switch em Unix 
Jorge Miguel Teixeira Martins de Carvalho 
 
Dissertação realizada no âmbito do  
Mestrado Integrado em Engenharia Electrotécnica e de Computadores 
Major Telecomunicações 
 
 
Orientador: Prof. João Neves 
 
 
 
Fevereiro de 2009 
  
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
© Jorge Carvalho, 2009 

 
 iii 
Resumo 
A Internet surge, evolui e torna-se massificada. Os computadores seguem também o seu 
curso natural de evolução.  
As pessoas viram-se para a Internet como meio de pesquisa e novos negócios. Cada pessoa 
consegue agora ter a sua própria página e a carga nos servidores começa a aumentar. 
Com um contínuo aumento do número de servidores e seus upgrades nos datacenters, uma 
gestão eficiente do hardware existente torna-se necessária. 
O Web Switch torna-se um equipamento essencial na gestão da infra-estrutura. O Web 
Switch consegue encaminhar os pedidos para diferentes servidores utilizando para isso: a 
informação da URL, o tipo de navegador utilizado, ou até mesmo o tipo de conteúdo (estático 
ou dinâmico). 
Encontrar soluções, validar a eficiência e perceber a sua importância é agora e mais 
importante que nunca. 
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Abstract 
The Internet emerges, evolves and becomes available to masses. The computers also 
follow its natural course of evolution. 
People turn to the Internet as a means of research and new business. Each person can 
now have its own page and the load on the servers begins to increase. 
With a continuous increase in the number of servers on the datacenters their efficient 
management is required. 
A Web Switch becomes essential equipment in the management of infrastructure. The 
Web Switch can forward requests to different servers using the information provided by URL, 
type of browser used, or even type of content (static or dynamic). 
Finding solutions, validate the efficiency and realizing its need is now more important 
than ever. 
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Capítulo 1 
Introdução 
Este capítulo pretende fornecer uma visão global do trabalho desenvolvido e reportado na 
presente dissertação. Após uma breve exposição do tema abordado, são descritos os 
objectivos e, por último, é apresentada a estrutura da dissertação. 
 
1.1 Tema e Contexto 
 
A génese das redes informáticas tem sido pautada por constantes evoluções, 
nomeadamente a invenção do primeiro router e do primeiro switch (comutador nível 2), 
equipamentos que efectuam uma análise dos dados recebidos - o primeiro analisa pacotes e o 
segundo tramas -, encaminhando-os de forma mais eficiente para o respectivo destinatário. 
Com a evolução chega-se à conclusão que efectuar um encaminhamento e distribuição mais 
eficiente de serviços de dados e páginas Web é necessário. 
O WebSwitching surge então no mercado como uma forma de melhorar o tempo de 
resposta e fornecimento de serviços de dados e páginas Web. 
O precursor do seu aparecimento foi o crescimento da Internet, pois modificou a maneira 
como se negoceia. A largura de banda disponibilizada ao utilizador tem vindo a crescer 
significativamente, possibilitando-lhe o acesso a novos serviços. 
Tecnologias como e-learning, e-conferencing, e-commerce, streaming de vídeo e Voice 
over IP (VoIP) levaram um grande impulso e rapidamente as companhias pretendiam 
disponibilizar os seus produtos e serviços a milhões de utilizadores, 24 horas por dia, 365 dias 
por ano. 
2  Introdução 
 
Esta necessidade sobrecarrega o ou os servidores e, por melhor desempenho que possuam, 
são simplesmente incapazes de lidar com todo o tráfego que têm que processar, quer de 
entrada quer de saída. 
Surge então a necessidade de ampliar a capacidade dos servidores. Esse processo torna-se 
bastante dispendioso, razão pela qual se tenta sempre fazer um aproveitamento do hardware 
de que já dispõem. 
O mercado de informática e de hardware está em constante desenvolvimento, mas, 
mesmo este ritmo acelerado que tem vindo a ser sentido é incapaz de suprir a necessidade 
que as pessoas e organizações têm de mais rapidamente obter a sua informação. 
 
1.2 Objectivo 
 
É objectivo desta dissertação o estudo do problema da distribuição da carga do acesso a 
um servidor Web, o que é um exemplo típico de comutação ao nível 7. Devem-se focar 
soluções para a implementação de um Web Switch assente numa plataforma Unix. 
Pretende-se ainda a implementação de um protótipo de um Web Switch como 
demonstrador do cumprimento dos objectivos, com recurso a ferramentas de software do 
domínio público. 
 
1.3 Estrutura da dissertação 
 
Esta dissertação encontra-se organizada em seis capítulos. 
O capítulo seguinte “Webswitching”, tem como objectivo fazer um levantamento das 
tecnologias de implementação. 
No terceiro capítulo “Estado da Arte”, é efectuada uma apresentação de soluções actuais 
de WebSwitching disponíveis no mercado. 
No quarto capítulo, “Caracterização do problema e Implementação”, procede-se à 
identificação de alguns dos problemas inerentes à operação e gestão de um Web Switch. É 
ainda descrita a solução implementada como forma de resolver os problemas descritos no 
capítulo anterior. 
O quinto capítulo, “Resultados”, são apresentados os resultados dos testes de validação 
da solução implementada e efectuada a comparação dos testes realizados. 
O sexto capítulo, “Conclusões”, apresenta uma síntese do trabalho desenvolvido e as 
melhorias que podem ser introduzidas em desenvolvimentos futuros nesta área. 
Segue-se uma lista de todas as referências utilizadas no desenvolvimento deste trabalho.  
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Capítulo 2 
WebSwitching 
Neste capítulo é realizada uma breve apresentação sobre os diversos tipos de 
balanceamento de tráfego em servidores Web, focando as tecnologias utilizadas no 
WebSwitching. 
 
2.1 Métricas de Balanceamento 
 
Para a uma gestão eficiente dos servidores Web que contêm a informação, o balanceador 
de carga tem de deter informação para efectuar a comutação do tráfego Web de forma 
eficaz. 
As políticas de gestão mais comuns são: 
 Simple Least Connections; 
 Weighted Least Connections; 
 Simple Round-Robin; 
 Weighted Round-Robin. 
 
A gestão Simple Least Connections gere o número de ligações activas de cada servidor. 
Quando recebe uma nova ligação o balanceador de carga encaminha o tráfego para o 
servidor que no momento possua menos ligações activas. Isto pode ser visto como uma 
politica justa, uma vez que os servidores mais rápidos ou que mais rapidamente possam 
atender e processar os pedidos ficam desde logo disponíveis para novos trabalhos. 
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Uma gestão do tipo Weighted Least Connections efectua uma distribuição “pesada” das 
ligações para cada servidor. 
Esta distribuição pesada é efectuada tendo em conta os “pesos” (capacidade de 
processamento) de cada servidor disponível, de modo que, numa server farm com diferentes 
máquinas, os servidores melhores possam receber uma quantidade maior de pedidos. 
Simple Round-Robin é uma técnica de gestão de tráfego simples. Os pedidos são 
encaminhados de forma cíclica entre os diferentes servidores disponíveis. Esta técnica é 
bastante utilizada em Clusters desde que a capacidade de todas as máquinas seja 
aproximadamente igual. 
Uma gestão do tipo Weighted Round-Robin é bastante semelhante ao Simple Round-Robin 
mas aquando da configuração da política de gestão, cada servidor recebe um “peso” que 
reflecte a sua capacidade de processamento. As ligações atribuídas são proporcionais ao 
“peso” arbitrado. 
 
2.2 Mecanismos de Routing 
 
O Web Switch tem a capacidade de identificar cada nó do sistema de forma única e 
inequívoca, através do endereço privado do servidor. Esse endereço pode corresponder ao 
endereço IP ou ao seu endereço Medium Access Control (MAC). 
Primeiramente é possível classificar os Web Switch quanto à sua arquitectura - 
arquitectura estabelecida com base na pilha Open System Interconnection (OSI) - tendo por 
base qual a camada utilizada, nível 4 ou nível 7, para retirar a informação necessária para ser 
efectuado o encaminhamento dos pacotes. 
Pode-se classificar mais ainda o tipo de Web Switch pela forma como os dados fluem entre 
o servidor e o cliente. Deste modo é possível ter uma arquitectura “um sentido”, na qual o 
pedido é devolvido directamente do servidor Web para o cliente. De outro modo, se a 
arquitectura for de “dois sentidos” o pedido passa de novo pelo Web Switch. 
 
Figura 2.1 – Arquitecturas de routing 
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2.3 Comutadores de nível 4 
 
Os comutadores de nível 4 do modelo OSI podem ser fundamentalmente distinguidos em 
dois tipos, “um sentido” e “dois sentidos”. 
Para cada um destes tipos é possível encontrar diferentes tipos de técnicas para processar 
o encaminhamento de pacotes. 
 
2.3.1 Arquitectura “dois sentidos” 
 
A arquitectura de “dois sentidos” ou comutador nível 3/4 efectua encaminhamentos de 
nível 3 utilizando informação de nível 4. Estes comutadores são conhecidos também por Load 
Sharing Using Network Address Translation (LSNAT). 
Este comutador possui um endereço Internet Protocol (IP) externo Virtual IP (VIP) para 
poder receber os pedidos dos clientes. Um conjunto de servidores capaz de fornecer a 
informação pedida pelos clientes encontra-se atrás do comutador 3/4. 
 
 
Figura 2.2 - Comutador 3/4 
 
Quando um cliente efectua um pedido, esse pedido é endereçado para o VIP do sistema. 
Utilizando regras de routing, o router de entrada da rede encaminha os pacotes com aquele 
endereço para o comutador 3/4. 
Se o pacote recebido pelo comutador for um Transmission Control Protocol (TCP) 
Synchronization (SYN), o comutador verifica a porta destino, baseado nessa informação e em 
métricas de balanceamento encaminha para o servidor escolhido. 
Ao efectuar este encaminhamento o comutador introduz a conexão na sua tabela de 
encaminhamento. Para o encaminhamento ser correctamente efectuado é reescrito o 
endereço IP de destino, de modo a corresponder ao endereço IP do servidor escolhido. Para 
1 2 3
4
Comutador 3/4
IP = 100.90.80.70
Router
Servidor 1
IP = 172.30.20.10
Servidor 2
IP = 172.30.20.11
Servidor 3
IP = 172.30.20.12
1. Pedido do utilizador para 
100.90.80.70
2. Pacote automaticamente 
encaminhado para o comutador 
3/4
3. Escolha e envio para o servidor 
(modificando o endereço IP)
4. Servidor devolve resposta para 
o comutador
5. Comutador rescreve o 
endereço IP de origem e 
destino do pacote e encaminha 
para o utilizador
5
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além de reescrever o endereço de destino, o endereço de origem é também alterado. A 
alteração é efectuada para que o endereço de origem passe a ser o do comutador. Caso o 
pacote recebido não seja a inicialização do TCP, o comutador pesquisa na sua tabela. Se o 
tráfego pertencer a alguma ligação já inicializada, o comutador faz a alteração dos IPs de 
origem e de destino, encaminhando de seguida o tráfego. Se o tráfego não for uma 
inicialização nem pertencer a qualquer ligação, então é simplesmente descartado. 
Como neste processo o IP de origem é alterado, o servidor envia a resposta para o 
comutador 3/4. Neste processo, os IPs da ligação são novamente alterados, deixando o IP de 
origem de ser o do servidor e passando a ser o do comutador, da mesma maneira o IP de 
destino deixa de ser o do servidor e passa a ser o do cliente.  
A principal vantagem do comutador 3/4, reside no facto de os servidores se poderem 
localizar em qualquer ponto físico da rede. 
Apesar do factor localização ser positivo, este tipo de encaminhamento pode ser bastante 
pesado e afectar o desempenho do sistema. 
 
2.3.2 Arquitectura “um sentido” 
 
Na arquitectura de “um sentido” temos a chegada de todos os pacotes de dados ao Web 
Switch, enquanto a devolução dos pedidos é efectuada directamente pelos servidores. Isto 
requer que todos os servidores possuam uma ligação de dados de alto débito com o exterior, 
para que assim possam fornecer os dados com rapidez. 
Estes processos de routing podem ser efectuados por diferentes mecanismos como 
reescrever o endereço IP de destino e recalculando o checksum TCP/IP (packet rewriting) 
encapsular o pacote dentro de outro pacote (packet tunneling) ou ainda encaminhar o pacote 
ao nível o endereço MAC (packet forward). 
 
2.3.2.1 Packet Rewriting 
 
O encaminhamento do tráfego é conseguido através da alteração do endereço IP de 
destino em todos os pacotes. O endereço de destino do pacote é alterado do valor actual, 
endereço do Web Switch, para o endereço do servidor seleccionado. 
À primeira vista este processo assemelha-se a uma arquitectura de dois sentidos, na 
modificação do endereço de origem aquando do envio para o cliente. Neste caso, quem fica 
encarregue da sua modificação é o próprio servidor que substitui o seu endereço IP pelo 
endereço público do Web Switch, a esta técnica é muitas vezes dado o nome de single-
rewrite. 
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2.3.2.2 Packet Tunneling 
 
A técnica de packet tunneling consiste no encapsulamento de pacotes IP dentro de outro 
pacote IP. O objectivo desta técnica é o de pegar no cabeçalho e nos dados de um pacote e 
introduzi-los no campo de dados de um pacote novo. O cabeçalho deste novo pacote contém 
o endereço do Web Switch e o endereço do servidor escolhido, respectivamente como origem 
e destino. Este mecanismo requer que todos os servidores suportem IP tunneling e tenham o 
seu túnel configurado com endereço do Web Switch. Assim que um servidor recebe um 
pacote, processa-o e responde directamente para o cliente. 
 
2.3.2.3 Packet Forward 
 
A técnica de packet forward ou comutador nível 2/4 efectua o encaminhamento de 
pacotes a nível 2, utilizando informação do nível 4. 
Nesta configuração o endereço IP é partilhado pelo comutador e por todos os servidores 
utilizador para conter os dados. O endereço IP configurado no comutador é designado de 
cluster address. Os servidores que se encontram atrás do comutador terão de ser configurados 
também com o mesmo endereço, mas este não poderá ser o seu endereço primário, pois 
nesse caso existiriam colisões. É designado de interface aliasing o método como esta 
atribuição é efectuada. 
 
 
Figura 2.3 – Comutador 2/4 
 
O cluster address é também conhecido como VIP. O router de entrada da rede é 
configurado de modo que todos os pacotes com aquele endereço sejam encaminhados para o 
comutador. 
Se uma comunicação é iniciada e um pacote de TCP SYN é recebido, o mesmo é 
encaminhado para o comutador 2/4. É efectuada uma análise de nível 4 para aferir o tipo de 
1 2 3
4
Comutador 2/4
IP = 100.90.80.70
Router
Servidor 1
IP = 100.90.80.70
Servidor 2
IP = 100.90.80.70
Servidor 3
IP = 100.90.80.70
1. Pedido do utilizador 
para 100.90.80.70
2. Pacote encaminhado 
pelo comutador 2/4
3. Escolha e envio para o 
servidor
4. Servidor devolve pedido 
directamente para o 
cliente
8  WebSwitching 
 
porta de destino que o pacote leva, mediante a porta e uma métrica de balanceamento 
utilizada, o pacote é encaminhado para o respectivo servidor. 
Ao efectuar este encaminhamento o comutador introduz a conexão na sua tabela de 
encaminhamento. Para o encaminhamento ser correctamente efectuado é rescrito o endereço 
de nível 2 de destino, de modo a que corresponda ao servidor escolhido. 
Caso a comunicação continue, todos os pacote que pertençam à conexão estabelecida são 
rescritos e encaminhados da mesma forma que o pacote de SYN. Caso contrário, os pacotes 
são completamente descartados. 
Este tipo de implementação oferece uma elevada rapidez de comutação e simplicidade, 
uma vez que é apenas efectuado processamento inicial dos pacotes. A resposta é enviada 
directamente para o cliente. 
Como desvantagem, exige uma ligação directa entre o comutador 2/4 e todos os 
servidores para os quais encaminha o tráfego. 
 
2.4 Comutadores de nível 7 
 
A adopção de um comutador de nível 4 pode trazer grandes benefícios para o 
balanceamento da informação na internet, embora existam situações em que isto não será 
suficiente. 
Dada a evolução e diversidade de informação transmitida, é necessário efectuar o 
encaminhamento do tráfego recorrendo a informação contida no payload do pacote IP. Esta 
informação é retirada na sétima camada da pilha OSI, como acontece no caso do Uniform 
Resource Locator (URL) de um pedido Hyper Text (HTTP), reconhecimento das cookies, 
identificação de conteúdos File Transfer Protocol (FTP), Domain Name Service (DNS) e Real 
Time Streaming Protocol (RTSP), permitindo deste modo balancear eficazmente o sistema. 
De forma semelhante à utilizada para classificar os comutadores de nível 4, os 
comutadores de nível 7 podem ser classificados em duas categorias, tendo como base a 
maneira como efectuam o envio de informação do servidor para o cliente. Como tal serão 
classificados como Web Switch “um sentido” ou “dois sentidos”. 
Neste subcapítulo será efectuado o estudo dos comutadores de nível 7 quanto à forma 
como os mesmos encaminham a informação dos servidores para os clientes e serão apontados 
também técnicas para análise dos pedidos, de maneira a escolher o melhor tipo de 
encaminhamento. 
Para efectuar o balanceamento eficaz do sistema o Web Switch teve de introduzir 
diversas soluções para analisar, manter e encaminhar o tráfego que recebe. Essas soluções 
serão agora detalhadas. 
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2.4.1 Estrutura de funcionamento 
 
Um dos problemas levantados pelo balanceamento na camada 7 resulta do facto de o Web 
Switch ter de esperar por diversos pacotes IP, isto acontece porque, numa comunicação TCP é 
necessário primeiro estabelecimento da ligação e só após se pode enviar informação contendo 
o pedido. 
 
 
Figura 2.4 - Atraso de ligação (delay binding) 
 
Para conseguir balancear eficazmente a ligação, o Web Switch deve “atrasar” o envio dos 
pacotes IP para o servidor. 
Para isso o Web Switch deve cumprir um conjunto de tarefas: 
1. Terminar a sessão TCP do utilizador; 
2. Guardar os pacotes IP contendo dados da ligação do utilizador. Pode ser necessário 
guardar mais que os primeiros pacotes, pois, como no caso do HTTP, a informação 
pode não estar contida nos primeiros pacotes; 
3. Análise dos pacotes guardados procurando a informação necessária para o 
processamento, por exemplo, URL, HTTP header ou pedidos de DNS; 
4. Efectua o balanceamento baseado na informação obtida; 
5. Abre uma ligação TCP entre balanceador de carga e o servidor óptimo escolhido; 
6. Encaminha os pedidos guardados para o servidor escolhido. 
Para todos os pacotes seguintes, o Web Switch deve juntar as ligações do utilizador com o 
servidor, devendo para isso alterar informação, os números das portas TCP e os números de 
sequência dos pacotes. 
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Figura 2.5 – Tráfego através do Web Switch 
 
O atraso de ligação quando implementado num Web Switch tem uma segunda utilização, 
serve de mecanismo de segurança, uma vez que previne ataque de denial-of-service (DoS) e 
em particular ataques de pacote TCP SYN. 
 
2.4.1.1 Problema das sessões persistentes 
 
Os problemas das sessões persistentes aparecem com o HTTP 1.1. Os sites tornam-se mais 
seguros e a mesma comunicação TCP serve para o cliente pedir toda a informação ao 
servidor. 
Coloca-se então um problema: Como gerir a sessão de e-commerce (carrinho de compras) 
num balanceador de carga? 
Considera-se um site de venda de livros, no qual o cliente tem à sua disposição uma lista 
e a cada livro que visualiza possuí um botão para comprar. 
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Figura 2.6 - Ligações persistentes 
 
Primeiro é estabelecida a ligação TCP entre o cliente e o servidor. 
É enviado um pedido HTTP GET, para que seja enviado todo o conteúdo da página. 
Assim que os dados HTTP são recebidos, o browser mostra o conteúdo recebido. Quando 
um utilizador carrega numa ligação para “comprar” ou “pesquisar” é enviado novamente um 
pedido HTTP GET para serem retornados os dados relativos à acção executada. Se a acção da 
ligação foi de adicionar um livro ao carrinho de compras, o servidor guarda a sessão e regista 
a adição do livro. Existindo apenas um servidor o problema das sessões persistentes não se 
coloca, pois será sempre o mesmo a responder a todos os pedidos do cliente. 
Aplicando agora um Web Switch, que, para a distribuição de carga utiliza a métrica de 
Simple Round-Robin. 
 
Figura 2.7 - Simple Round-Robin 
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Verifica-se então que, para cada sessão recebida, o pedido é encaminhado para um 
servidor diferente. 
Para resolver este problema, para além do balanceamento da carga através de diversos 
servidores, o balanceador de carga deve enviar todos os pedidos do utilizador para um único 
servidor durante todo o período da sessão. 
  
Figura 2.8 - Balanceamento da sessão 
 
Para a grande maioria dos Websites a gestão de sessões não é um problema, pois os 
conteúdos disponibilizados são apenas de leitura. Como se constata pelo caso considerado, a 
criação de um site de e-commerce levanta outras questões. 
 
 
2.4.2 Arquitectura “dois sentidos” 
 
2.4.2.1 TCP gateway 
 
A implementação do TCP gateway coloca-se como proxy, encaminhando as comunicações 
entre o cliente e o servidor. Esta proxy aceita e mantém conexões TCP persistentes com 
todos os servidores. Quando o pedido do cliente é recebido, a proxy encaminha o pedido do 
cliente para o servidor respectivo através da conexão correspondente desse mesmo servidor. 
Por outro lado, quando a resposta é devolvida para o Web Switch através da conexão 
persistente, o Web Switch encaminha o pedido para o cliente por outra conexão. 
Web switch
1,2,3,41
2
3
4
Pedido e resposta 
HTTP da pesquisa 
de um livro
Proceder à compras 
dos livros 
adicionados
Pedido e resposta HTTP 
adicionar Livro1 ao carro de 
compras
Pedido e resposta HTTP 
adicionar Livro2 ao carro de 
compras
Estados
Livro 1 e Livro 2 no carrinho 
de compras
WebSwitching  13 
 
2.4.2.2 TCP-Splice 
 
A técnica de TCP-Splice foi originalmente proposta para melhorar o desempenho de proxy 
ao nível da camada de aplicação. 
Mais tarde a mesma técnica foi utilizada e comprovou-se que pode melhorar em larga 
escala o desempenho de um Web Switch [12]. 
Na comunicação entre um cliente e um servidor pode e deve muita das vezes existir uma 
proxy ou um Web Switch. Este tipo de equipamento serve para optimizar o balanceamento e 
cache da infra-estrutura. 
Será detalhado um pouco do TCP-Splice através da abordagem de split-connection 
application layer proxy proposta em [12] 
 
 
Figura 2.9 - Proxy sem TCP Splice 
 
Quando o cliente comunica com o servidor, o seu pedido é interceptado pela proxy, 
ficando activa uma comunicação entre a proxy e o cliente. Em seguida a proxy estabelece 
uma ligação ao servidor, encaminhando o tráfego do cliente. 
A utilização do TCP-Splice permite-nos a junção das duas conexões pré-existentes na 
proxy (cliente-proxy, proxy-servidor). 
Nos sistemas de proxies convencionais utiliza-se a camada de aplicação para o 
processamento da autenticação, logging e cópia dos dados, sendo este processamento o que 
mais impacto causa no desempenho. A utilização do TCP-Splice transforma a proxy num 
comutador de nível 4. 
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Figura 2.10 – Proxy com TCP Splice 
 
A concretização do TCP-Splice é conseguida com a alteração de todos os pacotes IP, 
alteração essa que pretende que todos os pacotes da ligação do cliente sejam encaminhados 
para a ligação do servidor, sem que este último se aperceba que foi a proxy a encaminhar. 
Uma vez que as alterações ocorridas são simples e não exige cópia de dados, podem ser 
rapidamente executadas no kernel. 
 
2.4.3 Arquitectura “um sentido” 
 
2.4.3.1 TCP Handoff 
 
O protocolo de TCP Handoff encontra-se sobre a camada TCP e corre no Web Switch e nos 
servidores, uma vez que requer alterações nos sistemas operativos. O mecanismo de TCP 
Handoff tem de se manter transparente para o cliente, como tal, os dados enviados a partir 
do servidor para o cliente de forma directa devem aparecer como tendo sido enviados pelo 
Web Switch. Qualquer pacote de confirmação enviado pelo cliente para Web Switch será 
encaminhado para o servidor respectivo através de um módulo existente no protocolo de 
encaminhamento. 
O mecanismo de TCP Handoff permite ainda a gestão de sessões persistentes, 
possibilitando ao Web Switch encaminhar para diferentes servidores a mesma conexão. 
Existem então dois mecanismos de suporte para sessões persistentes: como referido acima, a 
entrega de pedidos provenientes da mesma conexão para diferentes servidores ( multi 
Handoff ), ou o Web Switch encaminha sempre todos os pedidos para o mesmo servidor, 
efectuando o envio para um segundo servidor (back-end forwarding) apenas quando o servidor 
principal não possui capacidade para os tratar. 
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2.4.4 Análise do conteúdo HTTP 
 
Um Web Switch deve implementar políticas avançadas de recolha e análise da informação 
HTTP, pois, será essa informação que irá conduzir à distribuição eficiente da carga pelos 
diversos servidores. 
 
 
2.4.4.1 Análise da URL 
 
A URL é basicamente o que é designado por “o que se escreve no browser”, ou seja, o 
endereço e página no qual queremos consultar informação. 
Considerando o seguinte pedido do cliente: 
“http://www.foocorp.com/brochures/aboutus.html#whereweare”. Os elementos essenciais 
aparecem após o “GET”. 
 
Figura 2.11 - Pedido GET HTTP 
 
Note-se que após o GET apenas aparecem os dados relativos à localização da página. O 
“www.foocorp.com” não necessita de aparecer pois este nome serve apenas de caminho para 
a localização do site, sendo o nome resolvido pelo DNS. 
Uma utilização frequente da necessidade WebSwitching surge quando uma empresa 
pretende separar os conteúdos estáticos dos conteúdos dinâmicos. Por conteúdos estáticos 
entende-se páginas HyperText Markup Language (HTML), imagens, vídeos entre outros. Por 
outro lado os conteúdos dinâmicos são scripts, páginas PHP, Active Server Pages (ASP), 
Common Gateway Interface (CGI) entre outros. 
 
Figura 2.12 - Balanceamento em função do tipo de conteúdo 
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2.4.4.2 Análise do Browser 
 
Com a diversificação dos browsers de internet e a constante evolução que cada um tenta 
introduzir, a maneira como cada página aparece em cada browser é diferente. 
Isto torna-se tão mais evidente quando se comparam conteúdos visualizados em 
computadores pessoais e conteúdos visualizados através de Personal Digital Assistant (PDAs) e 
Telemóveis. 
Para solucionar estes problemas, um Web Switch consegue perceber o tipo de browser 
(User-agent) que o cliente dispõe, e caso o site do qual faz balanceamento de carga contenha 
conteúdo diferenciado por tipo de browser o conteúdo correcto será disponibilizado. 
 
 
Figura 2.13 - Balanceamento em função do tipo de browser 
 
Embora a solução mais elegante seja de facto a utilização da informação fornecida pelo 
User-Agent, alguns sites utilizam uma URL diferente para separar as diferentes plataformas. 
 www.foocorp.com – Browser do computador; 
 mobile.foocorp.com – Telemóveis e PDAs; 
 text.foocorp.com – Apenas texto, para clientes minimalistas. 
 
2.4.4.3 Análise do Idioma do Browser 
 
Para além da optimização de conteúdo a partir da análise do User-agent, também a 
informação retirada do “Accept-Language” é passível de ser utilizada para diferenciar os 
conteúdos disponíveis. Informação visível na figura 2.11. 
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2.4.4.4 Cookies 
 
Quando um cliente visita um Website, ou nas comunicações subsequentes, os websites 
tem a possibilidade de efectuar a inserção de cookies no browser, de modo a criar referências 
de opções seleccionadas. 
As cookies podem-se diferenciar em dois tipos: persistentes e temporárias. 
As cookies temporárias são geralmente criadas em memória e actuam durante a sessão do 
browser, pois após o fecho do mesmo as posições de memória são libertadas. 
As cookies permanentes por outro lado são geridas localmente nas pastas de ficheiros 
temporários do browser local. Estas cookies podem conter tempos de validade, de modo a 
tornar mais segura a interacção dos utilizadores com os sites. 
A utilização de cookies torna a diferenciação de conteúdos e serviços uma tarefa fácil e 
rentável. 
No caso do e-commerce, em que temos diferentes produtos a serem oferecidos no mesmo 
site, queremos que exista uma separação de acessos para pessoas registadas e não registadas. 
O primeiro passo é autenticar a pessoa que acede ao site. Mediante essa autenticação o 
servidor implanta uma cookie para permitir ao utilizador o acesso à informação, que, de outra 
maneira se encontraria negada. 
 
 
Figura 2.14 – Autenticação através do Web Switch 
 
Uma sessão completa entre o cliente e o servidor utilizando cookies: 
1. É estabelecido a ligação TCP entre o cliente e o Web Switch (atraso de ligação); 
2. O cliente envia um HTTP GET sem qualquer cookie; 
3. É estabelecida a ligação com o servidor (atraso de ligação); 
4. É verificado o conteúdo da cookie, como ainda nenhuma se encontra inserida é 
encaminhado o GET para o servidor de autenticação; 
5. O cliente autentica-se com as credencias de username e password; 
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6. Após uma validação com sucesso o servidor emite a cookie (Set-Cookie) respectiva 
assim como indica a página para a qual o browser deve redireccionar a sua 
comunicação. 
Uma vez concluído este processo todos os pedidos efectuados pelo cliente serão 
redireccionados para os servidores de conteúdos. Este método garante que um utilizador por 
autenticar nunca acede à área reservada. 
Utilizando as cookies podemos fazer diversos níveis de separação e criar diferentes 
permissões, uma vez que, o valor da cookie pode ser qualquer tipo de texto. 
Um servidor poderá inclusive introduzir múltiplas cookies, pretendendo assim diferenciar 
os seus conteúdos. 
 
 
Figura 2.15 - Distribuição de conteúdo baseado na cookie do cliente 
 
Uma vez implantada a cookie, o Web Switch pode utilizar os seus dados para direccionar 
os pedidos para o servidor responsável pela gestão do grupo. Esta forma permite uma 
optimização de custo, poder de processamento e conteúdos. Oferece-se assim um serviço de 
primeira qualidade aos utilizadores que efectuam as subscrições de valor mais elevado. 
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2.4.5 SSL 
 
Hoje em dia virtualmente todas as empresas, muitos dos ministérios e pessoas singulares 
possuem páginas na internet. A internet torna-se assim um lugar cada vês mais apelativo para 
se poder criar um negócio novo ou então facilitar e expandir os negócios actuais. Este 
crescimento começa a preocupar tantos os proprietários das páginas como os clientes, nesse 
sentido a procura por uma solução de segurança torna-se prioritária. 
 
2.4.5.1 Secure Socket Layer e Transport Layer Security 
 
Secure Socket Layer (SSL) foi originalmente desenvolvida pela Netscape. As duas primeiras 
versões SSL 1.0 e 2.0 nunca chegaram a ser standard, uma porque nunca foi publicamente 
disponibilizada e outra porque continha falhas de segurança. A versão 3.0 foi desenvolvida de 
forma aberta utilizando a critica dos utilizadores e foi publicada como um rascunho de 
implementação. Mais tarde, quando foi atingido um consenso, o documento foi submetido 
para o comité responsável pelos standards relacionados com a internet, Internet Engineering 
Task Force (IETF). Por sua vez este comité formou o grupo de desenvolvimento Transport 
Layer Security (TLS), grupo esse responsável pela constituição de standard para toda a 
indústria ligada à internet. 
Embora se entre em detalhe do SSL, o TLS utiliza estes mesmos princípios como base. 
 
2.4.5.2 Arquitectura do SSL 
 
O SSL foi desenhado para proporcionar uma ligação ponto a ponto segura utilizando a 
pilha TCP. A Figura 2.16 ilustra a forma como o protocolo SSL se insere na pilha TCP. 
 
 
Figura 2.16 – Camada protocolar SSL 
 
O SSL torna-se uma adição particularmente importante ao comércio electrónico pois, é 
capaz de proporcionar um canal seguro de comunicação entre o cliente e o servidor. 
É o SSL Record Protocol que fornece as capacidades básicas de segurança a todos os 
protocolos superiores. 
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No protocolo SSL estão também integrados três protocolos de camada superior: 
Handshake Protocol, Change Ciphter Spec Protocol e o Alert Protocol. 
 
Dois conceitos importantes no SSL são o conceito de Sessão e o conceito de Conexão. 
A sua definição segundo a norma é a seguinte: 
 
 Conexão: A Conexão é o transporte (segundo a definição presente na pilha OSI) que 
proporciona um determinado tipo de serviço. Para o SSL as conexões são ponto-a-
ponto e a todas as conexões está associada uma sessão. As conexões são temporárias; 
 Sessão: Uma Sessão é uma associação entre um cliente e um servidor. As Sessões são 
criadas pelo Handshake Protocol. As Sessões definem um conjunto de parâmetros 
criptográficos de segurança, parâmetros esses que podem ser partilhados por 
múltiplas Conexões. As Sessões são utilizadas para evitar a negociação de novos 
parâmetros de segurança a cada Conexão. 
 
No início e durante a comunicação do cliente com o servidor, a conexão e a sessão SSL 
passam por diferentes estados. 
 
Estado Descrição 
session identifier 
Uma sequência arbitrária de bytes escolhida pelo servidor, 
para identificar uma sessão activa ou passível se der 
recomeçada 
peer certificate Certificado X509.3. Este campo pode ser nulo 
compression method 
Algoritmo utilizado para comprimir os dados antes da 
encriptação 
cipher spec 
Especifica o algoritmo de encriptação (como AES, null, 
etc) e o algoritmo de hash (MD5 ou SHA-1) utilizado no 
cálculo do message authentication code. Define ainda 
parâmetros criptográficos como o hash_size 
master secret Chave secreta de 48 byte partilha pelo cliente e servidor 
is resumable 
A flag indica de é possível iniciar novas conexões na 
presente sessão 
Tabela 2.1 - Estados da Sessão 
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Estado Descrição 
server and client 
random 
Uma sequência arbitrária de bytes escolhida pelo servidor 
e cliente para cada conexão 
server write message 
authentication code 
secret 
Chave secreta utilizada nas operações message 
authentication code nos dados enviados pelo servidor 
client write message 
authentication code 
secret 
Chave secreta utilizada nas operações message 
authentication code nos dados enviados pelo cliente 
server write key 
Chave de encriptação utilizada para encriptação de dados 
do servidor e desencriptação do cliente 
client write key 
Chave de encriptação utilizada para encriptação de dados 
do cliente e desencriptação do servidor 
initialization vectors 
Quando um bloco encriptado em Cipher Block Chaining 
(CBC) é utilizado, um vector de inicialização é mantido 
para cada chave. Este campo é iniciado pela primeira vez 
quando se processa o SSL Handshake. De ai em diante o 
final do texto encriptado é mantido de forma a ser 
utilizado com vector de inicialização do bloco seguinte. 
sequence numbers 
Cliente e servidor mantêm números de sequência diferente 
para as ligações de envio e recepção. Quando recebem ou 
enviam uma mensagem de change cipher spec, o número 
de sequência é colocado a 0. Os números de sequência não 
devem exceder 264-1 
Tabela 2.2 - Estados da Conexão 
 
2.4.5.3 SSL Record Protocol 
 
O SSL Record Protocol fornece às camadas superiores dois serviços:  
 
 Confidencialidade: Ao encapsular as camadas superiores fornece confidencialidade, 
uma vez que os dados são encriptados, ex: No Handshake Protocol é definida a chave 
partilhada para a encriptação dos dados; 
 Integridade das mensagens: O Handshake Protocol define ainda a chave partilhada 
utilizada na message authentication code. 
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O processo de transmissão de dados ocorre ao nível do Record Protocol. 
Os dados recebidos são fragmentados em pequenos blocos, poderá ocorrer compressão 
(este campo não se encontra especificado, como tal é considerado opcional), é-lhes aplicado 
o código de message authentication, são encriptados e por fim é colocado o cabeçalho. 
Na Figura 2.17 podemos observar o processo de construção de pacote de dados com SSL 
 
 
Figura 2.17 – Construção de um pacote SSL 
 
2.4.5.4 Change Cipher Spec Protocol 
 
O Change Ciphter Spec Protocol é o mais simples protocolo do SSL. O protocolo consiste 
apenas no envio de uma mensagem de 1 Byte com o valor “1”. O propósito desta mensagem é 
o de transitar uma ligação que se encontre no estado pendente para um estado fixo, nesta 
passagem o esquema de chaves de encriptação é alterado. 
 
2.4.5.5 Alert Protocol 
 
O Alert Protocol é utilizado pelo cliente ou servidor para transmitir mensagens de alerta 
ou mensagens fatais do SSL. 
O esquema da mensagem é de apenas 2 Bytes. O primeiro byte pode tomar o valor “1” 
para mensagem de “aviso” ou “2” no caso de ser uma mensagem “fatal”. Quando é recebida 
uma mensagem “fatal” a conexão é imediatamente quebrada, ficando activas apenas outras 
conexões pertencentes à sessão. 
Em seguida serão apresentadas as mensagens “fatais” tal como estão descritas na 
definição do SSL. 
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Mensagem Descrição 
unexpected_message Uma mensagem descontextualizada foi recebida 
bad_record_mac Um message authentication code incorrecto foi recebido 
decompression_failure 
A função de descompressão recebeu incompatíveis com o 
protocolo SSL 
handshake_failure 
Não foi possível negociar os parâmetros de segurança 
dadas as opções disponíveis 
illegal_parameter 
Um campo na mensagem de handshake encontra-se fora do 
intervalo ou está inconsistente com os outros campos 
Tabela 2.3 – Alert Protocol: Mensagens “fatais” 
 
No Alert Protocol possuí também mensagem de aviso, que ao contrário das anteriores não 
provocam quebra imediata da conexão. 
 
Mensagem Descrição 
close_notify 
Notifica o receptor de que o emissor não irá efectuar mais 
nenhum envio de mensagem pela conexão. A sessão é 
impossível de se recuperar sem que a mesma tenha sido 
fechada com o close_notify 
no_certificate 
Pode ser enviado em resposta ao pedido de certificado, se 
nenhum certificado apropriado tenha sido encontrado 
bad_certificate 
O certificado recebido está corrompido 
unsupported_certificate O tipo de certificado não é suportado 
certificate_revoked O certificado foi revogado pela entidade emissora 
certificate_expired A data do certificado expirou ou já não é válido 
certificate_unknown 
Qualquer problema relacionado com o certificado, que o 
tornam inaceitável 
Tabela 2.4 - Alert Protocol: Mensagens “aviso” 
2.4.5.6 Handshake Protocol 
 
O Handshake Protocol é o aspecto mais complexo do SSL. Este protocolo assegura que o 
cliente e o servidor se autentiquem mutuamente. É também este protocolo o responsável 
pela negociação do algoritmo de message authentication code, do algoritmo de encriptação e 
das chaves criptográficas utilizadas para proteger os dados. 
Antes de qualquer envio de informação utilizando o SSL tem de ser executado o 
Handshake Protocol. 
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Figura 2.18 - Protocolo de Handshake 
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Fase 1 
 
O cliente envia um client_hello para o servidor, esse envio contém: A versão mais elevada 
do SSL e TLS suportada pelo cliente, contém as cifras suportadas, esta são enumeradas por 
ordem de preferência, os métodos de compressão de dados suportados e é transmitido o ID de 
sessão, que no caso de ser uma nova sessão será 0. Dados aleatórios são também enviados 
para ser utilizada no processo de geração de chaves. 
 
O servidor faz o envio do server_hello para o cliente, essa resposta contém: A versão de 
SSL ou TLS que será utilizada, a cifra e o ID da sessão SSL. Dados aleatórios são também 
enviados de forma a ser utilizada no processo de geração de chaves. 
 
 
Fase 2 
 
A segunda fase é iniciada com o envio do certificado do servidor, certificate. Esse 
certificado pode ser assinado por uma empresa certificada, ou auto-assinado. No caso de ser 
auto-assinado é necessário que o utilizador proceda à sua aceitação ou recusa. 
 
É enviada uma mensagem de server_key_exchange nos casos em que o servidor não possui 
certificado, ou, dispõem apenas de um certificado com a sua assinatura pública. É comum a 
chave pública do servidor não aparecer no certificado. Na versão 3.0 do SSL são suportados os 
seguintes algoritmos de troca de chaves: 
 RSA; 
 Fixed Diffie-Hellman; 
 Ephemeral Diffie-Hellman; 
 Anonymous Diffie-Hellman; 
 Fortezza. 
 
Por vezes é pedido pela parte do servidor uma autenticação do cliente, a mesma é 
efectuada no pedido de certificate_request. 
 
O envio do server_done indica o fim das mensagens de associação do protocolo de 
Handshake 
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Fase 3 
 
A mensagem certificate é enviada para o servidor, caso tenha sido requerido pelo servidor 
um certificate_request. Se o cliente não possuir certificado uma mensagem no_certificate é 
enviada. 
 
A mensagem de client_key_exchange depende do algoritmo escolhido previamente: 
 Se o algoritmo RSA é utilizado na chave do cliente é encriptada com a chave pública 
do servidor; 
 Se utilizado o algoritmo Fixed Diffie-Hellman, não senão necessários novos 
parâmetros, uma vez que os mesmo já foram enviados aquando da mensagem 
certificate; 
 Caso se tratem dos algoritmos Ephemeral ou Anonymous Diffie-Hellman, os 
parâmetros da chave pública Diffie-Hellman são enviados; 
 Utilizando o algoritmo Fortezza, os parâmetros pertencentes a esse algoritmo são 
enviados. 
 
O certificate_verify é enviado, informando o servidor que o certificado é válido. 
 
 
Fase 4 
 
A mensagem change_cipher_spec é enviada, permitindo assim o início de transmissões 
encriptadas. As mensagens subsequentes utilizarão a chave de sessão. De seguida é enviada a 
mensagem finish. Por sua vez o cliente espera o envio de uma change_cipher_spec e finish do 
servidor, envio esse utilizando os novos algoritmos e chaves. Terminado desta maneira o 
protocolo de Handshake. 
 27 
Capítulo 3 
Estado da arte 
Neste capítulo é realizada a apresentação de algumas soluções WebSwitching comerciais e 
soluções de software opensource. 
 
3.1 Web Switch por Hardware 
 
O mercado de telecomunicações e redes tem vindo constantemente a expandir-se. Como 
tal, sempre que existe inovação na área as grandes empresas estão presentes. 
O caso do balanceamento de carga e do WebSwitching não é excepção. 
 
3.1.1 Cisco CSS 11500 
 
Este produto da Cisco incorpora balanceamento de nível 4 ao nível 7 de modo a permitir 
gerir os recursos de internet e intranet eficazmente. 
Utiliza a técnica de encaminhamento baseada em TCP Splice. 
 
 Introduz uma arquitectura distribuída e inteligente para permitir uma escalabilidade 
superior; 
 Permite efectuar a personalização de portas, serviços e prioridades de acesso; 
 Grande capacidade de compressão Web, diminuindo os tempos de resposta dos 
servidores. 
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3.1.2 Nortel Application Switch 
 
Os balanceadores de carga da Nortel integram plataformas de routing e switching na 
segunda camada através da análise de informação nas camadas superiores. 
 
 Balanceamento avançado de aplicações assentes em TCP, UDP e IP, incluindo HTTP 
(persistentes e não persistentes), FTP, SSL, SMTP, POP, IMAP, SIP, LDAP, DNS, RADIUS, 
RTSP, WAP, Telnet, NNTP entre outros; 
 Balanceamento eficiente utilizando métricas de desempenho da rede e carga nos 
servidores; 
 Balanceamento de conteúdos utilizando informação do header HTTP, url e cookies, 
permite optimização da infra-estrutura e diferenciação de serviços; 
 Protecção contra ataques Denial of Service (DoS). 
 
3.1.3 F5 Big IP 
 
A F5 oferece a sua família de switches Big IP com gestão de ligações na quarta e sétima 
camadas. Juntando switching de alto desempenho, hardware especializado e software 
avançado a F5 possibilita análise profunda do tráfego sem a introdução de congestionamento. 
 
 Efectua uma compressão eficiente de HTTP, XML, Javascript, J2EE entre outros; 
 Providencia uma análise e prioritização do tráfego de modo a aumentar a largura de 
banda disponível para as aplicações prioritárias; 
 Elevado poder de comutação de Sessões SSL. 
 
3.1.4 Foundry NetWorks ServerIron 
 
Foundry Networks mais uma empresa com grande relevância no mercado empresarial das 
redes. Esta marca dispõe no mercado da sua gama de Application Switch ServerIron4G. 
 
 Aceleração de SSL por hardware; 
 Optimização de swithching para IP, Voip e ligações Web seguras, em pequenos e 
médios datacenters; 
 Firewall Web avançada, inspeccionando intrinsecamente todas as transacções de 
modo a proteger os servidores Web de buffer overflow, scripting entre sites, 
envenenamento de cookies entre outros ataques. 
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3.2 Web Switch por Software 
 
Tal como o Web Switch despertou a atenção das grandes marcas de equipamentos de 
redes, também a comunidade de Linux se interessou pelo tema e muitos foram os projectos 
desenvolvidos: 
 
3.2.1 Kernel TCP Virtual Server 
 
Kernel TCP Virtual Server (KTCPVS) implementa balanceamento da sétima camada OSI ao 
nível do Kernel. Uma vez que o overhead de comutação é bastante elevado no espaço de 
utilizador, conhecendo este problema, foi implementada a comutação dentro do kernel, 
tornando desnecessária a cópia de dados entre o kernel e o espaço de utilizador. 
 
Este balanceador de carga possui implementados diversos módulos para efectuar o 
escalonamento e comutação dos pacotes entre os diversos servidores de Web. 
 Encaminhamento utilizando a informação da URL; 
 Encaminhamento utilizando informação das Cookies. 
 
 
Figura 3.1 - Implementação do KTCPVS 
 
3.2.2 L7SW 
 
Layer7 Switching (L7SW) é um projecto em que o principal objectivo é o de providenciar 
uma framework para switching da sétima camada (Layer 7). L7SW utiliza um motor de 
encaminhamento de baixo nível de forma a permitir o rápido encaminhamento dos fluxos de 
dados. A implementação do projecto é dividida entre um daemon em área de utilizador e um 
motor de encaminhamento ao nível do kernel. 
O motor de encaminhamento ao nível do kernel TCP-Splicing é responsável por 
encaminhar os dados. TCP-Splicing é a junção da conexão entre o cliente e o servidor de 
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modo a que, após a ligação inicial todos os pedidos possam fluir mais rapidamente entre o 
cliente e o servidor. 
 
Este projecto suporta 3 tipos de encaminhamento de conexões HTTP: 
 Round-Robin – O encaminhamento das conexões é efectuado de forma circular, 
passando de servidor em servidor; 
 Least-Connection – Encaminha os pedidos HTTP para o servidor que no instante possua 
o menor numero de ligações; 
 HTTPparser – Recebe o pedido HTTP, analisa-o e compara-o com as regras pré 
estabelecidas no ficheiro de configuração. Encontrando uma correspondência válida o 
pedido HTTP é encaminhado para o servidor correspondente. 
 
3.2.3 HAproxy 
 
HAproxy é uma solução de balanceamento e proxing para conexões TCP e aplicações Web. 
A sua descrição aponta-o para a utilização em páginas onde exista um grande número de 
pedidos HTTP persistentes ou grande necessidade de processamento do nível de aplicação. 
O seu modo de operação torna a fácil e de riscos reduzidos a sua integração numa 
arquitectura de rede pré-existente. 
Oferece protecção aos servidores Web da rede. 
 Diferentes tipos encaminhamento; 
 Proxy transparente; 
 TCP-Splice para encaminhar pacotes ao nível do kernel; 
 Diferentes tipos encaminhamento. 
 
 
Figura 3.2 - Implementação da HAproxy 
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Capítulo 4 
Caracterização do Problema e 
Implementação 
Neste capítulo é efectuada a identificação dos requisitos de operação de um Web Switch, 
requisitos da rede, requisitos dos servidores e requisitos de gestão é ainda descrita a base de 
implementação bem como a solução concretizada. 
 
4.1 Identificação dos principais problemas do Web Switch 
 
Avaliar a usabilidade e a desempenho da solução é um dos passos mais importantes na 
tentativa de validação. Em seguida vão ser aferidos os aspectos que serão alvo na solução 
encontrada. 
 
4.1.1 Avaliação do desempenho 
 
A avaliação de desempenho do Web Switch é fundamental para detectar se o 
equipamento/software utilizado é adequado. Como tal é necessário efectuar diversos testes: 
 Avaliar o desempenho de um único servidor ligado directamente; 
 Saber qual o número máximo de pedidos/segundo que o Web Switch consegue 
comutar; 
 Saber qual o débito que o Web Switch consegue fornecer; 
 Saber qual a ocupação de Central Processing Unit (CPU) para os testes, de modo a 
verificar se o hardware não é o factor limitativo do sistema; 
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 Comparar o desempenho do Web Switch com o desempenho de um único servidor, de 
modo a aferir a validade da solução; 
 Avaliar a escalabilidade do sistema, adicionando ou removendo servidores Web. 
 
4.1.2 Avaliação Funcional 
 
A avaliação funcional do Web Switch deverá apontar as capacidades da solução, deste 
modo, a solução deverá ser capaz: 
 Encaminhar pedidos HTTP 1.0 e 1.1; 
 Manter conexões persistentes; 
 Fazer o encaminhamento de SSL. 
 
4.1.3 Identificação de problemas de gestão 
 
A gestão remota do Web Switch é fundamental. O administrador do sistema deve ser 
capaz de, de uma forma eficaz visualizar o estado de operação. 
Como tal deve visualizar: 
 O estado actual do Web Switch; 
 Deve ser capaz de visualizar o tráfego do Web Switch, entrada/saída; 
 Deve ser capaz de visualizar o tráfego dos servidores Web; 
 Alterar/Criar remotamente configurações do Web Switch. 
 
4.1.4 Avaliação da Rede 
 
A rede de interligação do sistema, é de elevada importância para a correcta avaliação de 
desempenho do Web Switch. Como tal, todos os aspectos de possível limitação de 
desempenho devem ser explorados. 
 A rede de ligação deve ser capaz de suportar o máximo de débito possível, para isso 
será utilizada uma infra-estrutura Gigabit, desta forma isola-se a rede como factor 
limitativo do desempenho; 
 A ligação para e a partir do Web Switch deve ser efectuada com o recurso a uma 
interface Gigabit, de forma a garantir toda a largura necessária; 
 Para a criação de uma rede de backbone (servidores Web) todos os computadores 
serão ligados com interfaces Gigabit. 
A configuração de toda a rede será explicitada mais à frente. 
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4.1.5 Avaliação dos requisitos do Servidor 
 
Para a avaliação de desempenho do Web Switch é também necessário avaliar os requisitos 
do(s) servidor(es) Web que se irão utilizar. 
Na escolha dos servidores devem ser tidos em conta alguns aspectos: 
 Capacidade de processamento. A capacidade de processamento torna-se tão 
importante quanto o tipo de conteúdos que o servidor contém, ou seja, se for um 
servidor de páginas dinâmicas ex: PHP o processamento requerido será superior, em 
comparação com servidor de páginas estáticas; 
 Capacidade de armazenamento. Se for pretendida a separação de conteúdos por 
diversos servidores deverão ser alocados os ficheiros de maior dimensão para o 
servidor que maior quantidade de espaço de armazenamento tiver; 
 Velocidade da interface de rede. Para a ligação dos diferentes servidores ao interface 
de backbone do sistema deverão ser preferidas interfaces de rede FastEthernet ou 
Gigabit em detrimento de interfaces de menor velocidade a 10 Mbit. 
 
 
4.2 Escolha da base de implementação 
 
No Capítulo 3 (Estado da Arte) é feita a alusão a diversos Web Switch por software já 
existentes. Nesta secção será efectuada uma pequena comparação entre eles e será exposta a 
decisão quanto ao software a utilizar. 
Deste ponto em diante iremos tratar o Framework Layer7Switch apenas por L7SW ou por 
Web Switch. 
 
Web Switch Funcionalidades Problemas encontrados 
KTCPVS 
 Encaminhamento de pedidos 
utilizando informação da URL; 
 Encaminhamento de pedidos 
utilizando informação das cookies; 
 Sistema embutido no kernel. 
Problemas com a 
compilação do sistema 
quando retirado do SVN 
L7SW 
 Separação de componentes (Aplicação 
no espaço de utilizador e 
encaminhado no kernel); 
 Diferentes tipos encaminhamento; 
 TCP-Splice para encaminhar pacotes 
ao nível do kernel. 
Não efectua 
encaminhamento de sessões 
SSL, nem de cookies 
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HAProxy 
 Diferentes tipos encaminhamento; 
 Proxy transparente; 
 TCP-Splice para encaminhar pacotes 
ao nível do kernel. 
Desempenho medido nos 
ensaios de teste abaixo do 
esperado 
Tabela 4.1 - Tabela comparativa Web Switch Software 
 
Com base em teste preliminares efectuados com o sistema operativo Linux baseado na 
distribuição Ubuntu 7.04, a plataforma que conseguiu obter melhores desempenhos foi o 
L7SW, razão pela qual foi utilizada no desenvolvimento da dissertação. 
 
4.3 Arquitectura de desenvolvimento - Layer7Switch 
 
Após ter sido escolhida como base de melhoramento, a plataforma L7SW foi instalada. A 
versão utilizada inicialmente para o seu desenvolvimento foi o Ubuntu 7.04, uma vez que, 
possui uma versão do kernel compatível com a última versão do framework disponibilizado no 
Website do projecto. 
Para permitir um desenvolvimento independente das infra-estruturas reais foram 
utilizadas máquinas virtuais para o L7SW e para os diversos Webservers de suporte. 
 
 
 
Figura 4.1 - Plataforma de desenvolvimento 
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4.4 Estudo do Framework Layer7Switch 
 
O Framework Layer7Switch é composto por dois sistemas distintos: Um módulo de kernel 
e uma aplicação no espaço de utilizador. 
Em seguida serão descritos os aspectos considerados importantes para o melhoramento da 
solução. 
 
4.4.1 Módulo de Kernel 
 
O módulo de Kernel utilizado neste sistema implementa o encaminhamento do tipo TCP-
Splice. 
Este tipo de encaminhamento permite a fusão entre duas conexões separadas. A forma 
como este módulo foi desenvolvido, sendo um módulo de kernel, permite obter uma grande 
velocidade de comutação de pacotes. 
Para manter as ligações ordenadas e permitir o encaminhamento de ligações já 
estabelecidas, o sistema recorre-se de duas tabelas, tabelas essas que guardam as ligações 
efectuadas pelo cliente para o Web Switch e do Web Switch para o servidor. 
Se de uma nova ligação se trata, não está portanto presente em nenhuma das tabelas, o 
módulo do kernel encaminha o pedido para a camada superior, isto se, a porta e IP de ligação 
tiverem sido definidos no ficheiro de configuração. Desta maneira o próprio Web Switch 
garante alguma imunidade e segurança aos servidores que se encontram por trás. 
Após a ligação estabelecida, a resposta é passada directamente do servidor para o 
cliente, sendo a única função do TCP-Splice a alteração do pacote IP com a substituição dos 
endereços de origem e destino do pacote e ainda o cálculo do CRC. 
Para se poder efectuar alguma gestão da aplicação é-nos disponibilizada ao nível do 
utilizador a tabela de conexões existente e os parâmetros de timeout dos diferentes estados 
das ligações. 
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4.4.2 Aplicação no espaço de utilizador 
 
Uma descrição possível para a implementação da aplicação no espaço de utilizador é a 
seguinte: 
 
Figura 4.2 - Diagrama da aplicação switchd 
 
Em seguida serão descritos os aspectos da aplicação considerados como os mais 
relevantes. 
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4.4.2.1 Ficheiro de configuração 
 
A aplicação do espaço de utilizador (switchd) é responsável pela análise e 
encaminhamento dos pedidos de HTTP. 
O switchd possui um ficheiro de configuração. Esse ficheiro contém o/os servidores 
virtuais (virtual server) que serão emulados pelo Web Switch. Caso se tente aceder por um 
endereço IP ou porta diferente dos que se encontram configurados no ficheiro, a aplicação 
simplesmente rejeita a ligação. 
Cada virtual server deve conter na sua configuração o tipo de encaminhamento a utilizar. 
A aplicação possui 3 tipos de encaminhamento Round-Robin, Least-Connection e HTTPparser, 
tal como referido no estado da arte. Para além da decisão de encaminhamento, é necessário 
colocar o endereço de IP e a porta do servidor Web que possui a informação. 
O ficheiro de configuração possibilita-nos a introdução de outras configurações, sendo 
esses parâmetros desnecessários para a implementação actual. 
 
Funções relevantes 
 
4.4.2.2 switch_listen 
 
A função switch_listen inicia o canal de escuta de pedidos. Os parâmetros de escuta 
do canal são estabelecidos pelo endereço IP e pela porta que o utilizador definiu no ficheiro 
de configuração. 
 
4.4.2.3 Estrutura de dados do httpGET 
 
Para o programa gerir de forma eficiente os pedidos HTTP, dispõem da seguinte estrutura 
de dados: 
 
Tipo Nome 
uint32_t client_ip 
uint16_t client_port 
real_server *rs 
virtual_server *vs 
char *buffer_in 
char *buffer_out 
int len_in 
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int len_out 
int len_relayed 
int client_fd 
int server_fd 
struct _thread *client_thread_rd 
struct _thread *server_thread_rd 
Tabela 4.2 - Estrutura de registo dos pedidos - httpGET 
 
4.4.2.4 switch_accept 
 
A função switch_accept inicia todos os campos das estruturas de dados necessárias 
para conter informação relevante ao L7SW. 
 
4.4.2.5 switch_read 
 
Quando executada a função, activa os descritores colocando-os em non-blocking. Desta 
forma pode proceder à leitura dos dados apontados pelo descritor, para o buffer de pedidos. 
Em seguida a função verifica se os dados lidos correspondem a um pedido de “GET” ou 
“HEAD” de HTTP. Sendo uma verificação positiva, o pedido é encaminhado para outra função 
que valida todo o pedido. Em caso de ser um pedido completo, a função switch read 
encaminha os dados para a função switch_http_tcp_connect_thread. 
 
4.4.2.6 switch_http_tcp_connect_thread 
 
Com a função switch_http_tcp_connect_thread temos o inicio da ligação entre o 
Web Switch e o servidor. No entanto essa ligação tem ainda de passar por determinados 
procedimentos. 
Após a entrega dos dados HTTP, o pedido é encaminhado (switch_schedule_rs) 
mediante a definição colocada no virtual server aquando da sua configuração. A função de 
selecção de encaminhamento retorna o endereço e porta do servidor real para o qual deverá 
ser conduzido o pedido. 
O TCP-Splice é preparado, sendo para já colocado o descritor da ligação com o cliente. O 
pedido pode agora ser encaminhado para o servidor escolhido, a função utilizada para esse 
efeito é o tcp_connect. 
Temos ainda a função tcp_connection_state que verifica e regista o estado ou 
alterações ao estado da ligação. 
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4.4.2.7 tcp_connect 
 
Esta função estabelece a ligação do Web Switch com o servidor agendado para o 
tratamento do pedido HTTP. 
Durante o período de ligação, a ligação TCP pode-se encontrar em um destes três estados; 
connect_success, connect_error, connect_in_progress. Estes estados são retornados à função 
switch_http_tcp_connect_thread para futuramente serem utilizados na 
tcp_connection_state. 
 
4.4.2.8 tcp_connection_state 
 
Recebe os estados da ligação TCP. A função tcp_connection_state encaminha os 
estados recebidos para a tcp_check_thread. Esta nova função é responsável pela 
avaliação dos estados. Mediante um connect_success todo o pedido HTTP recebido 
anteriormente é enviado para o servidor de destino. 
 
4.4.2.9 switch_http_request_thread 
 
A função switch_http_request_thread procede ao envio do pedido HTTP. Após se 
ter concretizado o envio para o servidor, o processo de TCP-Splice pode ser finalizado. Sendo 
assim, o descrito da ligação com o servidor é adicionado ao descritor já existente (ligação 
com o cliente). Procede-se à finalização do TCP-Splice, permitindo desta forma que todos os 
pedidos desta conexão TCP passem a ser encaminhados directamente pelo kernel do sistema 
operativo. 
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4.5 Alterações ao Framework 
 
O Framework L7SW não foi inicialmente concebido para efectuar o WebSwitching de 
pedidos SSL. 
No âmbito desta dissertação e tendo em vista o melhoramento da solução foi decidida a 
implementação de encaminhamento de sessões SSL. 
 
4.5.1 Encaminhamento de SSL 
 
Tendo efectuado um estudo prévio da forma como uma ligação segura se desenrola, duas 
abordagens diferentes surgiram. A primeira abordagem seria o encaminhamento “cego” dos 
pedidos SSL. A segunda abordagem pensada seria a terminação dos pedidos SSL no Web Switch 
e posterior encaminhamento dos pedidos de HTTP para os servidores. 
Após reunião com o orientador, a linha de abordagem decidida foi a do encaminhamento 
“cego” dos pedidos SSL. 
 
4.5.2 Alterações efectuadas 
 
Para possibilitar o encaminhamento de qualquer porta pelo Web Switch, é necessário em 
primeira instância que essa mesma porta esteja definida num qualquer Virtual Server 
presente no ficheiro de configuração. 
Adicionou-se em seguida um virtual server em que a porta de ligação é a 443, porta 
definida como padrão para comunicações Web protegidas. 
Tendo analisado anteriormente a estrutura da aplicação, mostrou-se essencial para 
efectuar o encaminhamento de sessões SSL identificar a porta de comunicação antes de se 
proceder verificação do pedido recebido. Desta forma, foi adicionado mais um campo à 
estrutura de dados httpGET. 
O campo inserido é do tipo uint16_t com o nome service_port. Este campo servirá 
para identificar a porta de ligação do cliente com o Web Switch permitindo separar 
facilmente os pedidos. 
Este novo campo é preenchido com o número da porta de ligação do virtual server quando 
a ligação é aceite na função switch_accept. 
A leitura dos dados recebidos no Web Switch é da responsabilidade da função 
switch_read. Após a leitura de todos os dados do socket foi inserido código para 
interromper o resto da função e encaminhar correctamente o pedido SSL. 
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if(ntohs(req->service_port) == 443 ) 
{ 
req->client_fd = sd; 
thread_add_event(master, switch_http_tcp_connect_thread, 
 req, 0); 
} 
/* We got data to process – Código já existente*/ 
else if (IS_HTTP_GET_METHOD(req->buffer_in)) { 
if (IS_HTTP_GET_COMPLETE(req->buffer_in, req->len_in)) { 
req->client_fd = sd; 
thread_add_event(master, switch_http_tcp_connect_thread, 
req, 0); 
return 0; 
} 
} 
 
Desta forma, encaminhamos os pedidos SSL para o servidor respectivo, através de um 
encaminhamento definido no ficheiro de configuração. 
Todas as conexões pertencentes à mesma ligação serão agora encaminhadas directamente 
pelo kernel. 
  
42  Caracterização do problema e Implementação 
 
4.6 Ferramenta de Gestão do Web Switch 
 
Um aspecto considerado importante nesta dissertação, seria a possibilidade de gestão do 
Web Switch. 
Efectuar uma gestão local deste equipamento não se considera usável no âmbito actual 
das estruturas de redes, para colmatar esta limitação foi desenvolvida uma aplicação de 
gestão remota. 
 
4.6.1 Escolhas tecnológicas 
 
O protótipo foi implementado com recurso a várias ferramentas de software de domínio 
público. A linguagem escolhida para o desenvolvimento da gestão WEB foi o PHP, pela sua 
extensa biblioteca de funções assim como pela capacidade de programação orientada a 
objectos. 
 
Servidor de Base de Dados 
Para servidor de Base de Dados é utilizado o software MySQL, pois é dos servidores de 
base de dados mais utilizados devido à sua robustez e desempenho. 
 
Recolha dos dados 
Para recolher os dados referentes ao tráfego no Web Switch e dos servidores Web, 
utilizaram-se IPTABLES. 
Para se conseguir obter uma estatística temporal acertada, os dados das IPTABLES eram 
amostrados com intervalos de tempo de 2 minutos para um ficheiro. 
 
Gestão dos dados recolhidos 
A gestão dos dados recolhidos no ficheiro amostrado foi processada recorrendo a scripts 
de Practical Extraction And Report Language (PERL), uma linguagem de programação muito 
poderosa e que possibilita um uso fácil de expressões regulares. 
 
Registo dos dados 
Para registo do histórico dos valores que serão recolhidos é utilizada a ferramenta Round 
Robin Database (RRD) Tool, pois é bastante eficiente em tarefas deste tipo. Para além disto 
possui a capacidade de gerar gráficos que facilitam a visualização da evolução dos valores ao 
longo do tempo. 
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4.6.2 Arquitectura de Gestão 
 
O sistema de gestão é responsável por fazer o interface entre Web Switch e o utilizador. 
Para a aquisição dos ficheiros de contabilização e para a alteração de parâmetros do Web 
Switch a comunicação deverá ser efectuada de forma segura, recorrendo a túneis Secure 
Shell (SSH). 
A implementação da solução de gestão será dividida em duas partes. Uma das partes 
corresponde a um interface de utilizador para visualização e alteração, a outra, corresponde 
a sistema de registo que se encontrará a correr no Web Switch. 
 
4.6.3 Gestão: Web Switch 
 
Descrição mais específica das implementações efectuadas na interface de gestão do Web 
Switch. 
 
4.6.3.1 IPTABLES 
 
Uma parte do problema de gestão do Web Switch prende-se com o conhecimento da 
quantidade de informação recebida e envia. 
As IPTABLES surgem assim como uma opção bastante viável, uma vez que se encontram 
disponíveis em todos os sistemas operativos Linux. Para além disso, uma vez activadas, todo o 
tráfego de rede passa pela sua estrutura de dados (chains). As chains são mais propriamente 
filas/cadeias passíveis de acumular dados relativos as interfaces de rede ou encaminhamentos 
estabelecidos na aplicação da distribuição Linux. 
Desta forma foi definida a seguinte estrutura de contabilização. 
 
Tipo Localização 
Tráfego Saída Web 
Switch 
Tráfego de entrada na interface que interliga com os 
servidores 
Tráfego Entrada Web 
Switch 
Tráfego de entrada na interface que conecta com o 
exterior 
Tráfego HTTP 
O Tráfego HTTP é contabilizado selectivamente por 
servidor na interface que interliga com os servidores 
Tráfego SSL 
O Tráfego SSL é contabilizado selectivamente por servidor 
na interface que interliga com os servidores 
Tabela 4.3 - Estrutura contabilização 
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Baseado na descrição da tabela foi implementado um script de configuração automático. 
O script é criado quando se executa o Criar/Actualizar regras. 
Como não é aconselhável utilizar as estruturas de dados já existentes (INPUT, FORWARD, 
OUTPUT), foi definida uma nova estruturas de dados Server_Accounting para proceder aos 
registos de tráfego. 
iptables -N Server_Accounting 
 
Constituída a nova estrutura de dados podemos começar por adicionar as interfaces de 
rede e portas a contabilizar. 
Começando pelo Web Switch, definimos como portas de conexão com o exterior a 
interface eth1, ficando a interface eth0 como interligação com o backbone de servidores 
Web. Na interface eth1 efectuamos contabilizações separadas dos pedidos na porta 80 e 443, 
facilitando a criação dos gráficos. 
iptables -A Server_Accounting -i eth0 -p tcp -m multiport --
ports www,443 
iptables -A Server_Accounting -i eth1 -p tcp -m multiport --
ports www 
iptables -A Server_Accounting -i eth1 -p tcp -m multiport --
ports 443 
 
A contabilização do tráfego enviado pelos servidores foi separada tendo em conta a porta 
do pedido (80 ou 443). 
iptables -A Server_Accounting -s 192.168.200.133 -p tcp -m 
multiport --ports www 
iptables -A Server_Accounting -s 192.168.200.133 -p tcp -m 
multiport --ports 443 
 
4.6.3.2 Automatização da recolha de tráfego 
 
Para se automatizar a recolha do tráfego foi criado um cronjob que a cada 2 minutos 
executa um script de recolha. 
 
crontab -e 
*/2 * * * * /etc/switchd/scripts/cron.sh 
 
O script escreve para um ficheiro de contabilização a data actual e o conteúdo da 
estrutura de dados criada anteriormente. 
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#!/bin/bash 
date +%sDATE >> /etc/switchd/dados/dados.dat 
/sbin/iptables -L Server_Accounting -vxn >> 
/etc/switchd/dados/dados.dat 
 
4.6.3.3 Script de administração 
 
Pensando-se na possível entrada em produção da solução foi criado um script bash para a 
administração do Web Switch. 
Este script facilita diversas acções tais como: 
 Iniciar o Web Switch 
 Parar o Web Switch 
 Reiniciar o Web Switch 
 Carregar nova configuração 
 Verificar o estado do Web Switch 
 
4.6.4 Gestão: Interface de Utilizador 
 
Descrição mais específica das implementações efectuadas na interface do utilizador. 
 
4.6.4.1 Base de dados 
 
Uma das tabelas da base de dados é utilizada para guardar informação relativa ao 
endereço de acesso do Web Switch e ao nome de utilizador/password para o acesso ao Web 
Switch por via de um túnel SSH. 
 
config
PK id
 first_time
 ip_management
 username
 password
 
Figura 4.3 - Tabela utilizada para guardar informação de configuração do Web Switch 
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Utilizou-se também uma tabela para guardar o endereço IP e as portas que se encontram 
utilizadas nos diversos Virtual Servers, de modo a que seja mais fácil a criação dos diversos 
ficheiros de configuração. 
 
servers
PK id_server
 ip
 port_80
 port_443
 in_use
 
Figura 4.4 - Tabela utilizada para guardar as configurações dos Virtual Servers 
 
Adicionou-se uma tabela para manter as datas de actualizações contabilizadas. A tabela é 
composta apenas pela data da última actualização e por uma coluna contendo um número de 
identificação. 
 
last_update
PK id
 last_date
 
Figura 4.5 - Tabela utilizada para registar a data da última actualização de valores 
 
4.6.4.2 Página Inicial 
 
A página inicial fornece ao utilizador a informação básica do estado do Web Switch. 
Na imagem seguinte verifica-se o estado do Web Switch como estando ligado/desligado e 
qual o IP de gestão associado na configuração. 
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Figura 4.6 – Página apresentação da interface 
 
São ainda disponibilizados diversos botões para controlo do Web Switch. É possível assim 
iniciar, parar e reiniciar o Web Switch. Pode-se ainda carregar uma nova configuração e 
verificar o seu estado. 
 
Se a interface de gestão ainda não se encontrar configurada, o utilizador será 
encaminhado para uma página de configuração inicial, na qual deverá colocar o endereço IP 
de acesso ao Web Switch e um ficheiro de configuração. 
 
 
Figura 4.7 - Página inicial de configuração 
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4.6.4.3 Alterar Configuração 
 
A página “Alterar Configuração” disponibiliza-se ao utilizador a configuração actual do 
Web Switch. 
 
 
Figura 4.8 - Página de visualização da configuração 
 
Essa configuração é passível de ser alterada. Para tal é disponibilizada uma barra lateral 
com diferentes acções. 
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Barra Lateral 
 
Opção Descrição 
Modificar Virtual 
Server 
Contém uma drop box para, de entre todos os Virtual 
Servers disponíveis ser possível seleccionar o que se 
pretende alterar 
Adicionar Virtual 
Server 
Encaminha para a página de adição de Virtual Servers 
Remover Virtual Server Encaminha para a página de remoção de Virtual Servers 
Adicionar config a 
partir de ficheiro 
Encaminha para a página de adição do ficheiro de 
configuração a partir de um ficheiro externo 
Fazer download config 
actual 
Permite efectuar uma cópia de segurança do ficheiro de 
configuração do Web Switch 
Ver config Web Switch Visualiza a página completa de configuração 
Tabela 4.4 - Barra lateral: Configuração Web Switch 
 
Modificar Virtual Server 
 
A página apresentada na Figura 4.9 demonstra a forma como é disponibilizada a 
configuração de cada Virtual Server. 
 
 
Figura 4.9 - Página que permite modificar um Virtual Server 
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É dada possibilidade ao utilizador de alterar cada uma das linhas do Virtual Server. O 
interface desenvolvido permite apagar qualquer linha de forma independente, ou ainda, 
seleccionar grupo de linhas e apaga-las em conjunto. De forma a facilitar a edição do Virtual 
Server é dada opção ao utilizador de inserir uma qualquer linha nova entre linhas actuais da 
configuração, bastando para isso escolher o bullet point seguinte à linha nova que pretende 
criar. 
 
Adicionar Virtual Server 
 
A página “Adicionar Virtual Server” é de certa forma bastante semelhante a “Modificar 
Virtual Server”. Permite ao utilizador definir o endereço IP e a porta pretendidos para o 
Virtual Server. 
A página é iniciada apenas com uma linha branca, na qual o utilizador deverá inserir 
dados de configuração. 
 
 
Figura 4.10 - Página que permite adicionar um Virtual Server 
 
Remover Virtual Server 
 
A página “Remover Virtual Server” permite visualizar todos os Virtual Servers 
actualmente configurados. Desta forma o utilizador poderá averiguar e decidir qual dos 
Virtual Servers necessita remover. 
Caracterização do problema e Implementação  51 
 
 
Figura 4.11 - Página que permite apagar um Virtual Server 
 
Adicionar Config a partir de ficheiro 
 
A página “Adicionar Config a partir de ficheiro” permite ao utilizador a inserção de um 
ficheiro de configuração novo a partir de um ficheiro disponível no computador local. 
 
Fazer download da Config actual 
 
A opção de fazer Download da configuração actual mostra-se como uma solução eficaz 
para salvaguardar alterações efectuadas a partir da interface Web. 
 
Ver config Web Switch 
 
O utilizador é encaminhado para a página principal Alterar Configuração. 
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4.6.4.4 Gestão 
 
Barra Lateral 
 
Opção Descrição 
Visualizar Gráficos 
Permite a visualização dos gráficos de Entrada/Saída do 
Web Switch e de todos os servidores Web activos 
Visualizar tabela de 
conexões 
Permite visualizar as conexões estabelecidas e o seu 
estado no Web Switch 
Editar parâmetros Web 
Switch 
Possibilita a visualização e alteração dos parâmetros 
presentemente definidos para as conexões 
Editar parâmetros 
Gestão 
Possibilita a alteração dos parâmetros de acesso do Web 
Switch 
Actualiza dados de 
gestão 
Faz pedido e actualiza os dados do Web Switch 
Criar/Actualizar regras 
Cria/actualiza as regras de gestão e faz o envio para o 
Web Switch 
Tabela 4.5 - Barra lateral: Gestão Web Switch 
Visualizar gráficos 
 
A página mostra os gráficos de débitos de entrada e saída do Web Switch. No gráfico de 
entrada é feita a distinção dos pedidos na porta 80 e na porta 443. Para além destes gráficos, 
é possível a visualização dos gráficos dos servidores Web. Nestes últimos é possível a 
visualização do tráfego de saída (débito) das portas 80 e 443. 
Por definição a página permite a visualização dos gráficos semanais, podendo o utilizador 
modificar a data dos mesmos. É disponibilizado ainda a visualização diária, mensal e anual. 
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Figura 4.12 - Página de visualização do tráfego efectuado pelo Web Switch 
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Visualizar tabela conexões 
 
É possível visualizar as conexões que se encontram abertas no Web Switch, para isso basta 
aceder através de uma consola de Linux. A mesma possibilidade é dada ao utilizador, através 
de uma simples navegação Web. 
 
 
Figura 4.13 - Página de visualização tabela de conexões do Web Switch 
 
Editar parâmetros ligações 
 
As ligações TCP possuem diversos tempos limite para estabelecer um determinado estado 
de ligação, por exemplo estabelecimento da ligação.Oos tempos que a ligação se encontra 
inactiva podem ser personalizados para melhorar o desempenho da solução. 
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Figura 4.14 - Página de visualização e alteração dos parâmetros das ligações do Web Switch 
 
Editar parâmetros Gestão 
 
No caso de se pretender editar o endereço IP, username e/ou password do Web Switch a 
pagina “Editar parâmetros Gestão” fornece a interface para efectuar essas modificações. 
 
 
Figura 4.15 - Página alteração dos parâmetros de ligação do Web Switch 
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Actualiza dados de gestão 
 
Executa os scripts que procedem à recolha e tratamento dos dados provenientes do Web 
Switch. Actualiza o registo de recolha. 
 
Criar/Actualizar regras 
 
Efectua pedidos à base de dados e consulta o ficheiro de configuração do Web Switch para 
poder criar os scripts de PERL e bash para configuração/reconfiguração do Web Switch. 
Os ficheiros são escritos na pasta local da ferramenta Web de gestão, para de seguida 
serem enviados para o Web Switch. 
 
4.6.4.5 Script auxiliar de Gestão 
 
O script de gestão tem como principal objectivo a recolha periódica de informação e 
efectuar registo de valores associados ao Web Switch, gerando um histórico a partir dos 
mesmos. 
O script de gestão criado em PERL foi construído de forma a ter a capacidade de ler o 
ficheiro de contabilização enviado. A partir do ficheiro de contabilização é possível extrair a 
data da contabilização e todos os dados pertencentes à estrutura de dados 
Server_Accounting. 
Em seguida é efectuado o tratamento da informação através de um script de PERL. Este 
script extrai os dados do ficheiro de contabilização e armazena-os numa base de dados Round 
Robin Archive (RRA). Dentro desse ficheiro podem existir vários registos de valores, Data 
Sources (DS), tendo cada um, as seguintes propriedades: 
 Nome (DSName) – Nome identificador do registo. 
 Tipo (DSType) – Tipo de valores que são lidos para o registo. Na implementação 
desenvolvida foi considerado o seguinte tipo: 
o COUNTER – Para a leitura de valores que são sempre crescentes entre leituras 
consecutivas, excepto quando o valor máximo é atingido. O valor armazenado 
é a taxa de variação entre leituras consecutivas. Por exemplo: a taxa de 
variação do número de octetos enviados ou recebidos por um interface de 
rede. 
 Valor mínimo (Min) – Este é o valor mínimo que o registo aceita. As leituras que 
retornem valores menores do que este são ignoradas. 
 Valor máximo (Max) - Este é o valor máximo que o registo aceita. As leituras que 
retornem valores maiores do que este são ignoradas. 
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Capítulo 5 
Resultados 
Neste capítulo são focados os aspectos dos testes efectuados e os resultados obtidos. 
 
5.1 Esquema e Equipamento de Testes 
 
Para a realização dos testes foi utilizado o equipamento existente no Laboratório de 
Redes da Faculdade de Engenharia da Universidade do Porto. 
 
5.1.1 WebBench 
 
WebBench é uma plataforma concebida para testar o desempenho de um servidor Web. A 
plataforma foi inicialmente desenvolvida pela VeriTest e posteriormente licenciada pela PC-
Magazine, sendo denominada WebBench 5.0. 
A plataforma funciona numa óptica cliente/servidor. Os clientes são utilizados para 
simular os browsers que efectuam pedidos a um servidor Web e registam a informação 
considerada importante para a análise de desempenho. Existe o computador específico 
Controller que é responsável pelo início do teste e pela recepção dos dados de medição 
provenientes dos clientes. 
O WebBench exporta os resultados sob a forma de pedidos por segundo (requests per 
second (RPS)) e sob a forma de débito (Byte/segundo). 
O WebBench não é dependente do sistema operativo do servidor Web, embora o script 
disponibilizado para a execução de páginas dinâmicas possa funcionar apenas em sistemas 
Windows ou Linux. Por outro lado, os clientes e o Controller estão apenas disponíveis para 
Windows. 
58  Resultados 
 
A ferramenta de teste possibilita alguma personalização. Para além dos testes pré-
existentes, é dada hipótese ao utilizador de configurar uma grande quantidade de detalhes 
dos quais se destacam: número de clientes ou número de instâncias que efectuam pedidos ao 
servidor. 
O WebBench disponibiliza diferentes testes, testes estáticos, testes dinâmicos e testes de 
comércio electrónico. 
 
5.1.2 Esquema de teste 
 
Os ficheiros de teste pré-definidos pressupõem uma evolução de 1, 4, 8, até 60 clientes. 
O teste previsto consistirá em 20 máquinas de cliente. As tabelas seguintes descrevem os 
equipamentos utilizados: 
 
Clientes 
Nº Processador RAM Disco OS 
4 Intel Quad-Core 
Q9300 - 2,5 Ghz 
4 GB – DDR2 
6400 
500 GB Windows 
Vista SP1 
10 AMD Sempron 
3000+ - 1,8 Ghz 
1 GB – DDR2 
5300 
80 GB Windows 
XP SP3 
6 AMD Athlon XP 
2400+ - 1,8 Ghz 
1 GB – DDR 
3200 
80 GB Windows 
XP SP3 
     
Controller 
Nº Processador RAM Disco OS 
1 Intel Core2Duo 
T7200 – 2.0Ghz 
2GB – DDR2 
6400 
120GB Windows 
XP SP3 
     
Web Switch 
Nº Processador RAM Disco OS 
1 Intel Quad-Core 
Q9300 - 2,5 Ghz 
4 GB – DDR2 
6400 
500 GB Debian 
4.0-i486 
     
Servidores Web 
Nº Processador RAM Disco OS 
6 Intel Quad-Core 
Q9300 - 2,5 Ghz 
4 GB – DDR2 
6400 
500 GB Debian 
4.0x64 
Tabela 5.1- Características dos computadores 
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Todos os computadores utilizados dispõem de interfaces de rede Gigabit, sendo que o 
Web Switch dispõe de duas. A Figura 5.1 - Esquema de ligação indica a forma como os 
diversos computadores foram interligados. 
 
 
Figura 5.1 - Esquema de ligação 
 
Para interligar todo o equipamento foram utilizados dois switch Gigabit, um Cisco 3560G 
de 48 portas e um switch Nortel 5510 de 24 portas, tendo o switch Cisco interligado todos os 
clientes e o Nortel todos os servidores Web. 
 
5.1.3 Tipos de teste 
 
Para a validação da solução desenvolvida foram utilizados testes estáticos, testes 
dinâmicos, testes de comércio electrónico e um teste personalizado. 
O teste estático consiste na transferência de ficheiros “.gif”, “.jpg” e “.htm” de pequeno 
tamanho. A estrutura do teste é semelhante à seguinte: 
 
DEFINE_CLASSES 
 
 CLASS_223.gif:     20  
 CLASS_735.gif:     8 
 CLASS_1522.gif:    12 
 CLASS_2895.gif:    20  
 CLASS_6040.htm:    14 
 CLASS_11426.htm:   16 
 CLASS_22132.htm:   7 
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# CLASS_41518.htm:   0.8 
# CLASS_87360.htm:   0.1 
# CLASS_529k.ex:     0.1 
 CLASS_FRACTIONAL:  1 
 CLASS_404:         2 
 
DEFINE_REQUESTS 
 
 CLASS_223.gif: 
 
  GET /wbtree/223_1.gif 
  GET /wbtree/zdwb_1/223_1.gif 
  GET /wbtree/zdwb_1/zdwb_1/223_1.gif 
… 
 CLASS_11426.htm: 
 
  GET /wbtree/11426_1.htm 
  GET /wbtree/11426_2.htm 
  GET /wbtree/zdwb_1/11426_1.htm 
  GET /wbtree/zdwb_1/11426_2.htm 
 
Na parte inicial da configuração visualiza-se a definição das classes. Estes valores 
representam o peso percentual que cada classe vai ter no teste a efectuar. 
O teste dinâmico adiciona um pedido CGI ao conjunto de teste, de modo a que o servidor 
tenha de gerar uma página de forma dinâmica. 
CLASS_DYNAMIC: 
  GET /cgi-bin/simcgi 
 
O teste de comércio electrónico junta os conteúdos dos dois testes anteriores e adiciona 
ainda pedidos SSL. 
Os testes estáticos, dinâmicos e de comércio electrónico utilizados consistiram nos 
ficheiros pré-definidos do próprio programa, com a única excepção a ser o número de clientes 
presente em cada um dos testes, a variação de clientes utilizada foi de 1, 2, 3, 4, 6, 8, 10, 
12, 14,16 e 20 que neste caso é o nosso número máximo de cliente. Apesar disso, tentou-se 
emular um número de clientes superior, colocando-se duas instâncias a correr por cada um 
dos 20 clientes. Na prática pretendeu-se simular 40 clientes. 
Um teste personalizado foi colocado para aferir o possível débito máximo do Web Switch. 
Este teste consistiu em ficheiros de grande tamanho, ficheiros de 15MB para um total de 
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350MB e ficheiros de 50 MB para um total de 1400MB, correspondendo cada um a 
respectivamente 25% da carga do teste. 
 
5.2 Resultados 
 
Nas condições acima descritas foram obtidos os seguintes resultados que correspondem à 
média de três testes. 
Para comparação de desempenhos, ligou-se a bancada de testes a um único servidor. 
 
5.2.1 Teste estático 
 
A tabela seguinte mostra os resultados de pico do Web Switch e de um servidor para o 
teste estático. 
 
Sistema Pedidos por segundo Débito (MByte/Segundo) 
Web Switch 12693,442 75,127 
Intel Quad-Core Q9300 - 2,5 Ghz 9429,750 56,852 
Tabela 5.2 - Teste estático: Valores de pico 
 
As figuras Figura 5.2 e Figura 5.3 mostram a evolução gráfica do número de pedidos por 
segundo e do débito conseguido pelo Web Switch. 
 
 
Figura 5.2 - Teste estático: Pedidos por segundo Web Switch 
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Figura 5.3 - Teste estático: Débito Web Switch 
 
Ambos os gráficos mostram uma subida consistente durante os sete primeiros testes. A 
partir do oitavo (teste com 12 clientes) a subida deixa de ser tão acentuada, verificando-se 
uma taxa de pedidos por segundo e débito aproximadamente constantes, podendo existir 
alguma saturação do sistema. 
 
A título de comparação foram efectuados testes de desempenho utilizando um único 
servidor. 
 
 
Figura 5.4 – Teste estático: Pedidos por segundo servidor 
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Figura 5.5 - Teste estático: Débito servidor 
 
Os valores obtidos para o teste são bastante aceitáveis, revelando uma boa escolha de 
hardware para os servidores. 
 
Para uma comparação mais evidente neste primeiro teste reuniu-se o gráfico de pedidos 
por segundo do Web Switch e de um só servidor. O mesmo foi efectuado para o débito. 
 
 
Figura 5.6 - Número de pedidos por segundo obtido pelo Web Switch e por um servidor no teste 
estático 
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No gráfico da Figura 5.6 verifica-se uma subida igual para a evolução de pedidos por 
segundo processada pelo Web Switch e por um servidor ao logo do diferente número de 
clientes até um valor de 6, a partir desse valor o desempenho do Web Switch cresce de forma 
mais acelerada. 
 
 
Figura 5.7 - Débito do Web Switch e de um servidor 
 
 
5.2.2 Teste dinâmico 
 
Para o teste dinâmico a tabela 5.3 mostra os resultados de pico do Web Switch e de um 
servidor. 
 
Sistema Pedidos por segundo Débito (MByte/Segundo) 
Web Switch 6914,883 36,953 
Intel Quad-Core Q9300 - 2,5 Ghz 4706,075 25,334 
Tabela 5.3 - Teste dinâmico: Valores de pico 
 
Para o teste dinâmico visualiza-se também a evolução do Web Switch ao longo das 
diferentes cargas exercidas pelos clientes. 
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Figura 5.8 - Teste dinâmico: Pedidos por segundo Web Switch 
 
 
 
Figura 5.9 - Teste dinâmico: Débito Web Switch 
 
Em comparação com o teste anterior verifica-se um decréscimo do número de pedidos e o 
débito oferecidos pela solução. Porém e dado o tipo de curva evidenciado, se existisse um 
maior número de máquinas de cliente talvez fosse possível obter melhores resultados. 
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Foi também realizado um teste dinâmico utilizando apenas um servidor. 
 
  
Figura 5.10 - Teste dinâmico: Pedidos por segundo servidor 
 
 
 
Figura 5.11 - Teste dinâmico: Débito servidor 
 
Da mesma maneira que se verifica uma perda de desempenho da solução com Web 
Switch, também para um servidor a perda é assinalável. Este resultado de certa forma 
permite-nos concluir que a perda de desempenho do Web Switch pode ser explicada pela 
perda de desempenho dos próprios servidores que lhe servem de suporte. 
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Figura 5.12 - Número de pedidos por segundo obtido pelo Web Switch e por um servidor no teste 
dinâmico 
 
Em comparação com o teste estático, o valor para o qual a diferença se começa a tornar 
significativa é de apenas 4 clientes. 
 
 
5.2.3 Teste comércio electrónico 
 
O teste de comércio electrónico é o que mais sub testes individuais efectua. Submete os 
servidores a pedidos de SSL, pedidos HTTP estáticos e dinâmicos. 
 
A tabela seguinte mostra os resultados de pico do Web Switch e de um servidor. 
 
Sistema Pedidos por segundo Débito (MByte/Segundo) 
Web Switch 4443,5 18,100 
Intel Quad-Core Q9300 - 2,5 Ghz 3529,083 14,138 
Tabela 5.4 - Teste comércio electrónico: Valores de pico 
  
68  Resultados 
 
A evolução do número de pedidos em função do tempo do teste foi a seguinte. 
 
 
Figura 5.13 - Teste comércio electrónico: Pedidos por segundo Web Switch 
 
 
 
Figura 5.14 - Teste comércio electrónico: Débito Web Switch 
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A titulo de compração visualiza-se o desempenho obtida por um único servidor. 
 
 
Figura 5.15 - Teste comércio electrónico: Pedidos por segundo servidor 
 
 
 
Figura 5.16 - Teste dinâmico: Débito servidor 
 
Em todos os testes de comércio electrónico são verificadas perdas significativas de 
desempenho. 
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5.2.4 Teste personalizado de débito 
 
A tabela seguinte mostra o resultado obtido pelo Web Switch quando submetido ao teste 
personalizado de débito. 
 
Sistema Pedidos por segundo Débito (MByte/Segundo) 
Web Switch 5 79,351 
Tabela 5.5 - Teste personalizado de débito 
 
Ao longo dos diversos testes verificou-se um débito bastante semelhante, culminando o 
débito máximo nos 14 clientes. Este valor poderá estar limitado pela velocidade da interface 
PCI na qual se encontra ligada uma das placas de rede Gigabit. 
 
 
Figura 5.17 - Teste personalizado de débito 
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5.3 Discussão dos Resultados 
 
Ao logo dos diversos testes verificou-se um desempenho sempre superior do conjunto Web 
Switch+Servidores, face à utilização de um único servidor. 
Foi criada uma seguinte tabela com as estatísticas recolhidas nos testes. 
 
 
Tabela 5.6 - Tabela comparativa de desempenho 
 
Na primeira simulação efectuada a diferença de desempenho não é verdadeiramente 
significativa para um número de clientes reduzido, neste caso 6 clientes. 
Após esse valor, a subida começa a ser cada vez superior, culminando num máximo de 
12500 pedidos para o Web Switch em comparação com 8547 pedidos para um servidor, o que 
resulta numa diferença de 32% para o teste envolvendo 20 clientes. 
Na simulação dinâmica a diferença é desde logo considerável, sendo o sistema com Web 
Switch capaz de atingir em média um desempenho 28% superior face à utilização de apenas 
um servidor ligado ao sistema de teste. O teste de comércio electrónico é o que demonstra 
maior queda de desempenho da solução. Este facto pode dever-se simultaneamente à quebra 
de desempenho dos servidores como ao facto de o próprio teste ser bastante intensivo para os 
clientes. Mesmo assim a colocação de um Web Switch à entrada da ligação melhora um pouco 
o desempenho. 
Para se tentar perceber qual o valor de débito máximo que o Web Switch consegue 
comutar utilizou-se o teste personalizado, permitindo este teste obter o valor de 79,351 
MByte/s ou 634,808 Mbit/s o que deixa antever um grande desempenho da solução. Apesar do 
valor não se encontrar superiormente limitado pelo máximo teórico da interface Gigabit, o 
facto de isto não acontecer pode residir em uma das placas Gigabit possuir uma interface PCI, 
o que pode levar à sua constrição. 
72  Resultados 
 
  
 73 
Capítulo 6 
Conclusões 
Este último capítulo apresenta uma síntese do trabalho exposto no documento, referindo 
as conclusões retidas. São também apresentadas as perspectivas de desenvolvimento futuro. 
 
6.1 Síntese do trabalho desenvolvido 
 
O trabalho desenvolvido demonstra as virtudes de utilização de um comutador de nível 7 
para a melhoria do serviço Web. Com esta dissertação é possível afirmar que a 
implementação de um Web Switch por software oferece um bom desempenho. 
A fase inicial do trabalho centrou-se no estudo das principais métricas passíveis de serem 
utilizadas para o balanceamento, seguindo-se os mecanismos de encaminhamento conhecidos 
tentado desta forma perceber as suas potencialidades e limitações.  
Foi efectuada uma análise de diferentes soluções de WebSwitching comerciais 
disponibilizadas por diversos fabricantes de hardware de redes e algumas soluções de 
software opensource. 
De seguida foram definidos os requisitos funcionais para o Web Switch, a partir de alguns 
dos problemas verificados aquando do estudo do WebSwitching. Com base na caracterização 
do problema e em testes preliminares efectuados, surgiu a decisão da utilização de uma 
ferramenta opensource como base para o trabalho a desenvolver. 
Desta forma foi efectuado um melhoramento à solução, adicionando-se a possibilidade de 
encaminhamento de pedidos SSL e desenvolveu-se ainda uma ferramenta de gestão para 
manter e gerir a solução em produção. 
Por último concretizou-se a validação da solução através dos testes efectuados com a 
ferramenta WebBench. 
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6.2 Desenvolvimento futuro 
 
Apesar de as alterações efectuadas à solução permitirem uma melhor gestão e 
encaminhamento de pedidos SSL, pode ser enriquecida pela inclusão das seguintes 
funcionalidades: 
 
 
 Terminação dos pedidos SSL – Para ser possível o switching de nível 7 para os pedidos 
contidos em ligações seguras, ao invés da solução implementada. Muito embora a 
terminação de pedidos SSL traga uma grande carga para o processador, podendo 
inclusive atrasar a velocidade de comutação de pedidos HTTP; 
 
 Permitir a gestão de vários Web Switch – Um ambiente de produção tem normalmente 
como regra de segurança padrão a redundância de equipamentos importantes. A 
gestão, interligação e configuração de vários equipamentos de forma fácil e eficaz 
torna-se uma mais-valia. 
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