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Introduction
One of the primary data mining tasks is clustering which is intended to help a user discovering and understanding the natural structure or grouping in a data set. In particular, clustering aims at partitioning the data objects into distinct groups (clusters) while minimizing the intra-cluster similarity and maximizing the inter-cluster similarity. A lot of work has been done in the area of clustering (see e.g. [8] for an overview). However, many real-world data sets consist of very high dimensional feature spaces. In such high dimensional feature spaces, most of the common algorithms tend to break down in terms of efficiency and accuracy because usually many features are irrelevant and or correlated. In addition, different subgroups of features may be irrelevant or correlated according to varying subgroups of data objects. Thus, objects can often be clustered differently in varying subspaces. Usually, global dimensionality reduction techniques such as PCA cannot be applied to these data sets because they cannot account for local trends in the data.
To cope with these problems, the procedure of feature selection has to be combined with the clustering process more closely. In recent years, the task of subspace clustering was introduced to address these demands. In general, subspace clustering is the task of automatically detecting all clusters in all subspaces of the original feature space, either by directly computing the subspace clusters (e.g. in [3] ) or by selecting interesting subspaces for clustering (e.g. in [9] ).
In this paper, we propose an advanced feature selection method preserving the information of objects clustered differently in varying subspaces. Our method called SURFING (SU bspaces Relevant F or clusterING) computes all relevant subspaces and ranks them according to the interestingness of the hierarchical clustering structure they exhibit.
The remainder of this paper is organized as follows. We discuss related work and point out our contributions in Section 2. A quality criterion for ranking the interestingness of subspaces is developed in Section 3. In Section 4 the algorithm SURFING is presented. An experimental evaluation of SURFING in the context of comparative subspace clustering methods is presented in Section 5. Section 6 concludes the paper.
Related Work

Subspace Clustering
The pioneering approach to subspace clustering is CLIQUE [3] , using an Apriori -like method to navigate through the set of possible subspaces. The data space is partitioned by an axis-parallel grid into equi-sized units of width ξ. Only units whose densities exceed a threshold τ are retained. A cluster is defined as a maximal set of connected dense units. The performance of CLIQUE heavily depend on the positioning of the grid. Objects that naturally belong to a cluster may be missed or objects that are naturally noise may be assigned to a cluster due to an unfavorable grid position.
Another recent approach called DOC [10] proposes a mathematical formulation for the notion of an optimal projected cluster, regarding the density of points in subspaces. DOC is not grid-based but as the density of subspaces is measured using hypercubes of fixed width w, it has similar problems like CLIQUE.
In [2] the method PROCLUS to compute projected clusters is presented. However, PROCLUS misses out the information of objects clustered differently in varying subspaces. The same holds for ORCLUS [1] .
Feature Selection for Clustering
In [9] a method called RIS is proposed that ranks the subspaces according to their clustering structure. The ranking is based on a quality criterion using the density-based clustering notion of DBSCAN [7] . An Apriori -like navigation through the set of possible subspaces in a bottom-up way is performed to find all interesting subspaces. Aggregated information is accumulated for each subspace to rank its interestingness.
In [6] a quality criterion for subspaces based on the entropy of point-to-point distances is introduced. However, there is no algorithm presented to compute the interesting subspaces. The authors propose to use a forward search strategy which most likely will miss interesting subspaces, or an exhaustive search strategy which is obviously not efficient in higher dimensions.
Our Contributions
Recent density-based approaches to subspace clustering or subspace selection methods (RIS) use a global density threshold for the definition of clusters due to efficiency reasons. However, the application of a global density threshold to subspaces of different dimensionality and to all clusters in one subspace is rather unacceptable. The data space naturally increases exponentially with each dimension added to a subspace and clusters in the same subspace may exceed different density parameters or exhibit a nested hierarchical clustering structure. Therefore, for subspace clustering, it would be highly desirable to adapt the density threshold to the dimensionality of the subspaces or even better to rely on a hierarchical clustering notion that is independent from a globally fixed threshold.
In this paper, we introduce SURFING, a feature selection method for clustering which does not rely on a global density parameter. Our approach explores all subspaces exhibiting an interesting hierarchical clustering structure and ranks them according to a quality criterion. SURFING is more or less parameterless, i.e. it does not require the user to specify parameters that are hard to anticipate such as the number of clusters, the (average) dimensionality of subspace clusters, or a global density threshold. Thus, our algorithm addresses the unsupervised notion of the data mining task "clustering" in a best possible way.
Subspaces Relevant for Clustering
Let DB be a set of N feature vectors with dimen-
General Idea
The main idea of SURFING is to measure the "interestingness" of a subspace w.r.t. to its hierarchical clustering structure, independent from its dimensionality. Like most previous approaches to subspace clustering, we base our measurement on a density-based clustering notion. Since we do not want to rely on a global density parameter, we developed a quality criterion for relevant subspaces built on the k-nearest neighbor distances (k-nn-distances) of the objects in DB.
For a user-specified k ∈ N (k ≤ N ) and a subspace
, is the distance between o and its k-nearest neighbor, formally:
The k-nn-distance of an object o indicates how densely the data space is populated around o in S. The smaller the value of nn-Dist S k (o), the more dense the objects are packed around o, and vice versa. If a subspace contains a recognizable hierarchical clustering structure, i.e. clusters with different densities and noise objects, the k-nn-distances of objects should differ significantly. On the other hand, if all points are uniformly distributed, the k-nn-distances can be assumed to be almost equal. Figure 1 illustrates these considerations using a sample 2D subspace S = {a 1 , a 2 } and k = 3. Consequently, we are interested in subspaces where the k-nn-distances of the objects differ significantly from each other, because the hierarchical clustering structure in such subspaces will be considerably clearer than in subspaces where the k-nn-distances are rather similar to each other.
A Quality Criterion for Subspaces
As mentioned above we want to measure how much the k-nn-distances in S differ from each other. To achieve comparability between subspaces of different dimensionality, we scale all k-nn-distances in a subspace S into the range [0, 1]. Thus, we assume that nn-Dist
Two well-known statistical measures for our purpose are the mean value µ S of all k-nn-distances in subspace Sand the variance. However, the variance is not appropriate for our purpose because it measures the squared differences of each k-nn-distance to µ S and thus, high differences are weighted stronger than low differences. For our quality criterion we want to measure the nonweighted differences of each k-nn-distance to µ S . Since the sum of the differences of all objects above µ S is equal to the sum of the differences of all objects below µ S , we only take half of the sum of all differences to the mean value, denoted by dif f µ S , which can be computed by
In fact, dif f µ S is already a good measure for rating the interestingness of a subspace. We can further scale this value by µ S times the number of objects having a smaller k-nn-distance in S than µ S , i.e. the objects contained in the following set:
Obviously, if Below S is empty, the subspace contains uniformly distributed noise.
Definition 1 (quality of a subspace) Let S ⊆ A. The quality of S, denoted by quality(S), is defined as follows:
The quality values are in the range between 0 and 1. A subspace where all objects are uniformly distributed (e.g. as depicted in Figure 1(b) ) has a quality value of approximately 0, indicating a less interesting clustering structure. On the other hand, the clearer the hierarchical clustering structure in a subspace S is, the higher is the value of quality(S). For example, the sample 2D subspace in which the data is highly structured as depicted in Figure 1 (a) will have a significantly higher quality value. Let us note that in the synthetic case where all objects in Below S have a k-nn-distance of 0 and all other objects have a k-nn-distance of 2 · µ S , the quality value quality(S) is 1.
In almost all cases, we can detect the relevant subspaces with this quality criterion, but there are two artificial cases rarely found in natural data sets which nevertheless cannot be ignored.
First, there might be a subspace containing some clusters, each of the same density, and without noise (e.g. data set A in Figure 2) . If the number of data objects in the clusters exceeds k, such subspaces cannot be distinguished from subspaces containing uniformly distributed data objects spread over the whole attribute range (e.g. data set B in Figure 2 cases, the k-nn-distances of the objects will marginally differ from the mean value. Second, subspaces containing data of one Gaussian distribution spread over the whole attribute range are not really interesting. However, the k-nn-distances of the objects will scatter significantly around the mean value. Thus, such subspaces cannot be distinguished from subspaces containing two or more Gaussian clusters without noise.
To overcome these two artificial cases, we can virtually insert some randomly generated points before computing the quality value of a subspace. In cases of uniform or Gaussian distribution over the whole attribute range, the insertion of a few randomly generated additional objects does not significantly affect the quality value. The k-nn-distances of these objects are similar to the k-nn-distances of all the other data objects. However, if there are dense and empty areas in a subspace, the insertion of some additional points very likely increases the quality value, because these additional objects have large k-nn-distances compared to those of the other objects. The table in Figure 2 shows the quality value of the 2D data set A depicted in Figure 2 w.r.t. the percentage of virtually inserted random objects. Data set B in Figure 2 has no visible cluster structure and therefore the virtually inserted points do not affect the quality value. For example, 0.2 % additionally inserted points means that for n = 5, 000 10 random objects have been virtually inserted before calculating the quality value.
Thus, inserting randomly generated points is a proper strategy to distinguish (good) subspaces containing several uniformly distributed clusters of equal density or several Gaussian clusters without noise from (bad) subspaces containing only one uniform or Gaussian distribution. In fact, it empirically turned out that 1% of additional points is sufficient to achieve the desired results. Let us note that this strategy is only required, if the subspaces contain a clear clustering structure without noise. In most real-world data sets the subspaces do not show a clear cluster structure and often have much more than 10% noise. In addition, the number of noise objects is usually growing with increasing dimensionality. In such data sets, virtually inserting additional points is not required. Since our quality criterion is very sensible to areas of different density, it is suitable to detect relevant subspaces in data sets with high percentages of noise, e. g. in gene expression data sets or in synthetic data sets containing up to 90% noise.
Algorithm
The pseudocode of the algorithm SURFING is given in Figure 3 . Since lower dimensional subspaces are more likely to contain an interesting clustering, SURFING generates all relevant subspaces in a bottom-up way, i.e. it starts with all 1-dimensional subspaces S 1 and discards as many irrelevant subspaces as early as possible. Therefore, we need a criterion to decide whether it is interesting to generate and examine a certain subspace or not. Our above described quality measure can only be used to decide about the interestingness of an already given subspace. An important information we have gathered while proceeding to dimension l is the quality of all (l − 1)-dimensional subspaces. We can use this information to compute a quality threshold which enables us to rate all l-dimensional candidate subspaces S l . We use the lowest quality value of any (l − 1)-dimensional subspace as threshold. If the quality values of the (l − 1)-dimensional subspaces do not differ enough (it empirically turned out that a difference of at least 1/3 is a reasonable reference difference), we take half of the best quality value instead. Using this quality threshold, we can divide all l-dimensional subspaces into three different categories: Interesting subspace: the quality value increases or stays the same w.r.t. its (l − 1)-dimensional subspaces. Neutral subspaces: the quality decreases w.r.t. its (l−1)-dimensional subspaces, but lies above the threshold and thus might indicate a higher dimensional interesting subspace. Irrelevant subspaces: the quality decreases w.r.t its (l − 1)-dimensional subspace below the threshold. We use this classification to discard all irrelevant ldimensional subspaces from further consideration. We know that these subspaces are not interesting itself and, as our quality value is comparable over different dimensions, we further know that no superspace of such a subspace will obtain a high quality value compared to interesting subspaces of dimensionality l. Even if through adding a "good" dimension, the quality value would slightly increase it will not be getting better than already existing ones.
However, before we discard an irrelevant subspace S of dimensionality l, we have to test whether its clustering structure exhibits one of the artificial cases mentioned in the previous section. For that purpose, if the quality of S is lower than the quality of a subspace containing an l-dimensional Gaussian distribution, we insert 1% random points and recompute the quality of S. Otherwise, the clustering structure of S cannot get better through the insertion of additional points. In case of a clean cluster structure without noise in S, the quality value improves significantly after the insertion. At least it will be better than the quality of the l-dimensional Gaussian distribution, and, in this case, S is not discarded.
If, due to the threshold, there are only irrelevant ldimensional subspaces, we don't use the threshold, but keep all l-dimensional subspaces. In this case, the information we have so far, is not enough to decide about the interestingness.
Finally, the remaining l-dimensional subspaces in S l are joined if they share any (l −1)-dimensions to generate the set of (l + 1)-dimensional candidate subspaces S l+1 . SURFING terminates if the resulting candidate set is empty.
SURFING needs only one input parameter k, the choice of which is rather simple. If k is too small, the k-nn-distances are not meaningful, since objects within dense regions might have similar k-nn-distance values as objects in sparse regions. If k is too high, the same phenomenon may occur. Obviously, k must somehow correspond to the minimum cluster size, i.e. the minimal number of objects regarded as a cluster.
Evaluation
We tested SURFING on several synthetic and realworld data sets and evaluated its accuracy in comparison to CLIQUE, RIS and the subspace selection proposed in [6] (in the following called Entropy). All experiments were run on a PC with a 2.79 GHz CPU and 504 MB RAM. We combined SURFING, RIS and Entropy with the hierarchical clustering algorithm OP-
compute quality of all subspaces S ∈ S1; S l := S ∈ S1 with lowest quality; S h := S ∈ S1 with highest quality; if quality(S l ) > TICS [4] to compute the hierarchical clustering structure in the detected subspaces. Synthetic Data. The synthetic data sets were generated by a self-implemented data generator. It permits to specify the number and dimensionality of subspace clusters, dimensionality of the feature space and density parameters for the whole data set as well as for each cluster. In a subspace that contains a cluster, the average density within that cluster is much larger than the density of noise. In addition, it is ensured that none of the synthetically generated data sets can be clustered in the full dimensional space. Gene Expression Data. We tested SURFING on a real-world gene expression data set studying the yeast mitotic cell cycle [11] . We used only the data set of the CDC15 mutant and eliminated those genes from our test data set having missing attribute values. The re- sulting data set contains around 4000 genes measured at 24 different time slots. The task is to find functionally related genes using cluster analysis. Metabolome Data. In addition we tested SURFING on high-dimensional metabolic data provided from the newborn screening program in Bavaria, Germany. Our experimental data sets were generated from modern tandem mass spectrometry. In particular we focused on a dimensionality of 14 metabolites in order to mine single and promising combinations of key markers in the abnormal metabolism of phenylketonuria (PKU), a severe amino acid disorder. The resulting database contains 319 cases designated as PKU and 1322 control individuals expressed as 14 amino acids and intermediate metabolic products.The task is to extract a subset of metabolites that correspond well to the abnormal metabolism of PKU.
Efficiency
The runtimes of SURFING applied to the synthetic data sets are summarized in Table 1 . In all experiments, we set k = 10.
For each subspace, SURFING needs O(N 2 ) time to compute for each of the N points in DB the k-nndistance, since there is no index structure which could support the partial k-nn-queries in arbitrary subspaces in logarithmic time. If SURFING analyzes m different subspaces the overall runtime complexity is O(m · N 2 ). Of course in the worst case m can be 2 d , but in practice we are only examining a very small percentage of all possible subspaces. Indeed, our experiments show, that the heuristic generation of subspace candidates used by SURFING ensures a small value for m (cf. Table 1). For most complex data sets, SURFING computes less than 5% of the total number of possible subspaces. In most cases, this ratio is even significantly less than 1%. For data set 10 in Table 1 where the cluster is hidden in a 12-dimensional subspace of a 15-dimensional feature space, SURFING only computes 12.5% of the possible subspaces. Finally, for both the real world data sets, SURFING computes even significantly less than 0.1% of the possible subspaces (not shown in Table 1 ). The worst ever observed percentage was around 20%. This empirically demonstrates that SURFING is a highly efficient solution for the complex subspace selection problem.
Effectivity
Results on Synthetic Data. We applied SURF-ING to several synthetic data sets (cf. Table 1 ). In all but one case, SURFING detected the correct subspaces containing the relevant clusters and ranked them first. Even for data set 16, SURF-ING was able to detect 4 out of 5 subspaces containing clusters, although the clustering structure of the subspaces containing clusters was rather weak, e.g. one of the 4-dimensional subspaces contained a cluster with only 20 objects having an average k-nn-distance of 2.5 (the average k-nn-distance for all objects in all dimensions was 15.0). SURF-ING only missed a 10-dimensional subspace which contained a cluster with 17 objects having an average k-nn-distance of 9.0. Results on Gene Expression Data. We tested SURFING on the gene expression data set and retrieved a hierarchical clustering by applying OPTICS [4] to the top-ranked subspaces. We found many biologically interesting and significant clusters in several subspaces. The functional relationships of the genes in the resulting clusters were validated using the public Saccharomyces Genome Database 1 . Some excerpts from sample clusters in varying subspaces found by SURFING applied to the gene expression data are depicted in Table 2 . Cluster 1 contains several cell cycle genes. In addition, the two gene products are part of a common protein complex. Cluster 2 contains the gene STE12, an important regulatory factor for the mitotic cell cycle [11] and the genes CDC27 and EMP47 which are most likely co-expressed with STE12. Cluster 3 consists of the genes CDC25 (starting point for mitosis), MYO3 and NUD1 (known for an active role dur- 8 . In detail, we extracted 5 one-dimensional spaces (the metabolites ArgSuc, Phe, Glu, Cit and Arg), 6 two-dimensional spaces (e.g. Phe-ArgSuc, Phe-Glu) and 3 three-dimensional spaces (e.g. Phe-Glu-ArgSuc). Alterations of our best ranked single metabolites correspond well to the abnormal metabolism of PKU [5] . We compared SURFING findings with results us- Influence of Parameter k. We re-ran our experiments on the synthetic data sets with k = 3, 5, 10, 15, 20. We observed that if k = 3, SURF-ING did find the correct subspaces but did not rank the subspaces first (i.e. subspaces with a less clear hierarchical clustering structure got a higher quality value). In the range of 5 ≤ k ≤ 20, SURF-ING produced similar results for all synthetic data sets. This indicates that SURFING is quite robust against the choice of k within this range.
Comparison with CLIQUE. The results of CLIQUE applied to the synthetic data sets confirmed the suggestions that its accuracy heavily depends on the choice of the input parameters which is a nontrivial task. In some cases, CLIQUE failed to detect the subspace clusters hidden in the data but computed some dubious clusters. In addition, CLIQUE is not able to detect clusters of different density. Applied to our data sets which exhibit several clusters with varying density (e.g. data set 16), CLIQUE was not able to detect all clusters correctly but could only detect (parts of) one cluster (cf. Table 3) -even though we used a broad parameter setting. A similar result can be reported when we applied CLIQUE to the gene expression data set. CLIQUE was not able to obtain any useful clusters for a broad range of parameter settings. In sum-mary, SURFING does not only outperform CLIQUE by means of quality, but also saves the user from finding a suitable parameter setting.
Comparison with RIS. Using RIS causes similar problems as observed when using CLIQUE. The quality of the results computed by RIS also depends, with slightly less impact, on the input parameters. Like CLIQUE, in some cases RIS failed to detect the correct subspaces due to the utilization of a global density parameter (cf. Table 3 ). For example, applied to data set 16, RIS was able to compute the lower dimensional subspaces, but could not detect the higher dimensional one. The application of RIS to the gene expression data set is described in [9] . SURFING confirmed these results but found several other interesting subspaces with important clusters, e.g. clusters 5 and 6 in subspace 70, 90, 110, 130 (cf. Figure 2) . Applying RIS to the metabolome data set the best ranked subspace contains 12 attributes which represent nearly the full feature space and are biologically not interpretable. The application of RIS to all data sets, was limited by the choice of the right parameter setting. Again, SURFING does not only outperform RIS by means of quality, but also saves the user from finding a suitable parameter setting.
Comparison with Entropy. Using the quality criterion Entropy (E) in conjunction with the proposed forward search algorithm in [6] , none of the correct subspaces were found. In all cases, the subspace selection method stops at a dimensionality of 2. Possibly, an exhaustive search examining all possible subspaces could produce better results. However, this approach obviously yields unacceptable run times. Applied to the metabolome data, the biologically relevant 1D subspaces are ranked low.
Conclusion
In this paper, we introduced a new method to subspace clustering called SURFING which is more or less parameterless and -in contrast to most recent approaches -does not rely on a global density threshold. SURFING ranks subspaces of high dimensional data according to their interestingness for clustering. We empirically showed that the only input parameter of SURFING is stable in a broad range of settings and that SURFING does not favor subspaces of a certain dimensionality. A comparative experimental evaluation shows that SURFING is an efficient and accurate solution to the complex subspace clustering problem. It outperforms recent subspace clustering methods in terms of effectivity.
