Abstract. Following an approach originally due to Mahler and sharpened by Chudnovsky, we develop an explicit version of the multi-dimensional \hy-pergeometric method" for rational and algebraic approximation to algebraic numbers. Consequently, if a; b and n are given positive integers with n 3, we show that the equation of the title possesses at most one solution in positive integers x; y. Further results on Diophantine equations are also presented.
is satis ed by all integers p and q with q > 0. If is an algebraic number of degree n, then a result of Liouville implies that we may take = n in (1.1), a fact which established the existence of transcendental numbers. In 1909, Thue Th1] showed that the exponent in Liouville's theorem could be replaced by = n=2 + 1. Consequently, if F(x; y) is an irreducible binary form (i.e. homogeneous polynomial in Z x; y]) of degree n 3, the Thue equation F(x; y) = m has, for a xed non-zero integer m, at most nitely many solutions in integers x and y. Subsequently, Thue's theorem has been sharpened by Siegel Si1] ( = minf n s+1 + s : 0 s n ?1g), Dyson Dy] and Gelfond G] Ba4] , F]). These correspond to producing certain \auxilliary polynomials" (depending on the algebraic number ) in 1; 2 or many variables, respectively. While the last two of these methods are strong enough to imply improvements upon Liouville's exponent = n in (1.1) for all algebraic numbers of degree at least 3, the rst is characterized by sharper bounds with smaller implied constants, though necessarily in a restricted setting.
In this paper, we will develop a general version of the \hypergeometric method". Our approach will follow closely that of Mahler Ma1] , together with a number of re nements stemming from work of Baker Ba3] and Chudnovsky Ch] . In most situations, our results, in contrast to Ch], will be completely explicit, with an eye towards applications to Diophantine equations. In fact, we will postpone a discussion of the general applicability of our methods and of allied results for nonarchimedean valuations to a future paper Be4], concentrating instead upon bounds for algebraic numbers of relatively small degree.
As mentioned previously, improvements upon Liouville's theorem have profound implications for Diophantine equations. In particular, lower bounds for rational approximation to numbers of the form n p a=b are equivalent to bounds upon integer solutions (x; y) to diagonal Thue equations of the shape ax n ? by n = c: (1.2) If n = 3 and c = 1, then Delone De] and Nagell N] at most one solution in positive integers (x; y), except possibly for those (a; b; n) (where, without loss of generality, we assume that b > a 1) with b = a + 1; 2 a minf0:3n; 83g and 17 n 347:
(1.3) As an application of the main results of the paper at hand, we are able to sharpen these conclusions, proving Theorem 1.1. If a; b and n are integers with ab 6 = 0 and n 3, then the equation jax n ? by n j = 1 (1.4) has at most one solution in positive integers (x; y).
This implies that the equation (a + 1)x n ? ay n = 1 has, for a 1 and n 3, precisely the solution (x; y) = (1; 1) in positive integers (if a = 1, this is a consequence of a result of Darmon and Merel DM]). As far as we know, this is the rst instance of a complete solution of a parametrized family of Thue equations of arbitrary degree. We note that the methods of BdW], which include lower bounds for linear forms in logarithms of algebraic numbers together with results from Be3] and various computational techniques, di er from those of the current paper in that they appeal to what is essentially the \one-dimensional" version of the results derived here. Another classical Diophantine problem, arising in a variety of contexts, is to solve the equation x n ? 1 x ? 1 = y m (1.5) where x; y; n and m are integers with x > 1; y > 1; n > 2 and m > 1. An as yet unproven conjecture regarding this equation is that the only such solutions (x; y; n; m) are those given by (3; 11; 5; 2), (7; 20; 4; 2) and (18; 7; 3; 3) . Indeed, it is not even known if (1.5) has nitely many solutions of this form. For a detailed history of early algebraic approaches to (1.5), the reader is directed to the book of Ribenboim Rib] . More recent studies of this equation have utilized the hypergeometric method (e.g. SS]) or lower bounds for linear forms in logarithms (e.g. ST] or Bu]; the rst of these uses archimedean estimates, the second p-adic). By application of Theorem 1.1, we may show Corollary 1.2. If x > 1, y > 1, n > 2 and m > 1 are integers, then (a) If n 1 (mod m), it follows that the only solution to equation (1.5) satis es (x; y; n; m) = (3; 11; 5; 2).
(b) There are no solutions to (1.5) with x = z m for z 2 Z.
(c) There are no solutions to (1.5) with x = z 2 for z 2 Z.
(d) If !(n) denotes the number of distinct prime factors of n, then there are no solutions to (1.5) with !(n) > m ? 2.
The rst of these results was stated as a Corollary in Le Le2] , but the proof is erroneous since Lemma 3 of Le2] is false (this also invalidates the claims of Yu and Le in LY] ; see the comment in Yu]). Similarly, the results of Le Le3] on equation (1.5) must be regarded as unproven since Lemma 1 and Lemma 2 of that paper are both incorrect; indeed the fact that the equation X 2 ? 3Y 2 = 11 2 possesses integral solutions while X 2 ?3Y 2 = 11 does not contradicts Lemma 1 while, in the notation of Le3], taking (a; b; n; k; X; Y ) = (1; 2; 3; 47; 63; 50) contradicts Lemma 2. Our proof uses Theorem 1.1 in conjunction with work of Ljunggren Lj1] . Part (b) is Theorem 1 of Le1], but follows very easily from Theorem 1.1. Part (c) is a slight sharpening of work of Saradha and Shorey SS], who deduced a like result under the hypothesis that z 32 or z 2 f2; 3; 4; 8; 9; 16; 27g: Finally, part (d) obtains from arguments of Shorey Sh1] and Sh2], upon application of parts (a) and (b).
The outline of this paper is the following. In the next section, we begin by proving a pair of technical lemmata which imply e ective bounds for rational and algebraic approximation to real , under certain speci c conditions. To obtain these bounds, it is necessary to construct familes of \approximating" polynomials. In Section 3, we carry out this construction by appealing to the theory of Pad e approximation to binomial functions. We also derive a number of explicit, essentially sharp bounds for these polynomials. In Section 4, we study the p-adic valuations of products of the gamma function evaluated at rational points. This enables us to explicitly describe a factor m;n;r that arises in considering the coe cients of our \approximating" polynomials at nonarchimedean places. In Section 5, we derive upper and lower bounds for sums of logarithms of primes in arithmetic progression, in xed intervals.
This combines information about zeros of certain Dirichlet L-functions with results obtained by sieving. These bounds are applied in Section 6, together with a variety of computations, to majorize the term m;n;r considered in Section 4. In Section 7, we state and prove our Main Theorem on rational approximation to algebraic numbers. Section 8 contains data regarding computation of continued fraction expansions to numbers of the form n p 1 + 1=a, completing the proof of Theorem 1.1. In Section 9, we turn our attention to approximation of algebraic numbers by algebraic numbers of xed degree. Section 10 contains explicit formulae for certain \characteristic numbers" introduced by Chudnovsky Ch] and related to m;n;r of Section 4, at least for small values of the parameter m. Finally, in Section 11, we prove Corollary 1.2.
Folklore lemmata
To derive lower bounds for rational approximation to a given real number or to a linear form in powers of , it su ces to produce sequences of good simultaneous rational approximations to 1; ; 2 ; : : : ; m for a positive integer m, which satisfy certain independence conditions. To be precise, we can use the following \folklore lemma". The rst part is an explicit version of Lemma 3.2 of Ch] (see also Lemma 1 of NS]) while the second is essentially a combination of Lemma 6 of Ba3] and the proof of the main theorem of that paper. 
Since (a ij ) is nonsingular, we can nd some i, 0 i k, for which P i;r (p=q) 6 = 0. and the result follows as claimed.
As noted by Baker Ba3] , a result of the nature of part 2 of Lemma 2.1 leads almost immediately to a bound for approximation to by algebraic numbers of xed degree. In Section 9, we will derive such a bound. In order to apply the previous lemmata, for various algebraic , we need to construct sequences of polynomials P i;r (x) with the requisite properties. To accomplish this, we turn to the theory of Pad e approximation. (n i + 1) ? 1 at z = 0 (see Mahler Ma3] We note at this juncture that there is a slight discrepancy between these and the corresponding formulae in Ch] (equations (6.1), (6.2) and the rst displayed equation on page 359 of that paper).
Here and henceforth, we will suppose that n is a positive integer with n > m, z < 0 is real and that ! k = k ? 1 n for 1 k m: (3.8) To apply Lemmata 2.1, we need to deduce upper bounds for jR i (z; r)j, jA ij (z; r)j and for rational numbers m;n;r such that the polynomials m;n;r A ij (z; r) have integral, rather than rational, coe cients. For the rst two of these, we derive asymptotically sharp estimates, following arguments of Mahler Ma1] and Chudnovsky Ch] . For the third, we again follow Ch], but require a much more explicit version of the deliberations undertaken there. We treat this problem in Section 4.
Let us rst obtain a bound for jR i (z; r)j. Following It appears to be rather less simple to obtain an asymptotically sharp bound for jA ij (z; r)j. We begin by deriving upper bounds for the jb j;k;h;r j de ned in (3.7). In fact, if 0 h r, we claim that jb j;k;h;r j has roughly the same order of magnitude as the binomial coe cient and q 0 (a; b; n; ) is e ectively computable.
We note that this result may be readily extended to provide irrationality measures of this form for (a=b) s=n where s is a positive integer, relatively prime to n (as is done in Ch]).
Careful choice of the parameter m (depending on a; b and n) allows us to derive strong e ective irrationality measures in a quite general setting. For full exiblity of application to algebraic numbers in radical extensions of the form 1=n , we need to have m grow with n. As a particular example, in the simplest case de ned by In a future paper Be4], we will prove such an inequality under the further assumption that m=n exceeds a small absolute constant, which enables us to substantially sharpen the results of Evertse Ev] on the equation ax n ? by n = c. In the current paper, we merely provide evidence for this assertion by deriving an explicit version of Theorem 3.4 for prime n 347.
Arithmetic properties of the coefficients
In this section, we turn our attention to estimating the p-adic valuations of the (rational) coe cients of the polynomials A ij (z; r), in particular deriving an upper bound upon the quantity m;n;r de ned in the previous section. From now on, we will assume for simplicity (and, for our applications, without loss of generality) that n is prime. Throughout, we will denote by x] the greatest integer not exceeding a real number x and set fxg = x ? x] (so that 0 fxg < 1). If a is an integer, we de ne ord p (a) to be the highest power of a prime p which divides a and, if r = a=b is rational, we take ord p (a=b) = ord p (a)?ord p (b). We will have use of the following lemma of Chudnovsky (Lemma 4. We therefore obtain Corollary 4.3. Let ; n; m and r be positive integers with n > m > 1. Further, let p be a prime satisfying p > m;n;r and p a (mod n) with 1 a n ? 1. If ord p a i;j;h;r = ? , for some 0 h r, where a i;j;h;r is as de ned in (3.6), then it follows that either p divides (r + 1)(r + 2) or r + 2 p > d a; n :
Some simplifying observations are in order. Firstly, we note, for xed ; m; n; r and prime p a (mod n), that the integer d a; is in fact independent of the parameter j. To see this, rst extend the de nition of the sets S j de ned earlier toS j = fj ? l : 1 l mg = S j f0g and de ne T j;p = n t 2 Z : tp ?s (mod n) for some s 2S j o : Then we may readily show that T j+1;p is obtained from T j;p by subtracting p from each of its elements, where p p 1 (mod n) and 1 p n ? 1. Since the set of di erences ft k+ ? t k g for 1 k m, corresponding to a xed j is just the analogous set of di erences obtained from T j;p upon ordering this set, we conclude as desired.
We may also note that if a 1 ?a 2 (mod n); then, for xed m and n, we have d a1; = d a2; . This follows immediately upon noticing that T j;p1 = ?T j;p2 , for primes p i a i (mod n). Together, these observations enable us to compute d a; under the assumption that 1 a n?1 2 and with t k chosen such that Let us now begin the process of explicitly bounding m;n;r . From (4.8), it is clear that m;n;r ? n r+1 s n;r 1?m 0 1 (4.12) where s n;r denotes the n-part of r! (i.e. for n prime, s n;r = n ord n r! ) and, suppressing dependence upon n; m and r, 0 1 is the least common multiple of the denominators of the coe cients a i;j;h;r given by (4.8) for 0 h r + ij and 1 i; j m, where 0 consists of those primes p with p m;n;r while 1 is comprised of those with p > m;n;r . Here, we assume that the rational coe cients a i;j;h;r are in reduced form.
Let us rst deduce a lower bound upon s n;r . Note that s n;r = n ordnr! = n It remains to derive suitable n (x) to satisfy (4.18).
Chebyshev-like estimates for primes in arithmetic progressions
The deliberations of Section 4 motivate the need to establish reasonably precise upper and lower bounds for the function (x; n; a). From the theory of the distribution of primes in arithmetic progressions, we have (x; n; a) x (n) where (n) denotes Euler's totient function. For our purposes, however, we require more than asymptotics. Following the arguments of Ramar e and Rumely RR], we combine a result on zero-free regions for certain Dirichlet L-functions (Theorem 3.6.2 of RR]) with explicit computations designed to verify that the zeros of these functions in the critical strip, with imaginary part bounded by 1000, lie on the half-line (that is, satisfy the Generalized Riemann Hypothesis to height 1000, or, more succinctly, GRH(1000)).
To carry out these calculations, we employed a number of Turbo Pascal routines written by Professor Rumely, which he was kind enough to provide to us. Very roughly, these work as follows. Program \L", after computing character values for the L-functions with a given conductor and root numbers for the associated functional equations, computes the zeros for these L-functions. This is done by producing Taylor series expansions of the related partial zeta functions, via EulerMacLaurin summation. Brent's linear/quadratic search algorithm is then used to nd zeros on the half-line for each L-functions while Brent's max/min algorithm for nding intervening maxima/minima is used in conjunction with Laguerre's method to identify (possible) roots o the half-line. Programs \V" and \ZCHECK" are then used to validate the list of zeros produced. For a more detailed exposition of these algorithms, the reader is directed to the paper of Rumely Ru] . Our computations were carried out over the course of a number of weeks on a variety of Sun Sparc 4 and Sparc 20 machines, running algorithms \L", \V" and \ZCHECK" for all L-functions associated with Dirichlet characters with prime conductor n between 73 and 347. Explicit data on the zeros encountered, their pair correlation, etc. is available from the author on request. For the purposes of this paper, however, we need only note the following Theorem 5.1. (Rumely and Sun) Every L-function associated to a Dirichlet character with prime conductor n for 73 n 347 satis es GRH(1000). That is, the nontrivial zeros of such an L-function with imaginary part bounded in modulus by 1000 have real part 1=2.
We apply this result to give us Chebyshev-type estimates for (x; n; a) with relatively large values of x. Let , we take x 0 = 10 11 , m = 9 (for n = 5; 7, 19 n 37 or 73 n 101), m = 10 (for n = 11; 13, 41 n 71 or 103 n 277), m = 11 (for 281 n 347) and 0:0048 < < 0:0054 (for 73 n 347), 0:0018 < < 0:0021 (for 19 n 71) and 0:00046 < < 0:00049 (for 5 n 13), chosen to optimize our bound. If n = 3 or n = 17, we simply apply Theorem 1 of RR] with x 0 = 10 10 . We conclude Theorem 5.2. If 3 n 347 is prime and n is as de ned in (5.1), then n <~ n where~ n is given in the following table: n~ n n~ n n~ n n~ We now turn our attention to the problem of bounding (x; n; a) for smaller values of x. Let us de ne n = max 1 a n?1 max 0<x 10 11 1 p x (x; n; a) ? x n ? 1 :
We obtain the values for n with 2 n 397 through sieving. As noted in RR], the function ( (x; n; a) ? x=(n ? 1)) = p x is monotone decreasing between jumps at primes. From this observation, it is a straightforward matter to compute n , as described in RR] . To accomplish this, we used code generously provided by Enrico Bombieri, written in C and implemented on a Sparc Ultra. This code is available from the author on request. The total amount of computation required to produce the values for n with n prime between 2 and 400 was approximately 400 hours. In the 6. Endgame computations We are now in position to obtain explicit upper bounds upon m;n;r , where we restrict attention to primes 17 n 347 and take m = n+1 Proposition 6.1. If m;n;r is as de ned previously, 17 n 347 is prime and m = n+1 3 , then log m;n;r < c 1 (n)r + d(n) for all r 1, while log m;n;r < c 2 (n)r for all r r 0 (n), where the last constant is e ectively computable. The constants c 1 (n); c 2 (n) and d(n) are given in the following table : where~ n and n are as in Section 5, we readily obtain the desired bounds from (4.16) r + 2 N + 1 ; r + 3 N + 1 : We are thus able to obtain the value of 2 corresponding to r + 1 from that corresponding to r, without recomputation. Similarly, we may readily compute 2 (m; n; r + ) from 2 (m; n; r) for small integral . Unfortunately, this approach is still too slow for our purposes as it potentially requires 2N 0 (m ? 1)(n ? 1) 2m p rn additions and subtractions to obtain 2 (m; n; r + 1) from 2 (m; n; r). To speed this up, we observe that if 2 N and s 2 fr; r + 1; : : : ; r + g, then log 2 (m; n; s) log 2 (m; n; r) + To illustrate this, let us consider the situation with n = 17; m = 6 and r = 100000 (so that N 0 = 76). We compute 2 (6; 17; 10 5 ) explicitly and nd that log 2 (6; 17; 10 5 ) = 2321042:99325 : : :
and so, from (4.13) and (4.16), log 6;17;10 5 < 832485:44:
This implies that we may take = 0:6 and so, choosing = 50, we nd that (6.2), (6.3), (6.4) and (6.5) yield the inequality S = S 1 + S 2 + S 3 < 60000 whence (6.1) is satis ed. This proves Proposition 6.1 for 10 5 r 10 5 + 50. Applying like arguments for the remaining cases with r 50000, we conclude, after lengthy computations, that 1 r m;n;r < c 1 (n)
for these values.
For 1000 r < 50000, we compute 2 from (4.17) as before, but treat the small primes p satisfying p m;n;r = max p nr + n + m; 2n more carefully. In fact, we calculate 0 explicitly from the de nition for these cases. We nd, as before, that 1 r m;n;r < c 1 (n) for all m; n under consideration and 1000 r < 50000.
Finally, for each pair m and n and each positive integer r with 1 r 1000, we explicitly compute 1 r log m;n;r and verify that it fails to exceed c 1 (n), except for a number of small values of r, the largest of which is r = 41, corresponding to n = 31. In fact, we have 1 r log m;n;r c 1 (n) for all r > 3 (if 223 n 347), r > 6 (if 109 n 211), r > 8 (if 79 n 107), etc. For the remaining exceptional cases, we verify that 1 r log m;n;r ? c 1 (n) < d(n):
The maximal values for 1 r log m;n;r ? c 1 (n) correspond to r = 1 or r = 2 except for those n with 17 n 41, n = 47 and 59 n 73. In all cases, the maxima occur for r 23. The actual tabulated values are available from the author upon request. This completes the proof of Proposition 6.1. These calculations required a total of roughly four thousand hours of computing time on a collection of Sun Sparc 4, Sparc 20 and Sparc Ultra machines using code written in C. They have since been checked using Pari GP and, for some of the computations, Maple V. In no cases did we encounter discrepancies.
The main theorem
We are now in position to prove the main theorem of our paper, namely : has no solution in integers x and y with 1 < maxfjxj; jyjg 10 5000 :
We note that the upper bound here is quite a bit stronger than what we actually require to complete the proof of Theorem 1.1; computationally, however, it is not signi cantly more di cult to derive than an upper bound of, say, 10 100 .
To prove Proposition 8.1, we consider the initial 10500 partial quotients in the continued fraction expansions to each of the 2954 n p 1 + 1=a, where a and n satisfy (1.3) with n prime. Note that it is possible to carry out these computations entirely in integer arithmetic, using the structure of the minimal polynomial f a;n (x) = (a+1)x n ?a (as in, e.g., LT]). For all but very small values of n, however, it appears to be much more economical to compute the decimal expansion of n p 1 + 1=a to high precision and then simply apply the Euclidean algorithm. We employ Pari GP for this purpose on a Sun Sparc 4 machine.
From a theorem of Kuzmin (see e.g. Kh] and LT]), one has that, for almost all real numbers , the probability that the nth partial quotient of is a positive integer k is given by P(k) = log (k + 1) 2 k(k + 2) = log 2 or, equivalently, the probability that the nth partial quotient of is at most k is Q(k) = 1 ? log k+2 k+1 log 2 :
If one adopts the philosophy that such a heuristic should be valid for any \reason-ably de ned" real number, unless one has speci c knowledge (e.g. about its continued fraction expansion, boundedness of partial quotients, etc.) to the contrary, we might expect that the probability of a given irrational of the form n p 1 + 1=a (with n 3) possessing a partial quotient exceeding 10 6 among its rst 10500 partial quotients should be about 0:015. De ning m(a; n) to be the largest partial quotient among the rst 10500 of n p 1 + 1=a, upon considering the 2954 cases of a and n de ned by (1.3) with prime n, this leads to an expectation of 44:4108 : : : cases for which m(a; n) exceeds 10 6 . In fact, we nd precisely 44 such situations, detailed in the following table : a n m(a; n) a n m(a; n) a n m(a; n) Proposition 8.1 thus yields the desired result. We argue similarly for the other values of (a; b; n) under consideration, in each case deducing an inequality which permits application of Proposition 8.1. This completes the proof of Theorem 1.1.
Approximation by algebraic numbers
If is an algebraic number, we will denote by H( ) the maximum modulus of the coe cients of the minimal polynomial of over Q. Further, let q( ) be the smallest positive integer such that q( ) is an algebraic integer. We have, as a direct generalization of Liouville's theorem, Lemma 9.1. If is an algebraic number of degree n 3, k 2 N and 6 = is algebraic of degree at most k, then j ? j k ?2 (k + 1) 1?n q( ) ?kn (1 + j j) 1?k (1 + H( )) k(1?n) H( ) ?n :
Proof. This follows from Satz 3 on page 7 and Hilfssatz 15 on page 74 of Schneider Schn].
We compare this to the strong, though ine ective, result of Schmidt Schm] : Theorem 9.2. If is algebraic, k is a positive integer and > 0, then there exist at most nitely many algebraic numbers of degree at most k such that j ? j < H( ) ?k?1? :
One may show that this theorem is essentially best possible (i.e. the exponent ?k ? 1 cannot in general be replaced by a larger constant). If k = 1, Theorem 9.2 reduces to Roth's Theorem.
To derive an e ective improvement upon Lemma 9.1 that approaches Theorem 9.2 in strength, in the special case where = (b=a) 1=n , we apply part 2 of Lemma 2.1, together with the estimates leading to Theorem 3.4. We have Theorem 9.3. Suppose that a; b; n and m are positive integers with n > m 2 and b > a. Further we conclude as desired.
10. Effective results Before proceeding with the proofs of our corollaries, we will say a few words about e ective rather than explicit results (though, as previously mentioned, we will, for the most part, postpone such discussions to a future paper Be4]). From n ? j n + n ? 2j n :
To see this, note that, arguing as in Section 4, we may assume that n?1 2 distinct values of a with 1 a n ? 1 are such that there existã withã a ?1 (mod n) and 1 ã n?1 2 . It follows, in the notation of that section, that we have t 1 =ã; t 2 = 2ã; t 3 = n; t 4 =ã + n; t 5 = 2ã + n: The proof of Corollary 1.2(a) for m 3 is immediate from Theorem 1.1 upon noting that (1.5) yields, if n = km + 1, the equation Let us now consider Corollary 1.2(c). We note that it is possible to produce a direct proof of this result from Theorem 7.1 in conjunction with lower bounds for linear forms in logarithms of two algebraic numbers, say those due to Laurent, Mignotte and Nesterenko LMN] . Instead, we will appeal directly to Theorem 1.1 and the arguments of Saradha and Shorey SS] (which also utilize the results of has the two distinct solutions in positive integers given by (x; y) = (1; 1) and (x; y) = (X; Y ). Theorem 1.1 thus implies that z is even. By Theorem 1 of SS], we may therefore restrict attention to equation (11.2) with z 2 f6; 10; 12; 14; 18; 20; 22; 24; 26; 28; 30g: We wish to show, for these values of z, that (11.2) has no solutions in positive integers x and y with xy > 1. To do this, we require a number of lemmata.
Lemma 11.1. If (x; y) is a solution in positive integers to (11.2) with xy > 1, then y ((z ? 1)m + 3)=2.
Proof. Since we assume that xy > 1, we have that y > x > 0 and so Lemma 11.2. If equation (11.2) with z 2 f6; 10; 12; 14; 18; 20; 22; 24; 26; 28; 30g possesses a solution (x; y) in positive integers with xy > 1, then m 587.
Proof. We apply a pair of Theorems from a paper of Mignotte Mi] is solvable and S 2 is the corresponding set for the congruence z n + 1 z + 1 a 1 (mod p); then if n 2 S 1 \ S 2 , we have that n 1 (mod m).
We claim that this implies a contradiction. To see this, note rst that if (X; Y; n) is a positive solution to (11.1), then p fails to divide XY . If this were not the case, we would have z 2n 1 (mod p) 12. Concluding remarks While this manuscript was in preparation, the author learned that Corollaries 1.2(a) and 1.2(c) have been obtained independently by Mignotte (private communication) and by Bugeaud, Mignotte, Roy and Shorey BMRS], respectively, using quite di erent techniques. Also, Professor Mignotte informed the author that a more careful application of the results of LMN] allows one to substantially reduce the number of cases from those de ned by (1.3). In fact, this approach allows one to sharpen the inequalities in (1.3) to a 8 and n 61, obviating the need for many of the extensive computations described in Sections 5 and 6, at least in order to prove Theorem 1.1.
It is also worth noting that while the proof of Theorem 1.1 implicitly relies upon the theory of linear forms in logarithms of algebraic numbers (through its appeal to Theorem 1.1 of BdW]), more uniform versions of the estimates obtained in this paper would permit the removal of this dependence.
Acknowledgments
The author would like to thank Frits Beukers, Enrico Bombieri, Greg Martin and Tarlok Shorey for numerous helpful suggestions and discussions, Robert Rumely for providing the author with his computational package for zeros of L-functions and Professor Bombieri and David Robinson for carrying out many of the calculations described in Section 5. He would also like to express his gratitude to the referee for their careful reading of the original draft of this paper.
