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Abstract
Embedded systems are of growing importance in industry. For example, in a today’s vehicle a huge number of
embedded and communicating systems can be found. Exhaustive testing of such systems is a requirement,
because changes after delivery and use are expensive and sometimes even impossible. In this paper we
propose the use of qualitative models, which are an abstraction of quantitative physical models, for test
case generation and test execution. In particular, we show how Simulink models from which control programs
are automatically extracted can be tested with respect to qualitative models. Since Simulink models are
heavily used in industry, the approach is of practical interest.
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1 Introduction
In industry and especially in the automotive industry Simulink is often used to
implement control programs for various purposes. One reason is that those models
can be directly converted into C code, which runs on the vehicle’s electronic control
units (ECUs). As a consequence Simulink models have to be tested thoroughly.
This holds in particular for safety critical systems. In order to meet the safety and
quality criteria of such models automated test case generation and more speciﬁcally
model-based testing is of speciﬁc interest but has hardly been explored. In order
to ﬁll this gap we present an approach that makes use of qualitative models for
model-based test cases generation.
Qualitative models represent basically cause-eﬀect relationships and constraints
on model variables. They can be seen as an abstraction of the usually implemented
quantitative diﬀerential equation models when using Simulink or other modeling
languages. Hence, Simulink models are a reﬁnement of qualitative models. This is
in contrast to the use of other means for representing models in this domain like
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hybrid automata, which shares basically the same abstraction level with Simulink
models.
In order to allow for using qualitative models for model-based testing we have
to specify the equality relation between the speciﬁcation and the implementation.
For this purpose we introduce a new conformance relation, which is motivated
by Tretmans input-output conformance relation [21]. Using this relation a test
case obtained from a qualitative model can be used to stimulate the corresponding
Simulink model and to compare the outcomes. A test case generated from a quali-
tative model in our case is nothing else than a graph representing potential changes
of states where a state comprises the variables and their qualitative values.
In this paper we focus less on test case generation but more on test execution and
conformance checking. The test case generation part can be found elsewhere [4,3,5].
To prove the applicability of our approach we further present a case study. In this
case study the conformance relation is used to show that mutants of a Simulink
model can be detected using the automatically generated test cases.
Next, Section 2 motivates our work by a running example of a hybrid system.
Section 3 introduces to the AI-technique of qualitative reasoning and to the corre-
sponding qualitative models. In Section 4, we formalize the conformance relation
between qualitative models and hybrid implementations. Then, in Section 5 we
discuss our test case generation and execution technique, including the mapping
between the abstract and the concrete domains. Section 6 covers experiments of
the case study. Finally, in Section 8 we relate to our work, draw the conclusions
and give an outlook to future work.
2 Hybrid Systems
Hybrid systems describe both the continuous and the discrete behavior of systems.
In the embedded systems domain it is often the case that the interaction of the sys-
tem with the environment is continuous. In this context we denote interactions as
continuous even though they are quantized from the reals to the integers. Continu-
ous actions can be described with diﬀerential equations that deﬁne the behavior of
variables as continuous, diﬀerentiable functions. Testing the continuous behavior of
systems means to check if after applying speciﬁed inputs to the implementation the
observed outputs occur with the right value at the right time. In contrast discrete
actions represent certain events in a system like the update of a variable or the
occurrence of an interrupt.
In the following we use a water tank with two outlets as a running example,
see Figure 1. The outlet at the bottom can be controlled continuously with a valve
v between the states open and closed. The hybrid system comprises four modes
S0 − S3 that we describe with the partially deﬁned diﬀerential equations:
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Fig. 1. Water Tank with two Outlets.
S0 S1
S2 S3
Fig. 2. Hybrid Automaton of the Water Tank.
x˙ =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
i− k1√x− k2√x− h if x ≥ h ∧ v = open; S0
i− k2√x− h if x ≥ h ∧ v = closed; S1
i− k1√x if x < h ∧ v = open; S2
i otherwise. S3
(1)
where x denotes the amount of water in the tank. The water level is the amount of
water in the tank divided by the tank’s base area and h is the height of the upper
outlet. The constants k1 and k2 are the cross sections of the two outlets. In our
example we use the cross section k1 of the bottom outlet as variable which depends
on the position of the valve.
As there are several representations for discrete event systems the same is true for
hybrid systems. Hybrid formalisms combine existing ones for discrete systems, e.g.,
ﬁnite state machines or process algebras, with the theory of diﬀerential equations.
This extends ﬁnite state to inﬁnite state systems. In [10] Henzinger introduces the
theory of hybrid automata. A hybrid automaton consists of a ﬁnite set of states
linked via a transition relation, a jump condition which assigns to each edge a
predicate, events corresponding to an edge, a set of real numbered variables, and
three properties which must be satisﬁed in each state: init is a predicate which
deﬁnes the initial condition of the variables, the invariant predicate, and the ﬂow
conditions stating the diﬀerential behavior of variables. The work deals with a
formal deﬁnition and classiﬁcation of hybrid automata. Further the author discusses
the symbolic analysis of hybrid automata with model checking techniques. Figure 2
depicts the hybrid automaton of our example. The labels in the four control modes
denote the according invariant and diﬀerential equation deﬁned in (1). The edges
of the automaton have no conditions. The automaton moves between states as the
state invariants change.
In order to verify such systems, model checkers apply abstraction techniques
which partition the state space into a ﬁnite set of inﬁnite regions. These abstrac-
tion schemes are based on diﬀerential inclusion, i.e. ﬁnding bounds within which
the real value is located. For instance HYTECH [11] is such a model checker for
hybrid automata. However, this approach imposes some restrictions on the form of
the underlying diﬀerential equations. Hence, as an alternative, we propose the use
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of Qualitative Reasoning (QR), an AI technique, to model and analyze the contin-
uous part of hybrid systems. It enables us to reason with a user deﬁned level of
abstraction about systems in a time abstract fashion. The restriction to continuous
behavior is due to the fact that QR relies on the theory of Qualitative Diﬀerential
Equations (QDEs) [15]. Solving ordinary diﬀerential equations (ODE) is a chal-
lenge. A standard approach is to lift the ODEs to other domains, e.g., via Laplace
transformation, where the calculation is easier. In this work ODEs are abstracted
to the domain of QDEs, where QR resolves the relational, declarative information of
QDEs by cause-eﬀect reasoning. Obviously, the price to pay is a loss of precision of
the derived solutions. However, as we will show, for testing purposes the technique
is adequate.
In [4] we use QR models, built manually by requirement engineers, as abstract
test models for test case generation. This enables us to check if the behavior of the
continuous variables of a hybrid system is a reﬁnement of an according QR model
regarding a conformance relation. In section 4 we deﬁne qrioconf as conformance
relation between QR models.
In the following we give a brief introduction to QR and Garp3 and present a
qualitative model of our example.
3 Qualitative Reasoning
Qualitative Reasoning (QR) is an AI technique for reasoning about physical systems
with incomplete knowledge. Systems are speciﬁed in a declarative manner by stat-
ing relations between variables. A reasoning engine derives all possible behaviors
that do not contradict these relations. Relations are constraints in the language of
Qualitative Diﬀerential Equations (QDEs). Common QR tools are QSIM [15] and
Garp3 [6].
When modeling systems using QR one abstracts the domain of continuous, real
valued variables of a system to the domain of points and intervals. A point, called
landmark, is a boundary between intervals. An abstract domain is called quantity
space (QS). For instance when we consider the temperature of water from a quali-
tative point of view we can map the temperature to the domain: below 0°C water
is frozen, at 0°C it melts, above 0°C it is liquid, and around 100°C, depending on
the pressure it starts boiling. Above 100°C it changes to steam. The qualitative
domain consists of three intervals and two points, i.e. 0°C and 100°C. In QR time is
abstracted to a sequence of temporally ordered states of behavior. A state consists
of a complete valuation of all system variables, called quantities. The value of a
quantity is a pair consisting of an abstract value qVal ∈ QS from its quantity space
and the direction of change δ. The direction of change δ is an abstraction of the
ﬁrst derivation ∂∂t where δ is either increasing, decreasing, or steady. The behavior
of a QR model is the set of all sequences of states starting from an initial state. A
QR state is left if one of the quantities changes its behavior, i.e. there is either a
change of qVal or δ.
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3.1 Garp3 Models
The tool Garp3 supports the building and inspection of QR models. Its foundation
is Qualitative Process Theory [9]. A detailed description of the functions can be
found in the user manual [2], and there is an elaborate user guide [7] for building
QR models.
Garp3 creates an envisionment, i.e. a state graph containing all possible future
valuations of quantities, regarding a QR model and an initial scenario. The initial
scenario deﬁnes the initial values of a system. The state graph is deterministic and
in the following we refer to it as QR transition system (QR TS).
A Garp3 model consists of a set of model fragments, that capture certain modes
of a system and are activated when required conditions are met. In our example,
the eﬀect of the valve on the outﬂow at the bottom is common in all four modes.
Therefore, only two model fragments were needed. The further mode distinctions
in the hybrid automaton result from the fact that a closed valve causes no outﬂow.
Figure 3 shows a model fragment which comprises mode S0 and S1 of the hybrid au-
tomaton in Figure 2. The model is created by applying Qualitative Abstractions [16]
on the equations, given in (1).
A model fragment is a graph representation of qualitative relations (edges) be-
tween a set of quantities (nodes). Quantities in a Garp3 model are associated with
an entity. In our example the entity Tank has the quantities Inﬂow, Outﬂow, Valve,
Level, Diﬀ a, Diﬀ b, and Diﬀ c. The model contains three diﬀerence relations, i.e.
Inﬂow− Outﬂow = Diﬀ a, Level− Level.Set = Diﬀ b, and Diﬀ a− Diﬀ b = Diﬀ c.
We use them to calculate the eﬀective ﬂow rate Diﬀ c that inﬂuences the water
level. The Landmark Level.Set represents the level of the upper outlet. Propor-
tionalities establish a mathematical relation between two quantities in the form of
a monotonic increasing or decreasing function. The notation P+ (Q1;Q2) expresses
that a change of Q2 causes a change of Q1 in the same direction. A proportional-
ity with a minus sign states that a change of the cause quantity induces a change
in the opposite direction on the aﬀected quantity. For instance we have a direct
proportionality between quantity Inﬂow and Diﬀ a, i.e. P+ (Diﬀ a;Inﬂow). Due
to qualitative abstraction intermediate quantities that are chained via proportion-
alities can be removed if they are not needed for computation. In our example the
water level Diﬀ b above the upper outlet is proportional to a ﬂow rate. Hence we
can directly use Diﬀ b as a ﬂow rate.
Inﬂuences cause dynamic changes in a system and provide a means for integra-
tion. For instance, I+ (Q1,Q2) states that the value of Q2 determines the direction
of change of Q1. If Q2 is positive Q1 increases, if Q2 is zero Q1 stays steady, and if
Q2 is negative Q1 decreases. We have a positive inﬂuence of quantity Diﬀ c on the
water level. A further possibility to constrain qualitative behavior are inequalities.
Inequalities are ordinal relations over quantity values and δs. In our example the
inequality Level > Level.Set is a condition which must be satisﬁed s.t. the model
fragment is considered by the reasoning process. As last qualitative constraint our
model fragment contains two value correspondences. The directed correspondence
from Valve.Zero to Outﬂow.Zero is an implication stating that if Valve is zero then
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also Outﬂow is zero. The other possibility that the Outﬂow gets zero is when there
is no water in the tank.
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Fig. 3. Tank Model Fragment for Mode S0 and S1.
In the following we present a conformance relation between QR models.
4 Conformance Relation for QR-Models
Garp3 takes as input a system model and an initial scenario and produces as output
a QR TS, deﬁned in [4]. For the purpose of testing we use the QR TS as test model
and we partition the set of quantities Q into disjoint sets of inputs LI , outputs LU ,
and hidden quantities. We denote the set of observable quantities L = LI ∪ LU .
We refer to the set of state sequences in a QR TS, starting from the initial
state, as Traces(QR TS). After a minimization step, described in [5], which ignores
hidden quantities we get a QR TS that reﬂects the behavior of the original QR TS
projected on inputs and outputs, i.e. Traces(QR TS) ↓ L. By combining inputs
and outputs to vectors we can represent states in the QR TS as (
→
LI ,
→
LU ) pairs. The
behavior of a QR TS may be inﬁnite if the QR TS contains cycles.
An initial version of a conformance relation between QR models can be found in
[5]. It is based on the input/output conformance relations by Tretmans in [21]. QR
models as abstractions of continuous systems are strongly responsive, i.e. for every
input exists an observable output, hence there is no need to deal with quiescence
as considered in the ioco relation. Input and output are coupled and traces can be
seen as two synchronous vector streams. Hence we modify the ioconf relation to
qrioconf :
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Fig. 4. Conformance between QR transition systems: I1 qrioconf S and I2qrioconf S
Deﬁnition 4.1
i qrioconf s =df ∀σ ∈ Traces(s) ↓ LI :
out (i after σ) ⊆ out (s after σ)
where i is an IUT, s is the speciﬁcation (QR TS), Traces(s) = {〈t0, t1, . . .〉 | t0 =
s0 ∧ ∀i ≥ 0 : ti ∈ S ∧ (ti, ti+1) ∈ T}. For σ ∈ Traces(s) ↓ LI the set s after σ =
{tn ∈ S | σ = 〈
→
LI0, ...,
→
LIn〉∧
→
LI i∈ S ↓ LI ∧ μ = 〈t0, . . . , tn〉 ∧ t0 = s0 ∧ ti ∈
S ∧ (ti, ti+1) ∈ T ∧ σ = μ ↓ LI}. In this deﬁnition, S is the set of states, s0 is the
initial state, T is the transition relation, out(s) describes the state s ∈ S with its
output quantities LU , and their values and deltas:
out (s) =df {(q, v(s, q), δ(s, q)) | s ∈ S ∧ q ∈ LU}
out (S) =df
⋃
s∈S
out(s)
The function v(s, q) valuates a quantity q in a state s to an qualitative domain value
qVal ∈ QS. The function δ(s, q) maps a quantity q in a state s to {min, zero, plus}
respectively.
Figure 4 shows three QR transition systems where we use integers as landmark
values. In the following we refer to the values of inputs and outputs within a state in
a vectorized form, [i1, . . . , in]T and [o1, . . . , om]T respectively. The states s0 of I1 and
I2 are qrioconf to S since I1 after 〈[1]〉 = I2 after 〈[1]〉 = {s0} and the outputs
out (s0) = {[1, 1]T } are allowed in S after the same input trace 〈[1]〉. The outputs
in I1 after the input traces 〈[1], [1]〉 and 〈[1], [2]〉 are both allowed in the speciﬁcation
S. For the third input trace 〈[1], [3]〉 the last input i1 = 3 is not speciﬁed in S. Due to
implementation freedom the behavior following unspeciﬁed inputs is not considered
by the conformance relation. For I2 we get I2 after 〈[1], [2]〉 = {s1, s2}. However,
the outputs out ({s1, s2}) of I2 are not a subset of out (S after 〈[1], [2]〉).
Hence I2 is not qrioconf S.
5 Test Case Generation and Test Execution
We generate test cases according to test purposes [4], similar to the testing tool
TGV [13], and certain coverage criteria [3]. Starting from a QR model the main
steps to a test case are:
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• Simulation of the QR model yielding a QR TS (using Garp3).
• We annotate the unlabeled QR TS with symbolic labels that correspond to prop-
erties of the quantities, resulting in a QR Labeled Transition System (QR LTS).
A regular expression over these labels expresses a test purpose which speciﬁes the
behavior of interest.
• The product of the QR LTS with the test purpose yields the Complete Test Graph
(CTG).
• We minimize the CTG due to input and output quantities, hidden quantities are
ignored, leading to nondeterminism.
• After determinization we use the obtained CTG as test case.
Test cases have to be controllable, i.e. the tester has no choice between diﬀerent
inputs that can be applied to the implementation or between applying an input or
observing outputs. In previous work we used this form of input controllability which
leads to several test cases per CTG. In Section 5.2 we discuss why an adaptive input
selection is preferable, in our case. Since inputs and outputs are coupled and occur
alternately we only have to deal with the selection of inputs.
For oﬄine test case generation we need envisionment simulation, i.e. the sim-
ulation of all possible futures starting from an initial scenario. This can lead
to quite big state spaces. In order to deal with the state space explosion prob-
lem the simulation engine can be constraint to produce fewer possible futures.
Another option is to state additional constraints between quantities that reduce
ambiguities. For instance in a two-tank-system the information that one tank is
higher than the other can be expressed by a constraint between landmark values:
Tank1.Height > Tank2.Height.
In order to establish a link between the abstract behavior of a QR TS and
the continuous behavior of a hybrid system we have to map between the domains
accordingly. Such a link is called a Galois Connection and we describe the mapping
functions in the following section.
5.1 Mapping between Abstract and Concrete Data
An inherent eﬀect of qualitative abstraction, or abstraction in general, is the in-
crement of possible behavior. In contrast to the exact solution of an ODE’s Initial
Value Problem (IVP) the solution of a QDE and an initial scenario, let us call it
Initial Scenario Problem (ISP), in general, is not unique. This over-approximation
ensures, that if there exists a solution to an IVP then it will we contained in the
solution of the according ISP.
The approach also allows speciﬁcations to be approximations rather than ab-
stractions. Consider a QR model M1 that is a direct abstraction of an underlying
continuous system M0. Then we can remove constraints (relations) from M1 and
the resulting model will still be consistent with all behaviors that can occur in the
models below it, i.e. M0 and M1.
QR state spaces abstract the timing behavior of physical systems by all possible
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interleavings of quantity valuations. Figure 5 depicts the behavior of two unrelated,
increasing quantities which start from point zero. The simulation predicts three
possibilities: in state sequence {1, 2, 5, 3} quantity A reaches the maximum before
quantity B, in state sequence {1, 2, 4, 3} quantity B reaches the maximum before
quantity A, and in state sequence {1, 2, 3} both quantities increase in-phase to the
maximum.
(a) State Graph. (b) Value History.
Fig. 5. Interleaving of two increasing Quantities.
Fig. 6. Mapping be-
tween Abstract and Con-
crete Data.
Qualitative test cases are abstract in two dimensions: time and magnitude. In
order to execute them on a real implementation we have to map between abstract
and concrete domains. This is commonly presented in a commuting diagram, see
Figure 6, where α is a reﬁnement function and β is an abstraction function. It states
that after mapping an abstract input is ∈ LI to a concrete input it ∈ It, applying it
to an implementation, and then mapping the observed output ot ∈ Ot to an abstract,
qualitative output os ∈ LU must be the same as applying the abstract input is to
the speciﬁcation. The subscript s denotes state dependency and subscript t stands
for time dependency. In the following we denote (ot(t), ∂∂tot(t)) ∈ (R,R) as concrete
output and is ∈ LI = QS×δ as abstract (qualitative) input. For test case execution
we have to map the abstract quantity spaces of each observable quantity q ∈ L to a
concrete domain CD, i.e. a partition of real valued intervals. For instance quantity
space QSlevel of a quantity level with QSlevel = {zero, low, medium, high, max}
corresponds to a concrete domain CDlevel = {[0, 0], (0, 5), [5, 5], (5, 10), [10, 10]}. We
can map between an abstract value qVal ∈ QS and a real valued interval ci ∈ CD
by the functions interval : L×QS → CD, and quality : L× CD → QS.
For qualitative inputs LI we reﬁne the inﬁnite set of increasing and decreasing
functions to linear functions It by applying the reﬁnement function α. For calculat-
ing the slope we assume a certain time interval TI within which the linear function
is a reﬁnement of the abstract (QS, δ) input pair. Whenever we enter a new QR
state we continue the piecewise linear function starting from the last concrete value
of the previous state. Let us consider the following example. We want to map the
abstract input is = (A, plus) to a concrete linear function. Every abstract value
matches a concrete real valued interval by deﬁnition, e.g., A =df [3.7, 5.8]. Assume
that the last value cVal = it(t) is 4.1 and the time interval is one second. Then the
slope is (5.8− 4.1)/1 = 1.7. By multiplying the slope with the time step deltaT we
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Fig. 7. Landmarks as Real Valued Intervals.
Fig. 8. Slope of observed Values.
get the increment value deltaY that updates the function at each time step. The
choice of deltaT must be ﬁne-grained enough to detect the fastest signal changes of
interest.
In order to decide the output conformance of an implementation we have to
abstract the observed, concrete outputs Ot to qualitative outputs LU = QS × δ
by applying the abstraction function β. Since outputs are pairs we have to deal
with the two cases β(ot) and β( ∂∂tot). We start with abstracting a concrete value
cVal = ot(t) to an abstract value qVal = os(s). It is not possible that a physical
system will provide a constant real value over time. Due to sensor resolution, noise,
and drifts constant values will follow some distribution. In order to prevent that
small oscillations of cVals around landmark values cause ﬂipping between intervals,
we have to blur the sharp separation due to landmark values. Therefore, we extend
landmarks to intervals themselves, see Figure 7, and call them hysteresis intervals.
The term hysteresis refers to the fact that the abstraction function is dependent on
the state, i.e. the last mapped value. According to the last qVal, denoted qValn−1,
we can decide which new qVal is the right abstraction of the current concrete value.
Hence, the type of the value abstraction function is: R×QS → QS.
For example a quantity space {zero, plus, max} can be mapped to the concrete
domain CD =df [0, 3.14]±0.01 where 0.01 is the tolerance around the landmark val-
ues. The corresponding overlapping intervals are: {[0, 0.02], [0.01, 3.13], [3.12, 3.14]}.
Note, the special treatment of boundary values (0, 3.14) as they cannot be expanded
symmetrically: an overlap in the size of the tolerance (0.01) with their neighboring
interval is generated (by setting their interval size to twice the tolerance value, here
0.02). Consequently for a quantity q ∈ LU with a concrete domain CDq, we can
map observed cVals to abstract qVals by the following function:
qValn = β(cVal, qValn−1) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
qValn−1 if cVal ∈ ci;
quality(q, cj) if ∃cj : cVal ∈ cj ;
undef if ¬∃cj : cVal ∈ cj ,
where ci = interval(q, qValn−1) and cj ∈ CDq\{ci}.
We compute the slope of the measured quantities with a regression line of the
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last n samples, see Figure 8. The length of the delay line determines the degree of
noise suppression. Depending on a deﬁned boundary slope bs we abstract a gradient
∂
∂t to a qualitative δ. In order to improve the abstraction we use methods of curve
sketching. Therefore we compute the ﬁrst three derivations dt, ddt, dddt and map
accordingly:
δn = β(
∂
∂t
ot, δn−1) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
min if dt < −bs;
plus if dt > bs;
zero if ¬(−bs < ddt < bs ∧ −bs < dddt < bs);
δn−1 otherwise.
If ddt is the ﬁrst non-zero derivation we can conclude the occurrence of an ex-
tremum. If dddt is the ﬁrst non-zero derivation we have encountered a saddle point.
By considering higher order derivations we get a better assurance that the ﬁrst
derivation is zero not only because of the choice of the boundary slope bs. In the
case that the magnitude of all derivations is below the boundary slope we cannot
conclude anything. For such points we assume the δ of the previous point (δn−1).
The introduction of tolerances during abstraction is necessary because it is im-
possible to detect inﬁnitesimal small changes. The tolerances have to be reﬂected by
the system requirements, e.g. a deﬁned boundary slope must be accurate enough to
detect the smallest relevant slopes of system quantities. We consider the tolerances
and the choice of the time step deltaT as part of the system speciﬁcation and hence
qrioconf is preserved. It can be seen analogous to the choice of the quiescence time
interval in the ioco testing theory.
5.2 Test Case Execution
In behavior traces of a QR TS inputs and outputs are coupled. In order to stay
within the speciﬁed domain of the QR TS inputs cannot be selected independently
of outputs between state transitions. Otherwise the probability increases that an
input trajectory leads out of the speciﬁcation and to inconclusive verdicts. Hence
when we leave a state because of an inconsistency with one of the inputs or outputs
we ﬁlter the set of successor states due to states that are consistent again. By
removing states that are output-consistent but not consistent with the inputs the
ﬁltering also resolves input conﬂicts. Because the Complete Test Graph (CTG)
contains no controllability conﬂicts we can extract only one test case from it which
is the CTG itself. In order to test diﬀerent system behaviors one has to write
according test purposes and simulate the system with diﬀerent initial scenarios.
Due to the nondeterministic behavior of the implementation obtained test cases
are transition systems with possible loops. The implementation can decide which
branch in the test case is taken next and how many iterations a loop is run through
before taking a transition which exits the loop. A test case has two types of ﬁnal
states: accept and inconclusive states. A third type, which is not represented
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explicitly, is the fail state. It can be reached from any state that is not ﬁnal by
completing the inputs with unexpected outputs. In an accept state the behavior
of interest has been observed and from an inconclusive state the test purpose can
never be satisﬁed.
Algorithm 1 describes the abstract test case execution. At ﬁrst we initialize the
Algorithm 1 execute()
1: ∀ q ∈ I : initialize(q.cVal)
2: s := initialState
3: while s ∈ S ∧ s = inconclusive ∧ s = accept do
4: for all q ∈ I do
5: qVal, δ := v(s, q), δ(s, q)
6: ci := interval(q, qVal)
7: if δ = zero then
8: deltaY := 0.0
9: else if δ = plus then
10: deltaY := ci.max - q.cVal
11: else
12: deltaY := ci.min - q.cVal
13: end if
14: q.deltaY := deltaY · deltaT / TI
15: end for
16: repeat
17: for all q ∈ I do
18: q.cVal := q.cVal + q.deltaY
19: send(q.cVal)
20: end for
21: for all q ∈ O do
22: q.cVal := receive(q)
23: end for
24: until getSuccessor(s) /∈ S ∧ inputInvariant(s) ∧ outputInvariant(s)
25: s := getSuccessor(s)
26: end while
27: if s = accept then
28: verdict := pass
29: else if s = inconclusive then
30: verdict := inconclusive
31: else
32: verdict := fail
33: end if
inputs for the implementation. To each concrete input we assign the mean value
of the interval corresponding to the abstract initial value. Starting from the initial
state we branch through the states of the test case until we reach a ﬁnal state. For
each visited state we ﬁrst map the abstract inputs, i.e. (QS, δ) pairs, to concrete
time-dependent functions. This is realized in the for loop from line 4 to 15.
The repeat-until loop from line 16 to line 24 sends inputs to the implementation
and observes outputs from the implementation. We stay in the current state as long
as there is no valid successor and the applied inputs and outputs are consistent with
the current state. The boolean functions inputInvariant(s) and outputInvariant(s)
check the consistency between abstract and concrete trajectories. We are looking
for a path through the test case by taking transitions as soon as they become
possible. The function getSuccessor(s) checks the set of outgoing transitions for
valid successors. It returns states that are consistent with the current inputs and
outputs with the preference of states that are not inconclusive. This enables us to
ﬁnd longer traces that may hit an accept state. Depending on the reached ﬁnal
state the test case execution yields the verdicts: (1) pass for an accept state, (2)
fail if execution leads to a state that is not reachable from the current state, (3)
inconclusive for an inconclusive state. If a test case has cycles and an execution
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sequence does not reach a ﬁnal state after some time passed or an upper bound of
states visited the tester can end the execution with an inconclusive verdict.
6 Experimental Evaluation
We model our example in Simulink which we consider as our implementation under
test, see Figure 9. In the implementation we deﬁne the height of the upper outlet
h
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Fig. 9. Simulink Model of the Water Tank.
with the constant h = 5m. The Gain block represents the outﬂow friction of the
upper outlet and is set to 3. Depending on the invariants the selector block switches
between the partially deﬁned diﬀerential equations accordingly. Further the model
contains a scope to visualize the simulation result. We use TCP/IP blocks to
communicate with our external test application. This provides a generic interface
for writing diﬀerent kinds of test adapters.
In order to evaluate the fault detection capability of our approach we generate
two mutants by introducing mutation M1 and M2 in the Simulink model, see Figure
9. Let us assume for mutation M1 that a developing engineer has swapped the
invariants of modes S0 and S1 of the partially deﬁned diﬀerential equations in (1).
In mutation M2 the plus and the minus sign in the diﬀerence node are exchanged.
We deﬁne a test scenario with the following initial values: tank level is set to zero,
the inﬂow rate changes sinusoidal starting from zero, and the valve position is steady
at plus. We map the input quantities inﬂow and valve with the qualitative domain
{zero, plus, max} to the concrete domains [0, 5]± 0.01 and [0, 3]± 0.01 respectively.
The output quantity level with {zero, low, set, high, max} corresponds to the real
valued intervals [0, 5, 10]± 0.1.
The following test purpose expresses that the inﬂow rate has to reach its max-
imum twice. Therefor we deﬁne two properties: c =df inﬂow = max and d =df
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inﬂow = max. The regular expression (d+c+){2} over the property symbols spec-
iﬁes the test purpose which accepts sequences of states containing two maxima of
the inﬂow rate. For calculating the slope of the input we deﬁne a state interval of
one second. Further we deﬁne a time step of one millisecond.
In a second scenario we set the initial tank level to a height of 8m which is
located in the qualitative interval high. In addition we set the inﬂow rate to the
steady abstract value plus and change the valve position sinusoidal starting from
zero. The concrete interval for the valve position is [0, 5]±0.01. As test purpose we
specify that the valve position has to reach its maximum twice. The test purpose
reads similar to the one of the ﬁrst test case. Figure 10 shows the input and output
trajectories of the executed test cases TC1 and TC2 on the implementation I, the
mutant M1, and the mutant M2. For our example both generated test cases were
able to distinguish the correct implementation from a mutant.
7 Related Work
In addition to hybrid automata, other existing modeling approaches have been
extended to include continuous behavior: for example, hybrid action systems [20]
are an extension to classical action systems [1]. Another example is hioco [22], an
extension of Tretmans’ ioco testing theory for labeled transition systems. In addition
to the traditional deﬁnition of ioco the set of trajectories in the implementation must
be included in the set of allowed trajectories in the speciﬁcation. An abstract test
case generation algorithm is presented which is not directly implementable.
Reactis [19] is a common test generation tool for Simulink models. It produces
test cases regarding certain coverage criteria on the Simulink model. Test cases can
be used to ensure conformance of a source code implementation or to validate the
behavior of the model itself.
The work in [8] deals with randomized test case generation for hybrid systems.
Based on the notation of hybrid automata the approach refers to states as (x, q)
tuples where x ∈ Rn is a valuation of the continuous variables and q is a set of
discrete variables which index the system mode. The idea is to explore the state
space by building Rapidly Exploring Random Trees (RRTs) [17]. The RRT algo-
rithm has been used in robotics for path planning by computing control signals for
trajectories in high dimensional spaces. For testing, the RRT algorithm is used to
ﬁnd counter examples, i.e. input sequences that drive the system into states that
are not in a deﬁned speciﬁcation set. The authors in [18] extend the random explo-
ration technique with coverage information. Less explored regions are preferred in
the exploration process. The usability and performance of RRTs depends on ﬁnding
appropriate metrics in a system’s state space.
The selection of test cases for hybrid systems is addressed in [14]. The idea is
that a test case with certain parameters has many test cases with slight changed
parameters in its neighborhood which all show the same qualitative behavior. The
work deals with the generation of test cases based on coverage metrics.
The work in [12] deals with the modeling of hybrid systems using interval arith-
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metic constraints. Interval arithmetic provides a means to deal with rounding errors
where the real value of a variable is located somewhere within an interval. Systems
are speciﬁed in the CLP(F) language which can state constraints over real numbers
and analytic constraints over diﬀerentiable functions. The underlying constraint
solver calculates, similar to QSIM [15], an over approximation of the solution of a
system of ODEs. Due to over approximation the solver returns a set of solution
intervals. If there is a correct solution to a query it will be in one of the returned
intervals. On the other hand not all solutions in the returned set may contain actual
solutions. The CLP(F) system solves analytic constraints by using power series to
approximate analytic functions. It is also possible to handle non-linear ODEs. A
drawback of the approach is the high ressource consumption with increasing mod-
eling time. This is because of an increase of constraints over Taylor coeﬃcients in
the according power series.
8 Conclusions
We presented an approach to model and simulate the behavior of the continuous
variables of hybrid systems with QR methodologies. We used abstract, qualitative
models as test models to check whether a given concrete implementation is a valid
reﬁnement under the qrioconf relation. This provides a means, e.g., to validate
the correctness of environmental simulations. We use Matlab Simulink as imple-
mentation language and generate oﬄine test cases due to deﬁned test purposes or
according to coverage criteria. We demonstrated our approach on a small example
and were able to detect faults introduced in the implementation of the example.
To our knowledge, our work is the ﬁrst in applying QR-techniques to the testing of
hybrid systems.
The advantage of our approach is threefold: (1) the abstraction is directly sup-
ported by means of qualitative modeling. However, (2) we still keep the ability to
solve the diﬀerential (ﬂow) equations. (3) Items (1–2) are supported by oﬀ-the-shelf
tools. The complete qualitative simulation of even small systems can lead to quite
big state spaces where Garp3 reaches its limits. In future work we will evaluate
the tool QSIM [15] for computing the qualitative behavior of hybrid systems. We
will work on the combination of timed events with qualitative behavior to describe
systems more accurately. Another promising approach for future work is the evalua-
tion of semi-qualitative simulation for online testing. In semi-qualitative simulation
concrete numerical information, which is available during online testing, is used to
exclude abstract behavior which does not apply to the current context.
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