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Abstract
In this paper, we provide an overview of the research conducted in the context
of structural systems since the latest survey by Dion et al. in 2003. We system-
atically consider all the papers that cite this survey as well as the seminal work
in this field that took place on and after the publication of the later survey, are
published in peer-reviewed venues and in English.
Structural systems theory deals with parametric systems where parameters
might be unknown and, therefore, addresses the study of systems properties
that depend only on the systems structure (or topology) described by the inter-
dependencies between state variables. Remarkably, structural systems proper-
ties hold generically (i.e., almost always) under the assumption that parameters
are independent. Therefore, it constitutes an approach to assess necessary con-
ditions that systems should satisfy.
In recent years, structural systems theory was applied to design systems
that attain such properties, as well as to endure resilient/security and privacy
I
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properties. Furthermore, structural systems theory enables the formulation of
such topics as combinatorial optimization problems, which allow us to under-
stand their computational complexity and find algorithms that are efficiently
deployed in the context of large-scale systems.
In particular, we present an overview of how structural systems theory has
been used in the context of linear time-invariant systems, as well as other dy-
namical models, for which a brief description of the different problem statements
and solutions approaches are presented. Next, we describe recent variants of
structural systems theory, as well as different applications of the classical and
new approaches. Finally, we provide an overview of recent and future directions
in this field.
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1. Introduction
Structural systems theory is nowadays equipped with powerful tools to per-
form analysis, design, and optimization of dynamical systems when their pa-
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rameters cannot be considered accurate or even completely unknown, yet their
inter-dependencies can be assumed to be known (i.e., the systems structure or
topology), and under the assumption that those parameters are independent
of each other. Structural systems theory and the notion of structural systems
properties were first coined by Lin in 1974 [1], where the notion of structural con-
trollability was introduced for single-input single-output systems. It was only in
1976, that Shields and Pearson extended the notion of structural controllability
for multi-input multi-output systems and presented rigorous characterizations
for it (i.e., necessary and sufficient conditions) [2].
A particularly interesting aspect of structural systems theory is the fact that
systems’ properties hold in general (i.e., for almost all possible realizations of
the independent parameters). It worth mention that controllability, and subse-
quently observability, are known to be properties that hold generically since at
least 1962 [3]. Notwithstanding, this main advantage is also a limitation in that
it only allows a qualitative assessment of systems properties. In other words,
since there is no need to have the parameters’ values, we cannot quantify some
system properties (e.g., controllability/observability energy through the respec-
tive Grammians). Nonetheless, we argue that in many cases this limitation is
relative, as such quantitative assessment might be prohibitive when dealing with
large scale systems – see Remark 1 and 2.
In recent years, structural systems theory was considered to design systems
that attain such properties, as well as to endure resilient/security and privacy
properties. Furthermore, structural systems theory enables the formulation of
such problems as combinatorial optimization problems, which enable us to un-
derstand their computational complexity and find algorithms that are efficiently
deployed in the context of large-scale systems. In this paper, we provide an
overview on how structural systems theory has been used in the context of lin-
ear time-invariant systems, as well as other dynamical models, for which a brief
description of the different problem statements and solutions approaches are
presented. Next, we describe recent variants of structural systems theory, as
well as different applications of the classical and new approaches. Finally, we
4
provide an overview of recent and future directions in this field for those look-
ing forward to initiate their research in the topic, or simply, to leverage tools
provided by structural systems towards deriving non-structural properties.
Survey methodology: In this overview, we consider all the papers written
in English that make use or leverage structural systems theory, as well as their
direct variants and applications. In particular, we take into consideration all
peer-reviewed papers in press that cited either Lin’s paper [1], or Dion et al. [4],
that were available from 2003 to the end of March 2020. Also, we consider only
the conference publications when these did not seem to have a published journal
version. Besides, we do not cite dissertations as they contain parts of papers
that are cited. Lastly, we would like to disclaim that the aim of this study
is not to provide an in-depth overview of all results, but rather a (possibly
bias) selection of results that could help further developments in the context of
structural systems theory and its use to show non-structural system properties.
In the same line, we try to report the results found during the survey without
judging their validity and/or usefulness.
2. Linear Time-invariant Systems
A variety of dynamical systems including mechanical and electrical systems,
multi-agents, social networks, biological systems, and many others, can be mod-
eled/described by a Linear Time-Invariant (LTI) system, whose state-space rep-
resentation for the case of discrete-time is given by
x(t+ 1) = Ax(t) +Bu(t),
y(t) = Cx(t) +Du(t), t = 0, 1, . . . ,
(1)
where x(t) ∈ Rn is the state, x(0) = x0 is the initial condition, u(t) ∈ Rp is the
input, and y(t) ∈ Rq is the output. In what follows, we focus on the discrete-
time LTI as most results readily apply to continuous-time LTI. As such, we
omit the reference to the fact that we are dealing with discrete-time, and we
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will emphasize when the results only apply to either discrete- or continuous-
time LTI.
In the context of structural systems theory, the goal is to consider only
the structural pattern of the model parameters in (1) (i.e., the matrices A, B,
and C). Specifically, we only need to check if the parameters are equal to zero
– referred to as fixed zeros) – and denoted by 0, or if the parameter can take
any value (including zero) – referred to as a free parameter and, with some
abuse of terminology, a nonzero parameter – and denoted by ?. Recall that it is
implicitly assumed that such nonzero parameters are independent of each other.
In what follows, when considering only the structural pattern, we will denote
vectors and matrices with a bar on top (e.g., v¯ and A¯).
An appealing feature of dealing with structural systems and their struc-
tural patterns is through a natural (and equivalent) representation as a directed
graph (digraph) that consists in a set of vertices (or nodes) and edges [5]. The
digraph representation of the systems dynamics is provided by the state digraph
G(A¯) = (X , E), where X = {x1, . . . , xn} denote vertices labeled by the states of
the system, and E = {(xi, xj) : A¯ij 6= 0} are the edges capturing the depen-
dencies between the states. For example, suppose we have an LTI system with
a dynamics matrix and input matrix structural pattern given by
A¯ =

0 ? 0 0 0 0
? 0 0 0 0 0
0 0 ? 0 0 0
? 0 0 0 ? 0
0 0 ? ? 0 0
0 0 0 ? ? 0

, B¯ =

0 ?
0 0
? 0
0 0
0 0
0 0

and, in Fig. 1, we depict the state digraph G(A¯). In the input matrix B¯, there
are two inputs, the first one, u1, is assigned to state variable x3 and the second
one, u2, is assigned to state variable x1. Analogously, we may consider the
structural pattern of the output matrix, where again an entry is non-zero (?) if
in the output matrix (C) the entry is nonzero and an entry is zero otherwise.
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Input and output digraphs can be similarly obtained by considering the input
and output matrices, respectively. In these cases, the dependencies between the
input and state vertices, as well as state and output vertices are unidirectional,
recall the matrix B¯ in the previous example. Specifically, the input vertices only
have outgoing edges, whereas the output vertices only have incoming edges. In
other words, the edges from the inputs to the states represent which states
are under direct influence of the actuators/controller, whereas the edges to the
output vertices encode the observations/measurements of the states obtained
by the sensors. Therefore, the digraph representation yields a simple way to
visualize the dependencies between the variables of the system. Furthermore,
it enable us to study (structural) systems properties as graphical properties for
which there might exist efficient algorithms to assess them as well as to design
systems that have such properties.
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Figure 1: Digraph representation of the structural matrix A¯, G(A¯).
2.1. Structural controllability
The first structural property that one can encounter in structural systems
theory is that of structural controllability. Structural controllability of the sys-
tem described by the dynamics and input matrices with structural pattern
(A¯, B¯) is attained if and only if there exists a controllable system described
by (A,B) with the same structural pattern as (A¯, B¯). As previously mentioned,
we can invoke measure theoretical arguments to establish that structural con-
trollability is a generic property. In other words, if there is a pair (A,B) with the
same structural pattern as (A¯, B¯), then almost all pairs (A′, B′) with the same
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structural pattern lead to controllable systems [1, 4]. In particular, it readily
follows that if one replaces the nonzero entries in (A¯, B¯) at random by entries
drawn from continuous distributions, such pair will be almost surely control-
lable. Note also that if a pair (A¯, B¯) is not structurally controllable, then there
exists no realization of such a structural pattern that yields a controllable pair.
Thus, structural controllability entails a necessary condition for controllability.
To assess structural controllability, one can use a variety of graph theo-
retical tools like path and cycle decompositions and the use of an auxiliary
(undirected) bipartite graph on which we can find maximum matchings [4]. The
bipartite graph representation associated with the state digraph G(A¯) is denoted
by B(A¯) = (X l,X r, E), where two copies of the state vertices (X l,X r) are con-
sidered to represent those state vertices in one set that can be visually presented
on the left (denoted by X l), and another on the right (denoted by X r) and the
set of undirected edges as the ordered pairs E = {(xi, xj) : A¯ij 6= 0}; see Fig. 2.
With some abuse of terminology, to avoid over-notation, the bipartite graph is
often presented as B(A¯) = (X ,X , E), where left and right sets of vertices are im-
plicitly indicated by order of appearance in the tuple that defines the bipartite
graph.
A maximum matching on a bipartite graph corresponds to the most extensive
collection of edges that do not share vertices within each vertex sets – see the
edges depicted in red in Fig. 2. The set of left vertices that are not present at the
edges that belong to the maximum matching are called left-unmatched vertices.
Analogously, the set of right-unmatched vertices is the set of right vertices are
not present in the edges of the maximum matching. For instance, in Fig. 2, the
left-unmatched vertex x6 is colored with green and the right-unmatched vertex
x3 is colored in blue. These concepts can be easily extended to the concepts
of input and output bipartite graphs, with appropriate changes on the vertices
set due to the existence of input and output vertices on the input and output
digraphs, respectively.
As previously mentioned, the role of the bipartite graph, and in particular
of the maximum matching, is that of serving as a proxy for properties that
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can be stated on the state/input/output digraphs. In particular, a maximum
matching enables us to identify a decomposition into disjoint paths and cycles in
the digraph, where the directed edges belonging to these are determined by the
undirected edges which origin is on the left vertices set and the end on the right
vertices set. In fact, such decomposition has the minimum number of paths
(possibly degenerated, i.e., single vertices) and an arbitrary number of cycles.
Such decomposition in paths and cycles of the digraph plays a critical role in the
notion of structural controllability [4]. More generally, all maximum matchings
can be described through the so-called DulmageMendelsohn decomposition that
plays a role in characterizing the fixed controllable subspace [6]. Nonetheless,
it is possible to assess structural controllability by resorting to other methods,
e.g., dynamic graph properties [7].
Figure 2: Bipartite graph representation of A¯, B(A¯). The edges in red corresponds to one
(from possible multiple choices) of a maximum matching of B(A¯), the vertex in blue (on the
right hand-side) is a right-unmatched vertex and the vertex in green (on the left hand-side)
is a left-unmatched vertex.
At this point, the essential message to retain is that the structural sys-
tem’s properties can be easily stated in terms of graph-theoretical properties.
However, the representation choice leads to different (discrete) combinatorial
optimization problems – some of which can be efficiently solved whereas others
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enable us only to obtain efficient approximate solutions with possibly optimal-
ity guarantees. Whereas the computational efficiency of different representation
choices for assessing structural systems properties may not differ much, they
can make the difference when designing systems that possess such structural
properties. To make a parallel that is more familiar for this paper’s possible
audience, a (classical) optimization problem may seem nonconvex, yet it might
admit a convex representation that ensures the use of computationally efficient
numerical algorithms to determine its solution. Nonetheless, different convex
representations might be possible for the same problem (i.e., linear program,
quadratic program, geometric, second-order cone program, or semi-definite pro-
gram), yet they require numerical algorithms that have different computational
efficiency.
Additionally, as systems increase their dimension, it is of interest to de-
termine conditions that allow to assess structural controllability efficiently by
possibly considering composite systems or leveraging distributed algorithms [8].
In what follows, we will see that computational complexity theory enables
us to quantify how computationally efficient we can find a solution to different
problems.
2.1.1. Computational complexity
In computational complexity theory, we define a complexity class as a set of
computational problems of similar resource-based complexity [9]. The two most
commonly analyzed resources are time and memory.
A usual notation in computational complexity theory is the big-O notation.
Let f and g be two function with domain Z+. We say that f(n) ∈ O(g(n))
whenever there is a constant number k ∈ Z+ and an order n0 ∈ Z+ such that
for any n ≥ n0 it follows that |f(n)| ≤ |kg(n)|. Hence, we may immediately
identify some complexity classes (that can be in terms of time or memory): the
constant class is O(1); logarithmic class (Log) – O(log n); linear class (Linear)
– O(n); quadratic class – O(n2); polynomial class (P) – O(nc) for some c ∈ Z+;
and exponential class (Exp) – O(cn) for some c > 1. Another important time-
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complexity class is the NP class. A computational problem is in NP if there is
no known polynomial algorithm to solve it.
Observe that we cannot use more memory than the time we use. In other
words, a computational problem that belongs to a particular time-complexity
class, O(g(n)), also belongs, in the worst case, to the memory-complexity class
O(g(n)), since in the number of time steps needed to solve the problem we can,
at most, use the same number of memory. Further, we say that a computational
problem can be solved efficiently if it belongs to the polynomial class.
A computational problem P is reducible in polynomial-time to another P ′,
P ≺P P ′, if there exists a procedure to transform the former to the latter using
a polynomial number of operations on the size of its inputs. Such types of
reductions are useful to determine the complexity class for which a particular
problem belongs to [9]. A problem P is in NP if, given a candidate solution
to the problem, it can be verified if it is indeed a solution in polynomial time.
In other words, the problems in NP are those whose solutions can be verified
efficiently. A problem P is NP-hard when every problem P ′ in NP can be
reduced in polynomial time to P. Finally, a problem is NP-complete if it is
both in NP and NP-hard. Alternatively, a problem P is NP-hard if there is an
NP-complete problem P ′ such that P ′ ≺P P. Assuming P6=NP, in Fig. 3, we
depict the previous complexity classes and their relations.
P
NP NP-hard
NP-complete
Figure 3: Schematic representation, assuming P6=NP, of the relations between the complexity
classes: P, NP, NP-hard and NP-complete.
2.2. Design systems to attain structural controllability
In the context of designing structural systems that attain structural con-
trollability, there are two main classes of problems: (i) actuator placement (or
11
input/actuator selection) problem; and (ii) dynamics topology design problem.
To elucidate the goals of the objectives and constraints in structural systems
concerning non-structural systems properties (e.g., controllability) consider the
following problem statement: let Θ ≡ Θ(A,B) be a collection of the interesting
parameters in A and/or B and fΘ be an objective function that assigns a cost
to each combination of interesting parameters in Θ, fΘ : Rn×n × Rn×p → R
parameterized by Θ, and where (A,B) describes the model (1), we seek to solve
problems of the form
min
Θ
fΘ(A,B)
s.t. rank(C(A,B)) = n,
(2)
where the partial controllability matrix is given by
Ci(A,B) = [B AB A2B . . . Ai−1B], i ∈ N, (3)
and, subsequently, C(A,B) = Cn(A,B) denotes the controllability matrix used
to establish the controllability of a system described by (A,B) (i.e., the rank of
the controllaiblity matrix equals the dimension n of the state).
A questions that emerges is: “Are there advantages of solving a version of
problem (2) that considers only the structure, instead of solving problem (2)?”
To answer the question, we start by noticing that this formulation has the
following drawbacks.
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Remark 1 (Controllability matrix and floating-point errors). To
illustrate some caveats that emerge when studying LTI systems’ controlla-
bility properties. We start by exploring the controllability matrix’s use as
a controllability criterion for LTI systems. We generated the random and
strongly connected digraph with 100 vertices, G100 ≡ G(A¯100), depicted in
Fig. 4(a), whose adjacency matrix plot is given in Fig. 4(b). Now, consider
a matrix A with the same sparseness as A¯ such that Aij = 1 if A¯ij 6= ?
and Aij = 0 otherwise. Additionally, consider as the input matrix, the
100× 1 matrix B with B77 = 1 and Bi = 0 for i 6= 77. The pair (A¯, B¯) is
structurally controllable. Under the described setup, if A is the adjacency
matrix of the digraph (i.e., the nonzero entries equal to 1), then we have
that rank(C(A,B)) = 100, yielding a controllable system. Subsequently,
we add uniform noise to the nonzero parameters of A, uniform in the
interval ]− 10−6, 10−6[, obtaining a matrix A′ also with the same sparsity
of A¯. Utilizing the same input matrix B, we compute the controllability
matrix rank and obtain that rank(C(A′, B)) = 1. However, the rank should
also be 100. This enormous gap between the controllability matrices is due
to floating-point error propagation when computing the powers of matrix
A′. Consequently, for large-scale systems, the controllability matrix rank
condition becomes unfeasible to be tested. Lastly, notice that the matrices
A and A′ are sparse and that more dense matrices would results in further
floating-point error propagation.
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Figure 4: Randomly generated digraph with 100 vertices, in (a), and repective adjacency
matrix plot, in (b). We can notice that the adjacency matrix is sparse.
Remark 2 (Finite horizon Gramian). Similarly, consider the use of
the finite horizon controllability Gramian associated with (A,B) and a finite
horizon value k > 0, given by
W =
k−1∑
i=0
AiBBᵀ(Aᵀ)i,
which enables to describe the controllability energy through its eigenvalues’
sum. Additionally, consider the matrix A as the adjacency matrix of the
digraph depicted in Fig. 5 (a), and add uniformly generated random noise
solely to the entry A21 = 1, where the noise is uniformly generated from the
interval ]− ε, ε[, for different ε > 0 values ranging from 0 up to 0.0001. If
ε = 0 then we consider the absence of noise. In Fig. 5 (b), for k = 10, we
illustrate the absolute value of the Gramian eigenvalues’ sum variation for
different values of ε, defined as ∆tr(σ(W )) = |tr(σ(W ))− tr(σ(Wε))|, where
Wε is the finite horizon Gramian with k = 10 and matrix A with noise ε
added to the entry A21. Observe that a minimal perturbation to a single
entry of matrix A produces substantial changes in the Gramian eigenvalues’
sum. Therefore, quantitative assessment of controllability energy might be
misleading, and we should pursue other methods that enable us to assess
controllability among other properties for large scale systems.
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Figure 5: In (a), a digraph with 10 vertices, G ≡ G(A). Variation of the eigenvalues trace
using the finite horizon Gramian matrix, with k = 10, when we add uniformly generated noise
with radius ε only to the entry A21. Notice that a small ε value can reflect in a ∆tr(σ(W )) in
the order of 100 000×ε.
Therefor, to avoid the types of problems illustrated in Remark 1 and 2, we
may adopt to study instead structural properties.
In the context of structural systems, given the structural properties and
assuming that the matrices’ parameters are independent, we obtain the following
problem in terms of the generic controllability
min
Θ
fΘ(A¯, B¯)
s.t. grank(C(A¯, B¯)) = n,
(4)
where grank is the generic rank of C(A¯, B¯), i.e., the maximum rank that can
be achieved with matrices (A,B) that possess the same structural pattern as
(A¯, B¯).
The grank notion finds a diversity of application, for instance, in Remark 3,
we point a recent research line where its use has a central role in assessing the
rank of Toeplitz matrices.
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Remark 3 (Toeplitz matrix). Generic rank properties can also be used
to assess the rank of matrices with predefined structure and parameter de-
pendencies, as it is the case of Toeplitz matrices [10]. An n × n matrix
is a Toeplitz matrix whenever it can be defined as a matrix A such that
Ai,j = ci−j, for constants c1−n, . . . , cn−1. For instance, for n = 3 the
following matrix M is Toeplitz:
M =

c0 c−1 c−2
c1 c0 c−1
c2 c1 c0
 .

We refer to the pair (A¯, B¯) being structurally controllable if and only if
grank(C(A,B)) = n where (A,B) have the structural pattern (A¯, B¯). Thus, we
can reformulate (4) as the following structural optimization problem:
min g(A¯, B¯)
s.t. (A¯, B¯) structurally controllable.
(5)
where g : {0, ?}n×n×{0, ?}n×p → R. In the latter, it is easy to see that problem
is combinatorial in nature given the domain of the objective function.
2.2.1. Actuator placement
In the input design context, one often seeks to determine B¯ given that A¯ is
assumed to be known and does not change. For instance, the objectives could
be ‖B¯‖0 that then models the problem of identifying the minimum number
of state variables that need to be actuated to ensure structural controllability.
Specifically, we seek to determine the solution to the following problem: given
A¯, find B¯ that minimizes
min ‖B¯‖0
s.t. (A¯, B¯) structurally controllable.
(6)
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To address the problem in (6), we can recast it to a combination of graph-
theoretical procedures: maximum matchings on the state bipartite graph, and
the unique decomposition of the state digraph into its strongly connected com-
ponents (SCC), i.e., disjoint subgraphs with the property that there exists a
path between any two vertices in each subgraph. In particular, if we consider
the additional constraint of at most one non-zero entry per column in B¯ (i.e.,
when the inputs are dedicated), then the minimum number of dedicated inputs
(i.e., non-zero columns) is given by [11]
m = max{1, r + β − α},
where r is the number o right-unmatched vertices of the associated bipartite
graph, β is the number of source-SCC (i.e., connected components without
incoming edges into their vertices, denoted by N>1 , . . . ,N>k ), and α is the max-
imum assignability index of the network. The maximum assignability index, α,
is the maximum number of source-SCC that contains right-unmatched vertices
among all maximum matchings of the state bipartite graph. See the examples
illustrated in Fig. 6 (a) in (b). Another key result, shown in [11], is that, it is
possible to compute a computationally efficient solution by reformulating the
problem as a weighed maximum matching problem [5].
Once a dedicated solution is determined (i.e., containing only dedicated in-
puts) all solutions to (6) can be described as follows: one needs a nonzero entry
in each of the rows corresponding to the state variables in right-unmatched ver-
tices, whereas the remaining β nonzero entries can be arbitrarily distributed
among the columns containing the nonzero entries in the previous step – see
illustrative example in Fig. 6 (b). Along the same lines, in [12], the authors
provide a polynomial complexity algorithm to achieve structural controllability
for single-input systems.
Other actuator placement problems have been suggested and addressed in
the literature. Among these problems, the oldest is that of determining the mini-
mum number of inputs required to attain structural controllability, which equals
the number r of right-unmatched vertices of the state bipartite graph; thus,
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(a)
(b)
Figure 6: Digraph representation G(A¯, B¯) in the dedicated inputs scenario (a), and the non
dedicated input scenario (b). The edges in red are the path and cycle decomposition obtained
from the maximum matching of B(A¯), depicted in Fig. 2. The sets of vertices inside the dashed
blue boxes are the source-SCCs and the vertex in the dashed green box is the target-SCC.
Finally, the vertices in blue depict input variables.
computationally efficiently solved; specifically, its time complexity is O(n3).
Other problems consider the minimum actuation cost on either the inputs [13]
or the state variables actuated [14]; once again, these problems can be solved
by resorting to computationally efficient (i.e., O(n + m√n), where m denotes
the number of non-zero entries of A) [15]. In [16], the authors look into the
particular case of self-damping systems.
Notwithstanding, such computational complexities might still be prohibitive
when dealing with large-scale systems and, therefore, in [17], the authors pro-
posed using fast maximum matching algorithms with optimality guarantees.
Specifically, instead of incurring O(m√n) time complexity to compute a maxi-
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mum matching, it can be approximated with fast methods that hold linear time
complexity (O(n)). Alternatively, random sampling schemes can be considered
when the state space dimension is prohibitive even for polynomial complexity
algorithms with certain approximation guarantees [18, 19]. In [18], the authors
study the statistical characteristics of the actuator placement problem by ran-
domly selection and assessing the resultant controllability properties of complex
networks, whereas in [19], a random sampling algorithm is developed to address
the actuator placement problem. The algorithm not only provides a statistical
estimate of the control capacity, but also to bridge the gap between multiple
microscopic control configurations and macroscopic properties of the underlying
network – these results for the actuator placement problem complement some
available heuristics to find a maximum matching for directed networks [20].
Remark 4. The (sparstest) minimum controllability problem (2) given the
matrix A where the objective is to minimize the number of actuated vari-
ables, that is, fΘ(A,B) = ‖B‖0 is NP-hard [21]. In contrast, the structural
version of it in (6) is polynomially solvable. In other words, from the defi-
nition of structural controllability, it follows that given an arbitrary matrix
A with the structure A (assuming the parameters are independent of each
other), the (sparstest) minimum controllability problem is almost surely
polynomially solvable.
Remark 5. An important application of the actuator placement problem
is that of leader selection in the context of multi-agents [22, 23]. In this
context, it is possible to assess the selection of leaders to ensure resilience
as well as analytical properties that ensure the network to be resilient [24].
In addition, it is also possible to determine an efficient solution to the dis-
tributed leader selection that builds upon structural controllability tools, yet
it guarantees (non-structural) controllability by determining proper weights
in a fully distributed fashion [25, 26].
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Nonetheless, it would be wrong to assume that all structural controllability
problems are equally difficult. Specifically, a small change in the assumptions of
the optimization problem might lead to a NP-hard problem [27]. For instance,
consider the following optimization problem: given A¯ and B¯, determine the
smallest subcollection of inputs B(I) ensuring structural controllability, where
I = {1, . . . , p} denotes the labels of the inputs described by the columns of the
matrix B¯, i.e.,
min |I|
s.t. (A¯, B¯(I)) structurally controllable.
(7)
In fact, the decision version of the problem in (7) is NP-complete [28]. Briefly
speaking, this problem is as difficulty as several of the other well-known NP-
complete problems. Nonetheless, it is possible to determine efficient approxi-
mations with provable optimality guarantees [29] by formulating a new graph-
theoretic necessary and sufficient condition for checking structural controllabil-
ity using flow-networks, and proposing a polynomial reduction of the problem to
the minimum-cost fixed-flow problem, an NP-hard problem for which polynomial
approximation algorithms exist.
2.2.2. Sensor placement
This problem seeks to determine the sensors to be deployed, or sensing ca-
pabilities,
y(t) = Cx(t), (8)
with y(t) ∈ Rm, required to attain structurally observability – a system is struc-
turally observable if and only if there exists an observable (A,C) with the struc-
tural pattern (A¯, C¯). By invoking the duality between controllability and ob-
servability in the context of LTI systems, it readily follows that all the actuator
placement problems can be posed as sensor placement problems.
Notwithstanding, a variety of sensor placement problems have been proposed
in [30, 31]. In [32], the authors proposed to determine a collection of sensors to
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ensure that a certain observability subspace allow to retrieve certain state vari-
ables of interest. Additional, sensor placement can be achieved under possible
cost constraints [33, 34].
The authors, in [35], proposed to leverage the structure of the topology
by performing contractions of the graph (i.e., to obtain topological equivalent
classes). By doing this, they improved the efficiency of the sensor deployment
algorithm.
In [36], sensor placement is considered towards disturbance rejection by mea-
surement feedback.
Additionally, sensor placement can be considered to attain resilience/robustness
with respect to sensor failure that maintain structural observatibility [37, 38, 39].
Lastly, in [40], the authors address the observability problem when backbone
nodes (e.g., routers) are considered in the context of sensor networks.
2.2.3. Dynamics topology design problem to attain structural controllability
In contrast with the actuator placement problem where the goal is to add
actuation capabilities, we now focus on changing the dynamics topology. Specif-
ically, we have the following problem: given (A¯, B¯), find the sparsest structural
perturbation
min ‖∆¯‖0
s.t. (A¯+ ∆, B¯) structurally controllable.
(9)
The problem in (9) can be efficiently solved [41, 42, 43]. Alternatively, we
can consider a combination of both actuator placement and dynamics design,
as well as possible costs associated with these, as explored in [44]. Given a
structured system, in [45] it is proven that it is NP-hard to add the minimal
cost of links, including links among state variables (i.e., state links) and links
from the existing inputs to state variables (i.e., input links), from a given set
of links to make the system structurally controllable. Similarly, it is NP-hard
to determine the minimal cost of links whose deletions deteriorate structural
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controllability of the system, even when the removable links are restricted in
either the input links or the state links. In other words, we can assess how many
links to remove to withhold the controllability properties [44, 46]. The latter
problem is associated with the resilience and security of structural systems,
where the problem is that of determine the impact of edges failure/removal in
the structural controllability [47, 48, 49, 50].
A natural extension of the problem (9) is that of considering the dynam-
ics topology design in the context of networked dynamical systems. Specifically,
consider a set of N subsystems {A¯i, B¯i}Ni=1 that are interconnected through A¯i,j
with possible restrictions on its own as they represent outputs from subsystem
j that serve as inputs in the subsystem i. In this context, if all the systems
are alike, then we have homogeneous networked dynamical systems, otherwise,
we have heterogeneous networked dynamical systems. In both cases, as these
systems increase their size, it is of interest to determine easy to verify conditions
for structural controllability that depend only on the interconnection structure
and possibly on subsystems general properties [8]. In fact, due to the geograph-
ically distributed nature of these system, it is often desirable that structural
controllability is assessed in a distributed fashion [8].
Subsequently, we can pose the problem of determining ∆i,j (with the same
dimensions of Ai,j) under possible structural restrictions that will change the
interconnection between the different subsystems. Unfortunately, some of the
problems are NP-hard, which than require the development of approaches that
will efficiently provide an approximate solution with probably optimality guar-
antees [51].
2.2.4. Joint dynamics and input design to attain sctructural controllability
Given a structured system, in [45] it is proven that it is NP-hard to add the
minimal cost of links, including links among state variables (i.e., state links)
and links from the existing inputs to state variables (i.e., input links), from a
given set of links to make the system structurally controllable, and similarly,
it is NP-hard to determine the minimal cost of links whose deletions deterio-
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rate structural controllability of the system, even when the removable links are
restricted in either the input links or the state links.
2.3. Dynamics Topology Design: Structural Stabilizability and Structural De-
centralized Control
In Section 2.2, we focus in optimization problems that aim to attain struc-
tural controllability. In this section, we focus on structural stabilizability and
decentralized control.
2.3.1. Structural Stabilizability
A system is said to be structurally stable if the dynamics described by A is
stable (i.e., its eigenvalues lie within the unit circle in the complex plane) for
almost all matrices that have a given structural pattern A¯. This problem as
been addressed in [52, 53], where the authors study the patterns of the matrices
that are stable.
These can be related with the control configuration design problems pre-
sented next.
2.3.2. Control configuration design problem (or, structural feedback selection)
In the context of decentralized control, it often happens that the outputs of
the system (8) are not available for feedback to all the actuators of the system.
Specifically, when we consider static output feedback, where the control law takes
the form
u(t) = Ky(t) (10)
where the gain K ∈ Rp×m is time-invariant. In particular, the gain satisfies an
information (structural) pattern K¯, where an entry K¯ij = ? if the output (or
sensor) j is available to the input (or controller) i. In this context, it suffices
one entry K¯ij = 0 to be in the scenario of decentralized control. Notice that
this generalizes the initial notion of decentralized control where the information
pattern is taken to be diagonal or block-diagonal. As such, when the information
pattern is a full matrix we are in the centralized control setting.
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When designing closed-loop control laws, we often seek to shape the per-
formance of the system through the so-called pole placement, that is we seek
to design the gain such that the spectrum of the closed-loop systems given by
A+ BKC is as specified. When we considered state feedback (or alternatively,
when the output matrix equals the identity) it is possible to attain arbitrary
pole place when the system is controllable. Nonetheless, when we consider
output feedback arbitrary pole placement may not be possible to attain. In
fact, in the context of decentralized control, we often seek to guarantee that
the system does not have (decentralized) fixed modes, that result in eigenval-
ues in the spectrum of the closed loop system that do not change regardless of
the gain chosen that satisfies a specified information pattern. Specifically, let
K = {K : Kij = 0 if K¯ij = 0}, then the system described by (A,B,C) has fixed
modes with respect to the information pattern K¯ if and only if⋂
K∈K
σ(A+BKC) 6= ∅,
where σ(M) denotes the spectrum of the square matrix M. It is also possible to
consider fixed modes in the context of structural systems, which are referred to
as structurally fixed modes, and are defined as follows [54]: a system (A¯, B¯, C¯)
has structurally fixed modes with respect to the information pattern K¯ if there
exists a realization (A,B,C) with the same structural pattern of (A¯, B¯, C¯) that
has fixed modes with respect to the information pattern K¯. In other words,
the system has no structurally fixed modes if there is no realization satisfying
the structural pattern of the state space matrices that yields fixed modes with
respect to a given information pattern. In particular, it is easy to see that if a
system is not controllable, then the uncontrollable modes are also fixed modes
and similar consequences can be drawn in the context of structural systems.
Yet, controllability (structural controllability, respectively) do not guarantee
the non existence of fixed modes (structurally fixed modes, respectively) with
respect to a specific information pattern. In fact, in [55], the authors show that
structural fixes modes cannot co-exist with quadratically invariant or partially
nested information structures [56].
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That said, it is often the case that one seeks to find the solution to the
following optimization problem: given the systems structure (A¯, B¯, C¯), find the
sparsest information pattern K¯ as follows
min ‖K¯‖0
s.t. (A¯, B¯, C¯, K¯) has no structurally fixed modes.
(11)
The interest on the problems of the form (11) go back to [57], where possible
different costs could be considered. Nonetheless, it was only recently that their
complexity, as well as efficient algorithms to compute the solutions or approxi-
mations in the case where the problem is NP-had, were addressed in [11, 13, 58].
The authors, in [59], propose polynomial-time algorithms to design the sparsest
feedback gain for cyclic systems, and in [60], efficient algorithms for the sparsest
robust design for cyclic systems are described.
It is worth to mention that there are two natural extension to the above
problems: (i) in practice, it could be possible that one seeks to guarantee that
the system only has stable fixed modes. In other words, we seek to determine
structural feedback links that ensure that the system has no unstable structural
fixed modes; and (ii) instead of a static (memoryless) feedback controller, we
can equip the controller with memory and in that case it might be possible
to ascertain structural stability without the need to guarantee that the system
A+BKC is structurally stable – see Section 2.3.1. Towards this direction, the
authors in [61, 62], leverage the sensor network that has it own dynamics and,
subsequently, behaves as a controller with memory, which in closed-loop is able
to attain stability conditions of the composed system – see also Section 5.2 for
the application in wireless sensor networks. Lastly, in [63], the authors explored
the minimal controller structure for generic pole placement.
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Remark 6 (Connection between structural and non-structural).
It is also possible to connect some of the above ideas originated in structural
systems theory with non-structural results. Specifically, on the connection
between the structure and the results for a parametrized system, in [64],
the authors propose conditions of single input-output feedback stabilization.
In [65], the authors provide a simple design mechanism to obtain a gain
to attain pole placement with arbitrary structure of a dynamic output
feedback.
2.3.3. Co-design of actuator/sensor placement and control configuration
Due to the inter-dependency between the actuator/sensor placement prob-
lem and the control configuration problem, a more interesting problem that sev-
eral authors have addressed is that of the co-design problem of actuator/sensor
placement and control configuration, where the goal is as follows: given A¯ de-
termine (B¯, C¯, K¯) such that
min ‖B¯‖0 + ‖C¯‖0 + ‖K¯‖0
s.t. (A¯, B¯, C¯, K¯) has no structurally fixed modes.
(12)
The problem in (12) was addressed in [11], which can be polynomially solv-
able. Extensions that consider heterogeneous costs on both the actuator/sensor
placement and the control configuration lead to NP-hard problems, but some
subclasses of systems can still be solvable polynomially [13]. Remark that if
a problem is NP-hard it does not mean that all instances of such problems
are equally difficult to solve nor to approximate. Similarly to the actuator
placements, if we seek to determine the sparsest information pattern that uses
the smallest collection of inputs/outputs from a specified collection of possible
inputs/outputs, then the problem is also NP-hard, and subsequently, several
schemes should be considered to efficiently obtain a suboptimal solution with
possibly optimality guarantees [58].
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2.4. Controllability Index
The controllability index plays a major role in assessing the minimum num-
ber of time steps that lead to the existence of a control law capable of steering
the system state towards a desired goal. Specifically, the controllability index
k∗ is given by
k∗ = arg min{k ∈ N : rank Ck(A,B) = n}, (13)
where Ck(A,B) = [B AB A
2B . . . Ak−1B] is the partial controllability matrix.
In [66], the authors provide a characterization of the structural controlla-
bility index, for which they provide a near-optimal approximation scheme to
discover the minimum number of inputs required to attain a given controlla-
bility index. In [67], the authors propose to minimize the controllability index
upon a budget on the number of inputs. More recently, in [68], the authors
proposed a generative model to attain a specific actuation spectrum, which cap-
tures the trade-offs between the minimum number of state variables required to
attain structural controllability in a given number of time-steps.
2.5. Target Controllability (Output Controllability)
Consider a system (A,B) and a target node set C = {c1, . . . , cS}. Let C(C)
denote the n×n matrix that comprises the S rows of the n×n identity matrix
indexed by C. The triple (A,B,C) is target controllable if
rank([ CB CBA . . . CBAn−1 ]) = S.
The seminal work of Gao et al. [69] introduced the target control problem
and proposed a k-walk theory to address it for directed-tree like networks with
a single input.
In [70], using the structural output controllability properties, the authors
study target controllability of dynamic networks [71]. In [72], the authors pro-
vide more efficient algorithms than the ones introduced in [69] and illustrate
some of the limitations of the k-walk approach.
In [73], the authors present a method to allocate a minimum number of
external control sources that assure the target controllability of LTI systems
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complemented with linear observers. The method locates a set of directed paths
and cycles to cover the target set.
In [74], the target controllability of a network, i.e., a family of structured
systems, is investigated. The authors displayed a bipartite matching-based nec-
essary condition to discover a network’s target controllability. The decision of
which state variables should be controlled such that only a subset of state vari-
ables is controllable was proved to be, in general, NP-hard [69]. Additionally,
if the selection of variables is constrained to a pre-defined set, the problem is
also NP-hard [75]. Remarkably, the former problem is polynomially solvable
for symmetric state matrices [76]. The computational complexity of the target
structural controllability problem is studied in [77]. The authors show that the
problem admits a polynomial-time complexity algorithm when parameterized
by the number of target nodes. In general, they show that it is hard to approx-
imate at a factor better than O(log n). The work in [78] considers a stronger
controllability notion, when only a small set of state variables can be actuated.
Instead of using the Kalman controllability, the authors require the ability to
drive the target variables as time functions. In this setup, they solve the de-
scribed controllability problem using a functional approach. Lastly, in [79], the
authors propose sufficient conditions for target controllability under possible
switches in the topology.
2.6. Edge dynamics
A different research direction considers, instead of controlling the nodes,
controlling the edges of the graph. In this scenario, notions of controllability
are possible using the notion of dual graph [80, 81, 82].
2.7. Structural identifiability
Consider a LTI system whose state space matrices are parametrized as
(A(θ), B(θ), C(θ)), and the corresponding transfer function G(s, θ) = C(θ)(sI−
A(θ))B(θ), then structural identifiability can be defined as follows [83]: A model
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structure G(s, θ) is (locally) structurally identifiable at the optimal set of para-
meters θ∗ ∈ Θ, where Θ is the set of all possible parameters, if for all θ1, θ2 ∈ Θ
in the neighborhood of θ∗ and for all s one has
G(s, θ1) = G(s, θ2) =⇒ θ1 = θ2.
Briefly speaking, an identifiable model structure yields distinct models with dis-
tinct parameters, and if distinct parameters yield the same model (i.e., G(s, θ1) =
G(s, θ2) when θ1 6= θ2), then the model structure is not identifiable.
A diverse set of conditions for the structural identifiability have been pro-
posed in [84, 85, 86]. In [87] the authors addressed the identification of dis-
cretization schemes for partial differential equations. In [88, 89], the authors
assess the identifiability of a linearized power grid system model, by leverag-
ing generic properties. Lastly, in [90], the authors presented conditions for the
structural identifiability of singular systems with delay.
2.8. Inputoutput decoupling structure
The problem of inputoutput decoupling is also known as row-by-row decou-
pling problem or Morgan’s problem. Given the system in (1), consider that
we have the same number of input and output (i.e., B and C have the same
dimension). The goal of this problem is to find a state feedback of the form
u(t) = Fx(t) + Jv(t), with J nonsingular, such that the closed-loop system
transfer matrix
TF,J(s) = (C +DF )(sI −A−BF )−1BJ +DJ
is diagonal and nonsingular.
The work in [91] finds a relationship between the network’s graph topol-
ogy and the infinite-zero and finite-zero structures of an input-output network’s
dynamics. The authors express the zero-dynamics state matrix as a perturba-
tion of the reduced graph matrix (a sub-matrix of the network dynamics state
matrix). In [92], an original approach to studying a class of structured systems
was introduced. The authors propose the following new graph-theoretic notions:
invariance, controlled invariance, conditioned invariance, and essential feedback.
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2.9. Fault detection and isolation (FDI)
The fault detection and isolation problem (FDI) consists of designing a set
of signals, for instance, via observers, called residuals. This set of signals should
be such that the transfer matrix from the disturbance and control inputs to the
residuals is zero. Moreover, the transfer matrix from the faults to the residuals
must have a specific form, e.g., it should be diagonal or triangular. These
residuals are insensitive to controls and disturbances but sensitive to faults.
This property allows them to detect and isolate the faults.
In [93], the authors provide necessary and sufficient conditions under which
the FDI problem has a solution for almost any values of the free parameters.
These conditions are expressed in terms of input-output paths of the directed
graph associated with the original LTI system (not the closed-loop LTI system
associated with the residual error dynamical system). Alternatively, in [94],
the authors use structural systems to analyze the sensor location in the Fault
Detection and Isolation problem. This analysis allows determining the minimal
number of required extra sensors and the sets of internal variables that need to be
measured for solving the FDI problem. Decentralized FDI is studied in [95], and
the authors use structural control to draw necessary and sufficient conditions
for detectability and isolation. In [96, 97], the authors addressed the problem
of sensor placement to ensure that FDI can be performed, when disturbances
may exist. Additionally, in [98], the authors study the FDI problem but for the
case of bilinear systems. For an overview of the different approaches to tackle
the DFI problem, we refer the reader to the work in [99]. Lastly, in [100], the
authors present a structural view of FDI. The authors show that, by resorting
to structural analysis, it is possible to establish a link between critical faults
and reliability.
2.10. Security and Resilience
Distributed control systems (DCS) usually rely on different components.
Therefore, they are exposed to malicious attacks. The use of DCS in critical
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infrastructures makes their security an important issue. Nefarious incidents con-
nected to the security of DCS include the Stuxnet uranium plant attack [101]
and the Maroochy Shire [102] episode. Consequently, there has been a growing
effort to mitigate DCS from being exposed to undetectable attacks. In [103], the
authors design a scheme that allows nodes of time-invariant connected networks
to attain consensus on any arbitrary function of the initial nodes’ values in a
finite number of steps for almost all weight matrices with the same structure.
In [104], for the power grid’s design, the authors render algebraic conditions that
allow an adversary to generate state estimation errors. The work in [105] sug-
gests multiple security indices for sensors, allowing a system operator to identify
sparse power grid attacks. In [106], the bias that an undetectable adversary may
introduce into the state estimation error of control systems and sensor networks
is studied. Afterward, [107] and [108] address the resilience of consensus-based
algorithms. The first work determines graphical conditions under which a set of
agents can compute a function of their initial states in the presence of malicious
nodes. The second work, using connectivity and left invertibility, delineates at-
tack identifiability and detectability. Subsequently, in [109], the authors study
the design of an intrusion detection scheme for DCS, which identifies malicious
agents and can recover from the attacks.
In the context of structural observability, we also have to keep in mind that
the properties hold generically. Consequently, we can explore the set with zero
Lebesgue measure to design attacks that will not be identifiable from the ob-
server perspective [110]. In other words, structural observability is only a neces-
sary condition. In particular, the previous authors explore the left-invertibility
to regular descriptor systems. In the same line, in [111], it is considered the se-
cure design problem in the context of distributed control systems to guarantee
the detection of stealthy integrity attacks. In [112], the authors propose a secu-
rity index upon the previous definitions. Also, in the same research direction,
in [113], the authors propose to explore structural observability properties to
prevent zero dynamics attacks. In [114], the authors leverage structural systems
theory to derive an upper bound and the robust index.
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The assess of robust control in the context of resilient leader selection, and
analytical properties that ensure the network is resilient is performed in [24].
In [115], the authors propose to evaluate the minimum number of additional
actuation capabilities needed to ensure structural controllability under possible
failures in the form of a security index. In [116, 117], the authors explore
self-healing properties to guarantee structural controllability through various
centrality measures and severity degrees.
The sensor placement problem can be considered to attain resilience/robustness
with respect to sensor failure that maintain structural observatibility [37, 38, 39].
In [60], the authors provided efficient algorithms for the sparsest robust
feedback design for cyclic systems. In like manner, to assess security properties,
several criteria that serve as a denial of service were deemed in [118].
Additionally, in [48], the authors assess the impact of link failures into struc-
tural controllability (i.e., zeroing the free parameters of the autonomous system
matrix). In [119, 120], the authors address the issue of ensuring structural con-
trollability under the scenario where the actuators can fail with known probabil-
ities. Similarly, in [121, 122], the authors propose a methodology to determine
the sensors which ensure structural observability within a certain probability.
In [79], the authors present sufficient conditions for target controllability under
possible switches in the topology.
In [123, 124], the authors assess the impact of node removal on structural
controllability. They propose a strategy to recalculate the minimum number of
inputs to guarantee structural controllability. In [125], the authors introduce
the notion of structural abstraction to address formal guarantees in the context
of the security index of systems.
In the context of hybrid systems, the authors of [47] introduced a tool for
the design and verification of structural controllability of theses systems, and
they utilized this tool in the context of the analysis and design of electric power
grids, ensuring robustness to the link failures [47]. The authors in [48, 49, 50]
also consider the impact of edge failure/removal to ensure resilient structural
controllability.
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2.11. Privacy
We start by noticing that privacy in the context of dynamical systems is
intrinsically intertwined with the notion of observability. Specifically, states
are referred to as private if they do not belong to the observability subspace.
Subsequently, by increasing sensing capabilities is more likely to increase the
dimension of the observability subspace and the systems topology constraints
the latter. Thus, reducing the privacy of the system by increasing the number
of state variables possible to recover from the systems’ outputs.
In [126], the authors explore the concept of observability as a way to re-
trieve the objective function used by different agents in a network that leverages
the knowledge of the different iterations performed by an iterative algorithm.
In [127], the authors propose to design the network topology to ensure that
some nodes’ state cannot be retrieved by some of the agents in the network.
The central idea is that a star network leads to a scenario where the center
node can retrieve the states of all the corner nodes, and, in turn, the cor-
ner nodes can retrieve the center node’s state, but not the remaining corner
nodes’ states. Intuitively, we should create a network contemplating a trade-
off between the number of start networks and the connections between these
networks. Some of these insights were further considered in the context of
wireless sensor networks [128]. In a different direction, in [129], the authors
consider privacy-preserving decentralized matrix completion, in which a net-
work of agents collaborate to complete a low-rank matrix that is the collection
of multiple local data matrices.
3. Other Subclasses of Structural Systems
In what follows, we present an overview of recent results in the context
of super classes of linear time-invariant systems, i.e., classes that include LTI
systems, to which several structural conditions have been proposed, as well as
the corresponding design problems.
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3.1. Composite linear-time invariant systems
Consider r continuous-time LTI systems described as
x˙i(t) = Aixi(t) +Biui(t), i = 1, . . . , r,
where the state xi(t) ∈ Rni and the input ui(t) ∈ Rpi . By considering the inter-
connection between subsystem i and j, for all possible subsystems, we collect
the interconnected dynamical system represented as follows:
x˙(t) =

A1 E1,2 · · · E1,r
E2,1 A2 · · · E2,r
...
. . .
. . .
...
Er,1 · · · Er,r−1 Ar

︸ ︷︷ ︸
A
x(t) +

B1 0 · · · 0
0 B2 · · · 0
...
. . .
. . .
...
0 · · · 0 Br

︸ ︷︷ ︸
B
u(t),
where the state is x(t) = [xᵀ1(t)l · · · xᵀr (t)] ∈ Rn, n =
∑r
i=1 ni, and u(t) =
[uᵀ1(t) · · · uᵀr (t)] ∈ Rp, p =
∑r
i=1 pi. Additionally, Ei,j ∈ Rni×nj is the connec-
tion matrix from the jth to the ith subsystems.
Although these are linear systems, due to their wide applicability we consider
it as a class on its own as the tools and characterizations differ from those used
in general linear time-invariant systems. For instance, in [8, 130], the authors
leverage the similarity of the graph to derive easy to verify necessary and suffi-
cient conditions for structural controllability for homogeneous systems (i.e., sim-
ilar structure of subsystems) and serial systems to be structurally controllable.
They design distributed algorithms to verify necessary and sufficient conditions
to assure structural controllability for any interconnected dynamical system,
consisting of LTI subsystems, in a distributed fashion. In [130], it is shown
that structural controllability for networks involving homogeneous subsystems
may not decompose into subsystem-level and network-level conditions since the
system can have structural network invariant modes. Similarly, in [131], the
authors analyze the computational cost of sensor networks optimization moni-
toring structurally full-rank systems under distributed observability constraints.
In [51], the authors introduced methods to identify a minimum cardinality set
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of interconnection edges that the subsystems of a heterogeneous system should
ascertain between them to yield a structurally controllable composite system.
In [132, 133, 134, 135], the authors render a classification of subsystem
nodes based on their role in the overall structural controllability. Moreover,
we can assess the minimum number of dedicated inputs required to accomplish
structural controllability properties for subclasses of systems such as bipartite
networks [136], and in multiplex networks [137]. More recently, in [138], the
authors provide a divide and conquer strategy that divides the system into
different blocks to address the minimum input design problem for structural
controllability for large-scale systems. In [139], the authors explore the prob-
lem of designing composite systems by introducing two indices (i.e., maximum
commonality index and dilation index) that explore the trade-offs on the size of
subsystems and connections among these.
3.2. Descriptor linear time-invariant systems
Descriptor linear time-invariant systems (also referred to as implicit linear
time-invariant systems) are those of the form:
Ex(t+ 1) = Ax(t) +Bu(t), t = 0, 1, . . . ,
where the matrix E has appropriate dimensions, and the structural description
of the systems is given by (E¯, A¯, B¯).
Although they represent a small modification concerning the linear time-
invariant systems, their descriptive power is way broader. The analytical tools
to assess these systems properties (e.g., controllability) are somewhat different.
Nevertheless, some cases are more straightforward and resemble those of lin-
ear time-invariant systems, as it is the case of regular descriptor systems [140].
Subsequently, all the problems overviewed in the context of linear time-invariant
systems can be posed in the context of descriptor time-invariant systems. Re-
markably, only a few papers address some of these during the period cover in this
overview. For instance, in [141], the authors provided conditions for structural
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observability of descriptor systems. In [142], the authors addressed the actua-
tor placement problem to ensure structural controllability. Lastly, in [143], the
closed-loop properties are explored for low dimensional descriptor systems.
3.3. Linear time-invariant systems with delays
In this case, the main focus has been in obtaining conditions of structural
controllability when dealing with linear time-invariant systems with delays [144,
145].
3.4. Linear time-invariant systems with unknown inputs
Another class of linear time-invariant systems for which structural systems
properties have been explored is that with unknown inputs [146, 147]. Specifi-
cally, in [146], the authors explored the unknown input observers design analysis
from a structural systems perspective. In [147], necessary and sufficient condi-
tions which guarantee that a given set of unknown parameters describing the
system’s model is structurally identifiable are drawn in graphical terms.
3.5. Bilinear systems
A bilinear system can be formally described as [148, 149]
x(t+ 1) = Ax(t) +Nx(t)u(t) +Bu(t), t = 0, 1, . . . ,
where N is a matrix with appropriate dimensions and u(t) is a scalar input.
Structural controllability properties are addressed in the context of homo-
geneous (no linear component of the input, i.e., B = 0) rank-1 bilinear sys-
tems [150, 151]. In [152], the authors addressed the structural controllability of
driftless bilinear control systems. Additionally, they studied the accessibility of
these with a drift.
In [153, 154, 155], the authors scrutinize the structural observability of bi-
linear systems, and in [98], the authors proposed the study of sensor selection
in the context of FDI. Lastly, in [156], the author presents an interesting discus-
sion on the use of structural systems to assess uniform observability of bilinear
systems.
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3.6. Discrete-time fractional-order Systems
Fractional order systems are successfully used to model different physiologi-
cal processes (e.g., trains of spikes, local field potentials, and electroencephalo-
grams) [157, 158]. The following dynamics describe these systems
∆αx(t+ 1) = Ax(t) +Bu(t), t = 0, 1, . . . ,
where α = [α1, . . . , αn]
> ∈ Rn+ are the fractional exponents, and where ∆αxk =∑k
j=0D(α, j)xk−j is the fractional derivative given by
D(α, j) = diag(ψ(α1, j), . . . , ψ(αn, j)), and,
ψ(α, j) =
Γ(j − α)
Γ(−α)Γ(j + 1) =
j∏
`=1
(
j − `− α
j + 1− `
)
where Γ(·) denotes the gamma function defined as Γ(z) = ∫∞
0
tz−1e−tdt for
z ∈ C. It is worth noticing that if α = 1n (i.e., the n-vector of ones), then we
obtain the description of an LTI. Thus, fractional-order systems are inherently
nonlinear with infinite memory but require only compact parametric descrip-
tions. Structural observability properties of these systems, as well as sensor
placement, has been addressed in [159].
3.7. Switching systems
In what follows, we consider two classes of switching systems: (i) temporal
networks, i.e., the same structural pattern across switches but with different
realizations over time; and (ii) linear time-invariant switching systems (or their
upper classes such as descriptor LTI).
3.7.1. Temporal networks
In recent years, a particular focus from the networks science community
has been on temporal networks [160]. In this context, structural controllability
of temporal networks considers those modeled by linear time-varying systems
whose structural pattern remains unchanged, and their realization may vary
over time [161]. In [162], the authors consider the case where there is a finite
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number of possible switches (i.e., a finite number of realizations of a given
structural pattern), yet it can be repeated multiple times. In [163], the authors
propose using a switching controller to increase the dimension of the structural
controllable subspace.
3.7.2. Linear time-invariant switching systems
Conceptually, we can see a linear time-invariant switching system (LTIS) as
a set of LTI systems, where each element of the set is called a mode, together
with a set of discrete events that cause the system to switch between modes.
Subsequently, an LTIS may be described as follows:
x˙(t) = Aσ(t)x(t) +Bσ(t)u(t), (14)
where σ : R+ → M = {1, . . . ,m} is a piecewise switching signal, that only
switches once in a given dwell-time, x(t) ∈ Rn the state of the system, and
u(t) ∈ Rp is a piecewise continuous input signal. As we may expect, finding a
set of sparsest input matrices {Bσ(t)} that ensures each mode of the system to
be controllable is an NP-complete problem [164].
The necessary and sufficient conditions to ensure structural controllability of
linear time-invariant switching systems have been proposed in [165, 166, 167],
with possible robustness characterization [47, 168]. Afterward, the actuator
placement problem was addressed in [169].
In [170, 171] the authors proposed conditions for sensor placement in linear
time-invariant switching systems with unknown inputs. Later, they generalized
these conditions to linear time-invariant switching descriptor systems [172, 173].
3.8. Linear time-varying systems
A linear time-varying systems (LTV) can be seen as the system in (1), where
the matrices A, B, C and D are also time-dependent, i.e., vary with time.
In [174], the authors proposed conditions to evaluate the structural control-
lability of linear time-varying systems. In [175], the authors extend these results
and compare their implications in different controllability contexts. In [176], the
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authors present topological conditions required to assure FDI for linear time-
varying systems with unknown inputs, which allow them to retrieve both the
initial state and the unknown inputs over long time windows.
3.9. Petri nets
Petri nets consist of a framework that allows the modeling and analysis
of discrete event dynamic systems. Petri nets can be represented as bipartite
graphs, where the state variables are called places, and the transformations
on the states are referred to as transitions. Such places transitions are con-
nected through pre-incidence (i.e., inputs) and post-incidence (i.e., outputs),
under possible constraints indicating the resources required. Due to the graph-
ical nature of these networks, it is possible to leverage the notion of structural
observability to retrieve the places (i.e., state variables) under known transition-
ing models [177]. To assess structural observability, we must consider a suitable
transformation of the original graph [178, 179].
3.10. Hybrid systems
A hybrid system is a dynamical system that manifests both continuous and
discrete dynamic behavior. A special case of hybrid systems is when the con-
tinuous dynamics is given by an LTI system, which yields the class of linear
time-invariant switching systems.
In [168], the authors introduce a tool for the design and verification of struc-
tural controllability for hybrid systems. Later they considered it in the context
of the analysis and design of electric power grids with robustness guarantees on
the link failures [47].
3.11. Nonlinear systems
The authors, in [180], revealed a local controllability condition for nonlinear
systems. Nevertheless, there is limited research about structural controllability
for nonlinear systems. The first work in the line of structural controllability
of such systems is the one in [181], where changes concerning controllability
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or uncontrollability behavior of perturbed linear and non-linear systems are
examined.
In [182], the conception of structural controllability is extended to nonlin-
ear system utilizing Lie algebra theory. This extension is then used to analyze
the structural properties of nonlinear system. In [183], the author proposes to
assess the structural controllability of the nonlinear system through the system
transfer function. In [184], the authors propose to use feedback vertex sets in re-
lation to structural properties to assess the controllability of nonlinear systems.
In [185] the authors leverage structural properties to enable nonlinear assessment
of controllability and observability properties. In [186], the authors construct
necessary conditions for the structural controllability and observability of com-
plex nonlinear networks. These conditions, which are based on refined notions
of structural controllability and observability, can be used for networks gov-
erned by nonlinear balance equations to develop a systematic actuator/sensor
placement.
In [187], the author explores the controllability conditions of nonlinear sys-
tems performing its linearization, and in the same lines [100, 188] the authors
suggest to explore FDI settings.
4. Variations on Structural Systems Theory
As previously emphasized, structural systems theory deals with the struc-
tural pattern of matrices. It is assumed that the realization of the parameters
takes place on an infinite field (e.g., the reals) and that these parameters are
independent of each other. In what follows, we provide a brief description of
results built upon structural systems theory to obtain methodologies to hand
cases where such assumptions might be waived.
4.1. Positive Systems
A discrete-time linear time-invariant system is a positive system if for any
initial condition and any nonnegative input sequence, all the entries of the state
vector remain positive over time.
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In [189], the authors addressed the reachability of discrete-time linear time-
invariant systems to assess when the state can lie on the positive octant that
has broad applications in practice [190]. This problem also motivated the study
presented in [191, 192], where the authors address the input selection to achieve
the reachability property. In [193], the authors build up on structural systems to
explore the parametric dependencies that lead to the controllability of positive
systems. Along the same lines, the authors in [194] explore related digraph
properties to study the controllability of positive systems.
4.2. Sign Systems
As an extension to the use of structural systems theory to positive systems,
the authors in [195] leverage the former systems to render necessary conditions
for signed systems’ properties, specifically to attain sign stabilizability.
4.3. Parameter-dependent Structural Systems
In [196, 197, 198, 199], the authors examine the structural controllability
criterion when the dependency of the parameters is given by the symmetry
of the system’s autonomous matrix. For instance, in [198], the authors show
that (symmetric) structural controllability can be assessed by graph theoretic
elements similar to those previously proposed to verify structural controllabil-
ity. In [200], the authors used the latter criterion to addressed the actuator
placement problem in this context under possible cost constraints.
In [42], the authors investigate conditions when subsystems satisfy fractional
parametrizations. In [201], the authors propose a graphical characterization to
attain structural controllability when arbitrary linear dependencies exist be-
tween the system’s dynamics parameters.
Lastly, it is worth mentioning that in [202, 203] the parametric dependen-
cies have been accounted for, using the notion of mixed matrices, where the
entries could be zero/nonzero or fixed constant, often capturing the network
dependencies (or, generally speaking, losses of degrees of freedom). To address
the actuator placement problem (among other problems), the author deploys
matroid theory and some of the schemes to approximate the solutions.
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4.4. Structural theory on finite fields
In [204, 205], the authors propose to assess structural controllability proper-
ties when the parameters are taken to be independent but take values on a finite
field. In this context, properties are no longer valid generically but rather with
a certain likelihood. In [206], the authors provide conditions for the analysis
and design of such systems in the frequency domain.
4.5. Strong Structural Theory
In contrast with structural theory, the (classical) strong structural the-
ory [207] seeks to guarantee properties for any set of parameters considered
for the realization of the nonzero entries of the structural pattern except when
the parameters are zero. Notwithstanding, it is possible to extend to scenar-
ios where some of the entries could be either zero, nonzero (i.e., a real scalar
different from zero) and possibly a real scalar that could be either a zero or a
nonzero [208, 209]. It is worth noticing that several of the problems discussed
in this review can be posed in the strong structural controllability scenario,
but their computational complexity often changes. For instance, the strong
structural controllability of the sparsest minimal controllability problem is NP-
hard [210]. This result contrast with the existing polynomial solution when the
goal is to attain structural controllability.
4.6. Bond-graphs
The concept of bond graphs [211] seeks to describe the dynamic behavior of
physical systems based on energy and energy exchange [212]. The basic units
can be seen as concepts and/or objects, enabling object-oriented physical sys-
tems’ modeling. Bond graphs are labeled directed graphs, in which the vertices
represent basic units, and the edges represent an ideal energy connection be-
tween them, and they are referred to as bonds. As such, each basic unit could
be seen, in particular, as a linear time-invariant system that interconnected
through the others using bonds. Structural systems theory has been leveraged
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to assess several system properties of these systems and to address similar prob-
lems as those overviewed in this survey, seeking to design the systems to attain
such properties – see, for example, [213, 214, 215].
5. Applications
This section describes a diversity of applications that explores the concepts
of structural systems.
Figure 7: Applications of structural systems.
5.1. Distributed/Decentralized Estimation and Optimization
In [103, 216, 217], the authors use the notion of structural observability to en-
sure that each node in the network is capable of retrieving the neighbors’ states
towards computing the solution to an optimization problem in a distributed
fashion.
In [218, 219], the authors propose the design of the sensor network topology
to guarantee that every sensor can retrieve the state of the entire system under
possibly link failures.
In [220], the authors investigate generic observability properties to infer
the stability of distributed estimation schemes, possibly under distributed set-
tings [131].
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5.2. Wireless networks
In [109, 61, 62], the authors consider sensor networks as an extension to
the state space, connected through feedback with the plant. Due to the free-
dom in the design of the sensor network, it is possible to guarantee enough
redundancy, in terms of paths between the states of the plant and the sensors,
such that proper monitoring is secured (see the section Security and Resilience,
Section 2.10, for more details). In [61] the authors aimed to assess the con-
trollability and stability properties of these joint plant-sensor network systems.
Some privacy properties have also been considered [128]. Additionally, exten-
sions of this setting considered the scenario of potential communication link
failures [221]. In [222], the authors explore how the transmission sequence,
through a networked system over wireless networks, should be designed to en-
sure controllability and observability properties. In [40], the authors address
the observability problem when backbone nodes (e.g., routers) are considered
in the context of sensor networks.
Alternatively, if the sensors include a queuing capability (i.e., WirelessHART,
see details in [223]), then the authors in [224] were able to derive necessary
conditions for observability and stabilizability of the network, in the context of
state feedback.
5.3. Networked Control Systems
A Networked Control System is a control system where the control loops are
closed through a communication network.
In [95], the authors proposed an FDI scheme (see Section FDI) for networked
control systems. In [225], the authors leverage the structural system’s results
to propose a cyber-social system framework. Lastly, in [42], the authors explore
conditions when subsystems satisfy fractional parametrizations.
5.4. Network Neuroscience
The works in [226, 227, 228, 229] assess the structural controllability aspects
of brain networks. Also, a work-related to brain networks, in the context of
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using discrete-time fractional-order systems, is the one in [13] (see the section
of Nonlinear models, Section 3.11)
5.5. Multi-agents
In the context of multi-agents, due to the finite memory and number of tasks
required to perform, it turns out that their dynamics are modeled using finite
fields. In [205, 230], the authors leveraged the notions of structural controllabil-
ity and extended the dynamics in the context of finite fields realizations – see
also Section 4.4.
Alternatively, under (regular) structural systems theory (i.e., infinite field re-
alizations), a multitude of approaches have been proposed. For instance, in [231],
the authors address the structural controllability of multi-agent networks driven
by a single agent. In [232], the authors explored the minimum number of lead-
ers that ensure structural controllability (i.e., the leader selection problem),
which may be recast as an input selection problem. The authors in [233] study
the structural controllability of high-order dynamic multi-agent systems, and
in [234, 235] results for switching topologies are presented. In [33], the authors
addressed the actuator and sensor placement under possible cost constraints for
multi-agent bilinear systems (see Section 3.5 for more bilinear systems related
work). In [236], the authors address the design of a communication topology
dynamics that should be observable from each agent, and that achieves minimal
overall transmission cost.
In the context of (fully) distributed leader selection, in [25, 26], the au-
thors propose a two-level approach. First, the agents determine with which
agents they need to interact with to ensure structural controllability. Then
they pick weights locally that ensure controllability of the overall network. In
the same spirit, the authors in [237] leverage structural controllability properties
to propose a parametrization technique to attain consensus from a centralized
perspective, with a collection of multiple leaders.
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5.5.1. Consensus/agreement protocols
In [238], the authors characterize generic controllability properties for dy-
namics that implement consensus algorithms. It is worth emphasizing that the
direct application of structural systems results does not ensure the desired as-
sessment of the system properties as in these dynamics the diagonal entries
depends on the remaining row entries, thus violating the assumption that all
nonzero parameters are independent. As an alternative, one can considered the
settings discussed in 4.3.
5.6. Power grid
The work in [88] ensures that rank conditions are achieved in the context of
algebraic differential equations, as part of the power flow optimization. In [88,
239], the authors assess the identifiability of the linearized power grid system
by leveraging structural systems theory (see also Section 2.7), as well as the
vulnerability to attain this [240]. In [241], the authors assess the structural
controllability of electrical networks using rational function matrices.
5.7. Medical
Structural identifiability was proposed to be used in the context of a model
for dialysis [86]. In [13], the authors proposed to assess the minimum number
of electrodes required for monitoring electroencephalographic data (i.e., sensor
placement in the brain).
5.8. Network Coding
In [242], the authors leveraged structural systems to impose conditions for
network coding in the context of state-space representation in the spirit of [243].
In [244], some of these ideas are used in the context of sensor networks.
5.9. Science Exploration Tools
In [245], the authors overview some of the different applications of structural
control as a tool to unveil features in the context of network science. This
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application has attracted interest since 2011 when the paper [246] feature at the
cover of Nature. In the latter, the authors explored the actuation placement
problem and provided evidence of its correlation with the degree distribution
when nodal dynamics were not considered [247]. More recently, in [248], the
notion of control centrality is introduced.
Among the possible applications, structural systems theory enables the char-
acterization of networks in classes. For instance, in [249], the characterization is
upon the partition of dilations in a network. This characterization can also be
used to construct models to attain such characterizations [250]. More recently,
in [66], the authors introduce the notion of actuation spectrum, which captures
the trade-offs between the minimum number of state variables required to attain
structural controllability in a given number of time-steps. Lastly, in [68], the
authors provide evidence that several of the generative models and centrality
measures fail to capture the actuation spectrum of real networks. Therefore,
they proposed a novel generative model that builds upon the notion of structural
time-to-control communities.
5.10. Other applications
FDI applications are considered in [251] and [252] application for monitoring
the gas turbine and water distribution networks, respectively.
5.11. Software Routines
Besides the code available by the different authors at their personal websites
and file exchange platforms (e.g., Mathworks), there are MATLAB toolboxes
such as [253], C++ [254], and Modelica and Python [255].
6. Conclusions and Future Research Directions
In this document, we rendered a survey of the advancements achieved since
the latest survey conducted by Dion et al. [4], in the scope of structural sys-
tems theory. We considered all the papers written in English that use or lever-
age structural systems theory, including their direct variants and applications.
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Specifically, we analyzed each peer-reviewed paper in the press that cited either
Lin’s paper [1], or Dion et al. [4], if it was available from 2003 to the end of
March 2020. The conference publications were only considered whenever they
are not part of a published journal version. Analogously, we did not overview
dissertations because they comprise papers that were cited. Also, the presented
study is not an in-depth overview of all the results in the area. Instead, we pro-
vided a (possibly bias) selection of results that may help future advancements
in the context of structural systems theory and its use to show non-structural
system properties. For similar reasons, we tried to report the findings in the
reported period without validity and usefulness judgments.
The first section of this paper introduces the area to a broad audience.
Next, we introduce essential notions to keep the document self-contained, and
we motivate the use of structural systems. Subsequently, we presented the
scientific advancements in the area of LTI systems, followed by the findings in
other classes and variations of structural systems.
As hinted from the above overview, it is clear that some topics were explored
in greater depth than others. Specifically, there is still a lack of necessary
and sufficient conditions to attain structural systems properties, enabling us to
design the systems to attain such properties. Besides, it would be interesting
to extend the results obtained for linear time-invariant systems to the other
subclasses covered in Section 3. Furthermore, it is essential to explore trade-
offs between different system theoretic properties and understand how to design
systems such that such trade-offs are attained.
Secondly, it is only natural to understand the computational complexity of
assessing different structural conditions, and the complexity of designing sys-
tems to attain such properties. Notice that even though some design problems
are NP-hard, one should determine the most significant subclasses of problems
that permit to perform the design using polynomial algorithms. At the core
of this research, the quest is the symbiotic relationship between the algorithms
used and the system’s structure, which allows us to craft current algorithms to
perform efficiently and optimally in some domain of interest. In practice, there
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is also a demand to improve the computational efficiency of the algorithms al-
ready used to assess structural properties by either considering approximations
as a good starting point to the optimal algorithms or developing distributed
versions of those algorithms that can be implemented in parallel platforms.
Furthermore, it is worth mentioning that in [202, 203] the parametric depen-
dencies have been accounted for, using the notion of mixed matrices, where the
entries could be zero/nonzero or fixed constant, often capturing the network de-
pendencies (or, generally speaking, losses of degrees of freedom). In these cases,
matroid theory and its algorithms can be used to approximate the solutions to
design problems (e.g., actuator placement). In particular, even when optimality
cannot be guaranteed in several of the design problems, it is often the case that
some suboptimality guarantees may be ensured and improved by considering
the system’s structure. For instance, some structural systems properties are
submodular, for which efficient greedy algorithms are available [256, 257]. For
example, structural controllability problems can be posed as matroid optimiza-
tion problems that can be solved exactly under certain assumptions [258, 142].
Such developments should be complemented with recent research that unveiled
new insights on additional properties (e.g., submodular ratio and curvature);
thus, tightening the suboptimality guarantees [259, 260, 261].
Another direction is leveraging structural systems theory as a tool to aid
in finding a solution to optimization algorithms. On the one hand, we can
consider algorithms that first aim to attain structural systems properties (e.g.,
structural controllability/observability/stability), which ascertain feasibility of
the solutions for almost all sets of parameters. Then, we determine the set of pa-
rameters that minimize/maximize a desirable objective. For instance, consider
the following three possible applications: (i) in [262], the authors use structural
systems to ensure that for almost all set of parameters stability and controlla-
bility would be guaranteed to determine a set of perturbations in the dynamics
that improve the controllability energy (see Section 2.2); (ii) in [60], the au-
thors guarantee generic stabilizability properties for the decentralized control,
and then an iterative procedure is considered to find a set of parameters that
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stabilize the plant – see Remark 6; and (iii) in [25], towards determining a
fully distributed leader selection to attain controllability. They decompose the
problem into two. The first determines the leaders that attain structural con-
trollability. The second determines a set of parameters for the local interactions
that ensure (non-structural) controllability of the network.
On the other hand, we could envision a structural-convex optimization frame-
work, where several discrete mathematics algorithms could be intertwined with
the convex optimization tools already in use. In particular, when considering
convex relaxations that often involve performing a set of operations that lead to
a description of the optimization problem where the only nonlinear constraint
is that of a rank constraint on a matrix of interest [263]. In this context, we
suggest the use the generic rank instead of the rank constraint that is often
dropped from the optimization problem such that we can guarantee an upper
bound on the rank of matrices with some structure (e.g., see Remark 3). Ad-
ditionally, it might be possible to leverage the structural similarity between
the rank of a transfer function and the Schur complement to perform some of
the algebraic transformations and ensure some graph-theoretical properties on
the generic rank. Specifically, consider the matrix M(s) =
 A− sI B
C 0
 for
which the following holds: rank C(sI − A)−1B = rank M(s) − n. Now, notice
that the grank C(sI−A)−1B equals to the number of vertex-disjoint paths form
the inputs to the outputs in the system digraph G(A¯, B¯, C¯) (see [264]). Thus,
we can potentially design the structure of the matrices (A¯, B¯, C¯) such that al-
most all realizations would attain a desirable rank, after which usual convex
optimization tools could be used.
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