Abstract. Fite and Kamenev type oscillation criteria for the second order nonlinear damped elliptic differential equation
i ] 1/2 , D i = ∂/∂x i for all i, and Ω(a) = {x ∈ R N : |x| ≥ a} for some a > 0.
Throughout this paper we shall assume that (A1) A = (a ij ) N ×N is a real symmetric positive definite matrix function with a ij ∈ C 1+ν loc (Ω(a), R) for all i, j, ν ∈ (0, 1), and there exists a function λ ∈ C 1 ([a, ∞), R + ) such that λ(r) ≥ max |x|=r λ max (x) for r ≥ a, where λ max (x) denotes the largest eigenvalue of the matrix A; (A2) B T = (b i (x)) 1×N , b i ∈ C ν loc (Ω(a), R) for all i, and p ∈ C ν loc (Ω(a), R); (A3) f ∈ C(R, R) ∪ C 1 (R − {0}, R), f ′ (y) ≥ k > 0, yf (y) > 0 for y = 0.
Z. T. Xu
A function y ∈ C 2+ν loc (Ω(a), R) is said to be a solution of (1.1) in Ω(a) if y(x) satisfies (1.1) for all x ∈ Ω(a). For existence of solutions of (1.1), we refer the reader to the monograph [5] . We restrict our attention to the nontrivial solutions y(x) of (1.1), i.e. sup{|y(x)| : |x| > b} > 0 for any b ≥ a. A nontrivial solution y(x) of (1.1) is called oscillatory if the set {x ∈ Ω(a) : y(x) = 0} is unbounded; otherwise it is said to be nonoscillatory. Equation (1.1) is oscillatory if all its solutions are oscillatory. Equation (1.1) is a very important type of partial differential equations (PDE), for such equations have wide applications in physics, biology and glaciology (see [5] ). In the qualitative theory of nonlinear PDE, one of the important themes is to determine whether or not solutions of the equation under consideration are oscillatory. In the last decades, there has been an increasing interest in obtaining sufficient conditions for the oscillation and/or nonoscillation of solutions for different classes of second order elliptic differential equations (see for example, [1, 2, [7] [8] [9] [10] [11] [12] [13] [14] [16] [17] [18] [19] [20] [21] [22] and the references therein). In particular, for the semilinear elliptic differential equation
in 1980, by using the N -dimensional vector partial Riccati transformation
where α ∈ C 2 (0, ∞) is an arbitrary positive function and ∇y denotes the gradient of y, Noussair and Swanson [13] first extended the well-known Fite theorem [4] to (1.2). Very recently, the author [19] obtained Kamenev type theorems [6] for (1.2). Therefore, it is natural to ask if the results of Fite [4] and Kamenev [6] can be extended to the general equation (1.1). However, to the best of our knowledge, Fite and Kamenev type oscillation theorems have not been well developed for (1.1). This is because the Riccati substitution (1.3), which plays a key role in the proofs of the results for (1.2), is an N -dimensional vector function, which prevents simple extensions of existing work for ordinary differential equations.
In this paper, we will take the challenge of extending the work of Fite [4] and Kamenev [6] to (1.1). By applying an N -dimensional vector inequality (Lemma 2.1), and with a careful discussion of the Riccati inequality (Lemma 2.2), we will establish Fite and Kamenev type criteria for (1.1). The results obtained are quite general; with the appropriate choice of the functions η, φ and H, we can deduce a series of effective oscillation criteria for (1.2). Obviously, our results cover the main results in [13, 19] for (1.2) as special cases and are new even for (1.2) . Three examples will be given to show the significance of our main results. [3] . For simplicity, we use the following notations. For any given function η ∈ C 1 ([a, ∞), R), define
where S r = {x ∈ R N : |x| = r} for r > 0, and ω N and dσ denote the surface measure of the unit sphere and the spherical integral element in R N , respectively. Let ℑ denote the class of all positive and locally integrable, but not integrable functions. Let φ ∈ ℑ and, for b ≥ a, define
and
In order to establish our theorems, we need the following technical lemmas. The first is an N -dimensional vector inequality which plays a major role in dealing with the damping terms of (1.1). The second provides relations between positive solutions of (1.1) and of a 1-dimensional Riccati inequality.
The proof Lemma 2.1 is straightforward and omitted.
Lemma 2.2. Let η ∈ C 1 ([a, ∞), R) and y(x) be a positive solution of
where W (x) = (A∇y)(x)/f (y(x)), ν(x) = x/|x|, |x| = 0, denotes the outward unit normal. Then Z(r) satisfies the Riccati inequality
Proof. Differentiation of the ith component of W (x) with respect to x i gives
for all i. Summation over i and application of (1.1) lead to
where the last inequality follows by Lemma 2.1. Using the divergence theorem in (2.2), by (2.4), we obtain
By the Schwarz inequality,
Therefore,
that is, Z(r) satisfies the Riccati inequality (2.3).
Theorem 2.1. Suppose that there exist functions η ∈ C 1 ([a, ∞), R) and φ ∈ ℑ such that Proof. Suppose y = y(x) is a nonoscillatory solution of (1.1). We may assume that there exists a b 0 ≥ a such that y(x) > 0 for x ∈ Ω(b 0 ). A similar argument holds for y(x) < 0. For x ∈ Ω(b 0 ), define Z(r) by (2.2). In view of Lemma 2.2, we know that (2.3) holds. It follows that
where L 1 is a constant. Multiplying (2.7) by φ(s) and integrating from b to r, we get
Note that by (2.6), there exists a
Since G(r) is nonnegative, by Schwarz's inequality we have
On the other hand,
where
) ds. From (2.8) and (2.9), we obtain
for all r ≥ b 1 and 0 ≤ µ < 1. Integrating (2.10) from b 1 to r yields
which contradicts (2.5). Thus, we conclude that (1.1) is oscillatory.
The following theorem can be used when Theorem 2.1 cannot be applied.
Theorem 2.2. Suppose that there exist functions
Proof. Suppose to the contrary that there exist a solution y = y(x) of (1.1) and a constant b 0 ≥ a such that y(x) > 0 for x ∈ Ω(b 0 ). By Lemma 2.2, (2.3) holds for r ≥ b 0 . Multiplying (2.3) by φ(s), and integrating both sides of the resulting inequality over [b, r], b ≥ b 0 , we obtain (2.14)
where L 3 is a constant. Schwarz's inequality yields 
is finite by (2.11) and the function T (r) is defined by the last equality. Hence, (2.14) implies that
Since the function L 4 T 1/2 (r) − T (r)/2 is bounded from above on R + , assumption (2.12) shows that the right hand side of (2.15) tends to −∞ as r → ∞. So, we can find a constant
Thus,
Dividing both sides of the above inequality by T 2 (r) and integrating from b 1 to r, we have
, which contradicts (2.13). Hence, (1.1) is oscillatory.
Remark 2.1. Putting φ(r) = 1 in Theorem 2.2, one improves Theorem 4 in [13] for (1.2).
Remark 2.2. Theorems 2.1 and 2.2 are quite general; some interesting corollaries can be drawn by choosing particular functions ̺ and φ. The details are left to the interested reader.
3. Kamenev type criteria. In this section, we will establish analogues of Kamenev type [6] , and more generally, Philos type [15] criteria for oscillation of (1.1). For this reason, we introduce a class H of functions. Let
A function H = H(r, s) ∈ C(D, R) is said to belong to a function class H if Proof. Suppose y = y(x) is a nonoscillatory solution of (1.1). We may assume that there exists a b 0 ≥ a such that y(x) > 0 for x ∈ Ω(b 0
Moreover, by (3.2) and (H2), for all r ≥ a, we obtain It is clear that (3.3) is a necessary condition for (3.1) to hold. In case (3.3) fails, the following theorem may be applicable. Let ψ ∈ C([a, ∞), R) be such that
and that for all b ≥ a, Proof. Proceeding as in the proof of Theorem 3.1, we see that (3.2) holds.
By (3.8), we have
So, for all b ≥ a,
By (3.9), we get lim inf 
Now, we claim that (3.12)
Suppose to the contrary that (3.13)
By (3.5), there exists a positive constant ξ such that 
