Fault tolerance is the ability of a system to continue delivering its services after faults have caused errors. We have argued, in the past, that complex and/or critical systems are best validated by a wide range of methods, including proving, testing, and fault tolerance; we have also argued that in order to use these methods in concert, we need to cast them in a common framework. In this paper, we present mathematical characterizations of fault tolerance properties, using a relational calculus.
We have also found that in order for the results of different methods applied to different component specifications to be additive, all the methods must be framed within the same mathematical model. In this paper, we take this argument to its logical conclusion by attempting to model fault tolerance properties using a mathematical tool that we, along with other researchers [5, 7, 26] , have used to model programming calculi, program proving methods, and programming language semantics; the tool in question is relational mathematics.
In section 2 we briefly introduce the background of this paper by discussing in turn some simplified ideas of fault tolerance and some elementary concepts of relations. Then, in section 3 we present a stepwise characterization of some key fault tolerance properties. The most important of these is the sufficient condition of recoverability preservation (Proposition 3), which provides a minimal condition that a (possibly erroneous) system component must satisfy in order to always produce provably recoverable states. Proposition 6 provides an intuitive understanding of recoverability preservation by giving a simple sufficient condition for recoverability preservation. In section 4 we summarize our findings and discuss some preliminary venues for applications and extensions of our results.
Background for System Fault Tolerance

Elementary Concepts of Relational Mathematics
We represent the functional specification of systems or system parts by relations; without much loss of generality, we consider homogeneous relations, and we denote by the space on which relations are defined. As a specification, a relation contains all the (input, output) pairs that are considered correct by the specifier. Constant relations include the universal relation, denoted by ¡ , the identity relation, denoted by ¢ , and the empty relation, denoted by £ . Because relations are sets, we use the usual set theoretic operations between relations. Operations on relations also include the converse, denoted by 
¥
. We admit without proof that any relation ¥ can be refined by a deterministic relation, i.e. a function. In conjunction with the refinement ordering, we introduce a composition-like operator, which we denote by ¥ ¥ , refer to as the monotonic product, and define by
The main characteristic of this operator, for our purposes, is that unlike traditional composition, it is monotonic with respect to the refinement ordering, i.e., if
¥ ©
and ¥ , then ¥ ¥ . We introduce two related division-like operations on relations, which will play a crucial role in our subsequent discussions. Because the monotonic product is not commutative (nor is the simple product), we need two division-like operators: a right division and a left division. 
The kernel is due to [9] ; both the kernel and the cokernel are discussed in some detail in [11, 12] , where the interested reader is referred. Similar relational operators have been investigated at length [2, 3, 4, 6, 16, 17, 18, 19, 25] . A set theoretic interpretation of the kernel is given in the following formula, and illustrated in Figure 1 .
For the purposes of our discussion, the most interesting properties of kernels and cokernels are articulated in the following proposition. 
Proposition 1 The inequation
The first clause of this proposition is due to [9] (proposition 4.5), where a proof is given. The second clause of this proposition is due to [11] , where a proof is given. The interpretation of the kernel as the solution of the equation 
Elementary Concepts of Fault Tolerance
Fault, Error and Failure
In [20] , Laprie defines failure, error and fault in the following terms:
A system failure occurs when the delivered service deviates from fulfilling the system function, the latter being what the system is intended for. An error is that part of the system state which is liable to lead to subsequent failure; an error affecting the service is an indication that a failure occurs or has occurred. The adjudged or hypothesized cause of an error is a fault.
For the sake of our study, and without significant loss of generality, we reinterpret Laprie's definitions in relational/ functional terms. In this section we briefly present working definitions of fault, error and failure, and we illustrate them on a sample system structure. We consider a space , defined by a set of state variables; a state variable may be a natural variable (such as the temperature of a site, the speed of a vehicle) or an artificial variable (such as the voltage that measures the temperature, the odometer reading, or digital versions thereof). We consider a compound function from to , and we decompose this function into the (monotonic) product of two functions: a function , to which we refer as the past function; and a function ¡ , to which we refer as the future function. We assume that the compound function ( ¡ ) does satisfy some requirements that are captured in the relational specification ¥ , i.e.,
¡ ¥
. Furthermore, we suppose that by structuring the system as the product of two components and ¡ , the designer has specific expectations of what requirements functions and ¡ must satisfy. In our discussion, we focus on the fault behavior of the past function; to this effect, we distinguish between the ideal past function, which we will (continue to) denote by , and the actual past function, which we will denote by . We have the definition.
Definition 2 A fault is a feature of a system that precludes it from operating according to its specification.
Specifically, for our purposes, the past function has a fault if and only if
Intuitively, one would think that there is a fault in the past function as soon as the actual past function is different from the ideal past function. In fact, this is not necessarily the case: if the difference between and pertains to values that are outside the domain of ¥ , then there is no fault. Whereas fault is a feature of a function (specifically, the past function in our sample structure), error is a feature of a state (specifically, the state obtained by applying the past function to some initial state). In order to identify states of interest, we introduce the label / cutpoint £ , which defines the state of the computation after application of the past function. 
Definition 3
In other words, 
We transform this condition as follows:
Fault Tolerance
The definitions given above allow us to define fault tolerance [1] .
Definition 5 A system is said to be fault tolerant if and only if it has provisions for avoiding failure after faults have caused errors.
In fault tolerance, we resign ourselves to the presence of faults in the system, and we take measures to ensure that faults do not cause failure. Such measures include the following steps:
Errors. This step involves checking conditions on the current state, possibly in relation with previous states (including the initial state). There are several degrees of correctness that we may want to check, as we discuss subsequently.
£
Assessing Damage. This step involves assessing the extent of the damage caused by the fault on the state of the computation, and making a decision on what recovery action must be taken.
Error Recovery. This step involves correcting the current state of the computation according to the findings of the damage assessment step, and resuming the computation.
Fault Removal. While the three preceding steps deal with the current computation and are performed on-line for the sake of salvaging the current computation, this step deals with the system itself, and can be performed off-line. It consists of identifying the fault that caused the error and removing it.
The three first steps deal with the error, whereas the last step deals with the fault.
Fault Tolerance Properties
In section 2.2, we have listed the following steps as being phases of the fault tolerance process:
In order to carry out error detection, we need to characterize the condition under which a state at label £ is correct, i.e., is the exact image of the initial state by the ideal past function. Also, in order to carry out damage assessment, we need to characterize the condition under which a state at label £ is maskable, i.e. (irrespective of whether it is correct), application of the future function will produce a failure-free output. Finally, in order to carry out error recovery, we need to characterize the condition under which a state at label £ is recoverable, i.e., it contains enough information for a recovery routine to map it to a maskable state. These characterizations will be discussed in the sequel. 
Correctness
In the context of the system structure that we discussed in section 2.2.1, we are interested in characterizing the state that we obtain after applying function , right before function ¡ is applied. In control applications, we often witness the case when control information runs in a closed loop. In such cases, we propose to cut the loop in two cutpoints, as we will illustrate in Figure 4 : the point that will characterize the domain of function ; and the point that will characterize the domain of function 
Maskability
Strict correctness, in the sense of definition 6, is not necessary for failure-freedom; whence the concept of maskability. We further refine the definition of failure (definition 4) by observing that there is not necessarily a single expected output, but there may in fact be a large set of correct outputs. We reflect this observation by resolving that failure is defined, not with respect to a deterministic function (namely ¡ ) but rather with respect to a potentially nondeterministic relation, which reflects the (minimal) requirements that the system must meet; we denote this relation by ¥ and we assume, a priori, that we have
In other words, under the hypothesis of fault freedom, the system does meet its specification; faults are modeled by deviations in the past function from , the ideal past function. 
Recoverability
A state is recoverable if and only if it contains all the necessary information to produce a maskable state. It may fail to be maskable itself, but it does have to contain all the required information to produce a maskable state. In this section, we attempt to give meaning to the concept of recoverability. 
, which merely provides that the array at cutpoint £ is a permutation of the initial array. As long as the array is a permutation of its original value, it is possible to produce a final sorted array; if we lose one cell of the array, we no longer have a recoverable state, i.e., we cannot avoid failure, no matter what we do to the array.
£
We let the space be the set of natural numbers and ¥ specify that we must compute 5 plus the remainder by 6 of the argument, i.e.,
Further, we let and ¡ be defined as
We submit that all functions of the form
, preserve recoverability. Indeed, if we know the remainder of ¤ by 18, say, we can always derive its remainder by 6; but if all we know about ¤ is its remainder by 5, or by 9, for example, then we cannot possibly extract from it the remainder of ¤ by 6.
To reflect this intuition, we submit the following definition. Given that any relation can be refined by a function, we let i be a function that refines . The monotonicity of the operator and the transitivity of the refinement ordering lead us to the result of proposition 3. The interest of this proposition (by contrast with the definition) is that it highlights the fact that recoverability preservation is a tripartite property that involves only the past function , the future function ¡ and the specification ¥ -and does not involve the recovery routine i . If a past function does preserve recoverability, we must worry about what recovery function to apply. The following proposition gives the least refined (i.e., the optimal, in effect) specification for the recovery routine. can be used as the (minimal) specification of recovery routines, which map recoverable states into maskable states.
Proposition 4 If past function preserves recoverability with respect to future function
Before we discuss sufficient conditions of recoverability preservation, we consider a brief example.
Example. We consider a simplified flight control loop defined by a flight control system and an airframe (along with sensors and actuators), and we decompose / unwind the loop as follows: ), which analyzes the state of aircraft (represented by sensor outputs) and the pilot commands, and computes the actuator inputs (that are then fed to the actuators).
£
The specification ¥ represents a relation we wish to impose between the current state of the aircraft and the pilot commands on one hand, and the new state of the aircraft on the other hand. Specification ¥ can be used, for example, to enforce a minimal safety requirement that must be preserved at all time to ensure the safety of the flight.
The condition of recoverability preservation can be interpreted as the minimal requirement that the past function (implemented by the aggregate actuators-airframe-sensors) must satisfy at all times to ensure the survivability of the flight. On the other hand, the specification of a recovery routine, given by Proposition 4, represents the minimal requirement that must be satisfied by a recovery routine that must be invoked prior to FCS whenever we suspect an error. According to Proposition 4, application of this recovery routine prior to FCS ensures that we satisfy the safety requirement ¥ even in the absence of an error that results from a fault in the past function. Under normal (fault-free) operating conditions, the aggregate of actuators, airframe and sensors delivers function . But under fault prone conditions, this aggregate may produce a different function, say . In [13] we discuss how we can derive the specification of a behavioral envelope which captures all the possible functions defined by under a variety of pre-cataloged fault modes. What Proposition 3 provides is the minimal requirement that must satisfy (refine) to ensure recoverability; so long as refines this minimal requirement, ¡ £ c can, theoretically, apply a corrective action to recover. This condition can also be used to test fault hypotheses: a fault mode for which does not refine the minimal requirements should not be supported, because it cannot be recovered from.
¢
The following propositions provide sufficient conditions of recoverability preservation. Before we consider the propositions, we introduce a lemma that will be needed in their proof. The following relational identities (where 
Using this lemma, we introduce the following proposition, which provides a sufficient condition of recoverability preservation. 
Proposition 5 If
is necessary (note that it might be violated by taking
I ¦ £
) . Assume that it holds.
It will be used in the proof of
. The latter condition follows quite directly from Lemma 1 by instantiating £ and as follows: 
Even though it is a sufficient condition, the condition provided by Proposition 5 is still complex. The following proposition provides a simpler, if stronger, condition of recoverability preservation. Most importantly, the sufficient condition provided by this proposition satisfies our intuition that a past function preserves recoverability if it defines a finer domain partition than the specification. Proof. The proof is fairly straightforward, and proceeds by successive implications, starting from the condition of regularity of 
Then, and ¡ are functions and
Hence the condition for the existence of a solution
does not hold. Clearly, does not preserve recoverability, since it maps all inputs to 1, causing a loss of information (about the input, and the output) that no recovery function can recover from. ¢ Example. We consider again the two examples we discussed above to introduce recoverability preservation, and we apply Proposition 6 to them. 
The first clause stems readily from the observation that ¥ is deterministic. The second clause provides that must be total, since the left term yields ¡ . The third clause is interpreted as:
So long as distinguishes (i.e., maps to distinct outputs) arrays that are not permutations of each other, it preserves recoverability. Note that if instead of ¥ we choose specification
then we find that ¥ is regular and that
, hence any total function preserves recoverability. This, again, is intuitively acceptable, since specification ¥ makes no reference to the initial state, whence there is no initial state information to lose; any intermediate state is recoverable -all we have to do is sort the array (even if it has nothing to do with the original array).
£
Mod program. We let the space be the set of natural numbers and ¥ specify that we must compute 5 plus the remainder by 6 of the argument, i.e., Considering again the clauses of Proposition 6, we find that the first clause stems readily from the property that ¥ is deterministic, and that the second clause imposes that must be total. As for the third clause, we find:
The partition by of its domain must be finer (or as fine as) the congruence relation modulo 6 over the set of natural numbers. Any past function that remembers the equivalence class (modulo 6) of the initial state preserves recoverability. Examples of functions that are recoverability-preserving include:
Note that the determination of whether past function does preserve recoverability or not depends on s S
, and does not involve other than through its nucleus. This means that the recoverability preservation of depends on how partitions its domain, but does not depend on what value assigns to each partition of its domain, which is quite intuitive: any deviation in the way maps images to arguments can be corrected by a recovery routine, hence does not affect recoverability preservation.
¢
Conclusion
In [22] we have advocated the use of a wide range of methods to verify/ validate complex systems, by virtue of the law of diminishing returns, and of our observation that a system can be verified against complementary sub-specifications in an additive manner; the approach we advocated is contingent upon the methods being formulated in the same mathematical model. In this paper we have taken a step further by attempting to capture ideas of system fault tolerance using relational mathematics, which have traditionally been used for program proving/ programming language semantics/ programming calculi, etc. [5, 7, 26] . The most important result of this paper, we feel, is Proposition 3, which highlights the condition that must hold between a target (ideal) function that we must compute, and the minimal requirement that actual (possibly faulty) functions must fulfill to satisfy the recoverability property. In order to simplify the condition and give the reader some intuition for its meaning, we have considered a sufficient condition for recoverability preservation, which provides that an actual function preserves the recoverability of an ideal function if the level sets it defines over its domain define a finer partition than the levels sets of the ideal function -which is intuitively understandable. In its generalized form, Proposition 3 formulates this condition for specifications that are not deterministic, nor even regular.
We have not explored applications and extensions of this work in much detail, though we envision the following applications:
£ Proving Recoverability Preservation as a Substitute for Proving Correctness. In a complex system, where it may be unrealistic or unreliable to prove that the past function produces only correct (or maskable) states, we may instead want to prove that the past function preserves recoverability and takes measures to recover when needed. Because recoverability preservation is a much weaker property than maskability, the former may be easier and produce more dependable conclusions.
£
Proving Recoverability Preservation as a Complement for Proving Correctness.
Proving maskability / correctness and proving recoverability preservation need not be viewed as mutually exclusive. As we advocated in [22] , they can be done simultaneously, though with different component specifications.
£
Using Recoverability Preservation to Catalog Recoverable Faults. The research discussed in this paper stems from an earlier project whose purpose was to model, specify and analyze a fault tolerant flight control system [8, 14] . The key idea of this system is that it should be able to continue flying an aircraft even after the aircraft has lost some flight surfaces or the control of some flight surfaces or the feedback from some sensors; clearly, this is possible only for a limited amount of damage. We argue that the condition of recoverability preservation can be used to catalog those fault modes that can indeed be recovered from, and eventually, what recovery action must be applied for these fault modes. Faults that are so extensive (e.g. loss of major surfaces, loss of control of major actuators) that there is no way to recover, no matter what the flight control system does. The condition of recoverability preservation allows us to distinguish between faults that can in principle be recovered from (with appropriate provisions in the flight control system) from faults that cannot be recovered from (and the flight control system is not to blame).
As for extensions of this work, we envisage the following theoretical extension: )
. This past function preserves recoverability. Recovery routine:
. In this case, even though the past function does not preserve recoverability, it still contains some partial information about the correct state: For example, if we find that £ 2 ¦ ¡ , we can infer that 2 is either 2 or 5. We say that this past function preserves partial recoverability.
Our goal is to characterize the property of partial recoverability preservation, and eventually to quantify the extent of recoverability that has been preserved. Also, we wish to explore possible (probabilistic) recovery routines for such cases.
These issues are currently under investigation.
