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The Multi-Agent Rotor-Router on the Ring:
A Deterministic Alternative to Parallel Random Walks∗
Ralf Klasing† Adrian Kosowski‡§ Dominik Pająk† Thomas Sauerwald ¶
Abstract
The rotor-router mechanism was introduced as a deterministic alternative to the random
walk in undirected graphs. In this model, an agent is initially placed at one of the nodes of the
graph. Each node maintains a cyclic ordering of its outgoing arcs, and during successive visits
of the agent, propagates it along arcs chosen according to this ordering in round-robin fashion.
The behavior of the rotor-router is fully deterministic but its performance characteristics (cover
time, return time) closely resemble the expected values of the corresponding parameters of the
random walk.
In this work we consider the setting in which multiple, indistinguishable agents are deployed
in parallel in the nodes of the graph, and move around the graph in synchronous rounds,
interacting with a single rotor-router system. We propose new techniques which allow us to
perform a theoretical analysis of the multi-agent rotor-router model, and to compare it to the
scenario of parallel independent random walks in a graph. Our main results concern the n-node
ring, and suggest a strong similarity between the performance characteristics of this deterministic
model and random walks.
We show that on the ring the rotor-router with k agents admits a cover time of between
Θ(n2/k2) in the best case and Θ(n2/ log k) in the worst case, depending on the initial locations
of the agents, and that both these bounds are tight. The corresponding expected value of cover
time for k random walks, depending on the initial locations of the walkers, is proven to belong
to a similar range, namely between Θ(n2/(k2/ log2 k)) and Θ(n2/ log k).
Finally, we study the limit behavior of the rotor-router system. We show that, once the rotor-
router system has stabilized, all the nodes of the ring are always visited by some agent every
Θ(n/k) steps, regardless of how the system was initialized. This asymptotic bound corresponds
to the expected time between successive visits to a node in the case of k random walks. All our
results hold up to a polynomially large number of agents (1 ≤ k < n1/11).
1 Introduction
The study of deterministic exploration strategies in agent-based models of computation is largely
inspired by considerations of random walk processes. For an undirected graph G = (V,E), explo-
ration with the random walk has many advantageous properties: the expected arrival time of the
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agent at the last unvisited node of the graph, known as the cover time C(G), can in general be
bounded as, e.g., C(G) ∈ O(D|E| log |V |), where D is the diameter of the graph. The random
walk also has the property that in the limit it visits all of the edges of the graph with the same
frequency, on average, traversing each once every |E| rounds. The rotor-router model, introduced
by Priezzhev et al. [17] and further popularised by James Propp, provides a mechanism for the envi-
ronment to control the movement of the agent deterministically, whilst retaining similar properties
of exploration as the random walk.
In the rotor-router model, the agent has no operational memory and the whole routing mecha-
nism is provided within the environment. The edges outgoing from each node v are arranged in a
fixed cyclic order known as a port ordering, which does not change during the exploration. Each
node v maintains a pointer which indicates the edge to be traversed by the agent during its next
visit to v. If the agent has not visited node v yet, then the pointer points to an arbitrary edge
adjacent to v. The next time when the agent enters node v, it is directed along the edge indicated
by the pointer, which is then advanced to the next edge in the cyclic order of the edges adjacent
to v.
The behavior of the rotor-router for a single agent is well understood. Yanovski et al. [21] showed
that, regardless of the initialization of the system, the agent stabilizes to a traversal of a directed
Eulerian cycle (containing all of the edges of the graph) within 2D|E| steps. A complementary
lower bound was provided by Bampas et al. [4], who showed that for any graph there exists an
initialization of the system for which covering all the nodes of the graph and entering the Eulerian
cycle takes Θ(D|E|) steps. Despite seemingly similar general-case bounds on the cover time for the
random walk and the rotor-router, there exist graphs for which these times differ. For example, for
the two-dimensional square grid the rotor-router covers all nodes in Θ(|V |3/2) rounds in the worst
case, while the cover time of the random walk is Θ(|V | log2 |V |).
Our work deals with the problem of exploring a graph with the multi-agent rotor-router, i.e., a
rotor-router system in which more than one agent are deployed in the same environment. Due to
the interaction of the agents, which move the same set of pointers at nodes, this can be seen as an
example of a deterministic interacting particle system. We compare our results with the so-called
parallel random walk, achieved by deploying independent agents performing random walks in a
graph independently and without any form of coordination. Recent work on the area of parallel
random walks [3, 11, 10, 19] contains a characterization of the improvement of the cover time due
to the deployment of k independent random walkers with respect to the case with a single walker.
It is shown in these works that the achieved speed-up depends on different parameters, such as the
mixing time [11] and edge expansion [19] of the graph. The speed-up may sometimes be as low as
Θ(log k) [3], and sometimes as high as exponential in terms of k [10]. For many classes of graphs
the speed-up is linear in terms of k (especially when k is small, k ∈ O(log n)).
1.1 Our results and organization of the paper
In this work, we perform a comparative case study of two seemingly different scenarios: determin-
istic exploration with interacting particles in the rotor-router model vs. randomized exploration
with non-interacting particles in the random walk, showing certain similarities between them.
We focus on two parameters of exploration. The first is the cover time, understood as the
time before each node of the graph is covered by at least one agent. The second is the return
time, i.e., the longest time during which some node remains unvisited in the limit, disregarding the
initialization phase of the rotor-router. (Note that the rotor-router, as a deterministic finite-state
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Table 1: The cover time of the multi-agent roter-router on the ring compared to multiple random
walks (for k < n1/11).
system, has to stabilize to a cyclic traversal of some set of configurations on the graph.) We present
our results taking into account different initial locations of the set of agents.
In Section 2, we formally describe the model of the rotor-router system, and introduce the tech-
niques used in the analysis of the multi-agent rotor-router system. The basic tool is applicable
to general graphs and gives us an algorithmic perspective for analysis of the rotor-router through
delayed deployments (Subsection 2.1), allowing the occasional stopping of some of the agents with-
out affecting asymptotic cover time. For the specific case of the rotor-router on the ring (cycle),
we describe states in the evolution of the system in which particular agents cover nearly disjoint,
dynamically changing parts of the graph, known as agent domains (Subsection 2.2). We also intro-
duce a continuous time approximation of the evolution of the system on the ring (Subsection 2.3),
which allows us to postulate an asymptotic description of the behavior of the agents on the ring.
Formal proofs of correctness are obtained through an analysis of the motion of agents within their
domains in delayed deployments of the rotor-router.
Our main results for the case when the explored graph is a ring are presented in Section 3 (cf.
Table 1 for an overview). We show that for a k-agent rotor-router system, the cover time is between
Θ(n2/k2) and Θ(n2/ log k), depending on the initial placement of the agents in the rotor-router.
The first bound is achieved, in particular, for agents distributed uniformly on the ring, while the
latter for agents initially located on the same node of the ring. The return times for the ring of the
k-agent rotor-router is determined in Section 4 as Θ(n/k).
We remark that for a single agent, the rotor-router on the ring deterministically achieves a cover
time of Θ(n2), which matches that of the random walk. As the number of agents k increases,
the speed-up of the rotor-router with respect to a single-agent system is seen from our results as
between Θ(log k) and Θ(k2), depending on the initialization. These results are comparable with
the corresponding speed-up of the random walk, which is between Θ(log k) and Θ(k2/ log2 k). The
speed-up in terms of return time is Θ(k), in both cases.
1.2 Related work
Deterministic graph exploration. Deterministic approaches which provide guarantees on worst-
case cover time even on unknown anonymous graphs are a tempting alternative to random walks.
However, their implementation proves complicated when considering anonymous networks, in which
the agent is not helped by the environment, and when located at a node, it has to decide on its
next move based only on its local state memory, the local port ordering at the node, and the port
by which it entered the current node. It is a well-established result that no memory-less agent
can explore all graphs deterministically; this impossibility result has also been extended to a finite
3
team of memory-less agents with extended capabilities in the so-called JAG (jumping automata on
graphs) model. Moreover, it has been shown [12] that an agent must be equipped with at least
|V | states (i.e., Ω(log |V |) bits of memory) to be able to explore all graphs with |V | nodes. On
the positive side, unknown anonymous graphs can be deterministically explored by following so
called universal traversal/exploration sequences. These exist for any number of nodes, and have
polynomial length [2]. Cover time obtained using such an approach is, however, usually by a fac-
tor of about |V |2 greater than the (expected) cover time of a corresponding random walk. It has
only been shown very recently in the seminal result [18] that such universal exploration sequences
can be constructed and followed using very small memory, and consequently, deterministic graph
exploration can be performed by an agent with only O(log n) bits of state memory. However, the
exploration time achieved by such a procedure may potentially be extremely long, expressed by a
polynomial with a high exponent.
By extending the capabilities of the agent and allowing it to interact with the environment, it is
possible to decrease the time of deterministic exploration without requiring the agent to use more
memory. Numerous models have been proposed which rely either on the existence of informative
labeling schemes in the network, or on the capability of the agent to leave pebbles on nodes, move
tokens, or write to so called “white-board” memory on nodes. The reader is referred to [14] for an
extensive survey.
An important line of research is devoted to equitable strategies, in which the environment at-
tempts to mimic the fairness properties of the random walk with respect to the use of edges. Two
such strategies, in which the agent is always directed to the least often used, or the longest unused,
from among the edges adjacent to the current node were studied in [7]. When considering fairness
of traversal of arcs of the graph (i.e., taking into account the direction of traversal), the strategy
which directs the agent along the outgoing edge which has not been used for the longest time is
precisely equivalent to the rotor-router model.
The rotor-router model. Studies of the rotor-router started with works of Wagner et al. [20]
who showed that in this model, starting from an arbitrary configuration (arbitrary cyclic orders of
edges, arbitrary initial values of the port pointers and an arbitrary starting node) the agent covers
all edges of the graph within O(|V ||E|) steps. Bhatt et al. [6] showed later that within O(|V ||E|)
steps the agent not only covers all edges but enters (establishes) an Eulerian cycle. More precisely,
after the initial stabilisation period of O(|V ||E|) steps, the agent keeps repeating the same Eulerian
cycle of the directed symmetric version ~G of graph ~G (see the model description for a definition).
Subsequently, Yanovski et al. [21] and Bampas et al. [4] showed that the Eulerian cycle is in the
worst case entered within Θ(D|E|) steps in a graph of diameter D. Considerations of specific graph
classes were performed in [13]. Robustness properties of the rotor-router were further studied in [5],
who considered the time required for the rotor-router to stabilize to a (new) Eulerian cycle after an
edge is added or removed from the graph. Regarding the terminology, we note that the rotor-router
model has also been referred to as the Propp machine [4] or Edge Ant Walk algorithm [20, 21], and
has also been described in [6] in terms of traversing a maze and marking edges with pebbles.
In the context of graph exploration, before this work, the only study of the multi-agent rotor-
router was performed by Yanovski et al. [21], who showed that adding a new agent to the system
cannot slow down exploration, and provided some experimental evidence showing a nearly-linear
speed-up of cover time with respect to the number of agents in practical scenarios. They also
show that the multi-agent rotor-router eventually visits all edges of the graph a similar number of
times. Beyond this, a characterization of the behavior of the k-agent rotor-router in general graphs
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remains an open question.
A variant of the multi-agent rotor-router mechanism has been extensively studied in a different
setting, in the context of balancing the workload in a network. The single agent is replaced with a
number of agents, referred to as tokens. Cooper and Spencer [8] study d-dimensional grid graphs
and show a constant bound on the difference between the number of tokens at a given node v
in the rotor-router model and the expected number of tokens at v in the random-walk model.
Subsequently Doerr and Friedrich [9] analyse in more detail the distribution of tokens in the rotor-
router mechanism on the 2-dimensional grid.
1.3 Model definition
Let G = (V,E) be an undirected connected graph with n nodes, m edges and diameter D. We
denote the neighborhood of a node v ∈ V by Γ(v). The directed graph ~G = (V, ~E) is the directed
symmetric version of G, where the set of arcs ~E = {(v, u), (u, v) : {v, u} ∈ E}.
We consider the rotor-router model (on graph G) with k ≥ 1 indistinguishable agents, which
run in rounds, synchronized by a global clock. In each round, each agent moves in discrete steps
from node to node along the arcs of graph ~G. A configuration at the current step is defined as a
triple ((ρv)v∈V , (πv)v∈V , {r1, . . . , rk}), where ρv is a cyclic order of the arcs (in graph ~G) outgoing
from node v, πv is an arc outgoing from node v, which is referred to as the (current) port pointer
at node v, and {r1, . . . , rk} is the (multi-)set of nodes currently containing an agent. For each node
v ∈ V , the cyclic order ρv of the arcs outgoing from v is fixed at the beginning of exploration and
does not change in any way from step to step (unless an edge is dynamically added or deleted as
discussed in the previous section). For an arc (v, u), let next(v, u) denote the arc next after arc
(v, u) in the cyclic order ρv.
The exploration starts from some initial configuration and then keeps running in all future
rounds, without ever terminating. During the current round, first each agent i is moved from node
ri traversing the arc πri , and then the port pointer πri at node ri is advanced to the next arc outgoing
from ri (that is, πri becomes next(πri)). This is performed sequentially for all k agents. Note that
the order in which agents are released within the same round is irrelevant from the perspective of
the system, since agents are indistinguishable. For example, if a node v contained two agents at
the start of a round, then it will send one of the agents along the arc πv, and the other along the
arc (v, next(πv)). In some considerations, we will also assign explicit labels {0, 1, . . . , deg(v)−1} to
the ports adjacent to v, in such a way that initially πv = 0, and next(v, i) = (v, (i+1) mod deg v).






, where ev is the total number of times agents exited node v until the
completion of the round and portu(v) denotes the label of the port leading from v to u.
In all our considerations, we will assume that the initialization of ports and pointers in the
system is performed by an adversary. In particular, when studying a best-case scenario of initial
agent locations, we assume that the ports and pointers have been set by the adversary so as to
maximize the studied parameter (e.g., cover time). For the case of the ring, there exists only one
cyclic permutation of the two neighbors of each node, hence only the initial pointer arrangement
(and not the configuration of ports) is relevant.
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2 Techniques for the Multi-agent Rotor-Router
2.1 Delayed deployments
In our work we will consider both the unmodified k-agent rotor-router system R[k] and its delayed
deployments, in which some agents may be stopped at a node, skipping their move for some number
of rounds. A delayed deployment D of k agents is formally defined as a function D : V × N → N,
where D(v, t) ≥ 0 represents the number of agents which are stopped in vertex v in round t
of the execution of the system. (The rotor-router system R[k] corresponds to the deployment
R[k](v, t) = 0, for all v and t). Delayed deployments may be conveniently viewed as algorithmic
procedures for delaying agents, and are introduced for purposes of analysis, only.
We will say that a node is visited by an agent in round t if the agent is located at this node at
the start of round t+1. Let nDv (t) denote the total number of visits of agents to node v during the
interval of rounds [1, t] for agents following some (possibly delayed) deployment D, and let C(D)
be the cover time of this deployment. The notation nDv (0) refers to the number of agents at a node
directly after initialization (at the start of round 1).
We start by showing that by delaying more agents in a deployment, one cannot increase the
number of visits to nodes at any time. We assume that all considered deployments start from the
same (arbitrarily chosen) initial configuration.
Lemma 2.1. Let D1 and D2 be two delayed deployments of the k-agent rotor-router system, such
that for all vertices v ∈ V and rounds t, D1(v, t) ≥ D2(v, t). Then, for all vertices v ∈ V and
rounds t, we have nD1v (t) ≤ nD2v (t).
Proof. For t = 0, the claim holds, since by definition:
nD1v (0) = n
D2
v (0) = n
R[k]
v (0), for all v ∈ V. (1)
Now, denote by eD1v (t) and e
D2
v (t) the total number of traversals of arcs outgoing from v during
the interval of rounds [1, t] for executions D1 and D2, respectively. For an arbitrary agent, the
difference between the number of times the agent leaves v in rounds [1, t + 1] and the number of
times it enters node v in rounds [0, t] is equal to either −1 or 0, depending on whether the agent is
delayed at v in round t+ 1 or not. Summing over all agents, we obtain:
eDiv (t+ 1) = n
Di
v (t)−Di(v, t+ 1), i ∈ {1, 2} (2)
The rest of the proof proceeds by induction on time t. Suppose that for some t > 1, nD1v (t− 1) ≤
nD2v (t− 1) holds for all v ∈ V . Then, we have from (2):
eD1v (t) +D1(v, t) ≤ eD2v (t) +D2(v, t)
and since D1(v, t) ≥ D2(v, t):
eD1v (t) ≤ eD2v (t), for all v ∈ V. (3)
Now, fix an arbitrary node u and observe that the number of visits to node u within the interval
[1, t + 1] is equal to the sum of the number of agents placed at u in round 1, and the number of
times an agent exited one of its neighbors v ∈ Γ(u) along an arc (v, u) in rounds [1, t]:











where we took into account that agents leaving a node v exit along the ports adjacent to v in
round-robin fashion. Combining expressions (1), (2), and (4) we obtain nD1u (t + 1) ≤ nD2u (t + 1).
Since u ∈ V was arbitrarily chosen, the inductive claim follows.
We remark that the above lemma immediately implies that n
R[k−1]
v (t) ≤ nR[k]v (t), since the
(k − 1)-agent rotor-router R[k − 1] is equivalent to a deployment of the k-agent rotor-router with
one agent permanently stopped. (This observation is due to [21].)
Lemma 2.2. Let D be a delayed deployment of the k-agent rotor-router system. Let T be any
fixed time round, and let τ be the number of rounds in the interval [1, T ] such that all the agents
are active in D, i.e., τ = |{t ∈ [1, T ] : ∀v∈V D(v, t) = 0}|. Then, for all vertices v, we have:
n
R[k]
v (τ) ≤ nDv (T ) ≤ n
R[k]
v (T ).
Proof. The right inequality follows directly from Lemma 2.1. To prove the left inequality, we rewrite
for round t ≥ 1 the sets of recurrence equations (2) and (4) on the number of visits and exits to








eDv (t) = n
D
v (t− 1)−D(v, t),










nDv (0) = n
R[k]
v (0), eDv (0) = 0.
Consider a function f : [1, τ ] → [1, T ], with f(i) being the i-th time round in which all agents are
active in delayed deployment D. Denote by F ⊆ [1, T ] the image of f . Taking into account that
D(v, t) = 0 for all t ∈ F and that the counters eDv and nDv are always non-decreasing in time, we
obtain the following set of inequalities by restricting evolution to moments of time t = f(i), with








eDv (f(i)) = n
D
v (f(i)− 1)−D(v, f(i)) ≥ nDv (f(i− 1))− 0 = nDv (f(i− 1)),

















nDv (f(0)) = n
R[k]
v (f(0)), eDv (f(0)) = 0,
where we put f(0) = 0 for convenience of notation. By comparing the above with the corresponding































v (0) = 0.
it follows by induction that nDv (f(i)) ≥ n
R[k]
v (i). Putting i = τ , we obtain the sought inequality
nDv (T ) ≥ n
R[k]
v (τ).
Observe that by the above lemma, we have that if node v is visited for the first time after T
rounds in a delayed deployment D, i.e., nDv (T ) = 0 and n
D
v (T + 1) = 1, then n
R[k]
v (τ) = 0 and
n
R[k]
v (T +1) ≥ 1. From this, we directly obtain the key lemma for the approach we use to analysing
the cover time of k-rotor-router systems in this paper.
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Lemma 2.3 (the slow-down lemma). Let R[k] be a k-rotor router system with an arbitrarily
chosen initialization, and let D be any delayed deployment of R[k]. Suppose that deployment D
covers all the vertices of the graph after T = C(D) rounds, and in at least τ of these rounds, all
agents were active in D. Then, the cover time C(R[k]) of the system can be bounded by:
τ ≤ C(R[k]) ≤ T.
If the deployment D is defined so that agents in D are delayed in at most a constant proportion
of the first C(D) rounds, then the above inequalities lead to an asymptotic bound on the value of
the undelayed rotor-router, C(R[k]) = Θ(C(D)). This is the case, e.g., in the proof of Theorem 3.2.
2.2 Agent domains on the ring
For a given (possibly delayed) deployment of the k-rotor-router system such that no two agents
ever occupy the same node at the same time, and a fixed round t, we consider the partition of the
node set into so called domains. We set V (t) = V0(t) ∪ V1(t) ∪ . . . ∪ Vk(t), where V0(t) denotes the
set of nodes which have not yet been visited until round t, and Vi(t), 1 ≤ i ≤ k, is the set of all
nodes such that the i-th agent was the last agent visiting the node until round t, inclusive. When
the considered graph is a ring, we have the following simple characterization of the structure of the
domains of particular agents in deployments in which agents never meet. We state the following
simple properties without proof.
Lemma 2.4. Consider a deployment in which no two agents ever meet at a node, and let vi(t) ∈
Vi(t) be the location of the i-th agent at a given round t, 1 ≤ i ≤ k. The following properties hold:
• Vi(t) induces a sub-path of the ring.
• The pointers of all nodes u ∈ Vi(t) point away from vi(t), i.e., not along the arc on the path
leading from u to vi(t) in Vi(t). In particular, if vi(t) is an end-point of the path induced by
Vi(t), then all the pointers of Vi(t) \ {vi(t)} point in the same direction.
• In each round, Vi(t) loses or gains at most one node at each end of the path. In particular,
|Vi(t+ 1)⊕ Vi(t)| ≤ 2.
The following three lemmas provide a partial characterization of the changes of size of domains
during the runtime of a deployment. We first define the borders and interiors of the domains. If
we consider the dynamics of the set of domains Vi(t) in time then we can observe that an agent
i making a cycle in his domain Vi will always capture one node of both the neighboring domains
i− 1 and i+1. Thus some nodes will frequently change their membership in domains. The goal of
defining borders and interiors is to obtain a more ”stable” process which will allow us to analyze
its behaviour in time. Borders are defined in a fixed moment in time Tbor and for any time moment
t > Tbor are defined recursively based on the positions of borders in step t − 1 and positions of
agents in step t.
Definition 2.1.
(1) For time Tbor border Bai,aa+1(Tbor) between agents ai and ai+1 is defined as a set of two nodes:
such a node from Vi(Tbor) that has a neighbor in Vi+1(Tbor) (since we work on ring and we
have more than 2 agents then there can be only one such node) and a node from Vi+1(Tbor)
that has a neighbor in Vi(Tbor).
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(2) For time t > Tbor
(i) If vi(t) ∈ Vi+1(t − 1) \ Bai,ai+1(t − 1) (i.e. ai captured a node v belonging in time t − 1
to the domain of ai+1 and node v was not an element of the border Bai,ai+1(t− 1)) then
the border Bai,ai+1(t) moves. It is reset according to the rule (1).
(ii) If vi+1(t) ∈ Vi(t − 1) \ Bai,ai+1(t − 1) then the border Bai,ai+1(t) moves in the opposite
direction. It is reset according to the rule (1).
(iii) If none of (i), (ii) happened in time t then the border does not move Bai,ai+1(t) =
Bai,ai+1(t− 1).
Borders are defined between consecutive domains. We have bordersBa1,a2(t), Ba2,a3(t), . . . Bak−1,ak(t).
If time Texp is a moment of exploration of the ring (i.e. V0(Texp) = ∅ and V0(t) 6= ∅ for all
t < Texp) then the border Bak,a1 between agent a1 and agent ak is defined as in 2.1(1). Thus
we have Bak,a1(t) = ∅ for t = Tbor, Tbor + 1, . . . , Texp − 1 and in step Texp Bak,a1 is defined
and from that moment of time on it can be moved according to Definition 2.1. Denote by
B(t) =
⋃k−1
i=1 Bai,ai+1(t) ∪Bak,a1(t) the set of all border nodes in step t.
We will say that agent visits the border Bai,ai+1(t) if it visits at least one of the nodes of the
border. We will say that if the rule (2)(i) from the definition 2.1 is applied then the border between
agents ai and ai+1 is moved by agent ai. Symmetrically if the rule (2)(ii) is applied then we say
that the border is moved by agent ai+1. In both cases the border is moved by two nodes. Observe
that border Bai,ai+1 can be moved by ai only if the agent visits it twice and between these two visits
there was no visit by ai+1. This observation will be used in the following analysis of the evolution
of the domains.
Definition 2.2. Define the interior Iai(t) of the domain of agent ai as the domain without border
nodes Iai(t) := Vi(t) \B(t) for i = 1, 2, . . . k.
Every domain Vi of an agent ai consists of an interior Iai and potentially left border Bai−1,ai
and right border Bai,ai+1 . Thus the difference between size of the domain and size of the interior
is at most 4.
Lemma 2.5. Assume that unexplored part of the ring V0 has negatively initialized pointers (i.e.
the first agent entering from a node u to a node v ∈ V0 will be sent back to u). If k ≥ 6 and at time
Tbor the interior of every domain has size at least 22k, then for any t such that Tbor ≤ t < Texp:
(1) if a, b, c are any three agents with consecutive domains (i.e. (a, b, c) = (ai, ai+1, ai+2) or
(a, b, c) = (ai+2, ai+1, ai) for any 1 ≤ i ≤ k − 2), if |Ia(t)| − 7 > |Ib(t)| and |Ib(t)| ≤ 2|Ic(t)|,
then in step t+ 1 the border Ba,b will not be moved by agent a,
(2) if (a, b) = (ak−1, ak) or (a, b) = (a2, a1) if |Ia(t)| − 7 > |Ib(t)|, then in step t + 1 the border
Ba,b will not be moved by agent a,
(3) the size of the interior of any domain is at least 11k.
Proof. We will prove this lemma by induction on time. First take time Tbor. In time Tbor + 1 no
border can move, because Tbor is the time of initialization of the borders and an agent has to visit
the border twice to move it.
We will prove three implications to prove the lemma. Fix any t > Tbor. Assume that conditions
(1), (2) are true for Tbor, Tbor + 1, . . . , t and initially every interior has size at least 22k. We want
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to prove that condition (3) is true for t + 1. We define for any t∗ ∈ [Tbor, t] a function imin(t∗) =
minα∈A{|Iα(t∗)|} and jα(t∗) = min{|Iα(t∗)|, 22k} for all α ∈ A. We want to show, that imin(t+1) ≥
11k.
Take any step t∗ ∈ [Tbor, t]. By the inductive claim imin(t∗) ≥ 11k thus if for some agents a,
b with adjacent domains ja(t
∗) − jb(t∗) ≥ 8, then |Ib(t∗)| < 22k − 8 ≤ 2|Ic(t∗)|, because by the
inductive claim |Ic(t∗)| ≥ 11k. Thus in step t∗ + 1 the border between a and b cannot move in the
direction of the smaller interior. If |ji(t∗) − ji+1(t∗)| = 7, then the border still can move in the
direction of the smaller interior thus the difference can increase up to 11. Since initially for every
α ∈ A, |Iα(Tbor)| ≥ 22k, then jα(Tbor) = 22k. Consider the configuration that yields the minimum
possible value of function jα for some agent α. The configuration is ja1(t
∗) = 22k, ja2(t
∗) =
22k − 11, . . . jak(t∗) = 11k + 11. It is true for any t∗ ∈ [Tbor, t+ 1]. Thus the minimum size of the
interior of any domain in step t+ 1 is at least 11k.
Now we will prove the second implication. Take any time step t ≥ Tbor. We want to prove, that
the condition (3) for Tbor, Tbor +1, . . . , t implies condition (1) for t. Assume, by contradiction, that
agent a moves the border between Bi in step t+1. So, in step t, agent a is located at the extremal
point of the border of domains a and b, having completed a cyclic exploration of its domain. Let us
denote the mentioned extremal point of border by vb. Let t
∗ < t be time step, when a previously
visited vb. If such t
∗ does not exist, then either a is making first cycle after domains were defined
or node vb was not visited by a in previous cycle. In both cases a cannot move the border in step
t + 1. Thus such t∗ exists. Note, that since in time t + 1 agent a moves the border then b had
not visited vb in time interval [t
∗ + 1, t]. It is however possible, that in time t∗ both a and b were
located in vb.
Consider what is the minimum time tb > t
∗ for agent b to arrive at the border Bai,ai+1 . Agent
b has to get to the border with c (in time |Ib(t∗)| or less) then it can move the border Bai+1,ai+2 at
most once which takes time 5 and then again |Ib(t∗)| to arrive at node vb. Thus tb ≤ t∗+2|Ib(t∗)|+6.
Since b had not arrived at vb until time t then tb > t and t− t∗ ≤ 2|Ib(t∗)|+ 5.
On the other hand agent a made a full cycle in the interval [t∗, t]. In this cycle a had to visit all
nodes from Ia(t) twice and both nodes from border Bai,ai+1 twice and at least one node from the
other border once. If i = 1 then there is no other border but then case agent a captures at least
one previously unexplored node. Thus t− t∗ ≥ 2|Ia(t)|+ 4.
We obtained lower and upper bound on t − t∗ but in the upper bound we have size of the
Ib in time t
∗. In the interval [t∗, t] agent c could capture some nodes of the interior of b. In
the following we want to bound the number of nodes that could be captured by c in the interval
[t∗, t]. We denote ic = mins∈[t∗,t]{|Ic(s)|} which is the minimum size of interior of domain of agent
c in time interval [t∗, t]. We will consider two cases. First assume, that ic > |Ib(t∗)|/3, thus
t− t∗ ≤ 2|Ib(t∗)|+5 ≤ 6ic +5 and c can make at most 3 complete cycles of its domain. Thus b can
lose at most 6 nodes to c in time interval [t∗, t], thus |Ib(t∗)| − 6 ≤ |Ib(t)|. We have,
t− t∗ ≤ 2|Ib(t∗)|+ 5 ≤ 2|Ib(t)|+ 17 ≤ 2|Ia(t)|+ 3 < t− t∗,
which leads to a contradiction.
Now consider case, when ic ≤ |Ib(t∗)|/3. This means that agent c during interval [t∗, t] increased
size of his interior from at most |Ib(t∗)|/3 to at least |Ib(t)|/2. To increase size of the interior from
ic to ic + 2 agent c has to make at least one full cycle of his interior and visit border twice thus
2ic + 4 steps are needed. Similarly to increase from ic to ic + 2δ, we need at least 2δ(ic + δ + 1).












steps are needed. Thus
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. On the other hand since t− t∗ ≤ 2|Ib(t∗)|+ 5. We also
assume in the condition (1) that |Ib(t)| ≤ 2|Ic(t)| We have
2|Ib(t∗)|+ 5 ≥ t− t∗
≥ 2


















= |Ic(t)|(|Ic(t)| − 2)/2− i2c/2− ic
≥ 16/33|Ic(t)|2 − i2c/2− ic
≥ 4/33|Ib(t)|2 − |Ib(t∗)|2/18− |Ib(t∗)|/3
Where we used the fact that |Ic(t)| ≥ 11k ≥ 66 thus 2 ≤ 1/33|Ic(t)|. Thus we have
|Ib(t∗)|2/6 + 7|Ib(t∗)|+ 15 ≥ 4/11|Ib(t)|2 (5)
Since a made one cycle in time [t∗, t] then all nodes that b lost during this interval were taken by
agent c. Thus agent c had to make at least 2ic(|Ib(t∗)| − |Ib(t)|) steps. Since, by the inductive
assumption ic ≥ 11k:
2|Ib(t∗)|+ 5 ≥ t− t∗ ≥ 2ic(|Ib(t∗)| − |Ib(t)|) ≥ 132(|Ib(t∗)| − |Ib(t)|),
Which gives us
132|Ib(t)|+ 5 ≥ 134|Ib(t∗)|. (6)
By combining inequalities 5 and 6 and the fact that |Ib(t∗)| ≥ 66 we obtain a contradiction. Thus the
second implication is also true. The third implication, that the condition (3) for Tbor, Tbor+1, . . . , t
implies condition (2) for t can be proven similarly as the second implication.
Now we will formulate an analogue of Lemma 2.5 for the case of t ≥ Texp.
Lemma 2.6. If k ≥ 6 and at time Tbor the interior of every domain has size at least 22k, then for
any t ≥ Texp:
(1) if a, b, c are any three agents with consecutive domains and if |Ia(t)|−7 > |Ib(t)| and |Ib(t)| ≤
2|Ic(t)|, then in step t+ 1 the border Ba,b will not be moved by agent a,
(2) the size of the interior of any domain is at least 11k.
Proof. Analogical to the proof of Lemma 2.5.
We now show two auxiliary lemmas which allow us to conclude that the sizes of all domains will
eventually even out in time.
Lemma 2.7. Assume that unexplored part of the ring V0 has negatively initialized pointers or is
empty. Let a and b be two agents with consecutive domains (i.e. (a, b) = (ai, ai+1) or (a, b) =
(ai+1, ai)). If k ≥ 6 and initially the interior of every domain has size at least 22k and |Ia(t)| >
1.1|Ib(t)|, then for any t ≥ Tbor, in step t+ 1 the border Ba,b will not be moved by agent a.
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Proof. Assume by contradiction, that agent a moves the borders in step t + 1. Let t∗ be the last
time step, when agent b visited its other border. Using the same argument as in the proof of
Lemma 2.5, we have 2|Ia(t)|+4 ≤ t− t∗ ≤ 2|Ib(t∗)|+5. It is possible, that |Ib(t∗)| > |Ib(t)| if b lost
some nodes during the time interval [t∗, t]. But this number of nodes is limited since the size of
every domain is at least 11k (by Lemmas 2.5,2.6). Thus agent b loses at most 2 nodes once every
22k time steps. Thus during 2|Ib(t∗)|+ 5 time steps, b lost at most 2|Ib(t
∗)|+5





















Since k ≥ 6, and |Ib(t)| ≥ 11k ≥ 66, then |Ib(t∗)| ≤ |Ib(t)|
(








t− t∗ ≤ 2|Ib(t∗)|+ 5 < 2.16|Ib(t)|+ 5 < 2.18|Ib(t)|+ 4 < 2|Ia(t)|+ 4 ≤ t− t∗.
And we obtain a contradiction.
Lemma 2.8. If |Ia(t∗)|−4 > |Ib(t∗)| holds for 2n2 consecutive time steps t∗ = t, t+1, t+2, . . . , t+
n2−1 for some t ≥ Tbor, then border between a and b will be moved by b at least once in the interval
[t, t+ 2n2 − 1].
Proof. Any full cycle of agent a takes at least 2|Ia(t∗)|. Any full cycle of b takes at most 2|Ib(t∗)|+6
(visiting the whole interior twice and both borders) time steps. Thus if 2|Ia(t∗)| > 2|Ib(t∗)| + 8,
then the cycle of b is shorter by at least two steps. Thus after a sufficiently large number of time
steps (after time at most 2n2), b will visit the border twice in some time interval [t1, t2] and a will
not visit the border in this time interval. Thus, b will move the border towards a and gain two
nodes.
From our considerations, we obtain the lemma which will prove crucial in characterizing the
limit behavior of the rotor-router on the ring.
Lemma 2.9 (agent domains). If at some time step t every domain has size at least 22k+2 and
k ≥ 5, then after a sufficiently large number of steps the interiors of adjacent domains will differ
by at most 7.
Proof. If domains have sizes at least 22k + 2 in step Tbor = t, then we can define interiors and
borders so that every interior has size at least 22k. We already know by Lemmas 2.5 2.6 that if
initially every interior has size at least 22k, then during the deployment every domain will have
size at least 11k. If a and b are neighbors and at time t∗ |Ia(t∗)| ≥ 2|Ib(t∗)|, then we will say that
there is a significant difference between a and b. If there is a significant difference between two
adjacent domains of a and b, then by Lemma 2.7, the border will never move towards the smaller
domain and by Lemma 2.8, the border will eventually move towards the bigger domain. Thus,
significant differences will eventually disappear. Now, if there is no significant difference between
any interiors of neighboring domains, then by Lemmas 2.5 2.6, the border can move in the wrong
direction (towards the smaller domain) only if the difference is at most 7. On the other hand, by
Lemma 2.8, if the difference is at least 4 for a sufficiently large number of consecutive time steps,
then the border will move towards the bigger domain. Thus, if the difference between the sizes of
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two adjacent interiors is at least 8, then the border cannot move in the wrong direction and will
eventually move in the correct direction. Thus, finally if the sizes of each domain are initially at
least 22k+2, then after some number of time steps, the interiors of adjacent domains will differ by
at most 7.
2.3 Continuous-time approximation
To provide an asymptotic description of the behavior of agent domains in time, we introduce the
continuous-time approximation of the agents’ behavior. This is useful under the assumption that
the sizes of all the domains are sufficiently large, i.e., that the change of size of Vi(t) in the number
of rounds of the order |Vi(t)| is negligible with respect to |Vi(t)|.
Suppose that the domains of the agents are ordered along the ring as V0(t), V1(t), . . . , Vk(t).
Assuming that only the i-th agent is moving, the agent will reach each of the endpoints of its
domain every 1/(2|Vi(t)|) rounds. Consequently, within T rounds, the agent enlarges its domain
by approximately T/(2|Vi(t)|) to the left, and T/(2|Vi(t)|) to the right, thus by about T/|Vi(t)| in
total. This movement is counteracted by the moves of the adjacent agents occupying domains Vi−1
and Vi+1. Consequently, we define the continuous-time approximation of the rotor-router through










, for 1 ≤ i ≤ k,
where νi(t) = |Vi(t)|, for all 1 ≤ i ≤ k. The interpretation of ν0(t) and νk+1(t) depends on whether
the whole ring has already been covered: if so, then νk+1(t) ≡ ν1(t) and ν0(t) ≡ νk(t); if not, i.e.,
if |V0(t)| > 0, then we put ν0(t) = νk+1(t) = +∞.
Whereas the above differential model provides the basic intuition for many of the proofs, the
main difficulty lies in taking into account the differences between the continuous-time model and
the real rotor-router. In particular, we have to consider the position of the agent within its domain,
the discrete changes of the domain size in time, and the initial pointer arrangement in the unvisited
part of the ring.
3 Cover Time of The Multi-agent Rotor Router on the Ring
3.1 Worst-case initial placement
The following lemma introduces a sequence {ai}k+1i=0 , useful in analyzing initial placements in which
all agents start from the same point of the ring. It corresponds to a normalized solution to the
continuous-time model of the rotor-router (i.e., ai(t) = νi(t)/
∑
j νj(t)), subject to the constraint
that the proportions of domain sizes do not change in time (i.e., dai(t)dt = 0), and specific boundary
conditions.
Lemma 3.1. For any k > 3 there exists a sequence of positive numbers (a0, a1, . . . , ak, ak+1) which
satisfies the following properties:
(1) a0 = +∞,




i=1 ai = 1,
(4) ai · a1 = 2ai −
1
ai−1
− 1ai+1 , for all 1 ≤ i ≤ k,
(5) 14(Hk+1) ≤ a1 ≤
1
Hk
, where Hk = 1 +
1
2 + . . .+
1
k denotes the k-th harmonic number,
(6) 14i(Hk+1) ≤ ai, for all 1 ≤ i ≤ k.
Proof. For a fixed c > 0, consider the recursively defined sequence {bi(c)}+∞i=0 : b0 = 0, b1 = c,
bi+1 = 2bi − bi−1 − 1bi , where we write bi ≡ bi(c) to simplify notation. Let di = bi − bi−1. Then,






























First, by a simple inductive argument we observe from the above that for sufficiently large values
of c = b1, arbitrarily many of the initial elements of sequences {bi(c)} and {di(c)} are positive.














From the relation di+1 > 0, we obtain Hi < c
2, so i < ec
2+1. This implies that by adjusting
c ∈ (0,+∞), we can arbitrarily choose the number of positive initial elements of sequence {di(c)}.
Taking into account that di(c), for any fixed index i, is a continuous function of the parameter c, by
the intermediate value theorem, there must exist a value of c such that dk+1(c) = 0, or equivalently,




Now, define ai ≡ 1/(cbi), for all 0 ≤ i ≤ k + 1. Such a sequence {ai} immediately satisfies




applying the replacement bi = 1/(cai) to the defining recursion of {bi}.
Condition (5) may be restated as Hk ≤ c2 ≤ 4(Hk + 1). We have already established that the
first of these relations holds, since otherwise we would have dk+1 < 0.
We will first show by induction that di > c− 2Hi−1c for all 1 ≤ i ≤ ec
2/4. Indeed, the claim holds


























cl − 2c (lHl − l)
.
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Since i < ec
2/4, then for any l < i we have:




































Thus k > e
c2
4
−1, and we have:
c2 ≤ 4(log k + 1) ≤ 4(Hk + 1).
Since bi ≤ ic then ai ≥ 1/(ic2) thus sequence {ai} satisfies condition (6).
We are now ready to analyse a specific initialization, for which the k-agent rotor-router covers
the ring particularly slowly.
Theorem 3.2. In the case when all the agents are initially placed at the same node v, a group of k
agents explores the ring of size n in time Θ( n
2
log k ) when k < n
1/11, when all pointers are initialized
along the shortest path to v.
Proof. Consider a scenario with K agents on an N -node ring. Since C(R[K − 1]) ≥ C(R[K]) ≥
C(R[K + 1]), and the cover time is also monotonous with respect to the size of the ring, without
affecting asymptotic bounds we can assume thatK is even anN is odd, i.e., K = 2k andN = 2n−1.
By induction, we can show that the number of agents at node v will be even at all times, and the
arrangement of pointers on the ring (except for node v) is symmetric with respect to the axis of
symmetry passing through v. Consequently, the cover time for the N -node ring with K agents is
asymptotically the same as the cover time of a n-node path with k agents, starting from an initial
placement of all agents on one of the end-points v of the path.
Let R[k] be this deployment on the path Pn. We now propose a delayed deployment D of R[k]
in which, starting from a certain moment in time, the domains of all agents are separate. Let the
domains be ordered along the path according to decreasing numbers, i.e., the agent with domain
Vk is the one located closest to the starting point v, while the agent with domain V1 is the furthest
from v, i.e., it is the only agent to explore previously unvisited nodes of the path. The goal of the
formalization below is to define the delayed deployment so that the ratios of domain sizes satisfy
|Vi| ∼ ai, for k ≥ i ≥ 1, throughout time.
We will identify the path Pn with the integer interval [1, n] (with v = 1), and domains with
subsets of this interval. For k ≥ i ≥ 1, let pi =
∑k
j=i ai. For a given value S, n ≥ S > 0, we will
call a configuration of agents and pointers on the path a desirable configuration of length S if it has
the following properties:
• The position of the i-th agent on the path is vi = ⌊piS⌋.
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• Each agent is at the right endpoint of its domain, i.e., Vk = [1, vk] and Vi = [vi+1 + 1, vi] for
k − 1 ≥ i ≥ 1.
• For all the nodes on the path (including those containing agents), except for node 1, the
pointer points to the left (towards node 1).
The evolution of the delayed deployment D is defined in two phases, as follows:
• Phase A. Form a desirable configuration with S0 = n√k log k . To achieve this, release the agents
one-by-one, starting from agent 1 to agent k, and perform exactly (⌊piS0⌋ − 1)2 moves with
each agent, so that each agent i occupies position ⌊piS0⌋ and all pointers on the path point
to the left.
• Phase B. For successive j = 0, 1, . . ., iterate the following procedure, until the path has
been covered. Starting from an initial desirable configuration of some length Sj , form a new




+ 12k as follows:





B2. Adjust the positions of the agents, so as to reach the desirable configuration of length
Sj+1. To achieve this, release the agents one-by-one, starting from agent 1 to agent k,
allowing each agent i to move until it has reached position ⌊piSj+1⌋.
We denote by T the cover time of deployment D, by A, the total number of rounds of Phase A, by
B1, the total total number of rounds of Phase B1, and by B2, the total number of rounds of Phase
B2. We also remark that during Phase B1 none of the agents is delayed, hence, by Lemma 2.3 we
have:
B1 ≤ C(R[k]) ≤ T = A+B1 +B2.
We begin by bounding time A. The agents are released sequentially in Phase A. The number of
rounds required for each agent to reach its position is less than n
2
k log k . Thus, A <
n2
log k .
We now proceed to Phase B (see Fig. 1 in the Appendix for an illustration). The size of the
















k3/2 log k (4 log k + 8)
⌋
≥ k9,
where the last inequality holds for k ≥ 106. Consider now the j-th step of the phase, starting
from length S = Sj , and the change of the configuration within part B1 of this step. The number
of rounds used in part B1 of the step is 2akSk
4. Let |Vi|j = ⌊piS⌋ − ⌊pi+1S⌋ ≥ aiS − 1 be the
size of the domain of the i-th agent at the beginning of the j-th step, and let |Vi|j + gi be its
size after completion of part B1 of this step. In order to increase the size of its domain, the i-th
agent needs to perform at least gi traversals of its domain (such that during these traversals the
size of this domain is at least |Vi|j), where a traversal is understood as starting and ending at the
right endpoint of the domain. These traversals require more than aiSgi rounds, whereas the total





, hence we obtain gi < 2k
4. Since the total size of
all domains is non-decreasing in time, it follows that
∑k
i=1 gi ≥ 0, and so:
−2k5 ≤ gi < 2k4.
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a2Sj+1a1Sj+1 a3Sj+1 akSj+1. . . 
Figure 1: An iteration of Phase B of delayed deployment D (proof of Theorem 3.2)
We now proceed to refine this bound on gi. Initially, the size of the i-th domain is between aiS− 1
and aiS + 1. Thus, for the i-th agent, the number of completed traversals ci of its domain during
the considered part B1 is:
2akSk
4




aiS − 1− 2k5
.
If the i-th node performed ci complete traversals, then it reached each of the boundaries of its
domain at lest ci times and one boundary could be reached ci + 1 times. Thus, considering the
change in size of domain gi during the traversals of agents i, i− 1 and i+ 1, we have:
2ci − ci−1 − ci+1 − 2 ≤ gi ≤ 2ci + 1− ci−1 − ci+1





aiS + 1 + 2k4
− 1
ai−1S − 1− 2k5
− 1
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≤ gi ≤ 2aiakk4a1 + 11 +
8
k





















4 − 11− 8/k) ≥ piS + pia1akk4a1 − 11k − 9 ≥
≥ ⌊piSj+1⌋ − 23k − 9 > ⌊piSj+1⌋ − 24k.
Now, consider the duration of the Phase B2. Each agent must adjust its position to the right, by a
distance of at most 24k. First, the right-most agent (agent 1) has to perform at most 24k traversals
of its domain. As a result, the size of the domain of the penultimate agent (agent 2) can decrease
by at most 24k, hence it must perform at most 24k + 24k = 48k traversals to reach its position at
the end of the step. In general, agent i has to perform at most 24ki ≤ 24k2 traversals of its domain.
The size of the i-th domain during Phase B2 is at most aiS + 2k
4 + 48k2. Thus, the duration of








24k2 < 24Sk2 + 48k7 + 1152k5.
Observe that the duration of part B1 of the step was 2akSk
4 ≥ 24k(Hk+1)Sk
4 > 24Sk2 for k > 103,
because ak ≥ 14k(Hk+1) from Lemma 3.1. Thus, overall we have that the execution of B1 dominates
the complexity of the algorithm, B1 ∈ Ω(B2) and B1 ∈ Ω(A). It follows that C(R[k]) = Θ(B1).
Now, in order to bound time B1, observe that the j-th step of Phase B results in the increase of
Sj , the number of already covered nodes, by Θ(k






steps. Since more than half of these steps are performed for n/2 < Sj < n, we obtain a
tight bound on the cover time B1 ∈ Θ(n
2
a1
). Noting that a1 = Θ(
1
Hk
) by Lemma 3.1, we eventually
obtain B1 ∈ Θ( n
2
log k ). Thus, C(R[k]) ∈ Θ( n
2
log k ).
We now show that the initialization considered above, with all agents starting from one node
and all ports pointing to the left, is indeed asymptotically the worst possible. The proof of this
theorem proceeds in two steps, first by considering agents starting from one node with an arbitrary
placement of pointers on the ring, and then by extending this result to the general case through
the application of delayed deployments.
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Lemma 3.3. In the case when all the agents are initially placed at the same node v, a group of k
agents explores the ring of size n in time O( n
2
log k ) when k < n
1/11, regardless of the initial placement
of pointers.
Proof. We extend the proof of the upper bound from Theorem 3.2 to different initializations of
pointers. We consider the case of the rotor-router deployment R[k] on the n-node path with all
agents initially positioned at the left endpoint of the path (but with arbitrary pointer initialization
along the path). As in the proof of Theorem 3.2, we consider a delayed deployment with similarly
defined Phases A and B, using the same set of desirable configurations of length Sj . Note that in
a desirable configuration, all the pointers along the path point to the left for all nodes which have
already been visited by an agent at least once. In Phase A, agents are released one-by-one, until
the i-th agent reaches position ⌊piS0⌋, after which the agent is stopped (this may happen after
a smaller number of steps than in the proof of Theorem 3.2). In the j-th step of Phase B, the
only difference concerns the definition of part B1, where we add the condition that, upon reaching
position ⌊piSj+1⌋ for the first time, the i-th agent stops and waits for the other agents to complete
part B1 of the step. By induction, one can show that for i > 1, agent i will only stop moving
in part B1 after agent i − 1 has stopped moving, and consequently, it may never happen that a
moving agent meets a stationary agent. The analysis of the time spent within parts A, B1 and B2
is performed as before, and we obtain C(R[k]) = A+B1 +B2 = O(
n2
log k ).
The analysis on the ring proceeds by a modification of the argument for a path, treating the
ring as two sub-paths connected at the common node 1. In Phase B, the deployments on both
sub-paths are synchronized so that the agents ak of the respective deployments arrive at node 1
simultaneously. If agent ak of one of the sub-paths, say the left one, arrives before the agent ak of the
right sub-path, then all the agents of the left sub-path are stopped at their current locations until
the other agent ak arrives at node 1. (Note that the two sub-paths do not have to be performing
the same step j of Phase B at the same time.) This transformation of the deployment on the path




Theorem 3.4. For any initialization of the k-agent rotor-router system on the ring, the cover time
is O( n
2
log k ), for k < n
1/11.
Proof. Let R[k] be a deployment of the rotor-router on the ring. Fix a subset P ⊂ V of P = k2/3
points on the ring which are evenly spaced, i.e., G[V \P ] is a set of disjoint paths of length at most
n/k2/3. Consider a delayed deployment of R[k], which begins with a Phase in which the agents of
R[k] are activated and moved one by one, stopping each agent as soon as it has reached a node
from P . Since the cover time of a path of length O(n/k2/3) for a single agent is O(n2/k4/3), the
duration of this Phase is at most O(n2/k1/3). After this initial phase, by the pigeon-hole principle,
there must exist a node v ∈ P which contains k′ ≥ k1/3 agents. We now continue the delayed
deployment by releasing k′′ = min{k1/3, n1/11} agents which are located at v, and permanently






rounds. By summing the duration of the two phases and using the










log k ), for k < n
1/11.
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3.2 Best-case initial placement
We start by proposing the initialization with agents equally spaced along the path as a candidate for





cover time. The proof is straightforward
in the case if we assume that the adversary initially directs all pointers towards the nearest agent,
so as to block it. However, the adversary may apply a different strategy, and there do indeed exist
port arrangements which deflect agents from some section of the ring, leading to a larger value of
cover time. In our proof we show such actions of the adversary do not affect the asymptotics of the
cover time.
Theorem 3.5. Consider an initialization of the rotor-router system on the ring with agents starting
on a set of points P = {p1, p2, . . . , pk}, such that G[V \ P ] is a set of paths of length at most n/k.





, regardless of the initial pointer
arrangement.
Proof. W.l.o.g, let 1 ≤ p1 < p2 < . . . < pk ≤ n. Given a fixed initial pointer arrangement,
let x ∈ [1, n] be the node which is visited last by the rotor-router. To prove the claim, by the
slow-down lemma, it suffices to construct a delayed deployment D of the rotor-router such that





rounds. We define deployment D as follows.
Initially, we release all agents simultaneously, so that each agent moves left while the pointer of
its current node points to the left, and stops as soon as it encounters a node whose pointer points
to the right. Let qi denote the position of the agent starting from pi after this phase is complete;
we have pi − n/k ≤ qi ≤ pi, hence the duration of this phase is at most n/k. We also have
|qi+1 − qi| ≤ 2⌈n/k⌉. After this initialization phase, the deployment proceeds in steps of duration
4⌈n/k⌉. The deployment is defined so that at the start of each step, agent i is located at point qi.
We describe the deployment through the following procedure, performed simultaneously by each
agent i. The agent moves (to the right), stopping when it has either reached point qi+1, or a node
whose pointer points to the left. It then waits until the end of the 2⌈n/k⌉-th round of the step to
synchronize with other agents, and then returns to node qi, where it waits until the end of the step.
We observe that in each step such that agent i does not reach qi+1, it reaches a node on the
path [qi, qi+1] which has not previously been visited by any agent. Suppose that i is such that
qi < x < qi+1. It follows that node x will be visited by agent i within |qi+1 − qi| ≤ 2⌈n/k⌉ steps.
Since the duration of each step is 4⌈n/k⌉, the second phase of the delayed deployment takes at most





rounds from the start of the process,
and the claim follows.






on cover time for all initializations. To do this, we introduce an auxiliary
notion of a good vertex for an initialization of the rotor-router. Such vertices are shown to always
exist (in fact, to be in the majority in the vertex set) and take a long time to cover, regardless of
the initial placement of agents.
Definition 3.1. For any placement of the k agents let S = {s1, s2, . . . , sk} be the k not necessarily
distinct starting vertices. We will consider the subset of good vertices of the cycle, defined as all
nodes v which satisfy the following two constraints:



















The following lemma concerning the relation between good vertices and the starting positions
of the agents, and proves useful in the analysis of the k-agent rotor-router, as well as the k-agent
random walk.
Lemma 3.6. For any initial placement S = {s1, s2, . . . , sk} of the k agents, there are at least
0.8n− o(n) good vertices.
Proof. Let V1 and V2 be the sets of vertices which satisfy constraints 1 and 2 above, respectively.
We first show that |V1| ≥ 0.9n− o(n). Consider an algorithm which starts from vertex 0 and scans
the cycle in the increasing order of vertex numbers, as follows:
1. v ← 0
2. B ← ∅
3. While (v < n− (n/10k)), repeat:
If v 6∈ V1, then:
(a) Let r be the smallest positive integer such that |[v, v + r(n/k)) ∩ S| > r.
(b) B ← B ∪ [v, v + r(n/10k))]
(c) v ← v + r(n/k)
else v ← v + 1.
By the construction of set B, each new interval of the form [v, v + r(n/10k)), of length r(n/10k)
which is added to it, contains more than r elements of set S. Consequently: |B∩S| > 10k|B|/n, so
|B| < 0.1n|S|/k = 0.1n. On the other hand, we observe that for v < n−(n/10k), v 6∈ B =⇒ v ∈ V1,
and so |V1| ≥ n−o(n)−|B| ≥ 0.9n−o(n). By a similar argument, we show that |V2| ≥ 0.9n−o(n).
From here, we obtain the sought bound on the number of good vertices: |V1∩V2| ≥ 0.8n−o(n).
Theorem 3.7. If n ≥ 440k2, then for any set of initial locations of k agents, there exists an initial






Proof. Without affecting the asymptotic claim, we assume k ≥ 5. Let S = {s1, s2, . . . , sk} be the
k not necessarily distinct starting vertices. Let ri be the number of vertices initially between si
and si+1, and rk be the number of vertices between sk and s1. Obviously
∑
i ri ≥ n − k. Thus
∑
{i:ri≥n−k2k }
ri ≥ n−k2 . If we take two middle quarters from each interval of length at least n−k2k
then totally we will obtain at least n−k4 nodes. Thus at least n/4 − o(n) nodes are at distance
at least n−k8k to the closest agent. If n ≥ 9k then n−k8k ≥ n9k . Thus by Lemma 3.6 there are at
least 0.05n− o(n) good nodes at distance at least n9k to the closest starting point of an agent. For
sufficiently large n such node will exist. We will call this node v. Now we will use Lemma 2.1
and construct a delayed deployment D1. We will block all but one or two agents to ensure that
each agent will have a domain of size at least n20k and at least
n
10k nodes will not be explored. We
initiate all pointers negatively – in each node the pointer points away from the closest agent. We
will describe the procedure in one direction. In the other direction procedure will be the same.
Firstly we release the closet agent at the left of v until it reaches the node at distance n20k from
v. Then we block the agent. Since the closest node to v is at distance at least n9k then after this
procedure in interval [v + n20k , v +
n
10k ] there will be only one agent. Then we take the next closest
agent at the left of v and release it until it reaches node v+ n10k . Again since v is a good node there
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will be only one agent in interval [v + n10k , v +
n
5k ]. Then for i-th closest agent at the left of v for
i ≥ 2 we release it until it reaches node v + (i− 1) n10k . It is possible, that the agent will go to the
other side of the ring. Then we block it at the node v+ n2 and continue procedure. We do the same
procedure to the left and right from v. We end up with some agents at node v + n2 . We release
them one-by-one. Assume that such agent a went to the left from v. We block him, when he is at
distance n10k from the last agent placed to the left of v. Now each agent has a domain of size at
least n20k . Now we release all agents simultaneously. By Lemmas 2.5 2.6 size of any domain will not
drop below Ω( n20k ). Assumptions of Lemmas 2.5 2.6 are satisfied, because
n
20k ≥ 22k + 2 and the
pointers are initialized negatively. We also have a group of n20k not explored nodes. Since this group























3.3 Comparison with the Random Walk
The question of the cover time of random walks starting from a worst-case initial placement has
already been resolved in the literature. On the one hand, it is known that the speed-up of cover
time for a k-agent random walk with respect to the single agent case is Ω(log k) for any graph
whose cover time is asymptotically equal to the maximum hitting time [3], regardless of the initial
placement of agents. Since this is clearly the case for the ring [1], we have that the cover time of
the k-agent random walk is O(n2/ log(k)). On the other hand, the adversary may choose to place
all agents at one node of the ring. Such an all-one-one initialization has a cover time of precisely
Θ(n2/ log(k)) [3]. Thus, the cover time for k random walks on the ring with worst-case initialization
is Θ(n2/ log(k)).
To establish an upper bound for the best-case scenario, we consider k random walks with initial
positions given with equal spacing, i.e., with offsets 0, n/k, 2(n/k), . . . , (k−1) (n/k) relative to some
node. (For simplicity, we assume here that k divides n.) The following lemma implies that in this
case the cover time is O((n/k)2).
Lemma 3.8. Let α ≥ 20, k ≥ 2 and let t := α2 · (n/k)2 · log2(k). Then, with probability at least
1− k1−α/20, k random walks starting from initial positions with equal spacing cover all the vertices
of the ring within t steps.
Proof. Recall that t = α2 · (n/k)2 · log2(k). Since the maximum hitting time of a single random
walk on a path with 15
√
t+ 1 nodes is at most 125 t (cf. [16]), we conclude from Markov’s inequality
that a single random walks on the ring with n vertices visits a vertex which is at least 15 ·
√
t to the
right of its starting vertex within t steps with probability at least 1/4. Note that for any vertex
u ∈ V = {0, . . . , n− 1}, there are at least x− 1 random walks with distance between (n/k) and at
most x · (n/k) to u. Putting x = 110 ·
√
t/(n/k) we obtain the following upper bound for the event



















Now note that if for any vertex u of the set S := {0, n/k, 2(n/k), . . . , (k − 1) (n/k)} there is a




traverses at least 15 ·
√
t steps to the right within the first t steps, then all vertices of the ring are
covered after t steps. Hence by taking the union bound over the set S we conclude that all vertices
of the ring are covered with probability at least
1− k · k−α/20 = 1− k1−α/20.
We now prove a corresponding lower bound on the cover time in the best-case scenario, showing
that the position with equal spacing is asymptotically the best possible. We first prove an auxiliary
result which relies on the notion of good vertices introduced in the previous subsection.
Lemma 3.9. Let t = 10−4 · (n/k)2 · log2(k), k = ω(1), and let u be any good vertex at distance at
least n10k from the starting points of all random walks. Then, with probability at least k
−1/2, u is
not covered after t steps by any of the k random walks.
Proof. Consider first a random walk with distance (n/k)/10 ≤ d ≤ 4 ·
√
t to u (recall that t =
10−4 · (n/k)2 · log2(k)). We are interested in the probability that the random walk reaches a point
with distance at least 4·
√







Once the random walk has distance 4 ·
√
t to u, the probability that it does not visit u within t
steps is at least 1/2 (this follows by using a standard Chernoff bound). Combining these insights,
we obtain that a random walk with distance d ≤ 4 ·
√
t does not visit the vertex u within t steps








Consider now all random walks with distance less than 4 ·
√
t. The number of these random walks
is 4 ·
√





























≥ 10−(1/25) log(k) · ((1/25) log(k))!
((1/25) log(k))(1/25) log(k)
≥ 10−(1/25) log(k) · e−(1/25) log(k),
where the last line follows from Stirling’s approximation, i.e., for any sufficiently large integer
m ∈ N, m! ≥ (m/e)m.
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For a random walk with distance d = c ·
√
t, c ≥ 4 to u, the probability to visit u is at most
e−c/2 by a Chernoff bound. Hence the probability that u is visited by none of the random walks
with distance at least 4 ·
√











































·∑∞j=1 e−2j ≥ 4−
log(k)
25 ,
where the third line used the fact that (1 − x)1/x ≥ 14 for x ≤ 1/2. Hence none of the k random
walks will visit u with probability at least
10−(1/25) log(k) · e−(1/25) log(k) · 4−
log(k)
25 ≥ k−1/2.
The lower bound on cover time is completed when we prove the existence of a good vertex
satisfying the conditions of Lemma 3.9. We do this taking into account Lemma 3.6.
Lemma 3.10. For arbitrary starting positions of k random walks, we need at least Ω((n/k)2 log2 k)
steps to visit all n vertices with probability at least 1/2.
Proof. Let S = {s1, s2, . . . , sk} be the k not necessarily distinct starting vertices. Fix t = 10−4 ·
(n/k)2 · log2(k). and 3.9. We define intervals Ii, 0 ≤ i < k/ log2 k, of the form Ii = [(i −
1)(n/k) log2 k, i(n/k) log2 k). The length of the union of all intervals with even indices is I =
⋃
0≤j<k/2 log2 k I2j , and |I| = 0.5n− o(n).
If F is the set of good vertices, then by Lemma 3.6, |F | ≥ 0.8n−o(n). LetH be the set of all nodes
at distance at least (n/k)/10 to node from S; we have |H| ≥ 0.8n. Thus |I ∩ F ∩H| ≥ 0.1n− o(n)
and |I ∩ F ∩H| ≥ 0.09n for sufficiently large n. Since each interval Ii is of length (n/k) log2 k, at
least 0.09k/ log2 k intervals with even indices must contain a good vertex satisfying assumptions of
lemma 3.9. We pick one such vertex from each interval. In this way, we obtain set S of 0.09k/ log2 k
vertices, at pairwise distances of at least (n/k) log2 k from each other.
We denote by Y the event that none of random walks reached a distance more than 40 ·
√
t log k
to its origin. We note that Pr [Y ] ≥ 1− k−40. We also denote by X the event, that every vertex in








event Y happened, then each vertex s ∈ S remains uncovered with probability at least k−1/2 and
these events are independent for different vertices in S. Hence







2(k) + k−40 ≤ 1/2
The last inequality holds for k > 1.
Now, the characterization of the cover time of k random walks in the best-case scenario follows
directly by Lemmas 3.8 and 3.10.
Theorem 3.11. The cover time of k random walks on the ring for best-case initial placement is
Θ((n/k)2 log2 k).
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4 Return Time of the Rotor-Router on the Ring
The considerations of the rotor-router in the previous section concerned the time required to cover
all nodes in the initialization phase. As a deterministic system with a finite number of states, the
rotor-router eventually reaches its limit behavior, cycling through a finite number of configurations.
In this section, we characterize this limit behavior of the rotor-router using the concept of return
time, i.e. the maximum over v ∈ V of the length of the longest time interval during which v is not
visited by any agent of the rotor-router system in its limit behavior. We show that this performance
parameter of the rotor-router on the ring achieves the best possible value of Θ(nk ), regardless of the
initial placement of the agents.




then after a sufficiently large number of time steps, the k-agent
rotor-router system will visit every node of the n vertex ring once every Θ(nk ) time steps.
Proof. In this proof we will make use of delayed deployments of agents. When analyzing delayed
deployments, we apply a different definition of a domain: for each agent ai, we define its domain
V (ai) as the union of the two maximal sub-paths of the ring adjacent to the location v(ai), consisting
only of nodes whose pointers point towards v(ai). Note that, once the whole ring has been explored,
for k > 1, this definition is equivalent to the definition of domains for the undelayed deployment
R[k], and is indistinguishable from the point of view of its future evolution in time. In particular,
all the lemmas from Section 2.2 hold unchanged.
We will denote the undelayed deployment by R[k] and a specific delayed deployment by D. The
considered deployment D consists of two phases. In the first phase, we selectively release (and
delay) agents until the whole ring has been covered, and each agent has a domain of size at least
22k + 2; details of the construction are provided later. In the second phase, we release all agents.





. Thus, in deployment






It remains to be shown that the same holds for the undelayed deployment R[k]. Let θ be the total
number of rounds during which not all agents are active in D. The construction of D will be such





. Now, let t be a time step such that after t every node is visited at least once every
cnk time steps by some agent following deployment D, for some constant c > 0. Take any t
∗ > t. We
have that in D, every node is visited at least once in the time interval
[
t∗, t∗ + cnk
]
. By Lemma 2.3
we have that for any v, n
R[k]












for any time t∗, some agent following R[k] visits v within the time interval [t∗ − θ, t∗ + cnk ], which











It remains to describe the construction for the first phase of deployment D to achieve domains






We proceed as follows. First, we release all agents until all nodes of the ring have been covered.
Next, we release agents one by one, progressing the agent until it has reached a point located a
distance of at least 44k+6 from the nearest agent. Since the longest sub-path consisting of agents,
which do not have a gap of length at least 2(44k + 6) + 1 between them, is 88k2 + 13k, and the
moving agent is equivalent to a single-agent rotor-router system, the agent will reach the endpoint
of such a sub-path (and complete its movements) within (88k2 + 13k)2 steps. In total, the moves
of all agents in this stage of the construction require O(k5) rounds. In the next stage, we deploy
the agents one by one, so that each agent is moved until it is located at a distance of precisely
22k + 2 from its location at the beginning of this stage. By a similar analysis, the duration of this
stage is O(k3). Note that during this stage no two agents meet or pass each other on an edge,
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and so each agent is adjacent to a path of length 22k + 2 with ports arranged towards its current
location. Hence, we have achieved |V (ai)| ≥ 22k+2 within a total of O(k5) steps, which is O(n/k)





No strong analogue of the above theorem holds for a system with k random walks. The only
property which can be bounded is the expected time between two successive visits to a node, which
is precisely equal to n/k on the ring (since the stationary distribution of each of the k walks is
uniform with probability 1/n on each node). However, the random variable which describes the
expected time between successive visits to a node has high variance.
5 Conclusions
We have shown that the muliti-agent rotor-router and the parallel random walk have similar speed-
up characteristics w.r.t. the number of deployed agents, at least in terms of cover time and return
time on the ring. It is interesting to note that the worst-case speed-up on the ring is Θ(log k)
for both the k-agent random walk and the k-agent rotor-router, even though this speed up has a
different explanation in both cases. For the random walk, it is a consequence of the properties of
probability distributions of independent Markovian processes, while for the rotor-router, it results
directly from the interactions between different agents and the pointers in the graph. On the
other hand, the best-case speed-up of Θ( k
2
log2 k
) for the random walk takes into account a poly-
logarithmic factor which results from the probabilistic nature of the walk, whereas the speed-up
for the rotor-router is simply Θ(k2).
Our work may also be seen as a step in the direction of understanding and characterizing the
behavior of the multi-agent rotor-router in graphs different from the ring. Some of the techniques
developed in this paper, in particular analysis based on delayed deployments, are also applicable
in the general case.
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