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CRITÈRE POUR L'INTÉGRALITÉ DES COEFFICIENTS DE TAYLOR DES
APPLICATIONS MIROIR
E. DELAYGUE
Résumé. Nous donnons une ondition néessaire et susante pour que les oeients de Taylor
de séries de la forme q(z) := z exp(G(z)/F (z)) soient entiers, où F (z) et G(z) + log(z)F (z) sont
des solutions partiulières de ertaines équations diérentielles hypergéométriques généralisées. Ce
ritère est basé sur les propriétés analytiques de l'appliation de Landau (lassiquement assoiée
aux suites de quotients de fatorielles) et il généralise les résultats de Krattenthaler-Rivoal dans
On the integrality of the Taylor oeients of mirror maps, Duke Math. J. à paraître. Pour démon-
trer e ritère, nous généralisons entre autres un théorème de Dwork onernant les ongruenes
formelles entre séries formelles dans On p-adi dierential equations IV : generalized hypergeome-
tri funtions as p-adi funtions in one variable, Annales sientiques de l'E.N.S., e dernier ne
susant pas dans notre as.
1. Introdution
1.1. Appliations miroir. Les appliations miroir sont des séries entières z(q) inverses pour la
omposition de séries entières q(z) := z exp(G(z)/F (z)), où F (z) et G(z) + log(z)F (z) sont des
solutions partiulières de ertaines équations diérentielles hypergéométriques généralisées. Elles
dépendent de nombreux paramètres et, dans les as les plus simples, elles s'identient à des formes
modulaires lassiques dénies sur diérents sous-groupes de ongruene de SL2(Z). Ces dernières
apparaissant naturellement dans la théorie de Shwarz des fontions hypergéométriques de Gauss
(voir [12℄). Les appliations miroir ont onnu un regain d'intérêt à la n des années 1980, à la
suite de travaux en théorie des ordes qui ont amené des physiiens à étudier des Calabi-Yau
threefolds et à onstruire leur variété miroir. En partiulier, ette onstrution est assoiée à une
appliation miroir dont les oeients de Taylor permettent dans ertains as de ompter les
ourbes rationnelles sur les Calabi-Yau threefolds (voir [1℄ par exemple).
Sur de nombreux exemples en symétrie miroir, il a été observé que les oeients de Taylor des
appliations miroir assoiées sont entiers. Cette observation a été démontrée dans de nombreux
as (voir un peu plus bas dans l'introdution) et le sujet de et artile est la démonstration d'un
ritère d'intégralité des oeients de Taylor des appliations miroir issues de ertaines équations
diérentielles hypergéométriques généralisées. Ces équations s'interprètent souvent omme des
équations de Piard-Fuhs de familles à un paramètre d'intersetions omplètes de Calabi-Yau
dans des espaes projetifs à poids (voir [1℄). Dans les as où les appliations miroir sont des formes
modulaires lassiques, l'intégralité de leurs oeients de Taylor est onséquene des théorèmes de
struture lassiques des algèbres de formes modulaires. Néanmoins, dans le adre plus général de
et artile, la modularité au sens usuel disparaît et on doit faire appel à des tehniques diérentes
pour aborder es problèmes d'intégralité.
Dans la suite, si e := (e1, . . . , eq1) et f := (f1, . . . , fq2) sont deux suites d'entiers positifs, on note
|e| :=
∑q1
i=1 ei, |f | :=
∑q2
j=1 fj et Q(e,f )(n) :=
(e1n)!···(eq1n)!
(f1n)!···(fq2n)!
, où n ≥ 0. On dénit les séries entières
F(e,f )(z) :=
∞∑
n=0
(e1n)! · · · (eq1n)!
(f1n)! · · · (fq2n)!
zn
1
et
G(e,f )(z) :=
∞∑
n=1
(e1n)! · · · (eq1n)!
(f1n)! · · · (fq2n)!
(
q1∑
i=1
eiHein −
q2∑
j=1
fjHfjn
)
zn, (1.1)
où Hn :=
∑n
i=1
1
i
est le n-ième nombre harmonique. La série F(e,f )(z) est une série hypergéomé-
trique généralisée (
1
) et est don solution d'une équation diérentielle fuhsienne. Dans ertains
as que l'on étudiera (voir la n du paragraphe 6.2), on obtient, via la méthode de Frobenius
(voir [12℄), une base des solutions de ette équation diérentielle ave au plus des singularités
logarithmiques à l'origine, dont F(e,f )(z) et G(e,f )(z) + log(z)F(e,f )(z).
Dans le ontexte de la symétrie miroir, la fontion q(e,f )(z) := z exp(G(e,f )(z)/F(e,f )(z)) est une
oordonnée anonique et son inverse pour la omposition z(q) est une appliation miroir. Le but
de et artile est d'établir une ondition néessaire et susante pour l'intégralité des oeients
des appliations miroir z(q), 'est-à-dire de déterminer sous quelles onditions on a z(q) ∈ Z[[q]].
Dans le ontexte de théorie des nombres de et artile, l'appliation miroir z(q) et la oordonnée
anonique orrespondante q(z) jouent exatement le même rle ar q(z) ∈ zZ[[z]] si et seulement
si z(q) ∈ qZ[[q]] (voir [9, Introdution℄). On formulera don le ritère pour q(z) uniquement mais
il vaut aussi pour z(q).
1.2. Énoné du ritère. Avant d'énoner le ritère d'intégralité des oeients de Taylor de
q(z), nous rappelons la dénition de l'appliation de Landau assoiée à un quotient de fatorielles.
Étant données e := (e1, . . . , eq1) et f := (f1, . . . , fq2) deux suites d'entiers positifs, on note ∆(e,f )
la fontion de Landau assoiée à Q(e,f ) dénie, pour tout x ∈ R, par
∆(e,f )(x) :=
q1∑
i=1
⌊eix⌋ −
q2∑
j=1
⌊fjx⌋,
où ⌊ . ⌋ désigne la fontion partie entière. La fontion ∆(e,f ) est onstante par moreaux. No-
tons M(e,f ) := max{e1, . . . , eq1, f1, . . . , fq2}. La fontion ∆(e,f ) est nulle sur [0, 1/M(e,f )[ ar 0 ≤
ei/M(e,f ) ≤ 1 et 0 ≤ fj/M(e,f ) ≤ 1. La proposition suivante montre que la fontion de Landau
permet de aratériser les suites e et f telles que, pour tout n ∈ N, Q(e,f )(n) est entier.
Critère de Landau (Landau, Bober). Soit e et f deux suites d'entiers stritement positifs dis-
jointes. On a la dihotomie suivante.
(i) Si, pour tout x ∈ [0, 1], on a ∆(e,f )(x) ≥ 0, alors, pour tout n ∈ N, on a Q(e,f )(n) ∈ N.
(ii) S'il existe un x ∈ [0, 1] tel que ∆(e,f )(x) ≤ −1, alors il n'existe qu'un nombre ni de nombres
premiers p tels que tous les termes de la suite Q(e,f ) soient dans Zp.
Remarque. Le point (i) est dû à Landau qui énone une ondition néessaire et susante dans [6℄,
et le point (ii) est dû à Bober (voir [2℄).
Dans la littérature, on peut distinguer trois résultats établissant l'intégralité des oeients de
Taylor d'appliations miroir appartenant à des ensembles de plus en plus grand.
Le premier résultat a été démontré par Lian et Yau dans [8℄, dans le as où Q(e,f )(n) =
(pn)!
(n!)p
,
où p est un nombre premier.
Ce résultat a été généralisé par Zudilin dans [13℄. Soit N ∈ N et N = pa11 . . . p
aℓ
ℓ sa déom-
position en fateurs premiers. On note AN et BN les multi-ensembles (
2
) dénis par AN :=
{N, N
pj1pj2
, N
pj1pj2pj3pj4
, . . .}1≤j1<j2<···≤ℓ etBN := {1, . . . , 1,
N
pj1
, N
pj1pj2pj3
, . . .}1≤j1<j2<···≤ℓ, ave un nom-
bre de 1 dans Bn égal à ϕ(N), où ϕ est la fontion indiatrie d'Euler. Zudilin a montré que si e
1
On aratérisera dans la proposition 2 de la partie 6 les fontions hypergéométriques généralisées dont les
oeients peuvent se mettre sous forme de fatorielles.
2
Un multi-ensemble est un ensemble dans lequel on autorise les répétitions des éléments.
2
est une suite onstituée des éléments du multi-ensemble
⋃k
i=1ANi et si f est une suite onstituée
des éléments du multi-ensemble
⋃k
i=1BNi, où les Ni sont des entiers stritement positifs ayant le
même ensemble de diviseurs premiers, alors l'appliation miroir assoiée à (e, f ) a tous ses oef-
ients de Taylor entiers (
3
). Par exemple, on peut appliquer le théorème de Zudilin aux suites
Q(e,f )(n) =
(4n)!
(2n)!(n!)2
et Q(e,f )(n) =
(6n)!
(3n)!(2n)!n!
, respetivement attahées aux hoix des paramètres
k = 1, N1 = 4 et k = 1, N1 = 6.
Enn, Krattenthaler et Rivoal ont démontré la onjeture de Zudilin (voir [13, p. 605℄).
Théorème (Krattenthaler-Rivoal, [5℄). Soit k ∈ N, k ≥ 1, et N1, . . . , Nk des entiers stritement
positifs. Soit e la suite onstituée des éléments du multi-ensemble
⋃k
i=1ANi et f la suite onstituée
des éléments du multi-ensemble
⋃k
i=1BNi. Alors l'appliation miroir assoiée à (e, f ) a tous ses
oeients entiers.
Il s'avère que le as traité par Krattenthaler et Rivoal orrespond exatement aux quotients
de fatorielles dont l'appliation de Landau assoiée est roissante sur [0, 1[ (4). On peut don
reformuler e théorème en portant les onditions sur la fontion ∆(e,f ).
Théorème bis (Krattenthaler-Rivoal, [5℄). Soit e et f deux suites d'entiers stritement positifs
disjointes vériant |e| = |f |. Si ∆(e,f ) est roissante sur [0, 1[, alors q(e,f ) ∈ zZ[[z]].
Remarque. La roissane de ∆(e,f ) sur [0, 1[ implique sa positivité sur [0, 1] et don, d'après le
ritère de Landau, la suite Q(e,f ) est à termes entiers.
Le but de et artile est de démontrer le théorème suivant, qui aratérise omplètement les
appliations miroir d'origine hypergéométrique (sous forme fatorielle) ayant tous leur oeients
de Taylor entiers. Il ontient les résultats des auteurs préédents.
Théorème 1. Soit e et f deux suites d'entiers stritement positifs disjointes, vériant |e| = |f |
et telles que Q(e,f ) soit une suite à termes entiers (e qui équivaut à ∆(e,f ) ≥ 0 sur [0, 1]). On a
alors la dihotomie suivante.
(i) Si, pour tout x ∈ [1/M(e,f ), 1[, on a ∆(e,f )(x) ≥ 1, alors q(e,f )(z) ∈ zZ[[z]].
(ii) S'il existe un x ∈ [1/M(e,f ), 1[ tel que ∆(e,f )(x) = 0, alors il n'existe qu'un nombre ni de
nombres premiers p tels que q(e,f )(z) ∈ zZp[[z]].
Nous allons maintenant énoner un ritère pour l'intégralité des appliations de type miroir
qL,(e,f ) dénies, pour tout entier L ≥ 1, par qL,(e,f ) := exp(GL,(e,f )(z)/F(e,f )(z)), où GL,(e,f ) est la
série formelle
GL,(e,f )(z) :=
∞∑
n=1
(e1n)! · · · (eq1n)!
(f1n)! · · · (fq2n)!
HLnz
n. (1.2)
On a qL,(e,f )(z) ∈ 1 + zQ[[z]] et z
−1q(e,f )(z) = (
∏q1
i=1 q
ei
ei,(e,f )
(z))/(
∏q2
j=1 q
fj
fj ,(e,f )
(z)), de sorte que si,
pour tout L ∈ {1, . . . ,M(e,f )}, on a qL,(e,f ) ∈ Z[[z]], alors on a q(e,f ) ∈ zZ[[z]]. Ainsi, le point (i)
du théorème 2 implique le point (i) du théorème 1.
Théorème 2. Soit e et f deux suites d'entiers stritement positifs disjointes, vériant |e| = |f |
et telles que Q(e,f ) soit une suite à termes entiers (e qui équivaut à ∆(e,f ) ≥ 0 sur [0, 1]). On a
alors la dihotomie suivante.
(i) Si, pour tout x ∈ [1/M(e,f ), 1[, on a ∆(e,f )(x) ≥ 1, alors, pour tout L ∈ {1, . . . ,M(e,f )}, on a
qL,(e,f )(z) ∈ Z[[z]].
3
Le as traité par Lian et Yau orrespond au hoix des paramètres k = 1 et N1 = p ave p premier.
4
Voir la n de la partie 6.2 pour une expliation détaillée.
3
(ii) S'il existe un x ∈ [1/M(e,f ), 1[ tel que ∆(e,f )(x) = 0, alors, pour tout L ∈ {1, . . . ,M(e,f )}, il
n'existe qu'un nombre ni de nombres premiers p tels que qL,(e,f )(z) ∈ Zp[[z]].
Remarques.  On remarquera l'analogie entre le ritère de Landau et les théorèmes 1 et 2.
 Montrer le as (i) du théorème 1 revient à montrer que la onlusion du théorème bis perdure
lorsque ∆(e,f ) n'est pas forément roissante sur [0, 1[ mais lorsque l'on a la ondition plus
faible ∆(e,f ) ≥ 1 sur [1/M(e,f ), 1[. Un exemple d'une telle fontion ∆(e,f ) est donné par les
suites e = (3, 3) et f = (2, 1, 1, 1, 1).
 Le théorème 2 est une généralisation du théorème 1 de [5℄.
 Si la suite Q(e,f ) est à termes entiers alors, d'après le ritère de Landau, ∆(e,f ) est positive sur
[0, 1]. Ainsi, s'il existe un x ∈ [1/M(e,f ), 1[ tel que ∆(e,f )(x) < 1, alors on a ∆(e,f )(x) = 0. Ce
qui justie les dihotomies annonées dans les théorèmes 1 et 2.
 Nous verrons en n de partie 6.2 que M(e,f ) est en fait le terme maximal de la suite e et on a
M(e,f ) ≥ 2.
1.3. Trame de la démonstration des théorèmes 1 et 2. Dans la partie 2, on énone et
démontre notre théorème 3, qui généralise un ritère de ongruenes formelles de Dwork. Ce dernier
était ruial pour les résultats de Lian-Yau, Zudilin et Krattenthaler-Rivoal. Le théorème 3 est au
oeur de la preuve des théorèmes 1 et 2 puisque l'on montre dans la partie 4.1 que le ritère de
Dwork ne sut pas pour démontrer le point (i) du théorème 2.
Dans la partie 3, on ramène les théorèmes 1 et 2 à la preuve d'un énoné p-adique.
La partie 4 est onsarée à la preuve de l'assertion (i) du théorème 2, e qui est de loin la partie
la plus longue et la plus tehnique de l'artile. On doit en partiulier démontrer un ertain nombre
d'estimations p-adiques nes an d'être en position d'appliquer le théorème 3.
Dans la partie 5, on démontre les assertions (ii) des théorèmes 1 et 2 qui déoulent assez vite
de la reformulation de es théorèmes établie dans la partie 3.
On nit, dans la partie 6, par aratériser les fontions hypergéométriques généralisées dont les
oeients peuvent se mettre sous forme de fatorielles et on dérit les sauts des appliations de
Landau sur [0, 1].
2. Congruenes formelles
La preuve de l'assertion (i) du théorème 2 est basée essentiellement sur la généralisation suivante
du théorème de Dwork [3, Theorem 1, p. 296℄. Soit p un nombre premier. On note Ω le omplété
de la lture algébrique de Qp et O l'anneau des entiers de Ω.
Théorème 3. Fixons un premier p. Soit (Ar)r≥0 une suite d'appliations de N dans Ω \ {0} et
(gr)r≥0 une suite d'appliations de N dans O \ {0} telles que, pour tout r ≥ 0, on ait
(i) |Ar(0)|p = 1 ;
(ii) pour tout m ∈ N, on a Ar(m) ∈ gr(m)O ;
et telles qu'il existe un k0 ∈ N tel que
(iii) pour tout m ∈ N et tout r ≥ 0,
si vp(m) ≥ k0 alors, pour tout v, u et s dans N tels que v < p, u < p
s
, on a
Ar(v + up+mp
s+1)
Ar(v + up)
−
Ar+1(u+mp
s)
Ar+1(u)
∈ ps+k0+1
gr+s+1(m)
gr(v + up)
O;
si vp(m) ≤ k0 − 1, alors
Ar(mp)
Ar(0)
− Ar+1(m)
Ar+1(0)
∈ pvp(m)+1gr+1(m)O;
(iv) pour tout k ∈ {1, . . . , k0}, tout v ∈ {1, . . . , p − 1}, tout m ∈ N et tout r ≥ 0, on a
gr(v +mp
k) ∈ pkgr(mp
k)O et gr(mp
k) ∈ gr+k(m)O.
4
Alors, pour tout a ∈ {0, . . . , p− 1}, tout m et s dans N, tout r ≥ 0 et tout K ∈ Z, on a
Sr(a,K, s, p,m) :=
(m+1)ps−1∑
j=mps
(Ar(a+ p(K − j))Ar+1(j)−Ar+1(K − j)Ar(a + jp)) ∈ p
s+1
gs+r+1(m)O,
où l'on pose, pour tout r ≥ 0, Ar(ℓ) = 0 si ℓ < 0.
Remarques.  Le théorème de Dwork orrespond au as où k0 = 0, auquel as la ondition (iii)
est identique à la ondition (iii) du ritère de Dwork et la ondition (iv) est vide. La preuve
pour k0 ≥ 1 est très diérente de elle donnée par Dwork pour k0 = 0.
 On peut trouver une généralisation diérente du ritère de Dwork dans [10℄. Cette générali-
sation ne semble pas adaptée à notre situation.
 Les fontions Ar et gr peuvent dépendre de p. On utilisera ette souplesse.
Dans la suite, si k0 est un entier naturel, on appellera k0-ouple de Dwork tout ouple de suites
((Ar)r≥0, (gr)r≥0) où les Ar sont des appliations de N dans Ω \ {0}, les gr sont des appliations
de N dans O\{0}, telles que, pour tout r ≥ 0, Ar et gr vérient les onditions (i),(ii),(iii) et (iv)
du théorème 3.
Le but de la n de ette partie est de démontrer le théorème 3. Pour ela, on va avoir besoin
d'un ertain nombre de résultats intermédiaires.
2.1. Lemmes préparatoires. On énone et démontre trois lemmes.
Lemme 1. Soit (gr)r≥0 une suite d'appliations de N dans O \ {0} telle qu'il existe un entier
naturel k0 ≥ 1 tel que
(IV ) pour tout k ∈ {1, . . . , k0}, tout v ∈ {1, . . . , p − 1}, tout m ∈ N et tout r ≥ 0, on a
gr(v +mp
k) ∈ pkgr(mp
k)O et gr(mp
k) ∈ gr+k(m)O.
Alors, pour tout w ∈ N, w ≥ 1, et tout r ≥ 0, on a gr(w) ∈ p
k0O.
Remarque.  La ondition (IV ) du lemme 1 est la ondition (iv) du théorème 3.
 La ondition w 6= 0 est essentielle ar, pour w = 0, l'hypothèse (IV ) ne donne pas mieux que
gr(0) ∈ O \ {0}.
Démonstration. On érit w :=
∑N
ℓ=0wℓp
ℓ
le développement p-adique de w, où wN 6= 0. On va
raisonner par réurrene sur N .
 Supposons N = 0.
Dans e as, on a w = w0 ∈ {1, . . . , p− 1}. En appliquant (IV ) ave v = w, k = k0 et m = 0, on
obtient bien gr(w) ∈ p
k0
gr(0)O ⊂ p
k0O.
 Supposons N ≥ 1.
Soit η le plus petit entier naturel tel que wη 6= 0. Si η = 0, alors w0 ≥ 1 don, d'après (IV )
appliquée en v = w0, k = 1 et m =
∑N−1
ℓ=0 wℓ+1p
ℓ
, on obtient gr(w) ∈ pgr(mp)O ⊂ pgr+1(m)O.
On a m ≥ wNp
N−1 > 0. Ainsi, par hypothèse de réurrene, on a gr+1(m) ∈ p
k0O, d'où le résultat.
Si η ≥ 1, alors w = p
∑N−1
ℓ=0 wℓ+1p
ℓ
. D'après (IV ) appliquée en k = 1 et m =
∑N−1
ℓ=0 wℓ+1p
ℓ > 0,
on obtient gr(w) = gr(mp) ∈ gr+1(m)O et on onlut par l'hypothèse de réurrene. Cei ahève
la preuve du lemme. 
Lemme 2. Soit ((Ar)r≥0, (gr)r≥0) un k0-ouple de Dwork ave k0 ≥ 1. Alors, pour tout k ∈
{0, . . . , k0}, tout a ∈ {0, . . . , p−1}, toutm ∈ N, tout K ∈ Z et tout r ≥ 0, on a Sr(a,K, 0, p,mp
k) ∈
pk+1gr+1(mp
k)O.
5
Démonstration. Soit k ∈ {0, . . . , k0}, a ∈ {0, . . . , p− 1}, m ∈ N, K ∈ Z et r ≥ 0. On a
Sr(a,K, 0, p,mp
k) = Ar(a+ p(K −mp
k))Ar+1(mp
k)−Ar+1(K −mp
k)Ar(a+mp
k+1).
Si K−mpk < 0 alors Sr(a,K, 0, p,mp
k) = 0 et le lemme 2 est trivialement vrai. On suppose don
K −mpk ≥ 0 dans la suite de la démonstration. On va distinguer plusieurs as.
 Supposons a 6= 0 et k ≤ k0 − 1.
D'après (ii), on a Ar(a + p(K − mp
k)) ∈ gr(a + p(K − mp
k))O et, d'après le lemme 1, on a
gr(a+ p(K −mp
k)) ∈ pk0O ar a+ p(K −mpk) ≥ 1. Comme k + 1 ≤ k0, on obtient don
Ar(a + p(K −mp
k)) ∈ pk+1O. (2.1)
Toujours d'après (ii), on a
Ar+1(mp
k) ∈ gr+1(mp
k)O, (2.2)
Ar+1(K −mp
k) ∈ gr+1(K −mp
k)O ⊂ O (2.3)
et Ar(a+mp
k+1) ∈ gr(a+mp
k+1)O. Comme 1 ≤ k + 1 ≤ k0, on peut appliquer (iv) en k + 1 et
on obtient gr(a+mp
k+1) ∈ pk+1gr(mp
k+1)O ⊂ pk+1gr+1(mp
k)O et don
Ar(a+mp
k+1) ∈ pk+1gr+1(mp
k)O. (2.4)
Ainsi, d'après (2.1), (2.2), (2.3) et (2.4), on obtient bien Sr(a,K, 0, p,mp
k) ∈ pk+1gr+1(mp
k)O.
 Supposons a 6= 0, k = k0 et K −mp
k0 > 0.
D'après (ii), on a Ar(a+ p(K −mp
k0)) ∈ gr(a + p(K −mp
k0))O et, d'après (iv), on a
gr(a+ p(K−mp
k0)) ∈ pgr(p(K−mp
k0))O. Comme K−mpk0 > 0, le lemme 1 implique don que
Ar(a+ p(K −mp
k0)) ∈ pk0+1O. (2.5)
D'après (ii), on a
Ar+1(mp
k0) ∈ gr+1(mp
k0)O (2.6)
et
Ar+1(K −mp
k0) ∈ gr+1(K −mp
k0)O ⊂ pk0O, (2.7)
où l'inlusion dans (2.7) est obtenue de nouveau via le lemme 1.
Enn, d'après (ii), on a Ar(a+mp
k0+1) ∈ gr(a+mp
k0+1)O. D'après (iv), on obtient
gr(a+mp
k0+1) = gr(a+ (mp
k0)p) ∈ pgr(mp
k0+1)O ⊂ pgr+1(mp
k0)O
et don
Ar(a+mp
k0+1) ∈ pgr+1(mp
k0)O. (2.8)
Ainsi, d'après (2.5), (2.6), (2.7) et (2.8), on obtient bien Sr(a,K, 0, p,mp
k0) ∈ pk0+1gr+1(mp
k0)O.
 Supposons a 6= 0, k = k0 et K −mp
k0 = 0. On a alors
Sr(a,K, 0, p,mp
k0) = Ar(a)Ar+1(mp
k0)−Ar+1(0)Ar(a+mp
k0+1)
= −Ar(a)Ar+1(0)
(
Ar(a+mp
k0+1)
Ar(a)
−
Ar+1(mp
k0)
Ar+1(0)
)
,
ave, d'après (i) et (ii), Ar(a)Ar+1(0) ∈ gr(a)O. Comme vp(mp
k0) ≥ k0, on obtient, d'après (iii)
appliquée en s = 0, v = a, u = 0 et mpk0 à la plae de m, que
Ar(a+mp
k0+1)
Ar(a)
−
Ar+1(mp
k0)
Ar+1(0)
∈ pk0+1
gr+1(mp
k0)
gr(a)
O.
La ongruene voulue en déoule.
 Il reste un seul as : a = 0.
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Dans e as, on a
Sr(0, K, 0, p,mp
k) = Ar(p(K −mp
k))Ar+1(mp
k)−Ar+1(K −mp
k)Ar(mp
k+1)
= Ar(0)Ar+1(0)
(
Ar(p(K −mp
k))
Ar(0)
Ar+1(mp
k)
Ar+1(0)
−
Ar+1(K −mp
k)
Ar+1(0)
Ar(mp
k+1)
Ar(0)
)
.
On érit le terme de droite sous la forme
Ar(p(K −mp
k))
Ar(0)
Ar+1(mp
k)
Ar+1(0)
−
Ar+1(K −mp
k)
Ar+1(0)
Ar(mp
k+1)
Ar(0)
=
Ar+1(mp
k)
Ar+1(0)
(
Ar(p(K −mp
k))
Ar(0)
−
Ar+1(K −mp
k)
Ar+1(0)
)
−
Ar+1(K −mp
k)
Ar+1(0)
(
Ar(mp
k+1)
Ar(0)
−
Ar+1(mp
k)
Ar+1(0)
)
.
Remarquons maintenant que l'on a
Ar(mp
k+1)
Ar(0)
−
Ar+1(mp
k)
Ar+1(0)
∈ pk+1gr+1(mp
k)O. (2.9)
En eet, si vp(mp
k) ≥ k0 alors, en appliquant (iii) ave v = u = s = 0 et mp
k
à la plae de m, on
obtient
Ar(mp
k+1)
Ar(0)
−
Ar+1(mp
k)
Ar+1(0)
∈ pk0+1
gr+1(mp
k)
gr(0)
O.
De plus, d'après (i) et (ii), gr(0) est inversible dans O et, par hypothèse, on a k ≤ k0, don on
obtient bien (2.9) dans e as. Si en revanhe vp(mp
k) ≤ k0 − 1 alors, d'après (iii) ave mp
k
à la
plae de m, on obtient
Ar(mp
k+1)
Ar(0)
−
Ar+1(mp
k)
Ar+1(0)
∈ pvp(mp
k)+1
gr+1(mp
k)O ⊂ pk+1gr+1(mp
k)O,
e qui ahève la vériation de (2.9).
Ainsi, si K −mpk = 0, alors on a bien Sr(0, K, 0, p,mp
k) ∈ pk+1gr+1(mp
k)O. Si K −mpk > 0,
alors on a
Ar(p(K −mp
k))
Ar(0)
−
Ar+1(K −mp
k)
Ar+1(0)
∈ pgr+1(K −mp
k)O. (2.10)
En eet, si vp(K −mp
k) ≥ k0 alors, en appliquant (iii) ave v = u = s = 0 et K −mp
k
à la plae
de m, on obtient
Ar(p(K −mp
k))
Ar(0)
−
Ar+1(K −mp
k)
Ar+1(0)
∈ pk0+1
gr+1(K −mp
k)
gr(0)
O.
De plus, d'après (i) et (ii), gr(0) est inversible dans O et, par hypothèse, on a k0 ≥ 1, don on
obtient bien (2.10) dans e as. Si en revanhe vp(K − mp
k) ≤ k0 − 1 alors, d'après (iii) ave
K −mpk à la plae de m, on obtient
Ar(p(K −mp
k))
Ar(0)
−
Ar+1(K −mp
k)
Ar+1(0)
∈ pvp(K−mp
k)+1
gr+1(K −mp
k)O ⊂ pgr+1(K −mp
k)O,
e qui ahève la vériation de (2.10).
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D'après le lemme 1, on a gr+1(K −mp
k) ∈ pk0O. D'après (i) et (ii), on a de plus Ar+1(mp
k)
Ar+1(0)
∈
gr+1(mp
k)O, don
Ar(0)Ar+1(0)
Ar+1(mp
k)
Ar+1(0)
(
Ar(p(K −mp
k))
Ar(0)
−
Ar+1(K −mp
k)
Ar+1(0)
)
∈ pk0+1gr+1(mp
k)O
et omme également
Ar+1(K−mpk)
Ar+1(0)
∈ gr+1(K −mp
k)O ⊂ O, on a
Ar(0)Ar+1(0)
Ar+1(K −mp
k)
Ar+1(0)
·
(
Ar(mp
k+1)
Ar(0)
−
Ar+1(mp
k)
Ar+1(0)
)
∈ pk+1gr+1(mp
k)O.
On a don bien Sr(0, K, 0, p,mp
k) ∈ pk+1gr+1(mp
k)O, e qui ahève la preuve du lemme. 
Enn, on aura besoin du lemme suivant.
Lemme 3. Soit ((Ar)r≥0, (gr)r≥0) un k0-ouple de Dwork ave k0 ≥ 1. Soit a ∈ {0, . . . , p − 1},
K ∈ Z et s ∈ N, s ≥ 1. Si, pour tout s0 < s , pour tout m ∈ N et tout r ≥ 0, on a
Sr(a,K, s0, p,mp
k0) ∈ ps0+k0+1gs0+r+1(mp
k0)O, (2.11)
et
Sr(a,K, s0, p,m) ∈ p
s0+1
gs0+r+1(m)O. (2.12)
Alors, pour tout m ∈ N et tout r ≥ 0, on a Sr(a,K, s, p,m) ∈ p
s+1
gs+r+1(m)O.
Démonstration. On va d'abord montrer que, pour tout m ∈ N, tout r ≥ 1 et tout k ≤ min(s, k0),
on a Sr(a,K, s, p,m) ≡ Sr(a,K, s− k, p,mp
k) mod ps+1gs+r+1(m)O. Pour ela, on va raisonner
par réurrene sur k.
Si k = 0, il n'y a rien à montrer.
Supposons que min(s, k0) ≥ k ≥ 1. Par hypothèse de réurrene, on a
Sr(a,K, s, p,m) ≡ Sr(a,K, s− k + 1, p,mp
k−1) mod ps+1gs+r+1(m)O. (2.13)
Comme {mps, . . . , mps + ps−k+1 − 1} =
⋃p−1
v=0{mp
s + vps−k, . . . , mps + vps−k + ps−k − 1}, on a
Sr(a,K, s− k + 1, p,mp
k−1) =
p−1∑
v=0
Sr(a,K, s− k, p, v +mp
k). (2.14)
Comme s ≥ k ≥ 1, on a 0 ≤ s−k < s et on obtient, d'après (2.12), que, pour tout v ∈ {0, . . . , p−1},
on a Sr(a,K, s− k, p, v +mp
k) ∈ ps−k+1gs−k+r+1(v +mp
k)O. Comme également k ∈ {1, . . . , k0}
on obtient d'après (iv), que, pour tout v ∈ {1, . . . , p− 1}, on a
gs−k+r+1(v +mp
k) ∈ pkgs−k+r+1(mp
k)O ⊂ pkgs+r+1(m)O.
En utilisant es informations dans (2.14), on obtient (il reste seulement le terme pour v = 0) :
Sr(a,K, s− k + 1, p,mp
k−1) ≡ Sr(a,K, s− k, p,mp
k) mod ps+1gs+r+1(m)O,
e qui, joint à (2.13), montre que Sr(a,K, s, p,m) ≡ Sr(a,K, s− k, p,mp
k) mod ps+1gs+r+1(m)O
et ahève la réurrene sur k.
On a don Sr(a,K, s, p,m) ≡ Sr(a,K, s−min(s, k0), p,mp
min(s,k0)) mod ps+1gs+r+1(m)O.
Si s < k0, alors Sr(a,K, s, p,m) ≡ Sr(a,K, 0, p,mp
s) mod ps+1gs+r+1(m)O. En appliquant
le lemme 2 en k = s, puis (iv) en k = s, on obtient Sr(a,K, 0, p,mp
s) ∈ ps+1gr+1(mp
s)O ⊂
ps+1gs+r+1(m)O et don Sr(a,K, s, p,m) ∈ p
s+1
gs+r+1(m)O, omme voulu.
Si maintenant s ≥ k0 alors Sr(a,K, s, p,m) ≡ Sr(a,K, s − k0, p,mp
k0) mod ps+1gs+r+1(m)O.
Or, omme s ≥ k0 ≥ 1, on a 0 ≤ s − k0 < s et on obtient (d'après (2.11) et (iv) appliquée en
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k = k0) que Sr(a,K, s − k0, p,mp
k0) ∈ ps−k0+k0+1gs−k0+r+1(mp
k0)O ⊂ ps+1gs+r+1(m)O, e qui
ahève la preuve du lemme. 
2.2. Démonstration du théorème 3. Comme dit au début de la partie 2, le as k0 = 0 orres-
pond au ritère de Dwork. Il nous sut don de démontrer le as où il existe un k0 ≥ 1 tel que les
hypothèses (iii) et (iv) soient vériées. En partiulier, on utilisera les lemmes 1, 2 et 3. La trame
de la démonstration s'inspire de elle du théorème de Dwork, mais elle dière assez sensiblement
dans les détails.
On doit montrer que, pour tout a ∈ {0, . . . , p − 1}, tout m et s dans N, tout r ≥ 0 et tout
K ∈ Z, on a
Sr(a,K, s, p,m) ∈ p
s+1
gs+r+1(m)O. (2.15)
Pour tout a ∈ {0, . . . , p− 1}, tout j ∈ N, tout r ≥ 0 et tout K ∈ Z, on note
Ur(a,K, p, j) := Ar(a+ p(K − j))Ar+1(j)−Ar+1(K − j)Ar(a + jp),
de sorte que Sr(a,K, s, p,m) =
∑(m+1)ps−1
j=mps Ur(a,K, p, j). Pour tout s ∈ N, s ≥ 1, on note αs
l'assertion suivante : pour tout a ∈ {0, . . . , p− 1}, tout u ∈ {0, . . . , s− 1}, tout m ∈ N, tout r ≥ 0
et tout K ∈ Z, on a les ongruenes
Sr(a,K, u, p,m) ∈ p
u+1
gu+r+1(m)O et Sr(a,K, u, p,mp
k0) ∈ pu+k0+1gu+r+1(mp
k0)O.
Pour tout s ∈ N, s ≥ 1, et tout t ∈ {0, . . . , s}, on note βt,s l'assertion suivante : pour tout
a ∈ {0, . . . , p− 1}, tout m ∈ N, tout r ≥ 0 et tout K ∈ Z, on a la ongruene
Sr(a,K +mp
s+k0 , s, p,mpk0) ≡
ps−t−1∑
j=0
At+r+1(j +mp
s−t+k0)
At+r+1(j)
Sr(a,K, t, p, j) mod p
s+k0+1
gs+r+1(mp
k0)O.
Nous allons maintenant énoner trois lemmes permettant de montrer (2.15).
Lemme 4. L'assertion α1 est vraie.
Lemme 5. Pour tout s, r et m dans N, tout a ∈ {0, . . . , p − 1}, tout j ∈ {0, . . . , ps − 1} et tout
K ∈ Z, on a
Ur(a,K +mp
s+k0, p, j+mps+k0) ≡
Ar+1(j +mp
s+k0)
Ar+1(j)
Ur(a,K, p, j) mod p
s+k0+1
gs+r+1(mp
k0)O.
Lemme 6. Pour tout s ∈ N, s ≥ 1, et tout t ∈ {0, . . . , s− 1}, les assertions αs et βt,s impliquent
l'assertion βt+1,s.
Avant de prouver es lemmes, nous allons montrer que leur validité implique bien (2.15). On va
montrer que αs est vraie pour tout s ≥ 1 par réurrene sur s, e qui donnera en partiulier la
onlusion du théorème 3. D'après le lemme 4, α1 est vraie. Supposons αs vraie pour un s ≥ 1
xé. On remarque que β0,s est l'assertion
β0,s : Sr(a,K +mp
s+k0 , s, p,mpk0) ≡
ps−1∑
j=0
Ar+1(j +mp
s+k0)
Ar+1(j)
Sr(a,K, 0, p, j) mod p
s+k0+1
gs+r+1(mp
k0)O.
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Comme Sr(a,K, 0, p, j) = Ur(a,K, p, j), on a
ps−1∑
j=0
Ar+1(j +mp
s+k0)
Ar+1(j)
Sr(a,K, 0, p, j) =
ps−1∑
j=0
Ar+1(j +mp
s+k0)
Ar+1(j)
Ur(a,K, p, j)
et, d'après le lemme 5, on obtient
ps−1∑
j=0
Ar+1(j +mp
s+k0)
Ar+1(j)
Ur(a,K, p, j)
≡
ps−1∑
j=0
Ur(a,K +mp
s+k0, p, j +mps+k0) mod ps+k0+1gs+r+1(mp
k0)O
≡ Sr(a,K +mp
s+k0, s, p,mpk0) mod ps+k0+1gs+r+1(mp
k0)O.
Ainsi, l'assertion β0,s est vraie. On obtient alors, par le lemme 6, la validité de β1,s. Par itération
du lemme 6, on obtient nalement βs,s, qui est l'assertion
Sr(a,K +mp
s+k0 , s, p,mpk0) ≡
As+r+1(mp
k0)
As+r+1(0)
Sr(a,K, s, p, 0) mod p
s+k0+1
gs+r+1(mp
k0)O.
(2.16)
Nous allons maintenant montrer que, pour tout a ∈ {0, . . . , p− 1}, tout s ∈ N, tout r ≥ 0 et tout
K ∈ Z, on a Sr(a,K, s, p, 0) ∈ p
s+k0+1O. Soit T ∈ N tel que (T + 1)ps > K. On a
T∑
m=0
Sr(a,K, s, p,m) =
T∑
m=0
(m+1)ps−1∑
j=mps
(Ar(a + p(K − j))Ar+1(j)−Ar+1(K − j)Ar(a+ jp))
=
K∑
j=0
(Ar(a+ p(K − j))Ar+1(j)−Ar+1(K − j)Ar(a+ jp)) (2.17)
= 0, (2.18)
où l'on a utilisé dans (2.17) le fait que Ar(ℓ) = 0 pour ℓ < 0, et (2.18) a lieu ar le terme de la
somme (2.17) est hangé en son opposé lorsque l'on hange l'indie j en K − j.
Comme αs est vraie, on obtient via le lemme 3 (ave s0 = u) : Sr(a,K, s, p,m) ∈ p
s+1
gs+r+1(m)O,
e qui prouve la première partie de l'assertion αs+1. Si m > 0, alors d'après le lemme 1, on a
gs+r+1(m) ∈ p
k0O. Don, on obtient, pour tout m > 0, que Sr(a,K, s, p,m) ∈ p
s+k0+1O. D'où
également, Sr(a,K, s, p, 0) = −
∑T
m=1 Sr(a,K, s, p,m) ∈ p
s+k0+1O. De plus, d'après les onditions
(i) et (ii), pour tout m ∈ N et tout r ≥ 0, on a As+r+1(mp
k0 )
As+r+1(0)
∈ gs+r+1(mp
k0)O. Ainsi, d'après
βs,s (i.e. (2.16)), pour tout m ∈ N et tout K ∈ Z, on obtient Sr(a,K + mp
s+k0, s, p,mpk0) ∈
ps+k0+1gs+r+1(mp
k0)O et don αs+1 est vraie. Cei ahève la réurrene sur s. Ainsi, pour tout
s ∈ N, s ≥ 1, αs est vraie et, en partiulier, Sr(a,K, s, p,m) ∈ p
s+1
gs+r+1(m)O. Il ne reste plus
qu'à démontrer les lemmes 4, 5 et 6.
Démonstration du lemme 4. En appliquant le lemme 2 ave k = 0 et k = k0, on obtient respe-
tivement Sr(a,K, 0, p,m) ∈ pgr+1(m)O et Sr(a,K, 0, p,mp
k0) ∈ pk0+1gr+1(mp
k0)O, e qui n'est
rien d'autre que l'assertion α1 et termine la preuve du lemme 4. 
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Démonstration du lemme 5. On a
Ur(a,K +mp
s+k0, p, j +mps+k0)−
Ar+1(j +mp
s+k0)
Ar+1(j)
Ur(a,K, p, j)
= −Ar+1(K − j)Ar(a+ jp)
(
Ar(a + jp+mp
s+k0+1)
Ar(a+ jp)
−
Ar+1(j +mp
s+k0)
Ar+1(j)
)
. (2.19)
Comme a < p, j < ps et vp(mp
k0) ≥ k0, l'hypothèse (iii) implique que le terme de droite de
l'égalité (2.19) est dans Ar+1(K − j)Ar(a+ jp)p
s+k0+1 gs+r+1(mp
k0 )
gr(a+jp)
O. De plus, d'après la ondition
(ii), on a Ar(a+jp) ∈ gr(a+jp)O et Ar+1(K−j) ∈ gr+1(K−j)O ⊂ O. Ces estimations montrent
que le membre de gauhe de (2.19) est dans ps+k0+1gs+r+1(mp
k0)O, omme voulu. 
Démonstration du lemme 6. Pour t < s, on érit βt,s sous la forme
Sr(a,K +mp
s+k0 , s, p,mpk0) ≡
p−1∑
i=0
ps−t−1−1∑
µ=0
At+r+1(i+ µp+mp
s−t+k0)
At+r+1(i+ µp)
Sr(a,K, t, p, i+ µp) mod p
s+k0+1
gs+r+1(mp
k0)O. (2.20)
On veut montrer βt+1,s, qui s'érit
Sr(a,K +mp
s+k0 , s, p,mpk0) ≡
ps−t−1−1∑
µ=0
At+r+2(µ+mp
s−t+k0−1)
At+r+2(µ)
Sr(a,K, t+ 1, p, µ) mod p
s+k0+1
gs+r+1(mp
k0)O.
On remarque que Sr(a,K, t+ 1, p, µ) =
∑p−1
i=0 Sr(a,K, t, p, i+ µp). Ainsi, en posant
X := Sr(a,K +mp
s+k0, s, p,mpk0)−
ps−t−1−1∑
µ=0
At+r+2(µ+mp
s−t+k0−1)
At+r+2(µ)
p−1∑
i=0
Sr(a,K, t, p, i+ µp),
il ne reste plus qu'à montrer que X ∈ ps+k0+1gs+r+1(mp
k0)O. D'après βt,s sous la forme (2.20), on
obtient que
X ≡
p−1∑
i=0
ps−t−1−1∑
µ=0
Sr(a,K, t, p, i+ µp)
×
(
At+r+1(i+ µp+mp
s−t+k0)
At+r+1(i+ µp)
−
At+r+2(µ+mp
s−t−1+k0)
At+r+2(µ)
)
mod ps+k0+1gs+r+1(mp
k0)O.
Or, d'après l'hypothèse (iii) appliquée ave s− t− 1 pour s et mpk0 pour m, on a
At+r+1(i+ µp+mp
s−t+k0)
At+r+1(i+ µp)
−
At+r+2(µ+mp
s−t−1+k0)
At+r+2(µ)
∈ ps−t+k0
gs+r+1(mp
k0)
gt+r+1(i+ µp)
O.
De plus, omme t < s et puisque αs est vraie, on a Sr(a,K, t, p, i + µp) ∈ p
t+1
gt+r+1(i + µp)O.
Don on a bien X ∈ ps+k0+1gs+r+1(mp
k0)O. Cei ahève la preuve du lemme 6 et don elle du
théorème 3. 
11
3. Un énoné p-adique équivalent au ritère
On se plae sous les hypothèses des théorèmes 1 et 2. On xe L ∈ {1, . . . ,M(e,f )} dans ette
partie. On rappelle que q(e,f ) ∈ zZ[[z]], respetivement qL,(e,f ) ∈ Z[[z]], si, et seulement si, pour
tout nombre premier p, on a q(e,f ) ∈ zZp[[z]], respetivement qL,(e,f ) ∈ Zp[[z]].
Nous allons dénir, pour tout nombre premier p, des éléments Φp(a+Kp) et ΦL,p(a+Kp) de Qp,
où a ∈ {0, . . . , p− 1} et K ∈ N, et montrer que q(e,f ) ∈ zZp[[z]], respetivement qL,(e,f ) ∈ Zp[[z]],
si, et seulement si, pour tout nombre premier p, tout a ∈ {0, . . . , p − 1} et tout K ∈ N, on a
Φp(a+Kp) ∈ pZp, respetivement ΦL,p(a +Kp) ∈ pZp.
Pour alléger les notations, on notera ∆ := ∆(e,f ), Q := Q(e,f ), F := F(e,f ), G := G(e,f ), GL :=
GL,(e,f ), q := q(e,f ) et qL := qL,(e,f ), omme dans toute la suite de l'artile. On xe un nombre
premier p dans ette partie.
Avant de donner les preuves des théorèmes 1 et 2, on va les reformuler. Le résultat lassique
suivant est dû à Dieudonné et Dwork (voir [4, Chap. VI, Se. 2, Lemma 3℄ ; [7, Chap. 14, Se. 2℄).
Lemme 7. Soit F (z) une série formelle dans 1+zQ[[z]]. Alors F (z) ∈ 1+zZp[[z]] si et seulement
si
F (zp)
F (z)p
∈ 1 + pzZp[[z]].
On déduit de e lemme le orollaire suivant (voir [13, Lemma 5, p. 610℄), qui va nous per-
mettre  d'éliminer  l'exponentielle dans les expressions q(z) = z exp(G(z)/F (z)) et qL(z) =
exp(GL(z)/F (z)).
Corollaire 1. Soit f(z) ∈ zQ[[z]]. On a ef(z) ∈ 1 + zZp[[z]] si et seulement si f(z
p) − pf(z) ∈
pzZp[[z]].
D'après les identités (1.1) et (1.2) dénissant respetivement G et GL, on a G(0) = GL(0) = 0 et
don G(z)/F (z) et GL(z)/F (z) sont dans zQ[[z]]. Ainsi, d'après le orollaire 1, on a q(z) ∈ zZp[[z]],
respetivement qL(z) ∈ Zp[[z]], si, et seulement si
G
F
(zp) − pG
F
(z) ∈ pzZp[[z]], respetivement
GL
F
(zp)− pGL
F
(z) ∈ pzZp[[z]].
Or, omme Q est une suite à termes entiers, on a F (z) ∈ 1 + zZ[[z]] ⊂ 1 + zZp[[z]]. Ainsi,
q(z) ∈ zZp[[z]], respetivement qL(z) ∈ Zp[[z]], si, et seulement si on a F (z)G(z
p)− pF (zp)G(z) ∈
pzZp[[z]], respetivement F (z)GL(z
p)− pF (zp)GL(z) ∈ pzZp[[z]].
D'après l'identité (1.1) dénissant G, le oeient de za+Kp dans F (z)G(zp)− pF (zp)G(z) est
Φp(a+Kp) :=
K∑
j=0
Q(K − j)Q(a + jp)
(
q1∑
i=1
ei(Hei(K−j) − pHei(a+jp))−
q2∑
i=1
fi(Hfi(K−j) − pHfi(a+jp))
)
et, d'après l'identité (1.2) dénissant GL, le oeient de z
a+Kp
dans F (z)GL(z
p)− pF (zp)GL(z)
est
ΦL,p(a +Kp) :=
K∑
j=0
Q(K − j)Q(a+ jp)(HL(K−j) − pHL(a+jp)).
On a don q(z) ∈ zZp[[z]], respetivement qL(z) ∈ Zp[[z]], si, et seulement si, pour tout a ∈
{0, . . . , p− 1} et tout K ∈ N, on a Φp(a+Kp) ∈ pZp, respetivement ΦL,p(a+Kp) ∈ pZp.
4. Démonstration des as (i) des théorèmes 1 et 2
On se plae sous les hypothèses des thèorèmes 1 et 2. On suppose de plus que, pour tout
x ∈ [1/M(e,f ), 1[, on a ∆(x) ≥ 1. Comme il a été dit en partie 1.2, le point (i) du théorème 2
entraîne la validité du point (i) du théorème 1. Le but de ette partie est don de montrer que,
pour tout L ∈ {1, . . . ,M(e,f )}, on a qL(z) ∈ Z[[z]]. D'après la partie 3, il nous sut de montrer
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que, pour tout L ∈ {1, . . . ,M(e,f )}, tout nombre premier p, tout a ∈ {0, . . . , p− 1} et tout K ∈ N,
on a ΦL,p(a +Kp) ∈ pZp. On xe L ∈ {1, . . . ,M(e,f )} dans ette partie.
4.1. Nouvelle reformulation du problème. Pour tout premier p, tout a ∈ {0, . . . , p − 1} et
tout K, s et m dans N, on dénit
S(a,K, s, p,m) :=
(m+1)ps−1∑
j=mps
(Q(a+ jp)Q(K − j)−Q(j)Q(a + (K − j)p)) ,
où l'on pose Q(ℓ) = 0 si ℓ est un entier stritement négatif.
Le but de ette partie est de produire, pour tout nombre premier p, une fontion gp de N
dans Zp telle que : si pour tout premier p, tout a ∈ {0, . . . , p − 1} et tout K, s et m dans N,
on a S(a,K, s, p,m) ∈ ps+1gp(m)Zp, alors on a ΦL,p(a + pK) ∈ pZp. Démontrer le as (i) du
théorème 2 reviendra alors à minorer onvenablement la valuation p-adique de S(a,K, s, p,m)
pour tout nombre premier p. Cette méthode de rédution est une adaptation de l'approhe du
problème faite par Dwork dans [3℄.
4.1.1. Une réériture de ΦL,p(a + Kp) modulo pZp. Cette étape est l'analogue d'une réériture
eetuée par Krattenthaler et Rivoal dans la partie 2 de [5℄. On xe un nombre premier p. Nous
allons montrer que
ΦL,p(a+Kp) ≡
K∑
j=0
HLj
(
Q(a+ jp)Q(K − j)−Q(j)Q(a + (K − j)p)
)
mod pZp. (4.1)
Pour tout a ∈ {0, . . . , p− 1} et tout j ∈ N, on a
pHL(a+jp) = p
(
Ljp∑
i=1
1
i
+
La∑
i=1
1
Ljp+ i
)
≡ p

 Lj∑
i=1
1
ip
+
⌊La/p⌋∑
i=1
1
Ljp + ip

 mod pZp
≡ HLj +
⌊La/p⌋∑
i=1
1
Lj + i
mod pZp. (4.2)
Nous avons besoin d'un résultat, que l'on démontrera plus loin dans une forme plus générale
(lemme 9, partie 4.1.2) :
Pour tout L ∈ {1, . . . ,M(e,f )}, tout a ∈ {0, . . . , p− 1} et tout j ∈ N, on a
Q(a + jp)
⌊La/p⌋∑
i=1
1
Lj + i
∈ pZp. (4.3)
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En appliquant (4.3) à (4.2), on obtient Q(a+jp)pHL(a+jp) ≡ Q(a+jp)HLj mod pZp et omme
Q(K − j) ∈ Zp, ela donne
ΦL,p(a +Kp) =
K∑
j=0
Q(K − j)Q(a+ jp)(HL(K−j) − pHL(a+jp))
≡
K∑
j=0
Q(K − j)Q(a + jp)(HL(K−j) −HLj) mod pZp
≡
K∑
j=0
HLj (Q(a + jp)Q(K − j)−Q(j)Q(a + (K − j)p)) mod pZp,
e qui est bien l'équation (4.1) attendue.
On utilise maintenant un lemme ombinatoire dû à Dwork (voir [3, Lemma 4.2, p. 308℄) qui
nous permet d'érire
K∑
j=0
HLj (Q(a + jp)Q(K − j)−Q(j)Q(a+ (K − j)p)) =
r∑
s=0
pr+1−s−1∑
m=0
WL(a,K, s, p,m),
où r est tel queK < pr, etWL(a,K, s, p,m) := (HLmps−HL⌊m/p⌋ps+1)S(a,K, s, p,m). Si l'on montre
que, pour tout m et s dans N, on aWL(a,K, s, p,m) ∈ pZp, alors on aura bien ΦL,p(a+Kp) ∈ pZp,
omme voulu.
Dans la suite de l'artile, on notera {·} la fontion partie frationnaire. Pour toutm ∈ N, on pose
µp(m) :=
∑∞
ℓ=1 1[1/M(e,f ),1[({m/p
ℓ}), où 1[1/M(e,f ),1[ est la fontion aratéristique de [1/M(e,f ), 1[.
Pour tout m ∈ N, on pose gp(m) := p
µp(m)
. On utilise maintenant le lemme suivant que l'on
démontre dans la partie 4.1.2.
Lemme 8. Pour tout nombre premier p, tout L ∈ {1, . . . ,M(e,f )} et tout s et m dans N, on a
ps+1gp(m)
(
HLmps −HL⌊m/p⌋ps+1
)
∈ pZp.
D'après le lemme 8, si on montre que, pour tout a ∈ {0, . . . , p−1}, tout K, s et m dans N, on a
S(a,K, s, p,m) ∈ ps+1gp(m)Zp, alors, on aura qL(z) ∈ Zp[[z]], e qui est la reformulation annonée.
4.1.2. Démonstration de (4.3) et du lemme 8. Nous allons énoner un résultat plus général per-
mettant de démontrer le résultat (4.3) et le lemme 8.
Lemme 9. Soit s ∈ N, s ≥ 1, a ∈ {0, . . . , ps − 1}, M ≥ 1 et m ∈ N. Soit L ∈ {1, . . . ,M}.
Si ⌊La/ps⌋ ≥ 1 alors, pour tout u ∈ {1, . . . , ⌊La/ps⌋} et tout ℓ ∈ {s, . . . , s + vp(Lm + u)}, on a{
a+mps
pℓ
}
≥ 1
M
.
Démonstration. On note m =
∑∞
j=0mjp
j
le développement p-adique de m. On a{
a+mps
pℓ
}
=
a + ps
∑ℓ−s−1
j=0 mjp
j
pℓ
.
On a pℓ−s | (u+ Lm) et don pℓ−s | (u+ Lm− L(
∑∞
j=ℓ−smjp
j)) = (u+ L(
∑ℓ−s−1
j=0 mjp
j)). Ainsi,
on obtient
pℓ−s ≤ u+ L
(
ℓ−s−1∑
j=0
mjp
j
)
≤
1
ps
La + L
(
ℓ−s−1∑
j=0
mjp
j
)
=
L
ps−ℓ
{
a +mps
pℓ
}
≤
M
ps−ℓ
{
a+mps
pℓ
}
et on a bien
{
a+mps
pℓ
}
≥ 1
M
. 
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Nous allons maintenant appliquer le lemme 9 pour démontrer (4.3) en utilisant le fait que, pour
tout n ∈ N, on a vp (Q(n)) =
∑∞
ℓ=1∆
(
{ n
pℓ
}
)
. En eet, pour tout entier positif c, on a ⌊cx⌋ =
⌊c{x}⌋ + c⌊x⌋ et don ∆(x) = ∆({x}) + (|e| − |f |) ⌊x⌋. Ainsi, on a |e| = |f | si et seulement si ∆
est 1-périodique. On rappelle que si m est un entier naturel, on a la formule vp((m)!) =
∑∞
ℓ=1
⌊
m
pℓ
⌋
.
Ainsi, on obtient bien
vp (Q(n)) = vp
(
(e1n)! · · · (eq1n)!
(f1n)! · · · (fq2n)!
)
=
∞∑
ℓ=1
∆
(
n
pℓ
)
=
∞∑
ℓ=1
∆
({
n
pℓ
})
.
Démonstration de (4.3). Soit L ∈ {1, . . . ,M(e,f )}, a ∈ {0, . . . , p − 1} et j ∈ N. Il faut montrer
que Q(a + jp)
∑⌊La/p⌋
i=1
1
Lj+i
∈ pZp. Si ⌊La/p⌋ = 0, 'est évident. Supposons que ⌊La/p⌋ ≥ 1.
En appliquant le lemme 9 ave s = 1, m = j et M = M(e,f ), on obtient que, pour tout i ∈
{1, . . . , ⌊La/p⌋} et tout ℓ ∈ {1, . . . , 1+ vp(i+Lj)}, on a {(a+ jp)/p
ℓ} ≥ 1/M(e,f ) et don ∆({(a+
jp)/pℓ}) ≥ 1. Comme ∆ est positive sur R, ela donne
vp(Q(a+ jp)) =
∞∑
ℓ=1
∆
({
a+ jp
pℓ
})
≥
1+vp(Lj+i)∑
ℓ=1
∆
({
a + jp
pℓ
})
≥ 1 + vp(Lj + i),
e qui ahève la preuve de (4.3). 
Démonstration du lemme 8. Soit L ∈ {1, . . . ,M(e,f )} et m et s dans N. Il faut montrer que
ps+1gp(m)(HLmps − HL⌊m/p⌋ps+1) ∈ pZp. On érit m = b + qp, où b ∈ {0, . . . , p − 1} et q ∈ N.
On a alors Lmps = Lbps + Lqps+1 et L⌊m/p⌋ps+1 = Lqps+1. Ainsi, on obtient
HLmps −HL⌊m/p⌋ps+1 =
Lbps∑
j=1
1
Lqps+1 + j
≡
⌊Lb/p⌋∑
i=1
1
Lqps+1 + ips+1
mod
1
ps
Zp
et don ps+1gp(m)(HLmps−HL⌊m/p⌋ps+1) ≡ gp(b+qp)
∑⌊Lb/p⌋
i=1
1
Lq+i
mod pZp. Il nous reste à montrer
que gp(b + qp)
∑⌊Lb/p⌋
i=1
1
Lq+i
∈ pZp. Si ⌊Lb/p⌋ = 0, 'est évident. Supposons que ⌊Lb/p⌋ ≥ 1. En
appliquant le lemme 9 ave s = 1, M = M(e,f ), a = b et q à la plae de m, on obtient que, pour
tout i ∈ {1, . . . , ⌊Lb/p⌋} et tout ℓ ∈ {1, . . . , 1+ vp(i+Lq)}, on a {(b+ qp)/p
ℓ} ≥ 1/M(e,f ) et don
vp(gp(b+ qp)) =
∞∑
ℓ=1
1[1/M(e,f ),1[
({
b+ qp
pℓ
})
≥
1+vp(Lq+i)∑
ℓ=1
1[1/M(e,f ),1[
({
b+ qp
pℓ
})
≥ 1+vp(Lq+ i),
e qui ahève la preuve du lemme. 
4.2. Appliation du théorème 3. La stratégie utilisée par Krattenthaler et Rivoal dans [5℄ est
d'appliquer le ritère de Dwork (as k0 = 0 du théorème 3) ave le hoix des fontions Ar = gr = Q
pour tout r ≥ 0. Cette stratégie ne marhe ependant pas toujours quand ∆ n'est pas roissante
sur [0, 1], même si on ne prend pas forément Ar = gr = Q pour tout r ≥ 0. En eet, si on dispose
de deux suites (Ar)r≥0 et (gr)r≥0 vériant les onditions du ritère de Dwork et telles qu'il existe un
r ≥ 0 tel que Ar = Ar+1 = Q et, pour tout s, r et m dans N, p
s+1gs+r+1(m)(HLmps−HL⌊m/p⌋ps+1) ∈
O, alors (iii) nous dit que, pour tout nombre premier p, tout v < p, tout s, r et m dans N et tout
u < ps, on a
(HLmps −HL⌊m/p⌋ps+1)
(
Q(v + up+mps+1)
Q(v + up)
−
Q(u+mps)
Q(u)
)
∈
1
gr(v + up)
O ⊂
1
Q(v + up)
O.
(4.4)
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Or (4.4) n'est pas vériée par la suite Q(e,f ) dénie par e = (10, 5) et f = (4, 4, 3, 2, 1, 1). En eet,
pour p = 3, L = 10, v = 1, s = 1, m = 1 et u = 2 on obtient
v3
(
H30
(
Q(e,f )(16)
Q(e,f )(7)
−
Q(e,f )(5)
Q(e,f )(2)
))
= −4 et v3
(
1
Q(e,f )(7)
)
= −3.
Préisons la manière dont nous allons utiliser le théorème 3 pour terminer la démonstration du
as (i) du théorème 2. Nous allons montrer dans les parties suivantes qu'il existe un entier naturel
λp tel qu'en posant Ar = Q et gr = gp pour tout r ≥ 0, ((Ar)r≥0, (gr)r≥0) est un λp-ouple
de Dwork. En appliquant alors le théorème 3, on obtiendra bien S(a,K, s, p,m) ∈ ps+1gp(m)Zp,
omme voulu.
Dans les parties suivantes, on vérie les hypothèses d'appliation du théorème 3.
4.3. Vériation des onditions (i), (ii) et (iv) du théorème 3. On xe p un nombre premier
et on note g := gp et µ := µp. Pour tout r ≥ 0, on pose Ar = Q et gr = g. On dénit λp omme
étant l'unique entier naturel vériant pλp < M(e,f ) ≤ p
λp+1
. On va montrer dans ette partie que
les suites (Ar)r≥0 et (gr)r≥0 vérient les onditions (i), (ii) et (iv) du théorème 3 ave k0 = λp.
Pour ela, nous allons uniquement nous servir de l'inégalité pλp < M(e,f ). L'inégalitéM(e,f ) ≤ p
λp+1
nous servira à démontrer la ondition (iii) du théorème 3 dans la partie suivante.
 Vériation de (i) et (ii).
Pour tout r et m dans N, on a |Ar(0)|p = |Q(0)|p = 1. De plus, vp(gr(m)) = µ(m) ≥ 0, don
on a bien gr(m) ∈ Zp \ {0}. Il ne reste plus qu'à montrer que Ar(m) ∈ gr(m)Zp, e qui revient
don à montrer qu'on a µ(m) ≤ vp(Q(m)). C'est bien le as puisque, pour tout ℓ ∈ N, ℓ ≥ 1,
on a ∆
({
m
pℓ
})
≥ 1[1/M(e,f ),1[
({
m
pℓ
})
, ar ∆(x) ≥ 1 pour 1 > x ≥ 1/M(e,f ). On obtient bien
vp(Q(m)) =
∑∞
ℓ=1∆
({
m
pℓ
})
≥
∑∞
ℓ=1 1[1/M(e,f ),1[
({
m
pℓ
})
= µ(m). D'où le résultat.
 Vériation de (iv) ave k0 = λp.
Si λp = 0, il n'y a rien à vérier. Supposons λp ≥ 1. Soit k ∈ {1, . . . , λp}, v ∈ {1, . . . , p − 1} et
m ∈ N. On a pλp < M(e,f ) don p
k < M(e,f ). Ainsi 1/M(e,f ) < 1/p
k
et don, pour tout ℓ ∈ {1, . . . , k},
on a 1[1/M(e,f ),1[
({
v+mpk
pℓ
})
= 1[1/M(e,f ),1[
({
v
pℓ
})
= 1. On a alors
vp(g(v +mp
k)) =
∞∑
ℓ=1
1[1/M(e,f ),1[
({
v +mpk
pℓ
})
= k +
∞∑
ℓ=k+1
1[1/M(e,f ),1[
({
v +mpk
pℓ
})
.
Pour tout ℓ ≥ k + 1, on a
{
v+mpk
pℓ
}
>
{
mpk
pℓ
}
. En eet, on érit m = cpℓ−k + d où c ∈ N et
d ∈ {0, . . . , pℓ−k − 1}, et on obtient bien
{
v+mpk
pℓ
}
=
{
v+dpk
pℓ
}
= v+dp
k
pℓ
> dp
k
pℓ
=
{
dpk
pℓ
}
=
{
mpk
pℓ
}
.
Don vp(g(v +mp
k)) ≥ k +
∑∞
ℓ=k+1 1[1/M(e,f ),1[
({
mpk
pℓ
})
= k + vp(g(mp
k)) et on a bien g(v +
mpk) ∈ pkg(mpk)Zp. De plus,
vp(g(mp
k)) =
∞∑
ℓ=1
1[1/M(e,f ),1[
({
mpk
pℓ
})
=
∞∑
ℓ=k+1
1[1/M(e,f ),1[
({
mpk
pℓ
})
=
∞∑
ℓ=1
1[1/M(e,f ),1[
({
m
pℓ
})
= vp(g(m)),
don g(mpk) ∈ g(m)Zp, omme voulu.
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4.4. Vériation de la ondition (iii) du théorème 3. On rappelle que λp est l'unique en-
tier naturel vériant pλp < M(e,f ) ≤ p
λp+1
. On va montrer que les suites (Ar)r≥0 et (gr)r≥0
vérient la ondition (iii) du théorème 3 ave k0 = λp. Pour ela, nous n'utiliserons que l'in-
égalité M(e,f ) ≤ p
λp+1
. D'après la partie préédente, la vériation de la ondition (iii) montrera
que ((Ar)r≥0, (gr)r≥0) est un λp-ouple de Dwork et ainsi ahèvera la preuve du point (i) du théo-
rème 2. Nous allons montrer que la ondition (iii) est vériée en deux étapes, selon que vp(m) ≥ λp
ou que vp(m) ≤ λp − 1. La preuve est relativement longue et déomposée en nombreuses étapes.
4.4.1. Lorsque vp(m) ≤ λp − 1. Nous devons montrer ii que si λp ≥ 1 et si vp(m) = k ≤ λp − 1,
alors on a
Q(mp)
Q(0)
− Q(m)
Q(0)
∈ pk+1g(m)Zp. Comme Q(0) = 1, ela revient à montrer que l'on a
Q(m)
(
Q(mp)
Q(m)
− 1
)
∈ pk+1g(m)Zp. (4.5)
On érit m = pkm′, où m′ ∈ N et (4.5) devient
Q(m)
(
Q(m′pk+1)
Q(m′pk)
− 1
)
∈ pk+1g(m)Zp. (4.6)
Pour onlure, on utilise le lemme suivant.
Lemme 10. Pour tout s ∈ N, tout c ∈ {0, . . . , ps − 1} et tout m ∈ N, on a
Q(c)
Q(cp)
Q(cp +mps+1)
Q(c+mps)
∈ 1 + ps+1Zp.
En appliquant le lemme 10 ave s = k, c = 0 et m′ à la plae de m, on obtient Q(m
′pk+1)
Q(m′pk)
∈
1 + pk+1Zp et don
(
Q(m′pk+1)
Q(m′pk)
− 1
)
∈ pk+1Zp. De plus, d'après la ondition (ii) du théorème 3,
on a Q(m) ∈ g(m)Zp, don on a bien (4.6). Il ne nous reste plus qu'à démontrer le lemme 10.
Pour ela, nous allons utiliser ertaines propriétés de la fontion gamma p-adique dénie par
Γp(n) := (−1)
nγp(n), où γp(n) :=
∏n−1
k=1
(k,p)=1
k. On peut étendre Γp à tout Zp mais on n'en aura pas
besoin ii. On résume les propriétés qui nous serviront pour prouver le lemme 10.
Lemme 11. (i) Pour tout n ∈ N, on a l'identité (np)!
n!
= pnγp(1 + np).
(ii) Pour tout k, n et s dans N, on a Γp(k + np
s) ≡ Γp(k) mod p
s
.
Le point (i) du lemme 11 s'obtient en remarquant que γp(1+np) =
(np)!
n!pn
. Le point (ii) du lemme
11 est le lemme 1.1 de [7℄.
Démonstration du lemme 10. On a
Q(cp +mps+1)
Q(c+mps)
=
q1∏
i=1
(ei(cp+mp
s+1))!
(ei(c+mps))!
q2∏
i=1
(fi(c+mp
s))!
(fi(cp+mps+1))!
=
(
q1∏
i=1
pei(c+mp
s)γp(1 + eicp+ eimp
s+1)
)(
q2∏
i=1
1
pfi(c+mps)γp(1 + ficp+ fimps+1)
)
= (pmp
s
)(|e|−|f |)
∏q1
i=1(p
eic(−1)1+eicp+eimp
s+1
Γp(1 + eicp+ eimp
s+1))∏q2
i=1 (p
fic(−1)1+ficp+fimps+1Γp(1 + ficp+ fimps+1))
= (pmp
s
(−1)mp
s+1
)(|e|−|f |)
∏q1
i=1 (p
eic(−1)1+eicp Γp(1 + eicp+ eimp
s+1))∏q2
i=1 (p
fic(−1)1+ficp Γp(1 + ficp+ fimps+1))
=
∏q1
i=1 p
eic(−1)1+eicp∏q2
i=1 p
fic(−1)1+ficp
·
∏q1
i=1 Γp(1 + eicp+ eimp
s+1)∏q2
i=1 Γp(1 + ficp+ fimp
s+1)
.
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D'après le point (ii) du lemme 11, pour tout n ∈ N, on a Γp(1 + ncp + nmp
s+1) ≡ Γp(1 + ncp)
mod ps+1. On obtient don∏q1
i=1 Γp(1 + eicp+ eimp
s+1)∏q2
i=1 Γp(1 + ficp+ fimp
s+1)
=
∏q1
i=1 (Γp(1 + eicp) +O(p
s+1))∏q2
i=1 (Γp(1 + ficp) +O(p
s+1))
,
où l'on note x = O(pk) lorsque x ∈ pkZp. De plus, par dénition de Γp, pour tout n ∈ N, on a
Γp(1 + ncp) ∈ Z
×
p . On obtient alors∏q1
i=1 (Γp(1 + eicp) +O(p
s+1))∏q2
i=1 (Γp(1 + ficp) +O(p
s+1))
=
∏q1
i=1 Γp(1 + eicp)∏q2
i=1 Γp(1 + ficp)
(1 +O(ps+1))
et ainsi,
Q(cp+mps+1)
Q(c+mps)
=
∏q1
i=1 p
eic(−1)1+eicp∏q2
i=1 p
fic(−1)1+ficp
·
∏q1
i=1 Γp(1 + eicp)∏q2
i=1 Γp(1 + ficp)
(1 +O(ps+1))
=
∏q1
i=1 p
eic∏q2
i=1 p
fic
·
∏q1
i=1 γp(1 + eicp)∏q2
i=1 γp(1 + ficp)
(1 +O(ps+1))
=
Q(cp)
Q(c)
(1 +O(ps+1)).
C'est e qu'il fallait démontrer. 
4.4.2. Lorsque vp(m) ≥ λp. Le but de ette partie est de démontrer le fait suivant.
Soit p un nombre premier et λp l'unique entier naturel tel que p
λp < M(e,f ) ≤ p
λp+1
. Pour tout
s ∈ N, tout v ∈ {0, . . . , p− 1}, tout u ∈ {0, . . . , ps − 1} et tout m ∈ N, on a
Q(v + up+mps+λp+1)
Q(v + up)
−
Q(u+mps+λp)
Q(u)
∈ ps+λp+1
g(mpλp)
g(v + up)
Zp. (4.7)
L'équation (4.7) est vériée si et seulement si, pour tout v ∈ {0, . . . , p−1}, tout u ∈ {0, . . . , ps−
1} et tout m ∈ N, on a(
1−
Q(v + up)
Q(u)
Q(u+mps+λp)
Q(v + up+mps+λp+1)
)
Q(v + up+mps+λp+1)
Q(v + up)
∈ ps+λp+1
g(mpλp)
g(v + up)
Zp. (4.8)
Dans la suite, on pose Xs(v, u,m) :=
Q(v+up)
Q(u)
Q(u+mps+λp)
Q(v+up+mps+λp+1)
. Ainsi, pour démontrer (4.7), il nous
sut de montrer que
(Xs(v, u,m)− 1)
Q(v + up+mps+λp+1)
g(mpλp)
∈ ps+λp+1
Q(v + up)
g(v + up)
Zp. (4.9)
An d'estimer la valuation de Xs(v, u,m) − 1, posons, pour tout v ∈ {0, . . . , p − 1}, tout u ∈
{0, . . . , ps − 1} et tout s et m dans N,
Ys(v, u,m) :=
∏q2
i=1
∏⌊fiv/p⌋
j=1
(
1 + fimp
s+λp
fiu+j
)
∏q1
i=1
∏⌊eiv/p⌋
j=1
(
1 + eimp
s+λp
eiu+j
) .
Pour s et m dans N et a ∈ {0, . . . , ps − 1}, on note ηs(a,m) :=
∑∞
ℓ=s+1∆
({
a+mps
pℓ
})
. On va
énoner un ertain nombre de lemmes, que l'on démontre dans la partie 4.4.3.
Lemme 12. Pour tout v ∈ {0, . . . , p − 1}, tout u ∈ {0, . . . , ps − 1} et tout s et m dans N, on a
Xs(v, u,m) ∈ Ys(v, u,m)
(
1 + ps+λp+1Zp
)
et
vp(Ys(v, u,m)) = (ηs+λp+1(v + up, 0)− ηs+λp(u, 0))− (ηs+λp+1(v + up,m)− ηs+λp(u,m)).
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Lemme 13. Soit s ∈ N, v ∈ {0, . . . , p − 1} et u ∈ {0, . . . , ps − 1}. Si {(v + up)/pj} < 1/M(e,f )
pour un j ∈ {1, . . . , s+ λp + 1}, alors Ys(v, u,m) ∈ 1 + p
s+λp−j+2Zp.
Lemme 14. Pour tout s ∈ N, tout a ∈ {0, . . . , ps+1 − 1} et tout m ∈ N, on a
ηs+λp+1(a,m) ≥ µ(mp
λp) (4.10)
et
vp
(
Q(a+mps+λp+1)
g(mpλp)
)
≥
s+λp+1∑
ℓ=1
∆
({
a
pℓ
})
. (4.11)
Lemme 15. Pour tout s ∈ N et tout a ∈ {0, . . . , ps+1 − 1}, on a : ηs+λp+1(a, 0) = 0,
vp(Q(a)) =
s+λp+1∑
ℓ=1
∆
({
a
pℓ
})
et vp(g(a)) =
s+λp+1∑
ℓ=1
1[1/M(e,f ),1[
({
a
pℓ
})
.
Remarque. Le lemme 15 repose essentiellement sur l'inégalité M(e,f ) ≤ p
λp+1
.
An de montrer (4.9), on va maintenant diérenier deux as.
 Cas 1 : Supposons qu'il existe j ∈ {1, . . . , s+ λp + 1} tel que{
v + up
pj
}
<
1
M(e,f )
. (4.12)
Soit j0 le plus petit des j ∈ {1, . . . , s + λp + 1} vériant (4.12). D'après le lemme 13 appliqué en
j0, on obtient Ys(v, u,m) ∈ 1 + p
s+λp−j0+2Zp et don, d'après le lemme 12, vp(Xs(v, u,m)− 1) ≥
s+ λp − j0 + 2.
Montrons qu'on a vp(g(v+up)) ≥ j0− 1. Si j0 = 1, 'est évident. Si j0 ≥ 2, alors, pour tout ℓ ∈
{1, . . . , j0−1}, on a {(v+up)/p
ℓ} ≥ 1/M(e,f ) et don vp(g(v+up)) =
∑∞
ℓ=1 1[1/M(e,f ),1[
({
v+up
pℓ
})
≥
j0 − 1. D'après (4.11), on obtient
vp
(
(Xs(v, u,m)− 1)
Q(v + up+mps+λp+1)
g(mpλp)
)
≥ vp(Xs(v, u,m)− 1) +
s+λp+1∑
ℓ=1
∆
({
v + up
pℓ
})
.
D'où
vp
(
(Xs(v, u,m)− 1)
Q(v + up+mps+λp+1)
g(mpλp)
)
≥ vp(Xs(v, u,m)− 1) + vp(g(v + up)) +
(
s+λp+1∑
ℓ=1
∆
({
v + up
pℓ
})
− vp(g(v + up))
)
≥ (s+ λp − j0 + 2) + j0 − 1 + vp
(
Q(v + up)
g(v + up)
)
(4.13)
≥ s+ λp + 1 + vp
(
Q(v + up)
g(v + up)
)
,
où l'on a utilisé l'identité vp(Q(v + up)) =
∑s+λp+1
ℓ=1 ∆({
v+up
pℓ
}) du lemme 15 dans (4.13). On a
don bien (4.9) dans e as.
 Cas 2 : Supposons que, pour tout j ∈ {1, . . . , s+ λp + 1}, on ait {(v + up)/p
j} ≥ 1/M(e,f ).
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Ainsi, on a vp(g(v + up)) =
∑∞
ℓ=1 1[1/M(e,f ),1[({(v + up)/p
ℓ}) ≥ s+ λp + 1.
Si vp(Ys(v, u,m)) ≥ 0, alors, d'après le lemme 12, vp(Xs(v, u,m)− 1) ≥ 0 et, d'après (4.11) et
le lemme 15, on a
vp
(
Q(v + up+mps+λp+1)
g(mpλp)
)
≥
s+λp+1∑
ℓ=1
∆
({
v + up
pℓ
})
= vp(g(v + up)) + vp
(
Q(v + up)
g(v + up)
)
≥ s+ λp + 1 + vp
(
Q(v + up)
g(v + up)
)
.
On a don bien (4.9).
Supposons maintenant que vp(Ys(v, u,m)) < 0. Dans e as, d'après le lemme 12, on a
vp(Xs(v, u,m)− 1) = vp(Ys(v, u,m))
= (ηs+λp+1(v + up, 0)− ηs+λp(u, 0))− (ηs+λp+1(v + up,m)− ηs+λp(u,m)).
D'après le lemme 15, on a ηs+λp+1(v + up, 0) = 0 et ηs+λp(u, 0) = 0 et don
vp(Xs(v, u,m)− 1) = ηs+λp(u,m)− ηs+λp+1(v + up,m).
De plus,
vp(Q(v + up+mp
s+λp+1)) =
∞∑
ℓ=1
∆
({
v + up+mps+λp+1
pℓ
})
=
s+λp+1∑
ℓ=1
∆
({
v + up
pℓ
})
+
∞∑
ℓ=s+λp+2
∆
({
v + up+mps+λp+1
pℓ
})
=
s+λp+1∑
ℓ=1
∆
({
v + up
pℓ
})
+ ηs+λp+1(v + up,m).
Ainsi, on obtient
vp
(
(Xs(v, u,m)− 1)
Q(v + up+mps+λp+1)
g(mpλp)
)
= ηs+λp(u,m)− ηs+λp+1(v + up,m) +
s+λp+1∑
ℓ=1
∆
({
v + up
pℓ
})
+ ηs+λp+1(v + up,m)− µ(mp
λp)
=
s+λp+1∑
ℓ=1
∆
({
v + up
pℓ
})
+ ηs+λp(u,m)− µ(mp
λp)
= vp(g(v + up)) + vp
(
Q(v + up)
g(v + up)
)
+ ηs+λp(u,m)− µ(mp
λp)
≥ s+ λp + 1 + vp
(
Q(v + up)
g(v + up)
)
+ ηs+λp(u,m)− µ(mp
λp).
Si s = 0, alors on a u = 0 et ηλp(0, m) =
∑∞
ℓ=λp+1
∆({mp
λp
pℓ
}) ≥
∑∞
ℓ=λp+1
1[1/M(e,f ),1[({
mpλp
pℓ
}) =
µ(mpλp) et on a bien (4.9). En revanhe, si s ≥ 1 alors, en utilisant le lemme 14 ave s − 1 à la
plae de s et a = u, on obtient ηs+λp(u,m) ≥ µ(mp
λp), e qui donne bien (4.9). Cei ahève la
preuve de l'équation (4.7), modulo elles des divers lemmes.
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4.4.3. Démonstration des lemmes 12, 13, 14 et 15.
Démonstration du lemme 12. On veut montrer que Xs(v, u,m) ∈ Ys(v, u,m)(1 + p
s+λp+1Zp).
On a
Xs(v, u,m) =
Q(v + up)
Q(up)
Q(up+mps+λp+1)
Q(v + up+mps+λp+1)
·
Q(up)
Q(u)
Q(u+mps+λp)
Q(up+mps+λp+1)
. (4.14)
En appliquant le lemme 10 ave c = u et s+λp pour s au terme tout à droite de (4.14), on obtient
Xs(v, u,m) ∈
Q(v + up)
Q(up)
Q(up+mps+λp+1)
Q(v + up+mps+λp+1)
(1 + ps+λp+1Zp). (4.15)
De plus, on a
Q(v + up)
Q(up)
·
Q(up+mps+λp+1)
Q(v + up+mps+λp+1)
=
(∏q1
i=1
∏eiv
k=1(eiup+ k)
)(∏q2
i=1
∏fiv
k=1(fi(up+mp
s+λp+1) + k)
)
(∏q2
i=1
∏fiv
k=1(fiup+ k)
)(∏q1
i=1
∏eiv
k=1(ei(up+mp
s+λp+1) + k)
)
=
∏q2
i=1
∏fiv
k=1
(
1 + fimp
s+λp+1
fiup+k
)
∏q1
i=1
∏eiv
k=1
(
1 + eimp
s+λp+1
eiup+k
) .
Si d ∈ {e1, . . . , eq1, f1, . . . , fq2} et k ∈ {1, . . . , dv}, alors dup+k est divisible par p si et seulement
s'il existe j ∈ {1, . . . , ⌊dv/p⌋} tel que k = jp. On a don
dv∏
k=1
(
1 +
dmps+λp+1
dup+ k
)
=
⌊dv/p⌋∏
j=1
(
1 +
dmps+λp
du+ j
)
(1 +O(ps+λp+1)).
D'où
Q(v + up)
Q(up)
·
Q(up+mps+λp+1)
Q(v + up+mps+λp+1)
=
∏q2
i=1
∏⌊fiv/p⌋
j=1
(
1 + fimp
s+λp
fiu+j
)
∏q1
i=1
∏⌊eiv/p⌋
j=1
(
1 + eimp
s+λp
eiu+j
)(1 +O(ps+λp+1))
= Ys(v, u,m)(1 +O(p
s+λp+1))
et don Xs(v, u,m) ∈ Ys(v, u,m)(1 + p
s+λp+1Zp), omme voulu.
On va maintenant montrer qu'on a bien aussi
vp(Ys(v, u,m)) = ηs+λp+1(v + up, 0)− ηs+λp(u, 0)− (ηs+λp+1(v + up,m)− ηs+λp(u,m)).
On a vu i-dessus que vp(Ys(v, u,m)) = vp(Xs(v, u,m)). Or, d'après (4.15), on a aussi
vp(Xs(v, u,m)) = vp
(
Q(v + up)
Q(up)
·
Q(up+mps+λp+1)
Q(v + up+mps+λp+1)
)
= vp(Q(v + up))− vp(Q(up)) + vp(Q(up+mp
s+λp+1))− vp(Q(v + up+mp
s+λp+1))
=
∞∑
ℓ=1
∆
({
v + up
pℓ
})
−
∞∑
ℓ=1
∆
({
up
pℓ
})
+
∞∑
ℓ=1
∆
({
up+mps+λp+1)
pℓ
})
−
∞∑
ℓ=1
∆
({
v + up+mps+λp+1
pℓ
})
.
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On a
∞∑
ℓ=1
∆
({
v + up
pℓ
})
−
∞∑
ℓ=1
∆
({
v + up+mps+λp+1
pℓ
})
=
∞∑
ℓ=1
∆
({
v + up
pℓ
})
−
s+λp+1∑
ℓ=1
∆
({
v + up
pℓ
})
−
∞∑
ℓ=s+λp+2
∆
({
v + up+mps+λp+1
pℓ
})
=
∞∑
ℓ=s+λp+2
∆
({
v + up
pℓ
})
−
∞∑
ℓ=s+λp+2
∆
({
v + up+mps+λp+1
pℓ
})
= ηs+λp+1(v + up, 0)− ηs+λp+1(v + up,m),
et
∞∑
ℓ=1
∆
({
up
pℓ
})
−
∞∑
ℓ=1
∆
({
up+mps+λp+1
pℓ
})
=
∞∑
ℓ=s+λp+2
∆
({
up
pℓ
})
−
∞∑
ℓ=s+λp+2
∆
({
up+mps+λp+1
pℓ
})
=
∞∑
ℓ=s+λp+1
∆
({
u
pℓ
})
−
∞∑
ℓ=s+λp+1
∆
({
u+mps+λp
pℓ
})
= ηs+λp(u, 0)− ηs+λp(u,m).
Don, vp(Ys(v, u,m)) = ηs+λp+1(v + up, 0) − ηs+λp(u, 0) − (ηs+λp+1(v + up,m) − ηs+λp(u,m)), e
qui ahève la preuve du lemme. 
Démonstration du lemme 13. Soit s ∈ N, v ∈ {0, . . . , p−1} et u ∈ {0, . . . , ps−1}. Soit
∑∞
k=0 ukp
k
le développement p-adique de u et L ∈ {e1, . . . , eq1, f1, . . . , fq2}. On dénit s + λp + 1 entiers
naturels par les relations bL,0 := ⌊Lv/p⌋ et bL,k+1 := ⌊(Luk+ bL,k)/p⌋ pour k ∈ {0, . . . , s+λp−1}.
On note, pour tout x ∈ R, ⌈x⌉ l'entier immédiatement supérieur à x et on dénit s+λp+1 entiers
naturels par les relations aL,0 := 1 et aL,k+1 := ⌈(Luk + aL,k)/p⌉. Dans un premier temps, nous
allons montrer par réurrene sur r que l'assertion Ar :
⌊Lv/p⌋∏
n=1
(
1 +
Lmps+λp
Lu+ n
)
=
bL,r∏
n=aL,r
(
1 +
Lmps+λp−r
L
∑∞
k=r ukp
k−r + n
)(
1 +O(ps+λp−r+1)
)
,
est vraie pour tout r ∈ {0, . . . , s+ λp}.
On a bL,0 = ⌊Lv/p⌋ et aL,0 = 1, don A0 est vraie.
Soit r ≥ 0. Supposons que Ar est vraie et montrons Ar+1. Si n ∈ {aL,r, . . . , bL,r}, alors p
divise L
∑∞
k=r ukp
k−r + n si et seulement si p divise Lur + n, i.e. si et seulement s'il existe i ∈
{⌈(Lur + aL,r)/p⌉, . . . , ⌊(Lur + bL,r)/p⌋} tel que Lur + n = ip. On obtient don
bL,r∏
n=aL,r
(
1 +
Lmps+λp−r
L
∑∞
k=r ukp
k−r + n
)
=
bL,r+1∏
i=aL,r+1
(
1 +
Lmps+λp−r
L
∑∞
k=r+1 ukp
k−r + ip
)
(1 +O(ps+λp−r))
=
bL,r+1∏
i=aL,r+1
(
1 +
Lmps+λp−r−1
L
∑∞
k=r+1 ukp
k−r−1 + i
)
(1 +O(ps+λp−r)).
(4.16)
D'après Ar et (4.16), on a bien Ar+1, e qui ahève la réurrene sur r.
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Soit L ∈ {e1, . . . , eq1, f1, . . . , fq2}. Nous allons montrer par réurrene sur k que l'assertion Bk :
aL,k ≥ 1 et bL,k ≤ ⌊L{(v + up)/p
k+1}⌋ est vraie pour tout k ∈ {0, . . . , s+ λp}.
On a aL,0 = 1 et bL,0 = ⌊Lv/p⌋ = ⌊L{(v + up)/p}⌋, don B0 est vraie.
Soit k ≥ 0. Supposons que Bk est vraie et montrons Bk+1. On a aL,k+1 = ⌈(Luk + aL,k)/p⌉ et
bL,k+1 = ⌊(Luk + bL,k)/p⌋, don aL,k+1 ≥ ⌈(Luk + 1)/p⌉ ≥ 1 et
bL,k+1 ≤
⌊
Luk
p
+
L
p
{
v + up
pk+1
}⌋
=
⌊
L
(
ukp
k+1
pk+2
+
v + p
∑k−1
i=0 uip
i
pk+2
)⌋
=
⌊
L
{
v + up
pk+2
}⌋
,
e qui ahève la réurrene sur k.
Soit j ∈ {1, . . . , s+λp+1} tel que {(v+up)/p
j} < 1/M(e,f ). Pour tout L ∈ {e1, . . . , eq1, f1, . . . , fq2},
on obtient, via Bj−1, que aL,j−1 ≥ 1 et bL,j−1 ≤ ⌊L{(v + up)/p
j}⌋ ≤ ⌊M(e,f ){(v + up)/p
j}⌋ = 0.
Ainsi, d'après Aj−1, on a
⌊Lv/p⌋∏
n=1
(
1 +
Lmps+λp
Lu+ n
)
= 1 +O(ps+λp−j+2)
et don
Ys(v, u,m) =
∏q2
i=1
∏⌊fiv/p⌋
n=1
(
1 + fimp
s+λp
fiu+n
)
∏q1
i=1
∏⌊eiv/p⌋
n=1
(
1 + eimp
s+λp
eiu+n
) = 1 +O(ps+λp−j+2)
1 +O(ps+λp−j+2)
= 1 +O(ps+λp−j+2),
e qui ahève la preuve du lemme 13. 
Démonstration du lemme 14. Dans un premier temps, nous allons montrer qu'on a bien (4.10).
Érivons m =
∑q
k=0mkp
k
, où mk ∈ {0, . . . , p− 1}. On a
ηs+λp+1(a,m)− µ(mp
λp)
=
∞∑
ℓ=s+λp+2
∆
({
a+mps+λp+1
pℓ
})
−
∞∑
ℓ=1
1[1/M(e,f ),1[
({
mpλp
pℓ
})
=
∞∑
ℓ=s+λp+2
(
∆
({
a+mps+λp+1
pℓ
})
− 1[1/M(e,f ),1[
({
mps+λp+1
pℓ
}))
=
∞∑
ℓ=s+λp+2
(
∆
(
a +
∑ℓ−s−λp−2
k=0 mkp
k+s+λp+1
pℓ
)
− 1[1/M(e,f ),1[
(∑ℓ−s−λp−2
k=0 mkp
k+s+λp+1
pℓ
))
.
De plus, pour tout ℓ ≥ s+ λp + 2, on a
0 ≤
∑ℓ−s−λp−2
k=0 mkp
k+s+λp+1
pℓ
≤
a +
∑ℓ−s−λp−2
k=0 mkp
k+s+λp+1
pℓ
≤
pℓ − 1
pℓ
< 1.
Don
1[1/M(e,f ),1[
(∑ℓ−s−λp−2
k=0 mkp
k+s+λp+1
pℓ
)
= 1 =⇒ 1 >
∑ℓ−s−λp−2
k=0 mkp
k+s+λp+1
pℓ
≥
1
M(e,f )
=⇒ 1 >
a +
∑ℓ−s−λp−2
k=0 mkp
k+s+λp+1
pℓ
≥
1
M(e,f )
=⇒ ∆
(
a +
∑ℓ−s−λp−2
k=0 mkp
k+s+λp+1
pℓ
)
≥ 1
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et don ηs+λp+1(a,m)− µ(mp
λp) ≥ 0. Cei termine la preuve de (4.10).
Montrons maintenant (4.11). On a
vp
(
Q(a +mps+λp+1)
g(mpλp)
)
=
∞∑
ℓ=1
∆
({
a+mps+λp+1
pℓ
})
− µ(mpλp)
=
s+λp+1∑
ℓ=1
∆
({
a
pℓ
})
+
∞∑
ℓ=s+λp+2
∆
({
a+mps+λp+1
pℓ
})
− µ(mpλp)
=
s+λp+1∑
ℓ=1
∆
({
a
pℓ
})
+ ηs+λp+1(a,m)− µ(mp
λp),
≥
s+λp+1∑
ℓ=1
∆
({
a
pℓ
})
. (4.17)
où dans (4.17), on a utilisé l'inégalité (4.10). 
Démonstration du lemme 15. On a ηs+λp+1(a, 0) =
∑∞
ℓ=s+λp+2
∆
({
a
pℓ
})
, vp(Q(a)) =
∑∞
ℓ=1∆
({
a
pℓ
})
et vp(g(a)) =
∑∞
ℓ=1 1[1/M(e,f ),1[
({
a
pℓ
})
. Or, si ℓ ≥ s+ λp + 2, on a
{
a
pℓ
}
≤ p
s+1−1
pℓ
< 1
pλp+1
≤ 1
M(e,f )
,
ar M(e,f ) ≤ p
λp+1
. Don ∆
({
a
pℓ
})
= 1[1/M(e,f ),1[
({
a
pℓ
})
= 0. D'où le résultat. 
5. Démonstration des points (ii) des théorèmes 1 et 2
On se plae sous les hypothèses des thèorèmes 1 et 2. On suppose de plus que ∆ s'annule sur
[1/M(e,f ), 1[. Le but de ette partie est de montrer qu'il n'existe qu'un nombre ni de premiers
p tels que q(z) ∈ zZp[[z]] et que, pour tout L ∈ {1, . . . ,M(e,f )}, il n'existe qu'un nombre ni de
premiers p tels que qL(z) ∈ Zp[[z]]. On xe L ∈ {1, . . . ,M(e,f )} dans ette partie.
D'après la partie 3, il sut de montrer que, pour tout nombre premier p assez grand, il existe
a ∈ {0, . . . , p − 1} et K ∈ N tels que Φp(a + Kp) /∈ pZp et ΦL,p(a + Kp) /∈ pZp. En fait, nous
allons montrer que pour tout nombre premier p assez grand, il existe a ∈ {0, . . . , p − 1} tel que
Φp(a) /∈ pZp et tel que ΦL,p(a) /∈ pZp ou ΦL,p(a+ p) /∈ pZp.
5.1. Démonstration du point (ii) du théorème 1. Nous allons montrer que, pour tout nombre
premier p assez grand, il existe a ∈ {0, . . . , p − 1} tel que Φp(a) /∈ pZp. Dans e as, on a
Φp(a) = −pQ(a)
(∑q1
i=1 eiHeia −
∑q2
i=1 fiHfia
)
.
Pour tout d ∈ N, on aHda =
∑da
i=1
1
i
≡
∑⌊da/p⌋
j=1
1
jp
mod Zp. Pour tout x ∈ [0, 1], on pose Ψ(x) :=∑q1
i=1
∑⌊eix⌋
j=1
ei
j
−
∑q2
i=1
∑⌊fix⌋
j=1
fi
j
. Ainsi, pour tout a ∈ {0, . . . , p− 1}, on a Φp(a) ≡ −Q(a)Ψ(a/p)
mod pZp. Il sut don de montrer que, pour tout premier p assez grand, il existe a ∈ {0, . . . , p−1}
tel que vp (Q(a)) = vp (Ψ(a/p)) = 0.
Pour tout d ∈ N, d ≥ 1, les sauts de l'appliation x 7→ ⌊dx⌋ sur [0, 1] se font aux absisses
1
d
, 2
d
, . . . , d−1
d
, 1. Soit D := {e1, . . . , eq1, f1, . . . , fq2} et γ1 < · · · < γt = 1 les rationnels qui vérient
{γ1, . . . , γt} =
⋃
d∈D{
1
d
, 2
d
, . . . , d−1
d
, 1}. Pour tout i ∈ {1, . . . , t}, on note mi ∈ Z l'amplitude du
saut de ∆ en γi. Pour tout x ∈ [1/M(e,f ), 1[, il existe un i ∈ {1, . . . , t− 1} tel que x ∈ [γi, γi+1[ et
on a alors Ψ(x) =
∑q1
n=1
∑⌊enx⌋
j=1
1
j/en
−
∑q2
n=1
∑⌊fnx⌋
j=1
1
j/fn
=
∑i
k=1
mk
γk
.
La fontion ∆ prend la valeur 0 sur [1/M(e,f ), 1[ don il existe un i0 ∈ {1, . . . , t− 1} tel que ∆
soit nulle sur [γi0, γi0+1[. Il existe une onstante P1 telle que, pour tout premier p ≥ P1, il existe un
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ap ∈ {0, . . . , p− 1} tel que ap/p ∈ [γi0, γi0+1[. Ainsi, pour tout premier p ≥ P1, on a ∆(ap/p) = 0
et Ψ(ap/p) =
∑i0
k=1
mk
γk
. Il existe une onstante P2 ≥ P1 telle que, pour tout premier p ≥ P2, on
ait
∑i0
k=1
mk
γk
∈ Z×p ∪ {0}. Le lemme suivant nous permet de onlure que l'on a pas
∑i0
k=1
mk
γk
= 0.
Lemme 16. Soit e := (e1, . . . , eq1) et f := (f1, . . . , fq2) deux suites d'entiers stritement positifs
disjointes. On se plae dans les onditions i-dessus. S'il existe i0 ∈ {1, . . . , t} tel que ∆(e,f ) soit
positive sur [γ1, γi0[ et nulle sur [γi0, γi0+1[, alors on a
i0∑
k=1
mk
γk
> 0 et
i0∏
k=1
(
1 +
1
γk
)mk
> 1.
Remarque. On utilisera l'inégalité
∏i0
k=1
(
1 + 1
γk
)mk
> 1 dans la démonstration du point (ii) du
théorème 2.
D'après e lemme, pour tout premier p ≥ max(P2,M(e,f )), il existe un ap ∈ {0, . . . , p−1} tel que
∆(ap/p) = 0 et Ψ(ap/p) ∈ Z
×
p , ar Ψ(ap/p) =
∑i0
k=1
mk
γk
6= 0. Pour tout ℓ ∈ N, ℓ ≥ 2, on a ap/p
ℓ <
1/p ≤ 1/M(e,f ) et don ∆({ap/p
ℓ}) = 0. Ainsi, on obtient bien vp(Q(ap)) =
∑∞
ℓ=1∆({ap/p
ℓ}) = 0
et Ψ(ap/p) ∈ Z
×
p , e qui termine la démonstration de l'assertion (ii) du théorème 1.
Démonstration du lemme 16. Les suites e et f sont disjointes don γ1 = 1/M(e,f ) est un saut eetif
de ∆. Comme, pour tout x ∈ [0, 1], on a ∆(x) ≥ 0, on obtient ∆(γ1) ≥ 1, i.e. m1 ≥ 1. Comme ∆
est nulle sur [γi0 , γi0+1[, on a
∑i0
k=1mk = 0. Or m1 ≥ 1 don i0 ≥ 2. On va maintenant montrer
par réurrene sur ℓ que, pour tout ℓ ∈ {2, . . . , i0}, on a
ℓ∑
k=1
mk
γk
>
1
γℓ
ℓ∑
k=1
mk et
ℓ∏
k=1
(
1 +
1
γk
)mk
>
(
1 +
1
γℓ
)Pℓ
k=1mk
. (5.1)
On a
1
γ1
> · · · > 1
γt
et m1 ≥ 1 don
m1
γ1
+
m2
γ2
>
m1
γ2
+
m2
γ2
et
(
1 +
1
γ1
)m1 (
1 +
1
γ2
)m2
>
(
1 +
1
γ2
)m1+m2
.
Ainsi, (5.1) est vraie pour ℓ = 2. Si i0 ≥ 3, soit ℓ ∈ {2, . . . , i0 − 1} tel que (5.1) soit vraie. Par
hypothèse de réurrene, on a
ℓ+1∑
k=1
mk
γk
>
1
γℓ
ℓ∑
k=1
mk +
mℓ+1
γℓ+1
et
ℓ+1∏
k=1
(
1 +
1
γk
)mk
>
(
1 +
1
γℓ
)Pℓ
k=1mk
(
1 +
1
γℓ+1
)mℓ+1
.
Comme ∆ est positive sur [γ1, γi0[, on obtient
∑ℓ
k=1mk ≥ 0 et don
1
γℓ
∑ℓ
k=1mk ≥
1
γℓ+1
∑ℓ
k=1mk
et
(
1 + 1
γℓ
)Pℓ
k=1mk
≥
(
1 + 1
γℓ+1
)Pℓ
k=1mk
. Ainsi, on a bien
ℓ+1∑
k=1
mk
γk
>
1
γℓ+1
ℓ+1∑
k=1
mk et
ℓ+1∏
k=1
(
1 +
1
γk
)mk
>
(
1 +
1
γℓ+1
)Pℓ+1
k=1mk
,
e qui ahève la réurrene.
En utilisant (5.1) ave ℓ = i0, on obtient
∑i0
k=1
mk
γk
> 1
γi0
∑i0
k=1mk = 0 et
∏i0
k=1
(
1 + 1
γk
)mk
>(
1 + 1
γi0
)Pi0
k=1mk
= 1, e qui ahève la preuve du lemme. 
25
5.2. Démonstration du point (ii) du théorème 2. On xe L ∈ {1, . . . ,M(e,f )} dans ette
partie. Nous allons montrer que, pour tout nombre premier p assez grand, il existe a ∈ {0, . . . , p−1}
tel que ΦL,p(a) /∈ pZp ou ΦL,p(a+ p) /∈ pZp. On rappelle qu'on a ΦL,p(a) = −pQ(a)HLa.
Comme on l'a dit dans la partie 5.1, on a HLa ≡
∑⌊La/p⌋
j=1
1
jp
mod pZp, e qui donne ΦL,p(a) ≡
−Q(a)H⌊La/p⌋ mod pZp. Pour tout premier p et tout a ∈ {0, . . . , p−1}, on aH⌊La/p⌋ ∈ {0, H1, . . . , HL}.
Il existe une onstante P1 telle que, pour tout premier p ≥ P1, on ait {H1, . . . , HL} ⊂ Z
×
p . D'après
la partie 5.1, il existe une onstante P2 > M(e,f ) telle que, pour tout premier p ≥ P2, il existe
a ∈ {0, . . . , p− 1} tel que vp(Q(a)) = 0. Pour tout premier p ≥ P0 := max(P1,P2), alors il existe
ap ∈ {0, . . . , p− 1} tel que vp(Q(ap)) = 0 et H⌊Lap/p⌋ ∈ Z
×
p ∪ {0}. Ainsi, si ⌊Lap/p⌋ ≥ 1, alors on
a ΦL,p(ap) /∈ pZp. On remarque ependant que si L = 1, alors on a toujours ⌊1 · ap/p⌋ = 0 et don
Φ1,p(ap) ∈ pZp. On xe un premier p ≥ P0 dans la suite.
Nous allons maintenant montrer que si ⌊Lap/p⌋ = 0, alors on a ΦL,p(ap + p) /∈ pZp, e qui
ahèvera la preuve du point (ii) du théorème 2. Si ⌊Lap/p⌋ = 0, alors on a −pQ(ap)HLap ∈ pZp.
De plus, on a HL(ap+p) =
∑L(ap+p)
j=1
1
j
≡ 1
p
∑⌊L(ap+p)/p⌋
i=1
1
i
mod Zp et ⌊L(ap + p)/p⌋ = L don
pHL(ap+p) ≡ HL mod pZp. On obtient
ΦL,p(ap + p) =
1∑
j=0
Q(1− j)Q(ap + jp)(HL(1−j) − pHL(ap+jp))
= Q(1)Q(ap)(HL − pHLap)−Q(ap + p)pHL(ap+p)
≡ Q(1)Q(ap)HL −Q(ap + p)HL mod pZp
≡ HLQ(ap)Q(1)
(
1−
Q(ap + p)
Q(ap)Q(1)
)
mod pZp,
ave HL et Q(ap) dans Z
×
p . De plus, on a p > M(e,f ) don vp(Q(1)) =
∑∞
ℓ=1∆({1/p
ℓ}) = 0 ar ∆
est nulle sur [0, 1/M(e,f )[. Il nous sut don de montrer que 1−
Q(ap+p)
Q(ap)Q(1)
∈ Z×p . On a
Q(ap + p)
Q(ap)
=
∏q1
i=1
∏eip
j=1(eiap + j)∏q2
i=1
∏fip
j=1(fiap + j)
.
Pour tout d ∈ {1, . . . ,M(e,f )}, on a
∏dp
j=1(dap+ j) =
∏d−1
k=0
∏p
j=1(dap+ j+ kp). Comme p > M(e,f ),
on a ⌊dap/p
2⌋ = 0 don il existe nd ∈ {0, . . . , p − 1} tel que dap = nd + ⌊dap/p⌋p. Pour tout
k ∈ {0, . . . , d− 1}, on a alors
p∏
j=1
j 6=p−nd
(dap + j + kp) =
p−1∏
m=1
(m+O(p)) = −1 +O(p) et dap + p− nd + kp = p(⌊dap/p⌋+ 1+ k),
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e qui donne
∏dp
j=1(dap+j) = (−1+O(p))
dpd
∏d−1
k=0(⌊dap/p⌋+1+k) = ((−1)
d+O(p))pd
∏d−1
k=0(⌊dap/p⌋+
1 + k). Ainsi, on obtient
Q(ap + p)
Q(ap)
=
∏q1
i=1
((
(−1)ei +O(p)
)
pei
∏ei
k=1(⌊eiap/p⌋+ k)
)
∏q2
i=1
((
(−1)fi +O(p)
)
pfi
∏fi
k=1(⌊fiap/p⌋+ k)
)
=
(
(−1)|e| +O(p)
)(
(−1)|f | +O(p)
)
p|e|−|f |
∏q1
i=1(⌊eiap/p⌋+ ei)!∏q2
i=1(⌊fiap/p⌋+ fi)!
·
∏q2
i=1⌊fiap/p⌋!∏q1
i=1⌊eiap/p⌋!
=
∏q2
i=1⌊fiap/p⌋!∏q1
i=1⌊eiap/p⌋!
·
∏q1
i=1 ei!∏q2
i=1 fi!
·
∏q1
i=1
∏⌊eiap/p⌋
k=1 (ei + k)∏q2
i=1
∏⌊fiap/p⌋
k=1 (fi + k)
(1 +O(p)),
e qui donne
Q(ap + p)
Q(ap)Q(1)
=
∏q1
i=1
∏⌊eiap/p⌋
k=1 (
ei
k
+ 1)∏q2
i=1
∏⌊fiap/p⌋
k=1 (
fi
k
+ 1)
(1 + O(p)) =
i0∏
k=1
(
1 +
1
γk
)mk
(1 +O(p)),
où la dernière égalité a lieu ar ap/p ∈ [γi0, γi0+1[. Le lemme 16 nous dit que
∏i0
k=1
(
1 + 1
γk
)mk
> 1,
on ne peut don avoir
∏i0
k=1
(
1 + 1
γk
)mk
= 1 + O(p) que pour un nombre ni de premier p, ar
rappelons que si x ∈ Q est dans pZp pour une innité de nombres premiers p, alors x = 0. Ainsi,
pour tout premier p assez grand, on a bien ⌊Lap/p⌋ = 0 ⇒ ΦL,p(ap + p) /∈ pZp, e qui termine la
preuve du point (ii) du théorème 2.
6. Résultats hypergéométriques
Le but de ette partie est de aratériser les séries hypergéométriques généralisées dont les
oeients peuvent se mettre sous forme fatorielle. Cela nous permettra de dérire les sauts de
l'appliation de Landau sur [0, 1] et d'en onlure que ∆(e,f ) est roissante sur [0, 1[ si et seulement
si l'équation diérentielle fuhsienne assoiée à F(e,f ) a tous ses exposants égaux à 0 à l'origine.
6.1. Séries hypergéométriques dénies par des quotients de fatorielles. Soit e et f deux
suites d'entiers positifs. La série formelle F(e,f )(z) =
∑∞
n=0Q(e,f )(n)z
n
est une série hypergéo-
métrique (voir [2, Lemma 4.1, p. 431℄). Nous allons aratériser les suites (α1, . . . , αr) ∈ C
r
et
(β1, . . . , βs) ∈ (C \ Z≤0)
s
telles qu'il existe deux suites d'entiers positifs e et f vériant
rFs
(
α1, . . . , αr
β1, . . . , βs
;Cz
)
:=
∞∑
n=0
Cn
(α1)n · · · (αr)n
(β1)n · · · (βs)n
zn
n!
=
∞∑
n=0
(e1n)! · · · (eq1n)!
(f1n)! · · · (fq2n)!
zn =: F(e,f )(z), (6.1)
où (x)n := x(x+1) · · · (x+ n− 1) pour n ≥ 1 et (x)0 = 1 (symbole de Pohhammer). Nous allons
avoir besoin du résultat d'uniité suivant.
Proposition 1. Soit C et C ′ deux onstantes stritement positives, α1, ..., αr, α
′
1, ..., α
′
r′, β1, ..., βs
et β ′1, ..., β
′
s′ des omplexes où auun des βj ni auun des β
′
j n'est un entier négatif tels que, pour
tout (i, j) ∈ {1, . . . , r} × {1, . . . , s}, on ait αi 6= βj, et, pour tout (i, j) ∈ {1, . . . , r
′} × {1, . . . , s′},
on ait α′i 6= β
′
j. Si, pour tout n ∈ N, on a
Cn
(α1)n · · · (αr)n
n!(β1)n · · · (βs)n
= C ′n
(α′1)n · · · (α
′
r′)n
n!(β ′1)n · · · (β
′
s′)n
, (6.2)
alors on a C = C ′, r = r′, s = s′ et il existe une permutation σ ∈ Sr et une permutation τ ∈ Ss
telles que, pour tout i ∈ {1, . . . , r}, on ait αi = α
′
σ(i) et, pour tout j ∈ {1, . . . , s}, on ait βj = β
′
τ(j).
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Démonstration. Soit i dans N, en divisant l'identité (6.2) ave n = i + 1 par elle ave n = i
on obtient, pour tout i dans N, i ≥ 1, C (α1+i)···(αr+i)
(β1+i)···(βs+i)
= C ′
(α′1+i)···(α
′
r′
+i)
(β′1+i)···(β
′
s′
+i)
. Ainsi, les deux frations
rationnelles P (X) := C (α1+X)···(αr+X)
(β1+X)···(βs+X)
et Q(X) := C ′
(α′1+X)···(α
′
r′
+X)
(β′1+X)···(β
′
s′
+X)
sont égales. Elles ont don les
mêmes raines ave mêmes multipliités et les mêmes ples ave mêmes ordres. D'où le résultat. 
An de aratériser la forme des suites (α1, . . . , αr) et (β1, . . . , βs) vériant (6.1), on dénit un
ertain type de partition de multi-ensemble.
Dénition. Pour N ∈ N, N ≥ 1, on note RN := {w/N : 1 ≤ w ≤ N, (w,N) = 1}. On dira qu'un
multi-ensemble {α1, . . . , αr} de réels est R-partitionné selon le multi-ensemble {N1, . . . , Nk} s'il
existe des entiers stritement positifs N1, . . . , Nk et une partition E1, . . . , Ek de {1, . . . , r} tels que,
pour tout j ∈ {1, . . . , k}, Card(Ej) = ϕ(Nj) et {αi : i ∈ Ej} = RNj .
Par exemple, le multi-ensemble {1/3, 1/2, 1/2, 2/3} est R-partitionné selon le multi-ensemble
{2, 2, 3}.
Si N est un entier non nul, on note CN := N
ϕ(N)
∏
p|N p
ϕ(N)
p−1 ∈ N, CN ≥ 1. Si α est une
suite R-partitionnée selon (N1, . . . , Nk), on note Cα := CN1 · · ·CNk . Si α et β sont deux suites R-
partitionnées, on note C(α,β) := Cα/Cβ. On note Q l'ensemble des suites de la forme Q(e,f )(n) :=
(e1n)!···(eq1n)!
(f1n)!···(fq2n)!
, où q1, q2 ∈ N, q1 q2 6= 0, e1, . . . , eq1, f1, . . . , fq2 ∈ N. On note P l'ensemble des suites
de la forme P(α,β)(n) := C
n
(α,β)
(α1)n···(αr)n
n!(β1)n···(βs)n
, où r, s ∈ N, rs 6= 0, (α1, . . . , αr) et (β1, . . . , βs) sont
deux suites R-partitionnées.
Proposition 2. On a P = Q et, si Cn(α,β)
(α1)n···(αr)n
n!(β1)n···(βs)n
=
(e1n)!···(eq1n)!
(f1n)!···(fq2n)!
pour tout n ≥ 0, alors
C(α,β) =
e
e1
1 ···e
eq1
q1
f
f1
1 ···f
fq2
q2
et r − s− 1 = |e| − |f |.
Cette proposition aratérise omplètement les fontions hypergéométriques dont les oeients
peuvent se mettre sous forme de quotients de fatorielles. Pour démontrer la proposition 2, on va
utiliser un lemme dû à Zudilin ([13, Lemma 4, p. 609℄).
Lemme 17 (Zudilin). Soit N ≥ 2 un entier. On érit N = pa11 p
a2
2 · · · p
aℓ
ℓ sa déomposition en
produit de fateurs premiers. Pour tout n ∈ N, on a alors CnN
Q
α∈RN
(α)n
(n!)ϕ(N)
=
(e1n)!···(eq1n)!
(f1n)!···(fq2n)!
, où
{ei}i=1,...,q1 =
{
N,
N
pj1pj2
,
N
pj1pj2pj3pj4
, ...
}
1≤j1<j2<...≤ℓ
,
{fj}j=1,...,q2 =
{
1, ..., 1,
N
pj1
,
N
pj1pj2pj3
, ...
}
1≤j1<j2<...≤ℓ
et de plus, |e| = |f |.
Démonstration de la proposition 2. Montrons que P ⊂ Q.
Soit α := (α1, . . . , αr) et β := (β1, . . . , βs) deux suites R-partitionnées respetivement selon
(N1, . . . , Nk) et (N
′
1, . . . , N
′
k′). Quitte à réordonner les suites (N1, . . . , Nk) et (N
′
1, . . . , N
′
k′), on
peut supposer qu'il existe k0 ∈ {0, . . . , k} et k
′
0 ∈ {0, . . . , k
′} tels que, pour tout i ∈ {1, . . . , k0}
et tout j ∈ {1, . . . , k′0}, on ait Ni ≥ 2 et N
′
j ≥ 2, et, pour tout i ∈ {k0 + 1, . . . , k} et tout
j ∈ {k′0 + 1, . . . , k
′}, on ait Ni = 1 et N
′
j = 1. Pour tout n ∈ N, on peut alors érire
(α1)n . . . (αr)n
n!(β1)n . . . (βs)n
=
∏k0
i=1
∏
α∈RNi
(α)n∏k′0
j=1
∏
β∈RN′
j
(β)n
(1)k−k0−(k
′−k′0)−1
n . (6.3)
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On a C(α,β) =
Qk
i=1 CNi
Qk′
j=1 CN′
j
=
Qk0
i=1 CNi
Qk′
0
j=1 CN′
j
, ar C1 = 1. Ainsi, en multipliant (6.3) par C
n
(α,β), pour tout
n ∈ N, on obtient
Cn(α,β)
(α1)n · · · (αr)n
n!(β1)n · · · (βs)n
=
(
k0∏
i=1
CnNi
∏
α∈RNi
(α)n
(n!)ϕ(Ni)
) k′0∏
j=1
1
CnN ′j
(n!)ϕ(N
′
j)∏
β∈RN′
j
(β)n

 (n!)Pk0i=1 ϕ(Ni)−Pk′0j=1 ϕ(N ′j)(1)k−k0−(k′−k′0)−1n .
On a (1)
k−k0−(k′−k′0)−1
n = n!k−k0−(k
′−k′0)−1 = n!
Pk
i=k0+1
ϕ(Ni)−
Pk′
j=k′
0
+1
ϕ(N ′j)−1
, ar, pour tout i ∈ {k0 +
1, . . . , k} et tout j ∈ {k′0+1, . . . , k
′}, on a ϕ(Ni) = ϕ(N
′
j) = ϕ(1) = 1. Ainsi, d'après le lemme 17,
il existe des entiers stritement positifs e1, . . . , eq1 , f1, . . . , fq2 tels que
Cn(α,β)
(α1)n · · · (αr)n
n!(β1)n · · · (βs)n
=
(e1n)! · · · (eq1n)!
(f1n)! · · · (fq2n)!
(n!)
Pk
i=1 ϕ(Ni)−
Pk′
j=1 ϕ(N
′
j)−1.
D'où le fait que P ⊂ Q.
Montrons l'inlusion inverse Q ⊂ P.
Pour tout ℓ ∈ {1, . . . , e1}, on a(
ℓ
e1
)
n
=
ℓ
e1
(
ℓ
e1
+ 1
)
· · ·
(
ℓ
e1
+ n− 1
)
=
ℓ
e1
ℓ+ e1
e1
· · ·
ℓ+ (n− 1)e1
e1
. (6.4)
Les numérateurs de (6.4) orrespondent aux nombres dans {1, . . . , ne1} qui sont ongrus à ℓmodulo
e1. Ainsi, si e1 ≥ 2, alors on a
(e1n)! =
(
1
e1
)
n
(
2
e1
)
n
· · ·
(
e1
e1
)
n
ee1n1 =
(
1
e1
)
n
· · ·
(
e1 − 1
e1
)
n
(1)n (e
e1
1 )
n
et si e1 = 1, alors on a simplement n! = (1)n. On peut don érire
(e1n)! · · · (eq1n)!
(f1n)! · · · (fq2n)!
= Cn
∏
1≤i≤q1
ei≥2
((
1
ei
)
n
· · ·
(
ei−1
ei
)
n
)
n!
∏
1≤j≤q2
fj≥2
((
1
fj
)
n
· · ·
(
fj−1
fj
)
n
)(1)q1−q2+1n , (6.5)
où C :=
e
e1
1 ···e
eq1
q1
f
f1
1 ···f
fq2
q2
. On a don r− s− 1 =
∑q1
i=1(ei− 1)−
∑q2
j=1(fj − 1) + q1− q2 +1− 1 = |e| − |f |.
Si e1 ≥ 2, alors on a {
1
e1
, . . . ,
e1 − 1
e1
}
=
⋃
d|e1, d≥2
Rd. (6.6)
En eet, notons e1 = p
a1
1 · · · p
as
s la déomposition en fateurs premiers de e1. On a
{1, . . . , e1 − 1} =
⋃
0≤b1≤a1,...,0≤bs≤as
(b1,...,bs)6=(a1,...,as)
{
pb11 · · · p
bs
s r : (r, p1 · · ·ps) = 1, 1 ≤ r < p
a1−b1
1 · · · p
as−bs
s
}
.
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Ainsi, on obtient{
1
e1
, . . . ,
e1 − 1
e1
}
=
⋃
0≤b1≤a1,...,0≤bs≤as
(b1,...,bs)6=(a1,...,as)
{
r
pa1−b11 · · · p
as−bs
s
: (r, p1 · · · ps) = 1, r < p
a1−b1
1 · · · p
as−bs
s
}
=
⋃
d|e1, d≥2
Rd.
En utilisant l'identité (6.6) dans (6.5), on obtient
(e1n)! · · · (eq1n)!
(f1n)! · · · (fq2n)!
= Cn
∏q1
i=1
∏
d|ei
d≥2
∏
α∈Rd
(α)n
n!
∏q2
j=1
∏
d|fj
d≥2
∏
β∈Rd
(β)n
(∏
γ∈R1
(γ)n
)q1−q2+1
,
où ii
∏
γ∈R1
(γ)n = (1)n. Si q1− q2 +1 est positif alors on regroupe le produit des γ ave elui des
α au numérateur, et si q1 − q2 + 1 est négatif alors on regroupe le produit des γ ave elui des β
au dénominateur. On indexe les α et β an d'obtenir l'ériture
(e1n)! · · · (eq1n)!
(f1n)! · · · (fq2n)!
= Cn
(α1)n · · · (αr)n
n!(β1)n · · · (βs)n
, (6.7)
où les suites α := (αi)i=1,...,r et β := (βj)j=1,...,s sont R-partitionnées.
Il ne reste plus qu'à montrer que C = C(α,β). Comme P ⊂ Q, il existe des entiers stritement
positifs e′1, . . . , e
′
q′1
, f ′1, . . . , f
′
q′2
tels que, pour tout n ∈ N, on ait
Cn(α,β)
(α1)n · · · (αr)n
n!(β1)n · · · (βs)n
=
(e′1n)! · · · (e
′
q′1
n)!
(f ′1n)! · · · (f
′
q′2
n)!
. (6.8)
En divisant le terme de gauhe de l'égalité (6.7) par le terme de droite de l'égalité (6.8), on obtient,
pour tout n ∈ N,
(e1n)! · · · (eq1n)!(f
′
1n)! · · · (f
′
q′2
n)!
(f1n)! · · · (fq2n)!(e
′
1n)! · · · (e
′
q′1
n)!
=
(
C
C(α,β)
)n
. (6.9)
Raisonnons par l'absurde et supposons que C soit diérent de C(α,β). Il existe deux suites d'entiers
stritement positifs disjointes (c1, . . . , ck) et (d1, . . . , dℓ) telles que, pour tout n ∈ N, on ait
(e1n)! · · · (eq1n)!(f
′
1n)! · · · (f
′
q′2
n)!
(f1n)! · · · (fq2n)!(e
′
1n)! · · · (e
′
q′1
n)!
=
(c1n)! · · · (ckn)!
(d1n)! · · · (dℓn)!
.
Comme C/C(α,β) 6= 1 et d'après l'identité (6.9), (c1, . . . , ck) et (d1, . . . , dℓ) ne peuvent être simulta-
nément vides. Soit M := max(c1, . . . , ck, d1, . . . , dℓ). D'après (6.5) et par uniité de l'ériture sous
forme de oeients hypergéométriques i.e. proposition 1, le symbole de Pohhammer (1/M)n
devrait apparaître dans le terme de droite de l'égalité (6.9), mais e n'est pas le as. D'où la
ontradition. 
6.2. Desription des sauts de l'appliation ∆ de Landau. Dans ette partie, nous allons
montrer que les absisses et les amplitudes des sauts eetués par ∆(e,f ) sur [0, 1] apparaissent
naturellement dans la réériture de Q(e,f ) sous la forme P(α,β).
Proposition 3. Soit e et f deux suites nies d'entiers stritement positifs. On peut érire de
manière unique la suite Q(e,f ) sous la forme
Q(e,f )(n) = C
n(γ1)
m1
n . . . (γt)
mt
n , n ≥ 0, (6.10)
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où C est une onstante stritement positive, 0 < γ1 < · · · < γt ≤ 1 sont des rationnels et les
m1, . . . , mt sont dans Z \ {0}. Les sauts de ∆(e,f ) sur [0, 1] se font aux absisses γ1, . . . , γt ave
mi pour amplitude (positive ou négative) en γi.
Démonstration. On érit e := (e1, . . . , eq1) et f := (f1, . . . , fq2). L'existene et l'uniité de l'ériture
(6.10) déoulent respetivement des propositions 2 et 1 de la partie 6.1. Étudions les sauts de la
fontion ∆(e,f ).
Si c ∈ N, c ≥ 1, alors la fontion [0, 1] −→ Z, x 7−→ ⌊cx⌋ eetue un saut d'amplitude 1 en
1
c
, 2
c
, . . . , c−1
c
et 1. D'après (6.5), pour tout n ≥ 0, on a
Q(e,f )(n) = C
n
(
1
e1
)
n
. . .
(
e1−1
e1
)
n
. . .
(
1
eq1
)
n
. . .
(
eq1−1
eq1
)
n(
1
f1
)
n
. . .
(
f1−1
f1
)
n
. . .
(
1
fq2
)
n
. . .
(
fq2−1
fq2
)
n
(1)q1−q2n .
Ainsi, en simpliant le quotient et en regroupant les symboles de Pohhammer identiques, on
obtient l'ériture Q(e,f )(n) = C
n(γ1)
m1
n . . . (γt)
mt
n , n ≥ 0, où les γ1 < · · · < γt orrespondent
eetivement aux absisses des sauts de ∆(e,f ) et les mi, 1 ≤ i ≤ t, à leur amplitude. 
Remarque. Des résultats analogues à eux de la proposition 3 sont mentionnés dans [11℄ par
Rodriguez-Villegas puis préisés dans [2℄ par Bober.
Supposons que, pour tout x ∈ [0, 1], on ait ∆(e,f )(x) ≥ 0. Alors, omme ∆(e,f )(0) = ∆(e,f )(γt) =
0, γ1 orrespond à un saut d'amplitude positive et γt orrespond à un saut d'amplitude néga-
tive. On remarque grâe à l'identité (6.5) que γ1 = 1/M(e,f ) et γt = (M(e,f ) − 1)/M(e,f ) ou 1,
où M(e,f ) = max(e1, . . . , eq1 , f1, . . . , fq2). Or γ1 orrespond à un saut d'amplitude positive don
M(e,f ) = max(e1, . . . , eq1) := Me et γt = 1 ar (Me−1)/Me orrespond aussi à l'absisse d'un saut
d'amplitude positive. En résumé, on a γ1 = 1/Me, γt = 1 et, pour tout x ∈ [(Me − 1)/Me, 1[, on
a ∆(e,f )(x) ≥ 1.
Supposons de plus que, pour tout x ∈ [1/M
e
, 1[, on ait ∆(e,f )(x) ≥ 1. On sait alors que (Me −
1)/M
e
orrespond à l'absisse d'un saut d'amplitude positive.
Si M
e
≥ 3, alors on a (M
e
− 1)/M
e
> 1/M
e
et, pour tout x ∈ [1/M
e
; (M
e
− 1)/M
e
[ on a
∆(e,f )(x) ≥ 1, don pour tout x ∈ [(Me − 1)/Me, 1[ on a ∆(e,f )(x) ≥ 2. Ainsi mt ≤ −2, e qui si-
gnie que dans l'ériture des oeients hypergéométriques sous la forme Cn(α,β)
(α1)n...(αr)n
(1)n(β1)n...(βr−1)n
, au
moins un des βi est égal à 1. D'après [3, p. 310℄, ei implique que l'équation diérentielle fuhsienne
assoiée à F(e,f ) admet une solution de type logarithmique à l'origine G(e,f )(z) + log(z)F(e,f )(z),
où G(e,f ) est dénie par l'identité (1.1) donnée dans la partie 1.1.
SiM
e
= 2, alors Q(e,f )(n) est de la forme Q(e,f )(n) =
(2n)!j
n!2j
= (22j)
n (1/2)jn
(1)jn
, où j ∈ N, j ≥ 1. Ainsi
le seul ouple de suites (e, f ) dont l'équation diérentielle hypergéométrique assoiée n'admet pas
de solution de type logarithmique à l'origine orrespond au as j = 1.
Nous allons maintenant montrer que si e et f sont deux suites d'entiers stritement positifs
disjointes vériant |e| = |f |, alors les assertions suivantes sont équivalentes.
(i) ∆(e,f ) est roissante sur [0, 1[.
(ii) Il existe des entiers stritement positifs N1, . . . , Nk tels que e est onstituée des éléments
du multi-ensemble
⋃k
i=1ANi et f est onstituée des éléments du multi-ensemble
⋃k
i=1BNi, où
les multi-ensembles ANi et BNi sont dénis omme dans la partie 1.2.
(iii) L'équation diérentielle fuhsienne assoiée à F(e,f ) a tous ses exposants égaux à 0 à l'ori-
gine.
Soit (α1, . . . , αr) et (β1, . . . , βs) les suites telles que Q(e,f ) = P(α,β).
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Si ∆(e,f ) est roissante sur [0, 1[ alors β1 = · · · = βs = 1 et l'équation diérentielle fuhsienne
assoiée à F(e,f ) a don tous ses exposants égaux à 0 à l'origine (voir [12℄). Ainsi, on a (i)⇒ (iii).
De plus, omme α est R-partitionnée, il existe des entiers stritement positifs N1, . . . , Nk tels que
{α1, . . . , αr} =
⋃k
i=1RNi. Ainsi, d'après le lemme 17, on obtient bien (i)⇒ (ii).
Réiproquement, s'il existe des entiers stritement positifs N1, . . . , Nk tels que e est onsti-
tuée des éléments du multi-ensemble
⋃k
i=1ANi et f est onstituée des éléments du multi-ensemble⋃k
i=1BNi alors le lemme 17 montre que β1 = · · · = βs = 1. On a don bien (i)⇔ (ii).
Si l'équation diérentielle fuhsienne assoiée à F(e,f ) a tous ses exposants égaux à 0 à l'origine,
alors β1 = · · · = βs = 1 et ∆(e,f ) est roissante sur [0, 1[. On obtient bien (i)⇔ (iii).
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