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Zusammenfassung
Wir behandeln das Strahlungsproblem der Totalreﬂexion zum verallgemeinerten
zeitharmonischen MaxwellSystem
divH + iωεE = F , rotE + iωµH = G , ι∗E = 0
(rot : Cartansche Ableitung; div : CoAbleitung; ι : ∂Ω ↪→ Ω : natürliche Einbet-
tung) in einem Außengebiet Ω ⊂ RN mit inhomogenen, anisotropen Koeﬃzienten
und wollen seine Niederfrequenzasymptotik bestimmen.
Zunächst entwickeln wir eine FredholmTheorie zu der obigen zeitharmonischen
MaxwellGleichung. Wir sind in der Lage, Daten aus gewichteten L2Räumen zu
behandeln. Mit Hilfe einer Zerlegung des elektrischen Feldes E und magnetischen
Feldes H gelingt es, das polynomiale Abklingen der Eigenlösungen und eine apriori
Abschätzung durch Rückführung auf die entsprechenden Ergebnisse der skalaren
HelmholtzGleichung zu zeigen. Die Methode der Grenzabsorption liefert dann für
Frequenzen aus R\{0} die gesuchten Strahlungslösungen. Wir müssen endlichdimen-
sionale Kerne für gewisse Eigenwerte einräumen, wobei sich diese Eigenwerte bei Null
nicht häufen können. Fordern wir stärkere Diﬀerenzierbarkeitsvoraussetzungen (C2)
an die Koeﬃzienten ε und µ , so müssen etwaige Eigenlösungen sogar exponentiell
fallen.
Nach der Lösungstheorie des zeitharmonischen Problems wird die Niederfrequenz-
asymptotik in Angriﬀ genommen. Hier wird zunächst eine exakte statische Lösungs-
theorie in gewichteten Räumen benötigt. Diese ist im Vergleich zur z. B. Helmholtz
Gleichung wesentlich komplizierter, da die Lösungen im Fall ω = 0 völlig entkoppeln
und außerdem zu rotE = G und divH = F zusätzliche Bedingungen der Art
div εE = f , rotµH = g
hinzutreten. Desweiteren besitzt dieses statische Problem, bestehend aus jenen Glei-
chungen und geeigneten Rand sowie Integrierbarkeitsbedingungen, einen nichttri-
vialen Kern, die Räume der harmonischen DirichletFormen. Es ist auf einem Teil-
raum Regq,0s (Ω) eines geeignet gewichteten L2Raumes lösbar. Die Lösung ist nach
Einführung geeigneter Orthogonalitätsbedingungen eindeutig bestimmt. Wir erhal-
ten Lösungen, welche bis auf endliche Summen spezieller verallgemeinerter spherical
harmonics in dem natürlichen gewichteten Lösungsraum liegen. Ziel ist es nun,
diesen statischen Lösungsoperator L0 zu iterieren und damit eine verallgemeinerte
NeumannReihe zu deﬁnieren. Dies gelingt mit Hilfe explizit angegebener iterierter
Lösungen des statischen Problems im Ganzraum.
Auf einem Teilraum endlicher Kodimension Regq,Js (Ω) von Regq,0s (Ω) approximiert
diese verallgemeinerte NeumannReihe dann den Lösungsoperator Lω des zeithar-
monischen Problems bis zu einer vorgegebenen Ordnung J . Die exakte Niederfre-
quenzasymptotik von Lω auf Regq,0s (Ω) erhalten wir dann, indem wir degenerierte
Korrekturoperatoren Γj konstruieren, die sich aus den Projektoren auf Regq,Js (Ω) und
Iterierten spezieller wachsender statischer Lösungen ergeben.
Wir erhalten mit Λ aus (1.27) eine Asymptotik der Gestalt
Lω −
J∑
j=0
(− iω)jL0(ΛL0)j −
J−N∑
j=0
(− iω)N+jΓj = O
(|ω|J+1)
in (abhängig von J) geeigneten gewichteten L2Räumen.
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1 Einführung
1.1 Einleitung und Hauptergebnisse
James Clerk Maxwell (18311879) erkannte wohl als Erster die völlige Symmetrie zwischen elektrischem
und magnetischem Feld (bis auf die Tatsache, daß es keine magnetischen Ladungen und Ströme gibt):
Ein sich zeitlich änderndes elektrisches (magnetisches) Feld
erzeugt ein magnetisches (elektrisches) Wirbelfeld.
Der vollständige diﬀerentielle Feldgleichungssatz im R3 lautet:
• rotH− ddtD = I (1.1)
• rotE+ ddtB = 0 (1.2)
• divD = ρ (1.3)
• divB = 0 (1.4)
Hierbei bedeuten
(E,H) : elektrische und magnetische Feldstärke ,
B : Induktionsﬂußdichte ,
D : dielektrische Verschiebung ,
I : Stromdichte ,
ρ : Ladungsdichte
und rot := ∇∧ bzw. div := ∇· bezeichne den klassischen Rotations bzw. Divergenzoperator der Vektoranalysis.
Seien desweiteren ε die Dielektrizität und µ die Permeabilität des Mediums, so gelten die Beziehungen
D = εE und B = µH .
Nehmen wir an, daß ε und µ linear und zeitunabhängig sind, so gehen (1.1)(1.4) in
• rotH− ε ddtE = I , (1.5)
• rotE+ µ ddtH = 0 , (1.6)
• div εE = ρ , (1.7)
• divµH = 0 (1.8)
über. Ein zeitharmonischer Ansatz (bzw. FourierTransformation bzgl. der Zeit) liefert sodann das zeitharmo-
nische MaxwellSystem mit Frequenz ω
• rotH − iωεE = I , (1.9)
• rotE + iωµH = 0 , (1.10)
• div εE = ρ , (1.11)
• div µH = 0 . (1.12)
Da sich (1.11) und (1.12) durch Diﬀerentiation aus (1.9) und (1.10) ergeben, können wir für ω 6= 0 diese beiden
letzten Gleichungen vergessen. Zur exakten Formulierung der zeitharmonischen MaxwellGleichungen in einem
Gebiet Ω ⊂ R3 benötigen wir noch eine Randbedingung. Modellieren wir die Totalreﬂexion des elektrischen
Feldes E am Rand ∂Ω , so lautet die Randbedingung
ν ∧ E = 0 an ∂Ω , (1.13)
wobei wir mit ν die äußere Einheitsnormle am Rand und mit ∧ das WedgeProdukt im R3 bezeichnen wollen.
Im Jahre 1952 schlugHermann Weyl in [56] eine Verallgemeinerung des obigen Systems (1.9), (1.10) und (1.13)
auf Riemannschen Mannigfaltigkeiten Ω beliebiger Dimension N vor. Dies ist mit Diﬀerentialformen möglich,
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wenn wir E und I als qFormen und H als (q + 1)Form ansehen. Aus ε und µ werden dann entsprechend
lineare Transformationen auf q bzw. (q+1)Formen und rot in (1.10) entspricht der äußeren Ableitung d sowie
− rot in (1.9) der CoAbleitung δ . Im Fall N = 3 und q = 1 ist diese Verallgemeinerung dann äquivalent zum
ursprünglichen MaxwellSystem. Um den Bezug zur elektromagnetischen Theorie anzudeuten, wollen wir die
äußere Ableitung bzw. CoAbleitung mit
rot := d bzw. div := δ
bezeichnen. Damit transformieren sich (1.9), (1.10) und (1.13) zu dem verallgemeinerten MaxwellSystem
• divH + iωεE = −I , (1.14)
• rotE + iωµH = 0 , (1.15)
• ι∗E = 0 . (1.16)
Hierbei sei ι : ∂Ω ↪→ Ω die natürliche Einbettung des Randes. Mit den formalen Operatoren
M :=
[
0 div
rot 0
]
und Λ :=
[
ε 0
0 µ
]
(1.17)
schreiben sich (1.14)(1.16) kurz
(M + iωΛ)(E,H) = (−I, 0) , ι∗E = 0 .
Der Matrizenschreibweise entsprechend müßten wir Formenpaare eigentlich mit
[
E
H
]
bezeichnen, doch aus ty-
pographischen Gründen wollen wir in dieser Arbeit Formenpaare stets als (E,H) schreiben.
Wir wollen nun in dieser Arbeit das Strahlungsproblem für das verallgemeinerte zeitharmonische Maxwell
System mit Totalreﬂexion
(M + iωΛ)(E,H) = (F,G) , ι∗E = 0 (1.18)
in einem Außengebiet Ω ⊂ RN für beliebige q betrachten und seine Niederfrequenzasymptotik bestimmen. Ein
wesentliches Ziel ist hierbei die Behandlung von Daten (F,G) aus gewichteten L2Räumen sowie irregulären,
inhomogenen und anisotropen Koeﬃzienten ε und µ , welche bei Unendlich mit einer Rate r−τ (τ > 0) gegen die
Identität konvergieren. Das grobe Programm und die grundlegenden Ideen hierzu wurden von Norbert Weck
und KarlJosef Witsch in [50] bzw. [52] und [53] für die HelmholtzGleichung bzw. die Gleichungen der
linearen Elastizität entwickelt. Mit gänzlich anderen Methoden und unter stärkeren Voraussetzungen erzielen
Habib Ammari und JeanClaude Nédélec in [3] ähnliche Ergebnisse für die klassische MaxwellGleichung.
Zunächst stellen wir im vierten Kapitel für den zeitharmonischen Fall, d. h. ω 6= 0 , eine FredholmTheorie
zu (1.18) bereit, welche uns erlaubt, Daten aus L2,q
> 12
(Ω)× L2,q+1
> 12
(Ω)1 und L∞Koeﬃzienten ε und µ zu behan-
deln. In diesem Abschnitt verallgemeinern wir im wesentlichen die Methoden von Rainer Picard, Weck und
Witsch aus [37] und gelangen zu einem analogen Resultat
(
Man vergleiche auch mit [52].
)
. Zeitharmonische
Außenraumprobleme zu der klassischen MaxwellGleichung wurden von Claus Müller in [23] für den Fall
glatter Ränder und homogener, isotroper Medien mit Integralgleichungsmethoden und von Rolf Leis in [18](
siehe auch [20]
)
mit Hilfe der Methode der Grenzabsorption für Medien, die in einem beschränkten Teilgebiet
inhomogen und anisotrop sind, betrachtet. Der Fall der verallgemeinerten zeitharmonischen MaxwellGleichung
wurde von Weck in [43] und Picard in [28] behandelt. Mit Hilfe einer Zerlegung des elektrischen Feldes E
und magnetischen Feldes H gelingt es uns für τ > 1 , das polynomiale Abklingen der Eigenlösungen und eine
aprioriAbschätzung durch Rückführung auf die entsprechenden Ergebnisse der skalaren HelmholtzGleichung
zu beweisen. Mit diesen Resultaten liefert dann die Methode der Grenzabsorption für Frequenzen ω ∈ R \ {0}
die gesuchten Strahlungslösungen. Wir müssen endlichdimensionale Kerne für gewisse Eigenwerte einräumen,
wobei sich diese Eigenwerte in R \ {0} nicht häufen können. Mit Hilfe einer Abschätzung der Ganzraumlösung
im fünften Kapitel, welche aus einer Darstellungsformel und näheren Untersuchungen spezieller Faltungskerne
gewonnen wird, können wir dann zu Beginn des siebten Kapitels im Satz 7.3 auch die Null als Häufungspunkt des
Spektrums ausschließen und sind damit in der Lage, weitere Niederfrequenzbetrachtungen anzustellen. Unter
stärkeren Diﬀerenzierbarkeitsvoraussetzungen an die Koeﬃzienten, d. h. ε, µ ∈ C2 , müssen etwaige Eigenlösun-
gen sogar exponentiell fallen. Kürzlich gelang es Sebastian Bauer in [6] unter ähnlichen Diﬀerenzierbarkeits
und Abklingvoraussetzungen an die Koeﬃzienten im klassischen Fall, N = 3 , q = 1 , Eigenlösungen gänzlich aus-
zuschließen. Seine Methoden lassen sich leider nicht auf den allgemeinen Fall übertragen. Falls die Koeﬃzienten
1Nicht deﬁnierte Ausdrücke schaue man im Symbolverzeichnis nach.
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ε und µ in einer Umgebung von Unendlich homogen und isotrop sind, erfüllen die Eigenlösungen komponenten-
weise die homogene HelmholtzGleichung und müssen daher auf Grund der Rellichschen Abschätzung kompakte
Träger besitzen. Gilt desweiteren das Prinzip der eindeutigen Fortsetzbarkeit für dieses MaxwellSystem, so
existieren folglich in diesem Fall keine Eigenlösungen. Das Prinzip der eindeutigen Fortsetzbarkeit gilt für ska-
lare C2Funktionen ε , µ und im klassischen Fall (N = 3 , q = 1) für C2Matrizen ε , µ
(
siehe Leis, [19] oder[
[20], page 168, Theorem 8.17
])
.
Die Hauptergebnisse dieses vierten Kapitels fassen wir im Satz 4.29 zusammen.
Nachdem die Lösungstheorie des zeitharmonischen Problems entwickelt worden ist, wird die Niederfrequenza-
symptotik in Angriﬀ genommen. Dem roten Faden aus [50], [52] und [53] folgend benötigen wir zunächst eine
exakte statische Lösungstheorie in gewichteten Räumen. Diese ist im Vergleich zur z. B. HelmholtzGleichung
wesentlich komplizierter, da im Fall ω = 0 das System (1.18) völlig entkoppelt und außerdem zu
rotE = G und divH = F
noch zusätzliche Bedingungen der Art
div εE = f und rotµH = g (1.19)
hinzutreten. Desweiteren müssen wir für das magnetische Feld H eine Randbedingung, etwa
ι∗µH = 0 , (1.20)
stellen. Man beachte hier, daß sich im Fall ω 6= 0 (1.19) durch Diﬀerentiation aus (1.18), d. h.
iω div εE = divF und iω rotµH = rotG ,
ergibt und sich (1.20) aus (1.18) ebenfalls überträgt, denn ι∗E = 0 zieht ι∗ rotE = 0 , also
iωι∗µH = ι∗G ,
nach sich. Dieses statische Problem, bestehend aus
• rotE = G , • divH = F ,
• div εE = f , • rotµH = g , (1.21)
• ι∗E = 0 , • ι∗µH = 0
und geeigneten Integrierbarkeitsbedingungen, besitzt einen nichttrivialen Kern εHq(Ω) × µ−1µ−1Hq+1(Ω), die
Räume der harmonischen DirichletFormen, und ist für Daten (f, F,G, g) aus einem Teilraum von
L2,q−1s (Ω)× L2,qs (Ω)× L2,q+1s (Ω)× L2,q+2s (Ω) , s > 1−N/2 ,
lösbar. Die Lösung ist nach Einführung geeigneter Orthogonalitätsbedingungen eindeutig bestimmt. Wir er-
halten Lösungen, welche bis auf endliche Summen spezieller verallgemeinerter spherical harmonics, die wir im
fünften Kapitel explizit konstruieren werden, in dem natürlichen gewichteten Lösungsraum
(
einem Teilraum
von L2,qs−1(Ω)× L2,q+1s−1 (Ω)
)
liegen. Hierzu müssen wir in einer Umgebung von Unendlich fordern, daß die Koef-
ﬁzienten ε und µ komponentenweise einmal stetig diﬀerenzierbar sind, und die Abklingrate τ in Abhängigkeit
von s vergrößern.
Diese statischen Resultate sind detailliert in den Sätzen 6.34, 6.36 und 6.38 zu ﬁnden.
Ergebnisse zu (1.21) für homogene, isotrope Medien und s = 0 bzw. inhomogene, anisotrope Medien und s = 1
ﬁnden wir bei Rainer Kress in [16] sowie Picard in [27] bzw. Picard in [34]. Der klassische Fall wird für
s = 0 von Picard in [29] sowie für s = 1 von Albert Milani und Picard in [36] diskutiert.
Ziel ist es nun, den statischen Lösungsoperator L = ΛL0 , welcher zu Daten
(F,G) ∈ Regq,0s (Ω) ⊂ L2,qs (Ω)× L2,q+1s (Ω) und (f, g) = (0, 0)
die Formen (εE, µH) liefert, zu iterieren und damit eine verallgemeinerte Neumannsche Reihe zu deﬁnieren.
Dies gelingt mit Hilfe in Kapitel fünf explizit angegebener iterierter Lösungen des statischen Ganzraumproblems.
Diese Iteration beweisen wir in Satz 6.48, Bemerkung 6.49 bzw. Korollar 6.50 .
Zu Beginn des siebten Kapitels können wir im Satz 7.3 zunächst nachweisen, daß unter bestimmten kanonischen
Voraussetzungen an die Daten (F,G) die Strahlungslösungen Lω(F,G) des zeitharmonischen MaxwellSystems
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(1.18) für ω → 0 in gewichteten Normen gegen eine Lösung L0(F,G) des statischen Problems konvergieren.
Dieses Teilresultat verallgemeinert Ergebnisse zur klassischen MaxwellGleichung von P. Werner aus [55] und
Picard aus [32]. Ähnliche Aussagen zur Asymptotik einer modiﬁzierten MaxwellGleichung ﬁndet man bei
Alexander G. Ramm, O. L. Weaver, Weck und Witsch in [38].
Um jedoch eine exakte Konvergenzordnung angeben zu können, bedarf es nun einer genaueren Untersuchung
der verallgemeinerten Neumannschen Reihe und ihrer Approximationseigenschaften.
Auf einem Teilraum endlicher Kodimension Regq,Js (Ω) von Regq,0s (Ω) approximiert diese verallgemeinerte Neu-
mannsche Reihe dann den Lösungsoperator Lω in der Operatortopologie gewichteter L2Räume bis zu einer
vorgegebenen Ordnung J (siehe Satz 7.9). Die exakte Niederfrequenzasymptotik von Lω auf ganz Regq,0s (Ω) er-
halten wir dann, indem wir degenerierte Korrekturoperatoren Γj konstruieren, welche sich aus den Projektoren
auf Regq,Js (Ω) ergeben und aus speziellen iterierten wachsenden statischen Lösungen zusammensetzen.
Schließlich erhalten wir im Satz 7.32 bzw. Korollar 7.33 eine Asymptotik der Gestalt
Lω −
J∑
j=0
(− iω)jL0(ΛL0)j −
J−N∑
j=0
(− iω)N+jΓj = O
(|ω|J+1)
in (abhängig von J) geeigneten gewichteten L2Räumen. Für diese exakte Niederfrequenzasymptotik müssen
wir zusätzlich fordern, daß das Medium nahe Unendlich homogen und isotrop ist.
Wir werden uns in dieser Arbeit auf Raumdimensionen N ≥ 3 und im weiteren Verlauf, d. h. in der statischen
Theorie und der Niederfrequenzasymptotik, sogar nur auf ungerade Dimensionen beschränken. Der wesentliche
Grund hierfür ist, daß wir häuﬁg die HankelFunktion diskutieren müssen und ihre Reihenentwicklung in den
Fällen gerader Dimensionen logarithmische Terme enthält, deren Behandlung die Komplexität der Argumenta-
tionen erheblich steigern würde
(
Für die HelmholtzGleichung hat Burkhard Peter in [25] eine entsprechende
Niederfrequenzasymptotik im Fall N = 2 hergeleitet.
)
. In vielen Fällen wollen wir auf die Änderungen bei ge-
raden N , speziell N = 2 , hinweisen.
Wir werden auch gänzlich auf die Formulierung dualer Resultate mit Hilfe des Hodgeschen ∗Operators ver-
zichten. Obgleich diese stets einfach folgen, würden sie den Leseﬂuß dieser Arbeit eher stören.
1.2 Bezeichnungen
Wir bezeichnen mit N , N0 , Z , R , R+ und C die Mengen der positiven natürlichen, nicht negativen natürlichen,
ganzen, reellen, positiven reellen und komplexen Zahlen. Desweiteren sei C+ := {z ∈ C : Im z ≥ 0} . i sei die
imaginäre Einheit und z¯ für z ∈ C die Konjugation. Die euklidischen Normen im RN bzw. CN schreiben wir
mit | · | und für x, y ∈ CN seien
r(x) := |x| und x · y :=
N∑
n=1
xn · yn .
Sind U und V Teilmengen eines metrischen Raumes, so seien U der Abschluß und ∂U der Rand von U . Wir sagen
U ist kompakt enthalten in V und schreiben dann U b V , falls U(kompakt) ⊂ V gilt. Die Abstandsfunktion
bezeichnen wir mit dist .
U(x,R) , K(x,R) bzw. S(x,R) seien die oﬀene, abgeschlossene Kugel bzw. Sphäre mit Radius R um x . Speziell
sei SN−1 := S(0, 1) ⊂ RN .
Für zwei Mengen U, V sei F(U, V ) die Menge aller Abbildungen f mit Deﬁnitionsbereich D(f) = U und
Wertebereich W (f) ⊂ V . N(f) bezeichne den Nullraum von f und für U˜ ⊂ U sei f |U˜ die Einschränkung von
f auf U˜ . Den Träger einer Funktion f bezeichnen wir mit supp f .
Für Gebiete Ω des RN und k ∈ N0 sowie ` ∈ N0 ∪ {∞} deﬁnieren wir die folgenden Funktionenräume:
• Ck(Ω) := {f ∈ F(Ω,Cν) : f ist k-mal stetig diﬀerenzierbar} , ν ∈ N
• C∞(Ω) :=
⋂
k∈N
Ck(Ω)
• C`0(Ω) :=
{
f ∈ C`(Ω) : supp f b Ω
}
• C`(Ω) :=
{
f ∈ C`(Ω) :
∨
ϕ∈C`(RN )
f = ϕ|Ω
}
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• C`0(Ω) :=
{
ϕ|Ω : ϕ ∈ C`0(RN )
}
Ableitungen schreiben wir mit der üblichen Multiindexschreibweise, d. h. für α ∈ NN0 mit α = (α1, . . . , αN )
und |α| :=
N∑
n=1
αn sei ∂α := ∂α11 · · · ∂αNN mit ∂n :=
∂
∂xn
. Desweiteren seien
∇ :=
∂1...
∂N
 und ∆ := N∑
n=1
∂2n
der Gradient und der LaplaceOperator. Wir deﬁnieren auf C∞0 (Ω) das Skalarprodukt
〈f, g〉Ω :=
∫
Ω
f · g dλ (λ sei das LebesgueMaß im RN .) ,
die dadurch induzierte Norm ||f ||20,0,Ω := 〈f, f〉Ω und
L2(Ω) := C∞0 (Ω)
(
Abschluß in der || · ||0,0,ΩNorm
)
=
{
f ∈ F(Ω,Cν) : f ist Lebesguemeßbar und ||f ||0,0,Ω <∞
}
, ν ∈ N .
Mit Hilfe des schwachen Ableitungsbegriﬀs und der Gewichtsfunktion ρ := (1 + r2) 12 deﬁnieren wir für m ∈ N0
und s ∈ R die gewichteten SobolevRäume
Hms (Ω) :=
{
f :
∧
|α|≤m
ρs+|α|∂αf ∈ L2(Ω)
}
bzw.
Hms (Ω) :=
{
f :
∧
|α|≤m
ρs∂αf ∈ L2(Ω)
}
⊃ Hms (Ω)
mit den Normen
||f ||2m,s,Ω :=
∑
|α|≤m
∣∣∣∣ρs+|α|∂αf ∣∣∣∣2
0,0,Ω
bzw. |||f |||2m,s,Ω :=
∑
|α|≤m
∣∣∣∣ρs∂αf ∣∣∣∣2
0,0,Ω
. (1.22)
◦
Hms (Ω) bzw.
◦
Hms (Ω) seien die Abschlüsse von C∞0 (Ω) in der || · ||m,s,Ω bzw. ||| · |||m,s,ΩNorm. Durch (1.22) wird
insbesondere
|| · ||0,s,Ω = ||| · |||0,s,Ω = ||ρs · ||0,0,Ω
deﬁniert und es gilt L2s(Ω) := H0s(Ω) = H0s(Ω) =
◦
H0s(Ω) =
◦
H0s(Ω) sowie
Hms (Ω) =
{
f ∈ L2s(Ω) :
∧
|α|≤m
∂αf ∈ L2s+|α|(Ω)
}
⊂ Hms (Ω) =
{
f ∈ L2s(Ω) :
∧
|α|≤m
∂αf ∈ L2s(Ω)
}
mit
||f ||2m,s,Ω =
∑
|α|≤m
||∂αf ||20,s+|α|,Ω bzw. |||f |||2m,s,Ω =
∑
|α|≤m
||∂αf ||20,s,Ω .
Im Spezialfall s = 0 schreiben wir auch
Hm(Ω) := Hm0 (Ω) , Hm(Ω) := Hm0 (Ω) ,
◦
Hm(Ω) :=
◦
Hm0 (Ω) ,
◦
Hm(Ω) :=
◦
Hm0 (Ω) (1.23)
und
L2(Ω) := L20(Ω) = H00(Ω) = H00(Ω) =
◦
H00(Ω) =
◦
H00(Ω) = H0(Ω) = H0(Ω) =
◦
H0(Ω) =
◦
H0(Ω) . (1.24)
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Desweiteren deﬁnieren wir
• L2loc(Ω) :=
{
f :
∧
ϕ∈C∞0 (Ω)
ϕ · f ∈ L2(Ω)
}
,
• L2vox(Ω) :=
{
f ∈ L2(Ω) : supp f beschränkt
}
,
• Hmloc(Ω) :=
{
f :
∧
ϕ∈C∞0 (Ω)
ϕ · f ∈ Hm(Ω)
}
,
• Hmvox(Ω) :=
{
f ∈ Hm(Ω) : supp f beschränkt
}
.
Diese gewichteten SobolevRäume liefern nur für unbeschränkte Gebiete (z. B. Außengebiete) etwas Neues. Im
Fall, daß Ω ein beschränktes Gebiet ist, gilt für alle m ∈ N0 und s ∈ R
Hms (Ω) = Hms (Ω) = Hm(Ω) = Hm(Ω)
mit jeweils äquivalenten Normen, die von Ω , m und s abhängen. In solch einem Fall schreiben wir(
Hm(Ω), || · ||m,0,Ω
)
und meinen mit || · ||m,0,Ω die ||| · |||m,0,ΩNorm. Die Räume Hms (Ω) bzw. Hms (Ω)
(
und
◦
Hms (Ω) bzw.
◦
Hms (Ω)
)
sind
mit ihren natürlichen Skalarprodukten HilbertRäume. Im Fall Ω = RN lassen wir oft die Gebietsbezeichnung
weg, z. B. Hms := Hms (RN ) .
Seien V1, V2 zwei Unterräume eines Vektorraumes V . Dann bezeichnen wir die direkte Summe von V1 und V2
mit
V1+˙V2 oder V1
•∑
V2 .
Besitzt V sogar ein Skalarprodukt, so schreiben wir die orthogonale Summe als V1 ⊕ V2 .
Für zwei normierte Räume X und Y sei B(X,Y ) die Menge der beschränkten linearen Operatoren von X nach
Y .
Wenden wir uns nun Diﬀerentialformen zu. Näheres zum nun Folgenden lese man bei Bishop und Goldberg
in [7] oder bei Jänich in [15] nach.
Sei M eine reelle, unendlich oft diﬀerenzierbare und orientierte Riemannsche Mannigfaltigkeit der Dimension
N und M˜ ⊂ M eine diﬀerenzierbare Untermannigfaltigkeit gleicher Dimension mit M˜ ⊂ M . Für x ∈ M sei
TxM der Tangentialraum in x , d. h. der Vektorraum der Derivationen im Punkt x . Eine Derivation in x ist
eine lineare Abbildung
Dx : C∞(x) :=
{
f ∈ C∞(Ux) : Ux ist oﬀene Umgebung von x
} −→ R
mit der Eigenschaft (Produktregel)∧
f,g∈C∞(x)
Dx(f · g) = Dx(f) · g(x) + f(x) ·Dx(g) .
Das Tangentialbündel sei mit TM bezeichnet. Für q ∈ Z bezeichnen wir den komplexen Vektorraum der
kovarianten alternierenden Tensoren des Ranges q in x mit Aq(x) und dessen Bündel mit Aq(M) . Die Elemente
aus Aq(M) nennen wir kurz qFormen oder Formen. Für q ∈ Z \ {0, . . . , N} ist Aq(M) = {0} und A0(M) sind
die komplexwertigen Funktionen auf M . Auf den Räumen Aq(M) ist das äußere Produkt
∧ : Aq1(M)×Aq2(M) −→ Aq1+q2(M)
punktweise erklärt und besitzt die Eigenschaft∧
Φ,Ψ∈Aq1 (M)×Aq2 (M)
Φ ∧Ψ = (−1)q1·q2Ψ ∧ Φ .
Eine Karte (U, h) um x deﬁniert spezielle Tangenten ∂hj ∈ TU durch die Vorschrift ∂hj (ϕ) :=
(
∂j(ϕ ◦ h−1)
) ◦ h .
{∂h1 , . . . , ∂hN} bildet dann eine Basis von TU , d. h. für alle x in U von TxU . Es gilt dann ∂hj (h`) = δj,`
(KroneckerSymbol).
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Für zwei MannigfaltigkeitenM1,M2 und f ∈ C∞(M1,M2) ist das Diﬀerential df : TM1 −→ TM2 punktweise
durch dxf : TxM1 −→ TxM2 mit
dxf(tx)(ϕ) := tx(ϕ ◦ f) für alle ϕ ∈ C∞
(
f(x)
)
erklärt. Speziell im Fall M2 = RN2 gilt für eine Karte (U, h) von M1
df(∂hj ) = ∂
h
j f ∈ RN2 ,
falls wir Tf(x)RN2 durch ∂Idn =̂en (en :nter Einheitsvektor) mit RN2 identiﬁzieren. Für Kartenkomponenten hn
gilt folglich
dhn(∂hj ) = ∂
h
j hn = δj,n .
Die Kartendiﬀerentiale {dhn}Nn=1 bilden eine Basis von A1(x) , also von A1(U) , und für jedes Φ ∈ Aq(M) läßt
sich Φ|U eindeutig als
Φ|U =
∑
I∈I(q,N)
ΦI dhI , ΦI : U −→ C ,
mit I(q,N) := {I := (i1, . . . , iq) : in ∈ {1, . . . , N} , i1 < · · · < iq} und dhI := dhi1 ∧ · · · ∧ dhiq darstellen. Es
ist dann ΦI = Φ(∂hi1 , . . . , ∂hiq ) . Wir sagen Φ ∈ Aq(M) ist stetig oder `mal diﬀerenzierbar, falls dies lokal für
alle Komponentenfunktionen ΦI und alle Karten h gilt, und deﬁnieren dann für ` ∈ N0 ∪ {∞} :
• C`,q(M) := {Φ ∈ Aq(M) : Φ ist `mal stetig diﬀerenzierbar}
• C`,q0 (M) :=
{
Φ ∈ C`,q(M) : suppΦ bM}
• C`,q0
(
M˜
)
:=
{
Φ|M˜ : Φ ∈ C`,q0 (M)
}
Der Hodgesche Sternoperator
∗ : Aq(M) −→ AN−q(M)
ist ein Isomorphismus mit der folgenden Eigenschaft: Ist {Φi}Ni=1 eine positiv orientierte ONB2 von A1(x) bzw.
A1(U) , so gilt für I := (i1, . . . , iq) mit ΦI := Φi1 ∧ · · · ∧ Φiq
∗ΦI = σ(I, I ′)ΦI′ ,
wobei I ′ := (i′1, . . . , i′N−q) und {i1, . . . , iq}∪{i′1, . . . , i′N−q} = {1, . . . , N} , so daß σ(I, I ′) das Vorzeichen derjeni-
gen Permutation angibt, welche (i1, . . . , iq, i′1, . . . , i′N−q) in (1, . . . , N) überführt. Der Hodgesche Sternoperator
besitzt desweiteren für Φ ∈ Aq(M) , Ψ ∈ AN−q(M) und ϕ ∈ A0(M) die folgenden Eigenschaften:
• ∗∗ = (−1)q·(N−q) IdAq(M)
• Φ ∧Ψ = (∗Φ) ∧ (∗Ψ)
• ∗(ϕ · Φ) = ϕ ∗ Φ
Die äußere oder Cartansche Ableitung
d : C∞,q(M) −→ C∞,q+1(M)
läßt sich in einem Kartengebiet (U, h) lokal durch
dΦ|U =
∑
I∈I(q,N)
N∑
j=1
∂hj ΦI dh
j ∧ dhI , falls Φ|U =
∑
I∈I(q,N)
ΦI dhI gilt,
darstellen und erfüllt für Φ ∈ C∞,q1(M) und Ψ ∈ C∞,q2(M)
• d◦d= 0 ,
• d(Φ ∧Ψ) = (dΦ) ∧Ψ+ (−1)q1Φ ∧ (dΨ) .
Auf 0Formen wirkt die äußere Ableitung wie das Diﬀerential. Die CoAbleitung wird dann durch
δ : C∞,q+1(M) −→ C∞,q(M)
Φ 7−→ (−1)q·N ∗ d(∗Φ)
2Orthonormalbasis
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deﬁniert.
Eine Abbildung f ∈ C∞(M1,M2) zweier Mannigfaltigkeiten induziert für alle q eine lineare Abbildung
f∗ : Aq(M2) −→ Aq(M1) ,
indem wir punktweise für Φ ∈ Aq(M2) und x ∈M1 , y := f(x) ∈M2 sowie t1, . . . , tq ∈ TxM1
(f∗Φ)x(t1, . . . , tq) := Φy
(
df(t1), . . . , df(tq)
)
setzen. Diese Abbildung ( · )∗ hat für alle ϕ ∈ A0(M2) , Φ ∈ Aq(M2) , Ψ ∈ Aq˜(M2) und ψ ∈ C∞,q(M2) die
folgenden Eigenschaften:
• f∗ϕ = ϕ ◦ f
• f∗(Φ ∧Ψ) = (f∗Φ) ∧ (f∗Ψ)
• df∗ψ = f∗ dψ
Für Teilmengen Ω des RN und Φ ∈ C∞,N0 (Ω) deﬁnieren wir das Integral∫
Ω
Φ :=
∫
Ω
ΦIN dλ ,
falls Φ in kartesischen Koordinaten {xn}Nn=1 die globale Darstellung Φ = ΦIN dxIN mit dxIN = dx1 ∧ · · · ∧ dxN
besitzt. Für NFormen Φ = ΦIN dhIN ∈ C∞,N0 (U) mit einer Karte (U, h) und dhIN := dh1∧· · ·∧dhN deﬁnieren
wir das Integral (Dies ist unabhängig von der Kartenwahl!)∫
U
Φ :=
∫
h(U)
(h−1)∗Φ =
∫
h(U)
ΦIN ◦ h−1 dλ (1.25)
und mit Hilfe einer den Kartengebieten untergeordneten Zerlegung der Eins können wir dann für Φ ∈ C∞,N0 (M)
das Integral
∫
M
Φ deﬁnieren.
Für orientierungserhaltende Diﬀeomorphismen f : M˜1 −→ M˜2 mit M˜j ⊂ Mj gilt der Transformationssatz,
d. h. für alle Φ ∈ C∞,N0 (M˜2) haben wir ∫
M˜1
f∗Φ =
∫
M˜2
Φ .
Ist für M˜ ⊂M der Rand ∂M˜ eine diﬀerenzierbare Untermannigfaltigkeit, so gilt mit der natürlichen Inklusion
ι : ∂M˜ ↪→ M˜ der Satz von Stokes: ∧
Φ∈C∞,N−10
(
M˜
)
∫
M˜
dΦ =
∫
∂M˜
ι∗Φ
Auf Aq(x) wird durch
〈Φ,Ψ〉q := ∗(Φ ∧ ∗Ψ) = 〈∗Φ, ∗Ψ〉N−q und |Φ|2q := 〈Φ,Φ〉q
ein Skalarprodukt und eine Norm gegeben. Desweiteren deﬁnieren wir wie im skalaren Fall auf C∞,q0 (M)
Skalarprodukt und Norm durch
• 〈Φ,Ψ〉M :=
∫
M
∗〈Φ,Ψ〉q =
∫
M
Φ ∧ ∗Ψ = 〈∗Φ, ∗Ψ〉M ,
• ||Φ||20,0,M := 〈Φ,Φ〉M =
∫
M
∗〈Φ,Φ〉q =
∫
M
∗|Φ|2q =
∫
M
Φ ∧ ∗Φ
sowie
• L2,q(M) := C∞,q0 (M)
(
Abschluß in der || · ||0,0,MNorm
)
,
• L2,qloc(M) :=
{
Φ ∈ Aq(M) : ϕ · Φ ∈ L2,q(M) für alle ϕ ∈ C∞,00 (M)
}
,
• L2,qloc
(
M˜
)
:=
{
Φ ∈ Aq(M˜) : ϕ · Φ ∈ L2,q(M˜) für alle ϕ ∈ C∞,00
(
M˜
)}
.
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Gelten Φ|U =
∑
I∈I(q,N)
ΦI dhI und Ψ|U =
∑
J∈I(q,N)
ΨJ dhJ in einem Kartengebiet (U, h) , so folgt, falls {dhj}Nj=1
eine positiv orientierte ONB ist,
• 〈Φ,Ψ〉U =
∫
U
∑
I,J∈I(q,N)
ΦI ·ΨJ dhI ∧ ∗dhJ =
∫
U
∑
I,J∈I(q,N)
ΦI ·ΨJ · δI,J dhIN
=
∫
h(U)
∑
I∈I(q,N)
(ΦI ·ΨI) ◦ h−1 dλ ,
• ||Φ||20,0,U =
∫
h(U)
∑
I∈I(q,N)
|ΦI ◦ h−1|2 dλ .
Demnach gilt in Kartengebieten: Φ ∈ L2,q(U) ⇔
∧
I∈I(q,N)
ΦI ◦ h−1 ∈ L2
(
h(U)
)
Für Φ ∈ C∞,q0 (M) und Ψ ∈ C∞,q+1(M) , also Φ ∧ ∗Ψ ∈ C∞,N−10 (M) , haben wir
d(Φ ∧ ∗Ψ) = (dΦ) ∧ ∗Ψ+ (−1)q · Φ ∧ (d∗Ψ)
= (dΦ) ∧ ∗Ψ+ (−1)q · (−1)q·(N−q) · Φ ∧ (∗ ∗ d∗Ψ)
= (dΦ) ∧ ∗Ψ+ (−1)q−q2 · Φ ∧ ∗δΨ
= ∗〈dΦ,Ψ〉q+1 + ∗〈Φ, δΨ〉q .
Damit liefert der Satz von Stokes
〈dΦ,Ψ〉M + 〈Φ, δΨ〉M = 0 ,
d. h. dund δ sind bzgl. 〈 · , · 〉M zueinander schiefadjungiert.
Wie schon in der Einleitung erwähnt wurde, wollen wir, um den Bezug zur elektromagnetischen Theorie anzu-
deuten, die äußere Ableitung d mit rot und die CoAbleitung δ mit div bezeichnen, denn im Spezialfall N = 3
und q = 1 (Die Operatoren wirken also auf 1Formen!) entsprechen diese gerade den klassischen Operatoren
der Vektoranalysis
rot v =
∂2v3 − ∂3v2∂3v1 − ∂1v3
∂1v2 − ∂2v1
 und div v = 3∑
n=1
∂nvn .
Für beliebige N und q gilt dann im RN
rot rot = 0 , div div = 0 und ∆ = rot div+div rot = dδ + δ d ,
wenn wir den LaplaceOperator ∆ auf qFormen in kartesischen Koordinaten komponentenweise deﬁnieren.
Mittels der Schiefadjungiertheit deﬁnieren wir für (E,H) ∈ L2,qloc(M)× L2,q+1loc (M) :
• rotE = G ∈ L2,q+1loc (M) :⇔
∧
Φ∈C∞,q+10 (M)
〈E, div Φ〉M = −〈G,Φ〉M
• divH = F ∈ L2,qloc(M) :⇔
∧
Φ∈C∞,q0 (M)
〈H, rotΦ〉M = −〈F,Φ〉M
Damit deﬁnieren wir die schwachen Rotations bzw. Divergenzräume
• Rqloc(M) :=
{
E ∈ L2,qloc(M) : rotE ∈ L2,q+1loc (M)
}
,
• Rq(M) := {E ∈ L2,q(M) : rotE ∈ L2,q+1(M)} ,
• 0Rqloc(M) :=
{
E ∈ L2,qloc(M) : rotE = 0
}
,
• 0Rq(M) :=
{
E ∈ L2,q(M) : rotE = 0}
bzw.
• Dq+1loc (M) :=
{
H ∈ L2,q+1loc (M) : divH ∈ L2,qloc(M)
}
= ∗RN−q−1loc (M) ,
• Dq+1(M) := {H ∈ L2,q+1(M) : divH ∈ L2,q(M)} = ∗RN−q−1(M) ,
• 0Dq+1loc (M) :=
{
H ∈ L2,q+1loc (M) : divH = 0
}
= ∗0RN−q−1loc (M) ,
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• 0Dq+1(M) :=
{
H ∈ L2,q+1(M) : divH = 0} = ∗0RN−q−1(M) .
Wir verallgemeinern die klassische Randbedingung
ι∗E = 0 , ι : ∂M ↪→M , (1.26)
in dem Raum
◦
Rq(M) :=
{
E ∈ Rq(M) :
∧
H∈Dq+1(M)
〈rotE,H〉M = −〈E, divH〉M
}
,
denn für C∞Formen (E,H) folgt (1.26) aus der variationellen Formulierung mit dem Satz von Stokes. Im
klassischen Fall der elektromagnetischen Theorie, d. h. N = 3 , q = 1, 2 und M ⊂ R3 ein C1Gebiet, ist
ι∗E = 0 für 1Formen E die klassische elektrische Randbedingung der Totalreﬂexion, ν∧E = 0 an ∂M , und für
2Formen E die klassische magnetische Randbedingung, ν ·E = 0 an ∂M . Hierbei seien ν die äußere Normale
an ∂M und ∧ bzw. · das Wedge bzw. Skalarprodukt im R3 .
Analog läßt sich die Randbedingung ι∗ ∗H = 0 in dem Raum
◦
Dq+1(M) :=
{
H ∈ Dq+1(M) :
∧
E∈Rq(M)
〈rotE,H〉M = −〈E, divH〉M
}
= ∗
◦
RN−q−1(M)
verallgemeinern.
0Rq(M) ,
◦
Rq(M) und damit auch
0
◦
Rq(M) := 0Rq(M) ∩
◦
Rq(M)
bzw. 0Dq+1(M) sind abgeschlossene Unterräume von Rq(M) bzw. Dq+1(M) und all diese sind mit ihren
natürlichen Skalarprodukten HilbertRäume.
Eine etwas elegantere Deﬁnition wäre wie folgt zu erlangen: Sei
ROT : C∞,q0 (M) ⊂ L2,q(M) −→ L2,q+1(M)
E 7−→ rotE .
Dann gilt für den Abschluß und Adjungierten (Wir bezeichnen den Abschluß bzw. Adjungierten eines Operators
T mit T bzw. T ∗)
• D(ROT) = C∞,q0 (M) = ◦Rq(M) (Abschluß in der || · ||ROTNorm) ,
• D(ROT∗) = Dq+1(M) .
Für E ∈ Rq(M˜) , H ∈ Dq+1(M˜) und ϕ ∈ C∞,0(M˜) gelten ϕ · E ∈ Rq(M˜) und ϕ ·H ∈ Dq+1(M˜) sowie
• rot(ϕ · E) = ϕ · rotE + rotϕ ∧ E ,
• div(ϕ ·H) = ϕ · divE + (−1)q·N ∗ (rotϕ ∧ ∗E) .
Außerdem bleibt die Randbedingungen erhalten, d. h. E ∈
◦
Rq(M˜) zieht
ϕ · E ∈
◦
Rq(M˜)
nach sich.
Spezialisieren wir uns nun auf ein Außengebiet Ω ⊂ RN , d. h. RN \ Ω sei kompakt. Im RN seien
A(r) := RN \K(0, r) und Z(r,R) := A(r) ∩ U(0, R) ,
falls r < R gilt. Mit (Ω, Id) steht uns hier eine globale Karte zur Verfügung und Ω ist auf natürliche Weise eine
glatte Ndimensionale Riemannsche Mannigfaltigkeit. Die kartesischen Koordinaten {xi}Ni=1 liefern für jedes x
eine ONB {dxi}Ni=1 von A1(x) und wir können jedes E ∈ Aq(Ω) global durch
E =
∑
I∈I(q,N)
EI dxI
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darstellen. Wir deﬁnieren komponentenweise die schwachen Ableitungen
∂αE :=
∑
I∈I(q,N)
∂αEI dxI
und für m ∈ N0 sowie s ∈ R die gewichteten SobolevRäume
• L2,qs (Ω) := H0,qs (Ω) = C∞,q0 (Ω)
(
Abschluß in der || · ||0,s,ΩNorm
)
=
{
E ∈ L2,qloc(Ω) : ρsE ∈ L2,q(Ω)
}
,
• L2,qvox(Ω) :=
{
E ∈ L2,q0 (Ω) : suppE ist kompakt
}
,
• Hm,qs (Ω) :=
{
E ∈ L2,qs (Ω) : ∂αE ∈ L2,qs+|α|(Ω) für alle |α| ≤ m
}
,
• Hm,qs (Ω) :=
{
E ∈ L2,qs (Ω) : ∂αE ∈ L2,qs (Ω) für alle |α| ≤ m
}
mit den entsprechenden Normen
• || · ||0,s,Ω := ||ρs · ||0,0,Ω ,
• || · ||2m,s,Ω :=
∑
|α|≤m
||∂α · ||20,s+|α|,Ω ,
• ||| · |||2m,s,Ω :=
∑
|α|≤m
||∂α · ||20,s,Ω .
Desweiteren seien
•
◦
Hm,qs (Ω) := C∞,q0 (Ω) ,
(
Abschluß in der || · ||m,s,ΩNorm
)
•
◦
Hm,qs (Ω) := C∞,q0 (Ω) ,
(
Abschluß in der ||| · |||m,s,ΩNorm
)
• Hm,qloc (Ω) :=
{
E ∈ L2,qloc(Ω) : ∂αE ∈ L2,qloc(Ω) für alle |α| ≤ m
}
,
• Hm,qvox (Ω) :=
{
E ∈ Hm,q0 (Ω) : suppE ist kompakt
}
.
Wie schon bei den skalaren SobolevRäumen in (1.23) lassen wir das Gewicht Null oft weg. So deﬁnieren wir
z. B.
◦
Hm,q(Ω) :=
◦
Hm,q0 (Ω) . Desweiteren gilt (1.24) ebenso für die qSobolevRäume.
Weiterhin benötigen wir noch gewichtete Rotations bzw. Divergenzräume
• Rqs(Ω) :=
{
E ∈ L2,qs (Ω) : rotE ∈ L2,q+1s (Ω)
}
,
• Rqs(Ω) :=
{
E ∈ Rqs(Ω) : rotE ∈ L2,q+1s+1 (Ω)
}
,
• Rqloc(Ω) :=
{
E ∈ L2,qloc(Ω) : rotE ∈ L2,q+1loc (Ω)
}
,
• Rqloc
(
Ω
)
:=
{
E ∈ Rqloc(Ω) :
∧
ϕ∈C∞,00 (RN )
ϕ · E ∈ Rq0(Ω)
}
,
• Rqvox(Ω) :=
{
E ∈ Rq0(Ω) : suppE ist kompakt
}
,
•
◦
Rqloc(Ω) :=
{
E ∈ Rqloc(Ω) :
∧
ϕ∈C∞,00 (RN )
ϕ · E ∈
◦
Rq0(Ω)
}
,
•
◦
Rqs(Ω) := Rqs(Ω) ∩
◦
Rqloc(Ω) ,
•
◦
Rqs(Ω) := R
q
s(Ω) ∩
◦
Rqloc(Ω) ,
•
◦
Rqvox(Ω) := Rqvox(Ω) ∩
◦
Rqloc(Ω)
bzw.
• Dq+1s (Ω) :=
{
H ∈ L2,q+1s (Ω) : divH ∈ L2,qs (Ω)
}
= ∗RN−q−1s (Ω) ,
• Dq+1s (Ω) :=
{
H ∈ Dq+1s (Ω) : divH ∈ L2,qs+1(Ω)
}
= ∗RN−q−1s (Ω) ,
• Dq+1loc (Ω) :=
{
H ∈ L2,q+1loc (Ω) : divH ∈ L2,qloc(Ω)
}
= ∗RN−q−1loc (Ω) ,
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• Dq+1loc
(
Ω
)
:=
{
H ∈ Dq+1loc (Ω) :
∧
ϕ∈C∞,00 (RN )
ϕ ·H ∈ Dq+10 (Ω)
}
= ∗RN−q−1loc
(
Ω
)
,
• Dq+1vox (Ω) :=
{
H ∈ Dq+10 (Ω) : suppH ist kompakt
}
= ∗RN−q−1vox (Ω) .
Ein Index 0 unten links soll verschwindene Rotation bzw. Divergenz bedeuten, so sind z. B.
• 0
◦
Rqs(Ω) :=
{
E ∈
◦
Rqs(Ω) : rotE = 0
}
= 0
◦
Rqs(Ω) ,
• 0Dq+1s (Ω) :=
{
H ∈ Dq+1s (Ω) : divH = 0
}
= ∗0RN−q−1s (Ω) = 0Dq+1s (Ω) .
Bei dem Gewicht s = 0 lassen wir die Indizierung mit Null wieder weg, so seien z. B.
◦
Rq(Ω) :=
◦
Rq0(Ω) oder 0Dq+1(Ω) := 0D
q+1
0 (Ω) .
Wir bemerken noch (siehe Lemma 3.1):
•
◦
Rqs(Ω) = C∞,q0 (Ω)
(
Abschluß in der || · ||Rqs(Ω)Norm
)
•
◦
Rqs(Ω) = C∞,q0 (Ω)
(
Abschluß in der || · ||
Rqs(Ω)
Norm
)
Sei Us einer der oben vorgestellten gewichteten Räume. Wir deﬁnieren dann
U>sˆ :=
⋃
s>sˆ
Us und U<sˆ :=
⋂
s<sˆ
Us ,
so daß wir z. B. ◦
Rq>1(Ω) =
⋃
s>1
◦
Rqs(Ω) und 0Dq+1<− 12 (Ω) =
⋂
s<− 12
0Dq+1s (Ω)
erhalten. Beziehen sich Formenräume auf den RN , so lassen wir wie im skalaren Fall die Indizierung oft weg,
z. B. seien
0Rqs := 0Rqs(RN ) oder
◦
Hm,qs :=
◦
Hm,qs (RN ) .
Wir bezeichnen den Kommutator zweier Operatoren A und B mit
CA,B := AB −BA .
Im Laufe der Arbeit betrachten wir häuﬁg FormenPaare, z. B. (E,H), (e, h) ∈ C∞,q10 (Ω) × C∞,q20 (Ω) , und
deﬁnieren daher für solche Paare Skalarprodukte
• 〈(E,H), (e, h)〉
q1,q2
:= 〈E, e〉q1 + 〈H,h〉q2 =
∑
I∈I(q1,N)
EI · eI +
∑
J∈I(q2,N)
HJ · hJ ,
• 〈(E,H), (e, h)〉
Ω
:= 〈E, e〉Ω + 〈H,h〉Ω .
Damit sind in kanonischer Weise auch Normen auf diesen Paaren erklärt.
Leere Summen oder nicht explizit deﬁnierte Ausdrücke setzen wir stets Null.
In der elektromagnetischen Theorie treten die Dielektrizität ε und die Permeabilität µ des umgebenden Mediums
auf. Deshalb deﬁnieren noch gewissen Klassen von Transformationen auf qFormen:
Sei τ ≥ 0 . Wir sagen ε ∈ Vq,0τ (Ω) , falls ε folgendes erfüllt:
• ε : Ω −→ {A : Aq(Ω) −→ Aq(Ω) : A ist linear.}
• ε besitzt L∞Koeﬃzienten, d. h. die Matrixdarstellung bzgl. der Basis {dxI} hat L∞Einträge.
• ε ist symmetrisch und gleichmäßig positiv deﬁnit, d. h.∧
E,H∈L2,q(Ω)
〈εE,H〉Ω = 〈E, εH〉Ω und
∨
c>0
∧
E∈L2,q(Ω)
〈εE,E〉Ω ≥ c · ||E||20,0,Ω .
• ε = ε0 + εˆ := ε0 · Id+εˆ mit einem ε0 ∈ R+ und εˆ = O(r−τ ) für r → ∞ . Im Fall τ = 0 bedeutet dies
lediglich, daß εˆ bzw. ε beschränkt sind.
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Sei ` ∈ N0 . Wir sagen ε ∈ C`,q(Ω) bzw. ε ∈ C`,q(Ω) , falls die Matrixdarstellung von ε aus C`(Ω) bzw. C`(Ω)
Einträgen besteht und schreiben ∂αε für |α| ≤ ` , wobei wir dies komponentenweise bzgl. der Matrixdarstellung
verstehen. Wir sagen ε ∈ Vq,`τ (Ω) bzw. ε ∈ Vq,`τ
(
Ω
)
mit einem ` ∈ N , falls ε ∈ Vq,0τ (Ω) ∩ C`,q(Ω) bzw.
ε ∈ Vq,0τ (Ω) ∩ C`,q(Ω) gilt und die Transformation ε für alle |α| ≤ ` und r →∞
∂αεˆ = O(r−τ )
erfüllt. Wir deﬁnieren für zwei Transformationen (ε, µ) = (ε0, µ0) + (εˆ, µˆ) ∈ Vq,0τ (Ω)×Vq+1,0τ (Ω) , wie es in der
Einleitung schon vorgestellt worden ist,
Λ :=
[
ε 0
0 µ
]
mit Λ(E,H) := (εE, µH) für (E,H) ∈ Aq(Ω)×Aq+1(Ω) (1.27)
und Λ0 :=
[
ε0 0
0 µ0
]
sowie Λˆ :=
[
εˆ 0
0 µˆ
]
. Für (E,H) ∈ C∞,q(Ω)×C∞,q+1(Ω) sei der formale MaxwellOperator
M :=
[
0 div
rot 0
]
mit M(E,H) := (divH, rotE)
eingeführt und für (E,H) ∈ Aq(Ω)×Aq+1(Ω) setzen wir
S :=
[
0 T
R 0
]
mit S(E,H) := (TH,RE) .
Die genauen Deﬁnitionen von R, T entnehme man der Deﬁnition 2.1 oder [51] .
Wir wollen (wie schon erwähnt) in dieser Arbeit das System
divH + iωεE = F , rotE + iωµH = G
oder kürzer
(M + iωΛ)(E,H) = (F,G)
(die verallgemeinerten Maxwellschen Gleichungen) untersuchen. Mit einer Substitution der Form
x˜ := αx , H˜ := βH
läßt sich hierbei immer
ε0 = µ0 = 1 und damit Λ0 = Id (1.28)
erzwingen. Zur Entlastung einiger Formeln und Rechnungen werden wir stets (1.28) annehmen.
Für spätere Zwecke ﬁxieren wir hier schon eine Ausschneidefunktion η mit
η ∈ C∞(R,R) , suppη ⊂ [1,∞) und η|[2,∞) = 1 . (1.29)
Desweiteren ﬁxieren wir zu 0 < r1 < r2 <∞ eine weitere Ausschneidefunktion
ηˆ(t) := η
(
1 +
t− r1
r2 − r1
)
(1.30)
und setzen
η := ηˆ ◦ r . (1.31)
Wir erhalten die folgenden Kommutatorgleichungen (siehe hierzu Bemerkung 2.2):
• Crot,η = ηˆ′(r)r−1R
• Cdiv,η = ηˆ′(r)r−1T
• CM,η = ηˆ′(r)r−1S
Nach
[
[50], Lemma 2 (i)
]
kann man für jedes jˆ ∈ N0 die Ausschneidefunktion ηˆ (bzw. η) so wählen, daß∫
R
ηˆ′(r) rj dr = δ0,j für − jˆ ≤ j ≤ jˆ (1.32)
gilt.
14 Bekanntes
2 Bekanntes
Wir stellen einige Ergebnisse zusammen, welche wir im Laufe dieser Arbeit intensiv benutzen werden. Diese
stammen hauptsächlich von Weck und Witsch aus [51] und von Picard aus [27] und [34]. Zunächst zu den
2.1 Polarkoordinaten
Wir wollen die wesentlichen Resultate aus [51] zitieren. Ziel ist die Entwicklung eines Kalküls, welcher die
Rechnung in Polarkoordinaten für qFormen bereitstellt.
Sei dazu S ⊂ SN−1 mit einer orthogonalen Karte bzw. Parametrisierung
u : S −→ Ξ ⊂ RN−1
ξ 7−→ u(ξ) ,
ψ := u−1 : Ξ −→ S
u 7−→ ψ(u) = ξ .
Orthogonal heiße in diesem Zusammenhang, daß für
Ψ :=
[
ψ, Jψ
]
(J bezeichne hier die JacobiMatrix.) die Beziehung
tΨ ·Ψ = diag(αˆ20, . . . , αˆ2N−1)
gilt. Die Bedingungen
|ψ|2 = 1 und
N∑
`=1
∂uiψ` · ∂ujψ` = αˆ2i · δi,j für i, j = 1, . . . , N − 1
(Kugelkoordinaten erfüllen dies!) liefern z. B. eine solche orthogonale Karte mit αˆ0 = 1 .
In diesem Sinne ist also
{
α1 ·du1, . . . , αN−1 ·duN−1
}
mit αj := αˆj ◦u eine ONB von A1(S) . Dann parametrisiert
Φ : (R1, R2)× Ξ −→ K(S) :=
{
r · ξ : r ∈ (R1, R2) , ξ ∈ S
} ⊂ RN
(r, u) 7−→ r · ψ(u)
den von S aufgespannten Kegel K(S) mit der Karte
h := Φ−1 : K(S) −→ (R1, R2)× Ξ ⊂ RN
x 7−→ (r, u˜) ,
wobei u˜(x) := u( x|x| ) sei. Es gilt
Φ−1(x) = (r, u) ⇔ x = Φ(r, u) = r · ψ(u) .
In K(S) verwenden wir auch die globale Karte Id und bestimmen:
dxi = dΦi(r, u) = ∂rΦi(r, u) · dr +
N−1∑
n=1
∂unΦi(r, u) · du˜n
= JΦi(r, u)

dr
du˜1
...
du˜N−1
 = [JΦ(r, u)

dr
du˜1
...
du˜N−1
]i
Kurz liest sich dies so:
dx = JΦ(r, u)
[
dr
du˜
]
=
[
ψ(u), r · Jψ(u)
] [dr
du˜
]
=
[
ψ(u), Jψ(u)
] [ dr
r · du˜
]
=: Ψ(u)
 ω
0
...
ωN−1

Wir erhalten dann punktweise
(
Ψ := Ψ(u)
)
:
Dirk Pauly  Niederfrequenzasymptotik der MaxwellGleichung im Außengebiet 15
〈ωi, ωj〉1 =
〈
(Ψ−1 dx)i, (Ψ−1 dx)j
〉
1
=
N∑
k,`=1
〈Ψ−1i,k · dxk,Ψ−1j,` · dx`〉1
=
N∑
k,`=1
Ψ−1i,k · tΨ−1`,j · 〈dxk, dx`〉1︸ ︷︷ ︸
=δk,` (ONB)
= (Ψ−1 · tΨ−1)i,j =
(
(tΨ ·Ψ)−1)
i,j
= αˆ−2i · δi,j
Damit ist
{
α˜j ·ωj
}N−1
j=0
=
{
dr, α˜1 · r · du˜1, . . . , α˜N−1 · r · du˜N−1
}
mit α˜j := αˆj ◦ u˜ eine ONB von A1
(
K(S)
)
. Es
gilt α˜0 = 1 , da αˆ20 = |ψ|2 = 1 !
Wir kommen zur
Deﬁnition 2.1
Wir deﬁnieren die Operatoren
(i) X(x) :=
N∑
n=1
xn · dxn ,
(ii) R : Aq(RN ) −→ Aq+1(RN ) , E 7−→ X ∧ E ,
(iii) T : Aq+1(RN ) −→ Aq(RN ) , H 7−→ (−1)q·N ∗R ∗H ,
(iv) m : Aq(RN ) −→ Aq(RN ) , E 7−→ r · E
und sagen E ist radial bzw. H tangential, falls RE = 0 bzw. TH = 0 .
Bemerkung 2.2
Es gelten für E ∈ Aq(RN ) und H ∈ Aq+1(RN ) :
(i) X = r · dr
(ii) R = r · dr ∧ ( · ) und T = (−1)(q−1)·N ∗ (X ∧ ∗( · )) = (−1)(q−1)·Nr ∗ (dr ∧ ∗( · ))
(iii) R2 = 0 , T 2 = 0 und m2 = RT + TR
(iv) E = r−2 · (RTE + TRE) = dr ∧ (r−1 · TE) + r−2 · TRE =: dr ∧ Eρ + Eτ ,
falls r 6= 0 . Dabei sind Eρ und Eτ tangential und dr ∧ Eρ radial.
(v) 〈RE,H〉q+1 = 〈E, TH〉q und 〈TH,E〉q = 〈H,RE〉q+1
Desweiteren gelten für E ∈ Rqloc(RN ) , H ∈ Dq+1loc (RN ) und ϕ ∈ C1(R) :
(vi) Crot,ϕ(r)E = ϕ′(r)r−1RE und Cdiv,ϕ(r)H = ϕ′(r)r−1TH
(vii) CM,ϕ(r)(E,H) = ϕ′(r)r−1S(E,H)
Sei ξ(x) := x|x| .
Mit α˜j(x) = αˆj ◦ u˜(x) = αˆj ◦ u ◦ ξ(x) = αj ◦ ξ(x) können dann tangentiale Formen E ∈ Aq
(
RN \ {0}) lokal
durch
E(x) = E(r · ξ) =
∑
I∈I(q,N−1)
EI(r, ξ) · α˜I(x) · du˜I =
∑
I∈I(q,N−1)
EI(r, ξ) · αI(ξ) · du˜I
mit αˆI :=
q∏
n=1
αˆin , falls I = (i1, . . . , iq) ist, dargestellt werden. Für E ∈ Aq
(
RN \ {0}) mit
E(x) = E(r · ξ) = dr ∧ Eρ(r · ξ) + Eτ (r · ξ)
= dr ∧
∑
I∈I(q−1,N−1)
EρI (r, ξ) · α˜I(x) · du˜I +
∑
I∈I(q,N−1)
EτI (r, ξ) · α˜I(x) · du˜I
werden durch die lokalen Vorschriften
• (ρE(r))(ξ) := r−(q−1) · ∑
I∈I(q−1,N−1)
EρI (r, ξ) · αI(ξ) · duI ,
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• (τE(r))(ξ) := r−q · ∑
I∈I(q,N−1)
EτI (r, ξ) · αI(ξ) · duI
zwei Abbildungen
ρ : Aq
(
RN \ {0}) −→ F (R+,Aq−1(SN−1)) und τ : Aq(RN \ {0}) −→ F (R+,Aq(SN−1))
mit Rechtsinversen
ρˇ : F
(
R+,Aq−1(SN−1)
) −→ Aq(RN \ {0}) und τˇ : F (R+,Aq(SN−1)) −→ Aq(RN \ {0})
erklärt. Für
• (e(r))(ξ) := ∑
I∈I(q−1,N−1)
eI(r, ξ) · αI(ξ) · duI ,
• (h(r))(ξ) := ∑
I∈I(q,N−1)
hI(r, ξ) · αI(ξ) · duI
gelten dann
• ρˇe(x) = ρˇe(r · ξ) = rq−1 · dr ∧
∑
I∈I(q−1,N−1)
eI(r, ξ) · α˜I(x) · du˜I ,
• τˇh(x) = τˇh(r · ξ) = rq ·
∑
I∈I(q,N−1)
hI(r, ξ) · α˜I(x) · du˜I .
Wir halten einige Eigenschaften dieser Abbildungen fest.
Bemerkung 2.3
Wir bezeichnen den Hodgeschen Sternoperator auf der Einheitssphäre SN−1 mit ~ .
Dann gelten für q, q˜ ∈ {0, . . . , N} und E ∈ Aq(RN ) sowie H ∈ Aq˜(RN ) :
(i) ρρˇ = Id auf F
(
R+,Aq−1(SN−1)
)
(i′) τ τˇ = Id auf F
(
R+,Aq(SN−1)
)
(ii) ρˇρ+ τˇ τ = Id auf Aq
(
RN \ {0})
(iii) τ ρˇ = 0
(iii′) ρτˇ = 0
(iv) dr ∧ τˇ = ρˇ und dr ∧ ρˇ = 0
(iv′) ρ dr ∧ · = τ und τ dr ∧ · = 0
(v) ρE = ρ(dr ∧ Eρ) = τEρ und ρEτ = 0
(v′) τE = τEτ = ρ(dr ∧ Eτ ) und τ(dr ∧ Eρ) = 0
(vi)
〈
τˇ τE(x), ρˇρH(x)
〉
q
= 0 , falls q = q˜ , und damit auch
(vi′)
〈
τˇ τE, ρˇρH
〉
RN =
∫
RN
∗〈τˇ τE(x), ρˇρH(x)〉
q
= 0 , falls das Integral existiert
(vii) τ(E ∧H) = (τE) ∧ (τH)
(vii′) ρ(E ∧H) = (ρE) ∧ (τH) + (−1)q1 · (τE) ∧ (ρH)
(viii) τ ∗ E = ~τEρ = ~ρE und ρ ∗ E = ~ρ(dr ∧ Eτ ) = ~τE , d. h.
(viii′) τ∗ = ~ρ und ρ∗ = ~τ
(ix) ∗τˇ = ρˇ~ und ∗ρˇ = τˇ~
(x)
∣∣E(x)∣∣2
q
=
∣∣ dr ∧ Eρ(x)∣∣2
q
+
∣∣Eτ (x)∣∣2
q
(x′)
∣∣ dr ∧ Eρ(x)∣∣2
q
=
∣∣ρE(r)(ξ)∣∣2
q−1 und
∣∣Eτ (x)∣∣2
q
=
∣∣τE(r)(ξ)∣∣2
q
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Das nächste Lemma ermöglicht die Integration in Polarkoordinaten.
Lemma 2.4
Für meßbare E ∈ Aq(RN \ {0}) sind die folgenden Aussagen äquivalent:
(i) E ∈ L2,q(RN )
(ii) ρˇρE, τˇτE ∈ L2,q(RN )
(iii)
∫
R+
rN−1 ·
(∣∣∣∣ρE(r)∣∣∣∣2
0,0,SN−1 +
∣∣∣∣τE(r)∣∣∣∣2
0,0,SN−1
)
dr <∞
Seien E,F ∈ L2,q(RN ) und p. f. ü.
〈E,F 〉(r) :=
〈
ρE(r), ρF (r)
〉
SN−1 +
〈
τE(r), τF (r)
〉
SN−1
erklärt. Dann gilt
〈E,F 〉RN =
∫
R+
rN−1 · 〈E,F 〉(r) dr .
Nun können wir uns daran machen, den Kalkül zu entwickeln. Sei A : Aq
(
RN \ {0}) −→ Aq˜(RN \ {0}) ein
Operator. Wir schreiben dann formal
A = (ρˇρ+ τˇ τ) ◦A ◦ (ρˇρ+ τˇ τ) = [ρˇ τˇ ] ·
[
ρAρˇ ρAτˇ
τAρˇ τAτˇ
]
·
[
ρ ·
τ ·
]
=: [ρˇ τˇ ] · A˜ ·
[
ρ ·
τ ·
]
und nennen A˜ die Darstellung von A in sphärischen Koordinaten. Diese erfüllt A˜1 ◦A2 = A˜1 · A˜2 (Ma-
trixprodukt!). Wir bezeichnen die äußere Ableitung auf der Einheitssphäre mit Rot , die CoAbleitung mit
Div = ±~Rot~ und den BeltramiOperator mit B := RotDiv+DivRot . M sei die Multiplikation mit und D
die Diﬀerentiation nach r , d. h.
ME(r) := r · E(r) und DE(r) := d
dr
E(r) .
Natürlich kommutieren M und D mit ~ , Rot , Div und B .
Wir notieren ein paar Darstellungen in sphärischen Koordinaten (Hierbei wirken die Operatoren im RN stets
auf qFormen!):
• r˜ot =
[−M−1Rot M−q DMq
0 M−1Rot
]
(2.1)
• ∗˜ =
[
0 (−1)q~
~ 0
]
(2.2)
• d˜iv =
[−M−1Div 0
M−q
′
DMq
′
M−1Div
]
(2.3)
• r˜ot div =
[
M−2RotDiv+R1 M−q+1DMq−2Div
M−q
′−1DMq
′
Rot M−2RotDiv
]
(2.4)
• d˜iv rot =
[
M−2DivRot −M−q−1DMq Div
−M−q′+1DMq′−2Rot M−2DivRot+R2
]
(2.5)
• ∆˜ = M−2 ·
[
B+M2R1 −2Div
2Rot B+M2R2
]
(2.6)
• R˜ =
[
0 M
0 0
]
(2.7)
• T˜ =
[
0 0
M 0
]
(2.8)
• R˜T =
[
M2 0
0 0
]
(2.9)
• T˜R =
[
0 0
0 M2
]
(2.10)
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Hier und im folgenden seien q′ := N − q und
• R1 := M−q+1DMq−q
′−1DMq
′
= q′ · (q − 2) ·M−2+(N − 1) ·M−1D+D2 , (2.11)
• R2 := M−q
′+1DMq
′−q−1DMq = q · (q′ − 2) ·M−2+(N − 1) ·M−1D+D2 . (2.12)
Wir nennen eine qForm σhomogen, wenn die Komponenten ihrer kartesischen Darstellung σhomogene Funk-
tionen sind. Auf solchen σhomogenen qFormen vereinfachen sich die obigen Darstellungen zu
• r˜ot = M−1 ·
[−Rot q + σ
0 Rot
]
, (2.13)
• d˜iv = M−1 ·
[−Div 0
q′ + σ Div
]
, (2.14)
• r˜ot div = M−2 ·
[
RotDiv+α1(σ) (σ + q − 2) ·Div
(σ + q′) · Rot RotDiv
]
, (2.15)
• d˜iv rot = M−2 ·
[
DivRot −(σ + q) ·Div
(σ + q′ − 2) · Rot DivRot+α2(σ)
]
, (2.16)
• ∆˜ = M−2
[
B+α1(σ) −2Div
2Rot B+α2(σ)
]
(2.17)
mit α1(σ) := α1(σ, q,N) := (σ+ q′) · (σ+ q− 2) und α2(σ) := α2(σ, q,N) := α1(σ, q′, N) = (σ+ q) · (σ+ q′− 2) .
Wir werden noch für Funktionen ϕ : R −→ R , sofern die folgenden Operationen durchführbar sind, die
Kommutatoren
• Crot,ϕ := Crot,ϕ(m) = rotϕ(m)− ϕ(m) · rot ,
• Cdiv,ϕ := Cdiv,ϕ(m) = divϕ(m)− ϕ(m) · div ,
• C∆,ϕ := C∆,ϕ(m) = ∆ϕ(m)− ϕ(m) ·∆ = rotCdiv,ϕ + divCrot,ϕ + Cdiv,ϕ rot+Crot,ϕ div
benötigen. Diese besitzen die Darstellungen
C˜rot,ϕ =
[
0 ϕ′(M)
0 0
]
, C˜div,ϕ =
[
0 0
ϕ′(M) 0
]
und C˜∆,ϕ =
[
Γϕ 0
0 Γϕ
]
(2.18)
mit
Γϕ := 2 · ϕ′(M) ·D+ϕ′′(M) + (N − 1) ·M−1 ·ϕ′(M) .
2.2 Eigenformen auf der Einheitssphäre
Wir wollen nun als Verallgemeinerung der klassischen Kugelﬂächenfunktionen Eigenformen des Beltrami
Operators B = Bq einführen, wobei Bq der Abschluß von
B : C∞,q(SN−1) ⊂ L2,q(SN−1) −→ L2,q(SN−1)
Φ 7−→ (RotDiv+DivRot)Φ
sei. B ist negativ semideﬁnit, selbstadjungiert, besitzt eine kompakte Resolvente
(
siehe z. B. Warner,
[
[41],
chapter 6
])
und wird von der orthogonalen Zerlegung
L2,q(SN−1) = 0Rq(SN−1)⊥ ⊕ Hq(SN−1)⊕ 0Dq(SN−1)⊥(⊕ und ⊥ sind im Sinne des 〈 · , · 〉SN−1Skalarproduktes zu verstehen.) reduziert, wobei wir
Hq(SN−1) := 0Rq(SN−1) ∩ 0Dq(SN−1)
deﬁnieren. Dann ist B auf 0Rq(SN−1)⊥ ⊂ 0Dq(SN−1) bzw. 0Dq(SN−1)⊥ ⊂ 0Rq(SN−1) negativ deﬁnit und
es gilt N(B) = Hq(SN−1) . Nach grundlegenden Ergebnissen der Funktionalanalysis existieren Folgen von
Eigenwerten
(
λqj
)
j∈N0 ,
(
κqj
)
j∈N0 ⊂ R+ , von Vielfachheiten
(
νqj
)
j∈N0 ,
(
µqj
)
j∈N0 ⊂ N und von orthonormalen
Eigenformen (
T qj,m
)
j∈N0,m=1,...,νqj
,
(
Sqj,m
)
j∈N0,m=1,...,µqj
,
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so daß für alle deﬁnierten Kombinationen von j und m
• (B+λqj)T qj,m = 0 , Div T qj,m = 0 , T qj,m ∈ 0Rq(SN−1)⊥ , (2.19)
• (B+κqj)Sqj,m = 0 , RotSqj,m = 0 , Sqj,m ∈ 0Dq(SN−1)⊥ (2.20)
gelten. In den Fällen q = 0 bzw. q = N − 1 ist
0D0(SN−1)⊥ = L2,0(SN−1)⊥ = {0} bzw. 0RN−1(SN−1)⊥ = L2,N−1(SN−1)⊥ = {0} ,
d. h. λN−1j , νN−1j , TN−1j,m bzw. κ0j , µ0j , S0j,m bleiben undeﬁniert. Der Raum Hq(SN−1) ist nur für q = 0 oder
q = N − 1 nicht trivial mit
H0(SN−1) = Lin{1} und HN−1(SN−1) = Lin{~1} .
Deﬁnieren wir in diesen Ausnahmefällen κ00 := 0 bzw. λN−10 := 0 und µ00 := 1 bzw. νN−10 := 1 sowie
S00,1 := |SN−1|−
1
2 · 1 bzw. TN−10,1 := ~S00,1 ,
so ist für alle q = 0, . . . , N − 1 {
T qj,m
}
j∈N0,m=1,...,νqj
∪ {Sqj,m}j∈N0,m=1,...,µqj
ein vollständiges ONS3 (oder eine ONB) von L2,q(SN−1) .
Für 0 ≤ q ≤ N − 2 ist
0 6= S := RotT qj,m ∈ 0Dq+1(SN−1)⊥
Eigenform von Bq+1 zum Eigenwert λqj , denn
Bq+1 S = RotDivRotT
q
j,m = RotBq T
q
j,m = −λqjS .
Analog ist
0 6= T := DivSq+1j,m ∈ 0Rq(SN−1)⊥
Eigenform von Bq zum Eigenwert κq+1j . Daher sind die Eigenwerte von Bq+1 in 0Dq+1(SN−1)⊥ gerade die
Eigenwerte von Bq in 0Rq(SN−1)⊥ . Damit können wir die Orthonormalsysteme derart festlegen, daß sie auf
SN−1 für 0 ≤ q ≤ N − 2 die Maxwellschen Eigenwertsysteme
(M − iωqj )(T qj,m, Sq+1j,m ) = (0, 0) ,
d. h.
RotT qj,m = iω
q
j · Sq+1j,m und DivSq+1j,m = iωqj · T qj,m , (2.21)
mit ωqj := (λ
q
j)
1
2 = (κq+1j )
1
2 erfüllen.
Wir setzen alle T qj,m , S
q
j,m , λ
q
j , κ
q
j , µ
q
j und ν
q
j gleich Null, sofern sie bisher noch nicht deﬁniert worden sind,
und merken noch an:
• κqj = (q + j) · (q′ + j) , 1 ≤ q ≤ N − 1
• λqj = (q + 1 + j) · (q′ − 1 + j) , 0 ≤ q ≤ N − 2
• λqj = κq+1j , 0 ≤ q ≤ N − 2
• νqj = µq+1j , 0 ≤ q ≤ N − 2
2.3 Potentialformen
Wir nennen eine qForm E ∈ C∞,q(RN \ {0}) eine Potentialform, falls sie ∆E = 0 erfüllt. Diese werden wir
im nun Folgenden klassiﬁzieren und eine Entwicklung in elementare, σhomogene Potentialformen angeben.
Betrachten wir die bzgl. des L2,q(SN−1)ONSs{
T qj,m
}
j∈N0,m=1,...,νqj
∪ {Sqj,m}j∈N0,m=1,...,µqj
3Orthonormalsystem
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entwickelten FourierReihen des radialen bzw. tangentialen Anteils einer Potentialform E :
• ρE(r) =
∑
`,m
U`,m(r) · Sq−1`,m +
∑
j,m
uj,m(r) · T q−1j,m
• τE(r) =
∑
j,m
vj,m(r) · Sqj,m +
∑
k,m
Vk,m(r) · T qk,m
Wir wollen die Gleichung ∆E = 0 mit Hilfe unseres sphärischen Kalküls in ein System gewöhnlicher Diﬀerenti-
algleichungen für die FourierKoeﬃzienten übersetzen.
Zum Testen wählen wir ein beliebiges ϕ ∈ C∞0 (R+) und deﬁnieren Φ` ∈ C∞,q0
(
RN \ {0}) für ` = 1, . . . , 4 durch
• Φ1 := ρˇ
(
ϕ(m) · Sq−1i,n
)
= ϕ ◦ r · ρˇSq−1i,n ,
• Φ2 := τˇ
(
ϕ(m) · T qi,n
)
= ϕ ◦ r · τˇT qi,n ,
• Φ3 := ρˇ
(
ϕ(m) · T q−1i,n
)
= ϕ ◦ r · ρˇT q−1i,n ,
• Φ4 := τˇ
(
ϕ(m) · Sqi,n
)
= ϕ ◦ r · τˇSqi,n .
Die Gleichungen 〈∆E,Φ`〉RN = 0 liefern dann durch partielle Integration und mit Hilfe des Kalküls sowie (2.21)
und der Orthogonalität der Eigenformen das folgende System:
• (M2R1−κq−1i )Ui,n = 0 , i ∈ N0 , n = 1, . . . , µq−1i (2.22)
• (M2R2−λqi )Vi,n = 0 , i ∈ N0 , n = 1, . . . , νqi (2.23)
• (M2R1−λq−1i )ui,n − 2 iωq−1i vi,n = 0 , i ∈ N0 , n = 1, . . . , νq−1i (2.24)
• (M2R2−κqi )vi,n + 2 iωq−1i ui,n = 0 , i ∈ N0 , n = 1, . . . , µqi (2.25)
Die Lösungen des Systems (2.22)  (2.25) sind unabhängig von n und wir bekommen für i ∈ N0 (Im Fall
N = 2 tritt hier eine kleine Schwierigkeit auf, die uns zu logarithmischen Termen führen würde.) das folgende
Fundamentalsystem:
• U±i := V ±i := rσ
1,±
i = rσ
2,±
i
• (u3,±i , v3,±i ) := rσ
3,±
i (Ai, Bi)
• (u4,±i , v4,±i ) := rσ
4,±
i (Bi, Ai)
Hierbei seien
• σ1,+i := σ2,+i := i+ 1 , σ1,−i := σ2,−i := −i−N + 1 ,
• σ3,+i := i+ 2 , σ3,−i := −i−N ,
• σ4,+i := i , σ4,−i := −i−N + 2
sowie
Ai := i ·(q′ + i) 12 · (N + 2i)− 12 und Bi := (q + i) 12 · (N + 2i)− 12 .
Mit diesen Fundamentallösungen deﬁnieren wir nun für i ∈ N0 und n = 1, . . . im sinnvollen Bereich homogene
qPotentialformen Hq,`,±i,n (` = 1, . . . , 4) durch:
• ρHq,1,±i,n := U±i · Sq−1i,n , τHq,1,±i,n := 0
• ρHq,2,±i,n := 0 , τHq,2,±i,n := V ±i · T qi,n
• ρHq,3,±i,n := u3,±i · T q−1i,n , τHq,3,±i,n := v3,±i · Sqi,n
• ρHq,4,±i,n := u4,±i · T q−1i,n , τHq,4,±i,n := v4,±i · Sqi,n
Mit den folgenden Deﬁnitionen wird der Homogenitätsgrad σ`,±i direkt ablesbar:
• P q,1σ,m := Hq,1,+σ−1,m , Qq,1σ,m := Hq,1,−σ−1,m
• P q,2σ,m := Hq,2,+σ−1,m , Qq,2σ,m := Hq,2,−σ−1,m
• P q,3σ,m := Hq,3,+σ−2,m , Qq,3σ,m := Hq,3,−σ−2,m
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• P q,4σ,m := Hq,4,+σ,m , Qq,4σ,m := Hq,4,−σ,m
Damit ergibt sich explizit:
• P q,1σ,m = rσ · ρˇSq−1σ−1,m
• P q,2σ,m = rσ · τˇT qσ−1,m
• P q,3σ,m = rσ ·
(
Aσ−2 · ρˇT q−1σ−2,m +Bσ−2 · τˇSqσ−2,m
)
• P q,4σ,m = rσ ·
(
Bσ · ρˇT q−1σ,m +Aσ · τˇSqσ,m
)
• Qq,1σ,m = r2−σ−N · ρˇSq−1σ−1,m
• Qq,2σ,m = r2−σ−N · τˇT qσ−1,m
• Qq,3σ,m = r2−σ−N ·
(
Aσ−2 · ρˇT q−1σ−2,m +Bσ−2 · τˇSqσ−2,m
)
• Qq,4σ,m = r2−σ−N ·
(
Bσ · ρˇT q−1σ,m +Aσ · τˇSqσ,m
)
P q,kσ,m sind σhomogene und Qq,kσ,m sind (−σ − N + 2)homogene Potentialformen, die durch die Kelvin
Transformation
Qq,kσ,m = r
2−2σ−N · P q,kσ,m
zusammenhängen. Mit Hilfe des sphärischen Kalküls rechnen wir leicht
• divP q+1,1σ+1,m = − i γ1(q′ + σ)
1
2P q,4σ,m , • divQq+1,1σ−1,m = −γ˜1(q + σ − 2)
1
2Qq,3σ,m ,
• rotP q−1,2σ+1,m = γ1(q + σ)
1
2P q,4σ,m , • rotQq−1,2σ−1,m = i γ˜1(q′ + σ − 2)
1
2Qq,3σ,m ,
• divP q,3σ,m = i γ2(q′ + σ − 2)
1
2P q−1,2σ−1,m , • divQq,4σ,m = −γ˜2(q + σ)
1
2Qq−1,2σ+1,m ,
• rotP q,3σ,m = γ2(q + σ − 2)
1
2P q+1,1σ−1,m , • rotQq,4σ,m = − i γ˜2(q′ + σ)
1
2Qq+1,1σ+1,m
mit γ1 := (N+2σ)
1
2 , γ˜1 := (N+2σ−4) 12 , γ2 := (N+2σ−2)(N+2σ−4)− 12 und γ˜2 := (N+2σ−2)(N+2σ)− 12
nach. Zur Verkürzung der Notation seien noch
• Pq,kσ := Lin{P q,kσ,m : m = 1, . . . } , Qq,kσ := Lin{Qq,kσ,m : m = 1, . . . } , k = 1, . . . , 4 ,
• Pq,k<σ :=
⊕
γ<σ
Pq,kγ , Q
q,k
<σ :=
⊕
γ<σ
Qq,kγ , k = 1, . . . , 4 ,
• Pqσ :=
⊕
k=1,...,4
Pq,kσ , Q
q
σ :=
⊕
k=1,...,4
Qq,kσ ,
• Pq<σ :=
⊕
k=1,...,4
P
q,k
<σ , Q
q
<σ :=
⊕
k=1,...,4
Q
q,k
<σ
deﬁniert. Die orthogonalen Summen sind im Sinne von 〈 · , · 〉(1) zu verstehen und
{P q,kσ,m}k=1,...,4,σ∈N0,m=1,... bzw. {Qq,kσ,m}k=1,...,4,σ∈N0,m=1,...
bilden jeweils ONSe bzgl. 〈 · , · 〉(1) , d. h.
〈P q,kσ,m, P q,`γ,n〉(1) = 〈Qq,kσ,m, Qq,`γ,n〉(1) = 〈P q,kσ,m, Qq,`γ,n〉(1) = δk,` · δσ,γ · δm,n . (2.26)
Wir fassen die bisher erlangten Ergebnisse zusammen und ﬁxieren sie im
Lemma 2.5
Seien σ ∈ N0 und q ∈ {0, . . . , N} . Dann ist der Raum der σhomogenen bzw. (−σ − N + 2)homogenen
qPotentialformen gerade
Pqσ bzw. Qqσ
und es gelten:
(i) P ∈ Pq,1σ ⇒ rotP = 0 und τP = 0
(i′) Q ∈ Qq,1σ ⇒ rotQ = 0 und τQ = 0
(ii) P ∈ Pq,2σ ⇒ divP = 0 und ρP = 0
(ii′) Q ∈ Qq,2σ ⇒ divQ = 0 und ρQ = 0
(iii) P ∈ Pq,4σ ⇒ rotP = 0 und divP = 0
(iii′) Q ∈ Qq,3σ ⇒ rotQ = 0 und divQ = 0
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Einige Räume verschwinden oder bestehen nur aus Vielfachen eines Elementes, nämlich:
• dimPq,10 = 0 , dimQq,10 = 0
• dimP0,1σ = 0 , dimQ0,1σ = 0
• dimP1,1σ = δ1,σ , dimQ1,1σ = δ1,σ und P1,11 = Lin{P 1,11,1 } = Lin{r · ρˇS00,1}
= Lin{r · ρˇ1} = Lin{r · dr}
bzw. Q1,11 = Lin{Q1,11,1} = Lin{r1−N · ρˇS00,1}
= Lin{r1−N · ρˇ1} = Lin{r1−N · dr}
• dimPq,20 = 0 , dimQq,20 = 0
• dimPN,2σ = 0 , dimQN,2σ = 0
• dimPN−1,2σ = δ1,σ , dimQN−1,2σ = δ1,σ und PN−1,21 = Lin{PN−1,21,1 } = Lin{r · τˇ TN−10,1 }
= Lin{r · τˇ ~ 1} = Lin{r · ∗ dr}
bzw. QN−1,21 = Lin{QN−1,21,1 } = Lin{r1−N · τˇ TN−10,1 }
= Lin{r1−N · τˇ ~ 1} = Lin{r1−N · ∗ dr}
• dimPq,30 = 0 , dimQq,30 = 0
• dimPq,31 = 0 , dimQq,31 = 0
• dimP0,3σ = 0 , dimQ0,3σ = 0
• dimPN,3σ = 0 , dimQN,3σ = 0
• dimP0,4σ = δ0,σ , dimQ0,4σ = δ0,σ und P0,40 = Lin{P 0,40,1 } = Lin{τˇS00,1}
= Lin{τˇ 1} = Lin{1}
bzw. Q0,40 = Lin{Q0,40,1} = Lin{r2−N · τˇS00,1}
= Lin{r2−N · τˇ 1} = Lin{r2−N · 1}
• dimPN,4σ = δ0,σ , dimQN,4σ = δ0,σ und PN,40 = Lin{PN,40,1 } = Lin{ρˇ TN−10,1 }
= Lin{ρˇ~ 1} = Lin{∗1}
bzw. QN,40 = Lin{QN,40,1 } = Lin{r2−N · ρˇ TN−10,1 }
= Lin{r2−N · ρˇ~ 1} = Lin{r2−N · ∗1}
Desweiteren sind
• rot : Pq,2σ −→ Pq+1,4σ−1 , falls 0 ≤ q ≤ N − 1 ,
• rot : Pq,3σ −→ Pq+1,1σ−1 , falls 1 ≤ q ≤ N − 1 ,
• div : Pq+1,1σ+1 −→ Pq,4σ , falls 0 ≤ q ≤ N − 1 ,
• div : Pq+1,3σ+1 −→ Pq,2σ , falls 0 ≤ q ≤ N − 2
und
• rot : Qq,2σ −→ Qq+1,3σ+1 , falls 0 ≤ q ≤ N − 2 ,
• rot : Qq,4σ −→ Qq+1,1σ+1 , falls 0 ≤ q ≤ N − 1 ,
• div : Qq+1,1σ−1 −→ Qq,3σ , falls 1 ≤ q ≤ N − 1 ,
• div : Qq+1,4σ−1 −→ Qq,2σ , falls 0 ≤ q ≤ N − 1
Isomorphismen.
Bemerkung 2.6
Wir haben hier einen kleinen Fehler aus
[
[51], Theorem 2 and 3
]
in den Bereichen für q korrigiert. So ist z.
B. rot : QN−1,21 −→ QN,32 kein Isomorphismus, denn QN,32 = {0} hingegen QN−1,21 = Lin{QN−1,21,1 } 6= {0} . Diese
Ungenauigkeiten sind auch schon in [5] berichtigt worden.
Bezüglich der Integrierbarkeit machen wir noch die
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Bemerkung 2.7
Sei s ∈ R .
(i) P q,kσ,m ∈ L2,qs (RN ) ⇔ P q,kσ,m ∈ Hm,qs (RN ) ⇔ σ < −s−N/2
(ii) s ≥ −N/2 ⇒ P q,kσ,m /∈ L2,qs (RN )
(iii) P q,kσ,m ∈ L2,q
(
U(0, 1)
)
(iv) Qq,kσ,m ∈ L2,qs
(
A(1)
) ⇔ Qq,kσ,m ∈ Hm,qs (A(1)) ⇔ σ > 2 + s−N/2
(v) s < N/2− 2 ⇒ Qq,kσ,m ∈ L2,qs
(
A(1)
)
(vi) Qq,kσ,m /∈ L2,q
(
U(0, 1)
)
, bis auf Qq,40,m im Fall N = 3 .
Wir können nun unser Entwicklungsresultat formulieren; siehe dazu auch die Resultate von Weck und Witsch
in
[
[53], p. 1508, Theorem 1
]
,
[
[51], p. 1033
]
, oder von Bauer in
[
[5], S. 22, Satz 1
]
.
Satz 2.8
Seien Z := Z(r1, r2) mit 0 ≤ r1 < r2 ≤ ∞ und Φ ∈ C∞,q(Z) eine Potentialform, d. h. ∆Φ = 0 . Dann läßt
sich Φ in Z als Reihe
Φ =
∑
k,σ,m
αk,σ,m · P q,kσ,m +
∑
k,σ,m
βk,σ,m ·Qq,kσ,m
mit αk,σ,m, βk,σ,m ∈ C darstellen. Diese Reihe konvergiert in C∞,q(Z) , d. h. gleichmäßig mitsamt allen
Ableitungen in kompakten Teilmengen von Z . Wir können in Spezialfällen noch präzisere Aussagen machen:
(i) In dem Fall r2 = ∞ und Φ ∈ L2,qs (Z) verschwinden alle αk,σ,m mit σ ≥ −s − N/2 und alle βk,σ,m
mit σ ≤ 2 + s − N/2 . Die Reihe konvergiert dann für alle rˆ > r1 in Z(rˆ,∞) gleichmäßig mitsamt
allen Ableitungen, auch nach Multiplikation mit beliebigen Polynomen in r . Damit konvergiert die Reihe
natürlich auch in L2,qs (Z) . Im Fall s ≥ −N/2 verschwinden also alle αk,σ,m , d. h.
Φ =
∑
k,σ,m
βk,σ,m ·Qq,kσ,m .
(ii) Im Fall r1 = 0 und Φ ∈ L2,q(Z) verschwinden alle βk,σ,m bis auf β4,0,m , falls N = 3 , und die Reihe
konvergiert dann in C∞,q(Z) .
(iii) Ist r2 =∞, r1 > 0 und Φ ∈ L2,qt (Z) mit t ∈ R sowie
αk,σ,m = 0 , für σ ≥ −s−N/2 ,
βk,σ,m = 0 , für σ ≤ 2 + s−N/2
mit einem t < s ∈ R , so folgt Φ ∈ L2,qs (Z) .
Wir erinnern an die Ausschneidefunktion η in (1.29) bzw. ηˆ in (1.30) und notieren noch eine wichtige Ortho-
gonalitätseigenschaft im
Lemma 2.9
Seien 0 < r1 < r2 <∞ und η wie in (1.31) sowie C := C∆,η . Dann gelten mit ασ := 2−N−2σ ≤ −1−2σ ≤ −1 :
• 〈CP q,kσ,m, P q,`γ,n〉RN = 〈CQq,kσ,m, Qq,`γ,n〉RN = 0
• 〈CQq,kσ,m, P q,`γ,n〉RN = −〈CP q,kσ,m, Qq,`γ,n〉RN = ασ · δk,` · δσ,γ · δm,n
Beweis:
Wir berechnen mit Lemma 2.4, der Darstellung von C aus (2.18) sowie den Regeln
ρP q,kσ,m(r) = r
σρP q,kσ,m(1) und τP q,kσ,m(r) = rστP q,kσ,m(1)
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z. B. das Skalarprodukt
• 〈CP q,kσ,m, P q,`γ,n〉RN = ∫R+ rN−1 · 〈CP q,kσ,m, P q,`γ,n〉(r) dr
=
∫
R+
rN−1 · (Γηˆrσ) · rγ ·
〈
P q,kσ,m, P
q,`
γ,n
〉
(1)︸ ︷︷ ︸
(2.26)
= δk,`·δσ,γ ·δm,n
dr
= (σ − γ) ·
∫
R+
rN+σ+γ−2 · ηˆ′(r) dr · δk,` · δσ,γ · δm,n = 0 .
Völlig analog erhalten wir:
• 〈CQq,kσ,m, Qq,`γ,n〉RN = (γ − σ) · ∫R+ r−N−σ−γ+2 · ηˆ′(r) dr · δk,` · δσ,γ · δm,n = 0
• 〈CQq,kσ,m, P q,`γ,n〉RN = (2−N − 2σ) · ∫R+ ηˆ′(r) dr︸ ︷︷ ︸
=1
·δk,` · δσ,γ · δm,n = ασ · δk,` · δσ,γ · δm,n
• 〈CP q,kσ,m, Qq,`γ,n〉RN = (−2 +N + 2σ) · δk,` · δσ,γ · δm,n = −ασ · δk,` · δσ,γ · δm,n

2.4 FredholmTheorie der äußeren und CoAbleitung
Wir deﬁnieren zunächst
I :=
{
n+N/2 : n ∈ N0
} ∪ {1− n−N/2 : n ∈ N0} (2.27)
und zitieren aus
[
[51], p. 1034, Lemma 5
]
das auf McOwen, [22], zurückgehende Resultat
Satz 2.10
Für alle s ∈ R \ (I ∪ {2−N/2}) und q ∈ {0, . . . , N} ist
N : H2,qs−2 −→ L2,qs
Φ 7−→ ∆Φ
ein FredholmOperator mit
• N(N) = Pq
<−s−N2 +2
,
• W (N) =
{
F ∈ L2,qs : 〈F, P 〉RN = 0 für alle P ∈ Pq<s−N2
}
.
Insbesondere ist N für s > 2−N/2 injektiv, für s < N/2 surjektiv und für 2−N/2 < s < N/2 bijektiv.
Nun zitieren wir der Reihe nach wichtige Ergebnisse aus [51] .
Lemma 2.11
Seien q ∈ {0, . . . , N} sowie η und C wie in Lemma 2.9.
(i) Für s ∈ R gilt 0Dqs ∩ 0Rqs = Pq,4<−s−N2 .
(ii) Für N/2 < s ∈ R \ I gilt L2,qs =W (N) u CQq<s−N2 .
(iii) Mit Xqs :=
{
F ∈ L2,qs : 〈F, P 〉RN = 0 für alle P ∈ Pq,4<s−N2
}
und Sqs := CQq,4<s−N2 gelten
• Xqs = rotRq−1s−1 + div Dq+1s−1 ,
• L2,qs = Xqs u Sqs .
Sqs ist endlichdimensionaler Teilraum von C∞,q0
(
RN \ {0}) .
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Lemma 2.12
Seien s ∈ R \ I und q ∈ {0, . . . , N} . Dann gelten mit stetigen Projektoren (Satz vom abgeschlossenen Graphen)
die folgenden HelmholtzZerlegungen:
(i) s < −N/2 ⇒ L2,qs = 0Rqs + 0Dqs
(ii) −N/2 < s < N/2 ⇒ L2,qs = 0Rqs +˙ 0Dqs
(iii) s > N/2 ⇒ L2,qs = 0Rqs +˙ 0Dqs +˙ Sqs
(iv) s > −N/2 ⇒ 0R0s = {0} und 0DNs = {0}
(v) s < −N/2 ⇒ 0R0s = Lin{1} und 0DNs = Lin{∗1}
Es gelten stets L2,0s = 0D0s und L2,Ns = 0RNs .
Satz 2.13
Seien s ∈ R \ I und q ∈ {0, . . . , N − 1} . Dann ist
rot : Rqs−1 ∩ 0Dqs−1 −→ 0Rq+1s
E 7−→ rotE
ein stetiger FredholmOperator mit N(rot) = 0Rqs−1 ∩ 0Dqs−1 = Pq,4<−s−N2 +1 und
W (rot) =
{
G ∈ 0Rq+1s : 〈G,P 〉RN = 0 für alle P ∈ Pq+1,1<s−N2
}
,
außer im Fall q = N − 1 und s > N/2 , in dem
W (rot) =
{
G ∈ 0RNs : 〈G, ∗1〉RN = 0 und 〈G,P 〉RN = 0 für alle P ∈ PN,1<s−N2
}
gilt. Insbesondere ist rot für q < N − 1 und s > 1 −N/2 , s < 1 +N/2 bzw. 1 −N/2 < s < 1 +N/2 injektiv,
surjektiv bzw. bijektiv.
Das duale Resultat lautet:
Satz 2.14
Seien s ∈ R \ I und q ∈ {0, . . . , N − 1} . Dann ist
div : Dq+1s−1 ∩ 0Rq+1s−1 −→ 0Dqs
E 7−→ divE
ein stetiger FredholmOperator mit N(div) = 0Dq+1s−1 ∩ 0Rq+1s−1 = Pq+1,4<−s−N2 +1 und
W (div) =
{
F ∈ 0Dqs : 〈F, P 〉RN = 0 für alle P ∈ Pq,2<s−N2
}
,
außer im Fall q = 0 und s > N/2 , in dem
W (div) =
{
F ∈ 0D0s : 〈F,1〉RN = 0 und 〈F, P 〉RN = 0 für alle P ∈ P0,2<s−N2
}
gilt. Insbesondere ist div für q > 0 und s > 1−N/2 , s < 1+N/2 bzw. 1−N/2 < s < 1+N/2 injektiv, surjektiv
bzw. bijektiv.
2.5 Klassische ElektroMagnetoStatik
Wir zitieren im folgenden Resultate von Picard aus [27] .
Deﬁnition 2.15
Seien Ω ⊂ RN ein Außengebiet und q ∈ {0, . . . , N} . Wir deﬁnieren die (harmonischen) DirichletFormen
durch
Hq(Ω) := 0
◦
Rq(Ω) ∩ 0Dq(Ω) bzw. Hq−1(Ω) := 0
◦
Rq−1(Ω) ∩ 0Dq−1(Ω) .
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Wir erinnern an die Gewichtsfunktion ρ := (1 + r2) 12 aus dem ersten Kapitel und kommen zum
Lemma 2.16
Seien Ω ⊂ RN ein Außengebiet mit LMKE (siehe Deﬁnition 4.25) und q ∈ {0, . . . , N} . Dann gelten:
(i) Hq(Ω) = Hq−1(Ω) ist endlichdimensional.
(ii) Es existiert eine Konstante c > 0 und ein Kompaktum K b Ω , so daß für alle E ∈
◦
Rq−1(Ω)∩ Dq−1(Ω) die
Abschätzung
||E||0,−1,Ω ≤ c ·
(|| rotE||0,0,Ω + ||divE||0,0,Ω + ||E||0,0,K)
gilt.
(iii) Seien dq := dimHq(Ω) und {h`}`=1,...,dq eine Basis von Hq(Ω) . Dann existiert eine Konstante c > 0 , so
daß für alle E ∈
◦
Rq−1(Ω) ∩ Dq−1(Ω) die Abschätzung
||E||0,−1,Ω ≤ c ·
(
|| rotE||0,0,Ω + ||divE||0,0,Ω +
dq∑
`=1
∣∣〈ρ−1E, ρ−1h`〉Ω∣∣)
gilt.
Bemerkung 2.17
Im Fall N = 2 müßten wir im obigen Lemma die || · ||0,−1,ΩNorm durch eine logarithmisch gewichtete Norm
ersetzen.
Die Abschlüsse im folgenden Lemma sind in L2,...(Ω) zu nehmen und ⊥s bedeute Orthogonalität bzgl. des
〈ρs · , ρs · 〉ΩSkalarproduktes.
Lemma 2.18
Sei Ω ⊂ RN ein Außengebiet mit LMKE. Dann gelten die folgenden 〈 · , · 〉Ωorthogonalen Zerlegungen:
(i) Für q ∈ {0, . . . , N − 1} ist rot
◦
Rq(Ω) = rot
◦
Rq−1(Ω) = rot
◦
Rq−1(Ω) = ∗div
◦
DN−q−1 (Ω)
= rot
( ◦
Rq−1(Ω) ∩ 0Dq−1(Ω) ∩ Hq−1(Ω)⊥−1
)
.
(ii) Für q ∈ {1, . . . , N} ist divDq(Ω) = div Dq−1(Ω) = div Dq−1(Ω) = ∗ rotRN−q−1 (Ω)
= div
(
Dq−1(Ω) ∩ 0
◦
Rq−1(Ω) ∩ Hq−1(Ω)⊥−1
)
.
(iii) Für q ∈ {0, . . . , N} ist L2,q(Ω) = rot
◦
Rq−1(Ω)⊕ 0Dq(Ω) = 0
◦
Rq(Ω)⊕ divDq+1(Ω)
= rot
◦
Rq−1(Ω)⊕ Hq(Ω)⊕ divDq+1(Ω) .
Wir erhalten mit Hilfe dieser Zerlegungen ein erstes Resultat in der ElektroMagnetoStatik, den
Satz 2.19
Seien Ω ⊂ RN ein Außengebiet mit LMKE und q ∈ {0, . . . , N} . Dann existiert zu jedem
G ∈ 0Dq+1(Ω)⊥ = 0
◦
Rq+1(Ω) ∩ Hq+1(Ω)⊥ und f ∈ 0
◦
Rq−1(Ω)⊥ = 0Dq−1(Ω) ∩ Hq−1(Ω)⊥
genau ein E ∈
◦
Rq−1(Ω) ∩ Dq−1(Ω) ∩ Hq(Ω)⊥−1 mit
rotE = G und divE = f .
Der Lösungsoperator ist stetig, d. h. es existiert eine von G , f und E unabhängige Konstante c > 0 , so daß
||E||0,−1,Ω ≤ c ·
(||G||0,0,Ω + ||f ||0,0,Ω)
gilt.
Desweiteren zitieren wir von Picard aus [34] die folgenden beiden Resultate:
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Lemma 2.20
Seien q ∈ {0, . . . , N} und Ω ⊂ RN ein Außengebiet, welches eine LipschitzTransformation eines Außengebietes
mit glattem Rand sei.
(i) Es existiert eine endliche Menge
◦
Bq(Ω) ⊂ 0
◦
Rq(Ω) , welche linear unabhängig modulo rot
◦
Rq−1(Ω) ist, mit∣∣ ◦Bq(Ω)∣∣ = dimHq(Ω) = dq und Hq(Ω) ∩ ◦Bq(Ω)⊥ = {0} .
Die Elemente von
◦
Bq(Ω) haben kompakten Träger in Ω und ihre Orthogonalprojektionen auf Hq(Ω) in
0
◦
Rq(Ω) entlang rot
◦
Rq−1(Ω) bilden eine Basis der DirichletFormen Hq(Ω) .
(ii) Für q 6= 1 existiert eine endliche Menge Bq(Ω) ⊂ 0Dq(Ω) , welche linear unabhängig modulo divDq+1(Ω)
ist, mit ∣∣Bq(Ω)∣∣ = dimHq(Ω) = dq und Hq(Ω) ∩ Bq(Ω)⊥ = {0} .
Die Elemente von Bq(Ω) haben kompakten Träger in Ω und ihre Orthogonalprojektionen auf Hq(Ω) in
0Dq(Ω) entlang divDq+1(Ω) bilden eine Basis der DirichletFormen Hq(Ω) .
(iii) Es sei
◦
Bq(Ω) =:
{◦
bq1, . . . ,
◦
bqdq
}
. Dann existiert eine Konstante c > 0 , so daß für alle E ∈
◦
Rq−1(Ω)∩Dq−1(Ω)
die Abschätzung
||E||0,−1,Ω ≤ c ·
(
|| rotE||0,0,Ω + ||divE||0,0,Ω +
dq∑
`=1
∣∣〈E, ◦bq`〉Ω∣∣)
gilt.
(iv) Für q 6= 1 sei Bq(Ω) =: {bq1, . . . , bqdq} . Dann existiert eine Konstante c > 0 , so daß für alle q 6= 1 und
E ∈
◦
Rq−1(Ω) ∩ Dq−1(Ω) die Abschätzung
||E||0,−1,Ω ≤ c ·
(
|| rotE||0,0,Ω + ||divE||0,0,Ω +
dq∑
`=1
∣∣〈E, bq`〉Ω∣∣)
gilt.
Wir erhalten ein weiteres statisches Resultat:
Satz 2.21
Seien q ∈ {0, . . . , N} , Ω ⊂ RN ein Außengebiet, welches eine LipschitzTransformation eines Außengebietes
mit glattem Rand sei, und ε, ν ∈ Vq,00 (Ω) . Desweiteren sei {h`}`=1,...,dq eine Basis der DirichletFormen
εH
q(Ω) := 0
◦
Rq(Ω) ∩ ε−10Dq(Ω) ,
deren Dimension dq nicht von ε abhängt (siehe Lemma 6.5).
Dann existiert zu jedem γ ∈ Cdq und jedem
G ∈ 0
◦
Rq+11 (Ω) ∩ Hq+1(Ω)⊥ und f ∈ 0Dq−11 (Ω) ∩ Hq−1(Ω)⊥
genau ein E ∈
◦
Rq(Ω) ∩ ε−1Dq(Ω) mit
• rotE = G ,
• div εE = f ,
• 〈νE, h`〉Ω = γ` für ` = 1, . . . , dq . (2.28)
Dies bleibt auch richtig, wenn wir mit den Formen {
◦
bq`} bzw.
{
bq`
}
aus Lemma 2.20 die Bedingung (2.28) durch
〈εE,
◦
bq`〉Ω = γ` für ` = 1, . . . , dq bzw., falls q 6= 1 , 〈E, bq`〉Ω = γ` für ` = 1, . . . , dq
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ersetzen. Die Lösung hängt stetig von den Daten ab, d. h. es existiert in jedem Fall eine von G , f , γ und E
unabhängige Konstante c > 0 , so daß die Abschätzung
||E||0,0,Ω ≤ c ·
(
||G||0,1,Ω + ||f ||0,1,Ω + |γ|
)
gilt.
Wegen Lemma 2.16 wissen wir schon, daß der Raum Hq(Ω) der harmonischen DirichletFormen endlichdi-
mensional ist. Wir können seine Dimension sogar exakt angeben, sie wird nämlich durch die topologischen
Eigenschaften des Gebietes (BettiZahlen) gegeben. Wir zitieren dazu von Picard aus [30], siehe auch [26] und
[29] oder zur klassischen Theorie Duff und Spencer, [9] und [10], den
Satz 2.22
Seien q ∈ {0, . . . , N} und Ω ⊂ RN ein Außengebiet mit globaler Segmenteigenschaft sowie β0, . . . , βN die Betti
Zahlen von Ω . Dann sind die Dimensionen der DirichletFormen gegeben durch
dimHq(Ω) = βN−q .
Wir machen noch die
Deﬁnition 2.23
Wir sagen, ein Außengebiet besitzt die statische MaxwellEigenschaft, kurz SME, falls es die LMKE besitzt
und die Resultate des Lemmas 2.20 gelten.
Bemerkung 2.24
Die Voraussetzung in Lemma 2.20 und Satz 2.21, daß Ω eine LipschitzTransformation eines Außengebietes
mit glattem Rand sei, impliziert die LMKE für Ω , siehe etwa [34]. Damit besitzt ein solches Ω die SME.
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3 Regularität
In den folgenden Kapiteln benötigen wir des öfteren Regularitätsresultate. Deshalb werden wir in diesem Kapitel
einige herleiten. Hierzu sei stets q ∈ {0, . . . , N} beliebig. Zunächst benötigen wir einige Dichtheitsaussagen:
Lemma 3.1
Für s ∈ R und m ∈ N0 liegt C∞,q0 dicht in Rqs , Rqs , Dqs , Dqs , Rqs ∩ Dqs , Rqs ∩ Dqs , Hm,qs bzw. Hm,qs .
Zur technischen Vorbereitung deﬁnieren wir noch die komponentenweise FourierTransformation für q-Formen
mit Komponenten EI im Raum der temperierten Distributionen durch
F(E)(x) :=
∑
I∈I(q,N)
EˆI(x) dxI , falls E(x) =
∑
I∈I(q,N)
EI(x) dxI
gilt. Hierbei sei die skalare FourierTransformation in L2 mit ˆ bezeichnet. Dann ist
F : L2,q → L2,q
unitär und mit X (x) := x sowie der bekannten Formel
∂̂αu = i|α| Xαuˆ
für skalare Distributionen erhalten wir die Formeln
• F∗ = ∗F , (3.1)
• F(∂αE) = i|α| XαF(E) , ∂αF(E) = (− i)|α|F(XαE) , (3.2)
• F(rotE) = iRF(E) , rotF(E) = − iF(RE) , (3.3)
• F(divE) = iTF(E) , divF(E) = − iF(TE) , (3.4)
• F(∆E) = −r2 · F(E) , ∆F(E) = −F(r2 · E) , (3.5)
• F(M(E,H)) = iSF(E,H) , MF(E,H) = − iF(S(E,H)) . (3.6)
Desweiteren können wir die Sobolev bzw. Rotations und DivergenzRäume im Ganzraum charakterisieren:
• Hm,q = {E ∈ L2,q : F(E) ∈ L2,qm } =: Hqm , m ∈ N0 (3.7)
• Rq = {E ∈ L2,q : RF(E) ∈ L2,q+1} =: Rq (3.8)
• Dq = {E ∈ L2,q : TF(E) ∈ L2,q−1} =: Dq (3.9)
Die Räume Hqs können auch für s ∈ R deﬁniert werden. In diesem Sinne wollen wir auch Hs,q für s ∈ R
einführen.
Mit partieller Integration und der Formel ∆ = rot div+div rot erhalten wir leicht
∧
Φ∈C∞,q0
N∑
n=1
||∂nΦ||20,0,RN = || rotΦ||20,0,RN + ||div Φ||20,0,RN . (3.10)
Aus den Charakterisierungen (3.7)(3.9) und Bemerkung 2.2 (iv) sowie obiger Gleichung (3.10) bekommen wir
das folgende grundlegende Ergebnis durch Lemma 3.1 mit einem Dichtheitsargument.
Lemma 3.2
Mit äquivalenten (sogar gleichen) Normen gilt Rq ∩ Dq = H1,q .
Nun wollen wir eine Transformation einfügen:
Lemma 3.3
Sei ε ∈ Vq,10 . Dann gilt mit äquivalenten Normen (in Abhängigkeit von ε)
Rq ∩ ε−1Dq = H1,q .
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Beweis:
Eine Inklusion ist trivial. Sei E ∈ Rq ∩ ε−1Dq . Mit der Zerlegung
L2,q = rotRq−1 ⊕ 0Dq = rot
(
Rq−1−1 ∩ 0Dq−1−1
)⊕ 0Dq
aus Lemma 2.18 gelte
E = rotΦ + Ψ .
Dann ist rotE = rotΨ und divΨ = 0 . Lemma 3.2 liefert
Ψ ∈ H1,q mit |||Ψ|||1,0,RN ≤ c ·
(||Ψ||0,0,RN + || rotΨ||0,0,RN ) ≤ c · (||E||0,0,RN + || rotE||0,0,RN ) .
Wir erhalten εΨ ∈ H1,q und
div ε rotΦ = div εE − div εΨ ∈ L2,q−1 mit ||div ε rotΦ||0,0,RN ≤ c ·
(||div εE||0,0,RN + |||Ψ|||1,0,RN ) .
Wir deﬁnieren für φ =
∑
I∈I(q,N)
φI dxI ∈ Aq die Operatoren τh,i und δh,i punktweise durch
τh,iφ(x) :=
∑
I∈I(q,N)
φI(x+ h · ei) dxI , δh,i := 1
h
(τh,i − Id) (ei : iter Einheitsvektor)
und wenden die übliche Beweistechnik bei elliptischer Regularität
(
siehe z. B. Agmon,
[
[1], Kapitel 6 und 9
])
an. Für ϕ ∈ C∞,q−10 gilt:
〈εδh,i rotΦ, rotϕ〉RN = −〈rotΦ, δ−h,iε rotϕ〉RN
= −〈rotΦ, εδ−h,i rotϕ〉RN + 〈rotΦ, (δ−h,iε)τ−h,i rotϕ〉RN
= −〈ε rotΦ, rot δ−h,iϕ︸ ︷︷ ︸
∈C∞,q−10
〉RN + 〈rotΦ, (δ−h,iε)τ−h,i rotϕ〉RN
= 〈div ε rotΦ, δ−h,iϕ〉RN + 〈rotΦ, (δ−h,iε)τ−h,i rotϕ〉RN
Mit den Abschätzungen
||δh,iu||0,0,RN ≤ c ·
N∑
n=1
||∂nu||0,0,RN
und
||τh,i rotu||0,0,RN ≤ c · || rotu||0,0,RN ≤ c ·
N∑
n=1
||∂nu||0,0,RN ,
die gleichmäßig bzgl. h gelten, erhalten wir gleichmäßig bzgl. ϕ :
∣∣〈εδh,i rotΦ, rotϕ〉RN ∣∣ ≤ c · (||E||0,0,RN + || rotE||0,0,RN + ||div εE||0,0,RN ) · N∑
n=1
||∂nϕ||0,0,RN
≤ c · (||E||0,0,RN + || rotE||0,0,RN + ||div εE||0,0,RN ) · (|| rotϕ||0,0,RN + ||divϕ||0,0,RN )
Mit Lemma 3.1 wählen wir eine Folge (Φn)n∈N ⊂ C∞,q−10 , die in Rq−1−1 ∩Dq−1−1 gegen Φ ∈ Rq−1−1 ∩Dq−1−1 konvergiert.
Dann gilt auch δh,iΦn n→∞−−−−→ δh,iΦ in Rq−1−1 ∩ Dq−1−1 und wir bekommen∣∣〈εδh,i rotΦ, δh,i rotΦn〉RN ∣∣ = ∣∣∣〈εδh,i rotΦ, rot( δh,iΦn︸ ︷︷ ︸
∈C∞,q−10
)
〉
RN
∣∣∣
≤ c · (||E||0,0,RN + || rotE||0,0,RN + ||div εE||0,0,RN ) · (|| rot δh,iΦn||0,0,RN + ||div δh,iΦn||0,0,RN ) .
Im Grenzwert n→∞ ergibt sich
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c˜ · ||δh,i rotΦ||20,0,RN ≤ 〈εδh,i rotΦ, δh,i rotΦ〉RN
≤ c · (||E||0,0,RN + || rotE||0,0,RN + ||div εE||0,0,RN ) · (||δh,i rotΦ||0,0,RN + ||δh,i div Φ︸ ︷︷ ︸
=0
||0,0,RN
)
,
so daß wir mit einer Konstanten c > 0 unabhängig von h
||δh,i rotΦ||0,0,RN ≤ c ·
(||E||0,0,RN + || rotE||0,0,RN + ||div εE||0,0,RN )
erhalten. Also ist rotΦ ∈ H1,q und
N∑
n=1
||∂n rotΦ||0,0,RN ≤ c ·
(||E||0,0,RN + || rotE||0,0,RN + ||div εE||0,0,RN ) .
Schließlich ergibt sich E = rotΦ + Ψ ∈ H1,q mit der Abschätzung
|||E|||1,0,RN ≤ c ·
(||E||0,0,RN + || rotE||0,0,RN + ||div εE||0,0,RN ) ≤ c · ||E||Rq∩ε−1Dq .

Korollar 3.4
Seien s ∈ R und ε ∈ Vq,10 . Dann gilt mit äquivalenten Normen (in Abhängigkeit von ε)
Rqs ∩ ε−1Dqs = H1,qs .
Beweis:
Sei E ∈ Rqs ∩ ε−1Dqs . Dann folgt
(
Erinnerung: ρ = (1 + r2) 12
)
• ρsE ∈ L2,q ,
• rot(ρsE) = ρs rotE + sρs−2RE ∈ L2,q+1 ,
• div(ρsεE) = ρs div εE + sρs−2TεE ∈ L2,q−1 ,
also ρsE ∈ Rq ∩ ε−1Dq = H1,q und
|||ρsE|||1,0,RN ≤ c ·
(
||ρsE||0,0,RN +
∣∣∣∣ rot(ρsE)∣∣∣∣
0,0,RN +
∣∣∣∣ div(ερsE)∣∣∣∣
0,0,RN
)
nach Lemma 3.3. Mit ∂n(ρsE) = ρs∂nE + sρs−2XnE folgt dann E ∈ H1,qs und
|||E|||1,s,RN ≤ c · |||ρsE|||1,0,RN ≤ c ·
(||E||0,s,RN + || rotE||0,s,RN + ||div εE||0,s,RN ) .

Bei den stärker gewichteten Räumen haben wir das
Korollar 3.5
Seien s ∈ R , τ > 0 und ε = Id+εˆ ∈ Vq,1τ . Desweiteren gelte für n = 1, . . . , N
∂nεˆ = O(r−1) für r →∞ .
Dann gilt mit äquivalenten Normen (in Abhängigkeit von ε)
Rqs ∩ ε−1Dqs = H1,qs .
Beweis:
Sei E ∈ Rqs ∩ ε−1Dqs ⊂ Rqs ∩ ε−1Dqs . Dann folgt zunächst E ∈ H1,qs aus Korollar 3.4 und wir müssen nur
noch ∂nE ∈ L2,qs+1 für n = 1, . . . , N zeigen. Mit Lemma 3.1 gilt (3.10) auch für H1,qFormen. Daher gilt mit
ϕt := 1−η(t−1r) für alle n und gleichmäßig bzgl. t ∈ R+ :
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∣∣∣∣∂n(ϕt · E)∣∣∣∣0,s+1,RN = ∣∣∣∣ρs+1∂n(ϕt · E)∣∣∣∣0,0,RN
≤ c ·
(∣∣∣∣∂n(ρs+1ϕt · E︸ ︷︷ ︸
∈H1,qvox⊂H1,q
)
∣∣∣∣
0,0,RN +
∣∣∣∣(s+ 1)ρs−1Xnϕt · E∣∣∣∣0,0,RN)
≤ c ·
(∣∣∣∣ rot(ρs+1ϕt · E)∣∣∣∣0,0,RN + ∣∣∣∣ div(ρs+1ϕt · E)∣∣∣∣0,0,RN + ||ϕt · E||0,s,RN)
≤ c ·
(
||ϕt · E||0,s,RN +
∣∣∣∣ rot(ϕt · E)∣∣∣∣0,s+1,RN + ∣∣∣∣ div(εϕt · E)∣∣∣∣0,s+1,RN
+
∣∣∣∣ div(εˆϕt · E)∣∣∣∣0,s+1,RN)
≤ c ·
(
||ϕt · E||0,s,RN +
∣∣∣∣ rot(ϕt · E)∣∣∣∣0,s+1,RN + ∣∣∣∣ div(εϕt · E)∣∣∣∣0,s+1,RN
+
N∑
m=1
∣∣∣∣∂m(ϕt · E)∣∣∣∣0,s+1−τ,RN)
Da s + 1 − τ < s + 1 ist, folgt für alle tˆ ∈ R+ mit einer von s , τ und tˆ abhängigen Konstanten cˆ > 0 die
Abschätzung ∣∣∣∣∂m(ϕt · E)∣∣∣∣20,s+1−τ,RN
=
∣∣∣∣∂m(ϕt · E)∣∣∣∣20,s+1−τ,U(0,tˆ) + N∑
m=1
∣∣∣∣∂m(ϕt · E)∣∣∣∣20,s+1−τ,A(tˆ)
≤ cˆ · ∣∣∣∣∂m(ϕt · E)∣∣∣∣20,s,U(0,tˆ) + (1 + tˆ 2)−τ · ∣∣∣∣∂m(ϕt · E)∣∣∣∣20,s+1,A(tˆ)
≤ cˆ · ∣∣∣∣∂m(ϕt · E)∣∣∣∣20,s,RN + (1 + tˆ 2)−τ · ∣∣∣∣∂m(ϕt ·E)∣∣∣∣20,s+1,RN ,
so daß wir für ein hinreichend kleines δ > 0 und ein entsprechendes tˆ mit (1 + tˆ 2)−τ < δ
N∑
n=1
∣∣∣∣∂n(ϕt ·E)∣∣∣∣0,s+1,RN
≤ c ·
(
|||ϕt · E|||1,s,RN +
∣∣∣∣ rot(ϕt · E)∣∣∣∣0,s+1,RN + ∣∣∣∣ div(εϕt · E)∣∣∣∣0,s+1,RN)
≤ c ·
(
|||E|||1,s,RN + || rotE||0,s+1,RN + ||div εE||0,s+1,RN
+
N∑
n=1
∣∣∣∣η′(t−1r) · t−1r−1XnE∣∣∣∣0,s,RN
+
∣∣∣∣η′(t−1r) · t−1r−1RE∣∣∣∣
0,s+1,Z(t,2t)
+
∣∣∣∣η′(t−1r) · t−1r−1TεE∣∣∣∣
0,s+1,Z(t,2t)
)
erhalten. Da in Z(t, 2t) die Beziehung t−1 ≤ 2r−1 gilt, folgt mit Korollar 3.4 gleichmäßig bzgl. t
N∑
n=1
||∂nE||0,s+1,U(0,t) ≤
N∑
n=1
∣∣∣∣∂n(ϕt · E)∣∣∣∣0,s+1,RN
≤ c · (||E||0,s,RN + || rotE||0,s+1,RN + ||div εE||0,s+1,RN ) .
Der Satz von der monotonen Konvergenz liefert für t→∞ schließlich E ∈ H1,qs und
N∑
n=1
||∂nE||0,s+1,RN ≤ c ·
(||E||0,s,RN + || rotE||0,s+1,RN + ||div εE||0,s+1,RN ) ,
also insgesamt
||E||1,s,RN ≤ c ·
(||E||0,s,RN + || rotE||0,s+1,RN + ||div εE||0,s+1,RN ) .

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Satz 3.6
Seien ` ∈ N , s ∈ R und ε ∈ Vq,`0 . Dann sind
E ∈ L2,qs , rotE ∈ H`−1,q+1s und div εE ∈ H`−1,q−1s
äquivalent zu E ∈ H`,qs und es gilt gleichmäßig bzgl. E die Abschätzung
|||E|||`,s,RN ≤ c ·
(||E||0,s,RN + ||| rotE|||`−1,s,RN + |||div εE|||`−1,s,RN ) .
Beweis:
Induktionsanfang (` = 1): Korollar 3.4
Induktionsschritt (`  ` + 1): Seien ε ∈ Vq,`+10 , rotE ∈ H`,q+1s und div εE ∈ H`,q−1s . Die Induktionsvor-
aussetzung liefert auf der Stufe ` zunächst E ∈ H`,qs und die entsprechende Abschätzung. Damit sind für alle
n = 1, . . . , N die partiellen Ableitungen ∂nE ∈ L2,qs und es gelten
rot ∂nE ∈ H`−1,q+1s sowie div(ε∂nE) = ∂n div εE − div
(
(∂nε)︸ ︷︷ ︸
∈C`,q
E
) ∈ H`−1,q−1s .
Wiederum liefert die Induktionsvoraussetzung auf der Stufe ` für alle n = 1, . . . , N
∂nE ∈ H`,qs und |||∂nE|||`,s,RN ≤ c ·
(
||∂nE||0,s,RN + ||| rot ∂nE|||`−1,s,RN +
∣∣∣∣∣∣ div(ε∂nE)∣∣∣∣∣∣`−1,s,RN) .
Folglich ist E ∈ H`+1,qs und es gilt gleichmäßig bzgl. E die Abschätzung
|||E|||`+1,s,RN ≤ c ·
(
|||E|||`,s,RN +
N∑
n=1
|||∂nE|||`,s,RN
)
≤ c · (|||E|||`,s,RN + ||| rotE|||`,s,RN + |||div εE|||`,s,RN ) .
Die Induktionsvoraussetzung liefert nun die Behauptung. 
Satz 3.7
Seien ` ∈ N , s ∈ R , τ > 0 und ε = Id+εˆ ∈ Vq,`τ . Desweiteren gelte für alle |α| ≤ `
∂αεˆ = O(r−|α|) für r →∞ .
Dann sind
E ∈ L2,qs , rotE ∈ H`−1,q+1s+1 und div εE ∈ H`−1,q−1s+1
äquivalent zu E ∈ H`,qs und es gilt gleichmäßig bzgl. E die Abschätzung
||E||`,s,RN ≤ c ·
(||E||0,s,RN + || rotE||`−1,s+1,RN + ||div εE||`−1,s+1,RN ) .
Beweis:
Korollar 3.5 liefert den Induktionsanfang. Der Induktionsschritt folgt dem Schema des Beweises zu Satz 3.6.
Wir müssen hier nur zusätzlich beachten, daß die Gewichte der Normen mit der Anzahl der Ableitungen steigen
und dies durch die genügend schnell fallenden Ableitungen von εˆ kompensiert wird. 
Mit diesen Ganzraumergebnissen erhalten wir nun direkt durch eine übliche Abschneidetechnik die innere Regu-
larität in beschränkten Gebieten. Unsere Ergebnisse liefern aber auch die innere Regularität in Außengebieten,
welche wir zusammenfassen im
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Korollar 3.8
Seien ` ∈ N , s ∈ R und Ξ ⊂ Ω ⊂ RN zwei Außengebiete mit dist(Ξ, ∂Ω) > 0 .
(i) Ist ε ∈ Vq,`0 (Ω) , so folgt aus E ∈ L2,qs (Ω) , rotE ∈ H`−1,q+1s (Ω) und div εE ∈ H`−1,q−1s (Ω) schon
E ∈ H`,qs (Ξ) . Desweiteren gilt mit einer Konstanten c > 0 gleichmäßig bezüglich E die Abschätzung
|||E|||`,s,Ξ ≤ c ·
(||E||0,s,Ω + ||| rotE|||`−1,s,Ω + |||div εE|||`−1,s,Ω) .
(ii) Ist ε = Id+εˆ ∈ Vq,`τ (Ω) mit einem τ > 0 und∧
|α|≤`
∂αεˆ = O(r−|α|) für r →∞ ,
so folgt aus E ∈ L2,qs (Ω) , rotE ∈ H`−1,q+1s+1 (Ω) und div εE ∈ H`−1,q−1s+1 (Ω) schon E ∈ H`,qs (Ξ) . Außerdem
gilt mit einer Konstanten c > 0 gilt gleichmäßig bezüglich E die Abschätzung
||E||`,s,Ξ ≤ c ·
(||E||0,s,Ω + || rotE||`−1,s+1,Ω + ||div εE||`−1,s+1,Ω) .
Beweis:
Mit einer Ausschneidefunktion ϕ , welche ihren Träger in Ω hat und auf Ξ konstant Eins ist, erfüllt die Form
ϕ · E die Voraussetzungen von Satz 3.6 bzw. Satz 3.7. Damit folgt ϕ · E ∈ H`,qs bzw. ϕ · E ∈ H`,qs , also
insbesondere
E ∈ H`,qs (Ξ) bzw. E ∈ H`,qs (Ξ) ,
und eine kleine Induktion liefert die gewünschte Abschätzung. 
Bemerkung 3.9
Durch den ∗Operator erhalten wir alle obigen Resultate auch für Räume der Form
µ−1Rqs ∩ Dqs bzw. µ−1Rqs ∩ Dqs .
Wir benötigen in dieser Arbeit keine Randregularität. Ergebnisse in dieser Richtung ﬁndet man z. B. bei Kuhn
in
[
[17], Kapitel 4
]
.
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4 Lösungstheorie des zeitharmonischen Problems
In diesem Kapitel wollen wir eine zeitharmonische Lösungstheorie (ω 6= 0) zu dem Strahlungsproblem
(M + iωΛ)(E,H) = (F,G) , ι∗E = 0
entwickeln. Diese ist eine Verallgemeinerung der Resultate von Picard, Weck und Witsch in [37] und aus
der Diplomarbeit [24], die den klassischen Fall der Maxwellschen Gleichungen (N = 3 und q = 1) behandeln,
wobei in der letzteren Arbeit stärkere Bedingungen an Λ und die rechten Seiten (F,G) gestellt werden. Wir
werden die Lösungstheorie unter sehr schwachen Voraussetzungen an die Koeﬃzienten ε, µ und Daten (F,G)
entwickeln können.
Auch in diesem Kapitel seien stets q ∈ {0, . . . , N} und Ω ⊂ RN ein Außengebiet. Desweiteren seien
(ε, µ) = Id+(εˆ, µˆ) ∈ Vq,0τ (Ω)×Vq+1,0τ (Ω)
zwei Transformationen, deren Abklingrate τ ≥ 0 noch näher festzulegen ist.
4.1 Der Lösungsbegriﬀ
Die Selbstadjungiertheit vonM
(
vgl. (4.1)
)
liefert einen einfachen L2Lösungsbegriﬀ für nichtreelle Frequenzen:
Deﬁnition 4.1
Seien ω ∈ C \ R und (F,G) ∈ L2,qloc(Ω)× L2,q+1loc (Ω) . Dann löst (E,H) das Problem Max(Λ, ω, F,G) , falls
(i) (E,H) ∈
◦
Rq(Ω)× Dq+1(Ω) ,
(ii) (M + iωΛ)(E,H) = (F,G) .
Für reelle Frequenzen müssen wir den Raum der Daten verkleinern und den Lösungsraum vergrößeren, indem
wir in gewichteten Räumen Strahlungslösungen deﬁnieren.
Deﬁnition 4.2
Seien ω ∈ R \ {0} und (F,G) ∈ L2,qloc(Ω)× L2,q+1loc (Ω) . Dann löst (E,H) das Problem Max(Λ, ω, F,G) , falls
(i) (E,H) ∈
◦
Rq
<− 12
(Ω)× Dq+1
<− 12
(Ω) ,
(ii) (M + iωΛ)(E,H) = (F,G) ,
(iii) (r−1TH + E, r−1RE +H) ∈ L2,q
>− 12
(Ω)× L2,q+1
>− 12
(Ω) .
Bemerkung 4.3
Die obige Bedingung (iii) nennen wir Maxwellsche Strahlungsbedingung, oder kurz Strahlungsbedingung, denn
sie verallgemeinert die klassischen Sommerfeldschen Strahlungsbedingungen zur MaxwellGleichung
ξ ∧H − E ∈ L2>− 12 (Ω) und ξ ∧ E +H ∈ L
2
>− 12 (Ω)
(N = 3 und q = 1). Hierbei seien ξ(x) := xr und ∧ das Wedgeprodukt im R3 .
Bemerkung 4.4
Andere Formulierungen der Strahlungsbedingung sind z. B.
(r−1S + Id)(E,H) ∈ L2,q
>− 12
(Ω)× L2,q+1
>− 12
(Ω) oder
[
1 r−1T
r−1R 1
]
(E,H) ∈ L2,q
>− 12
(Ω)× L2,q+1
>− 12
(Ω) .
Das vierte Kapitel beschäftigt sich im wesentlichen mit der Lösungstheorie im Fall ω ∈ R \ {0} . Wir werden
 wie schon in der Einleitung erwähnt  mit Hilfe des Prinzips der Grenzabsorption eine Lösungstheorie in ge-
wichteten L2Räumen herleiten. Ein entscheidendes Hilfsmittel wird hierbei das Zerlegungslemma (Lemma 4.6)
sein, welches den Nachweis sowohl des polynomialen Abklingens etwaiger Eigenlösungen als auch der apriori
Abschätzung zur Durchführung der Grenzabsorption durch Rückspielung auf die entsprechenden Resultate der
skalaren HelmholtzGleichung im Ganzraum ermöglicht und uns dadurch in die Lage versetzt, L∞Koeﬃzienten
εˆ und µˆ zuzulassen. Unter stärkeren Diﬀerenzierbarkeitsvoraussetzungen an die Koeﬃzienten (C2) gelingt es
sogar, das exponentielle Abklingen eventueller Eigenlösungen zu zeigen
(
vgl. mit [24]
)
.
Ziel dieses Kapitels ist der Nachweis der Gültigkeit einer FredholmschenAlternative im Fall ω ∈ R \ {0} . Wir
können insbesondere endlichdimensionale Eigenräume nicht ausschließen.
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4.2 Lösungstheorie für nichtreelle Frequenzen
Wie wir schon in der Einführung auf Seite 10 gesehen haben, sind
i div : Dq+1(Ω) ⊂ L2,q+1(Ω) −→ L2,q(Ω) und i rot :
◦
Rq(Ω) ⊂ L2,q(Ω) −→ L2,q+1(Ω)
zueinander adjungiert. Daher ist
M :
◦
Rq(Ω)× Dq+1(Ω) ⊂ εL2,q(Ω)× µL2,q+1(Ω) −→ εL2,q(Ω)× µL2,q+1(Ω)
(E,H) 7−→ i Λ−1M(E,H) = i(ε−1 divH,µ−1 rotE) (4.1)
mit εL2,q(Ω) :=
(
L2,q(Ω), 〈ε · , · 〉Ω
)
selbstadjungiert. Es folgt der
Satz 4.5
Es gibt zu jedem ω ∈ C\R und jedem (F,G) ∈ L2,q(Ω)×L2,q+1(Ω) genau eine Lösung (E,H) zuMax(Λ, ω, F,G) .
Der Lösungsoperator
Lω : L2,q(Ω)× L2,q+1(Ω) −→ L2,q(Ω)× L2,q+1(Ω)
(F,G) 7−→ (E,H)
ist stetig und es existiert eine Konstante c > 0 , so daß für alle ω ∈ C \ R
||Lω|| ≤ c| Imω|
gilt. Desweiteren gibt es eine Konstante c > 0 , so daß für alle (F,G) ∈ L2,q(Ω)× L2,q+1(Ω) und ω ∈ C \ R die
Abschätzung ∣∣∣∣Lω(F,G)∣∣∣∣Rq(Ω)×Dq+1(Ω) ≤ c · 1 + |ω|| Imω| · ∣∣∣∣(F,G)∣∣∣∣0,0,Ω
erfüllt ist.
Beweis:
Da (M + iωΛ)(E,H) = (F,G) ⇔ (i Λ−1M − ω)(E,H) = iΛ−1(F,G) und ω in der Resolventenmenge von M
ist, setzen wir
(E,H) := (M− ω)−1( i Λ−1(F,G)) .
Dann gilt
∣∣∣∣(M−ω)−1∣∣∣∣ ≤ | Imω|−1 , wenn wir (M−ω)−1 als Operator von εL2,q(Ω)×µL2,q+1(Ω) in sich auﬀassen,
sowie
(E,H) ∈
◦
Rq(Ω)× Dq+1(Ω) und (M + iωΛ)(E,H) = (F,G) .
Damit löst (E,H) das Problem Max(Λ, ω, F,G) und für den Lösungsoperator
Lω := i(M− ω)−1Λ−1 : L2,q(Ω)× L2,q+1(Ω) −→ L2,q(Ω)× L2,q+1(Ω)
(F,G) 7−→ (E,H) (4.2)
folgt gleichmäßig bzgl. ω
||Lω|| ≤
∣∣∣∣(M− ω)−1∣∣∣∣ · ||Λ−1|| ≤ c| Imω| .
Mit Hilfe der Diﬀerentialgleichung erhalten wir die zweite Abschätzung. 
4.3 Ein Zerlegungslemma
Wie wir bereits erwähnt haben, wollen wir die zur Durchführung der Grenzabsorption notwendige apriori
Abschätzung und das polynomiale Abklingen der Eigenlösungen auf die entsprechenden Resultate der skalaren
HelmholtzGleichung im Ganzraum zurückführen. Diese Reduktion gelingt hier genauso wie im klassischen Fall
der MaxwellGleichung bei Picard, Weck und Witsch in [37] bzw. im Fall in der linearen Elastizität, welcher
von Weck und Witsch in [52] behandelt wurde, und wird durch das folgende Lemma ermöglicht.
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Lemma 4.6
Seien ω ∈ K b C \ {0} , t, s ∈ R mit 0 ≤ s ∈ R \ I und t ≤ s ≤ t+ τ sowie ρ ∈ R+ mit RN \ Ω ⊂ U(0, ρ) und
ϕ := η(ρ−1 · r) . Desweiteren sei (E,H) ∈ Rqt (Ω)× Dq+1t (Ω) eine Lösung zu
(M + iωΛ)(E,H) = (F,G) ∈ L2,qs (Ω)× L2,q+1s (Ω) .
Dann gilt
(Fˆ , Gˆ) := ϕ(F,G) + (CM,ϕ − iωΛˆϕ)(E,H) ∈ L2,qs × L2,q+1s .
Zerlegt man diese Form mit Lemma 2.12 in
(Fˆ , Gˆ) = (FR, GD) + (FD, GR) + (FS, GS) ∈ (0Rqs × 0Dq+1s )+˙(0Dqs × 0Rq+1s )+˙(Sqs × Sq+1s ) ,
so gilt
(F˜ , G˜) := (FD, GR) +
i
ω
M(FS, GS) ∈ 0Dqs × 0Rq+1s .
Damit erhält man für (E,H) die Zerlegung
(E,H) = (1− ϕ)(E,H) + (Es, Hs) + (EF,HF) + (E∆,H∆)
und eine Konstante c > 0 , die nicht von (E,H) , (F,G) oder ω abhängt, wobei
(i) (1− ϕ)(E,H) ∈ Rqvox(Ω)× Dq+1vox (Ω) und für alle t˜ ∈ R∣∣∣∣(1− ϕ)(E,H)∣∣∣∣Rq
t˜
(Ω)×Dq+1
t˜
(Ω)
≤ c ·
(∣∣∣∣(F,G)∣∣∣∣
0,s,Ω
+
∣∣∣∣(E,H)∣∣∣∣
0,s−τ,Ω
)
,
(ii) (Es,Hs) := − i
ω
(
(FR, GD) + (FS, GS)
) ∈ Rqs × Dq+1s und∣∣∣∣(Es,Hs)∣∣∣∣Rqs×Dq+1s ≤ c · ∣∣∣∣(Fˆ , Gˆ)∣∣∣∣0,s,RN ,
(iii) (EF,HF) := F−1
(
(1 + r2)−1(Id− iS)F(F˜ , G˜)) ∈ (H1,qs ∩ 0Dqs)× (H1,q+1s ∩ 0Rq+1s ) und∣∣∣∣∣∣(EF,HF)∣∣∣∣∣∣1,s,RN ≤ c · ∣∣∣∣(F˜ , G˜)∣∣∣∣0,s,RN ,
(iv) (E∆,H∆) := (E˜, H˜)− (EF,HF) ∈ (H2,qt ∩ 0Dqt )× (H2,q+1t ∩ 0Rq+1t ) und für alle t˜ ≤ t∣∣∣∣∣∣(E∆,H∆)∣∣∣∣∣∣2,t˜,RN ≤ c · (∣∣∣∣(E∆, H∆)∣∣∣∣0,t˜,RN + ∣∣∣∣∣∣(EF,HF)∣∣∣∣∣∣1,t˜,RN) .
Hierbei ist (E˜, H˜) := − i
ω
(
(FD, GR)−Mϕ(E,H)
) ∈ (H1,qt ∩ 0Dqt )× (H1,q+1t ∩ 0Rq+1t ) .
Dabei erfüllen diese Formen die Diﬀerentialgleichungen
• (M + iω)ϕ(E,H) = (Fˆ , Gˆ) ,
• (M + iω)(E˜, H˜) = (F˜ , G˜) ,
• (M + iω)(E∆,H∆) = (1− iω)(EF,HF) ,
• (M + 1)(EF,HF) = (F˜ , G˜) ,
• (∆ + ω2)(E∆,H∆) = −(1 + ω2)(EF, HF) + (1− iω)(F˜ , G˜) .
Außerdem haben wir für alle t˜ ≤ t und gleichmäßig bzgl. λ ∈ K , (E,H) und (F,G) die folgenden Abschätzungen:
• ∣∣∣∣(F˜ , G˜)∣∣∣∣
0,s,RN ≤ c ·
∣∣∣∣(Fˆ , Gˆ)∣∣∣∣
0,s,RN
• ∣∣∣∣(Fˆ , Gˆ)∣∣∣∣
0,s,RN ≤ c ·
(∣∣∣∣(F,G)∣∣∣∣
0,s,Ω
+
∣∣∣∣(E,H)∣∣∣∣
0,s−τ,Ω
)
• ∣∣∣∣(E,H)∣∣∣∣
Rq
t˜
(Ω)×Dq+1
t˜
(Ω)
≤ c ·
(∣∣∣∣(F,G)∣∣∣∣
0,s,Ω
+
∣∣∣∣(E,H)∣∣∣∣
0,s−τ,Ω +
∣∣∣∣(E∆,H∆)∣∣∣∣0,t˜,RN)
• ∣∣∣∣(M − iλr−1S)(E,H)∣∣∣∣
0,t˜,Ω
≤ c ·
(∣∣∣∣(F,G)∣∣∣∣
0,s,Ω
+
∣∣∣∣(E,H)∣∣∣∣
0,s−τ,Ω +
∣∣∣∣(M − iλr−1S)(E∆,H∆)∣∣∣∣0,t˜,RN)
• ∣∣∣∣(∆ + ω2)(E∆,H∆)∣∣∣∣0,s,RN ≤ c · (∣∣∣∣(F,G)∣∣∣∣0,s,Ω + ∣∣∣∣(E,H)∣∣∣∣0,s−τ,Ω)
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Beweis:
Aus ϕ(E,H) ∈ Rqt × Dq+1t folgen (E,H) = (1− ϕ)(E,H) + ϕ(E,H) und
Mϕ(E,H) = ϕM(E,H) + CM,ϕ(E,H) = − iωΛϕ(E,H) + ϕ(F,G) + CM,ϕ(E,H) .
Hieraus erhalten wir mit CM,ϕ = η′(ρ−1 · r)ρ−1r−1S
(M + iω)ϕ(E,H) = (Fˆ , Gˆ) ∈ L2,qs × L2,q+1s , (4.3)
denn suppCM,ϕ(E,H) ist kompakt und t+ τ ≥ s . Mittels Lemma 2.12 zerlegen wir
(Fˆ , Gˆ) = (FR, GD) + (FD, GR) + (FS, GS) ∈ (0Rqs × 0Dq+1s )+˙(0Dqs × 0Rq+1s )+˙(Sqs × Sq+1s ) .
Damit folgt aus (4.3)
iωϕ(E,H) = (FD, GR)−Mϕ(E,H) + (FR, GD) + (FS, GS)
und wir haben
• (E˜, H˜) = − i
ω
(
(FD, GR)−Mϕ(E,H)
) ∈ (Rqt ∩ 0Dqt )× (Dq+1t ∩ 0Rq+1t ) Satz 3.6⊂ H1,qt ×H1,q+1t ,
• (Es,Hs) = − i
ω
(
(FR, GD) + (FS, GS)
) ∈ Rqs × Dq+1s
sowie ϕ(E,H) = (E˜, H˜) + (Es,Hs) .
(
Im Fall s < N/2 gilt sogar (FS, GS) = (0, 0) .
)
Desweiteren ergibt sich
M(E˜, H˜) =Mϕ(E,H)−M(Es,Hs) = − iω(E˜, H˜) + (FD, GR) + i
ω
M(FS, GS) ,
d. h.
(M + iω)(E˜, H˜) = (F˜ , G˜) ∈ 0Dqs × 0Rq+1s .
Nun wollen wir mit der Fouriertransformation (M + 1)−1(F˜ , G˜) deﬁnieren und setzen daher
F(EF, HF) = (1 + r2)−1(Id− iS)F(F˜ , G˜) .
Da s ≥ 0 , ist dies wohldeﬁniert. Aus F(F˜ , G˜) ∈ L2,q × L2,q+1 folgt zunächst F(EF,HF) ∈ L2,q1 × L2,q+11 und
mit (3.7)
(EF,HF) ∈ Hq1 × Hq+11 = H1,q ×H1,q+1 .
Wegen (F˜ , G˜) ∈ L2,qs × L2,q+1s haben wir desweiteren F(F˜ , G˜) ∈ Hqs × Hq+1s . Nun resultieren die Komponenten
von F(EF,HF) aus denen von F(F˜ , G˜) durch Multiplikation mit beschränkten C∞Funktionen. Hieraus folgt(
vgl. z. B.
[
[58], Lemma 3.2, Seite 71
])
F(EF,HF) ∈ Hqs × Hq+1s
und somit (EF, HF) ∈ L2,qs × L2,q+1s sowie die Abschätzung∣∣∣∣(EF,HF)∣∣∣∣0,s,RN ≤ c · ∣∣∣∣(F˜ , G˜)∣∣∣∣0,s,RN .
Mit (3.6) berechnen wir
F(M + 1)(EF,HF) = (1 + r2)−1(Id+ iS)(Id− iS)F(F˜ , G˜) = (1 + r2)−1(Id+S2)F(F˜ , G˜) .
Aus div F˜ = 0 und rot G˜ = 0 folgen mit (3.3) und (3.4) TFF˜ = 0 und RFG˜ = 0 . Daher ergibt sich (vgl.
Bemerkung 2.2)
S2F(F˜ , G˜) =
[
TR 0
0 RT
]
F(F˜ , G˜) =
[
TR+RT 0
0 RT + TR
]
F(F˜ , G˜) = r2F(F˜ , G˜) .
Hieraus erhalten wir
F(M + 1)(EF, HF) = F(F˜ , G˜) oder (M + 1)(EF,HF) = (F˜ , G˜) .
Dirk Pauly  Niederfrequenzasymptotik der MaxwellGleichung im Außengebiet 39
Außerdem ist (EF,HF) ∈ (Rqs ∩ 0Dqs)× (Dq+1s ∩ 0Rq+1s ) und mit Satz 3.6
(EF,HF) ∈ (H1,qs ∩ 0Dqs)× (H1,q+1s ∩ 0Rq+1s ) .
Schließlich haben wir
(E∆, H∆) = (E˜, H˜)− (EF,HF) ∈ (H1,qt ∩ 0Dqt )× (H1,q+1t ∩ 0Rq+1t )
und
(M + iω)(E∆,H∆) = (1− iω)(EF,HF) ,
so daß Satz 3.6
(E∆,H∆) ∈ (H2,qt ∩ 0Dqt )× (H2,q+1t ∩ 0Rq+1t )
liefert. Desweiteren erfüllt (E∆,H∆) die HelmholtzGleichung
(∆ + ω2)(E∆,H∆) = (M − iω)(M + iω)(E∆,H∆) = (1− iω)(M − iω)(EF,HF)
= −(1 + ω2)(EF,HF) + (1− iω)(F˜ , G˜) .
Die behaupteten Abschätzungen ergeben sich aus Satz 3.6 und der Stetigkeit der Projektionen in L2,qs auf 0Rqs ,
0Dqs bzw. Sqs . Man beachte hierbei, daß in jeder Norm∣∣∣∣M(FS, GS)∣∣∣∣ ≤ c · ∣∣∣∣(FS, GS)∣∣∣∣
gilt, denn Sqs × Sq+1s ist endlichdimensional und M linear. 
4.4 Die aprioriAbschätzung
Als erstes zitieren wir eine aprioriAbschätzung für den skalaren HelmholtzOperator im Ganzraum
[
[52],
Lemma 7
] (
siehe auch Ikebe und Saito, [14], sowie Vogelsang,
[
[40], section 2
])
, nämlich das
Lemma 4.7
Seien t < −1/2 , s ∈ (1/2, 1) und J b R \ {0} ein Intervall. Dann existiert eine Konstante c > 0 , so daß für
alle ω ∈ C+ mit ω2 = λ2 + iσλ , λ ∈ J , σ ∈ (0, 1] und alle f ∈ L2s die folgende Abschätzung gilt:∣∣∣∣(∆ + ω2)−1f ∣∣∣∣
0,t,RN +
∣∣∣∣ exp(− iλr)(∆ + ω2)−1f ∣∣∣∣
1,s−2,RN ≤ c · ||f ||0,s,RN
Wir benötigen noch das technische
Lemma 4.8
Für alle t, t˜ ∈ R mit t˜ < t und alle θ > 0 existieren eine Konstante c > 0 und ein Kompaktum K b Ω , so daß
für alle u ∈ L2,qt (Ω) die Abschätzung
||u||0,t˜,Ω ≤ c · ||u||0,0,K + θ · ||u||0,t,Ω
gilt.
Beweis:
Da t˜− t < 0 , gilt für hinreichend große δ > 0
||u||20,t˜,Ω =
∣∣∣∣ρt˜u∣∣∣∣2
0,0,Ω∩U(0,δ) +
∣∣∣∣ρt˜−tu∣∣∣∣2
0,t,A(δ)
≤ c(Ω, t˜, δ) · ||u||20,0,Ω∩U(0,δ) + (1 + δ2)t˜−t · ||u||20,t,A(δ) .
Wegen lim
δ→∞
(1 + δ2)t˜−t = 0 erhalten wir die Behauptung. 
Wir erhalten eine aprioriAbschätzung für den MaxwellOperator:
Satz 4.9
Seien J b R \ {0} ein Intervall, t < −1/2 , s ∈ (1/2, 1) und τ > 1 . Dann existieren Konstanten c, δ > 0 und
ein tˆ > −1/2 , so daß für alle ω ∈ C+ mit ω2 = λ2 + iσλ , λ ∈ J , σ ∈ (0, 1] und (F,G) ∈ L2,qs (Ω)× L2,q+1s (Ω)
die folgende Abschätzung gilt:∣∣∣∣Lω(F,G)∣∣∣∣Rqt (Ω)×Dq+1t (Ω) + ∣∣∣∣(r−1S + Id)Lω(F,G)∣∣∣∣0,tˆ,Ω
≤ c ·
(∣∣∣∣(F,G)∣∣∣∣
0,s,Ω
+
∣∣∣∣Lω(F,G)∣∣∣∣0,0,Ω∩U(0,δ))
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Beweis:
Beachte (1/2, 1) ∩ I = ∅ !
Wir wenden Lemma 4.6
(
mit s = s , t = 0 und (FS, GS) = (0, 0) , denn s < 1 < N/2
)
an und zerlegen (F,G) ,
(E,H) := Lω(F,G) entsprechend. Dann erhalten wir
(E∆,H∆) ∈ H2,q ×H2,q+1
mit
(∆ + ω2)(E∆,H∆) = −(1 + ω2)(EF,HF) + (1− iω)(F˜ , G˜) =: (F∆, G∆) ∈ L2,qs × L2,q+1s .
Aus der Selbstadjungiertheit von ∆ : H2,q ×H2,q+1 ⊂ L2,q × L2,q+1 −→ L2,q × L2,q+1 und wegen ω2 ∈ C \ R
folgt
(∆ + ω2)−1(F∆, G∆) = (E∆,H∆) .
Wir wenden Lemma 4.7 komponentenweise auf (F∆, G∆) an und erhalten mit Lemma 4.6 gleichmäßig bzgl.
(E∆,H∆) , (F∆, G∆) und ω und durch
M
(
exp(− iλr)(E∆,H∆)
)
= exp(− iλr)(M − iλr−1S)(E∆,H∆)
die Abschätzung ∣∣∣∣(E∆,H∆)∣∣∣∣0,t,RN + ∣∣∣∣(M − iλr−1S)(E∆,H∆)∣∣∣∣0,s−1,RN
≤ c ·
(∣∣∣∣(E∆,H∆)∣∣∣∣0,t,RN + ∣∣∣∣ exp(− iλr)(E∆,H∆)∣∣∣∣1,s−2,RN)
≤ c · ∣∣∣∣(F∆, G∆)∣∣∣∣0,s,RN ≤ c · (∣∣∣∣(F,G)∣∣∣∣0,s,Ω + ∣∣∣∣(E,H)∣∣∣∣0,s−τ,Ω) .
(4.4)
Wir wollen aber den Term
∣∣∣∣(M − iωr−1S)(E∆, H∆)∣∣∣∣0,s−1,RN abschätzen. Dazu benötigen wir eine zusätzliche
Überlegung. Die Resolventenabschätzung liefert
σ|λ| · ∣∣∣∣(E∆,H∆)∣∣∣∣0,0,RN ≤ ∣∣∣∣(F∆, G∆)∣∣∣∣0,0,RN (4.5)
und wegen
ω = |λ| · (1 + (σ/λ)2)1/4 ·{exp(iϕ/2) , λ > 0
exp
(
i(ϕ/2 + pi)
)
, λ < 0
, ϕ := arctan(σ/λ)
folgt |Reω| ≥ |λ|√2/2 und somit |ω + λ| ≥ |λ|
√
3/2 . Mit dieser Abschätzung, (4.5) und
ω − λ = ω
2 − λ2
ω + λ
=
iσλ
ω + λ
erhalten wir gleichmäßig bzgl. ω∣∣∣∣(M − iωr−1S)(E∆,H∆)∣∣∣∣0,s−1,RN ≤ ∣∣∣∣(M − iλr−1S)(E∆,H∆)∣∣∣∣0,s−1,RN + c · |ω − λ| · ∣∣∣∣(E∆, H∆)∣∣∣∣0,s−1,RN
≤ ∣∣∣∣(M − iλr−1S)(E∆,H∆)∣∣∣∣0,s−1,RN + c · |λ|−1 · ∣∣∣∣(F∆, G∆)∣∣∣∣0,0,RN .
Kombinieren wir dies mit (4.4), ergibt sich mit Lemma 4.6 gleichmäßig bzgl. (E,H) , (F,G) und ω∣∣∣∣(E,H)∣∣∣∣
Rqt (Ω)×Dq+1t (Ω) +
∣∣∣∣(M − iωr−1S)(E,H)∣∣∣∣
0,s−1,Ω
≤ c ·
(∣∣∣∣(E∆,H∆)∣∣∣∣0,t,RN + ∣∣∣∣(M − iωr−1S)(E∆,H∆)∣∣∣∣0,s−1,RN + ∣∣∣∣(F,G)∣∣∣∣0,s,Ω + ∣∣∣∣(E,H)∣∣∣∣0,s−τ,Ω)
≤ c ·
(∣∣∣∣(F,G)∣∣∣∣
0,s,Ω
+
∣∣∣∣(E,H)∣∣∣∣
0,s−τ,Ω
)
und wegen
(M − iωr−1S)(E,H) = − iω(E,H)− iωΛˆ(E,H) + (F,G)− iω r−1S(E,H)
schließlich∣∣∣∣(E,H)∣∣∣∣
Rqt (Ω)×Dq+1t (Ω) +
∣∣∣∣(r−1S + Id)(E,H)∣∣∣∣
0,s−1,Ω ≤ c ·
(∣∣∣∣(F,G)∣∣∣∣
0,s,Ω
+
∣∣∣∣(E,H)∣∣∣∣
0,s−τ,Ω
)
.
Aufgrund der Monotonie der gewichteten Normen können wir o. B. d. A. t so nahe bei −1/2 und s so nahe bei
1/2 ansiedeln, daß
1 < s− t < τ
gilt. Lemma 4.8 liefert dann die Behauptung. 
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4.5 Polynomiales Abklingen
Durch das Zerlegungslemma erzielen wir das polynomiale Abklingen sogar in dem Fall, daß Λ nur L∞Einträge
besitzt. Dies gelingt Eidus in [13]
(
siehe auch [24]
)
im Spezialfall der klassischen elektromagnetischen Theorie
nur für Λ mit C2Einträgen. In [37] wird das polynomiale Abklingen von Picard, Weck und Witsch in
diesem Spezialfall auch für L∞Matrizen ε und µ mittels eines ähnlichen Zerlegungsresultates erzielt.
Wir zitieren zunächst wieder von Weck und Witsch aus [52] das
Lemma 4.10
Seien −1/2 < t ≤ s − 1 und ν ∈ J b R \ {0} ein Intervall. Aus u ∈ L2t und (∆ + ν2)u =: f ∈ L2s folgt schon
u ∈ H2s−1 und es existiert eine Konstante c > 0 , die nicht von u , f oder ν abhängt, so daß die Abschätzung
|||u|||2,s−1,RN ≤ c ·
(||f ||0,s,RN + ||u||0,s−2,RN )
erfüllt ist.
Wir gelangen zum
Satz 4.11
Seien ω ∈ J b R \ {0} ein Intervall , 1/2 < s ∈ R \ I und τ > 1 . Erfüllt (E,H) ∈ Rq
>− 12
(Ω) × Dq+1
>− 12
(Ω) die
MaxwellGleichung
(M + iωΛ)(E,H) =: (F,G) ∈ L2,qs (Ω)× L2,q+1s (Ω) ,
so folgt (E,H) ∈ Rqs−1(Ω) × Dq+1s−1(Ω) und es existieren von (E,H) , (F,G) und ω unabhängige Konstanten
c, δ > 0 , so daß die Abschätzung∣∣∣∣(E,H)∣∣∣∣
Rqs−1(Ω)×Dq+1s−1(Ω)
≤ c ·
(∣∣∣∣(F,G)∣∣∣∣
0,s,Ω
+
∣∣∣∣(E,H)∣∣∣∣
0,0,Ω∩U(0,δ)
)
gilt.
Beweis:
Sei t > −1/2 mit (E,H) ∈ Rqt (Ω)× Dq+1t (Ω) . O. B. d. A. nehmen wir t < s− 1 an.
1. Fall: t+ 1 < s < t+ τ
Wir zerlegen die Formen mit Hilfe von Lemma 4.6 und erhalten
(E∆,H∆) ∈ H2,qt ×H2,q+1t mit (∆ + ω2)(E∆, H∆) ∈ 0Dqs × 0Rq+1s .
Lemma 4.10 liefert
(E∆,H∆) ∈ H2,qs−1 ×H2,q+1s−1
sowie mit einer Konstanten c > 0 unabhängig von (E∆,H∆) , (∆ + ω2)(E∆,H∆) und ω∣∣∣∣∣∣(E∆, H∆)∣∣∣∣∣∣2,s−1,RN ≤ c · (∣∣∣∣(∆ + ω2)(E∆,H∆)∣∣∣∣0,s,RN + ∣∣∣∣(E∆,H∆)∣∣∣∣0,s−2,RN) .
Desweiteren ergibt sich aus Lemma 4.6
(E,H) ∈ Rqs−1(Ω)× Dq+1s−1(Ω)
und die Abschätzung (o. B. d. A. 1 < τ < 2)∣∣∣∣(E,H)∣∣∣∣
Rqs−1(Ω)×Dq+1s−1(Ω)
≤ c ·
(∣∣∣∣(E∆,H∆)∣∣∣∣0,s−1,RN + ∣∣∣∣(F,G)∣∣∣∣0,s,Ω + ∣∣∣∣(E,H)∣∣∣∣0,s−τ,Ω)
≤ c ·
(∣∣∣∣(∆ + ω2)(E∆,H∆)∣∣∣∣0,s,RN + ∣∣∣∣(F,G)∣∣∣∣0,s,Ω + ∣∣∣∣(E,H)∣∣∣∣0,s−τ,Ω)
≤ c ·
(∣∣∣∣(F,G)∣∣∣∣
0,s,Ω
+
∣∣∣∣(E,H)∣∣∣∣
0,s−τ,Ω
)
.
Da s− τ < s− 1 , liefert Lemma 4.8 die Behauptung.
2. Fall: s ≥ t+ τ
Mit α := τ−12 > 0 wählen wir ` ∈ N , so daß t + τ + (` − 1)α ≤ s ≤ t + τ + `α gilt. Deﬁnieren wir dann für
k = 0, . . . , `
tk := t+ kα und sk := t+ 1 + (k + 1)α = t+ τ + (k − 1)α ≤ s ,
so folgt
tk + 1 < sk < tk + τ .
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Nun wenden wir wiederholt den 1. Fall an und erhalten schließlich
(E,H) ∈ Rqs`−1(Ω)× Dq+1s`−1(Ω) .
Gilt s = s` , so sind wir fertig. Falls s` < s ≤ t+ τ + `α , deﬁnieren wir noch t`+1 := s` − 1 . Dann gilt
t`+1 + 1 = s` < s = t`+1 + s− s` + 1 = t`+1 + s− t− (`+ 1)α ≤ t`+1 + τ − α < t`+1 + τ
und zum letzten Mal mit dem ersten Fall
(E,H) ∈ Rqs−1(Ω)× Dq+1s−1(Ω) .
Die Abschätzung erhalten wir dann wie im ersten Fall. 
Bemerkung 4.12
Gilt in Satz 4.11 sogar (F,G) ∈ L2,qs (Ω)× L2,q+1s (Ω) für alle s ∈ R , so folgt für alle s ∈ R
(E,H) ∈ Rqs(Ω)× Dq+1s (Ω) .
Dies ist z. B. bei (F,G) ∈ L2,qvox(Ω)× L2,q+1vox (Ω) der Fall.
4.6 Exponentielles Abklingen
Obwohl das exponentielle Abklingen der Eigenlösungen zum Beweis der Lösungstheorie nicht notwendig ist,
werden wir es hier als Zugabe unter stärkeren Regularitätsbedingungen an Λ beweisen. Wir übertragen hier im
wesentlichen die Ergebnisse von Eidus aus [13]
(
bzw. [24]
)
, in denen der Fall der klassischen MaxwellGleichung
behandelt wird, auf qFormen. Hierbei werden die gleichen Techniken zum Ziel führen.
In diesem Abschnitt fordern wir zusätzlich
(ε, µ) ∈ C2,q(Ξ)× C2,q+1(Ξ)
mit beschränkten Ableitungen für ein weiteres Außengebiet Ξ ⊂ Ω . Man beachte hier, daß wir nach wie
vor das Abklingen nur von ε , µ und nicht von deren Ableitungen fordern. Desweiteren seien auch die Daten
entsprechend regulär, d. h.
(F,G) ∈ H2,qloc(Ξ)×H2,q+1loc (Ξ) .
Lemma 4.13
Seien ω ∈ C \ {0} und (E,H) ∈ Rqloc(Ξ)× Dq+1loc (Ξ) mit
(M + iωΛ)(E,H) = (F,G) .
Dann gelten mit (F˜ , G˜) := (F,G)− iωΛˆ(E,H) in Ξ
(i) (E,H) ∈ H2,qloc(Ξ)×H2,q+1loc (Ξ) ,
(ii) divE = − i
ω
div F˜ und rotH = − i
ω
rot G˜ ,
(iii) (∆ + ω2)(E,H) =
(
M − iω − i
ω

)
(F˜ , G˜) , wobei  := ∆−M2 =
[
rot div 0
0 div rot
]
.
Beweis:
(i) erhält man mit einer üblichen Abschneidetechnik und Satz 3.6 sowie Bemerkung 3.9.
Zunächst ist (M + iωΛ)(E,H) = (F,G) äquivalent zu
(M + iω)(E,H) = (F,G)− iωΛˆ(E,H) = (F˜ , G˜) . (4.6)
Hieraus erhält man (ii) durch Anwendung der Divergenz bzw. Rotation auf die erste bzw. zweite Komponente.
Wenden wir M − iω auf (4.6) an, erhalten wir
(M2 + ω2)(E,H) = (M − iω)(F˜ , G˜) .
Wegen M2 =
[
div rot 0
0 rot div
]
= ∆− und (ii) ergibt sich hieraus (iii). 
Durch einfaches Nachrechnen erhalten wir das
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Lemma 4.14
Sofern die folgenden Operationen durchführbar sind, gelten für m ∈ R :
(i) C∇,rm =
m
r
rm−1X , C∆,rm =
(
2
m
r
∂r − m(m+ 2−N)
r2
)
rm
(ii) Crot,rm =
m
r
rm−1R , Cdiv,rm =
m
r
rm−1T , CM,rm =
m
r
rm−1S
(iii) Cdiv rot,rm =
(m
r
(
r−1T rot+div r−1R
)− m(m+ 1)
r2
r−2TR
)
rm
(iii′) Crot div,rm =
(m
r
(
r−1R div+ rot r−1T
)− m(m+ 1)
r2
r−2RT
)
rm
(iv) C∆,rm =
(m
r
(
r−1(T rot+R div) + (div r−1R+ rot r−1T )
)− m(m+ 1)
r2
)
rm
(v) C,rm =
(m
r
[
r−1R div+ rot r−1T 0
0 r−1T rot+div r−1R
]
− m(m+ 1)
r2
r−2
[
RT 0
0 TR
])
rm
Bemerkung 4.15
Ein Vergleich der ∆Terme in obigem Lemma liefert die für sich interessante Formel
N − 1
r
+ 2∂r = r−1T rot+r−1R div+div r−1R+ rot r−1T .
Hier ist ∂r komponentenweise bzgl. kartesischer Koordinaten zu verstehen.
Nun deﬁnieren wir für m ∈ R gewichtete Formen
(e, h) := rm(E,H) , (f, g) := rm(F,G)
und bestimmen, welche Gleichung sie in Ξ lösen. Aus Lemma 4.13 (iii) folgt nach Multiplikation mit rm mit
Hilfe der Kommutatorrelationen aus Lemma 4.14(
∆+ ω2 +
m(m+ 2−N)
r2
)
(e, h)− 2m
r
∂r(e, h)
= rm ·
(
M − iω − i
ω

)
(F˜ , G˜)
=
(
M − iω − i
ω

)(
(f, g)− iωΛˆ(e, h))+ (− CM,rm + i
ω
C,rm
)
(F˜ , G˜)
=
(
M − iω − i
ω
− m
r
r−1S
)(
(f, g)− iωΛˆ(e, h))
+
i
ω
(m
r
[
r−1R div+ rot r−1T 0
0 r−1T rot+div r−1R
])(
(f, g)− iωΛˆ(e, h))
− i
ω
(m(m+ 1)
r2
r−2
[
RT 0
0 TR
])(
(f, g)− iωΛˆ(e, h))
=: (f˜ , g˜) .
(4.7)
Lemma 4.16
Seien ω ∈ R \ {0} , τ > 1 und (E,H) ∈ Rq
>− 12
(Ξ)× Dq+1
>− 12
(Ξ) mit
(M + iωΛ)(E,H) = (F,G) ∈ H2,qs (Ξ)×H2,q+1s (Ξ) für alle s ∈ R
und ϕρ := η(r − ρ+ 1) .
Dann folgt für alle s ∈ R und alle Außengebiete Ξ˜ ⊂ Ξ mit dist(Ξ˜, ∂Ξ) > 0
(E,H) ∈ H2,qs (Ξ˜)×H2,q+1s (Ξ˜) .
Desweiteren gibt es für alle p, p′, ` ∈ R mit p′ > p und ` > 2 eine Konstante c > 0 und eine nichtnegative
Funktion δ mit lim
t→∞ δ(t) = 0 , so daß für alle m ∈ R und σ, ρ ∈ R+ mit A(ρ) ⊂ Ξ die folgenden Abschätzungen
gelten
(
c und δ dürfen also von (E,H) , (F,G) , Λ , ω , p, p′ und ` abhängen, aber nicht von m oder σ !
)
:
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(i)
∣∣∣∣− ∫
RN
ϕρr
p
(
ω2 +
m(m+ p) + p/2(p+N − 2)
r2
)∣∣(e, h)∣∣2 dλ
+
∑
|α|=1
∫
RN
ϕρr
p
∣∣∂α(e, h)∣∣2 dλ∣∣∣∣
≤
∣∣∣〈(f˜ , g˜), ϕρrp(e, h)〉RN ∣∣∣+ c ·m(ρ+ 1)2m+p
(ii)
∣∣∣∣ ∫
RN
ϕρ
(
Nω2 +
m(m+ 2−N)(N − 2)
r2
)∣∣(e, h)∣∣2 dλ
− (N − 2)
∑
|α|=1
∫
RN
ϕρ
∣∣∂α(e, h)∣∣2 dλ
+ 4m
∫
RN
ϕρ
∣∣∂r(e, h)∣∣2 dλ∣∣∣∣
≤
∣∣∣Re 〈(f˜ , g˜), ϕρr∂r(e, h)〉RN ∣∣∣+ c ·m2(ρ+ 1)2m+1
(iii)
∣∣∣〈(f˜ , g˜), ϕρrp(e, h)〉RN ∣∣∣ ≤ δ(ρ) · (m(ρ+ 1)2m+p + ∑
|α|≤2
∫
RN
ϕρr
p
∣∣∂α(e, h)∣∣2 dλ
+
∫
RN
ϕρr
p′
∣∣(f, g)∣∣2 dλ+ ∫
RN
ϕρr
pm
4
r4
∣∣(e, h)∣∣2 dλ)
(iv)
∣∣∣〈(f˜ , g˜), ϕρrp(e, h)〉RN ∣∣∣ ≤ δ(ρ) · (m(ρ+ 1)2m+p + ∑
|α|≤1
∫
RN
ϕρr
p
∣∣∂α(e, h)∣∣2 dλ
+
∑
|α|≤1
∫
RN
ϕρr
p′
∣∣∂α(f, g)∣∣2 dλ
+
∫
RN
ϕρr
pm
4
r4
∣∣(e, h)∣∣2 dλ)
+ c · σ ·
∑
|α|=1
∫
RN
ϕρr
p
∣∣∂α(e, h)∣∣2 dλ
+ c · σ−1 ·
∫
RN
ϕρr
p
∣∣(e, h)∣∣2 dλ
(v)
∣∣∣Re 〈(f˜ , g˜), ϕρr∂r(e, h)〉RN ∣∣∣ ≤ δ(ρ) · (m2(ρ+ 1)2m+1 + ∑
|α|≤2
∫
RN
ϕρ
∣∣∂α(e, h)∣∣2 dλ
+
∑
|α|≤2
∫
RN
ϕρr
`
∣∣∂α(f, g)∣∣2 dλ
+
∑
|α|≤1
∫
RN
ϕρ
m4
r4
∣∣∂α(e, h)∣∣2 dλ)
Beweis:
Nach Satz 4.11 bzw. Bemerkung 4.12 erhalten wir für alle s ∈ R
(E,H) ∈ Rqs(Ξ)× Dq+1s (Ξ)
und durch Korollar 3.8 sowie Bemerkung 3.9 für alle s ∈ R
(E,H) ∈ H2,qs (Ξ˜)×H2,q+1s (Ξ˜) .
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Damit sind (e, h) und (f, g) für alle m ∈ R wohldeﬁnierte Elemente von H2,q(Ξ˜)×H2,q+1(Ξ˜) .
Multiplikation von (4.7) mit ϕρrp(e, h) für p ∈ R bzw. ϕρr∂r(e, h) im RNSkalarprodukt liefert〈(
∆+ ω2 +
m(m+ 2−N)
r2
)
(e, h)− 2m
r
∂r(e, h), ϕρrp(e, h)
〉
RN
=
〈
(f˜ , g˜), ϕρrp(e, h)
〉
RN (4.8)
bzw. 〈(
∆+ ω2 +
m(m+ 2−N)
r2
)
(e, h)− 2m
r
∂r(e, h), ϕρr∂r(e, h)
〉
RN
=
〈
f˜ , g˜), ϕρr∂r(e, h)
〉
RN . (4.9)
Nun erhalten wir (i) bzw. (ii) aus (4.8) bzw. (4.9) durch partielle Integration und der Eigenschaft
supp∇ϕρ ⊂ Z(ρ, ρ+ 1) .
Wir bekommen die Abschätzung (iii), indem wir durch wiederholte partielle Integration die Ableitungen von
Λˆ(e, h) bzw. (f, g) wegschaufeln und das Abklingen von Λˆ bzw. die Integrierbarkeit von (f, g) ausnutzen. Bei
(iv) dürfen wir keine zweiten Ableitungen mehr auf (e, h) lassen, so daß wir in die Abschätzung ein σ einfügen
müssen, da wir kein Abklingen der Ableitungen von Λˆ verlangen. In der Abschätzung (v) tritt ein schwieriger
Term auf, nämlich
Re
〈
Λˆ(e, h), ϕρr∂r(e, h)
〉
RN = −Re
〈
div εˆe, div(ϕρr∂re)
〉
RN − Re
〈
rot µˆh, rot(ϕρr∂rh)
〉
RN .
Der Anteil des ersten Summandens, der die größten Schwierigkeiten verursacht, ist
Re
〈
div εˆe, ϕρr∂r div e
〉
RN ,
denn wir können hier nicht mehr partiell integrieren, da e nur zweimal schwach diﬀerenzierbar ist. Hier bestim-
men wir aus Lemma 4.13 (ii) mit Lemma 4.14
div e =
m
r
r−1Te− i
ω
(
div−m
r
r−1T
)
f − ( div−m
r
r−1T
)
εˆe
und setzen dies ein, so daß wir den schwierigsten Term durch
Re
〈
div εˆe, ϕρr∂r div εˆe
〉
RN =
1
2
∫
RN
ϕρr∂r| div εˆe|2 dλ
behandeln können, denn dieser läßt sich nun mit zwei partiellen Integrationen einfach abschätzen. Der zweite
Summand Re
〈
rot µˆh, rot(ϕρr∂rh)
〉
RN wird analog behandelt. 
Durch partielle Integration und Approximation in C∞,q0 (Ξ) erhalten wir das
Lemma 4.17
Für alle p ∈ R existiert eine Konstante c > 0 , so daß für alle u ∈ H2,qp
2
(Ξ) und ρ mit A(ρ) ⊂ Ξ
∑
|α|=2
∫
RN
ϕρr
p|∂αu|2 dλ ≤ c ·
∫
A(ρ)
rp
( ∑
|α|=1
|∂αu|2 + |∆u|2
)
dλ
gilt.
Kommen wir zur eigentlichen Abschätzung. Unser Ziel ist es, eine Exponentialreihe abzuschätzen.
Alle Konstanten c und die Funktion δ hängen im folgenden nicht von m ab. Wir multiplizieren Lemma 4.16 (i)
für p = 0 mit N − 2 , kombinieren dies geeignet mit Lemma 4.16 (ii) und erhalten∫
RN
ϕρ
(
2ω2 − m(N − 2)
2
r2
)∣∣(e, h)∣∣2 dλ+ 4m ∫
RN
ϕρ
∣∣∂r(e, h)∣∣2 dλ
≤ c ·
(∣∣∣〈(f˜ , g˜), ϕρ(e, h)〉RN ∣∣∣+ ∣∣∣Re 〈(f˜ , g˜), ϕρr∂r(e, h)〉RN ∣∣∣+m2(ρ+ 1)2m+1) .
Dann schätzen wir mit Hilfe von Lemma 4.16 (iii) und (v) weiter ab:
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∫
RN
ϕρ
∣∣(e, h)∣∣2 dλ
≤ c ·
(∣∣∣〈(f˜ , g˜), ϕρ(e, h)〉RN ∣∣∣+ ∣∣∣Re 〈(f˜ , g˜), ϕρr∂r(e, h)〉RN ∣∣∣+m2(ρ+ 1)2m+1)
+
∫
RN
ϕρ
1
r
m(N − 2)2
r
∣∣(e, h)∣∣2 dλ (4.10)
≤ δ(ρ) ·
( ∑
|α|≤2
∫
RN
ϕρ
∣∣∂α(e, h)∣∣2 dλ+ ∑
|α|≤1
∫
RN
ϕρ
m4
r4
∣∣∂α(e, h)∣∣2 dλ
+
∑
|α|≤2
∫
RN
ϕρr
`
∣∣∂α(f, g)∣∣2 dλ)+ c ·m2(ρ+ 1)2m+1
Nun schätzen wir mit Hilfe von Lemma 4.17 die zweiten Ableitungen von (e, h) durch die ersten und ∆(e, h)
ab, setzen für ∆(e, h) die Gleichung (4.7) ein und erhalten für hinreichend große ρ
∑
|α|=2
∫
RN
ϕρ
∣∣∂α(e, h)∣∣2 dλ
≤ c ·
( ∑
|α|≤1
∫
RN
ϕρ
(
1 +
m4
r4
)∣∣∂α(e, h)∣∣2 dλ+ ∑
|α|≤2
∫
RN
ϕρ
(
1 +
m4
r4
)∣∣∂α(f, g)∣∣2 dλ)
+ c ·m4(ρ+ 1)2m .
Dies setzen wir in (4.10) ein:∫
RN
ϕρ
∣∣(e, h)∣∣2 dλ
≤ δ(ρ) ·
( ∑
|α|≤1
∫
RN
ϕρ
(
1 +
m4
r4
)∣∣∂α(e, h)∣∣2 dλ+ ∑
|α|≤2
∫
RN
ϕρr
`
(
1 +
m4
r4
)∣∣∂α(f, g)∣∣2 dλ) (4.11)
+ c ·m4(ρ+ 1)2m+1
Für alle p ∈ R liefert Lemma 4.16 (i) eine Abschätzung
∑
|α|=1
∫
RN
ϕρr
p
∣∣∂α(e, h)∣∣2 dλ
≤ c ·
∫
RN
ϕρr
p
(
1 +
m2
r2
)∣∣(e, h)∣∣2 dλ+ c ·m(ρ+ 1)2m+p + ∣∣∣〈(f˜ , g˜), ϕρrp(e, h)〉RN ∣∣∣ ,
so daß mit Lemma 4.16 (iv) für genügend kleines σ und großes ρ
∑
|α|=1
∫
RN
ϕρr
p
∣∣∂α(e, h)∣∣2 dλ
≤ c ·
∫
RN
ϕρr
p
(
1 +
m4
r4
)∣∣(e, h)∣∣2 dλ+ c ·m(ρ+ 1)2m+p + c · ∑
|α|≤1
∫
RN
ϕρr
p′
∣∣∂α(f, g)∣∣2 dλ
folgt. Wir setzen diese Abschätzung der ersten Ableitungen für die Werte p = 0 und p = −4 in (4.11) ein
(o. B. d. A. sei 0 < p′ ≤ ` < 2):∫
RN
ϕρ
∣∣(e, h)∣∣2 dλ
≤ δ(ρ) ·
(∫
RN
ϕρ
(
1 +
m8
r8
)∣∣(e, h)∣∣2 dλ+ ∑
|α|≤2
∫
RN
ϕρm
4r`
∣∣∂α(f, g)∣∣2 dλ)
+ c ·m5(ρ+ 1)2m+1
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Für genügend große ρ erhalten wir daher∫
RN
ϕρ
∣∣(e, h)∣∣2 dλ
≤ δ(ρ) ·
(∫
RN
ϕρ
m8
r8
∣∣(e, h)∣∣2 dλ+ ∑
|α|≤2
∫
RN
ϕρm
4r`
∣∣∂α(f, g)∣∣2 dλ)+ c ·m5(ρ+ 1)2m+1 .
Beachten wir, daß supp
(
1− ϕρ
)∣∣
A(ρ)
⊂ Z(ρ, ρ+ 1) gilt, so folgt unabhängig von m
∫
A(ρ)
∣∣(e, h)∣∣2 dλ
≤ δ(ρ) ·
(∫
A(ρ)
m8
r8
∣∣(e, h)∣∣2 dλ+ ∑
|α|≤2
∫
A(ρ)
m4r`
∣∣∂α(f, g)∣∣2 dλ)+ c ·m5(ρ+ 1)2m+1 .
Wir transformieren nun wieder auf (E,H) und (F,G) und bekommen schließlich mit k := 2m das
Lemma 4.18
Sind die Voraussetzungen von Lemma 4.16 erfüllt, so gilt für alle hinreichend großen ρ unabhängig von k ∈ R∫
A(ρ)
rk
∣∣(E,H)∣∣2 dλ
≤ δ(ρ) · k8 ·
(∫
A(ρ)
rk−8
∣∣(E,H)∣∣2 dλ+ ∑
|α|≤2
∫
A(ρ)
rk+`
∣∣∂α(F,G)∣∣2 dλ)+ c · k5(ρ+ 1)k+1 .
Hieraus erhalten wir direkt das exponentielle Abklingen im
Satz 4.19
Seien ω ∈ R \ {0} , τ > 1 und exp(t r) · (F,G) ∈ H2,q(Ξ)×H2,q+1(Ξ) für alle t ∈ R sowie
(E,H) ∈ Rq
>− 12
(Ξ)× Dq+1
>− 12
(Ξ) mit (M + iωΛ)(E,H) = (F,G) .
Dann folgt für alle t ∈ R und alle Außengebiete Ξ˜ ⊂ Ξ mit dist(Ξ˜, ∂Ξ) > 0
exp(t r) · (E,H) ∈ H2,q(Ξ˜)×H2,q+1(Ξ˜) .
Beweis:
Sei t ∈ R+ beliebig. Wählen wir ρ groß genug, so daß Lemma 4.18 anwendbar ist, liefert dieses für natürliche
Zahlen K1 < K2 :
K2∑
k=K1
tk
k!
∫
A(ρ)
rk
∣∣(E,H)∣∣2 dλ
≤ δ(ρ)
K2∑
k=K1
tk
k!
k8
∫
A(ρ)
rk−8
∣∣(E,H)∣∣2 dλ+ δ(ρ) K2∑
k=K1
tk
k!
∑
|α|≤2
∫
A(ρ)
k8rk+`︸ ︷︷ ︸
≤8krkr`
∣∣∂α(F,G)∣∣2 dλ
+ c
K2∑
k=K1
tk
k!
k5(ρ+ 1)k+1︸ ︷︷ ︸
≤
(
5(ρ+1)
)k
(ρ+1)
≤ δ(ρ)
K2∑
k=K1
tk
(k − 8)!
∫
A(ρ)
rk−8
∣∣(E,H)∣∣2 dλ+ δ(ρ) ∑
|α|≤2
∫
A(ρ)
K2∑
k=K1
(8tr)k
k!
r`
∣∣∂α(F,G)∣∣2 dλ
+ c
K2∑
k=K1
(
5t(ρ+ 1)
)k
k!
(ρ+ 1)
≤ δ(ρ)
K2∑
k=K1−8
tk+8
k!
∫
A(ρ)
rk
∣∣(E,H)∣∣2 dλ+ δ(ρ) ∑
|α|≤2
∫
A(ρ)
exp(8tr)r`
∣∣∂α(F,G)∣∣2 dλ+ c e5t(ρ+1)(ρ+ 1)
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Sei nun ρ so groß, daß etwa δ(ρ) · t8 ≤ 1/2 gilt. Dann erhalten wir
K2∑
k=K1
tk
k!
∫
A(ρ)
rk
∣∣(E,H)∣∣2 dλ
≤ δ(ρ)
K1−1∑
k=K1−8
tk+8
k!
∫
A(ρ)
rk
∣∣(E,H)∣∣2 dλ+ δ(ρ) ∑
|α|≤2
∫
A(ρ)
exp
(
(8t+ 1)r
)∣∣∂α(F,G)∣∣2 dλ
+ c exp
(
5t(ρ+ 1)
)
(ρ+ 1) .
Die rechte Seite ist nun unabhängig von K2 , so daß der Satz von der monotonen Konvergenz∫
A(ρ)
exp(t r) · ∣∣(E,H)∣∣2 dλ <∞ , d. h. exp ( t
2
r
) · (E,H) ∈ L2,q(Ξ)× L2,q+1(Ξ) ,
liefert. Aus der Diﬀerentialgleichung bekommen wir für alle t ∈ R
exp(t r)M(E,H) ∈ L2,q(Ξ)× L2,q+1(Ξ) .
Mit
• M( exp(t r)(E,H)) = exp(t r)M(E,H) + t exp(t r)r−1S(E,H) ∈ L2,q(Ξ)× L2,q+1(Ξ)
= exp(t r)(F,G)− iω exp(t r)Λ(E,H) + t exp(t r)r−1S(E,H) ,
• div ( exp(t r)εE) = exp(t r) div εE + t exp(t r)r−1TεE
= − i
ω
exp(t r) divF + t exp(t r)r−1TεE ∈ L2,q−1(Ξ) ,
• rot ( exp(t r)µH) = − i
ω
exp(t r) rotG+ t exp(t r)r−1RµH ∈ L2,q+2(Ξ)
folgt zunächst durch Korollar 3.8 und Bemerkung 3.9 in einem Zwischengebiet Ξˆ mit Ξ˜ ⊂ Ξˆ ⊂ Ξ
exp(t r)(E,H) ∈ H1,q(Ξˆ)×H1,q+1(Ξˆ) .
Dies liefert
• M( exp(t r)(E,H)) ∈ H1,q(Ξˆ)×H1,q+1(Ξˆ) ,
• div ( exp(t r)εE) ∈ H1,q−1(Ξˆ) ,
• rot ( exp(t r)µH) ∈ H1,q+2(Ξˆ) ,
so daß wir mit dem selben Argument exp(t r)(E,H) ∈ H2,q(Ξ˜)×H2,q+1(Ξ˜) erhalten. 
Bemerkung 4.20
Für (F,G) ∈ L2,qvox(Ξ)× L2,q+1vox (Ξ) liefert Satz 4.19 für alle t ∈ R mit Ξ′ := RN \ supp(F,G)
exp(t r) · (E,H) ∈ H2,q(Ξ′)×H2,q+1(Ξ′) .
4.7 Polynomiales und exponentielles Abklingen der Eigenlösungen
Um das polynomiale und exponentielle Abklingen der Eigenlösungen von Max(Λ, ω, 0, 0) für ω ∈ R \ {0} zu
beweisen, genügt aufgrund der Vorarbeiten der letzten beiden Abschnitte der Nachweis, daß diese Elemente von
L2,q
>− 12
(Ω) × L2,q+1
>− 12
(Ω) sind. Dies wird im wesentlichen die Strahlungsbedingung liefern. Doch zuerst zu einem
technischen Lemma
(
vgl. mit
[
[37], Lemma 2.9
]
von Picard, Weck und Witsch
)
:
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Lemma 4.21
Seien α, β ∈ R mit α < β und RN \ Ω ⊂ U(0, α) . Desweiteren seien (E,H) ∈
◦
Rqt (Ω) × Dq+1t (Ω) mit einem
t ∈ R und ϕ ∈ C0([α, β],C) gegeben. Dann gilt für
ψ : [0, β] −→ C
σ 7−→
∫ β
max{α,σ}
ϕ(s) ds
und mit Φ := ϕ ◦ r , Ψ := ψ ◦ r
〈Φ r−1RE,H〉Z(α,β) = 〈ΨrotE,H〉Ω∩U(0,β) + 〈ΨE, divH〉Ω∩U(0,β) .
Beweis:
Sei (E,H) ∈ C∞,q0 (Ω)× C∞,q+1(Ω) . ψ ist auf [0, α] konstant gleich c :=
∫ β
α
ϕ(s) ds , auf (α, β) diﬀerenzierbar
mit ψ′ = −ϕ und es gilt ψ(β) = 0 . Mit dem Satz von Stokes erhalten wir daher
〈ΨrotE,H〉Ω∩U(0,β) + 〈ΨE, divH〉Ω∩U(0,β)
= c · 〈rotE,H〉Ω∩U(0,α) + c · 〈E, divH〉Ω∩U(0,α) + 〈ΨrotE,H〉Z(α,β) + 〈ΨE, divH〉Z(α,β)
= c ·
∫
S(0,α)
ι∗α(E ∧ ∗H) + 〈Φ r−1RE,H〉Z(α,β)
− c ·
∫
S(0,α)
ι∗α(E ∧ ∗H) + c ·
∫
S(0,β)
ι∗β
(
ψ(β)(E ∧ ∗H)) .
Hierbei sei ιr : S(0, r) −→ RN die natürliche Einbettung des Randes.
Mit Hilfe von Glättungsoperatoren (beachte suppE b Ω !) erhalten wir für alle (E,H) ∈ C∞,q0 (Ω)× Dq+1t (Ω)
〈Φ r−1RE,H〉Z(α,β) =
〈
ΨrotE,H
〉
Ω∩U(0,β) +
〈
ΨE, divH
〉
Ω∩U(0,β)
und schließlich aufgrund der Dichtheit von C∞,q0 (Ω) in
◦
Rqt (Ω) , siehe Lemma 3.1, die behauptete Identität für
alle (E,H) ∈
◦
Rqt (Ω)× Dq+1t (Ω) . 
Satz 4.22
Seien τ > 1 und ω ∈ R \ {0} . Ist (E,H) Lösung zu Max(Λ, ω, 0, 0) , so folgt
(E,H) ∈
⋂
t∈R
( ◦
Rqt (Ω) ∩ ε−10Dqt (Ω)
)× (Dq+1t (Ω) ∩ µ−10 ◦Rq+1t (Ω)) .
Gilt desweiteren (ε, µ) ∈ C2,q(Ξ)×C2,q+1(Ξ) mit beschränkten Ableitungen für ein weiteres Außengebiet Ξ ⊂ Ω ,
so liefert dies für alle t ∈ R
exp(t r) · (E,H) ∈ ( ◦Rq(Ω) ∩ ε−1Dq(Ω))× (Dq+1(Ω) ∩ µ−1 ◦Rq+1(Ω))
und für alle Außengebiete Ξ˜ ⊂ Ξ mit dist(Ξ˜, ∂Ξ) > 0
exp(t r) · (E,H) ∈ H2,q(Ξ˜)×H2,q+1(Ξ˜) .
Beweis:
Satz 4.11, Bemerkung 4.12, Satz 4.19, Bemerkung 4.20 und die Diﬀerentialgleichung M(E,H) = − iωΛ(E,H)
liefern die Behauptungen, falls wir
(E,H) ∈ L2,q
>− 12
(Ω)× L2,q+1
>− 12
(Ω)
zeigen können, denn
rot
◦
Rq(Ω) ⊂ 0
◦
Rq+1(Ω) sowie divDq+1(Ω) ⊂ 0Dq(Ω) .
Die Strahlungsbedingung aus Deﬁnition 4.2 (iii) liefert für α < β mit RN \ Ω b U(0, α) ein t > −1/2 , so daß
lim
β→∞
∣∣∣∣r−1RE +H∣∣∣∣
0,t,Z(α,β)
<∞
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gilt. Wir multiplizieren dies aus und erhalten∣∣∣∣r−1RE +H∣∣∣∣2
0,t,Z(α,β)
= ||r−1RE||20,t,Z(α,β) + ||H||20,t,Z(α,β) + 2Re〈Φr−1RE,H〉Z(α,β)
mit ϕ(σ) := (1+σ2)t und Φ := ϕ◦ r . Lemma 4.21, die Diﬀerentialgleichung und die Symmetrie von ε , µ liefern
dann
〈Φr−1RE,H〉Z(α,β) = 〈ΨrotE,H〉Ω∩U(0,β) + 〈ΨE, divH〉Ω∩U(0,β)
= − iω 〈ΨµH,H〉Ω∩U(0,β)︸ ︷︷ ︸
∈R
+ iω 〈ΨE, εE〉Ω∩U(0,β)︸ ︷︷ ︸
∈R
∈ i ·R .
Somit ist Re〈Φr−1RE,H〉Z(α,β) = 0 und mit dem Satz von der monotonen Konvergenz bekommen wir im Limes
β →∞
H ∈ L2,q+1t (Ω) .
Der zweite Teil der Strahlungsbedingung, r−1TH + E ∈ L2,q
>− 12
(Ω) , liefert E ∈ L2,q
>− 12
(Ω) , d. h.
(E,H) ∈ L2,q
>− 12
(Ω)× L2,q+1
>− 12
(Ω) .

4.8 Fredholmsche Alternative
Wir haben nun alle Hilfsmittel zusammen und Vorbereitungen getätigt, um die Lösungstheorie zu reellen Fre-
quenzen (ungleich Null) zu beweisen. Das hier erreichte Resultat ist in seiner Struktur mit denjenigen von
Weck und Witsch in [52] oder mit Picard in [37] bzw. in der Diplomarbeit [24] vergleichbar und es werden
dieselben Methoden zum Ziel führen. Wie schon angekündigt wird uns das Prinzip der Grenzabsorption die
Lösung liefern. Zur technischen Vorbereitung benötigen wir das
Lemma 4.23
Seien (E,H) ∈
◦
Rqloc(Ω)× Dq+1loc
(
Ω
)
sowie ϕρ := 1−η(ρ−1 · ) und Φρ := ϕρ ◦ r . Dann gilt für alle ρ ∈ R+
〈rotE,ΦρH〉Ω + 〈ΦρE, divH〉Ω = −
〈
ϕ′ρ(r)r
−1RE,H
〉
Ω
.
Ist zusätzlich (E,H) ∈
◦
Rqt (Ω) × Dq+1s (Ω) bzw. (E,H) ∈
◦
Rqt (Ω) × Dq+1s (Ω) mit t, s ∈ R und t + s ≥ 0 bzw.
t+ s ≥ −1 , so folgt
〈rotE,H〉Ω + 〈E, divH〉Ω = 0 .
Beweis:
Wir haben (ΦρE,H) ∈
◦
Rqvox(Ω)× Dq+1loc
(
Ω
)
und damit
0 =
〈
rot(ΦρE),H
〉
Ω
+ 〈ΦρE, divH〉Ω = 〈Φρ rotE,H〉Ω + 〈ΦρE, divH〉Ω +
〈
ϕ′ρ(r)r
−1RE,H
〉
Ω
.
Sei nun (E,H) ∈
◦
Rqt (Ω)×Dq+1s (Ω) bzw. (E,H) ∈
◦
Rqt (Ω)× Dq+1s (Ω) mit den entsprechenden Bedingungen an
t und s . Dann folgt mit dem Satz von Lebesgue
〈rotE,ΦρH〉Ω + 〈ΦρE, divH〉Ω ρ→∞−−−→ 〈rotE,H〉Ω + 〈E, divH〉Ω
und ∣∣∣〈ϕ′ρ(r)r−1RE,H〉Ω∣∣∣ = 1ρ · ∣∣∣〈η′(ρ−1r)r−1RE,H〉Z(ρ,2ρ)∣∣∣
≤ c · ∣∣〈r−1r−1RE,H〉A(ρ)∣∣ ≤ c · ||E||0,t,A(ρ) · ||H||0,s,A(ρ) ρ→∞−−−→ 0 .

Bemerkung 4.24
Für (E,H) ∈
◦
Rqt (Ω)×Dq+1t (Ω) bzw.
◦
Rqt (Ω)× Dq+1t (Ω) und (e, h) ∈
◦
Rqs(Ω)×Dq+1s (Ω) bzw.
◦
Rqs(Ω)× Dq+1s (Ω)
mit t+ s ≥ 0 bzw. − 1 gilt 〈
M(E,H), (e, h)
〉
Ω
+
〈
(E,H),M(e, h)
〉
Ω
= 0 .
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Ein weiterer wesentlicher Bestandteil der Lösungstheorie, welcher die Konvergenz bei der Grenzabsorption
generiert, ist die Maxwellsche Kompaktheitseigenschaft (So wollen wir sie im folgenden nennen.). Diese ist eine
lokale Eigenschaft des Gebietsrandes.
Deﬁnition 4.25
Ein Gebiet Ξ ⊂ RN besitzt die Maxwellsche Kompaktheitseigenschaft, kurz MKE, falls für alle q ∈ {0, . . . , N}
die Einbettungen
◦
Rq(Ξ) ∩ Dq(Ξ) ↪→ L2,q(Ξ)
kompakt sind. Ein Gebiet Ξ ⊂ RN besitzt die lokale Maxwellsche Kompaktheitseigenschaft, kurz LMKE, falls
für alle q ∈ {0, . . . , N} die Einbettungen
◦
Rq(Ξ) ∩ Dq(Ξ) ↪→ L2,qloc(Ξ)
kompakt sind.
Zur MKE in beschränkten Gebieten existiert eine reichhaltige Literatur. Zuerst wurde die H1,qNorm durch
die Rq ∩ DqNorm abgeschätzt (Gaﬀneysche Ungleichung) und dann mit dem Rellichschen Auswahlsatz ar-
gumentiert. Dazu benötigt man relativ glatte Ränder; siehe z. B. Leis,
[
[20], page 157, Theorem 8.6
]
. Im
Fall q = 0 ist sogar
◦
H1,0 =
◦
R0 =
◦
R0 ∩ D0 . In [44] gelang Weck erstmals ein Beweis der MKE für be-
schränkte Gebiete mit nichtglatten Rändern (Kegelgebiete). Weitere Beweise der MKE ﬁnden wir bei Picard
in [31] (LipschitzGebiete) und im klassischen Fall bei Weber in [42] (Kegelbedingung) sowie Witsch in
[57] (Spitzenbedingung). Ein Beweis der MKE (im klassischen Fall) für beschränkte Gebiete, der die bisher
größte Klasse von Rändern behandeln kann, wird von Picard, Weck und Witsch in [37] gegeben, wobei im
wesentlichen die Techniken aus [44] mit denen aus [31] und [57] verknüpft werden.
Bemerkung 4.26
(i) Beschränkte Gebiete mit Kegeleigenschaft, siehe [44], oder LipschitzGebiete, siehe [31], besitzen die MKE.
(ii) Die MKE bzw. LMKE ist eine Eigenschaft des Gebietsrandes.
(iii) Seien εq ∈ Vq,00 (Ξ) für alle q ∈ {0, . . . , N} gegeben.
Ξ besitzt genau dann die MKE bzw. LMKE, wenn für alle q ∈ {0, . . . , N} die Einbettungen
◦
Rq(Ξ) ∩ ε−1q Dq(Ξ) ↪→ L2,q(Ξ) bzw. L2,qloc(Ξ)
kompakt sind, d. h. die MKE bzw. LMKE ist unabhängig von εq .
Desweiteren besitzt Ξ genau dann die MKE bzw. LMKE, wenn für alle q ∈ {0, . . . , N} die Einbettungen
ε−1q
◦
Rq(Ξ) ∩ Dq(Ξ) ↪→ L2,q(Ξ) bzw. L2,qloc(Ξ)
kompakt sind, denn aus E ∈ ε−1q
◦
Rq(Ξ)∩Dq(Ξ) folgt εqE ∈
◦
Rq(Ξ)∩ εqDq(Ξ) und ε−1q besitzt die gleichen
Eigenschaften wie εq selbst.
(iv) Für Außengebiete Ξ ⊂ RN sind äquivalent:
(a) Ξ besitzt die LMKE.
(b) Für alle r ≥ r0 mit RN \Ξ b U(0, r0) besitzt Ξ∩U(0, r) die MKE, d. h. für alle q ∈ {0, . . . , N} und
alle r ≥ r0 sind die Einbettungen
◦
Rq
(
Ξ ∩ U(0, r)) ∩ Dq(Ξ ∩ U(0, r)) ↪→ L2,q(Ξ ∩ U(0, r))
kompakt.
(b′) Für alle r ≥ r0 mit RN \ Ξ b U(0, r0) und alle εq ∈ Vq,00 (Ξ) sind für alle q ∈ {0, . . . , N} die
Einbettungen
◦
Rq
(
Ξ ∩ U(0, r)) ∩ ε−1q Dq(Ξ ∩ U(0, r)) ↪→ L2,q(Ξ ∩ U(0, r))
bzw.
ε−1q
◦
Rq
(
Ξ ∩ U(0, r)) ∩ Dq(Ξ ∩ U(0, r)) ↪→ L2,q(Ξ ∩ U(0, r))
kompakt.
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(c) Für alle t, s ∈ R mit t < s und q ∈ {0, . . . , N} sind die Einbettungen
◦
Rqs(Ξ) ∩ Dqs(Ξ) ↪→ L2,qt (Ξ)
kompakt.
(c′) Für alle t, s ∈ R mit t < s und alle εq ∈ Vq,00 (Ξ) sind für alle q ∈ {0, . . . , N} die Einbettungen
◦
Rqs(Ξ) ∩ ε−1q Dqs(Ξ) ↪→ L2,qt (Ξ)
bzw.
ε−1q
◦
Rqs(Ξ) ∩ Dqs(Ξ) ↪→ L2,qt (Ξ)
kompakt.
Als Repräsentanten der Argumentationen bringen wir die
Beweisskizze zu (iv), (a) ⇔ (c):
⇐: Eine in
◦
Rq(Ξ) ∩ Dq(Ξ) beschränkte Folge (En)n∈N enthält nach Voraussetzung (wir wählen t < 0 =: s)
eine Teilfolge, die in L2,qt (Ξ) gegen ein E ∈ L2,qt (Ξ) konvergiert. Dann folgt insbesondere E ∈ L2,qloc(Ξ) und die
Konvergenz dieser Teilfolge in L2,qloc(Ξ) gegen E .
⇒: Eine in
◦
Rqs(Ξ) ∩Dqs(Ξ) beschränkte Folge (En)n∈N enthält zunächst eine Teilfolge, die schwach in L2,qs (Ξ) ,
sogar in
◦
Rqs(Ξ)∩Dqs(Ξ) , gegen ein E ∈ L2,qs (Ξ) , sogar E ∈
◦
Rqs(Ξ)∩Dqs(Ξ) , konvergiert. Mittels einer Abschnei-
detechnik und der LMKE erhalten wir durch sukzessive Teilfolgenauswahl und Übergang zur Diagonalfolge eine
Teilfolge (Epin)n∈N , die in L2,qloc(Ξ) gegen dasselbe E konvergiert. Dann gibt es nach Lemma 4.8 zu beliebigem
δ > 0 eine Konstante c > 0 und ein Kompaktum K ⊂ Ξ , so daß gleichmäßig bzgl. n
||E − Epin||0,t,Ξ ≤ c · ||E − Epin||0,0,K︸ ︷︷ ︸
n→∞−−−−→0
+ δ · ||E − Epin||0,s,Ξ︸ ︷︷ ︸
beschränkt
gilt. Wir erhalten für beliebige δ ∈ R+
lim sup
n→∞
||E − Epin||20,t,Ξ ≤ δ , d. h. Epin n→∞−−−−→ E in L2,qt (Ξ) .

Zur Formulierung des Hauptresultates dieses Kapitels benötigen wir noch die
Deﬁnition 4.27
Wir deﬁnieren
P :=
{
ω ∈ C \ {0} : Max(Λ, ω, 0, 0) besitzt eine nichttriviale Lösung.}
und für ω ∈ C \ {0}
N(Max,Λ, ω) :=
{
(E,H) : (E,H) löst Max(Λ, ω, 0, 0) .
}
.
Bemerkung 4.28
Es gilt P ⊂ R \ {0} und für ω ∈ C \ R
N(Max,Λ, ω) = N(M− ω) = {(0, 0)} .
Wir sind am Hauptresultat dieses Kapitels angelangt, der Lösungstheorie:
Satz 4.29
Sei τ > 1 und Ω besitze die LMKE. Dann gelten:
(i) Für alle ω ∈ R \ {0} sind
N(Max,Λ, ω) = N(M− ω) ⊂
⋂
t∈R
( ◦
Rqt (Ω) ∩ ε−10Dqt (Ω)
)× (Dq+1t (Ω) ∩ µ−10 ◦Rq+1t (Ω))
endlichdimensional.
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(ii) P besitzt in R \ {0} keinen Häufungspunkt.
(iii) Für alle ω ∈ R \ {0} und zu jedem (F,G) ∈ L2,q
> 12
(Ω)×L2,q+1
> 12
(Ω) existiert genau dann eine Lösung (E,H)
von Max(Λ, ω, F,G) , wenn für alle (e, h) ∈ N(Max,Λ, ω)〈
(F,G), (e, h)
〉
Ω
= 0 (4.12)
gilt. Die Lösung kann so gewählt werden, daß für alle (e, h) ∈ N(Max,Λ, ω)〈
Λ(E,H), (e, h)
〉
Ω
= 0 (4.13)
erfüllt ist und sie ist dadurch eindeutig bestimmt.
(iv) Der Lösungsoperator aus (iii), welchen wir wie denjenigen in Satz 4.5 auf Lω taufen, bildet für alle s > 1/2
und t < −1/2 (
L2,qs (Ω)× L2,q+1s (Ω)
) ∩N(Max,Λ, ω)⊥
stetig nach ( ◦
Rqt (Ω)× Dq+1t (Ω)
) ∩N(Max,Λ, ω)⊥Λ
ab, d. h. zu jedem ω ∈ R \ {0} und allen s,−t > 1/2 existiert eine Konstante c = c(ω, t, s) > 0 , so daß
für alle
(F,G) ∈ (L2,qs (Ω)× L2,q+1s (Ω)) ∩N(Max,Λ, ω)⊥
die Abschätzung ∣∣∣∣Lω(F,G)∣∣∣∣Rqt (Ω)×Dq+1t (Ω) ≤ c · ∣∣∣∣(F,G)∣∣∣∣0,s,Ω
gilt.
Hier bezeichne ⊥Λ die Orthogonalität bzgl. des 〈Λ · , · 〉ΩSkalarproduktes.
Beweis:
Das polynomiale Abklingen der Eigenlösungen haben wir schon in Satz 4.22 gezeigt.
Wären (i) oder (ii) falsch, so existierten Folgen (ω`)`∈N ⊂ R \ {0} und
(
(E`,H`)
)
`∈N ⊂ N(M − ω`) , so daß
ω`
`→∞−−−→ ω ∈ R \ {0} und ((E`, H`))`∈N ein ΛONS wäre.
Im Fall (i) ist dies klar. Im Fall (ii) könnten wir o. B. d. A. ω` 6= ωk für ` 6= k wählen und mit Bemerkung
4.24 und dem polynomialen Abklingen der Eigenlösungen erhielten wir
i(ωk − ω`︸ ︷︷ ︸
6=0
)
〈
Λ(E`,H`), (Ek,Hk)
〉
Ω
=
〈
M(E`, H`), (Ek,Hk)
〉
Ω
+
〈
(E`,H`),M(Ek,Hk)
〉
Ω
= 0 .
Durch Normierung der Eigenlösungen bekämen wir ein ΛONS.
Als ONS konvergiert
(
(E`,H`)
)
`∈N schwach in L
2,q(Ω) × L2,q+1(Ω) gegen Null. Desweiteren ist ((E`,H`))`∈N
in ( ◦
Rq(Ω) ∩ ε−10Dq(Ω)
)× (Dq+1(Ω) ∩ µ−10 ◦Rq+1(Ω))
beschränkt. Die LMKE liefert dann die Konvergenz einer Teilfolge
(
(Epi`,Hpi`)
)
`∈N in L
2,q
loc(Ω) × L2,q+1loc (Ω) ,
und zwar gegen (0, 0) wegen der schwachen Konvergenz gegen (0, 0) . Für ein 1 ≤ s ∈ R \ I liefert Satz 4.11
gleichmäßig bzgl.
(
(E`,H`)
)
`∈N und (ω`)`∈N die Abschätzung
1 =
〈
Λ(Epi`, Hpi`), (Epi`, Hpi`)
〉
Ω
≤ c · ∣∣∣∣(Epi`, Hpi`)∣∣∣∣20,0,Ω
≤ c · ∣∣∣∣(Epi`,Hpi`)∣∣∣∣20,s−1,Ω ≤ c · ∣∣∣∣(Epi`,Hpi`)∣∣∣∣20,0,Ω∩U(0,δ) `→∞−−−→ 0 ,
ein Widerspruch.
zu (iii): Zunächst ist (4.12) notwendig, denn für (e, h) ∈ N(Max,Λ, ω) folgt mit dem polynomialen Abklingen
aus (i) und Bemerkung 4.24〈
(F,G), (e, h)
〉
Ω
=
〈
(M + iωΛ)(E,H), (e, h)
〉
Ω
= −〈(E,H), (M + iωΛ)(e, h)︸ ︷︷ ︸
=0
〉
Ω
= 0 .
Wenden wir uns nun dem Existenzbeweis mittels des Prinzips der Grenzabsorption zu. Seien dazu ω ∈ R \ {0}
und (F,G) ∈ L2,q
> 12
(Ω)× L2,q+1
> 12
(Ω) , so daß∧
(e,h)∈N(Max,Λ,ω)
〈
(F,G), (e, h)
〉
Ω
= 0
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gilt. Seien desweiteren (σ`)`∈N eine positive Nullfolge und
(
(F`, G`)
)
`∈N ⊂ L2,qs (Ω) × L2,q+1s (Ω) eine Folge mit
einem s > 1/2 und ∧
(e,h)∈N(Max,Λ,ω)
〈
(F`, G`), (e, h)
〉
Ω
= 0 ,
so daß (F`, G`) `→∞−−−→ (F,G) ∈ L2,qs (Ω)× L2,q+1s (Ω) . Dann deﬁnieren wir
ω` :=
√
ω2 + iσ`ω ∈ C+ \ R
mit ω2` = ω2 + iσ`ω und ω`
`→∞−−−→ ω sowie
(E`, H`) := Lω`(F`, G`) ∈
◦
Rq(Ω)× Dq+1(Ω) ,
die nach Satz 4.5 eindeutigen Lösungen zu Max(Λ, ω`, F`, G`) , d. h. es gilt
(M + iω`Λ)(E`,H`) = (F`, G`) . (4.14)
In Analogie zum Lemma 2.18 gelten auch die Zerlegungen
(
Wir bezeichnen hierbei ⊕ε als die orthogonale
Summe bzgl. des 〈ε · , · 〉ΩSkalarproduktes!
)
• L2,q(Ω) = rot
◦
Rq−1(Ω)⊕ε ε−10Dq(Ω) = ε rot
◦
Rq−1(Ω)⊕ε−1 0Dq(Ω) , (4.15)
• L2,q+1(Ω) = divDq+2(Ω)⊕µ µ−10
◦
Rq+1(Ω) = µ divDq+2(Ω)⊕µ−1 0
◦
Rq+1(Ω) . (4.16)
Daraus folgt
L2,q(Ω)× L2,q+1(Ω) =
(
rot
◦
Rq−1(Ω)× divDq+2(Ω)
)
⊕Λ Λ−1
(
0Dq(Ω)× 0
◦
Rq+1(Ω)
)
= Λ
(
rot
◦
Rq−1(Ω)× divDq+2(Ω)
)
⊕Λ−1
(
0Dq(Ω)× 0
◦
Rq+1(Ω)
)
.
Mit Hilfe dieser Zerlegungen spalten wir unsere Felder auf:
• (E`,H`) =: (E1` , H1` ) + (E2` ,H2` ) ∈
(
rot
◦
Rq−1(Ω)× divDq+2(Ω)
)
⊕Λ Λ−1
(
0Dq(Ω)× 0
◦
Rq+1(Ω)
)
(4.17)
• (F`, G`) =: (F 1` , G1`) + (F 2` , G2`) ∈ Λ
(
rot
◦
Rq−1(Ω)× divDq+2(Ω)
)
⊕Λ−1
(
0Dq(Ω)× 0
◦
Rq+1(Ω)
)
(4.18)
Da rot
◦
Rq−1(Ω)× divDq+2(Ω) ⊂ 0
◦
Rq(Ω)× 0Dq+1(Ω) , erhalten wir durch Einsetzen in (4.14)
M(E2` ,H
2
` ) + iω`Λ(E
1
` ,H
1
` ) + iω`Λ(E
2
` , H
2
` ) = (F
1
` , G
1
`) + (F
2
` , G
2
`) .
In dieser Gleichung gehören nun die unterstrichenen Summanden zu 0Dq(Ω)× 0
◦
Rq+1(Ω) und die restlichen zu
Λ
(
rot
◦
Rq−1(Ω)× divDq+2(Ω)
)
, so daß sich (4.14) in die beiden Gleichungen
iω`Λ(E1` ,H
1
` ) = (F
1
` , G
1
`) und (M + iω`Λ)(E2` ,H2` ) = (F 2` , G2`) (4.19)
aufteilt. Als Orthogonalprojektionen konvergieren die Formen (F k` , Gk` ) für k = 1, 2 und somit auch (E1` ,H1` )
in L2,q(Ω)× L2,q+1(Ω) . Wir machen die zusätzliche Annahme∧
t<− 12
∨
c>0
∧
`∈N
∣∣∣∣(E`,H`)∣∣∣∣0,t,Ω ≤ c (4.20)
und werden am Ende des Beweises die zu (4.20) gegenteilige Annahme zum Widerspruch führen.
Sei nun t′ ein solches tmit der Eigenschaft (4.20) . Dann ist auch
(
(E2` ,H
2
` )
)
`∈N in L
2,q
t′ (Ω)×L2,q+1t′ (Ω) und durch
(4.17) und (4.19) sogar in
( ◦
Rqt′(Ω) ∩ ε−10Dqt′(Ω)
)× (Dq+1t′ (Ω) ∩ µ−10 ◦Rq+1t′ (Ω)) beschränkt. Die LMKE liefert
für ein beliebiges t˜ < t′ eine Teilfolge
(
(E2pi`,H
2
pi`)
)
`∈N , die in L
2,q
t˜
(Ω) × L2,q+1
t˜
(Ω) konvergiert. Mittels (4.19)
konvergiert
(
(E2pi`,H
2
pi`)
)
`∈N dann auch in
◦
Rq
t˜
(Ω)×Dq+1
t˜
(Ω) und schließlich
(
(Epi`,Hpi`)
)
`∈N in
◦
Rq
t˜
(Ω)×Dq+1
t˜
(Ω)
gegen, sagen wir,
(E,H) ∈
◦
Rq
t˜
(Ω)× Dq+1
t˜
(Ω) .
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Dies erfüllt
(M + iωΛ)(E,H) = (F,G) .
Da die Eigenlösungen polynomial abklingen, erhalten wir für beliebige (e, h) ∈ N(Max,Λ, ω) und alle ` ∈ N mit
Hilfe der Bemerkung 4.24
0 =
〈
(Fpi`, Gpi`), (e, h)
〉
Ω
= −〈(Epi`, Hpi`), (M + iωpi`Λ)(e, h)〉Ω = i (ωpi` − ω)︸ ︷︷ ︸
6=0
〈
Λ(Epi`,Hpi`), (e, h)
〉
Ω
und daher
〈
Λ(Epi`,Hpi`), (e, h)
〉
Ω
= 0 . Da
〈 · ,Λ(e, h)〉
Ω
für alle (e, h) ∈ N(Max,Λ, ω) ein stetiges lineares
Funktional auf L2,q
t˜
(Ω)× L2,q+1
t˜
(Ω) ist (polynomiales Abklingen), liefert dies∧
(e,h)∈N(Max,Λ,ω)
〈
Λ(E,H), (e, h)
〉
Ω
= 0 . (4.21)
Seien jetzt t < −1/2 und s˜ ≤ s mit s˜ ∈ (1/2, 1) beliebig. Dann liefert Satz 4.9 Konstanten c, δ > 0 und ein
tˆ > −1/2 , so daß für alle hinreichend großen ` unabhängig von σpi` , (Fpi`, Gpi`) , (Epi`,Hpi`) oder ρ > 0 die
Abschätzung ∣∣∣∣(Epi`,Hpi`)∣∣∣∣
Rqt
(
Ω∩U(0,ρ)
)
×Dq+1t
(
Ω∩U(0,ρ)
) + ∣∣∣∣(r−1S + Id)(Epi`,Hpi`)∣∣∣∣0,tˆ,Ω∩U(0,ρ)
≤ c ·
(∣∣∣∣(Fpi`, Gpi`)∣∣∣∣0,s˜,Ω + ∣∣∣∣(Epi`, Hpi`)∣∣∣∣0,0,Ω∩U(0,δ)) ≤ c · (∣∣∣∣(Fpi`, Gpi`)∣∣∣∣0,s,Ω + ∣∣∣∣(Epi`,Hpi`)∣∣∣∣0,0,Ω∩U(0,δ))
gilt. Bilden wir den Limes `→∞ , erhalten wir unabhängig von ρ∣∣∣∣(E,H)∣∣∣∣
Rqt
(
Ω∩U(0,ρ)
)
×Dq+1t
(
Ω∩U(0,ρ)
) + ∣∣∣∣(r−1S + Id)(E,H)∣∣∣∣
0,tˆ,Ω∩U(0,ρ)
≤ c ·
(∣∣∣∣(F,G)∣∣∣∣
0,s,Ω
+
∣∣∣∣(E,H)∣∣∣∣
0,0,Ω∩U(0,δ)
) (4.22)
und mit dem Satz von der monotonen Konvergenz im Limes ρ→∞∣∣∣∣(E,H)∣∣∣∣
Rqt (Ω)×Dq+1t (Ω) +
∣∣∣∣(r−1S + Id)(E,H)∣∣∣∣
0,tˆ,Ω
≤ c ·
(∣∣∣∣(F,G)∣∣∣∣
0,s,Ω
+
∣∣∣∣(E,H)∣∣∣∣
0,0,Ω∩U(0,δ)
)
.
(4.23)
Hieraus folgen
(E,H) ∈
◦
Rq
<− 12
(Ω)× Dq+1
<− 12
(Ω)
und die Strahlungsbedingung
(r−1S + Id)(E,H) ∈ L2,q
>− 12
(Ω)× L2,q+1
>− 12
(Ω) .
Folglich löst (E,H) das Problem Max(Λ, ω, F,G) . Die Wahl (F`, G`) := (F,G) für alle ` ∈ N liefert die
Existenz einer Lösung zu Max(Λ, ω, F,G) . Durch (4.21) ist die Lösung eindeutig bestimmt und dies deﬁniert
einen Lösungsoperator
Lω :
(
L2,q
> 12
(Ω)× L2,q+1
> 12
(Ω)
) ∩N(Max,Λ, ω)⊥ −→ ( ◦Rq
<− 12
(Ω)× Dq+1
<− 12
(Ω)
) ∩N(Max,Λ, ω)⊥Λ
(F,G) 7−→ (E,H) Lösung zu Max(Λ, ω, F,G)
.
Es bleibt nur noch (4.20) zu zeigen. Dazu führen wir die gegenteilige Annahme∨
t<− 12
∧
c>0
∨
`∈N
∣∣∣∣(E`,H`)∣∣∣∣0,t,Ω > c
zu einem Widerspruch. Gilt dies, so gibt es ein t < −1/2 und eine Folge(
(E`,H`)
)
`∈N ⊂
◦
Rqt (Ω)× Dq+1t (Ω) mit
∣∣∣∣(E`,H`)∣∣∣∣0,t,Ω `→∞−−−→∞ .
Deﬁnieren wir
(E˜`, H˜`) :=
∣∣∣∣(E`,H`)∣∣∣∣−10,t,Ω · (E`,H`) und (F˜`, G˜`) := ∣∣∣∣(E`,H`)∣∣∣∣−10,t,Ω · (F`, G`) ,
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so folgt
∣∣∣∣(E˜`, H˜`)∣∣∣∣0,t,Ω = 1 für alle ` ∈ N und lim`→∞ ∣∣∣∣(F˜`, G˜`)∣∣∣∣0,s,Ω = 0 sowie
(M + iω`Λ)(E˜`, H˜`) = (F˜`, G˜`) .
Die obigen Argumente zeigen die Konvergenz einer Teilfolge
(
(E˜pi`, H˜pi`)
)
`∈N in L
2,q
t˜
(Ω)× L2,q+1
t˜
(Ω) mit einem
t˜ < t gegen ein (E˜, H˜) ∈ N(Max,Λ, ω)⊥Λ , welches Max(Λ, ω, 0, 0) löst. Damit ist (E˜, H˜) = (0, 0) und Satz 4.9
liefert von σpi` , (F˜pi`, G˜pi`) oder (E˜pi`, H˜pi`) unabhängige Konstanten c, δ > 0 , so daß
1 =
∣∣∣∣(E˜pi`, H˜pi`)∣∣∣∣0,t,Ω ≤ c · ( ∣∣∣∣(F˜pi`, G˜pi`)∣∣∣∣0,s,Ω︸ ︷︷ ︸
`→∞−−−→0
+
∣∣∣∣(E˜pi`, H˜pi`)∣∣∣∣0,0,Ω∩U(0,δ)︸ ︷︷ ︸
`→∞−−−→0
)
gilt, ein Widerspruch.
Damit haben wir die Gültigkeit des Prinzips der Grenzabsorption gezeigt.
zu (iv): Seien −t, s > 1/2 gewählt. Wir betrachten
Lω : Ds(Lω) −→ W (Lω) ⊂Wt(Lω) :=
( ◦
Rqt (Ω)× Dq+1t (Ω)
) ∩N(Max,Λ, ω)⊥Λ
(F,G) 7−→ (E,H) ,
wobei
Ds(Lω) :=
(
L2,qs (Ω)× L2,q+1s (Ω)
) ∩N(Max,Λ, ω)⊥
und (E,H) die aus (iii) eindeutige Lösung zu Max(Λ, ω, F,G) sei. Aufgrund des polynomialen Abklingens der
Eigenlösungen sind Ds(Lω) und Wt(Lω) HilbertRäume. Um die Stetigkeit von Lω nachzuweisen, genügt es
nach dem Satz vom abgeschlossenen Graphen, die Abgeschlossenheit von Lω zu zeigen. Seien dazu(
(F`, G`)
)
`∈N ⊂ Ds(Lω) und
(
(E`,H`)
)
`∈N ⊂W (Lω)
mit (E`,H`) := Lω(F`, G`) Folgen, so daß
(
(F`, G`)
)
`∈N in L
2,q
s (Ω) × L2,q+1s (Ω) gegen (F,G) ∈ Ds(Lω) und(
(E`,H`)
)
`∈N in
◦
Rqt (Ω)× Dq+1t (Ω) gegen (E,H) ∈Wt(Lω) konvergieren.
Wir müssen (E,H) = Lω(F,G) zeigen.
Zunächst gilt
(M + iωΛ)(E,H) = (F,G) .
Die Abschätzung (4.22) liefert für die Lösungen (E`,H`) von Max(Λ, ω, F`, G`) ein tˆ > −1/2 und für alle
t˜ < −1/2 Konstanten c, δ > 0 , die nicht von (E`,H`) oder (F`, G`) abhängen, so daß für alle ρ > 0∣∣∣∣(E`,H`)∣∣∣∣
Rq
t˜
(
Ω∩U(0,ρ)
)
×Dq+1
t˜
(
Ω∩U(0,ρ)
) + ∣∣∣∣(r−1S + Id)(E`,H`)∣∣∣∣0,tˆ,Ω∩U(0,ρ)
≤ c ·
(∣∣∣∣(F`, G`)∣∣∣∣0,s,Ω + ∣∣∣∣(E`,H`)∣∣∣∣0,0,Ω∩U(0,δ))
gilt. Die Grenzübergänge `→∞ und ρ→∞ (in dieser Reihenfolge!) ergeben
(E,H) ∈W<− 12 (Lω)
und die Strahlungsbedingung für (E,H) . Also ist (E,H) die eindeutige Lösung des Problems Max(Λ, ω, F,G)
mit (E,H) ∈ N(Max,Λ, ω)⊥Λ , d. h. (E,H) = Lω(F,G) . 
Bemerkung 4.30
Gilt supp Λˆ ∪ (RN \ Ω) b U(0, ρ) mit einem ρ > 0 , so folgt für alle ω ∈ R \ {0} und (E,H) ∈ N(Max,Λ, ω)
supp(E,H) ⊂ Ω ∩ U(0, ρ) .
In diesem Fall löst (E,H) nämlich in A(ρ) die HelmholtzGleichung
(∆ + ω2)(E,H) = (0, 0)
und muß somit nach der Rellichschen Abschätzung
(
siehe Leis,
[
[20], p. 59,
])
in A(ρ) verschwinden. Genügt
die MaxwellGleichung desweiteren dem Prinzip der eindeutigen Fortsetzbarkeit, so folgt
N(Max,Λ, ω) =
{
(0, 0)
}
.
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Bemerkung 4.31
Seien ω ∈ P 6= ∅ und dq(ω) := dimN(Max,Λ, ω) sowie
{
(e`, h`)
}dq(ω)
`=1
eine Basis von N(Max,Λ, ω) . Dann
können wir zu gegebenem γ ∈ Cdq(ω) eine Lösung (E,H) von Max(Λ, ω, F,G) aus Satz 4.29 (iii) auch so
wählen, daß 〈
Λ(E,H), (e`, h`)
〉
Ω
= γ` , ` = 1, . . . , dq(ω)
gilt. Auch hierdurch ist die Lösung eindeutig bestimmt.
Der Lösungsoperator Lω läßt sich noch wesentlich schärfer, als dies in Satz 4.29 (iv) geschehen ist, abschätzen.
Dies wollen wir im letzten Abschnitt dieses Kapitels festhalten.
4.9 Einige Abschätzungen des Lösungsoperators
Lemma 4.32
Seien τ > 1 , Ω mit LMKE , s,−t > 1/2 und K b C+ \ {0} . Dann gibt es Konstanten c, δ > 0 und ein
tˆ > −1/2 , so daß für alle ω ∈ K und (F,G) ∈ (L2,qs (Ω)× L2,q+1s (Ω)) ∩N(Max,Λ, ω)⊥ die Abschätzung∣∣∣∣Lω(F,G)∣∣∣∣Rqt (Ω)×Dq+1t (Ω) + ∣∣∣∣(r−1S + Id)Lω(F,G)∣∣∣∣0,tˆ,Ω ≤ c · (∣∣∣∣(F,G)∣∣∣∣0,s,Ω + ∣∣∣∣Lω(F,G)∣∣∣∣0,0,Ω∩U(0,δ))
gilt.
Beweis:
Wegen der Diﬀerentialgleichung genügt es
∣∣∣∣Lω(F,G)∣∣∣∣0,t,Ω und den Strahlungsterm abzuschätzen.
Da M selbstadjungiert ist, ist die operatorwertige Abbildung
L : C \ R −→ B(L2,q(Ω)× L2,q+1(Ω))
ω 7−→ Lω = i(M− ω)−1Λ−1
holomorph und insbesondere auf Kˆ b C \ R gleichmäßig stetig. Nach Satz 4.5 gilt gleichmäßig bzgl. ω ∈ Kˆ
||Lω|| ≤ c| Imω| .
Damit folgt gleichmäßig bzgl. ω ∈ Kˆ und (F,G) ∈ (L2,qs (Ω)× L2,q+1s (Ω)) die Abschätzung∣∣∣∣Lω(F,G)∣∣∣∣0,t,Ω + ∣∣∣∣(r−1S + Id)Lω(F,G)∣∣∣∣0,tˆ,Ω
≤ c · ∣∣∣∣Lω(F,G)∣∣∣∣0,0,Ω ≤ c| Imω| · ∣∣∣∣(F,G)∣∣∣∣0,0,Ω ≤ c| Imω| · ∣∣∣∣(F,G)∣∣∣∣0,s,Ω .
Nähern wir uns der reellen Achse, indem wir z. B. Frequenzen aus
K˜ :=
{
z ∈ C+ : z2 = λ2 + iσλ , λ ∈ J , 0 < σ < min
{
1, |λ| · pi/2}} , J b R \ {0}
betrachten, liefert Satz 4.9 Konstanten c, δ > 0 und ein tˆ > −1/2 , so daß gleichmäßig bzgl. ω ∈ K˜ und
(F,G) ∈ L2,qs (Ω)× L2,q+1s (Ω) die Abschätzung∣∣∣∣Lω(F,G)∣∣∣∣Rqt (Ω)×Dq+1t (Ω) + ∣∣∣∣(r−1S + Id)Lω(F,G)∣∣∣∣0,tˆ,Ω ≤ c · (∣∣∣∣(F,G)∣∣∣∣0,s,Ω + ∣∣∣∣Lω(F,G)∣∣∣∣0,0,Ω∩U(0,δ))
gilt. Diese Abschätzung gilt auch für die Grenzabsorptionslösung
(
siehe (4.23)
)
und somit gleichmäßig bzgl.
ω ∈ K˜ und (F,G) ∈ (L2,qs (Ω)× L2,q+1s (Ω)) ∩N(Max,Λ, ω)⊥ . 
Unter schärferen Voraussetzungen an die Daten ergibt sich
Korollar 4.33
Seien τ > 1 , Ω mit LMKE , s,−t > 1/2 und K b C+ \ {0} mit K ∩ P = ∅ . Dann gibt es Konstanten c > 0
und tˆ > −1/2 , so daß für alle ω ∈ K und (F,G) ∈ Dqs(Ω)×
◦
Rq+1s (Ω) die Abschätzung∣∣∣∣Lω(F,G)∣∣∣∣Rqt (Ω)×Dq+1t (Ω) + ∣∣∣∣(r−1S + Id)Lω(F,G)∣∣∣∣0,tˆ,Ω ≤ c · ∣∣∣∣(F,G)∣∣∣∣Dqs(Ω)×Rq+1s (Ω)
gilt. Insbesondere ist der Operator
Lω : Dqs(Ω)×
◦
Rq+1s (Ω) −→
◦
Rqt (Ω)× Dq+1t (Ω)
bzgl. ω ∈ K gleichgradig stetig.
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Beweis:
Wenn die Abschätzung falsch wäre, gäbe es zu s,−t > 1/2 und tˆ > −1/2 (aus Lemma 4.32) Folgen
• (ωn)n∈N ⊂ K ,
• ((Fn, Gn))n∈N ⊂ Dqs(Ω)× ◦Rq+1s (Ω) ,
• ((En,Hn))n∈N ⊂ ◦Rqt (Ω)× Dq+1t (Ω) , (En,Hn) := Lωn(Fn, Gn) ,
mit ∣∣∣∣(En,Hn)∣∣∣∣Rqt (Ω)×Dq+1t (Ω) + ∣∣∣∣(r−1S + Id)(En,Hn)∣∣∣∣0,tˆ,Ω = 1
und ∣∣∣∣(Fn, Gn)∣∣∣∣Dqs(Ω)×Rq+1s (Ω) n→∞−−−−→ 0 .
Nach Teilfolgenauswahl nehmen wir o. B. d. A. ωn → ω ∈ K an. Der Diﬀerentialgleichung entnehmen wir
durch Diﬀerentiation
iωn div εEn = divFn , iωn rotµHn = rotGn ,
so daß wir die Beschränktheit von (En,Hn) in
( ◦
Rqt (Ω) ∩ ε−1Dqt (Ω)
) × (Dq+1t (Ω) ∩ µ−1 ◦Rq+1t (Ω)) erhalten.
Die LMKE liefert eine Teilfolge, welche wir o. B. d. A. wieder mit (En, Hn) bezeichnen, die für alle t˜ < t in
L2,q
t˜
(Ω)× L2,q+1
t˜
(Ω) gegen ein
(E,H) ∈ ( ◦Rq
t˜
(Ω) ∩ ε−1Dq
t˜
(Ω)
)× (Dq+1
t˜
(Ω) ∩ µ−1
◦
Rq+1
t˜
(Ω)
)
konvergiert. Mit Lemma 4.32 gibt es zu beliebigem ˜˜t < −1/2 ein ˆˆt > −1/2 und c, δ > 0 , so daß gleichmäßig
bzgl. ωn , (Fn, Gn) und (En, Hn)∣∣∣∣(En,Hn)∣∣∣∣Rq˜˜t (Ω)×Dq+1˜˜t (Ω) + ∣∣∣∣(r−1S + Id)(En,Hn)∣∣∣∣0,ˆˆt,Ω ≤ c ·
( ∣∣∣∣(Fn, Gn)∣∣∣∣0,s,Ω︸ ︷︷ ︸
n→∞−−−−→0
+
∣∣∣∣(En,Hn)∣∣∣∣0,0,Ω∩U(0,δ)︸ ︷︷ ︸
beschränkt
)
gilt. Damit erfüllt (E,H) die Strahlungsbedingung und es gelten (E,H) ∈
◦
Rq
<− 12
(Ω)× Dq+1
<− 12
(Ω) sowie
(M + iωΛ)(E,H) n→∞←−−−− (M + iωnΛ)(En,Hn) = (Fn, Gn) n→∞−−−−→ (0, 0) ,
d. h. (E,H) ∈ N(Max,Λ, ω) = {(0, 0)} . Schließlich liefert wiederum Lemma 4.32 c, δ > 0 , so daß wir
gleichmäßig bzgl. ωn , (Fn, Gn) und (En,Hn)
1 =
∣∣∣∣(En,Hn)∣∣∣∣Rqt (Ω)×Dq+1t (Ω) + ∣∣∣∣(r−1S + Id)(En,Hn)∣∣∣∣0,tˆ,Ω
≤ c ·
( ∣∣∣∣(Fn, Gn)∣∣∣∣0,s,Ω︸ ︷︷ ︸
n→∞−−−−→0
+
∣∣∣∣(En,Hn)∣∣∣∣0,0,Ω∩U(0,δ)︸ ︷︷ ︸
n→∞−−−−→0
)
n→∞−−−−→ 0
erhalten, ein Widerspruch. 
Als letztes Resultat dieses Kapitels wollen wir noch zeigen, daß sich die Resolvente sogar in der Operatornorm
stetig auf die reelle Achse fortsetzen läßt.
Satz 4.34
Seien τ > 1 , Ω mit LMKE , s,−t > 1/2 und K b C+ \ {0} mit K ∩ P = ∅ . Dann ist die Abbildung
L : K −→ B(Dqs(Ω)× ◦Rq+1s (Ω), ◦Rqt (Ω)× Dq+1t (Ω))
ω 7−→ Lω
gleichmäßig stetig.
Beweis:
Wir deﬁnieren
Bs,t := B
(
Dqs(Ω)×
◦
Rq+1s (Ω),
◦
Rqt (Ω)× Dq+1t (Ω)
)
.
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Für ω, λ ∈ C \ R und (F,G) ∈ L2,q(Ω)× L2,q+1(Ω) liefert die Resolventenformel
(M− ω)−1 − (M− λ)−1 = (ω − λ)(M− ω)−1(M− λ)−1
mit Lω = i(M− ω)−1Λ−1
(
siehe (4.2)
)
• Lω(F,G)− Lλ(F,G) = i(ω − λ)(M− ω)−1(M− λ)−1Λ−1(F,G) ,
• M(Lω(F,G)− Lλ(F,G)) = − i(ω − λ)ΛLω(F,G)− iλΛ(Lω(F,G)− Lλ(F,G))
= (ω − λ)Λ(M− ω)−1(1 + λ(M− λ)−1)Λ−1(F,G)
und daher gleichmäßig bzgl. ω, λ ∈ Kˆ b C \ R (ω → (M− ω)−1 ist auf Kˆ beschränkt!)
||Lω − Lλ||Bs,t ≤ ||Lω − Lλ||B0,0 ≤ c · |ω − λ| .
Also ist L auf Kˆ sogar Lipschitzstetig.
Nun müssen wir noch den Grenzübergang nach R\{0} untersuchen. Sei also (ωn)n∈N ⊂ K mit ωn → ω ∈ R\{0} .
Dann müssen wir Lωn n→∞−−−−→ Lω in Bs,t zeigen, d. h.∧
δ>0
∨
m
∧
n≥m
||Lωn − Lω||Bs,t ≤ δ .
Nehmen wir das Gegenteil an, so gibt es ein δ > 0 und Folgen
(ωm)m∈N ⊂ K ,
(
(Fm, Gm)
)
m∈N ⊂ Dqs(Ω)×
◦
Rq+1s (Ω)
mit ωm → ω und ∣∣∣∣(Fm, Gm)∣∣∣∣Dqs(Ω)×Rq+1s (Ω) = 1
sowie ∣∣∣∣(Lωm − Lω)(Fm, Gm)∣∣∣∣Rqt (Ω)×Dq+1t (Ω) > δ . (4.24)
Nach Korollar 4.33 existieren zu jedem t˜ < −1/2 eine Konstante c > 0 und ein tˆ > −1/2 , so daß gleichmäßig
bzgl. λ ∈ {ω, ωm} und (Fm, Gm) die Abschätzung∣∣∣∣Lλ(Fm, Gm)∣∣∣∣Rq
t˜
(Ω)×Dq+1
t˜
(Ω)
+
∣∣∣∣(r−1S + Id)Lλ(Fm, Gm)∣∣∣∣0,tˆ,Ω
≤ c · ∣∣∣∣(Fm, Gm)∣∣∣∣Dqs(Ω)×Rq+1s (Ω) = c (4.25)
erfüllt ist. Damit sind
(em, hm) := Lωm(Fm, Gm) , Lω(Fm, Gm)
und
(Em,Hm) := (Lωm − Lω)(Fm, Gm) = (em, hm)− Lω(Fm, Gm)
in
◦
Rq
t˜
(Ω)× Dq+1
t˜
(Ω) beschränkt. Mit Gm ∈
◦
Rq+1s (Ω) folgt µHm ∈
◦
Rq+1
<− 12
(Ω) und wegen
(M + iωΛ)(Em,Hm) = i(ω − ωm)ΛLωm(Fm, Gm) = i(ω − ωm)Λ(em, hm)
erhalten wir
• iω div εEm = i(ω − ωm) div εem = ω − ωm
ωm
divFm
m→∞−−−−→ 0 in L2,q−1s (Ω) ,
• iω rotµHm = i(ω − ωm) rotµhm = ω − ωm
ωm
rotGm
m→∞−−−−→ 0 in L2,q+2s (Ω) ,
• (M + iωΛ)(Em,Hm) m→∞−−−−→ (0, 0) in L2,qt˜ (Ω)× L
2,q+1
t˜
(Ω) .
Somit ist
(
(Em,Hm)
)
m∈N in
( ◦
Rq
t˜
(Ω)∩ ε−1Dq
t˜
(Ω)
)× (µ−1 ◦Rq+1
t˜
(Ω)∩Dq+1
t˜
(Ω)
)
beschränkt und wir können mit
Hilfe der LMKE eine für alle t′ < t˜ in L2,qt′ (Ω)× L2,q+1t′ (Ω) konvergente Teilfolge (Epim,Hpim) mit
(Epim,Hpim)
m→∞−−−−→: (E,H) ∈ L2,qt′ (Ω)× L2,q+1t′ (Ω)
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auswählen. Ferner folgt
(E,H) ∈ ( ◦Rqt′(Ω) ∩ ε−10Dqt′(Ω))× (µ−10 ◦Rq+1t′ (Ω) ∩ Dq+1t′ (Ω))
und
(M + iωΛ)(E,H) = (0, 0) .
Desweiteren erfüllt (E,H) mit (4.25) die Strahlungsbedingung und es gilt
(E,H) ∈ ( ◦Rq
<− 12
(Ω) ∩ ε−10Dq<− 12 (Ω)
)× (µ−10 ◦Rq+1<− 12 (Ω) ∩ Dq+1<− 12 (Ω)) .
Also folgt (E,H) ∈ N(Max,Λ, ω) = {(0, 0)} . Schließlich bekommen wir
(Epim,Hpim)
m→∞−−−−→ (0, 0) in
◦
Rqt′(Ω)× Dq+1t′ (Ω) . (4.26)
Da t˜ < −1/2 beliebig war, ist auch t′ < −1/2 beliebig nahe bei −1/2 , so daß wir t′ ≥ t annehmen dürfen. Dann
steht aber die Aussage (4.26) im Widerspruch zu (4.24) . 
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5 Der Ganzraumfall
Wir tragen in diesem Kapitel Ergebnisse zusammen, die sich speziell nur auf den isotropen und homogenen
Ganzraumfall, d. h.
Ω := RN und Λ := Id ,
beziehen. In diesem Fall bezeichnen wir den zeitharmonischen Lösungsoperator mit
Lω statt Lω .
Wir können dann mit Grundlösungen und Darstellungsformeln hantieren und durch Trennung der Variablen
die Lösungen bestimmter Diﬀerentialgleichungen auf Systeme gewöhnlicher Diﬀerentialgleichungen zurückfüh-
ren, welche dann sogar explizit gelöst werden können.
Insbesondere werden wir zur Herleitung einer Darstellungsformel zur MaxwellGleichung die Grundlösung zur
skalaren HelmholtzGleichung verwenden, weswegen wir zunächst einige Eigenschaften dieser herleiten.
Sofern wir keine weiteren Einschränkungen angeben sei in diesem Kapitel stets q ∈ {0, . . . , N} .
5.1 Die Grundlösung zur HelmholtzGleichung
Die Grundlösung zum skalaren HelmholtzOperator
∆+ ω2 , ω ∈ C+ \ {0} ,
im RN ist
Φω,ν(x) = ϕω,ν
(|x|) mit ϕω,ν(t) = cNωνt−νH1ν (ωt) , ν := N − 22 ,
wobei die Konstante cN nur von der Raumdimension abhängt und H1ν (z) die erste HankelFunktion bezeichne,
welche eine Lösung der Besselschen Diﬀerentialgleichung
z2 u′′ + z u′ + (z2 − ν2)u = 0
darstellt. Die HankelFunktion erfüllt
(
siehe z. B. bei Magnus, Oberhettinger und Soni,
[
[21], p. 67
])
d
dzH
1
ν (z) =
ν
z
·H1ν (z)−H1ν+1(z) (5.1)
und für ungerade Dimensionen N ist
(
siehe z. B.
[
[21], p. 72
])
H1ν (z) = z
− 12 · exp(i z)
ν−1/2∑
`=0
cν` z
−` , cν` ∈ C . (5.2)
Von nun an und bis zum Ende dieses Kapitels betrachten wir nur noch ungerade Raumdimensionen N .
Zunächst gelten durch Umsummierung und mit (5.1)
• ϕω,ν(t) = cN t2−N exp(iωt)
ν−1/2∑
`=0
cνν− 12−`(ωt)
` , (5.3)
• ϕ′ω,ν(t) = −cN t1−N exp(iωt)
ν+1/2∑
`=0
cν+1
ν+ 12−`
(ωt)` . (5.4)
Wir wollen nun ϕω,ν(t) und ϕ′ω,ν(t) abschätzen und um ω = 0 in eine TaylorReihe entwickeln. Wegen Imω ≥ 0
brauchen wir dazu nur die Funktion z → exp(i z) in der oberen Halbebene zu betrachten, wo sie mitsamt allen
Ableitungen beschränkt ist. Wir erhalten daher
Lemma 5.1 Seien ν := (N − 2)/2 und K b C+ . Dann existiert eine Konstante c > 0 , die nur von N und K
abhängt, so daß für alle ω ∈ K und alle t ∈ R+ sowie x ∈ RN die folgenden Abschätzungen gelten:
(i)
∣∣ϕω,ν(t)∣∣ ≤ c · (t2−N + t 1−N2 ) , ∣∣Φω,ν(x)∣∣ ≤ c · (|x|2−N + |x| 1−N2 )
(ii)
∣∣ϕ′ω,ν(t)∣∣ ≤ c · (t1−N + t 1−N2 ) , ∣∣∇Φω,ν(x)∣∣ ≤ c · (|x|1−N + |x| 1−N2 )
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und
Lemma 5.2
Seien J ∈ N0 und ν := (N − 2)/2 . Dann existieren Konstanten cj , c′j ∈ C und Funktionen RestJ , R˜estJ , so
daß für t ∈ R+ und ω ∈ C+ die Entwicklungen
(i) ϕω,ν(t) = t2−N
J∑
j=0
cj(ωt)j +RestJ(ωt) · t3−N+J · ωJ+1 ,
(ii) ϕ′ω,ν(t) = t1−N
J∑
j=0
c′j(ωt)
j + R˜estJ(ωt) · t2−N+J · ωJ+1
gelten. Hierbei sind die Funktionen RestJ (z) und R˜estJ(z) gleichmäßig bzgl. z ∈ C+ beschränkt und die
Schranken hängen nur von N und J ab.
5.2 Eine Darstellungsformel der Ganzraumlösung
Wir wollen in diesem Abschnitt aus der Darstellungsformel zum skalaren HelmholtzOperator eine entsprechende
Formel für den MaxwellOperator ﬁnden. Wegen Bemerkung 4.30 gilt
N(Max, Id, ω) =
{
(0, 0)
}
.
Damit ist Lω auf ganz L2,q> 12 ×L
2,q+1
> 12
deﬁniert und wir können uns zu ω ∈ C+ \ {0} und (F,G) ∈ C∞,q0 ×C∞,q+10
die Lösung
(E,H) := Lω(F,G)
anschauen. Satz 3.6 liefert
(E,H) ∈ (H2,q
<− 12
∩ C∞,q)× (H2,q+1
<− 12
∩ C∞,q+1) .
Nach Lemma 4.13 (iii) impliziert
(M + iω)(E,H) = (F,G)
die Gleichung
(∆ + ω2)(E,H) =
(
M − iω − i
ω

)
(F,G) =: (f, g) ∈ C∞,q0 × C∞,q+10 . (5.5)
Für die eindeutige Strahlungslösung (e, h) des Problems
• (∆ + ω2)(e, h) = (f, g) ,
• (e, h) ∈ H2,q
<− 12
×H2,q+1
<− 12
,
• exp(− iωr) · (e, h) ∈ H1,q
>− 32
×H1,q+1
>− 32
folgt dann (E,H) = (e, h) . Für nichtreelle Frequenzen ω ∈ C+ \ R ist dies trivial, denn Satz 3.6 liefert
(E,H) ∈ H2,q ×H2,q+1 . Daher gilt dies auch für reelle Frequenzen ω ∈ R \ {0} , weil man die Lösungen beider
Strahlungsprobleme mit Hilfe der Grenzabsorption erhält.
Die Darstellungsformel zum skalaren HelmholtzOperator, welche wir z. B. bei Leis in
[
[20], page 78/79,
Remark 4.28
]
ﬁnden, liefert dann für ω ∈ C+ \ {0} mit E =
∑
I∈I(q,N)
EI dxI und H =
∑
J∈I(q+1,N)
HJ dxJ
• EI = fI ? Φω,ν , I ∈ I(q,N) ,
• HJ = gJ ? Φω,ν , J ∈ I(q + 1, N) .
Hierbei wollen wir die Faltung im RN mit ? bezeichnen, d. h. es gilt mit dem Operator ϑxf(y) := f(x− y)
• EI(x) =
〈
fI , ϑxΦω,ν
〉
RN , I ∈ I(q,N) ,
• HJ(x) =
〈
gJ , ϑxΦω,ν
〉
RN , J ∈ I(q + 1, N) .
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Für geeignete qFormen e =
∑
I∈I(q,N)
eI dxI und h =
∑
I∈I(q,N)
hI dxI deﬁnieren wir die Faltung
e ? h(x) :=
〈
e, ϑxh
〉
RN mit ϑxh(y) :=
∑
I∈I(q,N)
ϑxhI(y) dyI .
Dann gilt
e ? h =
∑
I∈I(q,N)
eI ? hI
und desweiteren für geeignete Formen die partielle Integration
rot e ? h(x) = 〈rot e, ϑxh 〉RN = −〈e, div ϑxh 〉RN = 〈e, ϑx div h 〉RN = e ? div h(x) . (5.6)
Deﬁnieren wir die speziellen Formen
ΦIω,ν := Φω,ν · dxI ,
so können wir unsere Form (E,H) durch
E =
∑
I∈I(q,N)
f ? ΦIω,ν · dxI und H =
∑
J∈I(q+1,N)
g ? ΦJω,ν · dxJ
darstellen. Transformieren wir wieder auf (F,G) , erhalten wir mit (5.5)
• E =
∑
I∈I(q,N)
(
divG− iωF − i
ω
rot divF
)
? ΦIω,ν · dxI , (5.7)
• H =
∑
J∈I(q+1,N)
(
rotF − iωG− i
ω
div rotG
)
? ΦJω,ν · dxJ . (5.8)
Nun möchten wir mit (5.6) partiell integrieren. Schauen wir uns z. B. den Term
(divG) ? ΦIω,ν
an.
Da (F,G) kompakten Träger besitzt, spielt die Integrierbarkeit von Φω,ν bei Unendlich zunächst keine Rolle.
Bei Null gilt nach Lemma 5.1∣∣Φω,ν(y)∣∣ ≤ c · |y|2−N und ∣∣∇Φω,ν(y)∣∣ ≤ c · |y|1−N ,
d. h. Φω,ν , ∇Φω,ν ∈ L1
(
U(0, 1)
)
. Mit der Abschneidefunktion
ψn(y) := η
(
n · |x− y|) ,
die ∣∣∇ψn(y)∣∣ = ∣∣∣η′(n · |x− y|) · n · x− y|x− y| ∣∣∣ ≤ c · n ≤ c · |x− y|−1
erfüllt und somit
ψn · ϑxΦω,ν , ∇ψn · ϑxΦω,ν , ψn · ∇(ϑxΦω,ν) ∈ L1
(
U(x, 1)
)
liefert, deﬁnieren wir
Gn := ψn ·G .
Dann folgt mit (5.6) aus
(divGn) ? ΦIω,ν(x) = Gn ? rotΦ
I
ω,ν(x)
durch Grenzübergang n→∞ und nach dem Satz von Lebesgue
(divG) ? ΦIω,ν(x) = G ? rotΦ
I
ω,ν(x) .
Benutzen wir diese partielle Integrationsregel in (5.7) und (5.8), erhalten wir die Darstellungen
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• E =
∑
I∈I(q,N)
(
G ? (rotΦIω,ν)− iωF ? ΦIω,ν −
i
ω
(divF ) ? (div ΦIω,ν)
)
· dxI , (5.9)
• H =
∑
J∈I(q+1,N)
(
F ? (div ΦJω,ν)− iωG ? ΦJω,ν −
i
ω
(rotG) ? (rotΦJω,ν)
)
· dxJ . (5.10)
Deﬁnieren wir zur Verschönerung der Notation konstante q bzw. (q + 1)Formen durch
A :=
∑
I∈I(q,N)
AI dxI , B :=
∑
J∈I(q+1,N)
BJ dxJ für AI , BJ ∈ C ,
so können wir mit
Aω,ν := Φω,ν ·A und Bω,ν := Φω,ν ·B
die Formeln (5.9) und (5.10) eleganter schreiben und zusammenfassen, denn es gilt dann〈
(E,H), (A,B)
〉
q,q+1
= 〈E,A〉q + 〈H,B〉q+1
=
∑
I∈I(q,N)
(
G ? (rotΦIω,ν) ·AI − iωF ? ΦIω,ν ·AI −
i
ω
(divF ) ? (div ΦIω,ν) ·AI
)
(5.11)
+
∑
J∈I(q+1,N)
(
F ? (div ΦJω,ν) ·BJ − iωG ? ΦJω,ν ·BJ −
i
ω
(rotG) ? (rotΦJω,ν) ·BJ
)
.
Wegen
Aω,ν =
∑
I∈I(q,N)
Φω,ν ·AI dxI =
∑
I∈I(q,N)
AI · ΦIω,ν und damit rotAω,ν =
∑
I∈I(q,N)
AI · rotΦIω,ν
erhalten wir aus (5.11) die Darstellung〈
(E,H), (A,B)
〉
q,q+1
= G ? (rotAω,ν) + F ? (divBω,ν)− iω
(
F ? Aω,ν +G ? Bω,ν
)
(5.12)
− i
ω
(
(divF ) ? (divAω,ν) + (rotG) ? (rotBω,ν)
)
.
Deﬁnieren wir auf kanonische Weise für geeignete FormenPaare die Faltung
(u,U) ? (v, V )(x) = u ? v(x) + U ? V (x) ,
so liefert dies schließlich die kompakte Darstellungsformel〈
(E,H)(x), (A,B)
〉
q,q+1
= (F,G) ?
(
M − iω)(Aω,ν , Bω,ν)(x)− i
ω
(divF, rotG) ? (divAω,ν , rotBω,ν)(x) , x ∈ RN .
(5.13)
Um auch Daten (F,G) ohne kompakten Träger darstellen zu können, benötigen wir das
Lemma 5.3
Seien 3 ≤ N ∈ N und b ∈ L∞(RN × RN ,C) . Dann liefert der Integralkern |x − y|p · b(x, y) einen stetigen
linearen Operator von L2s nach L2t , falls nur eine der folgenden beiden Bedingungen erfüllt ist:
(i) p = s− t−N und −N/2 < t < s < N/2
(ii) p > −N/2 und s,−t > max{N/2, N/2 + p}
Beweis:
(i) wird von McOwen in
[
[22], Lemma 1
]
und (ii) von Weck und Witsch in
[
[53], Lemma 13
]
bewiesen. 
Wir bekommen den
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Satz 5.4
Seien 0 6= ω ∈ K b C+ und s ∈ (1/2, N/2) sowie t := s− (N + 1)/2 . Dann gilt für alle
(F,G) ∈ Dqs × Rq+1s
und alle konstanten Formen (A,B) ∈ Aq ×Aq+1 im Sinne von L2t die Darstellungsformel〈
Lω(F,G), (A,B)
〉
q,q+1
= (F,G) ?
(
M − iω)(Aω,ν , Bω,ν)− i
ω
(divF, rotG) ? (divAω,ν , rotBω,ν) .
Desweiteren existiert eine Konstante c > 0 , so daß für alle 0 6= ω ∈ K und alle (F,G) ∈ Dqs × Rq+1s die
Abschätzung ∣∣∣∣Lω(F,G)∣∣∣∣Rqt×Dq+1t ≤ c · (∣∣∣∣(F,G)∣∣∣∣0,s,RN + 1|ω| · ∣∣∣∣(divF, rotG)∣∣∣∣0,s,RN)
gilt.
Beweis:
Wählen wir zu s ∈ (1/2, N/2) und (F,G) ∈ Dqs × Rq+1s mit Lemma 3.1 eine Folge(
(Fn, Gn)
)
n∈N ⊂ C
∞,q
0 × C∞,q+10 mit (Fn, Gn) n→∞−−−−→ (F,G) in Dqs × Rq+1s ,
so liefert zunächst Satz 4.29 (iv) für t = s− (N + 1)/2 < −1/2 die Konvergenz von
(En,Hn) := Lω(Fn, Gn)
in Rqt × Dq+1t gegen
(E,H) := Lω(F,G) ∈ Rqt × Dq+1t .
Desweiteren können wir mit der Darstellungsformel (5.13) für beliebige konstante q bzw. (q + 1)Formen A
bzw. B die Form (En,Hn) ausdrücken:〈
(En,Hn), (A,B)
〉
q,q+1
= (Fn, Gn) ?
(
M − iω)(Aω,ν , Bω,ν)− i
ω
(divFn, rotGn) ? (divAω,ν , rotBω,ν)
(5.14)
An z. B. (5.11) sehen wir, daß die auftretenden Faltungskerne im wesentlichen aus
ϕω,ν ◦ r und ϕ′ω,ν ◦ r
bestehen und sich diese mit Lemma 5.1 wie folgt abschätzen lassen:∣∣ϕω,ν(r)∣∣ , ∣∣ϕ′ω,ν(r)∣∣ ≤ c · (r2−N + r1−N + r 1−N2 ) ≤ c · (r1−N + r 1−N2 )
Für s ∈ (1/2, N/2) sind t = s− (N + 1)/2 ∈ (−N/2,−1/2) und −N/2 < t < s < N/2 sowie
p :=
1−N
2
= s− t−N
und nach Lemma 5.3 (i) sind Integraloperatoren mit Kernen der Gestalt
|x− y|p · b(x, y) (5.15)
stetig als Operatoren von L2s nach L2t . Für t˜ := s− 1 gelten −N/2 < t˜ < s < N/2 und p := 1−N = s− t˜−N .
Wiederum sind nach Lemma 5.3 (i) Integraloperatoren mit Kernen der Gestalt (5.15) stetig als Operatoren
von L2s nach L2t˜ . Wegen t˜ = s − 1 > −1/2 > t und der Monotonie der gewichteten Normen liefern folglich
alle auftretenden Kerne stetige Integraloperatoren von L2s nach L2t . Also konvergiert auch die rechte Seite von
(5.14) in L2t , und wir erhalten die behauptete Darstellungsformel.
Wegen der Diﬀerentialgleichung genügt es,
∣∣∣∣Lω(F,G)∣∣∣∣0,t,RN abzuschätzen. Nach Lemma 5.1 sind die relevanten
Faltungsoperatoren sogar gleichmäßig bzgl. 0 6= ω ∈ K beschränkt, so daß die Darstellungsformel die gewünschte
Abschätzung ∣∣∣∣Lω(F,G)∣∣∣∣0,t,RN ≤ c · (∣∣∣∣(F,G)∣∣∣∣0,s,RN + 1|ω| · ∣∣∣∣(divF, rotG)∣∣∣∣0,s,RN)
liefert. 
Bemerkung 5.5
Da sich die zweiten Ableitungen von ϕω,ν bei Null nur noch wie r−N verhalten, können wir mit dieser Methode
in der Darstellungsformel nicht alle Ableitungen von (F,G) entfernen, denn dann wäre Lemma 5.3 nicht mehr
anwendbar.
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5.3 Niederfrequenzasymptotik im Ganzraum
Wir wollen nun mit Hilfe der Darstellungsformel und der TaylorEntwicklung der Grundlösung die Niederfre-
quenzasymptotik explizit angeben.
Setzen wir die TaylorEntwicklungen aus Lemma 5.2 in die Darstellungsformel des Satzes 5.4 ein, erhalten wir
nach Umsortierung und komponentenweiser Auswertung
Lω(F,G) =
J∑
j=0
(− iω)j ·
(
Φj(F,G) +
i
ω
Ψj(divF, rotG)
)
+ ωJ+1 ·
(
Restω,J(F,G) +
1
ω
R˜estω,J (divF, rotG)
)
.
(5.16)
Hierbei sind Φj und Ψj bzw. Restω,J und R˜estω,J Faltungsoperatoren mit Integralkernen der Gestalt
bj(x, y) · |x− y|1−N+j , j = 0, . . . , J bzw. bRest(x, y, ω) · |x− y|2−N+J . (5.17)
Die Kernteile bj(x, y) sind beschränkt und unabhängig von ω . Desweiteren sind nach Lemma 5.2 die Kernteile
bRest(x, y, ω) gleichmäßig bzgl. x, y ∈ RN und ω ∈ C+ beschränkt.
Damit kommen wir zu folgender Asymptotik:
Lemma 5.6
Seien J ∈ N0 und s > J +1/2 sowie t < min
{
s,N/2
}−J −2 . Dann gibt es zu j = 0, . . . , J beschränkte lineare
Operatoren Φj und Ψj mit
Φj ∈ B
(
L2,qs × L2,q+1s ,L2,qt × L2,q+1t
)
und Ψj ∈ B
(
L2,q−1s × L2,q+2s ,L2,qt × L2,q+1t
)
und eine Konstante c > 0 , so daß für alle ω ∈ C+ \ {0} und alle (F,G) ∈ Dqs × Rq+1s die Abschätzung∣∣∣∣∣∣Lω(F,G)− J∑
j=0
(− iω)j · (Φj(F,G) + i
ω
Ψj(divF, rotG)
)∣∣∣∣∣∣
0,t,RN
≤ c · |ω|J+1 ·
(∣∣∣∣(F,G)∣∣∣∣
0,s,RN +
1
|ω| ·
∣∣∣∣(divF, rotG)∣∣∣∣
0,s,RN
)
gilt.
Beweis:
Die in (5.16) und (5.17) auftretenden Faltungskernteile bj bzw. bRest hängen entweder gar nicht von ω ab oder
sind gleichmäßig bzgl. ω ∈ C+ \ {0} beschränkt. Damit müssen wir nur noch zeigen, daß Integralkerne der
Gestalt
|x− y|1−N+j , j = 0, . . . , J + 1 ,
stetige lineare Operatoren von L2s nach L2t erzeugen.
Halten wir s und t fest und verkleinern J , so bleiben die Voraussetzungen erfüllt und wir brauchen weniger zu
zeigen. Daher genügt es, den Fall j = J + 1 , also den Kern
|x− y|2−N+J ,
zu betrachten
(
Das ergibt sich auch daraus, daß alle Kerne zu L1loc gehören und für |x− y| > 1 mit j wachsen.
)
.
Wir unterscheiden zwei Fälle:
1. Fall, J ≤ N − 3 : Hier wollen wir s und t durch
−N/2 < t˜ < s˜ < N/2
ersetzen, so daß
s˜− t˜ = J + 2 und t ≤ t˜ < s˜ ≤ s
gelten. Dann folgt mit Lemma 5.3 (i) die Stetigkeit der betreﬀenden Faltungsoperatoren von L2s˜ nach L2t˜ und
damit wegen der Monotonie der gewichteten Normen die Stetigkeit von L2s nach L2t .
Für s < N/2 wählen wir s˜ := s und beachten t˜ := s− J − 2 > t sowie t˜ > J + 1/2− J − 2 = −3/2 ≥ −N/2 .
Gilt s ≥ N/2 und t > −N/2 , so setzen wir t˜ := t und beachten s˜ := t+ J + 2 < N/2 .
Bleibt noch der Fall s ≥ N/2 und t ≤ −N/2 zu betrachten. Hier wählen wir t˜, s˜ ∈ (−N/2, N/2) beliebig mit
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s˜− t˜ = J + 2 ; dies ist möglich, da J + 2 ≤ N − 1 < N .
2. Fall, J ≥ N − 2 : Hier gelten
p := J + 2−N ≥ 0 > −N/2
und
p+N/2 = J + 2−N/2
{
≤ J + 1/2 < s
< −t ,
so daß die behauptete Stetigkeit aus Lemma 5.3 (ii) folgt. 
Korollar 5.7
Seien J ∈ N0 , s > J + 1/2 und t < min
{
s,N/2
} − J − 2 sowie Φj , Ψj , j = 0, . . . , J , die Operatoren aus
Lemma 5.6. Dann gibt es eine Konstante c > 0 , so daß für alle ω ∈ C+ \ {0} und alle (F,G) ∈ L2,qs × L2,q+1s
mit der Zerlegung aus Lemma 2.12 ,
(F,G) = (FD, GR) + (FR, GD) + (FS, GS) ∈ (0Dqs × 0Rq+1s )u (0Rqs × 0Dq+1s )u (Sqs, Sq+1s ) ,
die Abschätzung
∣∣∣∣∣∣Lω(F,G)− J∑
j=0
(− iω)j · Φj(F,G)
+
J∑
j=0
(− iω)j · Φj(FR, GD) + i
ω
· (FR, GD)− i
ω
J∑
j=0
(− iω)j ·Ψj(divFS, rotGS)
∣∣∣∣∣∣
0,t,RN
≤ c · |ω|J+1 ·
(∣∣∣∣(F,G)∣∣∣∣
0,s,RN +
1
|ω| ·
∣∣∣∣(divFS, rotGS)∣∣∣∣0,s,RN)
gilt.
Beweis:
Zunächst ist Lω auf ganz L2,qs × L2,q+1s wohldeﬁniert. Desweiteren können wir Lemma 5.6 auf (FD, GR) und
(FS, GS) anwenden. Wegen (FR, GD) ∈ (0Rqs × 0Dq+1s ) folgt
(M + iω)(FR, GD) = iω(FR, GD)
und mit s > J + 1/2 > −1/2 erfüllt (FR, GD) auch die Strahlungsbedingung, so daß wir
Lω(FR, GD) = − i
ω
(FR, GD)
erhalten. Setzen wir diese drei Asymptotiken zusammen, liefert die Stetigkeit der Projektoren aus Lemma 2.12
die Behauptung. 
5.4 Türme spezieller statischer Lösungen
Wir wollen nun mit Hilfe des sphärischen Kalküls für k, σ ∈ N0 Türme homogener Formen
±Dq,kσ,m und ±Rq,kσ,m aus C∞,q
(
RN \ {0}) ,
die sich aus Radiuspotenzen und den sphärischen Eigenformen Sqσ,m und T qσ,m zusammensetzen, bestimmen, so
daß
• rot±Dq,0σ,m = 0 , • div±Rq+1,0σ,m = 0 , (5.18)
• div±Dq,kσ,m = 0 , • rot±Rq+1,kσ,m = 0 , (5.19)
• rot±Dq,kσ,m = ±Rq+1,k−1σ,m , • div±Rq+1,kσ,m = ±Dq,k−1σ,m (5.20)
und damit auch M(±Dq,k+1σ,m ,±Rq+1,`+1γ,n ) = (±Dq,`γ,n,±Rq+1,kσ,m ) gelten. Diese Türme sind schon von Weck und
Witsch in
[
[53], p. 1503
]
angegeben, wir wollen sie aber zunächst ein wenig genauer diskutieren. Dazu erinnern
wir uns an die Eigenformen Sqσ,m und T qσ,m sowie an ωq−1σ = (q+ σ)
1
2 · (q′+ σ) 12 aus Kapitel 2 und kommen zur
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Deﬁnition 5.8
Für q ∈ {1, . . . , N − 1} und k, σ ∈ N0 sowie m ∈ {1, . . . , µqσ} deﬁnieren wir die regulären Turmformen
• +Dq,2kσ,m := +αq,kσ · r2k+σ ·
(− iωq−1σ ρˇT q−1σ,m + (q′ + 2k + σ) τˇSqσ,m) ,
• +Dq−1,2k+1σ,m := +αq,kσ · r2k+1+σ · τˇT q−1σ,m ,
• +Rq,2kσ,m := +αq,kσ · r2k+σ ·
(
(q + 2k + σ) ρˇT q−1σ,m + iω
q−1
σ τˇS
q
σ,m
)
,
• +Rq+1,2k+1σ,m := +αq,kσ · r2k+1+σ · ρˇSqσ,m
und
• −Dq,2kσ,m := −αq,kσ · r2k−σ−N ·
(− iωq−1σ ρˇT q−1σ,m + (q′ + 2k − σ −N) τˇSqσ,m) ,
• −Dq−1,2k+1σ,m := −αq,kσ · r2k+1−σ−N · τˇT q−1σ,m ,
• −Rq,2kσ,m := −αq,kσ · r2k−σ−N ·
(
(q + 2k − σ −N) ρˇT q−1σ,m + iωq−1σ τˇSqσ,m
)
,
• −Rq+1,2k+1σ,m := −αq,kσ · r2k+1−σ−N · ρˇSqσ,m .
Hierbei genügen die Koeﬃzienten der Rekursion
±αq,kσ :=
±αq,k−1σ
2k · (2k ± 2σ ±N) ,
−αq,0σ := 1 , +αq,0σ :=
−1
2σ +N
.
Für q ∈ {0, N} deﬁnieren wir die vier Ausnahmeturmformen
• +D0,2k0,1 := +α0,k0 · r2k · (2k +N) · τˇS00,1 ,
• +DN−1,2k+10,1 := +αN,k0 · r2k+1 · τˇTN−10,1 ,
• +RN,2k0,1 := +αN,k0 · r2k · (2k +N) · ρˇTN−10,1 ,
• +R1,2k+10,1 := +α0,k0 · r2k+1 · ρˇS00,1
und
• −D0,2k0,1 := −α0,k0 · r2k−N · 2k · τˇS00,1 ,
• −DN−1,2k+10,1 := −αN,k0 · r2k+1−N · τˇTN−10,1 ,
• −RN,2k0,1 := −αN,k0 · r2k−N · 2k · ρˇTN−10,1 ,
• −R1,2k+10,1 := −α0,k0 · r2k+1−N · ρˇS00,1 .
Hier erfüllen die Koeﬃzienten die Rekursion
±αq,k0 :=
±αq,k−10
2k · (2k ±N) ,
−αq,00 := 1 , +α
q,0
0 :=
1
N
.
Bemerkung 5.9
(i) Die Turmformen sind wohldeﬁniert, da N ungerade ist und der Nenner in der Koeﬃzientenrekursion
folglich nicht verschwinden kann.
(ii) Auch bei geraden Dimensionen N ≥ 4 ist die Rekursion für die (+)Formen stets und für die (−)Formen
bis k < N/2 wohldeﬁniert. Für größere k müßten wir im letzteren Fall mit zusätzlichen logarithmischen
Radialfunktionen arbeiten.
Deﬁnition 5.10
Für Turmformen ±Dq,kσ,m bzw. ±Rq,kσ,m aus Deﬁnition 5.8 deﬁnieren wir deren Homogenitätsgrad durch
h(±Dq,kσ,m) := h(
±Rq,kσ,m) :=
±hkσ :=
{
k + σ , ± = +
k − σ −N , ± = − .
Desweiteren wollen wir k als ihre Höhe, σ als ihren Index und m als ihren Zählindex bezeichnen.
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Bemerkung 5.11
Die Turmformen ±Dq,kσ,m bzw. ±Rq,kσ,m aus Deﬁnition 5.8 sind ±hkσhomogen. Setzen wir alle nicht deﬁnierten
Terme Null, lassen sich diese Turmformen etwas kompakter schreiben:
• ±Dq,2kσ,m := ±αq,kσ · r
±h2kσ · (− iωq−1σ ρˇT q−1σ,m + (q′ + ±h2kσ ) τˇSqσ,m)
• ±Dq−1,2k+1σ,m := ±αq,kσ · r
±h2k+1σ · τˇT q−1σ,m
• ±Rq,2kσ,m := ±αq,kσ · r
±h2kσ · ((q + ±h2kσ ) ρˇT q−1σ,m + iωq−1σ τˇSqσ,m)
• ±Rq+1,2k+1σ,m := ±αq,kσ · r
±h2k+1σ · ρˇSqσ,m
Die Koeﬃzienten genügen der Rekursion
±αq,kσ :=
±αq,k−1σ
2k · (2k ± 2σ ±N) ,
−αq,0σ := 1 , +αq,0σ :=
(−1)1+δq,0+δq,N
2σ +N
.
Man beachte, daß bei den Ausnahmeturmformen nur der Index (σ,m) = (0, 1) vorkommt und
−D0,00,1 = 0 sowie −R
N,0
0,1 = 0
gelten. Für die obige Koeﬃzientenrekursion erhalten wir mit der GammaFunktion Γ die expliziten Formeln
+αq,kσ =
Γ(1 +N/2 + σ)
4k · k! · Γ(k + 1 +N/2 + σ) ·
(−1)1+δq,0+δq,N
2σ +N
und −αq,kσ =
Γ(1−N/2− σ)
4k · k! · Γ(k + 1−N/2− σ) .
Bemerkung 5.12
Die Rekursion bzw. explizite Darstellung der ±αq,kσ zeigt, daß diese Koeﬃzienten für k →∞ rapide gegen Null
gehen. Daher sind die Turmformen ±Dq,kσ,m und ±Rq,kσ,m mitsamt allen Ableitungen für alle a, b ∈ R+ gleichmäßig
bzgl. x mit a ≤ |x| ≤ b und k, σ,m ∈ N0 beschränkt.
Wir bekommen das
Lemma 5.13
Für alle q, k, σ,m im Sinne von Deﬁnition 5.8 sind ±Dq,kσ,m und ±Rq,kσ,m Lösungen der Systeme (5.18)(5.20).
Beweis:
Diskutieren wir z. B. die regulären Formen ±Dq,kσ,m . Da wir es mit homogenen Formen zu tun haben, benutzen
wir die Formeln (2.13) und (2.14) und häuﬁg (2.21).
• div±Dq−1,2k+1σ,m = ±αq,kσ [ρˇ τˇ ] d˜iv
[
ρ
(
r
±h2k+1σ τˇT q−1σ,m
)
τ
(
r
±h2k+1σ τˇT q−1σ,m
)]
= ±αq,kσ r
±h2k+1σ −1[ρˇ τˇ ]
[ −Div 0
(q − 1)′ + ±h2k+1σ Div
] [
0
T q−1σ,m
]
= 0
• rot±Dq−1,2k+1σ,m = ±αq,kσ [ρˇ τˇ ] r˜ot
[
ρ
(
r
±h2k+1σ τˇT q−1σ,m
)
τ
(
r
±h2k+1σ τˇT q−1σ,m
)]
= ±αq,kσ r
±h2k+1σ −1[ρˇ τˇ ]
[−Rot q − 1 + ±h2k+1σ
0 Rot
] [
0
T q−1σ,m
]
= ±αq,kσ r
±h2kσ
(
(q + ±h2kσ )ρˇT q−1σ,m + iωq−1σ τˇSqσ,m
)
= ±Rq,2kσ,m
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• div±Dq,2kσ,m = ±αq,kσ [ρˇ τˇ ] d˜iv
ρ(r±h2kσ (− iωq−1σ ρˇT q−1σ,m + (q′ + ±h2kσ ) τˇSqσ,m))
τ
(
r
±h2kσ
(− iωq−1σ ρˇT q−1σ,m + (q′ + ±h2kσ ) τˇSqσ,m))

= ±αq,kσ r
±h2kσ −1[ρˇ τˇ ]
[ −Div 0
q′ + ±h2kσ Div
] [ − iωq−1σ T q−1σ,m
(q′ + ±h2kσ )Sqσ,m
]
= ±αq,kσ r
±h2kσ −1(− iωq−1σ (q′ + ±h2kσ ) + iωq−1σ (q′ + ±h2kσ ))τˇT q−1σ,m
= 0
• rot±Dq,2kσ,m = ±αq,kσ [ρˇ τˇ ] r˜ot
ρ(r±h2kσ (− iωq−1σ ρˇT q−1σ,m + (q′ + ±h2kσ ) τˇSqσ,m))
τ
(
r
±h2kσ
(− iωq−1σ ρˇT q−1σ,m + (q′ + ±h2kσ ) τˇSqσ,m))

= ±αq,kσ r
±h2kσ −1[ρˇ τˇ ]
[−Rot q + ±h2kσ
0 Rot
] [ − iωq−1σ T q−1σ,m
(q′ + ±h2kσ )Sqσ,m
]
=
(
(q′ + ±h2kσ )(q + ±h2kσ )− (ωq−1σ )2
) · ±αq,kσ · r±h2k−1σ ρˇSqσ,m
= 2k(2k ± 2σ ±N) · ±αq,kσ · r
±h2k−1σ ρˇSqσ,m
=
{
±αq,k−1σ · r
±h2k−1σ ρˇSqσ,m , falls k ≥ 1
0 , falls k = 0
=
{
±Rq+1,2k−1σ,m , falls k ≥ 1
0 , falls k = 0
Analog beweisen wir die Formeln für ±Rq,kσ,m und die Ausnahmetürme. 
Bemerkung 5.14
Für k = 0, 1 und alle σ,m gelten
∆±Dq,kσ,m = ∆
±Rq,kσ,m = 0
und daher liefert ein Vergleich mit den Potentialformen von Seite 21 für q ∈ {1, . . . , N − 1}
• −Dq,0σ,m = −(q + σ)
1
2 (2σ +N)
1
2Qq,3σ+2,m , • −Dq,1σ,m = Qq,2σ+1,m ,
• −Rq,0σ,m = i(q′ + σ)
1
2 (2σ +N)
1
2Qq,3σ+2,m , • −Rq,1σ,m = Qq,1σ+1,m ,
• +Dq,0σ,m = i(q′ + σ)
1
2 (2σ +N)−
1
2P q,4σ,m , • +Dq,1σ,m =
−1
2σ +N
P q,2σ+1,m ,
• +Rq,0σ,m = −(q + σ)
1
2 (2σ +N)−
1
2P q,4σ,m , • +Rq,1σ,m =
−1
2σ +N
P q,1σ+1,m
und für q ∈ {0, N}
• −D0,20,1 =
− i
2−NQ
0,4
0,1 , • −DN−1,10,1 = QN−1,21,1 ,
• −RN,20,1 =
1
2−NQ
N,4
0,1 , • −R1,10,1 = Q1,11,1 ,
• +D0,00,1 = − iP 0,40,1 , • +DN−1,10,1 =
1
N
PN−1,21,1 ,
• +RN,00,1 = PN,40,1 , • +R1,10,1 =
1
N
P 1,11,1 .
Insbesondere sind für q ∈ {1, . . . , N−1} die Formen −Dq,0σ,m und −Rq,0σ,m bzw. +Dq,0σ,m und +Rq,0σ,m linear abhängig.
Wir schreiben in diesem Fall
−Dq,0σ,m ∼= −Rq,0σ,m und +Dq,0σ,m ∼= +Rq,0σ,m .
Die Formen Qq,4σ,m bzw. P q,3σ+2,m sind Linearkombinationen aus −Dq,2σ,m und −Rq,2σ,m bzw. +Dq,2σ,m und +Rq,2σ,m .
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Bemerkung 5.15
Die folgenden Bilder verdeutlichen die Türme und deﬁnieren die Begriﬀe Rotations bzw. Divergenzturm:
. . . . . .
∣∣∣ . . .
div↙
∣∣∣ ↘ rot
. . . . . .
∣∣∣ . . .
rot↘
∣∣∣ ↙ div
4. Stock ±Rq,4σ,m
∣∣∣ ±Dq,4σ,m
div↙
∣∣∣ ↘ rot
3. Stock ±Dq−1,3σ,m
∣∣∣ ±Rq+1,3σ,m
rot↘
∣∣∣ ↙ div
2. Stock ±Rq,2σ,m
∣∣∣ ±Dq,2σ,m
div↙
∣∣∣ ↘ rot
1. Stock ±Dq−1,1σ,m
∣∣∣ ±Rq+1,1σ,m
rot↘
∣∣∣ ↙ div
Erdgeschoß ±Rq,0σ,m ∼= ±Dq,0σ,m∣∣
Rotationsturm
∣∣∣ Divergenzturm
Die obigen Türme sind in dieser Allgemeinheit nur für q ∈ {1, . . . , N − 1} deﬁniert. In den Ausnahmefällen
q ∈ {0, N} haben wir (Beachte −D0,00,1 = 0 und −RN,00,1 = 0 !):
. . . . . .
∣∣∣ . . .
div↙
∣∣∣ ↘ rot
. . . . . .
∣∣∣ . . .
rot↘
∣∣∣ ↙ div
4. Stock ±RN,40,1
∣∣∣ ±D0,40,1
div↙
∣∣∣ ↘ rot
3. Stock ±DN−1,30,1
∣∣∣ ±R1,30,1
rot↘
∣∣∣ ↙ div
2. Stock ±RN,20,1
∣∣∣ ±D0,20,1
div↙
∣∣∣ ↘ rot
1. Stock ±DN−1,10,1
∣∣∣ ±R1,10,1
rot↘
∣∣∣ ↙ div
Erdgeschoß ±RN,00,1
∣∣∣ ±D0,00,1∣∣
Rotationsturm
∣∣∣ Divergenzturm
Bemerkung 5.16
Obwohl div−R1,10,1 = 0 ist, existiert kein D ∈ D2loc
(
RN \ {0}) mit divD = −R1,10,1 . Entsprechend existiert trotz
rot−DN−1,10,1 = 0 kein R ∈ RN−2loc
(
RN \{0}) mit rotR = −DN−1,10,1 . Insbesondere gibt es zu −R1,10,1 = Q1,11,1 keinen
Divergenz und zu −DN−1,10,1 = Q
N−1,2
1,1 keinen Rotationsturm.
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Beweis:
Gäbe es ein D ∈ D2loc
(
RN \ {0}) mit divD = −R1,10,1 , so hätten wir mit Bemerkung 5.14 und Lemma 2.9
einerseits 〈
rot(η+D0,00,1),
−R1,10,1
〉
RN =
〈
rot(η+D0,00,1)︸ ︷︷ ︸
∈C∞,10
(
RN\{0}
), rot−D0,20,1
〉
RN = −
〈
div rot(η+D0,00,1),
−D0,20,1
〉
RN
= −〈C+D0,00,1,−D0,20,1〉RN = − 12−N 〈CP 0,40,1 , Q0,40,1〉RN = 1
und andererseits〈
rot(η+D0,00,1),
−R1,10,1
〉
RN =
〈
rot(η+D0,00,1), divD
〉
RN = −
〈
rot rot(η+D0,00,1), D
〉
RN = 0 ,
einen Widerspruch. Analog folgt die Behauptung über den Rotationsturm mit Hilfe der Testform +RN,00,1 . 
Bemerkung 5.17
Aus Bemerkung 5.11 folgt ρ±Dq,2k+1σ,m = 0 bzw. τ±Rq,2k+1σ,m = 0 und somit T±Dq,2k+1σ,m = 0 bzw. R±Rq,2k+1σ,m = 0
aus (2.8) bzw. (2.7). Damit gelten nicht nur
div±Dq,2k+1σ,m = 0 bzw rot±Rq,2k+1σ,m = 0 ,
sondern auch für alle ϕ ∈ C1(R) mit Bemerkung 2.2
div
(
ϕ(r)±Dq,2k+1σ,m
)
= 0 bzw rot
(
ϕ(r)±Rq,2k+1σ,m
)
= 0 .
Nun möchten wir Skalarprodukte der Form〈
C θDq,kσ,m,
ϑDq,`γ,n
〉
RN ,
〈
C θRq,kσ,m,
ϑRq,`γ,n
〉
RN ,
〈
C θDq,kσ,m,
ϑRq,`γ,n
〉
RN
mit C = C∆,η und η aus (1.31) diskutieren. Dazu benötigen wir zunächst das
Lemma 5.18
Für z. B. (E,H) ∈ C∞,q × C∞,q+1 und e ∈ C∞,q gelten
(i) C = C∆,η = rotCdiv,η + divCrot,η + Crot,η div+Cdiv,η rot ,
(ii) 〈Crot,ηE,H〉RN = 〈E,Cdiv,ηH〉RN ,
(iii) 〈CE, e〉RN = −〈E,Ce〉RN .
Beweis:
(i) folgt direkt aus der Deﬁnition des Kommutators und (ii) mit Bemerkung 2.2, denn
〈Crot,ηE,H〉RN =
〈
ηˆ′(r) r−1RE,H
〉
RN =
〈
E, ηˆ′(r) r−1TH
〉
RN = 〈E,Cdiv,ηH〉RN .
Mit (i), (ii) und partieller Integration erhalten wir (iii). 
Seien nun
u, v ∈
{
θDq,kσ,m : k, σ ∈ N0 ∧ m = 1, . . . , µq,kσ ∧ θ ∈ {+,−}
}
∪
{
θRq,kσ,m : k, σ ∈ N0 ∧ m = 1, . . . , µq−1,k+1σ ∧ θ ∈ {+,−}
} (5.21)
mit
µq,kσ :=
{
µqσ , falls k gerade
µq+1σ , falls k ungerade
. (5.22)
Dann gilt mit dem Homogenitätsgrad h(u)
ρu(r) = rh(u)ρu(1) bzw. τu(r) = rh(u)τu(1)
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und wir bestimmen mit Hilfe des Lemmas 2.4 und (2.18):
− 〈u,Cv〉RN = 〈Cu, v〉RN
=
∫
R+
rN−1〈Cu, v〉(r) dr =
∫
R+
rN−1
(〈
ρCρˇ ρu(r), ρv(r)
〉
SN−1 +
〈
τCτˇ τu(r), τv(r)
〉
SN−1
)
dr
=
∫
R+
rN−1
(
Γηˆrh(u)
)
rh(v)
(〈
ρu(1), ρv(1)
〉
SN−1 +
〈
τu(1), τv(1)
〉
SN−1
)
dr
=
∫
R+
rN−1+h(v)
(
2ηˆ′(r)
d
dr
rh(u) + ηˆ′′(r)rh(u) + (N − 1)r−1ηˆ′(r)rh(u)
)
〈u, v〉(1) dr
=
∫
R+
rN−1+h(v)
((
2h(u) +N − 1)ηˆ′(r)rh(u)−1 + ηˆ′′(r)rh(u)) dr · 〈u, v〉(1)
=
(
h(u)− h(v)) · 〈u, v〉(1) · ∫
R+
ηˆ′(r)rN−2+h(u)+h(v) dr
(5.23)
Betrachten wir die Deﬁnitionen der Turmformen aus Bemerkung 5.11 , so sehen wir, daß aufgrund der Ortho-
gonalität der Eigenformen T qσ,m und Sqσ,m der Ausdruck 〈u, v〉(1) nur dann nicht verschwinden kann, falls mit
θ, ϑ ∈ {+,−} einer der folgenden Fälle eintritt:
• u = θDq,kσ,m , v = ϑDq,`σ,m , k − ` gerade
• u = θRq,kσ,m , v = ϑRq,`σ,m , k − ` gerade
• u = θDq,kσ,m , v = ϑRq,`σ,m , k, ` gerade
• u = θRq,kσ,m , v = ϑDq,`σ,m , k, ` gerade
Etwas genauer:
• 〈θDq,kσ,m, ϑDq,`γ,n〉(1) 6= 0 ∨ 〈θRq,kσ,m, ϑRq,`γ,n〉(1) 6= 0 =⇒ σ = γ ∧ m = n ∧ k − ` gerade (5.24)
• 〈θDq,kσ,m, ϑRq,`γ,n〉(1) 6= 0 ∨ 〈θRq,kσ,m, ϑDq,`γ,n〉(1) 6= 0 =⇒ σ = γ ∧ m = n ∧ k, ` gerade (5.25)
Wir erhalten das
Lemma 5.19
Seien u und v reguläre Turmformen maximaler Höhe K und maximalem Index Z . Desweiteren sei jˆ in (1.32)
(zu beliebigen 0 < r1 < r2 <∞) hinreichend groß gewählt, etwa
jˆ ≥ N + 2 + 2K + 2Z .
Dann gilt
〈Cu, v〉RN = 0
außer in den folgenden Spezialfällen:
• 〈C θDq,kσ,m, ϑDq,`γ,n〉RN 6= 0 ⇔ σ = γ , m = n , θ · ϑ = − und (k, `) ∈ {(0, 2), (1, 1), (2, 0)}
• 〈C θRq,kσ,m, ϑRq,`γ,n〉RN 6= 0 ⇔ σ = γ , m = n , θ · ϑ = − und (k, `) ∈ {(0, 2), (1, 1), (2, 0)}
• 〈C θDq,kσ,m, ϑRq,`γ,n〉RN 6= 0 ⇔ σ = γ , m = n , θ · ϑ = − und (k, `) ∈ {(0, 2), (2, 0)}
Genauer erhält man in den Spezialfällen
• 〈C −Dq,kσ,m,+Dq,`σ,m〉RN = −〈C +Dq,`σ,m,−Dq,kσ,m〉RN
=
〈
C −Rq,`σ,m,
+Rq,kσ,m
〉
RN = −
〈
C +Rq,kσ,m,
−Rq,`σ,m
〉
RN =

− q+σN+2σ , (k, `) = (0, 2)
1 , (k, `) = (1, 1)
− q′+σN+2σ , (k, `) = (2, 0)
und
• 〈C −Dq,kσ,m,+Rq,`σ,m〉RN = −〈C +Dq,kσ,m,−Rq,`σ,m〉RN
=
〈
C −Rq,kσ,m,
+Dq,`σ,m
〉
RN = −
〈
C +Rq,kσ,m,
−Dq,`σ,m
〉
RN = i
ωq−1σ
N + 2σ
·
{
−1 , (k, `) = (0, 2)
1 , (k, `) = (2, 0)
.
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Beweis:
Betrachten wir z. B. u := θDq,kσ,m und v := ϑDq,`γ,n . Mit (5.23) und (5.24) bestimmen wir〈
C θDq,kσ,m,
ϑDq,`γ,n
〉
RN =
(
θhkσ − ϑh`γ
) · 〈θDq,kσ,m, ϑDq,`γ,n〉(1) · ∫R+ ηˆ′(r)rN−2+θhkσ+ϑh`γ dr
=
(
θhkσ − ϑh`σ
) · δσ,γ · δm,n · 〈θDq,kσ,m, ϑDq,`σ,m〉(1) · ∫R+ ηˆ′(r)rN−2+θhkσ+ϑh`σ dr
(5.26)
und haben desweiteren 〈
θDq,kσ,m,
ϑDq,`σ,m
〉
(1)
6= 0 ⇔ k − ` gerade . (5.27)
Wann ist nun (5.26) von Null verschieden?
Wegen −jˆ ≤ −N − 2 − 2Z ≤ N − 2 + θhkσ + ϑh`σ ≤ N − 2 + 2K + 2Z ≤ jˆ und (1.32) ist das Integral in
(5.26) nur von Null verschieden, falls N − 2 + θhkσ + ϑh`σ verschwindet. Im Fall θ · ϑ = + ist jedoch entweder
N − 2 + +hkσ + +h`σ = N − 2 + k + ` + 2σ 6= 0 oder N − 2 + −hkσ + −h`σ = N − 2 + k + ` − 2σ − 2N 6= 0 , da
k + ` nach (5.27) gerade und N ungerade ist. Für θ · ϑ = − gilt
N − 2 + −hkσ + +h`σ = N − 2 + +hkσ + −h`σ = −2 + k + ` = 0 ⇔ (k, `) ∈
{
(0, 2), (1, 1), (2, 0)
}
.
Die gleichen Argumente gelten auch für
〈
C θRq,kσ,m,
ϑRq,`γ,n
〉
RN . Im Fall der Skalarprodukte
〈
C θDq,kσ,m,
ϑRq,`γ,n
〉
RN
bzw.
〈
C θRq,kσ,m,
ϑDq,`γ,n
〉
RN entfällt die Möglichkeit (k, `) = (1, 1) , denn hier müssen nach (5.25) k und ` gerade
sein. Damit ist die wesentliche Aussage des Lemmas gezeigt.
Bestimmen wir nun noch die Werte der speziellen Skalarprodukte. Mit (5.26) erhalten wir z. B.:〈
C −Dq,kσ,m,
+Dq,`σ,m
〉
RN =
(−hkσ − +h`σ) · 〈−Dq,kσ,m,+Dq,`σ,m〉(1)
= (k − `− 2σ −N) ·

−αq,0σ · +αq,1σ ·
(
(ωq−1σ )2 + (q′ + −h0σ)(q′ + +h2σ)
)
, (k, `) = (0, 2)
−αq+1,0σ · +αq+1,0σ , (k, `) = (1, 1)
−αq,1σ · +αq,0σ ·
(
(ωq−1σ )
2 + (q′ + −h2σ)(q′ + +h0σ)
)
, (k, `) = (2, 0)
=

−2−2σ−N
2(2+2σ+N)(−2σ−N) ·
(
(ωq−1σ )
2 + (q′ − σ −N)(q′ + 2 + σ)) = − q+σN+2σ , (k, `) = (0, 2)
(−2σ −N) −12σ+N = 1 , (k, `) = (1, 1)
2−2σ−N
2(2−2σ−N)(−2σ−N) ·
(
(ωq−1σ )2 + (q′ + 2− σ −N)(q′ + σ)
)
= − q′+σN+2σ , (k, `) = (2, 0)
Mit Lemma 5.18 ergibt sich dann (Die Skalarprodukte sind reell!)〈
C −Dq,kσ,m,
+Dq,`σ,m
〉
RN = −
〈
C +Dq,`σ,m,
−Dq,kσ,m
〉
RN .
Analog beweisen wir die Behauptungen über die restlichen Skalarprodukte. 
Lemma 5.20
Lemma 5.19 gilt sinngemäß für alle Turmformen, wenn man die Ausnahmen −D0,00,1 = 0 und −R
N,0
0,1 = 0 beachtet.
Außerdem ergeben sich in den Spezialfällen für die Ausnahmeformen die Skalarprodukte
• 〈C −D0,20,1,+D0,00,1〉RN = −〈C +D0,00,1,−D0,20,1〉RN
=
〈
C −RN,20,1 ,
+RN,00,1
〉
RN = −
〈
C +RN,00,1 ,
−RN,20,1
〉
RN = 1
und
• 〈C −R1,10,1,+R1,10,1〉RN = −〈C +R1,10,1,−R1,10,1〉RN
=
〈
C −DN−1,10,1 ,
+DN−1,10,1
〉
RN = −
〈
C +DN−1,10,1 ,
−DN−1,10,1
〉
RN = −1 .
Bemerkung 5.21
Für Turmformen u, v kann 〈Cu, v〉RN also nur dann von Null verschieden sein, wenn u und v verschiedene
Vorzeichen ± und gleiche Indizes σ und Zählindizes m besitzen. Zusätzlich müssen im Falle u = ±Dq,kσ,m und
v = ∓Dq,`σ,m bzw. u = ±Rq,kσ,m und v = ∓Rq,`σ,m die Höhen (k, `) zu
{
(0, 2), (1, 1), (2, 0)
}
und im Falle u = ±Dq,kσ,m
und v = ∓Rq,`σ,m bzw. umgekehrt sogar zu
{
(0, 2), (2, 0)
}
gehören.
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Am Ende dieses Abschnitts wollen wir nun noch ein zu Satz 2.8 ähnliches Entwicklungsresultat zeigen:
Satz 5.22
Seien K ∈ N und 0 ≤ r1 < r2 ≤ ∞ sowie (E,H) ∈ C∞,q
(
Z(r1, r2)
) × C∞,q+1(Z(r1, r2)) in Z(r1, r2) eine
Lösung des Systems
• MK(E, 0) = (0, 0) ∧ divE = 0 ,
• MK(0,H) = (0, 0) ∧ rotH = 0 .
Dann gelten in Z(r1, r2) mit eindeutigen Konstanten ·eq,K·,·,· , ·hq+1,K·,·,· , eˆq,K , hˆq+1,K ∈ C und der gleichen Kon-
vergenz wie in Satz 2.8 die folgenden Darstellungen:
• E =
∑
k≤K−1 ,
θ∈{+,−} , σ∈N0 ,
m=1,...,µq,kσ
θeq,Kk,σ,m · θDq,kσ,m + eˆq,K ·

−D0,K0,1 , falls q = 0 und K gerade
−R1,10,1 , falls q = 1
−DN−1,K0,1 , falls q = N − 1 und K ungerade
0 , sonst
• H =
∑
k≤K−1 ,
θ∈{+,−} , σ∈N0 ,
m=1,...,µq,k+1σ
θhq+1,Kk,σ,m · θRq+1,kσ,m + hˆq+1,K ·

−R1,K0,1 , falls q = 0 und K ungerade
−DN−1,10,1 , falls q = N − 2
−RN,K0,1 , falls q = N − 1 und K gerade
0 , sonst
Im Fall 0 < r1 < r2 =∞ gilt mit einem s ∈ R
(E,H) ∈
(
C∞,q
(
A(r1)
) ∩ L2,qs (A(r1)))× (C∞,q+1(A(r1)) ∩ L2,q+1s (A(r1)))
genau dann, wenn alle Summanden der Gestalt θDq,kσ,m und θRq+1,kσ,m , für die
θhkσ ≥ −s−N/2
gilt, d. h. k+σ ≥ −s−N/2 für θ = + und k−σ ≥ −s+N/2 für θ = − , verschwinden. Insbesondere treten im
Fall s ≥ −N/2 nur Terme mit θ = − auf. In diesem Fall können wir unsere Darstellungen etwas präzisieren:
• E =
∑
k≤K−1 ,
σ>s+k−N2 ,
m=1,...,µq,kσ
−eq,Kk,σ,m · −Dq,kσ,m + eˆq,K ·

−D0,K0,1 , falls q = 0 und K gerade
und s < N/2−K
−R1,10,1 , falls q = 1 und s < N/2− 1
−DN−1,K0,1 , falls q = N − 1 und K ungerade
und s < N/2−K
0 , sonst
• H =
∑
k≤K−1 ,
σ>s+k−N2 ,
m=1,...,µq,k+1σ
−hq+1,Kk,σ,m · −Rq+1,kσ,m + hˆq+1,K ·

−R1,K0,1 , falls q = 0 und K ungerade
und s < N/2−K
−DN−1,10,1 , falls q = N − 2 und s < N/2− 1
−RN,K0,1 , falls q = N − 1 und K gerade
und s < N/2−K
0 , sonst
Beweis:
Da eine Form θDq,kσ,m bzw. θRq,kσ,m den Homogenitätsgrad θhkσ besitzt, gilt
θDq,kσ,m,
θRq,kσ,m ∈ L2,qs
(
A(1)
) ⇔ 2θhkσ + 2s+N − 1 < −1 ⇔ θhkσ < −N/2− s
⇔
{
k + σ < −N/2− s , falls θ = +
k − σ < N/2− s , falls θ = − .
(5.28)
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Damit ist die Integrierbarkeit der einzelnen Summanden geklärt. Wie in Satz 2.8 konvergiert nun eine derartige
Reihe genau dann in L2s , wenn alle Summanden zu L2s gehören. Dies liefert die Behauptungen des zweiten Teils
des Satzes. Kommen wir nun zum Beweis der eigentlichen Darstellung durch Induktion über K .
Induktionsanfang (K = 1): Sei E ∈ C∞,q(Z(r1, r2)) mit rotE = 0 und divE = 0 . Mit Satz 2.8, es gilt ja
∆E = 0 , haben wir in Z(r1, r2)
E =
∑
k,σ,m
αqk,σ,m · P q,kσ,m +
∑
k,σ,m
βqk,σ,m ·Qq,kσ,m . (5.29)
Durch Testen der Rotationsfreiheit mit ϕ(r)ρˇT qσ−1,m
(
oder ϕ(r)τˇSq+1σ−1,m
)
für ϕ ∈ C∞0
(
(r1, r2),R
)
, d. h. Be-
stimmung von
0 =
〈
rotE,ϕ(r)ρˇT qσ−1,m
〉
RN
durch partielle Integration und Einsetzen der Entwicklung (5.29), sehen wir αq2,σ,m = β
q
2,σ,m = 0 , außer βN−12,1,1 .
Die Testfunktion ϕ(r)ρˇSqσ−2,m
(
oder ϕ(r)ρˇSqσ,m
)
liefert genauso αq3,σ,m = β
q
4,σ−2,m = 0 . Analoges Testen der
Divergenzfreiheit mit ϕ(r)ρˇT q−2σ−1,m
(
oder ϕ(r)τˇSq−1σ−1,m
)
ergibt αq1,σ,m = β
q
1,σ,m = 0 , außer β11,1,1 . Entsprechend
bekommen wir dann noch durch die Testfunktion ϕ(r)τˇT q−1σ−2,m
(
oder ϕ(r)τˇT q−1σ,m
)
das Verschwinden von βq4,σ,m
und αq3,σ,m , welches ja schon bekannt ist. Schließlich bleibt von (5.29) nur noch die Darstellung
E =
∑
σ,m
αq4,σ,m · P q,4σ,m +
∑
σ,m
βq3,σ,m ·Qq,3σ,m +

β11,1,1 ·Q1,11,1 , falls q = 1
βN−12,1,1 ·QN−1,21,1 , falls q = N − 1
0 , sonst
übrig. Mit Bemerkung 5.14 liefert dies dann den Induktionsanfang für E und somit auch für H , da H das
gleiche System auf der Stufe q + 1 löst.
Induktionsschritt (K  K + 1): Betrachten wir z. B. E mit MK+1(E, 0) = (0, 0) und divE = 0 . Dann
erfüllt H := rotE
MK(0, H) = (0, 0) und rotH = 0 .
Die Induktionsvoraussetzung liefert die Darstellung
H =
∑
k≤K−1 ,
θ∈{+,−} , σ∈N0 ,
m=1,...,µq,k+1σ
θhq+1,Kk,σ,m · θRq+1,kσ,m + hˆq+1,K ·

−R1,K0,1 , falls q = 0 und K ungerade
−DN−1,10,1 , falls q = N − 2
−RN,K0,1 , falls q = N − 1 und K gerade
0 , sonst
und mit dem Ansatz
E˜ :=
∑
k≤K−1 ,
θ∈{+,−} , σ∈N0 ,
m=1,...,µq,k+1σ
θhq+1,Kk,σ,m · θDq,k+1σ,m + hˆq+1,K ·

−D0,K+10,1 , falls q = 0 und K ungerade
−DN−1,K+10,1 , falls q = N − 1 und K gerade
0 , sonst
erhalten wir für e := E − E˜
div e = 0 und rot e = hˆq+1,K ·
{
−DN−1,10,1 , falls q = N − 2
0 , sonst
.
Im Fall q 6= N − 2 liefert der Induktionsanfang
e =
∑
θ∈{+,−} , σ∈N0 ,
m=1,...,µq,0σ
θeq,10,σ,m · θDq,0σ,m + eˆq,1 ·

−R1,10,1 , falls q = 1
−DN−1,10,1 , falls q = N − 1
0 , sonst
und mit
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E = e+ E˜
=
∑
θ∈{+,−} , σ∈N0 ,
m=1,...,µq,0σ
θeq,10,σ,m · θDq,0σ,m + eˆq,1 ·

−R1,10,1 , falls q = 1
−DN−1,10,1 , falls q = N − 1
0 , sonst
+
∑
1≤k≤K ,
θ∈{+,−} , σ∈N0 ,
m=1,...,µq,kσ
θhq+1,Kk−1,σ,m · θDq,kσ,m + hˆq+1,K ·

−D0,K+10,1 , falls q = 0 und K + 1 gerade
−DN−1,K+10,1 , falls q = N − 1 und K + 1 ungerade
0 , sonst
die Behauptung. Im Fall q = N − 2 haben wir zunächst nur
div e = 0 und ∆e = 0 .
Wir erhalten wie im Induktionsanfang für e die Darstellung (5.29) und sehen mit den gleichen Argumenten, daß
die Divergenzfreiheit diese Darstellung auf
e =
∑
k=2,4 ,
σ,m
αN−2k,σ,m · PN−2,kσ,m +
∑
k=2,3 ,
σ,m
βN−2k,σ,m ·QN−2,kσ,m +
{
β11,1,1 ·Q1,11,1 , falls q = 1
0 , sonst
reduziert. Mit Bemerkung 5.14 und neuen Konstanten ist also
e =
∑
0≤k≤1 ,
θ∈{+,−} , σ∈N0 ,
m=1,...,µN−2,kσ
θeN−2,2k,σ,m · θDN−2,kσ,m + eˆ1,2 ·
{−R1,10,1 , falls q = 1
0 , sonst
.
Somit liefert E = e+ E˜ auch in diesem Fall die Behauptung.
Analog zeigen wir die Darstellung für H . 
Zur Verkürzung der Notation in den folgenden Kapiteln bringen wir noch die
Deﬁnition 5.23
Für k, σ ∈ N0 und t ∈ R deﬁnieren wir
• ±Dq,kσ,m := Lin
{±Dq,kσ,m} , • ±Rq,kσ,m := Lin{±Rq,kσ,m} ,
• ±Dq,kσ :=
⊕
1≤m≤µq,kσ
±Dq,kσ,m , • ±Rq,kσ :=
⊕
1≤m≤µq−1,k+1σ
±Rq,kσ,m ,
• ±Dq,k≤t :=
⊕
γ≤t
±Dq,kγ , • ±Rq,k≤t :=
⊕
γ≤t
±Rq,kγ ,
• −Dq,≤Kt :=
•∑
0≤k≤K ,
0≤γ≤t+k
−Dq,kγ =
•∑
0≤k≤K
−Dq,k≤t+k , • −Rq,≤Kt :=
•∑
0≤k≤K ,
0≤γ≤t+k
−Rq,kγ =
•∑
0≤k≤K
−Rq,k≤t+k .
Hierbei sei die Orthogonalität der Summen im Sinne des 〈 · , · 〉(1)Skalarproduktes zu verstehen.
Bemerkung 5.24
Nach (5.28) haben wir für alle m ∈ N0 , da die Turmformen homogen sind,
±Dq,kσ ,
±Rq,kσ ⊂ L2,qs
(
A(1)
) ⇔ ±Dq,kσ ,±Rq,kσ ⊂ Hm,qs (A(1)) ⇔ ±hkσ < −s−N/2 ,
d. h.
+Dq,kσ ,
+Rq,kσ ⊂ Hm,q<−σ−k−N2
(
A(1)
)
und −Dq,kσ ,−Rq,kσ ⊂ Hm,q<σ−k+N2
(
A(1)
)
.
Insbesondere sind −Dq,kσ ,−Rq,kσ genau dann Teilmengen von Hm,qs
(
A(1)
)
, wenn σ > k + s−N/2 gilt. Folglich
liegen die Mengen
−Dq,≤K
s−N2
und −Rq,≤K
s−N2
in Hm,q
<N2 −K
(
A(1)
)
, aber gerade nicht in Hm,qs
(
A(1)
)
.
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5.5 Spezielle Strahlungslösungen
Wir wollen in diesem Abschnitt spezielle Lösungen der homogenen MaxwellGleichung in RN \ {0} ,
(M + iω)(E,H) = (0, 0) , ω ∈ C+ \ {0} , (5.30)
suchen, welche der Strahlungsbedingung genügen. Mit Hilfe eines Separationsansatzes, also des sphärischen
Kalküls, und der altbekannten Eigenformen Sqσ,m und T qσ,m werden wir die Bestimmung dieser Formen auf das
Lösen der Besselschen Diﬀerentialgleichung zurückführen. Wegen
(divE, rotH) = (0, 0)
sind E und H nach der Regularitätstheorie des dritten Kapitels C∞Formen und mit Lemma 4.13 haben wir
(∆ + ω2)(E,H) = (0, 0) .
Versuchen wir also zunächst eine Lösung des Systems
divE = 0 und (∆ + ω2)E = 0 (5.31)
zu ﬁnden. Diese beiden Formeln übersetzen sich mit (2.3) und (2.6) zu
• [ρˇ τˇ ]r−1
[ −Div 0
r−q
′+1D rq
′
Div
] [
ρE
τE
]
= 0 ,
• [ρˇ τˇ ]r−2
[
B+r2R1+r2ω2 −2Div
2Rot B+r2R2+r2ω2
] [
ρE
τE
]
= 0 ,
also in das System
• Div ρE = 0 , (5.32)
• r1−q′ D rq′ρE +Div τE = 0 , (5.33)
• (B+r2(R1+ω2))ρE − 2Div τE = 0 , (5.34)
• 2Rot ρE + (B+r2(R2+ω2))τE = 0 . (5.35)
Die ersten zwei Gleichungen schlagen die folgenden beiden Ansätze vor:
1. Ansatz: ρE := 0 , τE := e(r) · T qσ,m
2. Ansatz: ρE := eρ(r) · T q−1σ,m , τE := eτ (r) · Sqσ,m
Diskutieren wir den ersten Ansatz. (5.32), (5.33) und (5.34) sind trivialerweise erfüllt. (5.35) wird zu(
B+r2(R2+ω2)
)
e(r) · T qσ,m = 0 (2.19)⇐⇒
(− λqσ + r2(R2+ω2)) e(r) · T qσ,m = 0 .
Mit (2.12) ist dies äquivalent zu der gewöhnlichen Diﬀerentialgleichung zweiter Ordnung
r2e′′(r) + (N − 1) r e′(r) + (r2ω2 + q(q′ − 2)− λqσ) e(r) = 0 ,
welche wir mit der Substitution
e(r) := r` · ϕ(ω r)
in die Gleichung
ω2 r2ϕ′′(ω r) + (2`+N − 1)ω r ϕ′(ω r)
+
(
r2ω2 + q(q′ − 2)− λqσ + `(`+N − 2)
)
ϕ(ω r) = 0
überführen. Setzen wir noch t := ω r und
2`+N − 1 := 1 ⇔ ` = 1−N/2 ,
so erhalten wir die Besselsche Diﬀerentialgleichung
t2ϕ′′(t) + tϕ′(t) +
(
t2 − ν2σ
)
ϕ(t) = 0 , νσ := N/2 + σ . (5.36)
Dirk Pauly  Niederfrequenzasymptotik der MaxwellGleichung im Außengebiet 79
Somit erfüllt E die Sommerfeldsche Strahlungsbedingung zur HelmholtzGleichung, falls ϕ eine Vielfache von
H1νσ , der HankelFunktion erster Art zu νσ , ist. Wir bekommen also eine erste Lösung
E1,ωσ,m := r
1−N2 ·H1νσ (ω r) · τˇT qσ,m .
Im zweiten Ansatz ist (5.32) erfüllt und (5.33), (5.34) und (5.35) übersetzen sich in das System
• r1−q′ d
dr
(
rq
′
eρ(r)T q−1σ,m
)
+ eτ (r)DivSqσ,m = 0 ,
• (B+r2(R1+ω2))eρ(r)T q−1σ,m − 2Div eτ (r)Sqσ,m = 0 ,
• 2Rot eρ(r)T q−1σ,m +
(
B+r2(R2+ω2)
)
eτ (r)Sqσ,m = 0 ,
welches sich mit (2.19), (2.20) und (2.21) zu dem Koeﬃzientensystem
• r e′ρ(r) + q′eρ(r) + iωq−1σ eτ (r) = 0 , (5.37)
• r2(R1+ω2)eρ(r)− λq−1σ eρ(r)− 2 iωq−1σ eτ (r) = 0 , (5.38)
• r2(R2+ω2)eτ (r)− κqσeτ (r) + 2 iωq−1σ eρ(r) = 0 (5.39)
wandelt. Setzen wir nun (5.37) in (5.38) ein, erhalten wir mit (2.11) die Gleichung
r2e′′ρ(r) + (N + 1) r e
′
ρ(r) +
(
r2ω2 − σ(σ +N)) eρ(r) = 0 ,
welche wieder mit der Substitution
eρ(r) := rk · ϕ(ω r) , t := ω r ,
in die folgende Diﬀerentialgleichung überführt wird:
t2ϕ′′(t) + (2k +N + 1) t ϕ′(t) +
(
t2 + k(k +N)− σ(σ +N))ϕ(t) = 0
Die Wahl
2k +N + 1 := 1 ⇔ k = −N/2
liefert uns wiederum die Besselsche Diﬀerentialgleichung (5.36) mit gleichem νσ . Aus (5.37) können wir dann
eτ (r) =
i
ωq−1σ
rk
(
(q′ + k)ϕ(ω r) + ω r ϕ′(ω r)
)
bestimmen. Wie wir ein wenig später an einem einfachen Argument sehen können, erfüllt E wiederum die Som-
merfeldsche Strahlungsbedingung zur HelmholtzGleichung, falls ϕ eine Vielfache von H1νσ ist. Man vergleiche
dies auch mit Weck und Witsch,
[
[53], p. 1520
]
. Wir erhalten eine zweite Lösung
E2,ωσ,m := r
−N2 ·
(
H1νσ (ω r) · ρˇT q−1σ,m +
i
ωq−1σ
(
(N/2− q) ·H1νσ (ω r) + ω r · (H1νσ )′(ω r)
) · τˇSqσ,m) .
Deﬁnieren wir dann
Hn,ωσ,m :=
i
ω
rotEn,ωσ,m , n = 1, 2 ,
so gilt
rotEn,ωσ,m + iωH
n,ω
σ,m = 0
per Deﬁnition und desweiteren wegen divEn,ωσ,m = 0 und (∆ + ω2)En,ωσ,m = 0
divHn,ωσ,m =
i
ω
div rotEn,ωσ,m =
i
ω
∆En,ωσ,m = − iωEn,ωσ,m ,
d. h. die Formen
(En,ωσ,m,H
n,ω
σ,m) , n = 1, 2 ,
sind in der Tat Lösungen zu (5.30). Bestimmen wir Hn,ωσ,m noch explizit:
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• H1,ωσ,m =
i
ω
rotE1,ωσ,m =
i
ω
[ρˇ τˇ ] r−1
[−Rot r1−q D rq
0 Rot
] [
ρE1,ωσ,m
τE1,ωσ,m
]
=
i
ω
[ρˇ τˇ ] r−1
[−Rot r1−q D rq
0 Rot
] [
0
r1−
N
2 H1νσ (ω r) · T qσ,m
]
=
i
ω
· [ρˇ τˇ ]
[
r−q D rq+1−
N
2 H1νσ (ω r) · T qσ,m
iωqσr−
N
2 H1νσ (ω r) · Sq+1σ,m
]
= −ω
q
σ
ω
· r−N2 ·
(
H1νσ (ω r) · τˇSq+1σ,m
+
i
ωqσ
(
(N/2− q − 1) ·H1νσ (ω r)− ω r · (H1νσ )′(ω r)
) · ρˇT qσ,m)
• H2,ωσ,m =
i
ω
rotE2,ωσ,m =
i
ω
[ρˇ τˇ ] r−1
[−Rot r1−q D rq
0 Rot
] [
ρE2,ωσ,m
τE2,ωσ,m
]
=
i
ω
[ρˇ τˇ ] r−1
[−Rot r1−q D rq
0 Rot
] [
r−
N
2 H1νσ (ω r) · T q−1σ,m
. . . · Sqσ,m
]
=
i
ω
(
− iωq−1σ r−1−
N
2 H1νσ (ω r)
+ r−q
d
dr
(
rq−
N
2
i
ωq−1σ
(
(N/2− q) ·H1νσ (ω r) + ω r · (H1νσ )′(ω r)
))) · ρˇSqσ,m
=
i
ω
(
−
(
iωq−1σ +
i
ωq−1σ
(N/2− q)2
)
· r−1−N2 H1νσ (ω r)
+
i
ωq−1σ
(
N/2− q + q −N/2 + 1)ω · r−N2 · (H1νσ )′(ω r)
+
i
ωq−1σ
ω2 · r1−N2 · (H1νσ )′′(ω r)
)
· ρˇSqσ,m
= − 1
ωωq−1σ
· r−1−N2
(
− ((ωq−1σ )2 + (N/2− q)2) ·H1νσ (ω r)
+ ω r · (H1νσ )′(ω r) + ω2 r2 · (H1νσ )′′(ω r)
)
· ρˇSqσ,m
Setzen wir hier die BesselGleichung (5.36) ein, folgt
H2,ωσ,m = −
r−1−
N
2
ωωq−1σ
·
(
− ω2 r2 + ( ν2σ − (N/2− q)2 − (q + σ)(q′ + σ)︸ ︷︷ ︸
=0
)) ·H1νσ (ω r) · ρˇSqσ,m
=
ω
ωq−1σ
· r1−N2 ·H1νσ (ω r) · ρˇSqσ,m .
An der expliziten Formel fürH2,ωσ,m sehen wir, daß auch diese Form der Sommerfeldschen Strahlungsbedingung zur
HelmholtzGleichung genügt, d. h. auch im zweiten Fall war die Wahl der ersten HankelFunktion berechtigt.
Alternativ könnten wir die Formen (En,ωσ,m,Hn,ωσ,m) auch ﬁnden, indem wir das Problem
rotH = 0 und (∆ + ω2)H = 0 (5.40)
lösen. Analog zu (5.31) würde uns dies für die (q + 1)Form H auf das System
• −Rot ρH + r−q D rq+1τH = 0 ,
• Rot τH = 0 ,
• (B+r2(R1+ω2))ρH − 2Div τH = 0 ,
• 2Rot ρH + (B+r2(R2+ω2))τH = 0
führen, welches wir völlig analog zu (5.32)(5.35) mit den folgenden beiden Ansätzen lösen könnten:
1. Ansatz: ρH := h(r) · Sqσ,m , τH := 0
2. Ansatz: ρH := hρ(r) · T qσ,m , τH := hτ (r) · Sq+1σ,m
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Fassen wir also zusammen: Deﬁnieren wir zu σ ∈ N0 und m = 1, . . . sowie νσ = N/2 + σ die Formen
• E˜1,ωσ,m := ω · r1−
N
2 ·H1νσ (ω r) · τˇT qσ,m ,
• H˜1,ωσ,m := r−
N
2 ·
(
− ωqσ ·H1νσ (ω r) · τˇSq+1σ,m (5.41)
+ i ·
((
N/2− (q + 1)′) ·H1νσ (ω r) + ω r · (H1νσ )′(ω r)) · ρˇT qσ,m)
und
• E˜2,ωσ,m := r−
N
2 ·
(
ωq−1σ ·H1νσ (ω r) · ρˇT q−1σ,m
+ i ·
((
N/2− q) ·H1νσ (ω r) + ω r · (H1νσ )′(ω r)) · τˇSqσ,m) , (5.42)
• H˜2,ωσ,m := ω · r1−
N
2 ·H1νσ (ω r) · ρˇSqσ,m ,
so sind für beliebige Konstanten c1, c2 ∈ C die Formen
cn ·
(
E˜n,ωσ,m, H˜n,ωσ,m
) ∈ C∞,q(RN \ {0})× C∞,q+1(RN \ {0}) , n = 1, 2 ,
Lösungen zu (5.30), die für ω ∈ C+ \ R exponentiell fallen und für ω ∈ R \ {0} der Strahlungsbedingung zur
HelmholtzGleichung genügen. Insbesondere haben wir
exp(− iω r) · (E˜n,ωσ,m, H˜n,ωσ,m) ∈ H1,q>− 32 (A(1))×H1,q+1>− 32 (A(1)) ,
also
(M − iω r−1S)(E˜n,ωσ,m, H˜n,ωσ,m) ∈ L2,q>− 12 (A(1))× L2,q+1>− 12 (A(1))
Dgl.= (− iω − iω r−1S)(E˜n,ωσ,m, H˜n,ωσ,m) ,
d. h.
(r−1S + Id)
(
E˜n,ωσ,m, H˜n,ωσ,m
) ∈ L2,q
>− 12
(
A(1)
)× L2,q+1
>− 12
(
A(1)
)
.
Damit erfüllen diese Formen auch die Maxwellsche Strahlungsbedingung. Desweiteren sehen wir an (5.2), daß
gleichmäßig bzgl. z ∈ C+ die Abschätzung∣∣H1ν (z)∣∣ ≤ c · (|z|− 12 + |z|−ν)
gilt. Somit haben wir für ν ≥ 1/2 , ω ∈ C+ und gleichmäßig bzgl. r ∈ (1,∞)∣∣H1ν (ω r)∣∣ ≤ c · r− 12 , d. h. ∣∣E˜1,ωσ,m∣∣q, ∣∣H˜2,ωσ,m∣∣q+1 ≤ c · r 1−N2 .
Da die Ableitung der HankelFunktion für große Argumente dasselbe Verhalten zeigt wie sie selbst, bekommen
wir ∣∣(E˜n,ωσ,m, H˜n,ωσ,m)∣∣q,q+1 ≤ c · r 1−N2 , n = 1, 2 ,
und somit (
E˜n,ωσ,m, H˜n,ωσ,m
) ∈ L2,q
<− 12
(
A(1)
)× L2,q+1
<− 12
(
A(1)
)
.
Die Regularitätstheorie liefert schließlich für alle k ∈ N(
E˜n,ωσ,m, H˜n,ωσ,m
) ∈ Hk,q
<− 12
(
A(1)
)×Hk,q+1
<− 12
(
A(1)
)
. (5.43)
Unser nächstes Ziel ist es, diese beiden Lösungen in Potenzreihen bzgl. ω zu entwickeln. Nach Magnus,
Oberhettinger und Soni in
[
[21], p. 66
]
gilt
H1ν (z) =
− i
sin(piν)
· (J−ν(z)− e− ipiν Jν(z)) mit Jν(z) := ∞∑
k=0
(−1)k
k! · Γ(k + 1 + ν) (z/2)
2k+ν ,
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der BesselFunktion. Dies liefert mit den Koeﬃzienten aus Bemerkung 5.11
H1νσ (z) = i(−1)νσ+1/2 ·
2νσ
Γ(1− νσ) ·
( ∞∑
k=0
(−1)k −αq,kσ · z2k−νσ
+ i(−1)νσ−1/24−νσ Γ(1− νσ)
Γ(1 + νσ)
(2σ +N)(−1)1+δq,0+δq,N
∞∑
k=0
(−1)k +αq,kσ · z2k+νσ
)
.
Damit erhalten wir die Darstellung
r1−
N
2 ·H1νσ (ω r) = βσ ω−νσ ·
( ∞∑
k=0
(− iω)2k −αq,kσ · r2k+1−N−σ + κqσ ω2νσ
∞∑
k=0
(− iω)2k +αq,kσ · r2k+1+σ
)
mit den Konstanten
βσ := i
2νσ
Γ(1− νσ) (−1)
νσ+1/2 und κqσ := i 2νσ4−νσ
Γ(1− νσ)
Γ(1 + νσ)
(−1)νσ+1/2+δq,0+δq,N .
Schließlich bekommen wir mit Bemerkung 5.11 die Reihendarstellungen
• E˜1,ωσ,m = βσ · ω1−νσ ·
( ∞∑
k=0
(− iω)2k −αq+1,kσ · r2k+1−N−σ · τˇT qσ,m
+ κq+1σ ω
2νσ
∞∑
k=0
(− iω)2k +αq+1,kσ · r2k+1+σ · τˇT qσ,m
)
= βσ · ω1−νσ ·
( ∞∑
k=0
(− iω)2k · −Dq,2k+1σ,m + κq+1σ ω2νσ
∞∑
k=0
(− iω)2k · +Dq,2k+1σ,m
)
,
• H˜2,ωσ,m = βσ · ω1−νσ ·
( ∞∑
k=0
(− iω)2k −αq,kσ · r2k+1−N−σ · ρˇSqσ,m
+ κqσ ω
2νσ
∞∑
k=0
(− iω)2k +αq,kσ · r2k+1+σ · ρˇSqσ,m
)
= βσ · ω1−νσ ·
( ∞∑
k=0
(− iω)2k · −Rq+1,2k+1σ,m + κqσ ω2νσ
∞∑
k=0
(− iω)2k · +Rq+1,2k+1σ,m
)
.
Deﬁnieren wir für q ∈ {0, . . . , N − 1} die Reihen
• E1,ωσ,m :=
∞∑
k=0
(− iω)2k · −Dq,2k+1σ,m + κq+1σ ω2νσ
∞∑
k=0
(− iω)2k · +Dq,2k+1σ,m , (5.44)
• H1,ωσ,m :=
i
ω
rotE1,ωσ,m =
i
ω
( ∞∑
k=0
(− iω)2k · −Rq+1,2kσ,m + κq+1σ ω2νσ
∞∑
k=0
(− iω)2k · +Rq+1,2kσ,m
)
(5.45)
und
• H2,ωσ,m :=
∞∑
k=0
(− iω)2k · −Rq+1,2k+1σ,m + κqσ ω2νσ
∞∑
k=0
(− iω)2k · +Rq+1,2k+1σ,m , (5.46)
• E2,ωσ,m :=
i
ω
divH2,ωσ,m =
i
ω
( ∞∑
k=0
(− iω)2k · −Dq,2kσ,m + κqσ ω2νσ
∞∑
k=0
(− iω)2k · +Dq,2kσ,m
)
, (5.47)
so können wir die Diskussion der Lösungen von (5.30) wie folgt zusammenfassen:
Bemerkung 5.25
Seien q ∈ {0, . . . , N−1} , σ ∈ N0 , m = 1, . . . und ω ∈ C+\{0} sowie νσ := N/2+σ . Die Reihen
(
En,ωσ,m,Hn,ωσ,m
)
,
n = 1, 2 , konvergieren aufgrund der Konvergenzeigenschaften der Reihe der HankelFunktion gleichmäßig auf
kompakten Teilmengen von RN \ {0} und deﬁnieren dort C∞Formen. Desweiteren sind sie Lösungen zu
(5.30), welche für ω ∈ R \ {0} sowohl der Maxwellschen Strahlungsbedingung als auch der Sommerfeldschen
Strahlungsbedingung zur HelmholtzGleichung genügen und für ω ∈ C+ \ R exponentiell fallen. Insbesondere
gelten divEn,ωσ,m = 0 und rotHn,ωσ,m = 0 sowie mit (5.41), (5.42) und (5.43) für alle k ∈ N(
En,ωσ,m,Hn,ωσ,m
)
=
ωνσ−1
βσ
· (E˜n,ωσ,m, H˜n,ωσ,m) ∈ Hk,q<− 12 (A(1))×Hk,q+1<− 12 (A(1)) .
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6 ElektroMagnetoStatik
Wir wollen zunächst die klassischen Ergebnisse des Abschnitts 2.5 dahingehend verallgemeinern, daß wir
statische MaxwellProbleme der Art
rotE = G , div εE = f , εE erfüllt endlich viele Nebenbedingungen (6.1)
in unserem Außengebiet Ωmit Daten aus L2(Ω) und Lösungen in L2−1(Ω) diskutieren. Der wesentliche Teil dieses
Kapitels ist aber die Bereitstellung einer Lösungstheorie zu (6.1), welche Daten in L2s(Ω) mit s > 1−N/2 zuläßt
und Lösungen liefert, die bis auf endliche Summen spezieller statischer Ganzraumlösungen (Turmformen aus
Abschnitt 5.4) in L2s−1(Ω) liegen. Wir werden sodann eine Iteration eines speziellen statischen Lösungsoperators
angebenen, welche intensiv die Türme der Deﬁnition 5.8 benötigt.
Sofern wir keine weiteren Einschränkungen treﬀen, sei der Rang der Diﬀerentialformen q ∈ {0, . . . , N} . Zur
Entlastung der Darstellungen werden wir in diesem Kapitel immer die folgenden Voraussetzungen treﬀen:
(i) Ω ⊂ RN , N ≥ 3 ungerade, ist ein Außengebiet mit SME und es gilt RN \ Ω ⊂ U(0, r0) .
(ii) Desweiteren wählen wir r0 so groß, daß für alle q die Träger der Formen aus
◦
Bq(Ω) und für q 6= 1 Bq(Ω)
in U(0, r0) liegen.
(iii) Zu den Radien rn := 2n · r0 , n ∈ N0 , sei die Ausschneidefunktion η aus (1.31) mit (1.30) ﬁxiert.
(iv) (ε, µ) = Id+(εˆ, µˆ) ∈ Vq,0τ (Ω)×Vq+1,0τ (Ω) , τ ≥ 0 , sei einmal stetig diﬀerenzierbar mit
∂nεˆ, ∂nµˆ = O(r−1−τ ) , n = 1, . . . , N .
Der Buchstabe τ wird im folgenden stets dazu benutzt, diese Abklingrate von (εˆ, µˆ) anzugeben.
Solche Transformationen (ε, µ) wollen wir τkonstant nennen.
Bemerkung 6.1
zu (i): Die Bedingung N ungerade benötigen wir eigentlich erst am Schluß dieses Kapitels für die Turmfor-
men, mit deren Hilfe wir einen statischen Lösungsoperator iterieren. Die SME von Ω kann oft zur LMKE
abgeschwächt werden. Manchmal benötigen wir sogar gar keine spezielle Randeigenchaft.
zu (ii): Mit dieser Wahl von r0 gilt stets(
supp η ∩ supp
◦
bqi
) ∪ ( supp η ∩ supp bqj) = ∅ , i, j = 1, . . . , dq .
zu (iv): Für viele Resultate benötigen wir die Diﬀerenzierbarkeit von (ε, µ) nicht und für alle Ergebnisse brau-
chen (ε, µ) nur in A(r0) diﬀerenzierbar zu sein.
Ist eine Transformation τkonstant, so gilt dies auch für ihre Inverse mit demselben τ .
6.1 Leichte Verallgemeinerungen der klassischen Theorie
Lemma 6.2
Seien τ > 0 und ν = Id+νˆ eine τkonstante Transformation im RN . Dann gibt es eine Konstante c > 0 und
ein Kompaktum K b RN , so daß für alle E ∈ Rq−1 ∩ ν−1Dq−1 die Abschätzung
||E||1,−1,RN ≤ c ·
(|| rotE||0,0,RN + ||div νE||0,0,RN + ||E||0,0,K)
gilt.
Beweis:
Für alle t ≥ 1 ist nach Satz 3.7 E ∈ H1,q−t und es gilt die Abschätzung
||E||1,−t,RN ≤ c ·
(||E||0,−t,RN + || rotE||0,1−t,RN + ||div νE||0,1−t,RN ) . (6.2)
Lemma 2.16 liefert ein Kompaktum K˜ , so daß
||E||0,−1,RN ≤ c ·
(|| rotE||0,0,RN + ||divE||0,0,RN + ||E||0,0,K˜)
erfüllt ist. Mit dieser Abschätzung und (6.2) für t = 1 erhalten wir
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||E||1,−1,RN ≤ c ·
(|| rotE||0,0,RN + ||div νE||0,0,RN + ||divE||0,0,RN + ||E||0,0,K˜)
≤ c · (|| rotE||0,0,RN + ||div νE||0,0,RN + ||div νˆE||0,0,RN + ||E||0,0,K˜)
≤ c ·
(
|| rotE||0,0,RN + ||div νE||0,0,RN + ||E||0,0,K˜ + ||E||0,−1−τ,RN +
N∑
n=1
||∂nE||0,−τ,RN
)
sowie mit (6.2) für t = 1 + τ > 1
||E||1,−1,RN ≤ c ·
(
|| rotE||0,0,RN + ||div νE||0,0,RN + ||E||0,0,K˜
+ ||E||0,−1−τ,RN + || rotE||0,−τ,RN + ||div νE||0,−τ,RN
)
.
Lemma 4.8 liefert dann mit einem Kompaktum K ⊃ K˜ die erste Behauptung. 
Mit einer Abschneidetechnik erhalten wir
Lemma 6.3
Sei τ > 0 . Dann gibt es eine Konstante c > 0 und ein Kompaktum K b RN , so daß für alle
E ∈ Rq−1(Ω) ∩ ε−1Dq−1(Ω)
die Abschätzung
||E||0,−1,Ω ≤ c ·
(|| rotE||0,0,Ω + ||div εE||0,0,Ω + ||E||0,0,Ω∩K)
gilt.
Deﬁnition 6.4
Für s ∈ R deﬁnieren wir durch
εH
q
s(Ω) := 0
◦
Rqs(Ω) ∩ ε−10Dqs(Ω)
die Räume der (gewichteten) DirichletFormen und bezeichnen ihre Dimension mit dq,s . Im Fall s = 0
schreiben wir in Analogie zu der Deﬁnition im Satz 2.21 auch εHq(Ω) .
Wir erinnern an die Bezeichnungen aus Abschnitt 2.5 und erhalten das
Lemma 6.5
Im Fall s = 0 ist die Dimension der Räume der DirichletFormen unabhängig von der Transformation, d. h.
dq = dq,0 = dimHq(Ω) = dim εHq(Ω) .
Insbesondere ist εHqs(Ω) für alle s ≥ 0 endlichdimensional.
Beweis:
Betrachten wir mit einer weiteren τkonstanten Transformation ν den Projektor
pi : εHq(Ω) −→ νHq(Ω)
E 7−→ piE ,
wobei piE die Orthogonalprojektion von E bzgl. 〈ν · , · 〉Ω in L2,q(Ω) auf ν−10Dq(Ω) entlang rot
◦
Rq−1(Ω) sei(
siehe (4.15)
)
. pi ist wohldeﬁniert, denn
(1− pi)E ∈ rot
◦
Rq−1(Ω) ⊂ 0
◦
Rq(Ω) ⇒ piE = E − (1− pi)E ∈ 0
◦
Rq(Ω) ∩ ν−10Dq(Ω) = νHq(Ω) ,
linear und stetig. Desweiteren ist pi injektiv, denn
piE = 0 ⇔ E ∈ εHq(Ω) ∩ rot
◦
Rq−1(Ω) = {0} .
Damit erhalten wir dim εHq(Ω) ≤ dim νHq(Ω) und durch Symmetrie sogar
dim εHq(Ω) = dim νHq(Ω)
ν = Id= dimHq(Ω) .
Nach Lemma 2.16 ist Hq(Ω) endlichdimensional und somit pi sogar bijektiv. 
Mit Hilfe der LMKE und des Lemmas 6.3 erhalten wir das
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Korollar 6.6
Sei τ > 0 . Dann ist εHq−1(Ω) endlichdimensional.
Wir können die HelmholtzZerlegungen aus Lemma 2.18 verallgemeinern:
Lemma 6.7
Es gelten die folgenden 〈ε · , · 〉Ωorthogonalen Zerlegungen:
(i) L2,q(Ω) = rot
◦
Rq−1(Ω)⊕ε ε−10Dq(Ω) = 0
◦
Rq(Ω)⊕ε ε−1divDq+1(Ω)
= ε−1rot
◦
Rq−1(Ω)⊕ε 0Dq(Ω) = ε−10
◦
Rq(Ω)⊕ε divDq+1(Ω)
(ii) L2,q(Ω) = rot
◦
Rq−1(Ω)⊕ε εHq(Ω)⊕ε ε−1divDq+1(Ω)
= ε−1rot
◦
Rq−1(Ω)⊕ε ε−1ε−1Hq(Ω)⊕ε divDq+1(Ω)
Alle Abschlüsse werden in L2,q(Ω) genommen.
Beweis:
(i) ist trivial. Wegen divDq+1(Ω) ⊂ 0Dq(Ω) liefert (i)
ε−10Dq(Ω) =
(
0
◦
Rq(Ω) ∩ ε−10Dq(Ω)
)
⊕ε ε−1divDq+1(Ω) = εHq(Ω)⊕ε ε−1divDq+1(Ω)
und genauso
0Dq(Ω) =
(
ε−10
◦
Rq(Ω) ∩ 0Dq(Ω)
)
⊕ε divDq+1(Ω) = ε−1ε−1Hq(Ω)⊕ε divDq+1(Ω) .
Dies zeigt (ii). 
Wir ﬁxieren nun eine Basis {
h1, . . . , hdq,−1
}
(6.3)
von εHq−1(Ω) , notieren aber dabei nicht ihre Abhängigkeit von ε .
Wir wollen jetzt das Analogon zu Lemma 2.16 (iii) zeigen.
Lemma 6.8
Seien τ > 0 und ν ∈ Vq,00 (Ω) . Dann existiert eine Konstante c > 0 , so daß für alle E ∈
◦
Rq−1(Ω) ∩ ε−1Dq−1(Ω)
die folgende Abschätzung gilt:
||E||0,−1,Ω ≤ c ·
(
|| rotE||0,0,Ω + ||div εE||0,0,Ω +
dq,−1∑
`=1
∣∣〈νρ−1E, ρ−1h`〉Ω∣∣)
Erinnerung: ρ = (1 + r2)1/2
Beweis:
Mit der LMKE und Lemma 6.3 kann der Beweis indirekt geführt werden. 
Analog zu Lemma 2.18 folgt
Lemma 6.9
Seien τ > 0 und ν ∈ Vq,00 (Ω) . Dann gelten
(i) rot
◦
Rq(Ω) = rot
◦
Rqvox(Ω) = rot
◦
Rq−1(Ω) = rot
( ◦
Rq−1(Ω) ∩ ε−10Dq−1(Ω) ∩ εHq−1(Ω)⊥−1,ν
)
,
(ii) divDq(Ω) = div Dqvox(Ω) = div Dq−1(Ω) = div
(
Dq−1(Ω) ∩ ε−10
◦
Rq−1(Ω) ∩ ε−1Hq−1(Ω)⊥−1,ν
)
.
Die Abschlüsse werden wieder in L2(Ω) genommen und mit ⊥s,ν bezeichnen wir die Orthogonalität bzgl. des
〈νρs · , ρs · 〉ΩSkalarproduktes.
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Beweis:
Zeigen wir z. B. (i). Die andere Behauptung folgt mit ähnlichen Argumenten. Nach Lemma 3.1 (Der Fall eines
Außengebietes beweist sich völlig analog!) haben wir
◦
Rqvox(Ω)
dicht⊂
◦
Rq(Ω),
◦
Rq−1(Ω) und somit direkt
rot
◦
Rq(Ω) = rot
◦
Rqvox(Ω) = rot
◦
Rq−1(Ω) .
Sei also G ∈ rot
◦
Rq(Ω) und (En)n∈N ⊂
◦
Rq(Ω) eine Folge mit lim
n→∞ rotEn = G . Mit Lemma 6.7 (ii) zerlegen
wir unsere Folge
En = Erotn + E
H
n + ε
−1Edivn ∈ rot
◦
Rq−1(Ω)⊕ε εHq(Ω)⊕ε ε−1divDq+1(Ω)
und sehen
En − Erotn − EHn = ε−1Edivn ∈
◦
Rq(Ω) ∩ ε−10Dq(Ω) ∩ εHq(Ω)⊥ε
sowie
rot ε−1Edivn = rotEn
n→∞−−−−→ G in L2,q+1(Ω) ,
d. h.
rot
◦
Rq(Ω) = rot
( ◦
Rq(Ω) ∩ ε−10Dq(Ω) ∩ εHq(Ω)⊥ε
)
.
Trivialerweise gilt ε−1Edivn ∈ L2,q−1(Ω) und somit die Zerlegung
ε−1Edivn = E
1
n + E
2
n ∈ εHq−1(Ω)⊕−1,ν εHq−1(Ω)⊥−1,ν .
Wir erhalten
E2n = ε
−1Edivn − E1n ∈
◦
Rq−1(Ω) ∩ ε−10Dq−1(Ω) ∩ εHq−1(Ω)⊥−1,ν (6.4)
und
rotE2n = rot ε
−1Edivn = rotEn
n→∞−−−−→ G in L2,q+1(Ω) . (6.5)
Lemma 6.8 (i) liefert uns
||E2n − E2m||0,−1,Ω ≤ c · || rotE2n − rotE2m||0,0,Ω n→∞−−−−→ 0 ,
folglich ist (E2n)n∈N eine L2,q−1(Ω)CauchyFolge mit Grenzwert E ∈ L2,q−1(Ω) . Wegen (6.4) und (6.5) bekommen
wir außerdem
E ∈
◦
Rq−1(Ω) ∩ ε−10Dq−1(Ω) ∩ εHq−1(Ω)⊥−1,ν und rotE = G .

Wir kommen zum Hauptergebnis dieses Abschnitts, einer leichten Verallgemeinerung des Satzes 2.19 :
Satz 6.10
Seien τ > 0 und dq,−1 stetige lineare Funktionale ϕ`ε auf
◦
Rq−1(Ω) ∩ ε−1Dq−1(Ω) mit
εH
q
−1(Ω) ∩
dq,−1⋂
`=1
N(ϕ`ε) = {0}
sowie (ν˜, νˆ) ∈ Vq−1,00 (Ω)×Vp+1,00 (Ω) gegeben. Dann sind
Maxε :
◦
Rq−1(Ω) ∩ ε−1Dq−1(Ω) −→ W q(Ω)
E 7−→ (div εE, rotE,ϕ1ε(E), . . . , ϕdq,−1ε (E))
und
εMax : ε−1
◦
Rq−1(Ω) ∩ Dq−1(Ω) −→ W q(Ω)
E 7−→ (divE, rot εE, ϕ1ε−1(εE), . . . , ϕdq,−1ε−1 (εE))
topologische Isomorphismen.
Hierbei sei W q(Ω) :=
(
0Dq−1(Ω) ∩ ν˜Hq−1(Ω)⊥
)× (0 ◦Rq+1(Ω) ∩ νˆHq+1(Ω)⊥νˆ)× Cdq,−1 .
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Bemerkung 6.11
Man kann z. B. ϕ`ε(E) := 〈νρ−1E, ρ−1h`〉Ω mit ν ∈ Vq,00 (Ω) wählen.
Beweis:
Diskutieren wir Maxε : Wohldeﬁniertheit, Stetigkeit und Injektivität sind klar. Nach dem Satz von der be-
schränkten Inversen folgt die Behauptung, falls Maxε surjektiv ist.
Seien dazu (f,G, γ) ∈W . Nach Lemma 6.7 und Lemma 6.9 gelten
f ∈ 0Dq−1(Ω) ∩ ν˜Hq−1(Ω)⊥ = divDq(Ω) = div
(
Dq−1(Ω) ∩ ε 0
◦
Rq−1(Ω)
)
und
G ∈ 0
◦
Rq+1(Ω) ∩ νq+1Hq+1(Ω)⊥νq+1 = rot
◦
Rq(Ω) = rot
( ◦
Rq−1(Ω) ∩ ε−10Dq−1(Ω)
)
,
d. h. es existieren
Er ∈ Dq−1(Ω) ∩ ε 0
◦
Rq−1(Ω) und Ed ∈
◦
Rq−1(Ω) ∩ ε−10Dq−1(Ω)
mit divEr = f und rotEd = G . Also löst
Eˆ := Ed + ε−1Er ∈
◦
Rq−1(Ω) ∩ ε−1Dq−1(Ω)
das System
rot Eˆ = G , div εEˆ = f
und wir dürfen zu Eˆ noch beliebige Elemente aus εHq−1(Ω) addieren, ohne dies zu ändern. Wegen der Voraus-
setzungen ist
ϕ : εH
q
−1(Ω) −→ Cdq,−1
E 7−→ (ϕ1ε(E), . . . , ϕdq,−1ε (E))
ein topologischer Isomorphismus. Daher liefert
E := Eˆ + ϕ−1
(
γ − (ϕ1ε(Eˆ), . . . , ϕdq,−1ε (Eˆ)))
die gesuchte Lösung zu MaxεE = (f,G, γ) .
Wegen εMax =Maxε−1 ε ist auch dieser Operator ein topologischer Isomorphismus. 
6.2 Statische Operatoren in Räumen mit großen Gewichten
Lemma 6.12
Es gilt
H
q
−N2
(Ω) = Hq(Ω) = Hq
<N2 −1
(Ω)
und im Fall q /∈ {1, N − 1} sogar Hq(Ω) = Hq
<N2
(Ω) .
Bemerkung 6.13
Insbesondere liegt Hq(Ω) im Dualraum L2,q−s(Ω) von L2,qs (Ω) , falls s > 1 − N/2 . Für q /∈ {1, N − 1} gilt dies
sogar für s > −N/2 .
Beweis:
Nach Satz 5.22 gilt für ein E ∈ Hq−N2 (Ω)
E|A(r0) =
∑
σ∈N0 ,
m=1,...,µq,0σ
−eq,10,σ,m · −Dq,0σ,m + eˆq,1 ·

−R1,10,1 , falls q = 1
−DN−1,10,1 , falls q = N − 1
0 , sonst
,
d. h. mit Bemerkung 5.24 gilt E ∈ L2,q
<N2 −1
(Ω) und für q /∈ {1, N − 1} sogar E ∈ L2,q
<N2
(Ω) . 
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Lemma 6.14
Für s > 1−N/2 gilt mit Abschlüssen in L2,qs (Ω)
rot
◦
Rq−1s−1(Ω) ∪ rot
◦
Rq−1s (Ω) ∪ div Dq+1s−1(Ω) ∪ divDq+1s (Ω) ⊂ Hq(Ω)⊥ .
Hier bezeichne nach wie vor ⊥ das Senkrechtstehen in L2,q(Ω) , also im Sinne der L2,qs (Ω)L2,q−s(Ω)Dualität.
Beweis:
Für z. B. E ∈
◦
Rq−1s−1(Ω) und H ∈ Hq(Ω) gilt mit Lemma 6.12 und Lemma 4.23
〈rotE,H〉Ω = −〈E, divH〉Ω = 0 ,
d. h. rot
◦
Rq−1s−1(Ω) ⊂ Hq(Ω)⊥ , also rot
◦
Rq−1s−1(Ω) ⊂ Hq(Ω)⊥ , denn Hq(Ω)⊥ ist ein abgeschlossener Unterraum
von L2,qs (Ω) . Die anderen Inklusionen folgen analog. 
Wir erinnern an Deﬁnition 5.23 und Bemerkung 5.14 und führen eine neue Notation ein:
Deﬁnition 6.15
Zu s ∈ R deﬁnieren wir
Dqs :=
−Dq,0≤s−N2
= −Rq,0≤s−N2
=: Rqs
und die Ausnahmeformen
Aqs :=

−R1,10,1 , falls q = 1 und s ≥ N/2− 1
−DN−1,10,1 , falls q = N − 1 und s ≥ N/2− 1
{0} , sonst
sowie deren Erzeugnis Aqs := LinAqs .
Bemerkung 6.16
Der Index s in Dqs charakterisiert nun nicht mehr einen Homogenitätsgrad, sondern eine Integrierbarkeitsbedin-
gung. Es gelten dabei
Dqs ∩ L2,qs
(
A(1)
)
= {0} und Dqs ⊂ L2,q<N2
(
A(1)
)
sowie Dqs = {0} für s < N/2 . Da Dqs ⊂ C∞,q
(
RN \ {0}) , folgt desweiteren für alle k ∈ N0
Dqs ⊂ Hk,q<N2
(
A(1)
)
.
Für die Ausnahmeform Aqs ⊂ C∞,q
(
RN \ {0}) gelten Aqs = {0} für s < N/2− 1 sowie
Aqs ∩ L2,qs
(
A(1)
)
= {0} und Aqs ⊂ Hk,q<N2 −1
(
A(1)
)
für alle k ∈ N0 .
Die abzählbare Menge
Tq :=
{±Dq,kσ,m,±Rq,k+1σ,m : k, σ ∈ N0 ∧ m = 1, . . .}
=
{±Dq,k+1σ,m ,±Rq,kσ,m : k, σ ∈ N0 ∧ m = 1, . . .} ⊂ C∞,q(RN \ {0})
ist in, sagen wir, L2,qloc
(
RN \ {0}) linear unabhängig. Ebenso ist die abzählbare Menge
ηTq :=
{
η · ±Dq,kσ,m, η · ±Rq,k+1σ,m : k, σ ∈ N0 ∧ m = 1, . . .
} ⊂ C∞,q(RN )
in, sagen wir, L2,qloc
(
Ω
)
linear unabhängig. Wir führen in Lin ηTq ein Skalarprodukt derart ein, daß ηTq eine
Orthonormalbasis dieses Vektorraumes wird. Wir wollen im folgenden für Teilmengen T˜q von Tq Räume der
Form
Uqt (Ω) := V
q
t (Ω) + Lin ηT˜
q (6.6)
betrachten, wobei z. B. V qt (Ω) =
◦
Rqt (Ω)∩ ε−1Dqt (Ω) ⊂ L2,qt (Ω) sein könnte, und diese mit einer HilbertRaum
Struktur versehen. Der Akzent liegt hierbei auf der Integrierbarkeit der Formen aus V qt (Ω) . Man vergleiche
hier mit den Arbeiten von Weck und Witsch,
[
[50], p. 1631
]
und
[
[53], p. 1511
]
, Peter,
[
[25], S. 51
]
, oder
Bauer,
[
[5], S. 39
]
. Dazu deﬁnieren wir in Uqt (Ω) ein inneres Produkt derart, daß
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• in V qt (Ω) das natürliche Skalarprodukt beibehalten werde,
• in Lin ηT˜qt mit T˜qt :=
{
E ∈ T˜q : E /∈ L2,qt
(
A(1)
)}
das Lin ηTqSkalarprodukt deﬁniert sei und
• V qt (Ω) auf Lin ηT˜qt senkrecht stehe.
Dann haben wir (Orthogonalität bzgl. dieses neuen Skalarproduktes!)
Uqt (Ω) = V
q
t (Ω) + Lin ηT˜
q = V qt (Ω)u Lin ηT˜qt = V qt (Ω)⊕ Lin ηT˜qt .
Bemerkung 6.17
• Uqt (Ω) ist genau dann ein HilbertRaum, wenn T˜qt endlich ist.
• Uqt (Ω) ist im folgenden Sinn unabhängig von der Ausschneidefunktion η : Ist ξ eine weitere Ausschneide-
funktion mit gleichen Eigenschaften (wie η), so gilt mengentheoretisch (mit verschiedenen Skalarproduk-
ten!)
V qt (Ω)⊕ Lin ηT˜qt = V qt (Ω)⊕ Lin ξT˜qt ,
und die eine Menge ist genau dann ein HilbertRaum, wenn die andere einer ist. In diesem Fall ist die
Identität ein topologischer Isomorphismus zwischen ihnen, dessen Norm von η und ξ abhängt.
Beachte: E + ηT = E + (η − ξ)T + ξT und supp(η − ξ) b Ω .
• Die Mengen ηDqs oder ηDqs ⊕ ηAqs sind z. B. solche Lin ηT˜qs .
Nun können wir beginnen, die gewichtete statische Lösungstheorie aufzubauen.
Lemma 6.18
Seien ρ ≥ r0 und E ∈ L2,q−N2 (Ω) eine Lösung zu ∆E = 0 in A(ρ) . Dann gibt es eindeutige Konstanten βk,σ,m ∈ C
mit
E|A(ρ) =
∑
k,σ,m
βk,σ,m ·Qq,kσ,m .
Dabei gelten für s > −N/2
(i) rotE ∈ L2,q+1s+1
(
A(ρ)
) ⇒ β`,σ,m = 0 für ` = 2, 4 und σ ≤ 2 + s−N/2 ,
(ii) divE ∈ L2,q−1s+1
(
A(ρ)
) ⇒ β`,σ,m = 0 für ` = 1, 4 und σ ≤ 2 + s−N/2 .
Im Fall q = N − 1 muß in (i) die Bedingung ` = 2, 4 und entsprechend im Fall q = 1 in (ii) die Bedingung
` = 1, 4 durch ` = 4 ersetzt werden.
Insgesamt folgt
E ∈ L2,qs (Ω)⊕ ηDqs ⊕ ηAqs = L2,qs (Ω)⊕ ηRqs ⊕ ηAqs ,
falls (divE, rotE) ∈ L2,q−1s+1
(
A(ρ)
)× L2,q+1s+1 (A(ρ)) mit einem s > −N/2 .
Beweis:
Das Lemma ist nur für s ≥ N/2− 1 interessant. Da E in A(ρ) eine Potentialform ist, liefert Satz 2.8
E|A(ρ) =
∑
k,σ,m
βk,σ,m ·Qq,kσ,m .
Mit Lemma 2.5 erhalten wir, von den Ausnahmen Q1,11,1 bzw. Q
N−1,2
1,1 im Fall q = 1 bzw. q = N − 1 abgesehen,
• rotE|A(ρ) =
∑
σ,m
β˜2,σ,m ·Qq+1,3σ+1,m +
∑
σ,m
β˜4,σ,m ·Qq+1,1σ+1,m mit βk,σ,m = 0 ⇔ β˜k,σ,m = 0 ,
• divE|A(ρ) =
∑
σ,m
βˆ1,σ,m ·Qq−1,3σ+1,m +
∑
σ,m
βˆ4,σ,m ·Qq−1,2σ+1,m mit βk,σ,m = 0 ⇔ βˆk,σ,m = 0 .
Desweiteren sehen wir mit Bemerkung 2.7, daß durch die zusätzliche Voraussetzung
rotE ∈ L2,q+1s+1
(
A(ρ)
)
bzw. divE ∈ L2,q−1s+1
(
A(ρ)
)
(6.7)
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alle Koeﬃzienten βk,σ,m mit σ ≤ 2+ s−N/2 und k = 2, 4 bzw. k = 1, 4 verschwinden müssen, außer β1,1,1 bzw.
β2,1,1 im Fall q = 1 bzw. q = N − 1 . Sind beide Bedingungen in (6.7) erfüllt, erhalten wir daher
E|A(ρ) =
∑
σ,m
β3,σ,m ·Qq,3σ,m +
∑
k=1,2,4 ,
σ>2+s−N/2 ,
m=1,...
βk,σ,m ·Qq,kσ,m +

β1,1,1 ·Q1,11,1 , falls q = 1
β2,1,1 ·QN−1,21,1 , falls q = N − 1
0 , sonst
=
∑
σ≤2+s−N/2 ,
m=1,...
β3,σ,m ·Qq,3σ,m +
∑
k=1,2,3,4 ,
σ>2+s−N/2 ,
m=1,...
βk,σ,m ·Qq,kσ,m
︸ ︷︷ ︸
∈L2,qs
(
A(ρ)
)
+

β1,1,1 ·Q1,11,1 , falls q = 1
β2,1,1 ·QN−1,21,1 , falls q = N − 1
0 , sonst
.
Folglich gilt in A(ρ)
Eˆ := E −
∑
σ≤2+s−N/2 ,
m=1,...
β3,σ,m · ηQq,3σ,m −

β1,1,1 · ηQ1,11,1 , falls q = 1
β2,1,1 · ηQN−1,21,1 , falls q = N − 1
0 , sonst
∈ L2,qs
(
A(ρ)
)
,
also Eˆ ∈ L2,qs (Ω) . Schließlich erhalten wir mit Bemerkung 5.14 sowie den Deﬁnitionen 5.23 und 6.15
E ∈ L2,qs (Ω)⊕ ηDqs ⊕ ηAqs .

Wir erinnern an I aus (2.27) und kommen im Fall homogener Medien zu einem ersten gewichteten statischen
Resultat:
Lemma 6.19
Sei 1−N/2 < s /∈ I . Dann ist
DIV :
(( ◦
Rq+1s−1(Ω) ∩ Dq+1s−1(Ω)
)⊕ ηRq+1s−1 ⊕ ηAq+1s−1) ∩ 0 ◦Rq+1loc (Ω) −→ 0Dqs(Ω) ∩ Hq(Ω)⊥
H 7−→ divH
ein stetiger und surjektiver FredholmOperator mit Kern
N(DIV) = Hq+1(Ω) .
Beweis:
div und rot bilden Turmformen aus ηRq+1s−1 ⊕ ηAq+1s−1 auf Formen mit kompakten Trägern ab. Daher und mit
Lemma 6.14 sowie Bemerkung 6.16 ist DIV wohldeﬁniert, linear und stetig, denn ηRq+1s−1 ⊕ ηAq+1s−1 ist endlichdi-
mensional. Lemma 6.12 liefert
N(DIV) ⊂ Hq+1
>−N2
(Ω) = Hq+1(Ω) .
Andererseits folgt aus H ∈ Hq+1(Ω) mit Lemma 6.18
H ∈ L2,q+1s−1 (Ω)⊕ ηRq+1s−1 ⊕ ηAq+1s−1 und somit H ∈
( ◦
Rq+1s−1(Ω) ∩ Dq+1s−1(Ω)
)⊕ ηRq+1s−1 ⊕ ηAq+1s−1 .
Folglich ist H ∈ N(DIV) , d. h. N(DIV) = Hq+1(Ω) .
Damit müssen wir nur noch die Surjektivität zeigen. Sei dazu F ∈ 0Dqs(Ω)∩Hq(Ω)⊥ und Fˆ seine Nullfortsetzung
nach RN . Mit Hilfe des Lemmas 2.12 zerlegen wir
Fˆ =: FD + FR + FS ∈ 0Dqs u 0Rqs u Sqs (6.8)
und deﬁnieren (Erinnerung: C = C∆,η)
f := FD −
∑
σ<s−1−N2 ,
m=1,...,µq+1σ
〈
FD,
+Dq,1σ,m
〉
RN · C −Dq,1σ,m . (6.9)
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Dies ist wohldeﬁniert, denn nach Bemerkung 5.24 gilt
+Dq,1σ,m ∈ L2,q−s ⇔ σ < s− 1−N/2 .
Im Fall s < 1 +N/2 sind die Summen leer und im Fall s < N/2 gilt sogar f = FD . Wir wollen nun Satz 2.14
anwenden und zeigen dazu
f ∈W (div) .
Mit Bemerkung 5.17 erhalten wir
C −Dq,1σ,m = div rot
(
η−Dq,1σ,m
)
+ rot div
(
η−Dq,1σ,m
)︸ ︷︷ ︸
=0
∈ 0Dqvox ,
also f ∈ 0Dqs . Weiterhin folgt mit Lemma 5.19 für alle γ < s − 1 −N/2 und n = 1, . . . , µq+1σ
(
Hier benötigen
wir noch keine speziellen Eigenschaften von ηˆ gemäß (1.32) ! Man vergleiche mit Lemma 2.9 .
)
〈
f,+Dq,1γ,n
〉
RN = 0 .
Folglich erhalten wir mit Bemerkung 5.14 für 1 ≤ q ≤ N − 1
f ∈ 0Dqs ∩
(
+D
q,1
<s−1−N2
)⊥ = 0Dqs ∩ (Pq,2<s−N2 )⊥ =W (div) .
Damit dies auch im Fall q = 0 richtig bleibt, muß f nach Satz 2.14 zusätzlich noch auf 1 ∼= +D0,00,1 senkrecht
stehen, falls s > N/2 . Um das zu erreichen, müssen wir in diesem Ausnahmefall f in (6.9) durch
f˜ := f − 〈FD,+D0,00,1〉RN · C −D0,20,1
ersetzen. Dann gilt f ∈W (div) für alle q und Satz 2.14 liefert ein
h ∈ Dq+1s−1 ∩ 0Rq+1s−1 = H1,q+1s−1 mit div h = f .
Der Ansatz
H := η · h+Φ (6.10)
übersetzt das System
divH = F und rotH = 0
mit den Voraussetzungen und Lemma 6.14 in das System
• rotΦ = − rot(ηh) ∈ 0
◦
Rq+2vox (Ω) ∩ Hq+2(Ω)⊥ ,
• div Φ = F − div(ηh) ∈ 0Dqs ∩ Hq(Ω)⊥ ⊂ 0Dq>1−N2 (Ω) ∩ H
q(Ω)⊥ .
In Ω gilt Fˆ = F und somit für 1 ≤ q ≤ N − 1
F − div(ηh) = F − div h︸ ︷︷ ︸
=f
+div
(
(1− η)h)
= F − FD + div
(
(1− η)h)+ ∑
σ<s−1−N2 ,
m=1,...,µq+1σ
〈
FD,
+Dq,1σ,m
〉
RN · C −Dq,1σ,m ,
also
L2,qvox(Ω) 3 F − div(ηh)− F + FD = F − div(ηh)− FR − FS .
Dies bleibt auch im Ausnahmefall q = 0 und s > N/2 richtig. Aufgrund des beschränkten Trägers von FS folgt
nun
F − div(ηh)− FR ∈ L2,qvox(Ω) .
Desweiteren liefert (6.8) und die Divergenzfreiheit von F
FR ∈ 0Rqs und divFR = 0 in Ω \ suppFS .
Wie im Beweis des Lemmas 6.12 oder mit Lemma 6.18 und Bemerkung 6.16 erhalten wir
FR ∈ L2,q<N2 −1(Ω) .
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Schließlich ist (
F − div(ηh),− rot(ηh)) ∈ (0Dq<N2 −1(Ω) ∩ Hq(Ω)⊥)× (0 ◦Rq+2vox (Ω) ∩ Hq+2(Ω)⊥)
und Satz 2.19 liefert ein Φ ∈
◦
Rq+1−1 (Ω) ∩ Dq+1−1 (Ω) mit
rotΦ = − rot(ηh) und div Φ = F − div(ηh) .
Außerdem gilt in A(rˆ) mit rˆ ≥ r2 und suppFS ⊂ U(0, rˆ)
rotΦ = 0 und div Φ = F − FD = FR + FS = FR , d. h. rot div Φ = 0 .
Dies liefert
∆Φ|A(rˆ) = 0 , (div Φ, rotΦ) ∈ L2,qs (Ω)× L2,q+2vox (Ω)
und Lemma 6.18 zeigt
Φ ∈ L2,q+1s−1 (Ω)⊕ ηRq+1s−1 ⊕ ηAq+1s−1 , also Φ ∈
( ◦
Rq+1s−1(Ω) ∩ Dq+1s−1(Ω)
)⊕ ηRq+1s−1 ⊕ ηAq+1s−1 .
Damit hat der Ansatz (6.10) zum Ziel geführt und
H = ηh+Φ ∈ ( ◦Rq+1s−1(Ω) ∩ Dq+1s−1(Ω))⊕ ηRq+1s−1 ⊕ ηAq+1s−1
ist die gesuchte Lösung. 
Lemma 6.20
Sei 1−N/2 < s /∈ I . Dann ist
ROT :
(( ◦
Rqs−1(Ω) ∩ Dqs−1(Ω)
)⊕ ηDqs−1 ⊕ ηAqs−1) ∩ 0Dqloc(Ω) −→ 0 ◦Rq+1s (Ω) ∩ Hq+1(Ω)⊥
E 7−→ rotE
ein stetiger und surjektiver FredholmOperator mit Kern
N(ROT) = Hq(Ω) .
Beweis:
Der Beweis erfolgt analog zum vorhergehenden, nur etwas einfacher, weil die Nullfortsetzung von
G ∈ 0
◦
Rq+1s (Ω) ∩ Hq+1(Ω)⊥
schon in 0Rq+1s liegt, so daß wir keine HelmholtzZerlegung nach Lemma 2.12 benötigen. Die Rollen der
Turmformen ±Dq,1σ,m werden hier von ±Rq+1,1σ,m übernommen und im zu q = 0 und s > N/2 entsprechenden
Ausnahmefall q = N − 1 und s > N/2 müssen wir nach Satz 2.13 auch die Orthogonalität zu ∗1 ∼= +RN,00,1 mit
Hilfe der Form −RN,20,1 gewährleisten. 
Nun möchten wir die Transformationen ε und µ in die Lösungstheorie einbauen. Dazu benötigen wir einige
technische Vorbereitungen. Zunächst können wir Lemma 6.18 verallgemeinern:
Lemma 6.21
Sei ρ ≥ r0 . Gilt für ein E ∈ L2,q−N2 (Ω) mit einem −N/2 < s /∈ I
rotE ∈ L2,q+1s+1
(
A(ρ)
)
und divE ∈ L2,q−1s+1
(
A(ρ)
)
,
so folgt E ∈ L2,qs (Ω)⊕ ηDqs ⊕ ηAqs = L2,qs (Ω)⊕ ηRqs ⊕ ηAqs .
Beweis:
Sei ϕ := η
(
r/(2ρ)
)
. Dann gilt ϕE ∈
◦
Rq−N2
(
A(r0)
) ∩ Dq−N2 (A(r0)) und desweiteren(
div(ϕE), rot(ϕE)
) ∈ (0Dq−1s+1(A(r0)) ∩ Hq−1(A(r0))⊥)× (0 ◦Rq+1s+1(A(r0)) ∩ Hq+1(A(r0))⊥)
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sowie 1 − N/2 < s + 1 /∈ I , da s /∈ I . Außerdem besitzt A(r0) die SME. Eine Kombination von Lemma 6.19
und Lemma 6.20 liefert ein
e ∈
( ◦
Rqs
(
A(r0)
) ∩ Dqs(A(r0)))⊕ ηDqs ⊕ ηAqs mit rot e = rot(ϕE) und div e = div(ϕE) .
Demnach ist e−ϕE eine DirichletForm und mit Lemma 6.12 gilt e−ϕE ∈ Hq−N2
(
A(r0)
)
= Hq
(
A(r0)
)
. Setzen
wir nun e und ϕE durch Null nach ganz Ω fort, liefert dies e ∈ L2,qs (Ω)⊕ ηDqs ⊕ ηAqs und mit Lemma 6.18
e− ϕE ∈ L2,qs (Ω)⊕ ηDqs ⊕ ηAqs , d. h. E = (1− ϕ)E + ϕE − e+ e ∈ L2,qs (Ω)⊕ ηDqs ⊕ ηAqs .

Damit sind wir in der Lage, Transformationen ins Lemma 6.12 einzubauen.
Lemma 6.22
Sei τ > 0 . Dann gilt
εH
q
−N2
(Ω) = εHq(Ω) = εH
q
<N2 −1
(Ω)
und im Fall q /∈ {1, N − 1} sogar εHq(Ω) = εHq<N2 (Ω) .
Bemerkung 6.23
Insbesondere liegt εHq(Ω) im Dualraum L2,q−s(Ω) von L2,qs (Ω) , falls s > 1 − N/2 . Für q /∈ {1, N − 1} gilt dies
sogar für s > −N/2 .
Beweis:
Ein E ∈ εHq−N2 (Ω) liegt nach Korollar 3.8 (ii) in H
1,q
−N2
(
A(r0)
)
und in A(r0) sind
rotE = 0 und divE = −div εˆE ∈ L2,q−1−N2 +1+τ
(
A(r0)
)
.
Wir können o. B. d. A. τ − N/2 /∈ I annehmen  andernfalls verkleinern wir τ ein wenig  und erhalten mit
Lemma 6.21
E ∈ L2,q
τ−N2
(Ω)⊕ ηDq
τ−N2
⊕ ηAq
τ−N2
.
Nach Bemerkung 6.16 ist ηDq
τ−N2
⊕ ηAq
τ−N2
⊂ L2,q<sq (Ω) mit sq := N/2− δq,1 − δq,N−1 .
Im Fall τ −N/2 ≥ sq folgt E ∈ L2,q<sq (Ω) , ergo E ∈ εHq<sq (Ω) , und der Beweis ist zu Ende.
Im Fall τ −N/2 < sq folgt E ∈ L2,qτ−N2 (Ω) , also E ∈ εH
q
τ−N2
(Ω) . Wieder können wir o. B. d. A. 2τ −N/2 /∈ I
annehmen und erhalten mit obigen Argumenten
E ∈ L2,q
2τ−N2
(Ω)⊕ ηDq
2τ−N2
⊕ ηAq
2τ−N2
.
Nach endlich vielen Wiederholungen erhalten wir E ∈ L2,q<sq (Ω) und somit E ∈ εHq<sq (Ω) . 
Mit den Lemmata 2.16, 6.5 und 6.22 bekommen wir das
Korollar 6.24
Sei τ > 0 . Dann gilt für −N/2 ≤ t < N/2− 1
dim εH
q
t (Ω) = dimH
q(Ω) = dq .
Im Fall q /∈ {1, N − 1} gilt dies sogar für −N/2 ≤ t < N/2 .
Mit Lemma 6.22 erhalten wir das Analogon zu Lemma 6.14:
Lemma 6.25
Sei τ > 0 . Dann gelten für s > 1−N/2 mit Abschlüssen in L2,qs (Ω)
rot
◦
Rq−1s−1(Ω) ∪ rot
◦
Rq−1s (Ω) ⊂ εHq(Ω)⊥ε und div Dq+1s−1(Ω) ∪ divDq+1s (Ω) ⊂ εHq(Ω)⊥ .
Nun können wir die Transformationen in die bisherige Lösungstheorie der Lemmata 6.19 und 6.20 einbauen.
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Lemma 6.26
Seien 1−N/2 < s /∈ I und τ > max{0, s−N/2} sowie τ ≥ −s . Dann ist
DIVµ :
((
µ−1
◦
Rq+1s−1(Ω) ∩ Dq+1s−1(Ω)
)⊕ ηRq+1s−1 ⊕ ηAq+1s−1) ∩ µ−10 ◦Rq+1loc (Ω) −→ 0Dqs(Ω) ∩ Hq(Ω)⊥
H 7−→ divH
ein stetiger und surjektiver FredholmOperator mit Kern
N(DIVµ) = µ−1µ−1Hq+1(Ω) .
Beweis:
Der Beweis folgt den wesentlichen Zügen des Beweises zu Lemma 6.19 .
Wegen supp η ⊂ A(r1) liegt ein ηH ∈ ηRq+1s−1 ⊕ ηAq+1s−1 insbesondere in
◦
H1,q+1
<N2 −1
(
A(r0)
)
. Die Voraussetzungen an
τ liefern
rot(µηH) = rot(ηH)︸ ︷︷ ︸
∈L2,q+2vox (Ω)
+rot(µˆηH) ∈ L2,q+2
<N2 +τ
(Ω) ⊂ L2,q+2s (Ω) (6.11)
und somit ist DIVµ wohldeﬁniert, linear und stetig. Mit Lemma 6.22 folgt µN(DIVµ) ⊂ µ−1Hq+1(Ω) . Nach
Korollar 3.8 (ii) gelten für H ∈ µ−1µ−1Hq+1(Ω) ⊂ H1,q+1<N2 −1
(
A(r0)
)
divH = 0 , rotH = − rot(µˆH) ∈ L2,q+2
<N2 +τ
(
A(r0)
) ⊂ L2,q+2s (A(r0)) ,
so daß Lemma 6.21 und die Bedingungen an τ
µ−1µ−1Hq+1(Ω) ⊂
(
µ−1
◦
Rq+1s−1(Ω) ∩ Dq+1s−1(Ω)
)⊕ ηRq+1s−1 ⊕ ηAq+1s−1
liefern. Es folgt also µN(DIVµ) ⊂ µ−1Hq+1(Ω) , also
µN(DIVµ) = µ−1Hq+1(Ω) .
Damit fehlt nur noch der Nachweis der Surjektivität von DIVµ . Sei F ∈ 0Dqs(Ω)∩Hq(Ω)⊥ . Wir folgen wörtlich
den Schritten im Beweis zu Lemma 6.19 bis zum Ansatz (6.10). Das System
divH = F und rotµH = 0
übersetzt sich mit Lemma 6.25 in
• rotµΦ = − rot(µηh) = −ηˆ′(r)r−1Rh− rot(µˆηh) ∈ 0
◦
Rq+2s+τ (Ω) ∩ Hq+2(Ω)⊥ , (6.12)
• div Φ = F − div(ηh) ∈ 0Dqs ∩ Hq(Ω)⊥ ⊂ 0Dq>1−N2 (Ω) ∩ H
q(Ω)⊥ . (6.13)
Wie im Beweis zu Lemma 6.19 erhalten wir F − div(ηh) ∈ L2,q
<N2 −1
(Ω) und somit wegen τ ≥ −s
(
F − div(ηh),− rot(µηh)) ∈ (0Dq(Ω) ∩ Hq(Ω)⊥)× (0 ◦Rq+2(Ω) ∩ Hq+2(Ω)⊥) . (6.14)
Die verallgemeinerte klassische Theorie aus Satz 6.10 sichert die Existenz einer Lösung
Φ ∈ µ−1
◦
Rq+1−1 (Ω) ∩ Dq+1−1 (Ω)
des Systems (6.12), (6.13).
Da ηh ∈ H1,q+1s−1 mit den Voraussetzungen ηh ∈ µ−1
◦
Rq+1s−1(Ω) ∩ Dq+1s−1(Ω) nach sich zieht, wäre der Beweis damit
beendet, wenn wir noch zeigten, daß sich Φ dem Deﬁnitionsbereich von DIVµ entsprechend zerlegen ließe. Mit
div Φ ∈ L2,qs (Ω) liefern dies aber Lemma 6.21 und die Voraussetzungen an τ , falls wir z. B.
rotΦ ∈ L2,q+2s
(
A(r0)
)
(6.15)
zeigen können.
Die Regularitätstheorie aus Korollar 3.8 (ii) liefert Φ ∈ H1,q+1−1
(
A(r0)
)
, also rotΦ ∈ L2,q+2(A(r0)) . Daher ist
(6.15) nur für s > 0 zu zeigen. Wegen
rotΦ = − rot(µˆΦ)− rot(µηh) ∈ L2,q+2min{τ,s+τ}
(
A(r0)
)
= L2,q+2τ
(
A(r0)
)
(6.16)
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ist nur noch der Fall 0 < τ < s zu untersuchen und in diesem liefert Lemma 6.21 (Wir nehmen o. B. d. A.
τ /∈ I an!)
Φ ∈ L2,q+1τ−1 (Ω)⊕ ηDq+1τ−1 ⊕ ηAq+1τ−1 .
Für s > N/2 und N/2 ≤ τ < s bekommen wir Φ ∈ L2,q+1
<N2 −1
(Ω) und mit (6.16) rotΦ ∈ L2,q+2N
2
(
A(r0)
)
, also
Φ ∈ H1,q+1
<N2 −1
(
A(r0)
)
. Da τ > s−N/2 , liefert (6.16) rotΦ ∈ L2,q+2s
(
A(r0)
)
.
Im letzten Fall τ < min{s,N/2} gilt ηDq+1τ−1 ⊕ ηAq+1τ−1 = {0} und damit Φ ∈ L2,q+1τ−1 (Ω) . Wieder erhalten wir
Φ ∈ H1,q+1τ−1
(
A(r0)
)
und mit (6.16) rotΦ ∈ L2,q+2min{2τ,s+τ}
(
A(r0)
)
. Nach endlich vielen Wiederholungen dieses Ar-
guments gilt entweder `τ ≥ s oder `τ ≥ N/2 . Mit obigen Argumenten folgt schließlich rotΦ ∈ L2,q+2s
(
A(r0)
)
. 
Korollar 6.27
Seien 1−N/2 < s /∈ I und τ > max{0, s−N/2} sowie τ ≥ −s . Dann gilt
µ−1D(DIVµ−1) =
(( ◦
Rq+1s−1(Ω) ∩ µ−1Dq+1s−1(Ω)
)⊕ ηRq+1s−1 ⊕ ηAq+1s−1) ∩ 0 ◦Rq+1loc (Ω) =: D(µDIV)
und
µDIV : D(µDIV) −→ 0Dqs(Ω) ∩ Hq(Ω)⊥
H 7−→ div µH
ist ein stetiger und surjektiver FredholmOperator mit Kern
N(µDIV) = µHq+1(Ω) .
Beweis:
Die Behauptung folgt aus dem vorherigen Lemma, falls wir
µ−1D(DIVµ−1) =
(( ◦
Rq+1s−1(Ω) ∩ µ−1Dq+1s−1(Ω)
)⊕ ηRq+1s−1 ⊕ ηAq+1s−1) ∩ 0 ◦Rq+1loc (Ω)
zeigen können. Mit den Voraussetzungen an τ ist das aber klar, denn
µ−1
(
ηRq+1s−1 ⊕ ηAq+1s−1
) ⊂ ( ◦Rq+1s−1(Ω) ∩ µ−1Dq+1s−1(Ω))⊕ ηRq+1s−1 ⊕ ηAq+1s−1 .

Entsprechend erhalten wir
Lemma 6.28
Seien 1−N/2 < s /∈ I und τ > max{0, s−N/2} sowie τ ≥ −s . Dann ist
ROTε :
(( ◦
Rqs−1(Ω) ∩ ε−1Dqs−1(Ω)
)⊕ ηDqs−1 ⊕ ηAqs−1) ∩ ε−10Dqloc(Ω) −→ 0 ◦Rq+1s (Ω) ∩ Hq+1(Ω)⊥
E 7−→ rotE
ein stetiger und surjektiver FredholmOperator mit Kern
N(ROTε) = εHq(Ω) .
Beweis:
Analog zu den Beweisen der Lemmata 6.20 und 6.26. 
Korollar 6.29
Seien 1−N/2 < s /∈ I und τ > max{0, s−N/2} sowie τ ≥ −s . Dann gilt
ε−1D(ROTε−1) =
((
ε−1
◦
Rqs−1(Ω) ∩ Dqs−1(Ω)
)⊕ ηDqs−1 ⊕ ηAqs−1) ∩ 0Dqloc(Ω) =: D(εROT)
und
εROT : D(εROT) −→ 0
◦
Rq+1s (Ω) ∩ Hq+1(Ω)⊥
E 7−→ rot εE
ist ein stetiger und surjektiver FredholmOperator mit Kern
N(εROT) = ε−1ε−1Hq(Ω) .
96 ElektroMagnetoStatik
Beweis:
Wie Korollar 6.27. 
Bemerkung 6.30
Es seien die Voraussetzungen des Lemmas 6.26 erfüllt und zusätzlich ε˜ und µ˜ zwei τkonstante Transformatio-
nen. Dann läßt sich der Wertebereich von DIVµ bzw. ROTε auch durch
0Dqs(Ω) ∩ ε˜Hq(Ω)⊥ bzw. 0
◦
Rq+1s (Ω) ∩ µ˜Hq+1(Ω)⊥µ˜
charakterisieren.
Beweis:
Die Wohldeﬁniertheit ist mit Lemma 6.25 klar. Im Beweis der Surjektivität von z. B. DIVµ im Lemma 6.26
träte mit diesem Wertebereich nur an einer einzigen Stelle ein kleiner Unterschied auf. Hier würde (6.14) durch
(
F − div(ηh),− rot(µηh)) ∈ (0Dq(Ω) ∩ ε˜Hq(Ω)⊥)× (0 ◦Rq+2(Ω) ∩ Hq+2(Ω)⊥)
ersetzt werden. Nach Lemma 6.7 ist dies aber dieselbe Menge wie die in (6.14), nämlich unabhängig von ε˜
divDq+1(Ω)× rot
◦
Rq+1(Ω) .
Analog folgt die Aussage über ROTε . 
Unser nächstes Ziel ist nun, die Wertebereiche der Operatoren aus den Lemmata 6.26 und 6.28 und den zugehö-
rigen Korollaren verschieden zu charakterisieren und auf diverse Arten Injektivität zu erzwingen. Dazu wollen
wir zunächst an die speziellen Formen aus Lemma 2.20
◦
Bq(Ω) =
{◦
bq1, . . . ,
◦
bqdq
}
und Bq(Ω) = {bq1, . . . , bqdq}
erinnern und einige weitere Eigenschaften dieser beweisen.
Lemma 6.31
Es gelten
εH
q(Ω) ∩
◦
Bq(Ω)⊥ε = {0} und für q 6= 1 εHq(Ω) ∩ Bq(Ω)⊥ = {0} .
Die Orthogonalprojektionen der Formen aus
◦
Bq(Ω) auf εHq(Ω) in 0
◦
Rq(Ω) entlang rot
◦
Rq−1(Ω) bzgl. des
〈ε · , · 〉ΩSkalarproduktes bilden eine Basis der DirichletFormen εHq(Ω) .
Ebenso bilden für q 6= 1 die Orthogonalprojektionen der Formen aus ε−1 Bq(Ω) auf εHq(Ω) in ε−10Dq(Ω) ent-
lang ε−1divDq+1(Ω) bzgl. des 〈ε · , · 〉ΩSkalarproduktes eine Basis der DirichletFormen εHq(Ω) .
Die Abschlüsse werden stets in L2,q(Ω) genommen.
Beweis:
Wir zerlegen die Formen
◦
bq` ∈ 0
◦
Rqvox(Ω) ⊂ 0
◦
Rq(Ω) gemäß Lemma 6.7 in
◦
bq` = Φ` + h` ∈ rot
◦
Rq−1(Ω)⊕ε εHq(Ω) , ` = 1, . . . , dq .
Dann ist {h` : ` = 1, . . . , dq} eine Basis von εHq(Ω) , denn die Menge {h`} ist nach Lemma 2.20 linear
unabhängig. Für ein E ∈ εHq(Ω) ∩
◦
Bq(Ω)⊥ε folgt mit Lemma 6.25
0 = 〈εE,
◦
bq`〉Ω = 〈εE,Φ`〉Ω︸ ︷︷ ︸
=0
+〈εE, h`〉Ω ,
also folgt E = 0 . Analog zeigen wir die zweite Behauptung. 
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Lemma 6.32
Sei s ∈ R . Dann gelten mit Abschlüssen in L2,qs (Ω)
div Dq+1s−1(Ω) ∪ divDq+1s (Ω) ⊂
◦
Bq(Ω)⊥ und für q 6= 1 rot
◦
Rq−1s−1(Ω) ∪ rot
◦
Rq−1s (Ω) ⊂ Bq(Ω)⊥
sowie mit Abschlüssen in L2,q(Ω)
divDq+1(Ω) = 0Dq(Ω) ∩ εHq(Ω)⊥ = 0Dq(Ω) ∩
◦
Bq(Ω)⊥
und für q 6= 1
rot
◦
Rq−1(Ω) = 0
◦
Rq(Ω) ∩ εHq(Ω)⊥ε = 0
◦
Rq(Ω) ∩ Bq(Ω)⊥ .
Beweis:
Die ersten beiden Behauptungen sind trivial.
Lemma 6.7 liefert
0Dq(Ω) ∩ εHq(Ω)⊥ = divDq+1(Ω) ⊂ 0Dq(Ω) ∩
◦
Bq(Ω)⊥ ,
so daß nur noch die andere Inklusion zu zeigen ist. Zerlegen wir dazu ein F ∈ 0Dq(Ω) ∩
◦
Bq(Ω)⊥ nach Lemma
6.7 in
F = f + E ∈ divDq+1(Ω)⊕ Hq(Ω) ,
so folgt E = F − f ∈ Hq(Ω) ∩
◦
Bq(Ω)⊥ = {0} nach Lemma 2.20 (i) und damit F = f .
Analog erhalten wir die vierte Behauptung. 
Die Wertebereiche von DIVµ und ROTε lassen sich auch mit Hilfe der Formen
◦
Bq(Ω) und Bq(Ω) charakterisieren.
Dies liefert das
Korollar 6.33
Es seien die Voraussetzungen des Lemmas 6.26 erfüllt. Dann gelten
0Dqs(Ω) ∩ Hq(Ω)⊥ = 0Dqs(Ω) ∩ εHq(Ω)⊥ = 0Dqs(Ω) ∩
◦
Bq(Ω)⊥
und im Fall q 6= 1
0
◦
Rqs(Ω) ∩ Hq(Ω)⊥ = 0
◦
Rqs(Ω) ∩ εHq(Ω)⊥ε = 0
◦
Rqs(Ω) ∩ Bq(Ω)⊥ .
Beweis:
Die jeweils ersten Gleichheiten haben wir schon in Bemerkung 6.30 gezeigt. Zum Beweis der jeweils zweiten
Gleichheiten können wir mit Lemma 6.32 die gleichen Argumente wie im Beweis zu Bemerkung 6.30 benutzen.
Damit sind die obigen Mengen jeweils verschiedenen Charakterisierungen der Wertebereiche der Operatoren
DIVµ und ROTε . 
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6.3 Verallgemeinerte ElektroMagnetoStatik
Satz 6.34
Seien s ∈ (1−N/2,∞) \ I , τ > max{0, s−N/2} , τ ≥ −s und desweiteren
D(Maxqε) :=
( ◦
Rqs−1(Ω) ∩ ε−1Dqs−1(Ω)
)⊕ ηDqs−1 ⊕ ηAqs−1
sowie
D(εMaxq) :=
(
ε−1
◦
Rqs−1(Ω) ∩ Dqs−1(Ω)
)⊕ ηRqs−1 ⊕ ηAqs−1 = ε−1D(Maxqε−1) .
Weiterhin seien dq stetige lineare Funktionale ϕ`ε auf D(Maxqε) mit εHq(Ω) ∩
dq⋂
`=1
N(ϕ`ε) = {0} gegeben.
Dann sind
Maxqε : D(Max
q
ε) −→ W qs (Ω)
E 7−→ ( div εE, rotE,ϕ1ε(E), . . . , ϕdqε (E))
und
εMaxq : D(εMaxq) −→ W qs (Ω)
E 7−→ ( divE, rot εE, ϕ1ε−1(εE), . . . , ϕdqε−1(εE))
topologische Isomorphismen.
Hierbei sei
W qs (Ω) :=
(
0Dq−1s (Ω) ∩ Hq−1(Ω)⊥
)× (0 ◦Rq+1s (Ω) ∩ Hq+1(Ω)⊥)× Cdq .
Bemerkung 6.35
(i) Seien ν ∈ Vq,00 (Ω) und λ eine τkonstante Transformation auf qFormen sowie
{
θh`
}dq
`=1
zu θ ∈ {ε, λ}
Basen von θHq(Ω) . Dann sind für s > 2−N/2 z. B.
ϕ`ε(E) := 〈νE, εh`〉Ω , ϕ`ε(E) := 〈εE, λh`〉Ω oder ϕ`ε(E) := 〈λE, λh`〉Ω
eine geeignete Wahl für ϕ`ε .
(ii) Desweiteren sind z. B.
ϕ`ε(E) := 〈εE,
◦
bq`〉Ω oder für q 6= 1 ϕ`ε(E) := 〈E, bq`〉Ω
eine geeignete Wahl für ϕ`ε .
(iii) Mit Korollar 6.33 können wir die Wertebereiche der beiden obigen Operatoren verschieden darstellen.
Beweis:
Mit Korollar 6.27 und Lemma 6.28 sehen wir, daß Maxqε stetig und wegen der Voraussetzungen injektiv ist.
Nach dem Satz von der beschränkten Inversen ist Maxqε dann ein topologischer Isomorphismus, wenn wir seine
Surjektivität nachweisen können. Seien dazu Daten
(f,G, γ) ∈W qs (Ω)
gegeben. Eine Kombination von Korollar 6.27 und Lemma 6.28 liefert ein Eˆ ∈ D(Maxqε) mit rot Eˆ = G und
div εEˆ = f und zu diesem Eˆ können wir noch beliebige DirichletFormen aus εHq(Ω) addieren, ohne daran
etwas zu ändern. Wegen der Voraussetzungen ist
ϕ : εHq(Ω) −→ Cdq
E 7−→ (ϕ1ε(E), . . . , ϕdqε (E))
ein topologischer Isomorphismus. Daher deﬁniert
E := Eˆ + ϕ−1
(
γ − (ϕ1ε(Eˆ), . . . , ϕdqε (Eˆ)))
die gesuchte Lösung zu MaxqεE = (f,G, γ) .
Mit den Voraussetzungen an τ gilt εMaxq = Maxqε−1 ε . Daher ist auch dieser Operator ein topologischer Iso-
morphismus.
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Für s > 2−N/2 gilt D(Maxqε) ⊂ L2,q>1−N2 (Ω) . Daher sind mit Lemma 6.22 und Bemerkung 6.23 die Skalarpro-
dukte in Bemerkung 6.35 (i) wohldeﬁniert und eine geeignete Wahl. Die Kompaktheit der Träger der Formen
◦
bq` und b
q
` und Lemma 6.31 liefern dies auch für die Skalarprodukte in (ii). 
Eigentlich sind wir an einer statischen Lösungstheorie für den Operator M interessiert. Desweiteren wollen wir
den zugehörigen Lösungsoperator iterieren. Dabei werden wir die Turmformen des fünften Kapitels benötigen,
von denen in der bisherigen Lösungstheorie nur die Erdgeschosse aufgetaucht sind. Deswegen werden die
iterierten Lösungen mit wachsenden Türmen beliebig schlecht integrierbar. Da wir aber stets Dirichlet
Formen heraustesten müssen, macht es keinen Sinn, die Lösungstheorie weiter mit Orthogonalitätsforderungen
bzgl. der DirichletFormen zu formulieren. Wir sind also gezwungen, die Formen in
◦
Bq(Ω) bzw. Bq(Ω) zu
nutzen, da diese kompakte Träger besitzen. Dadurch müssen wir allerdings auf die Behandlung des Falles q = 0
verzichten.
Von nun an wollen wir den globalen Voraussetzungen noch eine weitere hinzufügen und den Rang der Formen
auf
q 6= 0
beschränken. Weiterhin führen wir die Bezeichnungen
Fqε (Ω) := ε−10Dqloc(Ω) ∩
◦
Bq(Ω)⊥ε und Gq+1µ (Ω) := µ−10
◦
Rq+1loc (Ω) ∩ Bq+1(Ω)⊥µ (6.17)
und im Spezialfall der Identität
Fq(Ω) := FqId(Ω) und Gq+1(Ω) := Gq+1Id (Ω)
sowie einen weiteren Wertebereich
Wqs (Ω) :=
(
L2,q−1s (Ω) ∩ Fq−1(Ω)
)× (L2,q+1s (Ω) ∩ Gq+1(Ω))× Cdq
ein. Damit können wir aus dem vorherigen Satz und der zugehörigen Bemerkung durch Spezialisierung unmit-
telbar folgern:
Satz 6.36
Seien q 6= 0 , s ∈ (1−N/2,∞) \ I und τ > max{0, s−N/2} sowie τ ≥ −s . Dann sind
Maxε : D(Max
q
ε) −→ Wqs (Ω)
E 7−→ (div εE, rotE, 〈εE, ◦bq1〉Ω, . . . , 〈εE, ◦bqdq 〉Ω)
und
µMax : D(µMaxq+1) −→ Wq+1s (Ω)
H 7−→ ( divH, rotµH, 〈µH, bq+11 〉Ω, . . . , 〈µH, bq+1dq+1〉Ω)
topologische Isomorphismen.
Kommen wir nun zum statischen Lösungsbegriﬀ in der
Deﬁnition 6.37
Sei q 6= 0 . Wir sagen, (E,H) löst das Problem
Max(Λ, 0, f, F,G, g, ζ, ξ)
zu Daten
(f, F,G, g) ∈ L2,q−1loc (Ω)× L2,qloc(Ω)× L2,q+1loc (Ω)× L2,q+2loc (Ω) und (ζ, ξ) ∈ Cdq × Cdq+1 ,
falls
(E,H) ∈ (L2,q
>−N2
(Ω) ∩
◦
Rqloc(Ω) ∩ ε−1Dqloc(Ω)
)× (L2,q+1
>−N2
(Ω) ∩ µ−1
◦
Rq+1loc (Ω) ∩ Dq+1loc (Ω)
)
und
• rotE = G , div εE = f , 〈εE,
◦
bq`〉Ω = ζ` , ` = 1, . . . , dq ,
• divH = F , rotµH = g , 〈µH, bq+1` 〉Ω = ξ` , ` = 1, . . . , dq+1
gelten.
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Satz 6.36 liefert sofort den
Satz 6.38
Seien q 6= 0 und τ ≥ N/2− 1 . Dann existiert zu allen
(f,G, ζ) ∈ (L2,q−1
>1−N2
(Ω) ∩ Fq−1(Ω))× (L2,q+1
>1−N2
(Ω) ∩ Gq+1(Ω))× Cdq
und allen
(F, g, ξ) ∈ (L2,q
>1−N2
(Ω) ∩ Fq(Ω))× (L2,q+2
>1−N2
(Ω) ∩ Gq+2(Ω))× Cdq+1
genau eine Lösung
(E,H) ∈ ( ◦Rq
>−N2
(Ω) ∩ ε−1Dq
>−N2
(Ω)
)× (µ−1 ◦Rq+1
>−N2
(Ω) ∩ Dq+1
>−N2
(Ω)
)
des Problems Max(Λ, 0, f, F,G, g, ζ, ξ) und diese hängt stetig von den Daten ab.
6.4 Iteration eines statischen Lösungsoperators
Wir wollen nun in diesem vorletzten Abschnitt dieses Kapitels eine weitere Generalvoraussetzung einführen und
den Rang der Formen noch weiter auf
1 ≤ q ≤ N − 2
beschränken. Aus Satz 6.36 erhalten wir durch weitere Spezialisierung unmittelbar den
Satz 6.39
Seien s ∈ (1−N/2,∞) \ I und τ > max{0, s−N/2} sowie τ ≥ −s . Dann sind
ROTε :
(( ◦
Rqs−1(Ω) ∩ ε−1Dqs−1(Ω)
)⊕ ηDqs−1) ∩ Fqε (Ω) −→ L2,q+1s (Ω) ∩ Gq+1(Ω)
E 7−→ rotE
und
DIVµ :
((
µ−1
◦
Rq+1s−1(Ω) ∩ Dq+1s−1(Ω)
)⊕ ηRq+1s−1) ∩ Gq+1µ (Ω) −→ L2,qs (Ω) ∩ Fq(Ω)
H 7−→ divH
topologische Isomorphismen.
Bemerkung 6.40
Man beachte, daß hier die Ausnahmeform ηA1s−1 bzw. ηAN−1s−1 nicht mehr auftritt. Der Grund dafür ist die
Zugehörigkeit von D(ROTε) zu Fqε (Ω) bzw. diejenige von D(DIVµ) zu Gq+1µ (Ω) . Wegen der Beschränkung
1 ≤ q ≤ N − 2 müssen wir dies für ROTε im Fall q = 1 und für DIVµ im Fall q = N − 2 zeigen. Den Beweis
hierzu liefern wir in einem allgemeineren Zusammenhang in den Lemmata 6.53, 6.55 und den Bemerkungen
6.54, 6.56 nach.
Aus diesen beiden Operatoren setzt sich ein statischer MaxwellLösungsoperator L0 mit
L0(F,G) :=
(
ROT−1ε G,DIV
−1
µ F
)
(6.18)
für (F,G) ∈ (L2,qs (Ω) ∩ Fq(Ω))× (L2,q+1s (Ω) ∩ Gq+1(Ω)) zusammen, der unseren Zwecken genügen wird. Nach
dem Vorbild der Arbeiten von Weck und Witsch, [50] und [53], wollen wir
L := ΛL0 (6.19)
mehrfach anwenden, um die Niederfrequenzasymptotik des zeitharmonischen Lösungsoperators Lω des Problems
(M + iωΛ)(E,H) = (F,G) , ω ∈ C+ \ {0} ,
zu bestimmen, denn die Form dieser Diﬀerentialgleichung schlägt zur Approximation eine Neumannsche Reihe
des zugehörigen statischen Lösungsoperators L vor.
Die Inversen
Ldiv := Ldiv,µ := µDIV−1µ und Lrot := Lrot,ε := εROT−1ε (6.20)
haben schon wechselseitig verwandte Deﬁnitions und Wertebereiche
L2,qt (Ω) ∩ Fq(Ω) und L2,q+1t (Ω) ∩ Gq+1(Ω) ,
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so daß wir hoﬀen, LrotLdiv und LdivLrot bilden zu können. Allerdings ist es dazu nötig, Ldiv und Lrot so zu
verallgemeinern, daß sie auch auf Turmformen angewandt werden können.
Hierzu führen wir die folgende Schreibweise ein:
• Iˆ := {(k, σ,m, θ) : (k, σ) ∈ N20 ∧ m ∈ {1, . . . , µq,kσ } ∧ θ ∈ {+,−}} (6.21)
• Jˆ := {(`, γ, n, ϑ) : (`, γ) ∈ N20 ∧ n ∈ {1, . . . , µq,`+1γ } ∧ ϑ ∈ {+,−}} (6.22)
Zu I = (k, σ,m, θ) ∈ Iˆ sei DqI := θDq,kσ,m und entsprechend Rq+1J := ϑRq+1,`γ,n , falls J = (`, γ, n, ϑ) ∈ Jˆ .
Für endliche Teilmengen I bzw. J der Indexmenge Iˆ bzw. Jˆ sei
ηDq(I) := Lin{ηDqI : I ∈ I} bzw. ηRq+1(J) := Lin{ηRq+1J : J ∈ J} .
Desweiteren wollen wir für s ∈ R und K,L ∈ N0 spezielle Indexmengen
Iks :=
{
(k, σ,m,−) ∈ Iˆ : η−Dq,kσ,m /∈ L2,qs (Ω)
}
, I≤Ks :=
K⋃
k=0
Iks
bzw.
J`s :=
{
(`, γ, n,−) ∈ Jˆ : η−Rq+1,`γ,n /∈ L2,q+1s (Ω)
}
, J≤Ls :=
L⋃
`=0
J`s
deﬁnieren. Mit Bemerkung 5.24 lassen sich diese Indexmengen näher durch
• I≤Ks =
{
(k, σ,m,−) ∈ Iˆ : k ≤ K ∧ σ ≤ s+ k −N/2} , (6.23)
• J≤Ls =
{
(`, γ, n,−) ∈ Jˆ : ` ≤ L ∧ γ ≤ s+ `−N/2} (6.24)
angeben. Erinnern wir an Deﬁnition 5.23 und Bemerkung 5.24, erhalten wir
ηDq
(
I≤Ks
)
= η−Dq,≤K
s−N2
bzw. ηRq+1
(
J≤Ls
)
= η−Rq+1,≤L
s−N2
. (6.25)
Mit dem Verweis auf Deﬁnition 6.15 und Bemerkung 6.16 stellen wir außerdem
ηDq
(
I0s
)
= ηDqs bzw. ηRq+1
(
J0s
)
= ηRq+1s (6.26)
fest. Für I := (k, σ,m, θ) ∈ Iˆ bzw. J := (`, γ, n, ϑ) ∈ Jˆ sei
I+ := (k + 1, σ,m, θ) ∈ Jˆ bzw. J+ := (`+ 1, γ, n, ϑ) ∈ Iˆ
und weiterhin für Teilmengen I bzw. J von Iˆ bzw. Jˆ
I+ := {I+ : I ∈ I} ⊂ Jˆ bzw. J+ := {J+ : J ∈ J} ⊂ Iˆ .
Außerdem wollen wir den Homogenitätsgrad eines Index I := (k, σ,m, θ) ∈ Iˆ ∪ Jˆ durch
hI := θhkσ und durch hI := max
I∈I
hI
den maximalen Homogenitätsgrad einer Indexmenge I ⊂ Iˆ∪ Jˆ festlegen. Mit diesen Schreibweisen können wir
nun Satz 6.39 verallgemeinern.
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Lemma 6.41
Seien s ∈ (1 −N/2,∞) \ I und ∅ 6= I eine endliche Teilmenge von Iˆ mit maximalem Homogenitätsgrad hI , so
daß
ηDq(I) ∩ L2,qs (Ω) = {0} .
Weiterhin sei τ > max{0, s−N/2, s+N/2 + hI} und τ ≥ −s .
Dann gibt es zu jeder Form F ∈ (L2,qs (Ω)⊕ ηDq(I)) ∩ Fq(Ω) der Gestalt
F = Fs +
∑
I∈I
fI · ηDqI mit Fs ∈ L2,qs (Ω) und fI ∈ C
genau ein
H ∈
((
µ−1
◦
Rq+1s−1(Ω) ∩ Dq+1s−1(Ω)
)⊕ ηRq+1(J0s−1)⊕ ηRq+1(I+)) ∩ Gq+1µ (Ω)
mit
divH = F .
Für t < min{N/2,−1−N/2− hI} und t ≤ s− 1 liegt dieses H in L2,q+1t (Ω) und hat die Form
H = Hs−1 +
∑
J∈J0s−1
gJ · ηRq+1J +
∑
I∈I
fI · ηRq+1I+
mit Hs−1 ∈ µ−1
◦
Rq+1s−1(Ω) ∩ Dq+1s−1(Ω) und gJ ∈ C . Desweiteren bildet der hierdurch deﬁnierte Lösungsoperator(
L2,qs (Ω)⊕ ηDq(I)
) ∩ Fq(Ω) stetig nach L2,q+1t (Ω) ab.
Bemerkung 6.42
Mit den obigen Bezeichnungen und wegen der Voraussetzungen an die Abklingrate τ erhalten wir
Hˆ := µH ∈
(( ◦
Rq+1s−1(Ω) ∩ µDq+1s−1(Ω)
)⊕ ηRq+1(J0s−1)⊕ ηRq+1(I+)) ∩ Gq+1(Ω)
mit divµ−1Hˆ = F . Dieses Hˆ hat die Gestalt
Hˆ = Hˆs−1 +
∑
J∈J0s−1
gJ · ηRq+1J +
∑
I∈I
fI · ηRq+1I+
mit Hˆs−1 = µHs−1 +
∑
J∈J0s−1
gJ · µˆ ηRq+1J +
∑
I∈I
fI · µˆ ηRq+1I+ ∈
◦
Rq+1s−1(Ω) ∩ µDq+1s−1(Ω) .
Beweis:
Sei F = Fs +
∑
I∈I
fI · ηDqI ∈
(
L2,qs (Ω) ⊕ ηDq(I)
) ∩ Fq(Ω) = (Dqs(Ω) ⊕ ηDq(I)) ∩ Fq(Ω) . Wegen der Grund-
voraussetzung (ii) auf Seite 83 stehen Formen, die einem Faktor η enthalten, immer auf
◦
Bq(Ω) bzw. Bq+1(Ω)
senkrecht. Insbesondere folgt ηDqI , Fs ∈
◦
Bq(Ω)⊥ . Mit dem Ansatz
H := h+
∑
I∈I
fI · ηRq+1I+ ,
der wegen der Eigenschaft (5.20), d. h. divRq+1I+ = D
q
I , der Turmformen geeignet erscheint, übersetzt sich das
System H ∈ Gq+1µ (Ω) und divH = F in das folgende:
• div h = F −
∑
I∈I
fI · div(ηRq+1I+ ) = Fs −
∑
I∈I
fI · Cdiv,ηRq+1I+ =: f ∈ L2,qs (Ω) ∩ Fq
• rotµh = −
∑
I∈I
fI · rot(µ ηRq+1I+ ) =: g ∈ Gq+2
• µh ∈ Bq+1(Ω)⊥
Die letzte Bedingung folgt aus µ ηRq+1I+ ∈ Bq+1(Ω)⊥ . Bemerkung 5.24 liefert für alle I ∈ I
rot(µ ηRq+1I+ ) = Crot,ηR
q+1
I+
+ rot(µˆ ηRq+1I+ ) ∈ L
2,q+2
<−N2 −hI+τ
(Ω) ⊂ L2,q+2s (Ω) ,
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da τ > s + N/2 + hI ≥ s + N/2 + hI . Wir erhalten folglich g ∈ L2,q+2s (Ω) ∩ Gq+2 . Nach Satz 6.36 wird das
obige System von
h := µMax−1(f, g, 0) ∈
(
µ−1
◦
Rq+1s−1(Ω) ∩ Dq+1s−1(Ω)
)⊕ ηRq+1s−1 ⊕ ηAq+1s−1
gelöst. Damit ist die Lösung
(
Man beachte ηRq+1s−1 = ηRq+1(J0s−1) !
)
H = h+
∑
I∈I
fI · ηRq+1I+ ∈
((
µ−1
◦
Rq+1s−1(Ω) ∩ Dq+1s−1(Ω)
)⊕ ηRq+1(J0s−1)⊕ ηAq+1s−1 ⊕ ηRq+1(I+)) ∩ Gq+1µ (Ω)
gefunden und diese ist aufgrund ihrer speziellen Gestalt eindeutig. Da H ∈ Gq+1µ (Ω) , zeigen wieder Lemma
6.53 und Bemerkung 6.54, daß die Ausnahmeform ηAN−1s−1 im Fall q = N − 2 nicht auftritt. 
Ganz entsprechend erhält man das
Lemma 6.43
Seien s ∈ (1−N/2,∞) \ I und ∅ 6= J eine endliche Teilmenge von Jˆ mit maximalem Homogenitätsgrad hJ , so
daß
ηRq+1(J) ∩ L2,q+1s (Ω) = {0} .
Weiterhin sei τ > max{0, s−N/2, s+N/2 + hJ} und τ ≥ −s .
Dann gibt es zu jeder Form G ∈ (L2,q+1s (Ω)⊕ ηRq+1(J)) ∩ Gq+1(Ω) der Gestalt
G = Gs +
∑
J∈J
gJ · ηRq+1J mit Gs ∈ L2,q+1s (Ω) und gJ ∈ C
genau ein
E ∈
(( ◦
Rqs−1(Ω) ∩ ε−1Dqs−1(Ω)
)⊕ ηDq(I0s−1)⊕ ηDq(J+)) ∩ Fqε (Ω)
mit
rotE = G .
Für t < min{N/2,−1−N/2− hJ} und t ≤ s− 1 liegt dieses E in L2,qt (Ω) und hat die Form
E = Es−1 +
∑
I∈I0s−1
fI · ηDqI +
∑
J∈J
gJ · ηDqJ+
mit Es−1 ∈
◦
Rqs−1(Ω) ∩ ε−1Dqs−1(Ω) und fI ∈ C . Desweiteren bildet der hierdurch deﬁnierte Lösungsoperator(
L2,q+1s (Ω)⊕ ηRq+1(J)
) ∩ Gq+1(Ω) stetig nach L2,qt (Ω) ab.
Bemerkung 6.44
Mit den obigen Bezeichnungen und den Voraussetzungen an τ erhalten wir
Eˆ := εE ∈
((
ε
◦
Rqs−1(Ω) ∩ Dqs−1(Ω)
)⊕ ηDq(I0s−1)⊕ ηDq(J+)) ∩ Fq(Ω)
mit rot ε−1Eˆ = G . Dieses Eˆ hat die Gestalt
Eˆ = Eˆs−1 +
∑
I∈I0s−1
fI · ηDqI +
∑
J∈J
gJ · ηDqJ+
mit Eˆs−1 = εEs−1 +
∑
I∈I0s−1
fI · εˆ ηDqI +
∑
J∈J
gJ · εˆ ηDqJ+ ∈ ε
◦
Rqs−1(Ω) ∩ Dqs−1(Ω) .
Wir deﬁnieren für endliche Teilmengen I bzw. J von Iˆ bzw. Jˆ
Fqs(I) :=
(
L2,qs (Ω)⊕ ηDq(I)
) ∩ Fq(Ω) bzw. Gq+1s (J) := (L2,q+1s (Ω)⊕ ηRq+1(J)) ∩ Gq+1(Ω) . (6.27)
Die vorherigen beiden Lemmata und Bemerkungen liefern eine Lösungstheorie für ein verallgemeinertes stati-
sches MaxwellProblem.
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Deﬁnition 6.45
Seien s ∈ (1 −N/2,∞) \ I und ∅ 6= I eine endliche Teilmenge von Iˆ sowie ∅ 6= J eine endliche Teilmenge von
Jˆ , so daß
ηDq(I) ∩ L2,qs (Ω) = {0} und ηRq+1(J) ∩ L2,q+1s (Ω) = {0} .
Desweiteren sei τ > max{0, s−N/2, s+N/2 + hI, s+N/2 + hJ} und τ ≥ −s .
Wir sagen, daß (E,H) das verallgemeinerte statische MaxwellProblem zu Daten
(F,G) ∈ Fqs(I)×Gq+1s (J)
löst, wenn
(i) E ∈
(( ◦
Rqs−1(Ω) ∩ ε−1Dqs−1(Ω)
)⊕ ηDq(I0s−1)⊕ ηDq(J+)) ∩ Fqε (Ω) ,
H ∈
((
µ−1
◦
Rq+1s−1(Ω) ∩ Dq+1s−1(Ω)
)⊕ ηRq+1(J0s−1)⊕ ηRq+1(I+)) ∩ Gq+1µ (Ω) ,
(ii) rotE = G , divH = F
gelten.
Satz 6.46
Das verallgemeinerte statische MaxwellProblem ist stets eindeutig lösbar. Die hierdurch deﬁnierten Abbildungen
(F,G) −→ (E,H) und (F,G) −→ Λ(E,H) = (εE, µH) liefern zwei stetige lineare Operatoren
L0 : Fqs(I)×Gq+1s (J) −→
(
ε−1Fqs−1(I
0
s−1 ∪ J+)
)× (µ−1Gq+1s−1(J0s−1 ∪ I+))
(F,G) 7−→ (E,H)
und
L := ΛL0 : Fqs(I)×Gq+1s (J) −→
(
Fqs−1(I
0
s−1 ∪ J+)
)× (Gq+1s−1(J0s−1 ∪ I+))
(F,G) 7−→ Λ(E,H) .
Bemerkung 6.47
Die Turmanteile der verallgemeinerten statischen MaxwellOperatoren kann man genauer beschreiben. Für
F = Fs +
∑
I∈I
fI · ηDqI und G = Gs +
∑
J∈J
gJ · ηRq+1J
hat z. B. die Lösung (E,H) = L(F,G) die Form
E = Es−1 + Eˆ +
∑
J∈J
gJ · ηDqJ+ und H = Hs−1 + Hˆ +
∑
I∈I
fI · ηRq+1I+
mit (Es−1,Hs−1) ∈ L2,qs−1(Ω)× L2,q+1s−1 (Ω) und (Eˆ, Hˆ) ∈ ηDq(I0s−1)× ηRq+1(J0s−1) .
In der in Satz 6.46 vorliegenden Form kann L nun iteriert werden. Wegen der Nebendiagonalform des statischen
MaxwellOperators ist es notwendig, das Ergebnis für gerade und ungerade Potenzen von L zu unterscheiden.
Dazu müssen wir eine weitere Schreibweise einführen:
Für j ∈ N0 und I := (k, σ,m, θ) ∈ Iˆ bzw. J := (`, γ, n, ϑ) ∈ Jˆ sei
Ij := (k + j, σ,m, θ) bzw. Jj := (`+ j, γ, n, ϑ)
und weiterhin für Teilmengen I bzw. J von Iˆ bzw. Jˆ
Ij := {Ij : I ∈ I} bzw. Jj := {Jj : J ∈ J} .
Für gerade j gelten dann Ij ∈ Iˆ bzw. Jj ∈ Jˆ und Ij ⊂ Iˆ bzw. Jj ⊂ Jˆ , hingegen Ij ∈ Jˆ bzw. Jj ∈ Iˆ und Ij ⊂ Jˆ
bzw. Jj ⊂ Iˆ für ungerade j .
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Satz 6.48
Seien j ∈ N , s ∈ (j −N/2,∞) \ I und I× J eine endliche Teilmenge von Iˆ× Jˆ , so daß
ηDq(I) ∩ L2,qs (Ω) = {0} und ηRq+1(J) ∩ L2,q+1s (Ω) = {0} .
Desweiteren sei
τ > max{0, s−N/2} und τ ≥ j − 1− s
sowie τ > s+N/2 + hI , falls I 6= ∅ , und τ > s+N/2 + hJ , falls J 6= ∅ .
Dann ist
Lj : Fqs(I)×Gq+1s (J) −→

(
Fqs−j(I
≤j−1
s−j ∪ Ij)
)× (Gq+1s−j (J≤j−1s−j ∪ Jj)) , falls j gerade(
Fqs−j(I
≤j−1
s−j ∪ Jj)
)× (Gq+1s−j (J≤j−1s−j ∪ Ij)) , falls j ungerade
wohldeﬁniert und ein stetiger linearer Operator, dessen Wertebereich in L2,qt (Ω)× L2,q+1t (Ω) mit
t ≤ s− j und t < N/2− j + 1 sowie t < −j −N/2−max{hI, hJ} , falls I ∪ J 6= ∅ ,
liegt.
Bemerkung 6.49
Auch bei höheren Potenzen Lj von L ist nach Bemerkung 6.47 klar, wie die Turmformenkomponenten auf
Turmformenkomponenten abgebildet werden. Weiterhin zeigt diese Bemerkung, daß die neu hinzukommenden
Turmformen aus ηDq(I≤j−1s−j ) und ηRq+1(J
≤j−1
s−j ) der folgenden Rekursion genügen:
(F,G) besitze die Gestalt aus Bemerkung 6.47. Hat (E,H) := Lj(F,G) die Gestalt
(E,H) = (Es−j ,Hs−j) +
( ∑
I∈I≤j−1s−j
eI · ηDqI ,
∑
J∈J≤j−1s−j
hJ · ηRq+1J
)
+

(∑
I∈I
fI · ηDqIj ,
∑
J∈J
gJ · ηRq+1Jj
)
, falls j gerade
(∑
J∈J
gJ · ηDqJj ,
∑
I∈I
fI · ηRq+1Ij
)
, falls j ungerade
mit (Es−j , Hs−j) ∈ L2,qs−j(Ω)× L2,q+1s−j (Ω) , so besitzt (Eˆ, Hˆ) := L(E,H) = Lj+1(F,G) die Form
(Eˆ, Hˆ) = (Es−j−1,Hs−j−1) +
( ∑
I∈I≤js−j−1
eˆI · ηDqI ,
∑
J∈J≤js−j−1
hˆJ · ηRq+1J
)
+

(∑
J∈J
gJ · ηDqJj+1 ,
∑
I∈I
fI · ηRq+1Ij+1
)
, falls j gerade
(∑
I∈I
fI · ηDqIj+1 ,
∑
J∈J
gJ · ηRq+1Jj+1
)
, falls j ungerade
mit (Es−j−1,Hs−j−1) ∈ L2,qs−j−1(Ω)× L2,q+1s−j−1(Ω) . Hierbei gelten für I ∈ I≤j−1s−j und J ∈ J≤j−1s−j
eI = hˆI+ und hJ = eˆJ+ .
Wir wollen einen Spezialfall des letzten Satzes, I = J = ∅ , noch extra notieren:
Korollar 6.50
Seien j ∈ N , s ∈ (j −N/2,∞) \ I , t ≤ s− j , t < N/2− j + 1 und τ > max{0, s−N/2} sowie τ ≥ j − 1− s .
Dann ist
Lj : (L2,qs (Ω) ∩ Fq(Ω))× (L2,q+1s (Ω) ∩ Gq+1(Ω)) −→ (Fqs−j(I≤j−1s−j ))× (Gq+1s−j (J≤j−1s−j ))
ein stetiger linearer Operator, dessen Wertebereich in L2,qt (Ω)× L2,q+1t (Ω) liegt.
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6.5 Statische Operatoren zweiter Ordnung
In diesem letzten Abschnitt wollen wir wieder alle q ∈ {0, . . . , N − 1} zulassen und N dürfte auch gerade sein.
Es bleibt noch zu zeigen, daß in den Ausnahmefällen des Satzes 6.39 sowie der Lemmata 6.41 und 6.43 die
Ausnahmeform ηA1s−1 bzw. ηAN−1s−1 nicht auftritt. Zu diesem Zweck deﬁnieren wir (vgl. mit Deﬁnition 6.15
und Bemerkung 6.16)
• D˜qs := −Dq,≤1s−N2 u

−D0,20,1 , falls q = 0 ∧ s ≥ N/2− 2
−R1,10,1 , falls q = 1 ∧ s ≥ N/2− 1
{0} , sonst
,
• R˜q+1s := −Rq+1,≤1s−N2 u

−RN,20,1 , falls q = N − 1 ∧ s ≥ N/2− 2
−DN−1,10,1 , falls q = N − 2 ∧ s ≥ N/2− 1
{0} , sonst
und beweisen
Lemma 6.51
Seien s ∈ [1,∞) \ I und τ > max{0, s−N/2} . Dann ist
∆div :
(
Xqs−2(Ω)⊕ ηD˜qs−2
) ∩ 0Dqloc(Ω) −→ 0Dqs(Ω) ∩ Hq(Ω)⊥
E 7−→ divµ−1 rotE
ein stetiger und surjektiver FredholmOperator mit Kern N(∆div) = Hq(Ω) .
Hierbei sei Xqs(Ω) :=
{
E ∈
◦
Rqs(Ω) ∩ Dqs(Ω) : µ−1 rotE ∈ Dq+1s+1(Ω)
}
.
Beweis:
Der Beweis erfolgt analog zu den Beweisen der Lemmata 6.19 und 6.20 bzw. 6.26 und 6.28, daher werden wir
viele Argumente abkürzen.
Ein E ∈ D˜qs−2 erfüllt
divE = 0 und div rotE = 0 .
Zusammen mit den Voraussetzungen an τ liefert dies die Wohldeﬁniertheit von ∆div . Natürlich ist ∆div linear
und stetig. Mit Lemma 6.18 ist Hq(Ω) ⊂ N(∆div) und für ein E ∈ N(∆div) ⊂ Xq−1(Ω) haben wir andererseits
mit Lemma 4.23
0 = 〈divµ−1 rotE︸ ︷︷ ︸
∈Dq+1(Ω)
, E〉Ω = −〈µ−1 rotE, rotE〉Ω ,
d. h. E ∈ Hq−1(Ω) = Hq(Ω) , also Hq(Ω) = N(∆div) . Bleibt noch die Surjektivität zu zeigen. Sei dazu
F ∈ 0Dqs(Ω) ∩ Hq(Ω)⊥
und Fˆ seine Nullfortsetzung nach RN . Mit Hilfe des Korollars 2.9 gilt
f := Fˆ −
∑
`=1,...,4 ,
σ<s−N2 ,
m=1,...
α−1σ
〈
Fˆ , P q,`σ,m
〉
RN · CQq,`σ,m ∈W (N)
und Satz 2.10 liefert ein e ∈ H2,qs−2 mit ∆e = f . Der Ansatz
E := η · e+ ϕ
führt uns mit Lemma 6.14 zu dem System
• divϕ = − div ηe ∈ 0Dq−1s−1(Ω) ∩ Hq−1(Ω)⊥ , (6.28)
• div µ−1 rotϕ = F − div µ−1 rot ηe ∈ 0Dqs(Ω) ∩ Hq(Ω)⊥ . (6.29)
Da wir s ≥ 1 vorausgesetzt haben, können wir uns der klassischen Theorie bedienen. Satz 2.21 (mit H := E ,
G := 0 , f := F − divµ−1 rot ηe , γ := 0 , ν := ε und den Ersetzungen q  q + 1 , ε µ−1) liefert nämlich ein
H ∈ µDq+1(Ω) ∩ 0
◦
Rq+1(Ω) ∩ µ−1Hq+1(Ω)⊥µ−1
Lemma 6.32⊂ 0
◦
Rq+1(Ω) ∩ Hq+1(Ω)⊥
Dirk Pauly  Niederfrequenzasymptotik der MaxwellGleichung im Außengebiet 107
mit divµ−1H = F − div µ−1 rot ηe . Mit Satz 2.19 ﬁnden wir zu diesem H ein
ϕ ∈
◦
Rq−1(Ω) ∩ Dq−1(Ω) mit divϕ = − div ηe und rotϕ = H .
Somit ist ϕ ∈ Xq−1(Ω) eine Lösung des Systems (6.28), (6.29) und damit eine Lösung E des Systems
divE = 0 und div µ−1 rotE = F
gefunden. Es fehlt noch der Nachweis ihrer speziellen Gestalt, d. h. E ∈ D(∆div) .
Da ηe ∈ Xqs−2(Ω) trivialerweise gilt, bleibt nur noch ϕ zur Diskussion. Zunächst haben wir mit Korollar 3.8 z.
B. ϕ ∈ H2,q−1
(
A(r0)
)
und daher gilt in A(r0) mit µ−1 = Id+ˆˆµ
div µ−1 rotϕ+ rot divϕ = F − divµ−1 rot ηe− rot div ηe = F −∆ηe− div ˆˆµ rot ηe
= F −∆((η − 1)e)− ∆e︸︷︷︸
=f
− div ˆˆµ rot ηe
= ∆
(
(1− η)e)− div ˆˆµ rot ηe+ ∑
`=1,...,4 ,
σ<s−N2 ,
m=1,...
α−1σ
〈
Fˆ , P q,`σ,m
〉
RN · CQq,`σ,m ,
folglich
∆ϕ = ∆
(
(1− η)e)− div ˆˆµ rot(ηe+ ϕ) + ∑
`=1,...,4 ,
σ<s−N2 ,
m=1,...
α−1σ
〈
Fˆ , P q,`σ,m
〉
RN · CQq,`σ,m .
Im Falle kompakter Störungen µˆ und ˆˆµ besitzt ∆ϕ also einen kompakten Träger und es gilt divϕ ∈ L2,q−1s−1 (Ω) .
Mit Lemma 6.18 und Bemerkung 5.14 erhalten wir daher
ϕ ∈ L2,qs−2(Ω)⊕ ηD˜qs−2 und damit auch ϕ ∈ Xqs−2(Ω)⊕ ηD˜qs−2 .
Man beachte, daß hier die Integrierbarkeitsbedingung an rotϕ fehlt. In diesem Fall wäre der Beweis beendet.
Falls µˆ und ˆˆµ keine kompakten Träger besitzen, können wir zunächst ein Analogon zu Lemma 6.21 beweisen,
daß nämlich aus
E ∈ L2,q−N2 (Ω) , divE ∈ L
2,q−1
s−1
(
A(ρ)
)
und div rotE ∈ L2,qs
(
A(ρ)
)
schon ϕ ∈ L2,qs−2(Ω)⊕ ηD˜qs−2 folgt. Um dies zu zeigen, benötigen wir dieses Lemma nur im Fall µ = Id .
Mit dieser Kenntnis liefern uns
E ∈ Xq−1(Ω) ∩H2,q−1
(
A(r0)
)
und das System
divE = 0 , div rotE = F − div ˆˆµ rotE ∈ L2,qmin{s,1+τ}
(
A(r0)
)
mit dergleichen HochhangelTechnik wie im Beweis von Lemma 6.26 in endlich vielen τSchritten schließlich
E ∈ Xqs−2(Ω)⊕ ηD˜qs−2 .
Damit ist der Beweis beendet. 
Analog zum vorherigen Lemma erhalten wir
Lemma 6.52
Seien s ∈ [1,∞) \ I und τ > max{0, s−N/2} . Dann ist
∆rot :
(
Yq+1s−2(Ω)⊕ ηR˜q+1s−2
) ∩ 0 ◦Rq+1loc (Ω) −→ 0 ◦Rq+1s (Ω) ∩ Hq+1(Ω)⊥
H 7−→ rot ε−1 divH
ein stetiger und surjektiver FredholmOperator mit Kern N(∆rot) = Hq+1(Ω) .
Hierbei sei Yq+1s (Ω) :=
{
H ∈
◦
Rq+1s (Ω) ∩ Dq+1s (Ω) : ε−1 divH ∈
◦
Rqs+1(Ω)
}
.
Unser ursprüngliches Anliegen in diesem Abschnitt war, die Ausnahmeform ηA1s−1 bzw. ηAN−1s−1 im Satz 6.39
und in den Lemmata 6.41, 6.43 auszuschließen. Dies liefern die folgenden abschließenden Lemmata und Bemer-
kungen:
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Lemma 6.53
Seien 1 ≤ q ≤ N − 2 , s ∈ [1,∞) \ I und I eine endliche Teilmenge von Iˆ mit maximalem Homogenitätsgrad hI ,
so daß
ηDq(I) ∩ L2,qs (Ω) = {0} .
Weiterhin sei τ > max{0, s−N/2} und τ ≥ −s sowie τ > s+N/2 + hI , falls I 6= ∅ .
Dann gibt es zu jeder Form F ∈ (L2,qs (Ω)⊕ ηDq(I)) ∩ Fq(Ω) der Gestalt
F = Fs +
∑
I∈I
fI · ηDqI mit Fs ∈ L2,qs (Ω) und fI ∈ C
ein
E ∈ Xqs−2(Ω)⊕ ηD˜qs−2 ⊕ ηDq(I2)
mit
divµ−1 rotE = F .
Dieses E hat die Form
E = Es−2 + Eˆ +
∑
I∈I
fI · ηDqI2 , Es−2 ∈ X
q
s−2(Ω) , Eˆ ∈ ηD˜qs−2 .
Beweis:
Wir folgen der Grundidee des Beweises zu Lemma 6.41. Zur Lösung des Problems
div µ−1 rotE = F = Fs +
∑
I∈I
fI · ηDqI (6.30)
machen wir nun aber einen Ansatz zweiter Ordnung
E := e+
∑
I∈I
fI · ηDqI2 .
Wegen div rotDqI2 = D
q
I übersetzt sich dieser Ansatz mit µ−1 = Id+ˆˆµ in
divµ−1 rot e = F −
∑
I∈I
fI · divµ−1 rot(ηDqI2)
= Fs −
∑
I∈I
fI · Cdiv rot,ηDqI2 −
∑
I∈I
fI · div ˆˆµ rot(ηDqI2) =: f ∈ Fq(Ω) .
(6.31)
Die Kompaktheit des Trägers des Kommutators Cdiv rot,η und die Voraussetzungen an τ sowie Korollar 6.33
liefern
f ∈ L2,qs (Ω) ∩ Fq(Ω) = 0Dqs(Ω) ∩ Hq(Ω)⊥ =W (∆div) .
Mit Lemma 6.51 erhalten wir eine Lösung e ∈ (Xqs−2(Ω) ⊕ ηD˜qs−2) ∩ 0Dqloc(Ω) zu (6.31) und somit ist eine
Lösung E der gewünschten Gestalt zu (6.30) gefunden. 
Bemerkung 6.54
Nun können wir das Auftreten der Ausnahmekomponenten ηAN−1s−1 im Fall q = N − 2 in Satz 6.39 und Lemma
6.41 ausschließen. Da diese lediglich für s ≥ N/2 auftauchen kann, zeigt nämlich das obige Lemma für solche
s
(
sogar für 1 ≤ q ≤ N − 2 und s ∈ [1,∞) \ I), daß H := µ−1 rotE die eindeutige Lösung des Problems
H ∈
((
µ−1
◦
Rq+1s−1(Ω) ∩ Dq+1s−1(Ω)
)⊕ ηRq+1(J0s−1)⊕ ηRq+1(I+)) ∩ Gq+1µ (Ω) und divH = F
ist.
Beweis:
Lemma 6.53 liefert für 1 ≤ q ≤ N − 2 (also insbesondere für q = N − 2), s ≥ N/2 und zu F = Fs +
∑
I∈I
fI · ηDqI
ein
E ∈ (Xqs−2(Ω)⊕ ηD˜qs−2 ⊕ ηDq(I2)) mit div µ−1 rotE = F
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und der F entsprechenden Gestalt. Mit (6.25) gilt ηDq
(
I
≤1
s−2
)
= η−Dq,≤1
s−2−N2
und wegen der Beziehung
ηDqJ+ ∈ L
2,q
t−1 ⇐⇒ ηRq+1J ∈ L2,q+1t
folgt (J`t)+ = I`+1t−1 und damit (für ` = 0) I≤1s−2 = I0s−2 ∪˙ I1s−2 = I0s−2 ∪˙ (J0s−1)+ . Somit besitzt E mit Konstanten
e0I , e
1
J , e ∈ C und Es−2 ∈ Xqs−2(Ω) die Gestalt
E = Es−2 +
∑
I∈I0s−2
e0I · ηDqI +
∑
J∈J0s−1
e1J · ηDqJ+ + e · η−R
1,1
0,1︸ ︷︷ ︸
nur für q=1∧ s≥N/2+1
+
∑
I∈I
fI · ηDqI2 .
Da DqI für I ∈ I0s−2 und −R1,10,1 rotationsfrei sind und desweiteren rotDqJ+ = R
q+1
J sowie rotD
q
I2
= Rq+1I1 = R
q+1
I+
für J ∈ J0s−1 und I ∈ I gelten, erhalten wir mit einem Hs−1 ∈
◦
Rq+1s−1(Ω) ∩ µDq+1s−1(Ω)
rotE = Hs−1 +
∑
J∈J0s−1
e1J · ηRq+1J +
∑
I∈I
fI · ηRq+1I+ ∈ Gq+1(Ω) .
Mit H := µ−1 rotE gilt divH = F und die Voraussetzungen an τ liefern schließlich
H ∈
((
µ−1
◦
Rq+1s−1(Ω) ∩ Dq+1s−1(Ω)
)⊕ ηRq+1(J0s−1)⊕ ηRq+1(I+)) ∩ Gq+1µ (Ω) .
H enthält also insbesondere im Fall q = N − 2 keine Ausnahmekomponente ηAN−1s−1 . 
Ganz entsprechend erhalten wir noch
Lemma 6.55
Seien 1 ≤ q ≤ N −2 , s ∈ [1,∞)\ I und J eine endliche Teilmenge von Jˆ mit maximalem Homogenitätsgrad hJ ,
so daß
ηRq+1(I) ∩ L2,q+1s (Ω) = {0} .
Weiterhin sei τ > max{0, s−N/2} und τ ≥ −s sowie τ > s+N/2 + hJ , falls J 6= ∅ .
Dann gibt es zu jeder Form G ∈ (L2,q+1s (Ω)⊕ ηRq+1(J)) ∩ Gq+1(Ω) der Gestalt
G = Gs +
∑
J∈J
gJ · ηRq+1J mit Gs ∈ L2,q+1s (Ω) und gJ ∈ C
ein
H ∈ Yq+1s−2(Ω)⊕ ηR˜q+1s−2 ⊕ ηRq+1(J2)
mit
rot ε−1 divH = G .
Dieses H hat die Form
H = Hs−2 + Hˆ +
∑
J∈J
gJ · ηRq+1J2 , Hs−2 ∈ Y
q+1
s−2(Ω) , Hˆ ∈ ηR˜q+1s−2 .
Bemerkung 6.56
Der letzten Bemerkung entsprechend können wir das Auftreten der Ausnahmekomponenten ηA1s−1 im Fall q = 1
in Satz 6.39 und Lemma 6.43 ausschließen. Da diese lediglich für s ≥ N/2 auftauchen kann, zeigt nämlich das
vorherige Lemma für solche s
(
sogar für 1 ≤ q ≤ N − 2 und s ∈ [1,∞) \ I), daß E := ε−1 divH die eindeutige
Lösung des Problems
E ∈
(( ◦
Rqs−1(Ω) ∩ ε−1Dqs−1(Ω)
)⊕ ηDq(I0s−1)⊕ ηDq(J+)) ∩ Fqε (Ω) und rotE = G
ist.
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7 Niederfrequenzasymptotik
Nun sind wir im Hauptkapitel dieser Arbeit angekommen. Wir beginnen mit Folgerungen aus der Darstel-
lungsformel im Ganzraumfall und können zunächst Null als Häufungspunkt von P ausschließen. Desweiteren
können wir sofort zeigen, daß für gewisse (F,G) die Lösung Lω(F,G) von Max(Λ, ω, F,G) für ω → 0 gegen die
eindeutige Lösung L0(F,G) von
Max(Λ, 0, F,G) := Max(Λ, 0, 0, F,G, 0, 0, 0)
konvergiert. Wir sind aber zunächst nicht in der Lage, irgendwelche Aussagen über die Konvergenzordnung
zu machen. Ähnliche Ergebnisse erzielt Picard in [32] im Fall der klassischen MaxwellGleichung und unter
stärkeren Voraussetzungen an die Daten.
Um die Konvergenzordnung angeben zu können, diskutieren wir dann die Approximation der Lösung für kleine
Frequenzen durch eine verallgemeinerte Neumannsche Reihe. Hier werden degenerierte Korrekturoperatoren
auftreten, die nur aus Lösungen spezieller statischer Probleme bestehen. Wir führen den Ideen von Weck und
Witsch in [50] bzw. [53] folgend den Raum der regulären Konvergenz ein, auf dem der Lösungsoperator durch
die Neumannsche Reihe ohne Korrekturoperatoren bis zu einer bestimmten Ordnung approximiert wird. Diesen
Raum werden wir dann durch Orthogonalitätsrelationen charakterisieren können und zeigen, daß er endliche
Kodimension besitzt und ein abgeschlossener Unterraum des Datenraumes ist. Die Projektoren auf diesen Raum
werden dann die endlich vielen Korrekturoperatoren erzeugen, mit denen dann die verallgemeinerte Neumann-
sche Reihe deﬁniert werden kann, welche unsere Lösung bis zu einer vorgegebenen Ordnung approximiert.
Diese Konvergenz zeigen wir zuerst in lokalen Normen und unter der stärkeren Voraussetzung, daß die Trans-
formationen ε und µ kompakte Störungen der Identität sind. Mit der Ganzraumasymptotik aus dem fünften
Kapitel sind wir dann in der Lage, zu gewichteten Normen überzugehen. Wir könnten dann sogar zeigen, daß
alle auftretenden Operatoren auch mit εˆ und µˆ , die keine kompakte Träger besitzen aber hinreichend schnell
fallen, deﬁniert werden können. Die Lösungsoperatoren mit den kompakten Störungen approximieren dann die
allgemeineren Lösungsoperatoren in der Operatornorm. Dies liefert dann mit einem allgemeinen Prinzip im Fall
der HelmholtzGleichung bzw. der linearen Elastizität in [50] bzw. [53] die Asymptotik auch in dem Fall der
nichtkompakten Störungen. Bei der MaxwellGleichung ist dieser Schluß leider nicht mehr ohne weiteres durch-
führbar und die Frage nach der Asymptotik bleibt im Fall nichtkompakter Störungen des Mediums ungeklärt,
gleichwohl wir eine positive Antwort erwarten.
Wir benutzen weiterhin die Generalvoraussetzungen (i)(iv) aus dem vorherigen Kapitel. N ungerade set-
zen wir nun stets voraus, weil sonst unsere asymptotischen Entwicklungen durch das Auftreten logarithmischer
Terme zu kompliziert würden.
Außerdem wollen wir nun den Rang der Formen generell auf
(v) 1 ≤ q ≤ N − 2
beschränken. Da das (zeitharmonische) MaxwellProblem für q ∈ {0, N −1} äquivalent zu skalaren Helmholtz
Problemen ist, verzichten wir auf diese Fälle, zumal sie häuﬁg die Behandlung von Sonderfällen erzwingen
würden. Durch die Benutzung der Formen Bq+1(Ω) schließt sich der Fall q = 0 sowieso aus.
Desweiteren werden wir die Voraussetzung (iv) zu der folgenden verschärfen:
(iv′) supp εˆ ∪ supp µˆ b Ω . Wir können und werden dann r0 immer so groß wählen, daß
supp εˆ ∪ supp µˆ ⊂ U(0, r0)
gilt. Insbesondere gilt dann auf supp η immer ε = Id und µ = Id .
Viele Resultate gelten aber auch unter der schwächeren Voraussetzung (iv). Wir werden dies bei den ent-
sprechenden Ergebnissen anmerken. Wie im letzten Kapitel genügt dann jeweils die Diﬀerenzierbarkeit der
Inhomogenitäten εˆ und µˆ in A(r0) . Insbesondere könnten wir bei Voraussetzung (iv′) gänzlich auf Diﬀeren-
zierbarkeitseigenschaften von εˆ und µˆ verzichten.
Wir führen hier schon ein J ∈ N0 ein, welches die maximale Ordnung für asymptotische Entwicklungen angibt.
In Abhängigkeit von diesem J und N muß dann jˆ in (1.32) genügend groß gewählt werden. Es genügt (und dies
wollen wir stets ohne weiteren Kommentar voraussetzen) z. B.
(vi) jˆ ≥ 4(J+ 1) +N .
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7.1 Folgerungen aus der Darstellungsformel und einfache Niederfrequenzasym-
ptotik
Wir deﬁnieren für r ∈ R+ die Menge
C+,r :=
{
ω ∈ C+ : |ω| ≤ r
}
.
Mit einer Abschneidetechnik liefert Satz 5.4 zunächst das
Lemma 7.1
Seien ω˜ > 0 , s ∈ (1/2, N/2) und t := s − (N + 1)/2 . Dann existieren Konstanten c, ρ > 0 , so daß für alle
ω ∈ C+,ω˜ \ {0} , alle
(F,G) ∈
(
L2,qs (Ω) ∩ Dqs
(
A(r0)
))× (L2,q+1s (Ω) ∩ Rq+1s (A(r0)))
und alle Lösungen (E,H) zu Max(Λ, ω, F,G) die Abschätzung∣∣∣∣(E,H)∣∣∣∣
Rqt (Ω)×Dq+1t (Ω) ≤ c ·
(∣∣∣∣(F,G)∣∣∣∣
0,s,Ω
+
∣∣∣∣(E,H)∣∣∣∣
0,0,Ω∩U(0,ρ) + |ω|−1 ·
∣∣∣∣(divF, rotG)∣∣∣∣
0,s,A(r0)
)
gilt.
Bemerkung 7.2
Das obige Lemma bleibt auch richtig, wenn wir die Grundvoraussetzung (iv′) wieder zu (iv) mit τ > (N +1)/2
abschwächen. Es genügt sogar, daß die Ableitungen von εˆ und µˆ nur mit der Rate τ statt τ + 1 abklingen.
Desweiteren gilt dies Lemma für alle q ∈ {0, . . . , N} .
Beweis:
In Anlehnung an die Bemerkung beweisen wir das Lemma in diesem allgemeineren Fall.
Seien (E,H) eine Lösung von Max(Λ, ω, F,G) und (E˜, H˜) die Nullfortsetzung von η(E,H) nach RN . Diese
erfüllt dann auch die Strahlungsbedingung, liegt entsprechend in Rq
<− 12
× Dq+1
<− 12
, sogar in H1,q
<− 12
×H1,q+1
<− 12
,
und löst
(M + iω)(E˜, H˜) = η(F,G) + CM,η(E,H)− iωΛˆ(E˜, H˜) =: (F˜ , G˜) ∈ Dqs × Rq+1s ,
denn τ > (N + 1)/2 > s + 1/2 und (F,G) ∈ Dqs
(
A(r0)
) × Rq+1s (A(r0)) . Damit gilt (E˜, H˜) = Lω(F˜ , G˜) (Lω
ist der Lösungsoperator des zeitharmonischen homogenen Ganzraumproblems aus Kapitel fünf.) und Satz 5.4
liefert eine von ω , (F˜ , G˜) oder (E˜, H˜) unabhängige Konstante c > 0 , so daß die Abschätzung∣∣∣∣(E˜, H˜)∣∣∣∣
0,t,RN ≤ c ·
(∣∣∣∣(F˜ , G˜)∣∣∣∣
0,s,RN + |ω|−1 ·
∣∣∣∣(div F˜ , rot G˜)∣∣∣∣
0,s,RN
)
(7.1)
erfüllt ist. Desweiteren liefern die Diﬀerentialgleichungen in A(r0)
iω div εE = divF , iω rotµH = rotG (7.2)
und in RN
iω div E˜ = div F˜ , iω rot H˜ = rot G˜ . (7.3)
Kombinieren wir dies mit (7.1), erhalten wir∣∣∣∣(E,H)∣∣∣∣
0,t,Ω
≤ c ·
(∣∣∣∣(F,G)∣∣∣∣
0,s,Ω
+
∣∣∣∣(E,H)∣∣∣∣
0,0,Ω∩U(0,r2) +
∣∣∣∣(E,H)∣∣∣∣
0,s−τ,Ω +
∣∣∣∣(div E˜, rot H˜)∣∣∣∣
0,s,RN
)
.
Den vierten Summanden der rechten Seite schätzen wir weiter ab∣∣∣∣(div E˜, rot H˜)∣∣∣∣
0,s,RN
≤ c ·
(∣∣∣∣(E,H)∣∣∣∣
0,0,Ω∩U(0,r2) +
∣∣∣∣(divE, rotH)∣∣∣∣
0,s,supp η
)
≤ c ·
(∣∣∣∣(E,H)∣∣∣∣
0,0,Ω∩U(0,r2) +
∣∣∣∣(div εˆE, rot µˆH)∣∣∣∣
0,s,supp η
+ |ω|−1 · ∣∣∣∣(divF, rotG)∣∣∣∣
0,s,A(r0)
)
≤ c ·
(∣∣∣∣(E,H)∣∣∣∣
0,0,Ω∩U(0,r2) +
∣∣∣∣∣∣(E,H)∣∣∣∣∣∣
1,s−τ,supp η + |ω|−1 ·
∣∣∣∣(divF, rotG)∣∣∣∣
0,s,A(r0)
)
.
Wir setzen diese Abschätzung in die vorherige ein, benutzen Korollar 3.8, die Diﬀerentialgleichung und nochmals
(7.2) und erhalten∣∣∣∣(E,H)∣∣∣∣
0,t,Ω
≤ c ·
(∣∣∣∣(F,G)∣∣∣∣
0,s,Ω
+
∣∣∣∣(E,H)∣∣∣∣
0,s−τ,Ω + |ω|−1 ·
∣∣∣∣(divF, rotG)∣∣∣∣
0,s,A(r0)
)
.
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Wegen τ > (N + 1)/2 , also s− τ < t , liefert Lemma 4.8 ein ρ > 0 mit∣∣∣∣(E,H)∣∣∣∣
0,t,Ω
≤ c ·
(∣∣∣∣(F,G)∣∣∣∣
0,s,Ω
+
∣∣∣∣(E,H)∣∣∣∣
0,0,Ω∩U(0,ρ) + |ω|−1 ·
∣∣∣∣(divF, rotG)∣∣∣∣
0,s,A(r0)
)
und die Diﬀerentialgleichung zeigt schließlich die Behauptung. 
Wir wollen an dieser Stelle einen neuen Datenraum
Regq,0s (Ω) :=
(
L2,qs (Ω) ∩ Fq(Ω)
)× (L2,q+1s (Ω) ∩ Gq+1(Ω))
=
(
0Dqs(Ω) ∩
◦
Bq(Ω)⊥
)× (0 ◦Rq+1s (Ω) ∩ Bq+1(Ω)⊥) (7.4)
einführen. Die Bezeichnung wird erst später in Deﬁnition 7.7 näher begründet.
Mit Hilfe des obigen Lemmas erhalten wir den
Satz 7.3
Null ist kein Häufungspunkt von P . Insbesondere kann sich P dann in ganz R nicht häufen und es existiert ein
ω˜ > 0 , so daß P ∩C+,ω˜ = ∅ . Somit ist Lω für alle ω ∈ C+,ω˜ \ {0} auf ganz L2,q> 12 (Ω)× L
2,q+1
> 12
(Ω) wohldeﬁniert.
Seien desweiteren s ∈ (1/2, N/2) und t := s− (N + 1)/2 . Dann gelten:
(i) Es gibt Konstanten c und 0 < ωˆ ≤ ω˜ , so daß für alle ω ∈ C+,ωˆ \ {0} und alle
(F,G) ∈ Dqs(Ω)×
◦
Rq+1s (Ω)
die Abschätzung∣∣∣∣Lω(F,G)∣∣∣∣0,t,Ω ≤ c · (∣∣∣∣(F,G)∣∣∣∣0,s,Ω + |ω|−1 · ∣∣∣∣(divF, rotG)∣∣∣∣0,s,Ω
+ |ω|−1 ·
dq∑
`=1
∣∣〈F, ◦bq`〉Ω∣∣+ |ω|−1 · dq+1∑
`=1
∣∣〈G, bq+1` 〉Ω∣∣)
gilt. Insbesondere ist gleichmäßig bzgl. ω ∈ C+,ωˆ \ {0} und (F,G) ∈ Regq,0s (Ω) die Abschätzung∣∣∣∣Lω(F,G)∣∣∣∣0,t,Ω ≤ c · ∣∣∣∣(F,G)∣∣∣∣0,s,Ω
erfüllt, d. h. Lω ist bzgl. ω ∈ C+,ωˆ \ {0} gleichgradig stetig. Die || · ||0,t,ΩNorm auf den linken Seiten
kann auch durch die natürliche Norm in( ◦
Rqt (Ω) ∩ ε−1Dqt (Ω)
)× (µ−1 ◦Rq+1t (Ω) ∩ Dq+1t (Ω))
ersetzt werden.
(ii) Gelten für eine Nullfolge (ωn)n∈N ⊂ C+,ωˆ \ {0} und eine Folge
(
(Fn, Gn)
)
n∈N ⊂ Dqs(Ω) ×
◦
Rq+1s (Ω) die
Konvergenzen
• (Fn, Gn) n→∞−−−−→ (F,G) in L2,qs (Ω)× L2,q+1s (Ω) ,
• − iω−1n (divFn, rotGn) n→∞−−−−→ (f, g) in L2,q−1s (Ω)× L2,q+2s (Ω) ,
• − iω−1n 〈Fn,
◦
bq`〉Ω
n→∞−−−−→ ζ` in C für ` = 1, . . . , dq ,
• − iω−1n 〈Gn, bq+1` 〉Ω
n→∞−−−−→ ξ` in C für ` = 1, . . . , dq+1 ,
so konvergiert
(En, Hn) := Lωn(Fn, Gn) in
( ◦
Rq
t˜
(Ω) ∩ ε−1Dq
t˜
(Ω)
)× (µ−1 ◦Rq+1
t˜
(Ω) ∩ Dq+1
t˜
(Ω)
)
für alle t˜ < t gegen
(E,H) :=
(
Max−1ε (f,G, ζ), µMax
−1(F, g, ξ)
)
,
die eindeutige Lösung des statischen Problems Max(Λ, 0, f, F,G, g, ζ, ξ) aus Satz 6.36 bzw. 6.38. Ins-
besondere konvergiert für ω ∈ C+,ωˆ \ {0} und (F,G) ∈ Regq,0s (Ω) die Lösung Lω(F,G) für ω → 0 in◦
Rq
t˜
(Ω) × Dq+1
t˜
(Ω) für alle t˜ < t gegen L0(F,G)
(
siehe (6.18)
)
, die eindeutige Lösung des statischen
Problems Max(Λ, 0, F,G) .
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Bemerkung 7.4
(i) Dieser Satz gilt auch, wenn wir (iv′) durch (iv) mit τ > (N + 1)/2 ersetzen und die Ableitungen von εˆ
und µˆ nur mit der Rate τ abklingen.
Desweiteren bleiben alle Aussagen für q 6= 0 richtig.
(ii) Wir wollen im weiteren Verlauf der Arbeit dieses ωˆ aus dem obigen Satz ﬁxieren und außerdem nur noch
Frequenzen ω aus C+,ωˆ betrachten. Wegen P ∩ C+,ωˆ = ∅ ist Lω dann auf ganz L2,q> 12 (Ω) × L
2,q+1
> 12
(Ω)
wohldeﬁniert.
Beweis:
Wir wollen den Beweis Bemerkung 7.4 (i) entsprechend in diesem allgemeineren Fall durchführen.
Wäre 0 ein Häufungspunkt von P oder die Abschätzung in (i) falsch, so gäbe es eine Nullfolge (ωn)n∈N ⊂ C+\{0}
und eine Folge von Daten
(
(Fn, Gn)
)
n∈N ⊂
(
Dqs(Ω)×
◦
Rq+1s (Ω)
) ∩N(Max,Λ, ωn)⊥ mit ∣∣∣∣Lωn(Fn, Gn)∣∣∣∣0,t,Ω = 1
und
• ∣∣∣∣(Fn, Gn)∣∣∣∣0,s,Ω n→∞−−−−→ 0 ,
• |ωn|−1 ·
∣∣∣∣(divFn, rotGn)∣∣∣∣0,s,Ω n→∞−−−−→ 0 ,
• |ωn|−1 ·
∣∣〈Fn, ◦bq`〉Ω∣∣ n→∞−−−−→ 0 für ` = 1, . . . , dq ,
• |ωn|−1 ·
∣∣〈Gn, bq+1` 〉Ω∣∣ n→∞−−−−→ 0 für ` = 1, . . . , dq+1 .
Deﬁnieren wir (En,Hn) := Lωn(Fn, Gn) , so schließen wir aus der Diﬀerentialgleichung
(M + iωnΛ)(En,Hn) = (Fn, Gn)
zunächst iωn(div εEn, rotµHn) = (divFn, rotGn) und erhalten∣∣∣∣M(En, Hn)∣∣∣∣0,t,Ω n→∞−−−−→ 0 sowie ∣∣∣∣(div εEn, rotµHn)∣∣∣∣0,s,Ω n→∞−−−−→ 0 . (7.5)
Damit ist (En, Hn) in ( ◦
Rqt (Ω) ∩ ε−1Dqt (Ω)
)× (µ−1 ◦Rq+1t (Ω) ∩ Dq+1t (Ω))
beschränkt und die LMKE liefert eine Teilfolge, welche wir wieder mit
(
(En, Hn)
)
n∈N bezeichnen wollen, die
für alle t˜ < t in L2,q
t˜
(Ω)× L2,q+1
t˜
(Ω) konvergiert. Wegen (7.5) konvergiert sie sogar in
( ◦
Rq
t˜
(Ω) ∩ ε−1Dq
t˜
(Ω)
)× (µ−1 ◦Rq+1
t˜
(Ω) ∩ Dq+1
t˜
(Ω)
)
,
und zwar gegen ein
(E,H) ∈ εHqt˜ (Ω)× µ−1µ−1H
q+1
t˜
(Ω) .
Da t = s− (N + 1)/2 ∈ (−N/2,−1/2) , können wir o. B. d. A. t˜ ≥ −N/2 annehmen und Lemma 6.22 liefert
(E,H) ∈ εHq(Ω)× µ−1µ−1Hq+1(Ω) .
Desweiteren sehen wir für ` = 1, . . . , dq
0 n→∞←−−−− |ωn|−1 ·
∣∣〈Fn, ◦bq`〉Ω∣∣ = |ωn|−1 · ∣∣ 〈divHn, ◦bq`〉Ω︸ ︷︷ ︸
=0
+ iωn〈εEn,
◦
bq`〉Ω
∣∣ = ∣∣〈εEn, ◦bq`〉Ω∣∣ n→∞−−−−→ ∣∣〈εE, ◦bq`〉Ω∣∣ ,
d. h. E ∈
◦
Bq(Ω)⊥ε , und analog H ∈ Bq+1(Ω)⊥µ . Mit Lemma 6.31 erhalten wir (E,H) = (0, 0) und Lemma
7.1 liefert schließlich von n unabhängige Konstanten c, ρ > 0 , so daß die Abschätzung
1 =
∣∣∣∣(En,Hn)∣∣∣∣0,t,Ω
≤ c ·
(∣∣∣∣(Fn, Gn)∣∣∣∣0,s,Ω + |ωn|−1 · ∣∣∣∣(divFn, rotGn)∣∣∣∣0,s,Ω + ∣∣∣∣(En,Hn)∣∣∣∣0,0,Ω∩U(0,ρ)) n→∞−−−−→ 0
gilt, ein Widerspruch.
zu (ii): Nach (i) ist (En,Hn) in
( ◦
Rqt (Ω) ∩ ε−1Dqt (Ω)
) × (µ−1 ◦Rq+1t (Ω) ∩ Dq+1t (Ω)) beschränkt. Daher und
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wegen t = s − (N + 1)/2 ∈ (−N/2,−1/2) können wir mit der LMKE eine Teilfolge auswählen, die wir wieder
mit
(
(En,Hn)
)
n∈N bezeichnen, so daß
(En,Hn)
n→∞−−−−→: (E˜, H˜) in L2,q
t˜
(Ω)× L2,q+1
t˜
(Ω)
für alle t˜ ∈ (−N/2, t) gilt. Aus der Diﬀerentialgleichung
M(En,Hn) + iωnΛ(En,Hn) = (Fn, Gn)
und ωn → 0 sowie den Voraussetzungen folgern wir
• M(En,Hn) n→∞−−−−→ (F,G) in L2,qt (Ω)× L2,q+1t (Ω) ,
• (div εEn, rotµHn) n→∞−−−−→ (f, g) in L2,q−1s (Ω)× L2,q+2s (Ω)
und z. B. für ` = 1, . . . , dq+1
〈µHn, bq+1` 〉Ω =
i
ωn
〈rotEn, bq+1` 〉Ω︸ ︷︷ ︸
=0
− i
ωn
〈Gn, bq+1` 〉Ω
n→∞−−−−→ ξ`
sowie analog 〈εEn,
◦
bq`〉Ω
n→∞−−−−→ ζ` für ` = 1, . . . , dq . Damit ist (E˜, H˜) ein Element von( ◦
Rq
>−N2
(Ω) ∩ ε−1Dq
>−N2
(Ω)
)× (µ−1 ◦Rq+1
>−N2
(Ω) ∩ Dq+1
>−N2
(Ω)
)
und löst das System
• rot E˜ = G , • div H˜ = F ,
• div εE˜ = f , • rotµH˜ = g ,
• 〈εE˜,
◦
bq`〉Ω = ζ` , ` = 1, . . . , dq , • 〈µH˜, bq+1k 〉Ω = ξk , k = 1, . . . , dq+1 .
Da τ ≥ N/2− 1 und dieses System
(f, F,G, g)
∈ (L2,q−1s (Ω) ∩ Fq−1(Ω))× (L2,qs (Ω) ∩ Fq(Ω))× (L2,q+1s (Ω) ∩ Gq+1(Ω))× (L2,q+2s (Ω) ∩ Gq+2(Ω))
impliziert, ist (E˜, H˜) nach Satz 6.38 die eindeutige Lösung (E,H) des Problems
Max(Λ, 0, f, F,G, g, ζ, ξ) .
Da der Grenzwert (E˜, H˜) = (E,H) eindeutig ist, muß schon die ganze Folge
(
(En,Hn)
)
n∈N in L
2,q
<t (Ω)×L2,q+1<t (Ω)
gegen diesen konvergieren. 
Korollar 7.5
Seien die Voraussetzungen des Satzes 7.3 erfüllt und die Operatorenräume
Bs,t := B
(
Regq,0s (Ω),
◦
Rqt (Ω)× Dq+1t (Ω)
)
deﬁniert. Dann sind ||Lω||Bs,t gleichmäßig bzgl. ω ∈ C+,ωˆ (also auch für ω = 0) beschränkt und die Abbildung
L : C+,ωˆ −→ Bs,t˜
ω 7−→ Lω
ist für alle t˜ < t gleichmäßig stetig.
Dirk Pauly  Niederfrequenzasymptotik der MaxwellGleichung im Außengebiet 115
Bemerkung 7.6
(i) Die Behauptungen des Korollars bleiben auch mit B˜s,t := B
(
Regq,0s (Ω),L2,qt (Ω)×L2,q+1t (Ω)
)
richtig, denn
||Lω||B˜s,t˜ ≤ ||Lω||Bs,t˜ .
(ii) Wie bei dem letzten Lemma und Satz, gelten die obigen Resultate auch, wenn wir nur q 6= 0 fordern und
(iv′) durch (iv) mit τ > (N + 1)/2 ersetzen. εˆ, µˆ und deren Ableitungen müssen lediglich mit der Rate τ
abklingen.
Beweis:
Mit Satz 7.3 gilt P ∩ C+,ωˆ = ∅ , also sind Lω für ω ∈ C+,ωˆ \ {0} auf L2,qs (Ω) × L2,q+1s (Ω) und damit auch
L wohldeﬁniert. Desweiteren sind nach Satz 7.3 (i) und Satz 6.39
(
siehe (6.18)
) ||Lω||Bs,t gleichmäßig bzgl.
ω ∈ C+,ωˆ beschränkt. Wir müssen somit nur noch die Stetigkeit von L nachweisen. Satz 4.34 liefert die
Stetigkeit von L auf C+,ωˆ \ {0} , so daß nur noch die Stetigkeit im Nullpunkt zu zeigen ist.
Die gegenteilige Annahme (Man vergleiche mit dem Beweis zu Satz 4.34.) liefert ein δ > 0 , eine Nullfolge
(ωn)n∈N ⊂ C+,ωˆ \{0} und eine Datenfolge
(
(Fn, Gn)
)
n∈N ⊂ Regq,0s (Ω) mit
∣∣∣∣(Fn, Gn)∣∣∣∣0,s,Ω = 1 sowie zugehörige
Folgen von Lösungen
• (en, hn) := Lωn(Fn, Gn) ,
• (eˆn, hˆn) := L0(Fn, Gn) ,
so daß für alle n ∣∣∣∣(en, hn)− (eˆn, hˆn)∣∣∣∣ ◦
Rq
t˜
(Ω)×Dq+1
t˜
(Ω)
≥ δ (7.6)
gilt. Dann sind (en, hn) nach Satz 7.3 (i) und (eˆn, hˆn) nach Satz 6.39 und damit auch
(En,Hn) := (en, hn)− (eˆn, hˆn)
gleichmäßig bzgl. n in
( ◦
Rqt (Ω) ∩ ε−1Dqt (Ω)
)× (µ−1 ◦Rq+1t (Ω) ∩ Dq+1t (Ω)) beschränkt. Es gilt sogar
(en, hn), (eˆn, hˆn), (En,Hn) ∈
( ◦
Rqt (Ω) ∩ ε−10Dqt (Ω)
)× (µ−10 ◦Rq+1t (Ω) ∩ Dq+1t (Ω)) .
Die LMKE liefert eine in L2,q<t (Ω) × L2,q+1<t (Ω) konvergente Teilfolge von
(
(En,Hn)
)
n∈N , welche wir wieder(
(En,Hn)
)
n∈N nennen. Für diese Teilfolge (sogar für die ursprüngliche Folge) gilt
M(En,Hn) = − iωnΛ(en, hn) n→∞−−−−→ (0, 0) in L2,qt (Ω)× L2,q+1t (Ω)
und deshalb konvergiert diese Teilfolge sogar in
( ◦
Rq<t(Ω)∩ε−10Dq<t(Ω)
)×(µ−10 ◦Rq+1<t (Ω)∩Dq+1<t (Ω)) gegen ein
(E,H) ∈ εHq≥−N2 (Ω)× µ
−1
µ−1H
q+1
≥−N2
(Ω) Lemma 6.22= εHq(Ω)× µ−1µ−1Hq+1(Ω) .
Desweiteren haben wir per Deﬁnition (eˆn, hˆn) ∈
◦
Bq(Ω)⊥ε × Bq+1(Ω)⊥µ und wegen der Beziehung
iωnΛ(en, hn) = (Fn, Gn)−M(en, hn) ∈
◦
Bq(Ω)⊥ × Bq+1(Ω)⊥
folgt die gleiche Orthogonalität auch für (en, hn) . Daher gilt (En,Hn) ∈
◦
Bq(Ω)⊥ε×Bq+1(Ω)⊥µ und dies vererbt
sich zu
(E,H) ∈
◦
Bq(Ω)⊥ε × Bq+1(Ω)⊥µ .
Nach Lemma 6.31 muß (E,H) folglich verschwinden. Da t˜ < t , steht dies aber im Widerspruch zu (7.6) und
damit zur Annahme. 
Nun können wir mit der eigentlichen Niederfrequenzasymptotik beginnen.
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7.2 Der Raum der regulären Konvergenz und Projektoren auf diesen
Wir wollen nun rekursiv spezielle Datenräume deﬁnieren. Dazu benutzen wir die Deﬁnition von Regq,0s (Ω) in
(7.4) als Rekursionsanfang und nennen diesen den Raum der regulären Konvergenz 0ter Stufe. Mit Hilfe
des Korollars 6.50 kommen wir zu folgendem Rekursionsschritt:
Deﬁnition 7.7
Seien J ∈ N und s ∈ (J − N/2,∞) \ I . Wir deﬁnieren für j = 1, . . . ,J den Raum der regulären Konvergenz
jter Stufe durch die Rekursion
Regq,js (Ω) :=
{
(F,G) ∈ Regq,j−1s (Ω) : Lj(F,G) ∈ Regq,0s−j(Ω)
}
.
Bemerkung 7.8
(i) In obiger Deﬁnition könnten wir den Rekursionsschritt auch durch
Regq,js (Ω) :=
{
(F,G) ∈ Regq,j−1s (Ω) : Lj(F,G) ∈ L2,qs−j(Ω)× L2,q+1s−j (Ω)
}
ersetzen.
(ii) Der Raum der regulären Konvergenz Regq,Js (Ω) ist dadurch charakterisiert, daß für (F,G) ∈ Regq,Js (Ω)
bei keiner Iterierten Lj(F,G) , j = 0, . . . ,J , Turmformen η−Dq,kσ,m oder η−Rq+1,`γ,n auftreten.
(iii) Nach Korollar 6.50 können wir für j = 0, . . . ,J die Räume der regulären Konvergenz jter Stufe auch
dann einführen, wenn wir die Voraussetzung (iv′) zu (iv) mit
τ > max{0, s−N/2} und τ ≥ J− s− 1
abschwächen.
Nun können wir zeigen, daß auf Regq,Js (Ω) für Lω die verallgemeinerte Resolventenformel, wie sie für (M−ω)−1
in C \ R gilt, bis zur Ordnung J erfüllt ist. Damit können wir dann nachweisen, daß Lω durch die übliche
Neumannsche Reihe bis zur Ordnung J approximiert wird.
Satz 7.9
Seien J ∈ N0 und s ∈ (J + 1/2,∞) \ I . Dann gelten für alle ω ∈ C+,ωˆ \ {0} und alle (F,G) ∈ Regq,Js (Ω) die
Gleichungen
Lω(F,G) =
J−1∑
j=0
(− iω)jL0Lj(F,G) + (− iω)JLωLJ(F,G)
=
J∑
j=0
(− iω)jL0Lj(F,G) + (− iω)J(Lω − L0)LJ(F,G)
und für s ∈ (J + 1/2,J + N/2) \ I sowie t˜ < t := s − J − (N + 1)/2 gleichmäßig bzgl. (F,G) ∈ Regq,Js (Ω) die
Abschätzungen
(i)
∣∣∣∣∣∣Lω(F,G)− J−1∑
j=0
(− iω)jL0Lj(F,G)
∣∣∣∣∣∣
0,t,Ω
= O
(|ω|J) · ∣∣∣∣(F,G)∣∣∣∣
0,s,Ω
,
(ii)
∣∣∣∣∣∣Lω(F,G)− J∑
j=0
(− iω)jL0Lj(F,G)
∣∣∣∣∣∣
0,t˜,Ω
= o
(|ω|J) · ∣∣∣∣(F,G)∣∣∣∣
0,s,Ω
.
Bemerkung 7.10
Auch hier können wir die Voraussetzung (iv′) zu (iv) mit
τ > max
{
(N + 1)/2, s−N/2}
abschwächen.
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Beweis:
Für (F,G) mit
Lj(F,G) ∈ Regq,0s−j(Ω) ⊂ L2,q> 12 (Ω)× L
2,q+1
> 12
(Ω) , j = 0, . . . ,J ,
ist LωLJ(F,G) nach Satz 4.29 wohldeﬁniert. Damit ist auch
(E,H) :=
J−1∑
j=0
(− iω)jL0Lj(F,G) + (− iω)JLωLJ(F,G) (7.7)
wohldeﬁniert und wegen s > J+1/2 > J+1−N/2 können wir nach Korollar 6.50 L sogar (J+1)mal iterieren
und sehen
(E,H) =
J∑
j=0
(− iω)jL0Lj(F,G) + (− iω)J(Lω − L0)LJ(F,G) . (7.8)
(E,H) ist ein Element von
◦
Rq
<− 12
(Ω)×Dq+1
<− 12
(Ω) und erfüllt die Strahlungsbedingung. Wir beachtenML0 = Id
und (M + iωΛ)Lω = Id , wenden (M + iωΛ) auf (7.7) an und erhalten (M + iωΛ)(E,H) = (F,G) , also
(E,H) = Lω(F,G) .
Für s ∈ (J+1/2,J+N/2) \ I gilt s−J ∈ (1/2, N/2) . Daher können wir Satz 7.3 (i) auf LJ(F,G) ∈ Regq,0s−J(Ω)
anwenden und erhalten für den Korrekturterm LωLJ(F,G) in (7.7) gleichmäßig bzgl. ω ∈ C+,ωˆ \ {0} und
(F,G) ∈ Regq,Js (Ω) die Abschätzung∣∣∣∣LωLJ(F,G)∣∣∣∣0,t,Ω ≤ c · ∣∣∣∣LJ(F,G)∣∣∣∣0,s−J,Ω ≤ c · ∣∣∣∣(F,G)∣∣∣∣0,s,Ω ,
denn nach Korollar 6.50 ist LJ stetig. Mit Korollar 7.5 können wir in (7.8) den entsprechenden Korrekturterm
(Lω − L0)LJ(F,G) wiederum gleichmäßig bzgl. ω ∈ C+,ωˆ \ {0} und (F,G) ∈ Regq,Js (Ω) durch∣∣∣∣(Lω − L0)LJ(F,G)∣∣∣∣0,t˜,Ω ≤ ||Lω − L0||Bs−J,t˜ · ∣∣∣∣LJ(F,G)∣∣∣∣0,s−J,Ω ≤ c · ||Lω − L0||Bs−J,t˜︸ ︷︷ ︸
ω→0−−−→0
·∣∣∣∣(F,G)∣∣∣∣
0,s,Ω
abschätzen. (7.7) und (7.8) liefern dann die behaupteten Abschätzungen. 
Wir wollen nun Regq,Js (Ω) durch Orthogonalitätsbedingungen charakterisieren und sodann Projektoren auf
diesen konstruieren. Diese ermöglichen uns dann den Zugang zur exakten Bestimmung der Niederfrequenza-
symptotik auf Regq,0s (Ω) .
Lemma 7.11
Für σ ∈ N0 und (m,n) ∈ {1, . . . , µqσ} × {1, . . . , µq+1σ } sind die speziellen wachsenden DirichletFormen
• Eσ,m :=
(
Id−Max−1ε Maxε
)
η +Dq,0σ,m ,
• Hσ,n :=
(
Id−µMax−1µMax
)
η +Rq+1,0σ,n
wohldeﬁniert und diese sind die eindeutigen Lösungen der folgenden statischen Probleme:
• Eσ,m ∈ εHq<−N2 −σ(Ω) ∩
◦
Bq(Ω)⊥ε , Eσ,m − +Dq,0σ,m ∈ L2,q>−N2 (Ω)
• Hσ,n ∈
(
µ−1µ−1H
q+1
<−N2 −σ
(Ω)
) ∩ Bq+1(Ω)⊥µ , Hσ,n − +Rq+1,0σ,n ∈ L2,q+1>−N2 (Ω)
Bemerkung 7.12
(i) Wir benutzen hier einerseits Maxε bzw. µMax als formale Abbildung und andererseitsMax−1ε bzw. µMax−1
als die Inverse des Operators aus Satz 6.36.
(ii) Auch dieses Lemma bleibt richtig, wenn wir die Voraussetzung (iv′) durch (iv) mit
τ > σ und τ ≥ N/2− 1
ersetzen.
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Beweis:
Wir führen den Beweis wieder im allgemeineren Fall der Voraussetzung (iv).
Die Eindeutigkeit der statischen Probleme ist durch Lemma 6.22 und Lemma 6.31 gesichert. Wir müssen nur
noch die Wohldeﬁniertheit der Formen Eσ,m bzw. Hσ,n zeigen, denn aus
MaxεEσ,m = (0, 0, 0) bzw. µMaxHσ,n = (0, 0, 0)
folgt Eσ,m ∈ εHq<−N2 −σ(Ω) ∩
◦
Bq(Ω)⊥ε bzw. Hσ,n ∈
(
µ−1µ−1H
q+1
<−N2 −σ
(Ω)
) ∩ Bq+1(Ω)⊥µ und damit die Exi-
stenz der statischen Probleme, weil der Deﬁnitionsbereich der Operatoren Maxε bzw. µMax in L2,q>−N2 (Ω) bzw.
L2,q+1
>−N2
(Ω) liegt.
Wegen Grundvoraussetzung (ii)
(
supp η ∩ supp
◦
bq` = ∅
)
folgt mit Bemerkung 5.24
Maxεη
+Dq,0σ,m =
(
div(εη+Dq,0σ,m), rot(η
+Dq,0σ,m), 0
)
=
(
Cdiv,η
+Dq,0σ,m + div(εˆη
+Dq,0σ,m), Crot,η
+Dq,0σ,m, 0
)
∈ (L2,q−1
<−σ−N2 +τ+1
(Ω) ∩ Fq(Ω))× (L2,q+1vox (Ω) ∩ Gq+1(Ω))× {0} .
Da τ > σ , gilt −σ −N/2 + τ + 1 > 1−N/2 und damit
Maxεη
+Dq,0σ,m ∈ Wq>1−N2 (Ω) .
Mit τ ≥ N/2−1 (vgl. mit Satz 6.38) sind dann nach Satz 6.36Max−1ε Maxεη+Dq,0σ,m und somit Eσ,m wohldeﬁniert.
An dieser Stelle wollen wir anmerken, daß für τ > s+ σ +N/2− 1
Maxεη
+Dq,0σ,m ∈ Wqs (Ω) (7.9)
gilt.
Ein analoges Argument liefert auch die Wohldeﬁniertheit der Formen Hσ,n . 
Lemma 7.13
Seien J, σ ∈ N0 , (m,n) ∈ {1, . . . , µqσ}× {1, . . . , µq+1σ } und s ∈ (J+1−N/2,∞) \ I sowie j ∈ {0, . . . ,J} . Dann
sind J Iterationen von L auf den Formen Eσ,m und Hσ,n wohldeﬁniert und es gelten für gerade j
• LjΛ(Eσ,m, 0)− η(+Dq,jσ,m, 0) ∈
(
Dqs−j−1(Ω)⊕ ηDq(I≤js−j−1)
)× {0} ,
• LjΛ(0,Hσ,n)− η(0,+Rq+1,jσ,n ) ∈ {0} ×
( ◦
Rq+1s−j−1(Ω)⊕ ηRq+1(J≤js−j−1)
)
sowie für ungerade j
• LjΛ(Eσ,m, 0)− η(0,+Rq+1,jσ,m ) ∈ {0} ×
( ◦
Rq+1s−j−1(Ω)⊕ ηRq+1(J≤js−j−1)
)
,
• LjΛ(0,Hσ,n)− η(+Dq,jσ,n, 0) ∈
(
Dqs−j−1(Ω)⊕ ηDq(I≤js−j−1)
)× {0} .
Desweiteren haben wir
LjΛ(Eσ,m, 0),LjΛ(0,Hσ,n) ∈ L2,q<−σ−j−N2 (Ω)× L
2,q+1
<−σ−j−N2
(Ω)
und somit
LjΛ(Eσ,m, 0),LjΛ(0,Hσ,n) ∈ L2,q−t (Ω)× L2,q+1−t (Ω) ⇔ t > σ + j +N/2 .
Genauer: Es existieren eindeutige Konstanten ξj,σ,·· , ζj,σ,·· ∈ C und eindeutige Formen
ejσ,· ∈
(
ε
◦
Rqs−j−1(Ω)
) ∩ Dqs−j−1(Ω) ∩ ◦Bq(Ω)⊥ bzw. hjσ,· ∈ (µDq+1s−j−1(Ω)) ∩ ◦Rq+1s−j−1(Ω) ∩ Bq+1(Ω)⊥ ,
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so daß für gerade j
• LjΛ(Eσ,m, 0) = η(+Dq,jσ,m, 0) +
∑
I∈I≤js−j−1
ξj,σ,mI · η(DqI , 0) + (ejσ,m, 0) ,
• LjΛ(0,Hσ,n) = η(0,+Rq+1,jσ,n ) +
∑
J∈J≤js−j−1
ζj,σ,nJ · η(0, Rq+1J ) + (0, hjσ,n)
und für ungerade j
• LjΛ(Eσ,m, 0) = η(0,+Rq+1,jσ,m ) +
∑
J∈J≤js−j−1
ζj,σ,mJ · η(0, Rq+1J ) + (0, hjσ,m) ,
• LjΛ(0,Hσ,n) = η(+Dq,jσ,n, 0) +
∑
I∈I≤js−j−1
ξj,σ,nI · η(DqI , 0) + (ejσ,n, 0)
gelten.
Bemerkung 7.14
(i) Dieses Lemma gilt ebenso, wenn wir die Voraussetzung (iv′) zu (iv) mit
τ > σ + s+N/2− 1 und τ ≥ J− s
lockern.
(ii) Nach Bemerkung 5.17 gelten für ungerade j ≤ J sogar
• LjΛ(Eσ,m, 0)− η(0,+Rq+1,jσ,m ) ∈ {0} ×Gq+1s−j−1
(
J
≤j
s−j−1
)
,
• LjΛ(0,Hσ,n)− η(+Dq,jσ,n, 0) ∈ Fqs−j−1
(
I
≤j
s−j−1
)× {0} ,
denn η+Rq+1,jσ,m ist rotations und η+Dq,jσ,n divergenzfrei.
(iii) Weiterhin genügen die Koeﬃzienten der Rekursion
• ζj+1,σ,νI+ = ξ
j,σ,ν
I , I ∈ I≤js−j−1 , ν = m,n ,
• ξj+1,σ,νJ+ = ζ
j,σ,ν
J , J ∈ J≤js−j−1 , ν = m,n
und damit auch
• ξj+2,σ,νI2 = ξ
j,σ,ν
I , I ∈ I≤js−j−1 , ν = m,n ,
• ζj+2,σ,νJ2 = ζ
j,σ,ν
J , J ∈ J≤js−j−1 , ν = m,n .
Beweis:
Wir beweisen die Behauptungen wieder im allgemeineren Fall der Grundvoraussetzung (iv).
Wenn wir zeigen können, daß L auf Λ(Eσ,m, 0) bzw. Λ(0,Hσ,n) anwendbar ist, folgen die Behauptungen bzgl.
der Darstellungen mit Satz 6.48 sowie Bemerkung 6.49 und diejenigen bzgl. der Integrierbarkeit mit Bemerkung
5.24, da die Türme +Dq,jσ,ν und +Rq+1,jσ,ν die Integrierbarkeit bestimmen.
zu Eσ,m : Nach Lemma 7.11 mit (7.9) und Satz 6.36 sowie (6.26) haben wir
Eσ,m ∈
(
ε−1Dqs−1(Ω)⊕ η+Dq,0σ,m ⊕ ηDq(I0s−1)⊕ ηAqs−1︸ ︷︷ ︸
nur für
s≥N/2
)
∩ Fqε (Ω) .
Da τ > σ + s+N/2− 1 , liefert Bemerkung 5.24
εEσ,m ∈
(
Dqs−1(Ω)⊕ η+Dq,0σ,m ⊕ ηDq(I0s−1)⊕ ηAqs−1︸ ︷︷ ︸
nur für
s≥N/2
)
∩ Fq(Ω) .
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Träte die Ausnahmeform Aqs−1 hier nicht auf
(
vgl. mit Satz 6.39, Lemma 6.41, Bemerkung 6.42, Lemma 6.43
und Bemerkung 6.44
)
, so würde
Λ(Eσ,m, 0) = (εEσ,m, 0) ∈ Fqs−1
({
(0, σ,m,+)
} ∪ I0s−1)× {0}
gelten und Lj wäre nach Satz 6.48 auf Λ(Eσ,m, 0) anwendbar.
Zeigen wir also noch, daß auch im Fall s ≥ N/2 und q = 1 die Ausnahmeform nicht vorkommt. Dazu machen
wir den Ansatz
Uσ,m := η+R2,1σ,m + uσ,m ,
um eine Lösung des Problems
rot ε−1 divUσ,m = 0 , Uσ,m − +R2,1σ,m ∈ L2,2>−N2 (Ω)
zu ﬁnden. Dies führt zur Bestimmung einer Lösung des Problems
rot ε−1 div uσ,m = − rot ε−1 div η+R2,1σ,m , uσ,m ∈ L2,2>−N2 (Ω) . (7.10)
Nun gilt aber mit Bemerkung 5.24 und der Voraussetzung τ > σ + s+N/2− 1
rot ε−1 div η+R2,1σ,m = Crot div,η
+R2,1σ,m + rot ˆˆε div η
+R2,1σ,m ∈ L2,2<−σ−N2 +τ+1(Ω) ⊂ L
2,2
s (Ω)
und somit
rot ε−1 div η+R2,1σ,m ∈ 0
◦
R2s(Ω) ∩ H2(Ω)⊥ =W (∆rot) .
Lemma 6.52 liefert hierzu eine Form
uσ,m ∈ Y2s−2(Ω)⊕ ηR˜2s−2
mit (7.10). Dann ist (vgl. mit dem Beweis zur Bemerkung 6.54)
E˜σ,m := divUσ,m ∈
(
D1s−1(Ω)⊕ η+D1,0σ,m ⊕ ηD1(I0≤s−1)
) ∩ F1(Ω)
und
ε−1E˜σ,m ∈ εH1<−N2 −σ(Ω) ∩
◦
B1(Ω)⊥ε , ε−1E˜σ,m − +D1,0σ,m ∈ L2,1>−N2 (Ω) ,
d. h. ε−1E˜σ,m = Eσ,m nach Lemma 7.11. Damit besitzt εEσ,m für alle q tatsächlich keine Ausnahmekompo-
nente Aqs−1 .
Analog zeigen wir die Behauptungen über Hσ,n . 
Wir wollen an dieser Stelle unsere Schreibweise für Indexmengen erweitern und deﬁnieren für k, `,K,L ∈ N0
• Ik∞ :=
⋃
s∈R
Iks , I
≤K
∞ :=
K⋃
k=0
Ik∞ ,
• J`∞ :=
⋃
s∈R
J`s , J
≤L
∞ :=
L⋃
`=0
J`∞ .
Diese neuen Indexmengen sind einfach
I≤K∞ =
{
(k, γ, ν,−) ∈ Iˆ : k ≤ K} und J≤L∞ = {(`, γ, ν,−) ∈ Jˆ : ` ≤ L} .
Korollar 7.15
Seien J, σ ∈ N0 und (m,n) ∈ {1, . . . , µqσ} × {1, . . . , µq+1σ } sowie j ∈ {0, . . . ,J} . Dann existieren eindeutige
Konstanten ξj,σ,·· , ζj,σ,·· ∈ C , so daß auf supp η für gerade j
• LjΛ(Eσ,m, 0) = (+Dq,jσ,m, 0) +
∑
I∈I≤j∞
ξj,σ,mI · (DqI , 0) ,
• LjΛ(0,Hσ,n) = (0,+Rq+1,jσ,n ) +
∑
J∈J≤j∞
ζj,σ,nJ · (0, Rq+1J )
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und für ungerade j
• LjΛ(Eσ,m, 0) = (0,+Rq+1,jσ,m ) +
∑
J∈J≤j∞
ζj,σ,mJ · (0, Rq+1J ) ,
• LjΛ(0,Hσ,n) = (+Dq,jσ,n, 0) +
∑
I∈I≤j∞
ξj,σ,nI · (DqI , 0)
gelten. Diese Reihen haben dasselbe Konvergenzverhalten wie diejenigen aus Satz 2.8 bzw. Satz 5.22, d. h.
sie konvergieren gleichmäßig auf supp η mitsamt allen Ableitungen auch nach Multiplikation mit beliebigen r
Potenzen. Die Konstanten ξj,σ,·· und ζj,σ,·· sind hierbei dieselben wie diejenigen in Lemma 7.13, wann immer
sie gemeinsam auftreten.
Beweis:
Wir zeigen die Darstellung für ein gerades j und LjΛ(Eσ,m, 0)
∣∣
supp η
. Die anderen drei Formeln erhalten wir
dann analog.
Zunächst einmal gilt für (E, 0) := LjΛ(Eσ,m, 0) in Ω
divE = 0 und (MΛ−1)j+1(E, 0) = (0, 0) ,
d. h. in supp η
divE = 0 und M j+1(E, 0) = (0, 0) .
Für J+N/2 ≤ s /∈ I gilt nach Lemma 7.13
E˜ := E − +Dq,jσ,m −
∑
I∈I≤js−j−1
ξj,σ,mI ·DqI ∈ L2,qs−j−1(supp η) ⊂ L2,qN
2 −1
(supp η)
und
div E˜
∣∣∣
supp η
= 0 und M j+1 (E˜, 0)
∣∣∣
supp η
= (0, 0) .
Also liefert Satz 5.22 mit eindeutigen Konstanten ξj,σ,m· ∈ C die Darstellung
E˜
∣∣∣
supp η
=
∑
0≤`≤j ,
γ>s−j−1−N2 +` ,
1≤ν≤µq,`γ
ξj,σ,m`,γ,ν · −Dq,`γ,ν
(6.23)=
∑
I∈I≤j∞ \I≤js−j−1
ξj,σ,mI ·DqI
und damit die Behauptung. 
Unser Nahziel ist nun die Charakterisierung von Regq,Js (Ω) durch Orthogonalitätsbedingungen. Einen ersten
Schritt dorthin machen wir im
Lemma 7.16
Sei s ∈ (2−N/2,∞) \ I und (F,G) ∈ Regq,0s (Ω) besitze die Darstellung
L0(F,G) = (E,H) +
∑
I∈I0s−1
eI · η(DqI , 0) +
∑
J∈J0s−1
hJ · η(0, Rq+1J )
mit (E,H) ∈ ( ◦Rqs−1(Ω) ∩ ε−1Dqs−1(Ω))× (µ−1 ◦Rq+1s−1(Ω) ∩ Dq+1s−1(Ω)) und eI , hJ ∈ C .
Dann gelten für alle I = (0, σ,m,−) ∈ I0s−1 und J = (0, γ, n,−) ∈ J0s−1
(i)
〈
(F,G), (Eσ,m, 0)
〉
Ω
= 0 ,
(ii)
〈
(F,G), (0,Hγ,n)
〉
Ω
= 0 ,
(iii)
〈
(F,G),L0Λ(Eσ,m, 0)
〉
Ω
= eI ,
(iv)
〈
(F,G),L0Λ(0,Hγ,n)
〉
Ω
= hJ .
Bemerkung 7.17
Hier genügt es, jˆ ≥ 2(s+ 1) in (1.32) zu wählen.
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Beweis:
Wenden wir uns zuerst den DirichletFormen (Eσ,m, 0) zu.
Für (0, σ,m,−) ∈ I0s−1 gilt s > σ + 1 +N/2 , so daß wir nur Gewichte s mit
s > 1 +N/2
betrachten brauchen. Nach Lemma 7.13 sind
Eσ,m ∈ εHq−s+1(Ω) ⊂ 0
◦
Rq−s+1(Ω) und L0Λ(Eσ,m, 0) ∈ {0} × Dq+1−s (Ω) . (7.11)
Damit sind alle auftretenden Skalarprodukte wohldeﬁniert. Mit Lemma 4.23 und Lemma 7.11 erhalten wir〈
M(E,H), (Eσ,m, 0)
〉
Ω
= 〈divH,Eσ,m〉Ω = 0
und können so 〈
(F,G), (Eσ,m, 0)
〉
Ω
=
〈
ML0(F,G), (Eσ,m, 0)
〉
Ω
=
∑
I∈I0s−1
eI ·
〈
Mη(DqI , 0), (Eσ,m, 0)
〉
Ω︸ ︷︷ ︸
=0
+
∑
J∈J0s−1
hJ ·
〈
Mη (0, Rq+1J )︸ ︷︷ ︸
=M(DqJ+
,0)
, (Eσ,m, 0)
〉
Ω
=
∑
J∈J0s−1
hJ ·
〈
M2η(DqJ+ , 0), (Eσ,m, 0)
〉
Ω
−
∑
J∈J0s−1
hJ ·
〈
MCM,η(D
q
J+
, 0), (Eσ,m, 0)
〉
Ω
bestimmen. Da der Kommutator CM,η kompakten Träger besitzt, verschwinden alle Summanden der zweiten
Summe mit partieller Integration. Für J = (0, γ, n,−) ∈ J0s−1 gilt in der ersten Summe
div ηDqJ+ = div η
−Dq,1γ,n = 0
nach Bemerkung 5.17 und somit M2ηDqJ+ = ∆ηD
q
J+
= CDqJ+ . Wir erhalten daher〈
(F,G), (Eσ,m, 0)
〉
Ω
=
∑
J∈J0s−1
hJ ·
〈
C(DqJ+ , 0), (Eσ,m, 0)
〉
Ω
.
Mit Satz 6.48, Bemerkung 6.49 und Korollar 6.50 ist unter den Voraussetzungen auch L0L(F,G) wohldeﬁniert
und besitzt die Darstellung
L0L(F,G) = (E2,H2) +
∑
I∈I≤1s−2
e2I · η(DqI , 0) +
∑
J∈J≤1s−2
h2J · η(0, Rq+1J )
mit (E2,H2) ∈ ( ◦Rqs−2(Ω) ∩ ε−1Dqs−2(Ω)) × (µ−1 ◦Rq+1s−2(Ω) ∩ Dq+1s−2(Ω)) und e2I , h2J ∈ C . Desweiteren gelten für
I ∈ I0s−1 und J ∈ J0s−1
h2I+ = eI und e
2
J+ = hJ .
Es folgt Λ−1M(E2,H2) ∈ ( ◦Rqs−1(Ω)∩ ε−10Dqs−1(Ω))× (µ−10 ◦Rq+1s−1(Ω)∩Dq+1s−1(Ω)) und mit (7.11) sowie Lemma
4.23 erhalten wir〈
MΛ−1M(E2,H2),L0Λ(Eσ,m, 0)
〉
Ω
= −〈M(E2,H2), (Eσ,m, 0)〉Ω = −〈divH2, Eσ,m〉Ω = 0 .
Damit bestimmen wir〈
(F,G),L0Λ(Eσ,m, 0)
〉
Ω
=
〈
MΛ−1ML0L(F,G),L0Λ(Eσ,m, 0)
〉
Ω
=
∑
I∈I≤1s−2
e2I ·
〈
M2η(DqI , 0),L0Λ(Eσ,m, 0)
〉
Ω︸ ︷︷ ︸
=0
+
∑
J∈J≤1s−2
h2J ·
〈
M2η(0, Rq+1J ),L0Λ(Eσ,m, 0)
〉
Ω
=
∑
J∈J0s−2
h2J ·
〈
M2η(0, Rq+1J ),L0Λ(Eσ,m, 0)
〉
Ω
+
∑
I∈I0s−1
h2I+ ·
〈
M2η(0, Rq+1I+ ),L0Λ(Eσ,m, 0)
〉
Ω
,
denn J≤1s−2 = J0s−2 ∪˙ J1s−2 = J0s−2 ∪˙ (I0s−1)+ . Wie zuvor gilt M2η(0, Rq+1I+ ) = ∆η(0, R
q+1
I+
) = C(0, Rq+1I+ ) nach
Bemerkung 5.17 und desweiteren M2η(0, Rq+1J ) = M2ηM(D
q
J+
, 0) = MM2η(DqJ+ , 0) −M2CM,η(D
q
J+
, 0) , also
M2η(0, Rq+1J ) = MC(D
q
J+
, 0) −M2CM,η(DqJ+ , 0) wiederum mit Bemerkung 5.17. Durch partielle Integration
folgt dann 〈
MC(DqJ+ , 0),L0Λ(Eσ,m, 0)
〉
Ω
= −〈C(DqJ+ , 0), (Eσ,m, 0)〉Ω
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und durch zweifache partielle Integration verschwinden alle Summanden der Gestalt〈
M2CM,η(D
q
J+
, 0),L0Λ(Eσ,m, 0)
〉
Ω
.
Wir erhalten daher〈
(F,G),L0Λ(Eσ,m, 0)
〉
Ω
= −
∑
J∈J0s−2
h2J ·
〈
C(DqJ+ , 0), (Eσ,m, 0)
〉
Ω
+
∑
I∈I0s−1
h2I+ ·
〈
C(0, Rq+1I+ ),L0Λ(Eσ,m, 0)
〉
Ω
.
Fassen wir die Ergebnisse bis hierher zusammen: Für (0, σ,m,−) ∈ I0s−1 gelten
• 〈(F,G), (Eσ,m, 0)〉Ω = ∑
J∈J0s−1
hJ · 〈CDqJ+ , Eσ,m〉Ω ,
• 〈(F,G),L0Λ(Eσ,m, 0)〉Ω = − ∑
J∈J0s−2
h2J · 〈CDqJ+ , Eσ,m〉Ω
+
∑
I∈I0s−1
h2I+ ·
〈
C(0, Rq+1I+ ),L0Λ(Eσ,m, 0)
〉
Ω
und völlig analog für (0, γ, n,−) ∈ J0s−1
• 〈(F,G), (0,Hγ,n)〉Ω = ∑
I∈I0s−1
eI · 〈CRq+1I+ ,Hγ,n〉Ω ,
• 〈(F,G),L0Λ(0,Hγ,n)〉Ω = − ∑
I∈I0s−2
e2I · 〈CRq+1I+ , Hγ,n〉Ω
+
∑
J∈J0s−1
e2J+ ·
〈
C(DqJ+ , 0),L0Λ(0,Hγ,n)
〉
Ω
.
Alle auftretenden Integrale erstrecken sich nur noch über supp∇η , so daß wir für
(Eσ,m, 0) , L0Λ(Eσ,m, 0) , (0,Hγ,n) , L0Λ(0,Hγ,n)
die Entwicklungen aus Korollar 7.15 einsetzen können. Mit den Orthogonalitätseigenschaften aus Lemma 5.19(
mit K = 1 und Z ≥ s− 1−N/2 , d. h. jˆ ≥ N + 2 + 2 + 2s− 2−N = 2(s+ 1)) sehen wir
〈CDqJ+ , Eσ,m〉Ω = 〈CR
q+1
I+
,Hγ,n〉Ω = 0
und 〈
C(0, Rq+1I+ ),L0Λ(Eσ,m, 0)
〉
Ω
= δI,(0,σ,m,−) ,
〈
C(DqJ+ , 0),L0Λ(0,Hγ,n)
〉
Ω
= δJ,(0,γ,n,−) .
Dies ergibt schließlich für I = (0, σ,m,−) ∈ I0s−1
• 〈(F,G), (Eσ,m, 0)〉Ω = 0 ,
• 〈(F,G),L0Λ(Eσ,m, 0)〉Ω = h2I+ = eI
und für J = (0, γ, n,−) ∈ J0s−1
• 〈(F,G), (0,Hγ,n)〉Ω = 0 ,
• 〈(F,G),L0Λ(0,Hγ,n)〉Ω = e2J+ = hJ .

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Lemma 7.18
Seien J ∈ N und s ∈ (J+ 1−N/2,∞) \ I . Dann gilt für (F,G) ∈ Regq,0s (Ω)
(F,G) ∈ Regq,Js (Ω) ⇐⇒
∧
(k,σ,m)∈Θq,Js ,
(`,γ,n)∈Θq+1,Js
〈
(F,G),Lk+1Λ(Eσ,m, 0)
〉
Ω,Λ−1 =
〈
(F,G),L`+1Λ(0,Hγ,n)
〉
Ω,Λ−1 = 0 .
Hierbei seien
Θq,Js :=
{
(k, σ,m) ∈ N30 : k ≤ J− 1 ∧ σ < s−N/2− k − 1 ∧ 1 ≤ m ≤ µqσ
}
und 〈 · , · 〉Ω,Λ das 〈Λ · , · 〉ΩSkalarprodukt.
Bemerkung 7.19
(i) Wegen der obigen Charakterisierungen ist Regq,Js (Ω) ein abgeschlossener Unterraum von Regq,0s (Ω) und
L2,qs (Ω)× L2,q+1s (Ω) .
(ii) Die Indexmengen lassen sich durch
Θq,Js =
{
(k, σ,m) ∈ {0, . . . ,J− 1} × N0 × N : Lk+1Λ(Eσ,m, 0) ∈ L2,q−s(Ω)× L2,q+1−s (Ω)
}
bzw.
Θq+1,Js =
{
(`, γ, n) ∈ {0, . . . ,J− 1} × N0 × N : L`+1Λ(0,Hγ,n) ∈ L2,q−s(Ω)× L2,q+1−s (Ω)
}
charakterisieren.
Beweis:
Die Charakterisierung der Indexmengen folgt mit Lemma 7.13.
Den Rest wollen wir durch Induktion über J beweisen:
Induktionsanfang (J = 1) : Für (F,G) ∈ Regq,0s (Ω) sehen wir mit Lemma 7.16 und den dortigen Bezeichnun-
gen
(F,G) ∈ Regq,1s (Ω) ⇐⇒
∧
I∈I0s−1 ,
J∈J0s−1
eI = hJ = 0
⇐⇒
∧
(0,σ,m)∈Θq,1s ,
(0,γ,n)∈Θq+1,1s
〈
(F,G),LΛ(Eσ,m, 0)
〉
Ω,Λ−1 =
〈
(F,G),LΛ(0, Hγ,n)
〉
Ω,Λ−1 = 0 ,
denn Θq,1s =
{
(0, σ,m) : (0, σ,m,−) ∈ I0s−1
}
und Θq+1,1s =
{
(0, γ, n) : (0, γ, n,−) ∈ J0s−1
}
.
Induktionsschritt (J J+ 1) : Per Deﬁnition ist
Regq,J+1s (Ω) =
{
(F,G) ∈ Regq,Js (Ω) : LJ+1(F,G) ∈ Regq,0s−J−1(Ω)
}
=
{
(F,G) ∈ Regq,Js (Ω) : LJ(F,G) ∈ Regq,1s−J(Ω)
}
,
so daß nach Induktionsanfang (F,G) ∈ Regq,J+1s (Ω) genau dann gilt, wenn
(F,G) ∈ Regq,Js (Ω)
∧
∧
(0,σ,m)∈Θq,1s−J ,
(0,γ,n)∈Θq+1,1s−J
〈LJ(F,G),LΛ(Eσ,m, 0)〉Ω,Λ−1 = 〈LJ(F,G),LΛ(0,Hγ,n)〉Ω,Λ−1 = 0
erfüllt ist. Aus LJ(F,G) ∈ Regq,1s−J(Ω) folgt insbesondere
L0LJ−1(F,G) ∈
◦
Rqs−J(Ω)× Dq+1s−J(Ω)
und mit Lemma 7.13 gilt
Λ−1L2Λ(Eσ,m, 0) ∈
◦
Rq−s−1+J(Ω)× {0} ,
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denn (0, σ,m) ∈ Θq,1s−J impliziert σ < s− 1− J−N/2 , also s+ 1− J > σ + 2 +N/2 . Lemma 4.23 liefert〈LJ(F,G),LΛ(Eσ,m, 0)〉Ω,Λ−1 = 〈L0LJ−1(F,G),MΛ−1L2Λ(Eσ,m, 0)〉Ω
= −〈LJ−1(F,G),L2Λ(Eσ,m, 0)〉Ω,Λ−1
und wir erhalten induktiv〈LJ(F,G),LΛ(Eσ,m, 0)〉Ω,Λ−1 = (−1)J · 〈(F,G),LJ+1Λ(Eσ,m, 0)〉Ω,Λ−1 .
Analog ergeben ähnliche partielle Integrationen〈LJ(F,G),LΛ(0,Hγ,n)〉Ω,Λ−1 = (−1)J · 〈(F,G),LJ+1Λ(0,Hγ,n)〉Ω,Λ−1 .
Daher erhalten wir
(F,G) ∈ Regq,J+1s (Ω) ⇐⇒ (F,G) ∈ Regq,Js (Ω)
∧
∧
(0,σ,m)∈Θq,1s−J ,
(0,γ,n)∈Θq+1,1s−J
〈
(F,G),LJ+1Λ(Eσ,m, 0)
〉
Ω,Λ−1 =
〈
(F,G),LJ+1Λ(0, Hγ,n)
〉
Ω,Λ−1 = 0
und die Induktionsvoraussetzung für Regq,Js (Ω) liefert schließlich die Behauptung. 
Nun wollen wir explizit Projektoren auf Regq,Js (Ω) angeben und suchen dazu eine duale Basis zu den Formen
LkΛ(Eσ,m, 0) und LkΛ(0,Hσ,m) .
Wir deﬁnieren noch zu L = ΛL0 den LinksinversenOperator
M :=MΛ−1 (7.12)
sowie
Regq,0vox(Ω) :=
(
L2,qvox(Ω) ∩ Fq(Ω)
)× (L2,q+1vox (Ω) ∩ Gq+1(Ω)) (7.13)
und kommen zum
Lemma 7.20
Zu σ ∈ N0 und (m,n) ∈ {1, . . . , µqσ} × {1, . . . , µq+1σ } deﬁnieren wir
eσ,n := η−Dq,1σ,n , hσ,m := η−Rq+1,1σ,m .
Für diese C∞Formen und `, k ∈ N0 gelten
• LkMk+`(eσ,n, 0) =M`(eσ,n, 0) ∈ Regq,0<N2 +σ−1(Ω) ,
• LkMk+`(0, hσ,m) =M`(0, hσ,m) ∈ Regq,0<N2 +σ−1(Ω)
und
M`+2(eσ,n, 0) , M`+2(0, hσ,m) ∈ Regq,0vox(Ω)
sowie für s ∈ (`−N/2,∞) \ I
M`+2(eσ,n, 0) , M`+2(0, hσ,m) ∈ Regq,`s (Ω) .
Beweis:
Nach Bemerkung 5.17 gelten div eσ,n = 0 und rothσ,m = 0 . Mit Bemerkung 5.24 folgt daher
(eσ,n, 0) , (0, hσ,m) ∈ Regq,0<N2 +σ−1(Ω) .
Weiterhin bestimmen wir
• M(eσ,n, 0) =M(eσ,n, 0) = η(0,−Rq+1,0σ,n ) + CM,η(−Dq,1σ,n, 0) ∈ Regq,0<N2 +σ(Ω) , (7.14)
• M2(eσ,n, 0) =M2(eσ,n, 0) = C(−Dq,1σ,n, 0) = CM,η(0,−Rq+1,0σ,n ) +MCM,η(−Dq,1σ,n, 0) (7.15)
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und
• M(0, hσ,m) = η(−Dq,0σ,m, 0) + CM,η(0,−Rq+1,1σ,m ) ∈ Regq,0<N2 +σ(Ω) , (7.16)
• M2(0, hσ,m) =M2(0, hσ,m) = C(0,−Rq+1,1σ,m ) = CM,η(−Dq,0σ,m, 0) +MCM,η(0,−Rq+1,1σ,m ) . (7.17)
Somit folgt für alle ` ∈ N0
suppM`+2(eσ,n, 0) ∪ suppM`+2(0, hσ,m) ⊂ supp∇η ,
also
M`+2(eσ,n, 0) , M`+2(0, hσ,m) ∈ Regq,0vox(Ω) .
Nach Satz 6.48 bzw. Korollar 6.50 sind also beliebig viele Iterationen von L auf diesen Formen wohldeﬁniert.
Aufgrund der kompakten Träger erhalten wir für ` ≥ 2
LM1+`(eσ,n, 0) =M`(eσ,n, 0) und LM1+`(0, hσ,m) =M`(0, hσ,m) . (7.18)
Desweiteren haben die Formen (eσ,n, 0) , (0, hσ,m) und mit (7.14), (7.16) auch M(eσ,n, 0) , M(0, hσ,m) die rich-
tige Gestalt, so daß (7.18) mit Korollar 6.50 auch für ` = 0, 1 folgt. Per Induktion gilt dann für alle `, k ∈ N0
LkMk+`(eσ,n, 0) =M`(eσ,n, 0) und LkMk+`(0, hσ,m) =M`(0, hσ,m) .
Mit diesen Gleichungen und wegen der kompakten Träger von M2(eσ,n, 0) und M2(0, hσ,m) erhalten wir für
alle ` ∈ N0 und s ∈ (`−N/2,∞) \ I schließlich
M`+2(eσ,n, 0) , M`+2(0, hσ,m) ∈ Regq,`s (Ω) .

Lemma 7.21
Seien K,Z ∈ N0 . Dann gelten für alle σ ∈ {0, . . . , Z} und k ∈ {−1, . . . ,K} sowie alle (`, γ) ∈ N20 und geeigneten
Indizes m,n
• 〈M`+2(eγ,n, 0),Lk+1Λ(Eσ,m, 0)〉Ω,Λ−1 = 0 ,
• 〈M`+2(eγ,n, 0),Lk+1Λ(0, Hσ,m)〉Ω,Λ−1 = (−1)` · δk,` · δσ,γ · δm,n ,
• 〈M`+2(0, hγ,n),Lk+1Λ(Eσ,m, 0)〉Ω,Λ−1 = (−1)` · δk,` · δσ,γ · δm,n ,
• 〈M`+2(0, hγ,n),Lk+1Λ(0, Hσ,m)〉Ω,Λ−1 = 0 .
Bemerkung 7.22
Hierbei genügt es, jˆ ≥ N + 4 + 2(K + Z) in (1.32) zu wählen.
Beweis:
Aufgrund des kompakten Trägers von M2(eγ,n, 0) folgt für alle ` ∈ N0 mit partieller Integration und (7.15)
Sk,`σ,γ :=
〈M`+2(eγ,n, 0),Lk+1Λ(Eσ,m, 0)〉Ω,Λ−1 = 〈(Λ−1M)`Λ−1M2(eγ,n, 0),Lk+1Λ(Eσ,m, 0)〉Ω
= (−1)` · 〈C(−Dq,1γ,n, 0),M`Lk+1Λ(Eσ,m, 0)〉Ω .
Wegen ML = Id und M(Eσ,m, 0) = (0, 0) verschwindet Sk,`σ,γ für ` ≥ k+2 . Hingegen erhalten wir für ` ≤ k+1
Sk,`σ,γ = (−1)` ·
〈
C(−Dq,1γ,n, 0),Lk+1−`Λ(Eσ,m, 0)
〉
Ω
und dieses Skalarprodukt kann nur für gerade k+1− ` von Null verschieden sein. Da sich das Integral nur über
supp∇η erstreckt, können wir die Reihenentwicklungen aus Korollar 7.15 für Lk+1−`Λ(Eσ,m, 0) einsetzen und
sehen mit Lemma 5.19 auch in diesen Fällen
Sk,`σ,γ = 0 .
Mit denselben Argumenten muß sodann
S˜k,`σ,γ :=
〈M`+2(eγ,n, 0),Lk+1Λ(0,Hσ,m)〉Ω,Λ−1
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für ` ≥ k + 2 verschwinden. Im Fall ` ≤ k + 1 ergibt sich wie oben
S˜k,`σ,γ = (−1)` ·
〈
C(−Dq,1γ,n, 0),Lk+1−`Λ(0,Hσ,m)
〉
Ω
.
Dieses Skalarprodukt kann nun aber nur dann nicht verschwinden, wenn k+ 1− ` ungerade ist. Wieder dürfen
wir die Reihendarstellung aus Korollar 7.15 für Lk+1−`Λ(0,Hσ,m) einsetzen. Hier tritt aber nun genau im Fall
k = ` ein Term auf, nämlich +Dq,1σ,m , dessen Skalarprodukt mit C −Dq,1γ,n nach Lemma 5.19 nicht verschwindet.
Es folgt also
S˜k,`σ,γ = (−1)` ·
〈
C(−Dq,1γ,n, 0), (
+Dq,k+1−`σ,m , 0)
〉
Ω
= (−1)` · δk,` · δσ,γ · δm,n .
Die Behauptungen über〈M`+2(0, hγ,n),Lk+1Λ(Eσ,m, 0)〉Ω,Λ−1 und 〈M`+2(0, hγ,n),Lk+1Λ(0,Hσ,m)〉Ω,Λ−1
zeigen wir analog. 
Satz 7.23
Seien J ∈ N und s ∈ (J+ 1−N/2,∞) \ I . Dann gilt
Regq,0s (Ω) = Reg
q,J
s (Ω)uΥq,Js
mit
Υq,Js := Lin
{Mk+2(eσ,m, 0) , M`+2(0, hγ,n) : (k, σ,m) ∈ Θq+1,Js ∧ (`, γ, n) ∈ Θq,Js } .
Genauer: Jedes (F,G) ∈ Regq,0s (Ω) läßt sich eindeutig in
(F,G) = (Freg, Greg) + (FΥ, GΥ)
mit (Freg, Greg) ∈ Regq,Js (Ω) und (FΥ, GΥ) ∈ Υq,Js zerlegen. Dabei sind
(FΥ, GΥ) :=
∑
(k,σ,m)∈Θq,Js
(−1)k · 〈(F,G),Lk+1Λ(Eσ,m, 0)〉Ω,Λ−1 · Mk+2(0, hσ,m)
+
∑
(k,σ,m)∈Θq+1,Js
(−1)k · 〈(F,G),Lk+1Λ(0,Hσ,m)〉Ω,Λ−1 ·Mk+2(eσ,m, 0)
und (Freg, Greg) := (F,G)− (FΥ, GΥ) .
Bemerkung 7.24
(i) Die Räume Υq,Js sind endlichdimensionale Teilräume von
(
C∞,q0 (Ω) × C∞,q+10 (Ω)
) ∩ Regq,0vox(Ω) und die
Projektoren (F,G) 7→ (FΥ, GΥ) bzw. (F,G) 7→ (Freg, Greg) stetig.
(ii) Hier wäre die Wahl jˆ ≥ 2(s+ J+ 1) in (1.32) hinreichend.
Beweis:
Nach Lemma 7.20 gilt
Υq,Js ⊂ Regq,0vox(Ω) .
Für (F,G) ∈ Regq,0s (Ω) folgt daher (Freg, Greg) , (FΥ, GΥ) ∈ Regq,0s (Ω) . Mit Lemma 7.21 erhalten wir für alle
(k, σ,m) ∈ Θq,Js und (`, γ, n) ∈ Θq+1,Js〈
(FΥ, GΥ),Lk+1Λ(Eσ,m, 0)
〉
Ω,Λ−1 =
〈
(F,G),Lk+1Λ(Eσ,m, 0)
〉
Ω,Λ−1
und 〈
(FΥ, GΥ),L`+1Λ(0, Hγ,n)
〉
Ω,Λ−1 =
〈
(F,G),L`+1Λ(0,Hγ,n)
〉
Ω,Λ−1 .
Damit folgt für alle (k, σ,m) ∈ Θq,Js und (`, γ, n) ∈ Θq+1,Js〈
(Freg, Greg),Lk+1Λ(Eσ,m, 0)
〉
Ω,Λ−1 =
〈
(Freg, Greg),L`+1Λ(0,Hγ,n)
〉
Ω,Λ−1 = 0
und daher (Freg, Greg) ∈ Regq,Js (Ω) nach Lemma 7.18. Wir erhalten
Regq,0s (Ω) ⊂ Regq,Js (Ω) + Υq,Js ⊂ Regq,0s (Ω) , also Regq,0s (Ω) = Regq,Js (Ω) + Υq,Js .
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Somit bleibt nur noch die Direktheit dieser Summe zu zeigen. Sei dazu
(F,G) =
∑
(k,σ,m)∈Θq+1,Js
fk,σ,m · Mk+2(eσ,m, 0) +
∑
(k,σ,m)∈Θq,Js
gk,σ,m ·Mk+2(0, hσ,m) ∈ Regq,Js (Ω) ∩Υq,Js
ein Element des Schnittes. Wir wenden L an und bekommen mit Lemma 7.20
L(F,G) ∈ Regq,J−1s−1 (Ω) ⊂ L2,qs−1(Ω)× L2,q+1s−1 (Ω)
=
∑
(k,σ,m)∈Θq+1,Js
fk,σ,m · Mk+1(eσ,m, 0) +
∑
(k,σ,m)∈Θq,Js
gk,σ,m · Mk+1(0, hσ,m) .
Für k > 0 besitzen die FormenMk+1(eσ,m, 0) bzw. Mk+1(0, hσ,m) kompakte Träger. Mit (7.14), (7.16) gilt für
k = 0 hingegen
M(eσ,m, 0) , M(0, hσ,m) ∈ L2,q<N2 +σ(Ω)× L
2,q+1
<N2 +σ
(Ω)
und desweiteren
M(eσ,m, 0) , M(0, hσ,m) 6∈ L2,qN
2 +σ
(Ω)× L2,q+1N
2 +σ
(Ω) .
Wir erhalten somit
M(eσ,m, 0) , M(0, hσ,m) 6∈ L2,qs−1(Ω)× L2,q+1s−1 (Ω) ,
denn (0, σ,m) ∈ Θq+1,Js bzw. (0, σ,m) ∈ Θq,Js impliziert per Deﬁnition N/2 + σ < s − 1 . Da die Formen
M(eσ,m, 0) bzw. M(0, hσ,m) linear unabhängig sind, müssen die Koeﬃzienten
f0,σ,m bzw. g0,σ,m
verschwinden. Wiederholen wir dieses Argument mit Lj(F,G) für j = 2, . . . ,J , so erhalten wir schließlich für
alle (k, σ,m) ∈ Θq+1,Js bzw. (k, σ,m) ∈ Θq,Js
fk,σ,m = 0 bzw. gk,σ,m = 0 .
Damit ist Regq,Js (Ω) ∩Υq,Js =
{
(0, 0)
}
und der Beweis beendet. 
Nun haben wir alle Hilfsmittel zusammen, um die Asymptotik anzugehen.
7.3 Niederfrequenzasymptotik in lokalen Normen
Wir wollen zunächst zwei neue Bezeichnungen einführen. Für K ∈ N0 ∪ {−1} deﬁnieren wir den Operator
Lω,K := Lω −
K∑
k=0
(− iω)kL0Lk , K ≥ 0 , Lω,−1 := Lω
und desweiteren ein neues OSymbol O′ mit folgender Bedeutung:
Für die drei Symbole J′ ∈ {J− 1,J} , t′ ∈ {t, t˜} und O′ ∈ {O, o} sei das Tupel
(J′, t′,O′) :=
{
(J− 1, t,O) , falls J′ = J− 1
(J, t˜, o) , falls J′ = J
deﬁniert.
Wir erhalten das
Lemma 7.25
Seien J ∈ N0 , s ∈ (J+1/2,J+N/2)\I und t˜ < t := s−J−(N+1)/2 . Dann gilt gleichmäßig bzgl. ω ∈ C+,ωˆ\{0}
und (F,G) ∈ Regq,0s (Ω) die Abschätzung∣∣∣∣∣∣Lω,J′(F,G)− ∑
(k,σ,m)∈Θq,Js
(iω)k
〈
(F,G),Lk+1Λ(Eσ,m, 0)
〉
Ω,Λ−1 · Lω,J′−kM2(0, hσ,m)
−
∑
(k,σ,m)∈Θq+1,Js
(iω)k
〈
(F,G),Lk+1Λ(0,Hσ,m)
〉
Ω,Λ−1 · Lω,J′−kM2(eσ,m, 0)
∣∣∣∣∣∣
0,t′,Ω
= O′
(|ω|J) · ∣∣∣∣(F,G)∣∣∣∣
0,s,Ω
.
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Beweis:
Mit Satz 7.23 zerlegen wir (F,G) ∈ Regq,0s (Ω) in
(F,G) = (Freg, Greg) + (FΥ, GΥ) ∈ Regq,Js (Ω)uΥq,Js
und erhalten mit Satz 7.9 gleichmäßig bzgl. ω und (Freg, Greg)∣∣∣∣Lω,J′(Freg, Greg)∣∣∣∣0,t′,Ω = O′(|ω|J) · ∣∣∣∣(Freg, Greg)∣∣∣∣0,s,Ω .
Nach Bemerkung 7.24 folgt daraus∣∣∣∣Lω,J′(F,G)− Lω,J′(FΥ, GΥ)∣∣∣∣0,t′,Ω = O′(|ω|J) · ∣∣∣∣(F,G)∣∣∣∣0,s,Ω ,
so daß wir nur noch für k ≤ J− 1 die Asymptotik der speziellen Formen
Mk+2(eσ,m, 0) und Mk+2(0, hσ,m)
zu bestimmen haben. Nach Lemma 7.20 gilt
Mk+2(eσ,m, 0) , Mk+2(0, hσ,m) ∈ Regq,ks (Ω) ,
so daß Satz 7.9 und Lemma 7.20
• Lω,k−1Mk+2(eσ,m, 0) = (− iω)kLωLkMk+2(eσ,m, 0) = (− iω)kLωM2(eσ,m, 0) ,
• Lω,k−1Mk+2(0, hσ,m) = (− iω)kLωLkMk+2(0, hσ,m) = (− iω)kLωM2(0, hσ,m)
liefern. Wir erhalten dann für 1 ≤ k ≤ J− 1
• Lω,J′Mk+2(eσ,m, 0) = Lω,k−1Mk+2(eσ,m, 0) +
J′∑
j=k
(− iω)jL0LjMk+2(eσ,m, 0)
= (− iω)kLωM2(eσ,m, 0) +
J′∑
j=k
(− iω)jL0Lj−kM2(eσ,m, 0)
= (− iω)kLω,J′−kM2(eσ,m, 0)
und analog
• Lω,J′Mk+2(0, hσ,m) = (− iω)kLω,J′−kM2(0, hσ,m) .

Wegen des vorherigen Lemmas müssen wir nur noch für ω ∈ C+,ωˆ \ {0} , 0 ≤ k ≤ J − 1 und σ < s −N/2 − 1
die Asymptotik der speziellen Formen
Lω,J′−kM2(eσ,m, 0) und Lω,J′−kM2(0, hσ,m)
bestimmen. Hierzu bedienen wir uns einer Technik, welche von Weck und Witsch in [47], [48] und [49]
entwickelt worden ist und ihre ganze Stärke dann in [50] bzw. [53] zeigen konnte. Die Idee ist,
LωM2(eσ,m, 0) und LωM2(0, hσ,m)
mit den speziellen Ganzraumstrahlungslösungen des Abschnitts 5.5 zu vergleichen, um dadurch die richtigen
statischen Terme ihrer asymptotischen Entwicklungen identiﬁzieren zu können. Hierbei ist wesentlich, daß die
Störungen εˆ und µˆ in ε und µ kompakte Träger besitzen.
zu LωM2(eσ,m, 0) : Nach Bemerkung 5.25 löst die Form
(E1,ωσ,m,H1,ωσ,m) ∈ H∞,q<− 12
(
A(1)
)×H∞,q+1
<− 12
(
A(1)
)
aus (5.44), (5.45) die homogene Gleichung
(M + iω)(E1,ωσ,m,H1,ωσ,m) = (0, 0)
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und erfüllt die Strahlungsbedingung. Damit erfüllt auch
η(E1,ωσ,m,H1,ωσ,m) ∈
◦
H∞,q
<− 12
(Ω)×
◦
H∞,q+1
<− 12
(Ω)
die Strahlungsbedingung und löst
(M + iωΛ)η(E1,ωσ,m,H1,ωσ,m) = (M + iω)η(E1,ωσ,m,H1,ωσ,m) = CM,η(E1,ωσ,m,H1,ωσ,m) ,
also gilt
LωCM,η(E1,ωσ,m,H1,ωσ,m) = η(E1,ωσ,m,H1,ωσ,m) . (7.19)
Aufgrund des kompakten Trägers der Form CM,η(−Dq,1σ,m, 0) haben wir
Lω(M + iωΛ)CM,η(−Dq,1σ,m, 0) = CM,η(−Dq,1σ,m, 0)
und folglich
LωMCM,η(−Dq,1σ,m, 0) = (Id− iωLω)CM,η(−Dq,1σ,m, 0) . (7.20)
Mit (7.15) erhalten wir dann
LωM2(eσ,m, 0) = LωMCM,η(−Dq,1σ,m, 0) + LωCM,η(0,−Rq+1,0σ,m )
(7.20)= CM,η(−Dq,1σ,m, 0) + LωCM,η
(
(0,−Rq+1,0σ,m )− iω(−Dq,1σ,m, 0)
)
(7.14)= M(eσ,m, 0)− η(0,−Rq+1,0σ,m )
+ iωLωCM,η
(
− i
ω
(0,−Rq+1,0σ,m )− (−Dq,1σ,m, 0)
)
(7.19)= M(eσ,m, 0)− η(0,−Rq+1,0σ,m )− iωη(E1,ωσ,m,H1,ωσ,m)
+ iωLωCM,η
(
(E1,ωσ,m,H1,ωσ,m)−
i
ω
(0,−Rq+1,0σ,m )− (−Dq,1σ,m, 0)
)
= M(eσ,m, 0)− iωη(−Dq,1σ,m, 0)
+ iω
(LωCM,η − η)((E1,ωσ,m,H1,ωσ,m)− iω (0,−Rq+1,0σ,m )− (−Dq,1σ,m, 0)) .
Nach Lemma 7.20 gelten
η(−Dq,1σ,m, 0) = L0LM2(eσ,m, 0) sowie M(eσ,m, 0) = L0M2(eσ,m, 0)
und dies liefert mit der vorherigen Rechnung kombiniert
Lω,1M2(eσ,m, 0) = iω
(LωCM,η − η)((E1,ωσ,m,H1,ωσ,m)− iω (0,−Rq+1,0σ,m )− (−Dq,1σ,m, 0)) .
Setzen wir nun die Reihenentwicklungen aus (5.44) und (5.45) ein, sehen wir, daß gerade jeweils der erste Term
der (−)Reihe von E1,ωσ,m bzw. H1,ωσ,m wegfällt, und erhalten
Lω,1M2(eσ,m, 0) = iω
(LωCM,η − η)( ∞∑
k=1
(− iω)2k · (−Dq,2k+1σ,m , 0) +
i
ω
∞∑
k=1
(− iω)2k · (0,−Rq+1,2kσ,m )
+ κq+1σ ω
2νσ
∞∑
k=0
(− iω)2k · (+Dq,2k+1σ,m , 0) +
i
ω
κq+1σ ω
2νσ
∞∑
k=0
(− iω)2k · (0,+Rq+1,2kσ,m )
)
.
Erinnern wir uns an νσ = N/2 + σ und
κσ := κq+1σ = i 2νσ4
−νσ Γ(1− νσ)
Γ(1 + νσ)
(−1)νσ+1/2 ,
so können wir die obige Gleichung etwas kürzer schreiben:
Lω,1M2(eσ,m, 0) =
(
η − LωCM,η
)( ∞∑
k=1
(− iω)2k(M − iω)(−Dq,2k+1σ,m , 0)
+ κσ ωN+2σ
∞∑
k=0
(− iω)2k(M − iω)(+Dq,2k+1σ,m , 0)
) (7.21)
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Diese Reihen konvergieren für ω ∈ C+,ωˆ \ {0} und in RN \ {0} lokal gleichmäßig und somit insbesondere in
L2,qloc
(
Ω
) × L2,q+1loc (Ω) . Folglich konvergieren die Reihen CM,η∑ . . . wegen der Kompaktheit des Trägers von
CM,η für alle s ∈ R in L2,qs (Ω)× L2,q+1s (Ω) , so daß die Stetigkeit von Lω die Konvergenz der Reihen
LωCM,η
∑
· · · =
∑
LωCM,η . . .
in L2,q
<− 12
(Ω)× L2,q+1
<− 12
(Ω) liefert.
Sei Ωb ein beschränktes Gebiet mit supp∇η ⊂ Ωb b Ω . Wir betrachten
(f, g) := CM,η(M − iω)(±Dq,2k+1σ,m , 0) = (Cdiv,η±Rq+1,2kσ,m ,− iωCrot,η±Dq,2k+1σ,m ) .
Mit Bemerkung 5.17 gelten
div f = − div η±Dq,2k−1σ,m = 0 und rot g = iω rot η±Rq+1,2kσ,m = iωCrot,η±Rq+1,2kσ,m .
Weiterhin steht (f, g) wegen supp(f, g) ⊂ supp∇η auf
◦
Bq(Ω) × Bq+1(Ω) senkrecht und alle || · ||0,s,ΩNormen
für (f, g) sind mit
∣∣∣∣(f, g)∣∣∣∣
0,0,Ωb
äquivalent. Beachten wir noch, daß suppCrot,η beschränkt ist, so folgt mit
Bemerkung 5.12 und aus Satz 7.3 (i) gleichmäßig bzgl. k und ω (sogar bzgl. σ,m)∣∣∣∣Lω(f, g)∣∣∣∣0,0,Ωb ≤ c · (∣∣∣∣(f, g)∣∣∣∣0,s,Ω + ∣∣∣∣Crot,η±Rq+1,2kσ,m ∣∣∣∣0,s,Ω)
≤ c ·
(∣∣∣∣±Dq,2k+1σ,m ∣∣∣∣0,0,supp∇η + ∣∣∣∣±Rq+1,2kσ,m ∣∣∣∣0,0,supp∇η)
≤ c
und damit auch gleichmäßig bzgl. k und ω∣∣∣∣(η − LωCM,η)(M − iω)(±Dq,2k+1σ,m , 0)∣∣∣∣0,0,Ωb ≤ c .
Für K > J erhalten wir dann aus (7.21)∣∣∣∣∣∣∣∣Lω,1M2(eσ,m, 0)− (η − LωCM,η)(K−1∑
k=1
(− iω)2k(M − iω)(−Dq,2k+1σ,m , 0)
+ κσ ωN+2σ
K−1∑
k=0
(− iω)2k(M − iω)(+Dq,2k+1σ,m , 0)
)∣∣∣∣∣∣∣∣
0,0,Ωb
≤ c
∞∑
k=K
|ω|2k ≤ c · |ω|2K .
Wir wollen an dieser Stelle eine neue Schreibweise einführen und deﬁnieren:
u
`∼ v :⇐⇒ ||u− v||0,0,Ωb ≤ c · |ω|` gleichmäßig bzgl. ω ∈ C+,ωˆ \ {0}
Mit dieser neuen Notation haben wir also bis hierher
Lω,1M2(eσ,m, 0) 2K∼
K−1∑
k=1
(− iω)2k(η − LωCM,η)(M − iω)(−Dq,2k+1σ,m , 0)
+ κσ ωN+2σ
K−1∑
k=0
(− iω)2k(η − LωCM,η)(M − iω)(+Dq,2k+1σ,m , 0)
(7.22)
gezeigt. Nun steckt das einzig unbekannte ωVerhalten nach (7.22) in den Termen
LωCM,η(M − iω)(±Dq,2k+1σ,m , 0) .
Zur näheren Untersuchung dieser Ausdrücke sehen wir mit CM2,η = M2η − ηM2 = MCM,η + CM,ηM und
Bemerkung 5.17
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LωCM,η(M − iω)(±Dq,2k+1σ,m , 0) = LωCM2,η(±Dq,2k+1σ,m , 0)− Lω(M + iω)CM,η(±Dq,2k+1σ,m , 0)
= LωC(±Dq,2k+1σ,m , 0)− Lω(M + iωΛ)CM,η(±Dq,2k+1σ,m , 0)︸ ︷︷ ︸
kompakter Träger!
= LωC(±Dq,2k+1σ,m , 0)− CM,η(±Dq,2k+1σ,m , 0)
und somit für k ∈ N0(
η − LωCM,η
)
(M − iω)(±Dq,2k+1σ,m , 0) = −LωC(±Dq,2k+1σ,m , 0) + (M − iω)η(±Dq,2k+1σ,m , 0) . (7.23)
Für k ≥ 1 gilt
M2η(±Dq,2k+1σ,m , 0) =M2η(±Dq,2k+1σ,m , 0) = CM2,η(±Dq,2k+1σ,m , 0) + η(±Dq,2k−1σ,m , 0)
= C(±Dq,2k+1σ,m , 0) + η(
±Dq,2k−1σ,m , 0) ∈ Regq,0loc(Ω) .
Also können wir nach Satz 6.48 L2 auf M2η(±Dq,2k+1σ,m , 0) anwenden und erhalten, da auch
η(±Dq,2k+1σ,m , 0) ∈ Regq,0loc(Ω) (7.24)
nach Bemerkung 5.17 gilt,
η(±Dq,2k+1σ,m , 0) = L2
(
C(±Dq,2k+1σ,m , 0) + η(
±Dq,2k−1σ,m , 0)
)
.
Wegen (7.24) ist L sogar auf η(±Dq,2k−1σ,m , 0) wohldeﬁniert, so daß wir
η(±Dq,2k+1σ,m , 0) = L2C(±Dq,2k+1σ,m , 0) + L2η(±Dq,2k−1σ,m , 0)
bekommen. Eine Induktion zeigt
η(±Dq,2k+1σ,m , 0) =
k∑
`=1
L2`C(±Dq,2k+3−2`σ,m , 0) + L2kη(±Dq,1σ,m, 0) ,
woraus wir
η(±Dq,2k+1σ,m , 0) = Λ
−1η(±Dq,2k+1σ,m , 0) =
k∑
`=1
L0L2`−1C(±Dq,2k+3−2`σ,m , 0) + L0L2k−1η(±Dq,1σ,m, 0)
und
Mη(±Dq,2k+1σ,m , 0) = Λ
−1Mη(±Dq,2k+1σ,m , 0) =
k∑
`=1
L0L2`−2C(±Dq,2k+3−2`σ,m , 0) + L0L2k−2η(±Dq,1σ,m, 0)
ableiten. Dies zusammen liefert schließlich für k ≥ 1
(M − iω)η(±Dq,2k+1σ,m , 0) = L0L2k−2η(±Dq,1σ,m, 0)− iωL0L2k−1η(±Dq,1σ,m, 0)
+
k∑
`=1
(
L0L2`−2C(±Dq,2k+3−2`σ,m , 0)− iωL0L2`−1C(±Dq,2k+3−2`σ,m , 0)
)
.
(7.25)
Setzen wir diese Formel in (7.23) und all dies zusammen in (7.22) ein, erhalten wir
Lω,1M2(eσ,m, 0) 2K∼ −S−I + S−II + S−III + κσ ωN+2σ
(− S+I + S+II + S+III)
+ κσ ωN+2σ
(
− LωC(+Dq,1σ,m, 0) + (M − iω)η(+Dq,1σ,m, 0)
) (7.26)
Dirk Pauly  Niederfrequenzasymptotik der MaxwellGleichung im Außengebiet 133
mit
• S±I :=
K−1∑
k=1
(− iω)2kLωC(±Dq,2k+1σ,m , 0) ,
• S±II :=
K−1∑
k=1
(− iω)2k
(
L0L2k−2η(±Dq,1σ,m, 0)− iωL0L2k−1η(±Dq,1σ,m, 0)
)
,
• S±III :=
K−1∑
k=1
(− iω)2k
k∑
`=1
(
L0L2`−2C(±Dq,2k+3−2`σ,m , 0)− iωL0L2`−1C(±Dq,2k+3−2`σ,m , 0)
)
.
Oﬀensichtlich gilt
S±II =
2K−1∑
k=2
(− iω)kL0Lk−2η(±Dq,1σ,m, 0) . (7.27)
In den Doppelsummen S±III substituieren wir zunächst j(`) := k − `+ 1 und erhalten
S±III =
K−1∑
k=1
k∑
j=1
(− iω)2k
(
L0L2(k−j)C(±Dq,2j+1σ,m , 0)− iωL0L2(k−j)+1C(±Dq,2j+1σ,m , 0)
)
.
Nun vertauschen wir die Summationsreihenfolge, ersetzen k durch i := k−j und benennen des Variablenpärchen
(j, i) wieder in (k, `) um. Dies ergibt
S±III =
K−1∑
k=1
(− iω)2k
K−k−1∑
`=0
(
(− iω)2`L0L2`C(±Dq,2k+1σ,m , 0) + (− iω)2`+1L0L2`+1C(±Dq,2k+1σ,m , 0)
)
=
K−1∑
k=1
(− iω)2k
2K−2k−1∑
`=0
(− iω)`L0L`C(±Dq,2k+1σ,m , 0)
und wir sehen
S±I − S±III =
K−1∑
k=1
(− iω)2kLω,2K−2k−1C(±Dq,2k+1σ,m , 0) .
Es gilt C(±Dq,2k+1σ,m , 0) ∈ Regq,0vox(Ω) und damit auch für alle k ≥ 1 und j ≤ 2K sowie s˜ ∈ (2K − N/2,∞) \ I
nach Lemma 7.18
C(±Dq,2k+1σ,m , 0) ∈ Regq,js˜ (Ω) ,
denn für alle (`, γ, n) mit ` ≤ 2K folgen mit den Reihenentwicklungen aus Korollar 7.15 und mit Hilfe von
Lemma 5.19 wegen 2k + 1 ≥ 3〈
C(±Dq,2k+1σ,m , 0),L`Λ(Eγ,n, 0)
〉
Ω,Λ−1 =
〈
C(±Dq,2k+1σ,m , 0),L`Λ(0,Hγ,n)
〉
Ω,Λ−1 = 0 .
Insbesondere haben wir für 1 ≤ k ≤ K − 1
C(±Dq,2k+1σ,m , 0) ∈ Regq,2K−2ks˜ (Ω) ,
so daß Satz 7.9 (i) gleichmäßig bzgl. ω (und k, σ,m)∣∣∣∣Lω,2K−2k−1C(±Dq,2k+1σ,m , 0)∣∣∣∣0,0,Ωb ≤ c · |ω|2K−2k · ∣∣∣∣C(±Dq,2k+1σ,m , 0)∣∣∣∣0,s˜,Ω ≤ c · |ω|2K−2k
und daher
S±I − S±III 2K∼ (0, 0)
liefert. Beachten wir noch η(−Dq,1σ,m, 0) = (eσ,m, 0) = L2M2(eσ,m, 0) nach Lemma 7.20, so erhalten wir aus
(7.27)
S−II =
2K−1∑
k=2
(− iω)kL0LkM2(eσ,m, 0)
und damit aus (7.26) und (7.27)
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Lω,2K−1M2(eσ,m, 0) = Lω,1M2(eσ,m, 0)− S−II
2K∼ κσ ωN+2σ
(
S+II − LωC(+Dq,1σ,m, 0) + (M − iω)η(+Dq,1σ,m, 0)
)
= κσ ωN+2σ
( 2K−1∑
k=2
(− iω)kL0Lk−2η(+Dq,1σ,m, 0)− LωC(+Dq,1σ,m, 0) + (M − iω)η(+Dq,1σ,m, 0)
)
.
Für ein beliebiges N 3 j ≤ J+ 1 ergibt sich schließlich durch die Wahl eines K ∈ N0 mit 2K ≥ j
Lω,j−1M2(eσ,m, 0) j∼ κσ ωN+2σ
( j−N−2σ−1∑
k=2
(− iω)kL0Lk−2η(+Dq,1σ,m, 0)
− LωC(+Dq,1σ,m, 0) + (M − iω)η(+Dq,1σ,m, 0)
)
.
(7.28)
Nun wollen wir diese Terme noch näher identiﬁzieren. Da η(+Dq,1σ,m, 0) ∈ Regq,0loc(Ω) nach Bemerkung 5.17 gilt,
liefern die Gleichung
Mη(+Dq,1σ,m, 0) = CM,η(
+Dq,1σ,m, 0) + η(0,
+Rq+1,0σ,m )
und Satz 6.48
L0Mη(+Dq,1σ,m, 0) = η(+Dq,1σ,m, 0) oder LMη(+Dq,1σ,m, 0) = η(+Dq,1σ,m, 0) . (7.29)
Alternativ könnte man sich dies auch durch
L0Mη(+Dq,1σ,m, 0)− η(+Dq,1σ,m, 0) ∈
(
εH
q
>−N2
(Ω) ∩
◦
Bq(Ω)⊥ε
)× {0} = {0} × {0}
überlegen. Mit (7.29) können wir die letzten beiden Summanden aus (7.28) mit in die erste Summe aufnehmen,
und es folgt
Lω,j−1M2(eσ,m, 0) j∼ κσ ωN+2σ
( j−N−2σ−1∑
k=2
(− iω)kΛ−1LkMη(+Dq,1σ,m, 0)
− iωΛ−1LMη(+Dq,1σ,m, 0) + Λ−1Mη(+Dq,1σ,m, 0)− LωC(+Dq,1σ,m, 0)
)
(7.30)
= κσ ωN+2σ
( j−N−2σ−1∑
k=0
(− iω)kΛ−1LkMη(+Dq,1σ,m, 0)− LωC(+Dq,1σ,m, 0)
)
.
Da C(+Dq,1σ,m, 0) ∈ Regq,0vox(Ω) , können wir mit Korollar 6.50
(0, h) := −L0C(+Dq,1σ,m, 0) +Mη(+Dq,1σ,m, 0)
betrachten und sehen
• M(0, h) = −C(+Dq,1σ,m, 0) +M2η(+Dq,1σ,m, 0) = (0, 0) ,
• rotµh = 0 + rotµ rot η+Dq,1σ,m = rot rot η+Dq,1σ,m = 0 ,
also
h ∈ (µ−1µ−1Hq+1<−N2 −σ(Ω)) ∩ Bq+1(Ω)⊥µ .
Desweiteren gilt
h− +Rq+1,0σ,m ∈ L2,q+1>−N2 (Ω) .
Mit Lemma 7.11 haben wir folglich
(0,Hσ,m) = (0, h) = −L0C(+Dq,1σ,m, 0) +Mη(+Dq,1σ,m, 0)
bzw.
Mη(+Dq,1σ,m, 0) = Λ(0, Hσ,m) + LC(+Dq,1σ,m, 0) .
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Schließlich bekommen wir durch Einsetzen dieser Gleichheit in (7.30)
Lω,j−1M2(eσ,m, 0) j∼ κσ ωN+2σ
( j−N−2σ−1∑
k=0
(− iω)kΛ−1LkΛ(0,Hσ,m)
+
j−N−2σ−1∑
k=0
(− iω)kL0LkC(+Dq,1σ,m, 0)− LωC(+Dq,1σ,m, 0)
)
(7.31)
= κσ ωN+2σ
( j−N−2σ−1∑
k=0
(− iω)kΛ−1LkΛ(0,Hσ,m)− Lω,j−N−2σ−1C(+Dq,1σ,m, 0)
)
.
zu LωM2(0, hσ,m) : Benutzen wir hier die Reihenentwicklungen der Formen
(E2,ωσ,m,H2,ωσ,m) ∈ H∞,q<− 12
(
A(1)
)×H∞,q+1
<− 12
(
A(1)
)
aus (5.47), (5.46) und richten unsere Diskussion nun auf die Formen (0,±Rq+1,2k+1σ,m ) , so liefern völlig analoge
Argumente wie zuvor bei LωM2(eσ,m, 0) die Abschätzung
Lω,j−1M2(0, hσ,m)
j∼ κσ ωN+2σ
( j−N−2σ−1∑
k=0
(− iω)kΛ−1LkΛ(Eσ,m, 0)− Lω,j−N−2σ−1C(0,+Rq+1,1σ,m )
)
.
(7.32)
Halten wir die Ergebnisse bis hierher in einem Lemma fest:
Lemma 7.26
Für alle N 3 j ≤ J + 1 und alle geeigneten Indizes σ,m sowie alle beschränkten Teilgebiete Ωb b Ω gelten die
folgenden Asymptotiken:
(i) Lω,j−1M2(eσ,m, 0)
j∼ κσωN+2σ
( j−N−2σ−1∑
k=0
(− iω)kΛ−1LkΛ(0, Hσ,m)− Lω,j−N−2σ−1C(+Dq,1σ,m, 0)
)
=: κσωN+2σAj−N−2σ−1ω,σ,m
(ii) Lω,j−1M2(0, hσ,m)
j∼ κσωN+2σ
( j−N−2σ−1∑
k=0
(− iω)kΛ−1LkΛ(Eσ,m, 0)− Lω,j−N−2σ−1C(0,+Rq+1,1σ,m )
)
=: κσωN+2σBj−N−2σ−1ω,σ,m
Wir erhalten das
Lemma 7.27
Seien J ∈ N0 und s ∈ (J + 1/2,J +N/2) \ I . Dann gilt für alle beschränkten Teilgebiete Ωb b Ω gleichmäßig
bzgl. ω ∈ C+,ωˆ \ {0} und (F,G) ∈ Regq,0s (Ω)∣∣∣∣∣∣Lω,J′(F,G)− ∑
(k,σ,m)∈Θ˜q
J′−N
(− iω)N+kκk,σ
〈
(F,G),Lk−2σ+1Λ(Eσ,m, 0)
〉
Ω,Λ−1 · BJ
′−N−k
ω,σ,m
−
∑
(k,σ,m)∈Θ˜q+1
J′−N
(− iω)N+kκk,σ
〈
(F,G),Lk−2σ+1Λ(0, Hσ,m)
〉
Ω,Λ−1 · AJ
′−N−k
ω,σ,m
∣∣∣∣∣∣
0,0,Ωb
= O′
(|ω|J) · ∣∣∣∣(F,G)∣∣∣∣
0,s,Ω
.
Hierbei seien κk,σ := i2k−2σ+N κσ und Θ˜qj :=
{
(k, σ,m) ∈ N30 : 2σ ≤ k ≤ j ∧ 1 ≤ m ≤ µqσ
}
.
Insbesondere gilt für j ≤ min{J, N}∣∣∣∣Lω,j−1(F,G)∣∣∣∣0,0,Ωb = O(|ω|j) · ∣∣∣∣(F,G)∣∣∣∣0,s,Ω .
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Beweis:
Setzen wir die Asymptotiken aus Lemma 7.26 für j := J′ − k + 1 in die Abschätzung des Lemmas 7.25 ein,
ergibt sich∣∣∣∣∣∣Lω,J′(F,G)− ∑
(k,σ,m)∈Θq,Js
(iω)kκσωN+2σ
〈
(F,G),Lk+1Λ(Eσ,m, 0)
〉
Ω,Λ−1 · BJ
′−N−k−2σ
ω,σ,m
−
∑
(k,σ,m)∈Θq+1,Js
(iω)kκσωN+2σ
〈
(F,G),Lk+1Λ(0,Hσ,m)
〉
Ω,Λ−1 · AJ
′−N−k−2σ
ω,σ,m
∣∣∣∣∣∣
0,0,Ωb
= O′
(|ω|J) · ∣∣∣∣(F,G)∣∣∣∣
0,s,Ω
und (iω)kκσωN+2σ = κσ i2k+2σ+N (− iω)N+k+2σ . Die Summation in z. B. Θq,Js erstreckt sich hierbei über
0 ≤ k ≤ J− 1 , 0 ≤ σ < s−N/2− k − 1 , 1 ≤ m ≤ µqσ
und wird ferner durch die Bedingung
k + 2σ +N ≤ J′
eingeschränkt, denn Terme höherer Ordnung wandern in den O′Term. Also wird nur über
• 0 ≤ k ≤ J′ −N ,
• 0 ≤ σ ≤ min
{
s− N
2
− k − 1, J
′ −N − k
2
}
=
J′ −N − k
2
, denn J+ 1/2 < s < J+N/2 ,
• 1 ≤ m ≤ µqσ
summiert. Wir vertauschen nun die Summation über k und σ , d. h.
0 ≤ 2σ ≤ J′ −N , 0 ≤ k ≤ J′ −N − 2σ , 1 ≤ m ≤ µqσ ,
ersetzen dann k durch ` := k + 2σ und vertauschen wiederum die Summation bzgl. σ und ` . Taufen wir `
wieder auf k , so erhalten wir die erste Behauptung. Da
C(+Dq,1σ,m, 0) , C(0,
+Rq+1,1σ,m ) ∈ Regq,0vox(Ω) , (7.33)
ist nach Satz 7.3
LωC(+Dq,1σ,m, 0) , LωC(0,+Rq+1,1σ,m ) 0∼ (0, 0) , also A`ω,σ,m , B`ω,σ,m 0∼ (0, 0) . (7.34)
Der erste Teil des Lemmas liefert somit die zweite Behauptung. 
Wir benutzen im folgenden oft ohne Kommentar das folgende Eindeutigkeitsresultat für asymptotische Ent-
wicklungen:
Lemma 7.28
Seien ω˜ ∈ R+ , K ∈ N0 und x0, . . . , xK Elemente eines normierten Raumes X . Gilt gleichmäßig bzgl. ω ∈ C
mit 0 < |ω| < ω˜ die Abschätzung ∣∣∣∣∣∣ K∑
k=0
ωk · xk
∣∣∣∣∣∣
X
= o
(|ω|K) ,
so verschwinden alle xk .
Nach den Deﬁnitionen aus Lemma 7.26 gelten
Akω,σ,m = Xkσ,m(ω)− Lω,kC(+Dq,1σ,m, 0) und Bkω,σ,m = Ykσ,m(ω)− Lω,kC(0,+Rq+1,1σ,m ) (7.35)
mit Polynomen
Xkσ,m(ω) :=
k∑
`=0
(− iω)`Λ−1L`Λ(0,Hσ,m) und Ykσ,m(ω) :=
k∑
`=0
(− iω)`Λ−1L`Λ(Eσ,m, 0) (7.36)
vom Grad k in ω
(
und q(q+1)Formen als Koeﬃzienten
)
. Mit (7.33) liefert eine Anwendung von Lemma 7.27
für j − 1, γ ∈ N0 und n = 1, . . . , µq+1γ sowie ν = 1, . . . , µqγ auf
(F,G) := C(+Dq,1γ,n, 0) und (F,G) := C(0,+Rq+1,1γ,ν )
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die Asymptotiken
Lω,j−1C(+Dq,1γ,n, 0)
j∼ (− iω)N ·
∑
(k,σ,m)
∈Θ˜qj−1−N
(− iω)kβk,σ,mD,γ,n ·
(
Yj−1−N−kσ,m (ω)− Lω,j−1−N−kC(0,+Rq+1,1σ,m )
)
+ (− iω)N ·
∑
(k,σ,m)
∈Θ˜q+1j−1−N
(− iω)kαk,σ,mD,γ,n ·
(
Xj−1−N−kσ,m (ω)− Lω,j−1−N−kC(+Dq,1σ,m, 0)
) (7.37)
und
Lω,j−1C(0,+Rq+1,1γ,ν )
j∼ (− iω)N ·
∑
(k,σ,m)
∈Θ˜qj−1−N
(− iω)kβk,σ,mR,γ,ν ·
(
Yj−1−N−kσ,m (ω)− Lω,j−1−N−kC(0,+Rq+1,1σ,m )
)
+ (− iω)N ·
∑
(k,σ,m)
∈Θ˜q+1j−1−N
(− iω)kαk,σ,mR,γ,ν ·
(
Xj−1−N−kσ,m (ω)− Lω,j−1−N−kC(+Dq,1σ,m, 0)
)
.
(7.38)
Hierbei sind
• βk,σ,mD,γ,n := κk,σ ·
〈
C(+Dq,1γ,n, 0),Lk−2σ+1Λ(Eσ,m, 0)
〉
Ω,Λ−1 , (7.39)
• αk,σ,mD,γ,n := κk,σ ·
〈
C(+Dq,1γ,n, 0),Lk−2σ+1Λ(0,Hσ,m)
〉
Ω,Λ−1 , (7.40)
• βk,σ,mR,γ,ν := κk,σ ·
〈
C(0,+Rq+1,1γ,ν ),Lk−2σ+1Λ(Eσ,m, 0)
〉
Ω,Λ−1 , (7.41)
• αk,σ,mR,γ,ν := κk,σ ·
〈
C(0,+Rq+1,1γ,ν ),Lk−2σ+1Λ(0,Hσ,m)
〉
Ω,Λ−1 . (7.42)
Somit gibt es Polynome X˜j−1γ,n (ω) und Y˜j−1γ,ν (ω) vom Grade j − 1 in ω
(
und q(q+1)Formen als Koeﬃzienten
)
,
so daß
Lω,j−1C(+Dq,1γ,n, 0) j∼ X˜j−1γ,n (ω) und Lω,j−1C(0,+Rq+1,1γ,ν ) j∼ Y˜j−1γ,ν (ω)
gelten. Wegen
Lω,jC(+Dq,1γ,n, 0) j∼ Lω,j−1C(+Dq,1γ,n, 0) und entsprechend Lω,jC(0,+Rq+1,1γ,ν ) j∼ Lω,j−1C(0,+Rq+1,1γ,ν )
hängen die Koeﬃzienten von X˜j−1γ,n (ω) und Y˜j−1γ,ν (ω) nicht von j − 1 ab. Es existieren also Formen
X`γ,n, Y
`
γ,ν ∈ L2,qloc(Ω)× L2,q+1loc (Ω) ,
so daß
• Aj−1ω,γ,n j∼ Xj−1γ,n (ω)− X˜j−1γ,n (ω) =:
j−1∑
`=0
(− iω)` ·X`γ,n , (7.43)
• Bj−1ω,γ,ν j∼ Yj−1γ,ν (ω)− Y˜j−1γ,ν (ω) =:
j−1∑
`=0
(− iω)` · Y `γ,ν (7.44)
gelten. Ein Vergleich mit (7.37) und (7.38) zeigt
Lω,j−1C(+Dq,1γ,n, 0) , Lω,j−1C(0,+Rq+1,1γ,ν ) j∼ (0, 0) (7.45)
für 1 ≤ j ≤ N und daher
X`γ,n = Λ
−1L`Λ(0,Hγ,n) , Y `γ,ν = Λ−1L`Λ(Eγ,ν , 0) (7.46)
für ` = 0, . . . , N − 1 . Die übrigen Koeﬃzienten X`γ,n und Y `γ,ν kann man rekursiv aus (7.37), (7.38) bestimmen.
Es folgen nämlich für j − 1 ≥ N
X˜j−1γ,n (ω) = (− iω)N ·
∑
(k,σ,m)
∈Θ˜qj−1−N
(− iω)kβk,σ,mD,γ,n ·
(
Yj−1−N−kσ,m (ω)− Y˜j−1−N−kσ,m (ω)
)
+ (− iω)N ·
∑
(k,σ,m)
∈Θ˜q+1j−1−N
(− iω)kαk,σ,mD,γ,n ·
(
Xj−1−N−kσ,m (ω)− X˜j−1−N−kσ,m (ω)
) (7.47)
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und
Y˜j−1γ,ν (ω) = (− iω)N ·
∑
(k,σ,m)
∈Θ˜qj−1−N
(− iω)kβk,σ,mR,γ,ν ·
(
Yj−1−N−kσ,m (ω)− Y˜j−1−N−kσ,m (ω)
)
+ (− iω)N ·
∑
(k,σ,m)
∈Θ˜q+1j−1−N
(− iω)kαk,σ,mR,γ,ν ·
(
Xj−1−N−kσ,m (ω)− X˜j−1−N−kσ,m (ω)
)
.
(7.48)
Mit (7.36) und (7.43), (7.44) und durch Koeﬃzientenvergleich sehen wir daher, daß die Formen X`γ,n , Y `γ,ν für
` ≥ N der Rekursion
• X`γ,n = Λ−1L`Λ(0,Hγ,n)−
∑
(k,σ,m)
∈Θ˜q`−N
βk,σ,mD,γ,n · Y `−N−kσ,m −
∑
(k,σ,m)
∈Θ˜q+1`−N
αk,σ,mD,γ,n ·X`−N−kσ,m , (7.49)
• Y `γ,ν = Λ−1L`Λ(Eγ,ν , 0)−
∑
(k,σ,m)
∈Θ˜q`−N
βk,σ,mR,γ,ν · Y `−N−kσ,m −
∑
(k,σ,m)
∈Θ˜q+1`−N
αk,σ,mR,γ,ν ·X`−N−kσ,m (7.50)
genügen. Mit diesen Darstellungen folgt
X`γ,n , Y
`
γ,ν ∈ Lin
{
Λ−1L`Λ(0,Hγ,n),Λ−1L`Λ(Eγ,ν , 0)
}
∪ Lin{X`−N−kσ,m , Y `−N−k˜σ˜,m˜ : (k, σ,m) ∈ Θ˜q+1`−N ∧ (k˜, σ˜, m˜) ∈ Θ˜q`−N}
⊂ Lin{Λ−1L`Λ(0,Hγ,n),Λ−1L`Λ(Eγ,ν , 0)} ∪ Lin{Xkσ,m , Y kσ,m˜ : k + 2σ ≤ `−N}
und daher per Induktion
X`γ,n , Y
`
γ,ν ∈ Lin
{
Λ−1L`Λ(0,Hγ,n),Λ−1L`Λ(Eγ,ν , 0)
}
∪ Lin{Λ−1LkΛ(Eσ,m, 0),Λ−1LkΛ(0,Hσ,m˜) : k + 2σ ≤ `−N} . (7.51)
Außerdem erfüllen diese KoeﬃzientenFormen trivialerweise
MX0γ,n =MY
0
γ,ν = (0, 0) (7.52)
und für ` ≤ N − 1
Λ−1MX`γ,n = X
`−1
γ,n und Λ−1MY `γ,ν = Y `−1γ,ν . (7.53)
Eine Induktion zeigt diese Gleichungen auch für alle ` ≥ N .
Wir erhalten insgesamt das Hauptresultat dieses Abschnitts
Satz 7.29
Seien J ∈ N0 , s ∈ (J + 1/2,∞) \ I und desweiteren die KoeﬃzientenFormen X`γ,n , Y `γ,ν für `, 2γ ≤ J − N
und n = 1, . . . , µq+1γ sowie ν = 1, . . . , µqγ rekursiv durch (7.46), (7.49), (7.50) bestimmt. Weiterhin seien für
(F,G) ∈ L2,qs (Ω)× L2,q+1s (Ω) und j = 0, . . . ,J−N die Korrekturoperatoren
Γj(F,G) :=
∑
(k,σ,m)∈Θ˜qj
κk,σ
〈
(F,G),Lk−2σ+1Λ(Eσ,m, 0)
〉
Ω,Λ−1 · Y j−kσ,m
+
∑
(k,σ,m)∈Θ˜q+1j
κk,σ
〈
(F,G),Lk−2σ+1Λ(0,Hσ,m)
〉
Ω,Λ−1 ·Xj−kσ,m
deﬁniert. Dann gilt für alle beschränkten Teilgebiete Ωb b Ω und ω ∈ C+,ωˆ \ {0} sowie gleichmäßig bzgl.
(F,G) ∈ Regq,0s (Ω) die Asymptotik
∣∣∣∣∣∣Lω,J′(F,G)− J′−N∑
j=0
(− iω)N+j · Γj(F,G)
∣∣∣∣∣∣
0,0,Ωb
= O′
(|ω|J) · ∣∣∣∣(F,G)∣∣∣∣
0,s,Ω
.
Dirk Pauly  Niederfrequenzasymptotik der MaxwellGleichung im Außengebiet 139
Bemerkung 7.30
Wegen (7.52), (7.53) und mit Γ−1(F,G) := (0, 0) erfüllen die Korrekturoperatoren
Λ−1M Γj(F,G) = Γj−1(F,G)
und mit (7.51) gilt
Γj(F,G) ∈ Lin
{
Λ−1LkΛ(Eσ,m, 0) , Λ−1LkΛ(0,Hσ,n) : k + 2σ ≤ j
}
.
Damit sind die Korrekturoperatoren
Γj : L2,qs (Ω)× L2,q+1s (Ω) −→ Lin
{
Λ−1LkΛ(Eσ,m, 0) , Λ−1LkΛ(0,Hσ,n) : k + 2σ ≤ j
}
stetig und degeneriert.
Bemerkung 7.31
Mit Hilfe der Darstellungen aus Korollar 7.15 von LkΛ(Eσ,m, 0) , LkΛ(0, Hσ,m) und der Orthogonalitätseigen-
schaften aus Lemma 5.19 läßt sich die rekursive Deﬁnition der KoeﬃzientenFormen X`γ,n , Y `γ,ν noch etwas
detaillierter beschreiben. Wir sehen nämlich an (7.39), wenn wir k− 2σ ≥ 0 beachten, daß βk,σ,mD,γ,n für ungerade
k − 2σ + 1 , also gerade k , verschwindet. Für gerade k − 2σ + 1 , also ungerade k , ergibt sich hingegen nach
Korollar 7.15 und Lemma 5.19
βk,σ,mD,γ,n = −κk,σ · ξk−2σ+1,σ,m(1,γ,n,−) .
Dementsprechend erhalten wir
αk,σ,mD,γ,n =
{
0 für k ungerade
−κk,σ · ξk−2σ+1,σ,m(1,γ,n,−) für k gerade
und analog
βk,σ,mR,γ,ν =
{
0 für k ungerade
−κk,σ · ζk−2σ+1,σ,m(1,γ,ν,−) für k gerade
sowie
αk,σ,mR,γ,ν =
{
0 für k gerade
−κk,σ · ζk−2σ+1,σ,m(1,γ,ν,−) für k ungerade
.
Damit erhält die Rekursion (7.49), (7.50) die folgende mehr explizite Gestalt
• X`γ,n := Λ−1L`Λ(0,Hγ,n) +
∑
(k,σ,m)∈Θ˜q`−N
k ungerade
κk,σξ
k−2σ+1,σ,m
(1,γ,n,−) · Y `−N−kσ,m
+
∑
(k,σ,m)∈Θ˜q+1`−N
k gerade
κk,σξ
k−2σ+1,σ,m
(1,γ,n,−) ·X`−N−kσ,m ,
• Y `γ,ν := Λ−1L`Λ(Eγ,ν , 0) +
∑
(k,σ,m)∈Θ˜q`−N
k gerade
κk,σζ
k−2σ+1,σ,m
(1,γ,ν,−) · Y `−N−kσ,m
+
∑
(k,σ,m)∈Θ˜q+1`−N
k ungerade
κk,σζ
k−2σ+1,σ,m
(1,γ,ν,−) ·X`−N−kσ,m .
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Beweis:
Sei o. B. d. A. s ∈ (J+ 1/2,J+N/2) \ I . Setzen wir die Asymptotiken (7.43), (7.44) in die Abschätzung aus
Lemma 7.27 ein, erhalten wir
∣∣∣∣∣∣Lω,J′(F,G)− ∑
(k,σ,m)∈Θ˜q
J′−N
J′−N−k∑
`=0
(− iω)N+k+`κk,σ
〈
(F,G),Lk−2σ+1Λ(Eσ,m, 0)
〉
Ω,Λ−1 · Y `σ,m
−
∑
(k,σ,m)∈Θ˜q+1
J′−N
J′−N−k∑
`=0
(− iω)N+k+`κk,σ
〈
(F,G),Lk−2σ+1Λ(0,Hσ,m)
〉
Ω,Λ−1 ·X`σ,m
∣∣∣∣∣∣
0,0,Ωb
= O′
(|ω|J) · ∣∣∣∣(F,G)∣∣∣∣
0,s,Ω
.
Mit der neuen Variablen j(`) := `+ k und der Summationsreihenfolge j , k , σ , m erhalten wir die Behauptung
des Satzes. An der Deﬁnition der Korrekturoperatoren und mit (7.51) sehen wir desweiteren
Γj(F,G) ∈ Lin
{
Xj−kσ,m , Y
j−`
γ,n : (k, σ,m) ∈ Θ˜q+1j ∧ (`, γ, n) ∈ Θ˜qj
}
⊂ Lin{Xkσ,m , Y kσ,n : k + 2σ ≤ j}
⊂ Lin{Λ−1LkΛ(0,Hσ,m) , Λ−1LkΛ(Eσ,n, 0) : k + 2σ ≤ j}
∪ Lin{Λ−1L`Λ(Eγ,ν , 0) , Λ−1L`Λ(0, Hγ,ν˜) : k + 2σ ≤ j ∧ `+ 2γ ≤ k −N}
⊂ Lin{Λ−1LkΛ(0,Hσ,m) , Λ−1LkΛ(Eσ,n, 0) : k + 2σ ≤ j}
und mit (7.52), (7.53) überzeugen wir uns noch von
Λ−1M Γj(F,G) = Γj−1(F,G) .
Dies zeigt die Behauptungen in Bemerkung 7.30. 
7.4 Niederfrequenzasymptotik in gewichteten Normen
Satz 7.32
Seien J ∈ N0 mit J′ ≥ 0 und s ∈ (J+ 1/2,∞) \ I sowie t < min{s,N/2} − J− 2 . Dann gilt für ω ∈ C+,ωˆ \ {0}
und gleichmäßig bzgl. (F,G) ∈ Regq,0s (Ω)
∣∣∣∣∣∣Lω(F,G)− J′∑
j=0
(− iω)j · L0Lj(F,G)−
J′−N∑
j=0
(− iω)N+j · Γj(F,G)
∣∣∣∣∣∣
0,t,Ω
= O′
(|ω|J) · ∣∣∣∣(F,G)∣∣∣∣
0,s,Ω
.
Beweis:
Seien ω ∈ C+,ωˆ \ {0} , (F,G) ∈ Regq,0s (Ω) und (E,H) := Lω(F,G) . Dann erfüllt
η(E,H) ∈ Rq
<− 12
× Dq+1
<− 12
die Strahlungsbedingung und löst
(M + iω)η(E,H) = (M + iωΛ)η(E,H) = η(F,G) + CM,η(E,H) = (η + CM,ηLω)(F,G) =: (f, g) . (7.54)
(Hier und im folgenden denken wir uns oft ohne Kommentar Formen durch Null in den RN fortgesetzt.) Also
gilt η(E,H) = Lω(f, g) oder auf Regq,0s (Ω)
(
sogar auf L2,qs (Ω)× L2,q+1s (Ω)
)
ηLω = Lω(η Id+CM,ηLω) . (7.55)
Die Divergenzfreiheit von F und Rotationsfreiheit von G liefern weiterhin Λ(E,H) ∈ 0Dq<− 12 (Ω) × 0R
q+1
<− 12
(Ω)
und daher
divE|supp η = 0 , rotH|supp η = 0 . (7.56)
Mit (7.54) folgen (f, g) ∈ Dqs × Rq+1s sowie
(div f, rot g) = iω(div ηE, rot ηH) (7.56)= iω(Cdiv,ηE,Crot,ηH) =: − iωZη(E,H) . (7.57)
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Mit (7.54), (7.55) und den Operatoren Φj , Ψj aus Lemma 5.6 erhalten wir
ηLω(F,G) = Lω,J′(f, g) +
J′∑
j=0
(− iω)j(Φj(f, g) + i
ω
Ψj(div f, rot g)
)
,
wobei
Lω,J′(f, g) := Lω(f, g)−
J′∑
j=0
(− iω)j(Φj(f, g) + i
ω
Ψj(div f, rot g)
)
sei. Setzen wir (7.54) und (7.57) ein, ergibt sich
ηLω(F,G) = Lω,J′(f, g) +
J′∑
j=0
(− iω)jΦjη(F,G) +
J′∑
j=0
(− iω)jSjLω(F,G) (7.58)
mit den Operatoren
Sj := ΦjCM,η +ΨjZη .
Deﬁnieren wir Operatoren Kj durch
J∑
j=0
(− iω)j ·Kj :=
J∑
j=0
(− iω)j · L0Lj +
J−N∑
j=0
(− iω)N+j · Γj
sowie für J ≤ J
LKω,J := Lω −
J∑
j=0
(− iω)jKj = Lω,J −
J−N∑
j=0
(− iω)N+j · Γj
und benutzen diese Notationen in (7.58), so folgt
ηLω(F,G)−
J′∑
j=0
(− iω)jΦjη(F,G)−
J′∑
j=0
J′−j∑
k=0
(− iω)j+kSjKk(F,G)
= Lω,J′(f, g) +
J′∑
j=0
(− iω)jSjLKω,J′−j(F,G) .
(7.59)
Beachten wir, daß die Koeﬃzienten der Diﬀerentialoperatoren CM,η und Zη kompakte Träger besitzen, liefert
Lemma 5.6 gleichmäßig bzgl. ω und (f, g) bzw. (F,G)∣∣∣∣Lω,J′(f, g)∣∣∣∣0,t,RN ≤ c · |ω|J′+1 · (∣∣∣∣(f, g)∣∣∣∣0,s,RN + 1|ω| · ∣∣∣∣(div f, rot g)∣∣∣∣0,s,RN)
≤ c · |ω|J′+1 ·
(∣∣∣∣(F,G)∣∣∣∣
0,s,Ω
+
∣∣∣∣CM,ηLω(F,G)∣∣∣∣0,s,RN + ∣∣∣∣ZηLω(F,G)∣∣∣∣0,s,RN)
≤ c · |ω|J′+1 ·
(∣∣∣∣(F,G)∣∣∣∣
0,s,Ω
+
∣∣∣∣Lω(F,G)∣∣∣∣0,0,supp∇η) .
Daher folgt mit Satz 7.3 (i) gleichmäßig bzgl. ω und (F,G)∣∣∣∣Lω,J′(f, g)∣∣∣∣0,t,RN ≤ c · |ω|J′+1 · ∣∣∣∣(F,G)∣∣∣∣0,s,Ω = O′(|ω|J) · ∣∣∣∣(F,G)∣∣∣∣0,s,Ω .
Desweiteren erhalten wir wegen der Stetigkeit der Operatoren Φj und Ψj von L2s nach L2t sowie mit Satz 7.29
gleichmäßig bzgl. ω und (F,G)∣∣∣∣SjLKω,J′−j(F,G)∣∣∣∣0,t,RN ≤ c · ∣∣∣∣LKω,J′−j(F,G)∣∣∣∣0,0,supp∇η = O′(|ω|J−j) · ∣∣∣∣(F,G)∣∣∣∣0,s,Ω .
Kombinieren wir diese beiden Abschätzungen mit (7.59) und summieren in der Doppelsumme um, so bekommen
wir ∣∣∣∣∣∣∣∣ηLω(F,G)− J
′∑
j=0
(− iω)j
(
Φjη(F,G) +
j∑
k=0
SkKj−k(F,G)
)∣∣∣∣∣∣∣∣
0,t,RN
= O′
(|ω|J) · ∣∣∣∣(F,G)∣∣∣∣
0,s,Ω
.
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Da mit Satz 7.29 auch für jedes beschränkte Gebiet Ωb b Ω gleichmäßig bzgl. ω und (F,G)∣∣∣∣ηLKω,J′(F,G)∣∣∣∣0,0,Ωb = O′(|ω|J) · ∣∣∣∣(F,G)∣∣∣∣0,s,Ω
gilt, erhalten wir sogar auf Regq,0s (Ω) die Identitäten
ηKj = Φjη +
j∑
k=0
SkKj−k , j = 0, . . . ,J ,
und somit gleichmäßig bzgl. ω und (F,G) die Abschätzung∣∣∣∣ηLKω,J′(F,G)∣∣∣∣0,t,RN = O′(|ω|J) · ∣∣∣∣(F,G)∣∣∣∣0,s,Ω .
Mit Satz 7.29 können wir noch
∣∣∣∣(1−η)LKω,J′(F,G)∣∣∣∣0,t,Ω abschätzen und dies liefert schließlich die Behauptung. 
Wir können (mit den Notationen des obigen Beweises) Satz 7.32 noch ein wenig verschärfen.
Korollar 7.33
Es seien die Voraussetzungen des Satzes 7.32 erfüllt und J′ ≥ 1 sowie ω ∈ C+,ωˆ \ {0} . Dann ist
LKω,J′ : Regq,0s (Ω) −→
( ◦
Rqt (Ω)× Dq+1t (Ω)
) ∩ Λ−1Regq,0t (Ω)
stetig und es gilt die Abschätzung∣∣∣∣LKω,J′∣∣∣∣
B
(
Regq,0s (Ω),
◦
Rqt (Ω)×Dq+1t (Ω)
) = O′(|ω|J) .
Bemerkung 7.34
Die Behauptungen des vorherigen Korollars gelten im Fall J′ = 0 ebenso, wenn wir
◦
Rqt (Ω) × Dq+1t (Ω) durch◦
Rqt (Ω)× Dq+1t (Ω) und die Bedingung
t < min{s,N/2} − J− 2 durch t < min{s,N/2} − J− 2 ∧ t ≤ −N/2
ersetzen.
Beweis:
Beachten wir ML0 = Id und Λ−1MΓj = Γj−1 sowie Γ−1 = 0 , erhalten wir für 1 ≤ ` ≤ J′
MLKω,`(F,G) = − iωΛLKω,`−1(F,G)
und desweiteren
MLKω,0(F,G) =M
(Lω(F,G)− L0(F,G)) = − iωΛLω(F,G) .
Im Fall J′ ≥ 1 liefert Satz 7.32 für s ∈ (J+1/2,∞)\ I und t < min{s,N/2}−J−2 bzw. s˜ ∈ (J−1+1/2,∞)\ I
und t˜ < min{s˜, N/2} − J+ 1− 2
• ∣∣∣∣LKω,J′(F,G)∣∣∣∣0,t,Ω = O′(|ω|J) · ∣∣∣∣(F,G)∣∣∣∣0,s,Ω ,
• ∣∣∣∣MLKω,J′(F,G)∣∣∣∣0,t˜,Ω ≤ c · |ω| · ∣∣∣∣LKω,(J−1)′(F,G)∣∣∣∣0,t˜,Ω = |ω| · O′(|ω|J−1) · ∣∣∣∣(F,G)∣∣∣∣0,s˜,Ω .
Wählen wir s˜ := s und t˜ := t+1 , erhalten wir folglich die Behauptungen des Korollars. Für J′ = 0 ist entweder
J′ = J = 0 oder J′ = J− 1 = 0 . Mit s ∈ (J+ 1/2,∞) \ I sowie t < min{s,N/2} − J− 2 und t ≤ −N/2 können
wir dann sowohl Satz 7.32 als auch Satz 7.3 anwenden und erhalten
• ∣∣∣∣LKω,0(F,G)∣∣∣∣0,t,Ω = O′(|ω|J) · ∣∣∣∣(F,G)∣∣∣∣0,s,Ω ,
• ∣∣∣∣MLKω,0(F,G)∣∣∣∣0,t,Ω ≤ c · |ω| · ∣∣∣∣Lω(F,G)∣∣∣∣0,t,Ω = O′(|ω|J) · ∣∣∣∣(F,G)∣∣∣∣0,s,Ω .
Damit ist auch die Bemerkung bewiesen. 
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7.5 Diﬀerenzierbarkeit der Resolvente im Nullpunkt
Mit den Resultaten des letzten Abschnitts erhalten wir sofort die Diﬀerenzierbarkeit von Lω in der Operatornorm
im Nullpunkt. Genauer:
Satz 7.35
Seien s ∈ (3/2,∞) \ I , t < min{s,N/2} − 3 und t < −1/2 . Dann ist die Abbildung
L : C+,ωˆ −→ B
(
Regq,0s (Ω),
◦
Rqt (Ω)× Dq+1t (Ω)
)
ω 7−→ Lω
im Nullpunkt einmal stetig diﬀerenzierbar und besitzt dort die Ableitung
L′0 :=
d
dω
L(0) = − iL0ΛL0 .
Bemerkung 7.36
Hier genügt es, jˆ ≥ 8 +N in (1.32) zu wählen.
Beweis:
Für J′ = J = 1 sind die Operatoren Lω , L0 und L0ΛL0 in (siehe Korollar 7.5)
Bs,t = B
(
Regq,0s (Ω),
◦
Rqt (Ω)× Dq+1t (Ω)
)
wohldeﬁniert und damit liefert Korollar 7.33, da die Korrekturoperatoren Γj erst für J′ ≥ N ≥ 3 auftreten,∣∣∣∣Lω − L0 + iωL0ΛL0∣∣∣∣Bs,t = o(|ω|) ,
also ∣∣∣∣∣∣ 1
ω
(Lω − L0) + iL0ΛL0
∣∣∣∣∣∣
Bs,t
= o(1) ω→0−−−→ 0 .

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