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Abstract
We consider the problem of %nding the minimal number Ll(M) of binary questions needed
to %nd an unknown element of a set of cardinality M with a sequential strategy if at most l
of the answers are lies. Obviously, in the case l = 0 logM questions are needed. Thus, one
more question is necessary if the number of elements is doubled. We show that for every %xed
l and su5ciently large M , then Ll(2M)6 Ll(M)+2 and moreover Ll( 32M)6 Ll(M)+1. These
bounds are sharp in in%nitely many cases. As a consequence, at most one question more than
the information theoretic lower bound is needed to successfully %nd the unknown number. One
of our strategies uses the minimum amount of adaptiveness during the search process.
c© 2003 Elsevier B.V. All rights reserved.
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In 1961, Renyi [11] suggested an interesting two-person search game, which can be
formalized as follows:
The %rst player, let us call her Carole, thinks of a number between one and
one million. The second player, let us call him Paul, asks for subsets of the set
{1; : : : ;1000000}. Carole is supposed to answer only yes or no. The di5culty is
that Carole is allowed to lie l times. Now, we want to know: How many questions
does Paul have to ask in the worst case to %nd out the number?
In 1961, Renyi solved a non-sequential probabilistic version of the game. In 1964,
Berlekamp considered in his dissertation an equivalent coding problem. In 1976, Ulam
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[13] suggested independently the same game. Therefore the game is called Renyi–
Ulam game. There exist some nice surveys about this topic [8,10,6]. Many search
problems, which are equivalent to a coding problem, can be found in [1]. We consider
a sequential non-probabilistic version. In Section 1, we give the basic notations, which
were mostly introduced by Berlekamp. In the next section we present our strategy.
With this strategy we can generalize the results of [4,12]. We also give an alternative
strategy which is a generalization of the strategies used in [5,7,9].
1. Notations and denitions
It was an idea of Spencer to call the persons who play the game Paul and Carole.
Paul corresponds to Paul ErdKos, who always asked questions and Carole corresponds to
an ORACLE, whose answers need to be wisely evaluated. Let X= {1; : : : ; M} be the
search space. In each round of the game, Paul gets a negative vote for a subset T ⊂X.
If Paul gets more than l negative votes for an element, then this element cannot be
the searched one. This is because Carole is allowed to lie at most l times. Therefore,
in each round we consider the sets
Sj := {x ∈ X : Paul gets (l− j) negative votes for x}
for all 06j6l.
Denition 1.1. The vector
v = (|Sl|; |Sl−1|; : : : ; |S0|) = (vl; vl−1; : : : ; v0)
is called a state (of the game). A state v is called a k-state if k questions are left.
Neither the states nor the dividing questions depend on the chosen element of Carole.
Everything depends only on the cardinality of the sets Sj.
Denition 1.2. Let s be an arbitrary state. The question whether “x∈ S” (S ⊂X) is
introduced as a vector [x] = [xl; : : : ; x0], where xi := |Si ∩ S|. The state s is reduced
to the states y( :=YESs) and z( :=NOs) by the question [x] if there exists a v¿0
such that
1. s= x + v := (xl + vl; xl−1 + vl−1; : : : ; x0 + v0),
2. yi = xi + vi+1,
3. zi = vi + xi+1.
We set si = xi = vi =yi = zi =0 for i¿l. We call z the alternative state of y.
Denition 1.3. 1. Let v be an arbitrary state and let [x] be a question. The question is
called legal if
06xi6vi for all i = 0; : : : ; l:
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Denition 1.4. 1. A 0-state x is called winning if
∑l
i=0 xi61. Otherwise, x is called
losing.
2. A k-state x is called winning if it can be reduced to two winning (k − 1)-states.
Otherwise, x is called losing.
Proposition 1.1. 1. A winning j-state is also a winning k-state if k¿j.
2. Let x be a winning k-state and let y be some state with yi6xi for all i6l.
Then y is also a winning k-state. We say x covers the state y.
Denition 1.5. For a given state x, the function
Vn(x) :=
l∑
i=0
xi
i∑
j=0
(
n
j
)
is called the nth volume of x.
We denote the nth volume of the initial state (M; 0; : : : ; 0) by Vn(M).
Berlekamp used Pascal’s identity to show the following theorem.
Theorem (Berlekamp’s Conservation of Volume [3]). Let x be a state which can be
reduced to the states y and z. Then Vn(x)=Vn−1(y) + Vn−1(z).
With this theorem we get (by induction) the following bound.
Theorem (Berlekamp’s Volume Bound [3]). Let x be a winning n-state. Then
Vn(x)62n:
We denote by Ll(M) the minimal number of questions which Paul needs to get the
number by using an optimal strategy.
Corollary 1.2 (The Hamming Bound). Let |X|=M and l∈N. If Ll(M)= n, then
M62n=
∑l
j=0
(n
j
)
.
Denition 1.6. Let s be an arbitrary state. The number
ch(s) := min{k : Vk(s)62k}
is called the character of s.
Obviously, the character is a lower bound for the number of questions. We denote
the character of the initial state (M; 0; : : : ; 0) by chl(M), where l is the number of lies.
We call chl(M) the lth character of M elements. (In some papers the character is
called the Berlekamp-Number.)
Denition 1.7. A state v is called nice if it is a winning kstate and k = ch(v).
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In the papers [5,7,9] the problem is completely solved for l=1; 2; 3. The results
have one thing in common: If M is bigger than a given number, then the character
of the state after l optimal questions decides whether the initial state is nice or not. If
the state is not nice, then one needs only one more question for the strategy. In the
paper [12] the following theorem is proved.
Theorem (Spencer [12]). Let v=(vl; : : : ; v0) be a state, k = ch(v). Then there ex-
ist two constants k0(l) and c0(l) such that the following is true: If k¿k0(l) and
v0¿c0(l)kl, then Paul wins the game starting from v with k questions.
From this theorem we get the following:
Corollary 1.3. For each l there exists k0 : ∀k¿k0: Ll(2k)= chl(2k).
In general: for each l there exists M0: ∀M¿M0 : Ll(M)6chl(M) + l.
In [4] the authors considered the following modi%ed game with two rounds and
M =2k . In this game Paul asks the %rst k questions without feedback, then Carole
gives him the %rst k answers. Depending on these answers Paul asks n non-sequential
questions. We call this game the two-round game and denote the minimal number of
questions by Ltwol (2
k).
Theorem (Cicalese et al: [4]). For each l there exists k0 : ∀k¿k0: Ltwol (2k)= chl(2k).
2. Covering states and optimal strategies
In the paper [2] the method of “covering states” was used to derive results for three
lies. Our %rst Lemma compares the lth character of 2m elements with the lth character
of 2m+1 elements. We show that when the number of elements M is doubled, then the
character increases by at most two. For the proof we need the following property:
Property 2.1. Let k¿4l2, then
l−1∑
j=0
[(
k
j
)
+
(
k + 1
j
)]
6
l∑
j=0
(
k
j
)
:
Proof. If k¿4l2, it follows
k2 + 3k + 2¿kl2 + 2kl+ 3l:
This is equivalent to
(
k
l
)
¿l
(
k + 1
l− 1
)
:
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It follows(
k
l
)
¿
l−1∑
j=0
(
k + 1
j
)
:
This implies
l−1∑
j=0
[(
k
j
)
+
(
k + 1
j
)]
6
l∑
j=0
(
k
j
)
:
Lemma 2.1. Let chl(2m)¿4l2, then chl(2m) + 16chl(2m+1)6chl(2m) + 2.
Proof. Let k = chl(2m), then 2m
∑l
j=0
(k
j
)
62k and 2m
∑l
j=0
(k−1
j
)
¿2k−1. It follows:
2m+1
l∑
j=0
(
k
j
)
¿2m+1
l∑
j=0
(
k − 1
j
)
¿2k
and thus chl(2m) + 16chl(2m+1). From 2m
∑l
j=0
(k
j
)
62k follows:
2m+1
l∑
j=0
(
k
j
)
62k+1: (1)
By Pascal’s identity
(
k
j
)
=
(
k + 2
j
)
−
(
k
j − 1
)
−
(
k + 1
j − 1
)
;
we get
2m+1
l∑
j=0
[(
k + 2
j
)
−
(
k
j − 1
)
−
(
k + 1
j − 1
)]
62k+1;
2m+1
l∑
j=0
(
k + 2
j
)
62k+1 + 2m+1
l−1∑
j=0
[(
k
j
)
+
(
k + 1
j
)]
:
Using Property 2.1 we get
2m+1
l∑
j=0
(
k + 2
j
)
62k+1 + 2m+1
l∑
j=0
(
k
j
)
:
Together with inequality (1) follows:
2m+1
l∑
j=0
(
k + 2
j
)
62k+2:
Thus chl(2m+1)6k + 2.
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With this lemma we can show that the diPerence between Ll(M) and chl(M) is at
most two if M is big enough. We get the following:
Theorem 2.1. For all l there exists M0(l) : ∀M¿M0(l) : Ll(M)6chl(M) + 2.
Proof. Choose M0 big enough, such that the conditions for Corollary 1.3 and
Lemma 2.1 are ful%lled. Then for all 2m¿M0(l) we have Ll(2m)= chl(2m)= k and
Ll(2m+1)= chl(2m+1)6k + 2. Therefore, chl(M)¿k and Ll(M)6k + 2 holds for any
2m6M62m+1.
Thus looking at twice as many elements does not give the desired result. If
chl(2m+1)= k + 1, we know that all initial states between 2m and 2m+1 are solvable
with the character plus one question. If chl(2m+1)= k + 2 this is no longer true. In
this case, we look at 32 -times the number of elements. First let us make an important
remark. If the number of elements is equal 2m and l6m is %xed, then we consider
the following m splitting questions: For the state s=(sl; : : : ; s0) we de%ne the splitting
question by [x] = [(xl; : : : ; x0)] with xl= sl2 . Let s=(2
m; 0; : : : ; 0), then after m splitting
questions we get the state
v=
((
m
0
)
;
(
m
1
)
; : : : ;
(
m
l
))
:
Obviously, chl(v)= chl(s)−m holds. The state v is nice if m is big enough, due to
Spencer’s Theorem. Thus in this case these splitting questions are optimal. It is easy
to show that the following holds.
Property 2.2. If k¿2l2, then
∑l
j=0
(k
j
)
¿2
∑l−1
j=0
(k
j
)
.
Lemma 2.2. Let l be 7xed, there exists an m0 such that for all m¿m0 holds Ll( 322
m)
6chl(2m) + 1.
Proof. Let chl( 322
m)= k and chl(2m)= k ′. We will show that k6k ′+1 and Ll( 322
m)6
k ′+1. Starting from the initial state s=(322
m; 0; : : : ; 0) we get after m−1 splitting ques-
tions the state v=(3; 3
(m−1
1
)
; : : : ; 3
(m−1
l
)
). Starting from the initial state t=(2m; 0; : : : ; 0)
we get after m− 2 splitting questions the state
w=
(
4; 4
(
m− 2
1
)
; : : : ; 4
(
m− 2
l
))
:
The character of this state is k ′−m+2 and the state is nice if m¿m0 due to Spencer’s
theorem. The state w covers v, if m¿4l+ 3. Thus s is a winning m− 1 + k ′ −m+ 2
state. It follows chl( 322
m)6Ll( 322
m)6chl(2m) + 1.
Lemma 2.3. Let l be 7xed, chl(2m)= k and chl(2m+1)= k + 2. There exists an m0
such that for all m¿m0, chl( 322
m)= chl(2m) + 1=Ll( 322
m) holds.
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Proof. Let chl(2m)= k, because chl(2m+1)= k + 2. It holds
Vk+1(2m+1)= 2m+1
l∑
j=0
(
k + 1
j
)
¿2k+1:
It follows:
2m
l∑
j=0
(
k + 1
j
)
¿2k :
By Lemma 2.2 it is enough to show Vk( 322
m)¿2k . It holds
Vk
(
3
2
2m
)
= 3 · 2m−1
l∑
j=0
(
k
j
)
= 2m
l∑
j=0
(
k
j
)
+ 2m−1
l∑
j=0
(
k
j
)
:
With Property 2.2, we get
Vk
(
3
2
2m
)
¿ 2m
l∑
j=0
(
k
j
)
+ 2m
l−1∑
j=0
(
k
j
)
¿ 2m
l∑
j=0
(
k + 1
j
)
¿2k :
In the next theorem we will use the strategy of [4]. In this strategy Paul will ask
in the %rst round for the %rst 
M bits of the element without feedback. Then Carole
returns the 
M answers and Paul asks a second batch of questions.
Theorem 2.2. For each l there exists M0(l) : ∀M¿M0(l) : Ltwol (M)6chl(M) + 1.
Proof. Let l be %xed and M0 be chosen as large such that all powers of two larger
than M0 are nice. We have to consider two situations. Let M0¿2m and M06M62m+1.
Let s be the initial state with M elements.
1. chl(2m+1) = chl(2m) + 1. In this case we use the same strategy as for the initial
state with 2m+1 elements.
2. chl(2m+1) = chl(2m) + 2. In this case we have to consider two sub-cases.
(a) M¿3 · 2m−1. Again we can use the same strategy as for the initial state with
2m+1 elements, because of Lemma 2.3.
(b) M63 · 2m−1. In this case, we use the strategy given in Lemma 2.2.
2.1. (M; l)-strategies and their properties
The strategy presented in the previous section works only for rather big values of M .
In this section we give another strategy, which also needs the same number of questions
as in the previous section for a big number of elements and %xed l, but also gives
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some better results for a smaller number of elements. However, for this strategy more
feedback is needed. We show that local optimization in the %rst l steps gives a good
feedback strategy, that means we need at the most one question more, if M is big
enough. We denote the initial state by s0 = (M; 0; : : : ; 0), the ith question by [xi], the
state after the ith question by si =(sil; : : : ; s
i
0) and the alternative state to s
i by ti. The
following property is well known [5].
Property 2.3. Let s be a state and [x] be a legal question, which reduces s to y and
z. Then
Vn(y)− Vn(z) =
l∑
j=0
(2xj − sj)
(
n
j
)
:
The main idea is to choose the question in such a way that the diPerence between
the state and the alternative state is small. We always start with xil, we choose it equal
to 
si−1l =2. The value (2xil−si−1l )
(k−i
l
)
= ril(l) is remaining. Then we choose x
i
l−1 such
that
ril(l) + (2x
i
l−1 − si−1l−1)
(
k − i
l− 1
)
is minimized. Finally, we continue successively with this procedure.
Let S = {f(x) : x∈T}, then we set argmin S = {y∈T : f(y)= min S}.
Denition 2.1. Let k = chl(s0). At the ith step we set
1. ril(p)=
∑l
j=p (2x
i
j − si−1j )
(k−i
j
)
.
2.
• xil= min argmin {|(2x − si−1l )
(k−i
l
)| : 06x6si−1l },
• xij = min argmin {|ril(j + 1) + (2x − si−1j )
(k−i
j
)| : 06x6si−1j } for 06j¡l.
3. ri =
∑l
j= 0 (2x
i
j − si−1j )
(k−i
j
)
.
We call a strategy which uses these %rst questions an (M; l)-strategy.
Property 2.4. If we use an (M; l)-strategy for all 16i6l then
Vk−1(si)6
Vk(si−1)
2
+
ri
2
:
Proof. This follows from Berlekamp’s Conservation of Volume and the de%nition of
the (M; l)-strategy.
Property 2.5.
Vk−l+1(sl)6
Vk+1(s0)
2l
+
l∑
i=1
rl−i+1
2i
:
Proof. This follows from Property 2.4.
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Property 2.6. Let l be 7xed. Then
lim
k→∞
2k−l −
2k
∑l−1
j=0
(k
j
)
2l
∑l
j= 0
(k
j
) − l∑
j=1
(k−l+j
j
)
2j
¿0
holds.
Proof. Since
lim
k→∞
l∑
j=1
(k−l+j
j
)
2k−l+j
= 0
and
lim
k→∞
∑l−1
j=0
(k
j
)
∑l
j=0
(k
j
) = 0;
we have
lim
k→∞
l∑
j=1
(k−l+j
j
)
2k−l+j
+
∑l−1
j= 0
(k
j
)
∑l
j=0
(k
j
) = 0
and
lim
k→∞
1−
l∑
j=1
(k−l+j
j
)
2k−l+j
−
∑l−1
j=0
(k
j
)
∑l
j=0
(k
j
) ¿ 0:
Therefore
lim
k→∞
2k−l −
2k
∑l−1
j= 0
(k
j
)
2l
∑l
j=0
(k
j
) − l∑
j=1
(k−l+j
j
)
2j
¿ 0:
Proposition 2.4. There exists M0 such that for M¿M0 and k = ch(s0)
Vk−l+1(sl)62k−l+1:
Proof. There exists M1 such that for M¿M1 holds
ri6
(
k − i + 1
l− i + 1
)
:
Thus
Vk−l+1(sl)6
Vk+1(s0)
2l
+
l∑
j=1
(k−l+j
j
)
2j
:
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It holds
Vk+1(s0) = Vk(s0) +M
l−1∑
j=0
(
k
j
)
(
Pascal’s identity :
(
k + 1
j
)
=
(
k
j − 1
)
+
(
k
j
))
; Vk(s0)62
k
and
M
l∑
j=0
(
k
j
)
62k ;
because k = ch(s0). Thus there exists M2 such that for M¿M2 for all k we have
Vk−l+1(sl)6
2k +M
∑l−1
j= 0
(k
j
)
2l
+
l∑
j=1
(k−l+j
j
)
2j
6 2k−l +
2k
∑l−1
j=0
(k
j
)
2l
∑l
j=0
(k
j
) + l∑
j=1
(k−l+j
j
)
2j
6 2k−l + 2k−l=2k−l+1:
Set M0 = max {M1; M2} to get the result.
Theorem 2.3. For each l there exists M0 : ∀M¿M0 : Ll(M)6chl(M) + 1.
Proof. Use the (M; l)-strategy for %rst l questions and apply the generalized Gilbert-
bound from [4] to get the result.
This strategy gives an improvement, if 2k¡M62k+1, because for a (M; l)-strategy
the volume after the %rst l questions is smaller than the volume of the two-batch
strategy.
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