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Resumo
Em comunicac¸o˜es sem fio, o fenoˆmeno de desvanecimento por mu´ltiplos percursos e´
modelado por meio de va´rias distribuic¸o˜es estat´ısticas, como por exemplo Rayleigh,
Rice, Hoyt e Nakagami-m. Este trabalho propo˜e e analisa um novo esquema de
simulac¸a˜o fase-envolto´ria para canais de desvanecimento do tipo Nakagami-m. As
principais vantagens do esquema proposto sa˜o (i) permitir valores reais arbitra´rios
do paraˆmetro de desvanecimento, (ii) corresponder a`s estat´ısticas de primeira or-
dem exatas do modelo Nakagami-m e (iii) fornecer uma excelente aproximac¸a˜o a`s
estat´ısticas de segunda ordem associadas tradicionalmente ao modelo Nakagami-m.
A ana´lise do simulador proposto e´ feita com base na obtenc¸a˜o de expresso˜es exa-
tas e em forma fechada para estat´ısticas importantes de segunda ordem, a saber:
(i) func¸o˜es densidade de probabilidade conjuntas envolvendo a envolto´ria, a fase e
suas derivadas temporais, (ii) func¸a˜o densidade de probabilidade de segunda ordem
da envolto´ria, (iii) taxa de cruzamento de n´ıvel, (iv) durac¸a˜o me´dia de desvaneci-
mento e (v) taxa de cruzamento de fase. Como subproduto, sa˜o tambe´m obtidas
expresso˜es exatas em forma fechada para a func¸a˜o de distribuic¸a˜o acumulada da
fase Nakagami-m e sua inversa. O esquema proposto e´ baseado na combinac¸a˜o em
cascata de dois simuladores existentes para canais Nakagami-m, random−mixture
e rank −matching, superando ambos em desempenho. Para efeito de comparac¸a˜o,
algumas estat´ısticas de segunda ordem desconhecidas para estes dois simuladores
sa˜o tambe´m obtidas de forma exata e fechada.
Palavras-chave: Canais de desvanecimento; desvanecimento Nakagami-m; simula-
c¸a˜o.
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Abstract
In wireless communications, the multipath fading phenomenon is modeled by vari-
ous statistical distributions such as Rayleigh, Rice, Hoyt, and Nakagami-m. This
work proposes and analyzes a new phase-envelope simulation scheme for Nakagami-
m fading channels. The main advantages of the proposed scheme are (i) to allow for
arbitrary real values of the fading parameter, (ii) to exactly match the Nakagami-m
first order statistics, and (iii) to closely match the second-order statistics classically
assigned to Nakagami-m fading. The analysis of the proposed simulator is perfor-
med by deriving exact closed-form expressions for important second-order statistics,
namely (i) joint probability density functions involving the envelope, the phase, and
their time derivatives, (ii) second-order probability density function of the envelope,
(iii) level crossing rate, (iv) average fade duration, and (v) phase crossing rate. As
a byproduct, we also obtain exact closed-form expressions for the cumulative dis-
tribution function of the Nakagami-m phase and its inverse. The proposed scheme
is based on a cascade combination of two existing Nakagami-m fading channel si-
mulators, random −mixture and rank −matching, outperforming the both. For
comparison, some unknown second-order statistics of these two simulators are also
obtained in exact closed form.
Key-words: Fading channels; Nakagami-m fading; simulation.
vi
Lista de Figuras
2.1 O simulador Nakagami-m cla´ssico. . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 O simulador Nakagami-m rank −matching. . . . . . . . . . . . . . . . . . . . . 13
2.3 O simulador Nakagami-m random−mixture. . . . . . . . . . . . . . . . . . . . 18
3.1 O simulador Nakagami-m RM2 proposto. . . . . . . . . . . . . . . . . . . . . . . 22
4.1 Taxa de cruzamento de n´ıvel para o simulador rank −matching. . . . . . . . . 30
4.2 Durac¸a˜o me´dia de desvanecimento para o simulador rank −matching. . . . . . 30
4.3 Taxa de cruzamento de fase para o simulador rank −matching. . . . . . . . . . 31
4.4 Taxa de cruzamento de n´ıvel para o simulador random−mixture. . . . . . . . . 32
4.5 Durac¸a˜o me´dia de desvanecimento para o simulador random−mixture. . . . . 32
4.6 Taxa de cruzamento de fase para o simulador random−mixture. . . . . . . . . 33
4.7 Taxa de cruzamento de n´ıvel para o simulador RM2. . . . . . . . . . . . . . . . 35
4.8 Durac¸a˜o me´dia de desvanecimento para o simulador RM2. . . . . . . . . . . . . 35
4.9 Taxa de cruzamento de fase para o simulador RM2. . . . . . . . . . . . . . . . . 36
4.10 Taxa de cruzamento de fase para o simulador cla´ssico. . . . . . . . . . . . . . . . 37
vii
Lista de Acroˆnimos
PDF Probability Density Function (func¸a˜o densidade probabilidade)
CDF Cumulative Distribution Function (func¸a˜o distribuic¸a˜o acumulada)
LCR Level Crossing Rate (taxa de cruzamento de n´ıvel)
AFD Average Fading During (durac¸a˜o me´dia de desvanecimento)
PCR Phase Crossing Rate (taxa de cruzamento de fase)
i.i.d. Independentes e identicamente distribu´ıdos
NLoS Propagac¸a˜o sem linha de visada
viii
Lista de S´ımbolos
m Paraˆmetro de desvanecimento de Nakagami-m
fR(r) Func¸a˜o densidade de probabilidade da varia´vel Aleato´ria R
fΘ(θ) Func¸a˜o densidade de probabilidade da varia´vel aleato´ria Θ
R Envolto´ria Nakagami-m
R˙ Derivada temporal da envolto´ria Nakagami-m
RRay Envolto´ria Rayleigh
R˙Ray Derivada temporal da envolto´ria Rayleigh
Θ Fase Nakagami
Θ˙ Derivada temporadal da fase Nakagami-m
ΘRay Fase Rayleigh
Θ˙Ray Derivada temporal da fase Rayleigh
Gi i-e´simo processo Gaussiano
fR,R˙(r, r˙) Func¸a˜o densidade de probabilidade conjunta das varia´veis aleato´rias R e R˙
fR(t),R(t+τ)(r1, r2) Func¸a˜o densidade de probabilidade de segunda ordem do processo
aleato´rio R(t)
NR(r) Taxa de cruzamento de n´ıvel da envolto´ria Nakagami-m
TR(r) Durac¸a˜o me´dia de desvanecimento da envolto´ria Nakagami-m
FR(r) Func¸a˜o distribuic¸a˜o acumulada da envolto´ria Nakagami-m
F−1R (r) Func¸a˜o distribuic¸a˜o acumulada inversa da envolto´ria Nakagami-m
FΘ(θ) Func¸a˜o distribuic¸a˜o acumulada da fase Nakagami-m
F−1Θ (θ) Func¸a˜o distribuic¸a˜o acumulada inversa da fase Nakagami-m
fΘ,Θ˙(θ, θ˙) Func¸a˜o Densidade de Probabilidade Conjunta das Varia´veis Aleato´rias Θ e Θ˙
NΘ(θ) Taxa de cruzamento de fase Nakagami-m
fR,R˙,Θ,Θ˙(r, r˙, θ, θ˙) Func¸a˜o densidade de probabilidade conjunta das varia´veis aleato´rias
R, R˙, Θ e Θ˙
hR(r) Func¸a˜o de transformac¸a˜o de envolto´ria
h′R(r) Derivada da func¸a˜o de transformac¸a˜o de envolto´ria
hΘ(θ) Func¸a˜o de transformac¸a˜o de fase
h′Θ(θ) Derivada da func¸a˜o de transformac¸a˜o de fase
h′W (w) Derivada da func¸a˜o de transformac¸a˜o de W
NΘRay(θRay) Taxa de cruzamento de fase Rayleigh
fΘRay(θ) Func¸a˜o densidade de probabilidade da fase Rayleigh
FΘRay(θ) Func¸a˜o distribuic¸a˜o acumulada da fase Rayleigh
FΘ
−1
Ray(θ) Func¸a˜o distribuic¸a˜o acumulada inversa da fase Rayleigh
ix
p Paraˆmetro de fase
mL Maior mu´ltiplo de 1/2 menor ou igual ao paraˆmetro m
mU Menor mu´ltiplo de 1/2 maior que o paraˆmetro m
p(m) Probabildade de selecionar mL
1− p(m) Probabildade de selecionar mU
E(·) Me´dia de uma Varia´vel Aleato´ria
V (·) Variaˆncia de uma Varia´vel Aleato´ria
x
Publicac¸o˜es
1. J. C. S. Santos Filho, B. V. Teixeira, M. D. Yacoub, G. T. F. de Abreu, “The RM2
Nakagami Fading Channel Simulator,” aceito na IEEE Trans. Wireless Commun., Jan.
2013.
xi
Suma´rio
1 Introduc¸a˜o 1
1.1 O Canal Ra´dio Mo´vel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 O Modelo de Desvanecimento Nakagami-m . . . . . . . . . . . . . . . . . . . . . 2
1.3 Objetivos e Estrutura da Dissertac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . 2
2 Simuladores Existentes: Cla´ssico, Rank-matching e Random-mixture 5
2.1 Introduc¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Simulador Cla´ssico . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 Simulador Rank-matching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.4 Simulador Random-mixture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.5 Conclusa˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3 Simulador Proposto (RM2) 21
3.1 Introduc¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.2 Simulador RM2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.2.1 Preliminares . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.2.2 Esquema de simulac¸a˜o e estat´ısticas resultantes . . . . . . . . . . . . . . 24
3.2.3 Reprojeto de p(m) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.3 Conclusa˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4 Resultados Nume´ricos e Comparac¸o˜es de Desempenho 29
4.1 Introduc¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.2 Rank-matching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.2.1 Envolto´ria . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.2.2 Fase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.3 Random-mixture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.3.1 Envolto´ria . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.3.2 Fase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.4 RM2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.4.1 Envolto´ria . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.4.2 Fase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
xii
xiii
4.5 Conclusa˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
5 Concluso˜es e Perspectivas 38
5.1 Perspectivas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
Bibliografia 40
Apeˆndice A Soluc¸a˜o Exata em Forma Fechada para a Func¸a˜o Distribuic¸a˜o Acu-
mulada da Fase Nakagami-m e sua Inversa 45
A.1 CDF da fase Nakagami-m . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
A.2 Inversa da CDF da fase Nakagami-m . . . . . . . . . . . . . . . . . . . . . . . . 46
Capı´tulo1
Introduc¸a˜o
1.1 O Canal Ra´dio Mo´vel
Nas u´ltimas de´cadas, o avanc¸o acelerado dos sistemas de comunicac¸o˜es sem fio tem sido um
dos fatores mais importantes na grande revoluc¸a˜o que vem ocorrendo no cena´rio mundial das
telecomunicac¸o˜es. Tecnologias e servic¸os cada vez mais sofisticados se tornam cada vez mais
acess´ıveis, devido ao barateamento dos custos de fabricac¸a˜o e a` comercializac¸a˜o em larga escala.
Todo este avanc¸o e´ fortemente impulsionado por uma caracter´ıstica peculiar e muito atrativa
das comunicac¸o˜es sem fio: a mobilidade. Entretanto, tal mobilidade tem seu prec¸o, de modo que
alguns aspectos tornam as comunicac¸o˜es sem fio um problema interessante e desafiador, dentre
os quais dois se destacam: perda de percurso e desvanecimento. Ao incluirmos a questa˜o do
reuso de frequeˆncia, um aspecto adicional deve ser levado em conta: interfereˆncia. A perda de
percurso corresponde a` atenuac¸a˜o do n´ıvel me´dio de sinal devido ao aumento da distaˆncia entre
transmissor e receptor, tendo sido estudada ha´ muitos anos [1], [2]. Novos algoritmos de predic¸a˜o
de perda veˆm sendo propostos a` medida que o uso de frequeˆncias avanc¸a no espectro [2–14].
O desvanecimento, por sua vez, se refere a`s flutuac¸o˜es aleato´rias do n´ıvel de sinal no receptor,
e ocorre por meio de dois mecanismos: sombreamento e multipercurso. O sombreamento esta´
associado ao chamado desvanecimento de longo prazo, provocado por obsta´culos de grande
porte, como relevo e pre´dios. E´ normalmente combatido por meio de diversidade macrosco´pica,
a exemplo da cooperac¸a˜o de va´rias estac¸o˜es ra´dio-base [15]. Ja´ o multipercurso esta´ associado ao
chamado desvanecimento de curto prazo. Este e´ provocado pela sobreposic¸a˜o de uma infinidade
de ondas de ra´dio no receptor, oriundas de mu´ltiplas reflexo˜es, difrac¸o˜es e espalhamentos ao
longo do percurso ae´reo entre transmissor e receptor [1]. Esses mu´ltiplos percursos resultam
em componentes de onda com amplitudes, fase e atrasos distintos, que se somam no receptor
de modo ora construtivo (em fase) e ora destrutivo (em oposic¸a˜o de fase). Da´ı a flutuac¸a˜o
aleato´ria no n´ıvel do sinal recebido. Flutuac¸o˜es de dezenas de decibe´is abaixo do n´ıvel me´dio do
sinal sa˜o comuns. O multipercurso pode ser combatido por meio de diversidade microsco´pica,
como por exemplo o uso de mu´ltiplas antenas nos terminais mo´veis [16], [17], [18]. Por fim, a
interfereˆncia ocorre por conta do compartilhamento do espectro de frequeˆncia, em sendo este
um recurso relativamente escasso para atender ao crescente e exigente nu´mero de usua´rios. As
frequeˆncias sa˜o reutilizadas em localizac¸o˜es diferentes para aumentar a eficieˆncia espectral. A
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interfereˆncia ocorre tanto em sistemas de banda estreita quanto de banda larga. Nos primeiros, a
interfereˆncia se da´ entre um pequeno nu´mero de sinais de alta poteˆncia; nos segundos, entre um
grande nu´mero de sinais de baixa poteˆncia. A interfereˆncia pode ser combatida, por exemplo,
com uso de antenas direcionais, alocac¸a˜o dinaˆmica de canais e te´cnicas de detecc¸a˜o multiusua´rio,
o que aumenta a complexidade do sistema de comunicac¸o˜es. Em particular, o uso de te´cnicas de
espalhamento espectral constitui uma forma de combate a` interfereˆncia de banda estreita. [19].
1.2 O Modelo de Desvanecimento Nakagami-m
Devido a` infinidade de fatores envolvidos, quase sempre imprevis´ıveis, o fenoˆmeno de multi-
percurso e´ tratado de forma probabil´ıstica. Em outras palavras, utilizam-se modelos estat´ısticos
para descrever as flutuac¸o˜es aleato´rias do canal sob efeito do desvanecimento. Em especial, o
modelo Nakagami-m tem conquistado vasta aplicac¸a˜o e grande popularidade nos u´ltimos anos.
A distribuic¸a˜o Nakagami-m [20] e´ extremamente versa´til, podendo modelar, atrave´s de seu paraˆ-
metro m, ambientes com diferentes graus de desvanecimento. Para m = 1/2 e m=1, ela se reduz
para as distribuic¸o˜es semigaussiana positiva e Rayleigh, respectivamente. Condic¸o˜es de desva-
necimento mais severas que Rayleigh e menos severas que semigaussiana positiva surgem para
1/2 < m < 1, em cuja faixa a distribuic¸a˜o Nakagami-m aproxima a distribuic¸a˜o Hoyt [21]. De
forma ana´loga, condic¸o˜es de desvanecimento menos severas que Rayleigh ocorrem com m > 1,
quando a distribuic¸a˜o Nakagami-m aproxima a distribuic¸a˜o Rice [22]. Ale´m de versa´til, a dis-
tribuic¸a˜o Nakagami-m e´ muito simples, de fa´cil tratamento matema´tico, envolvendo poteˆncias
e exponenciais. Em contraste, as distribuic¸o˜es Rice e Hoyt envolvem func¸o˜es de Bessel, bem
menos trata´veis, ale´m de serem menos versa´teis que a Nakagami-m. Um terceiro - e talvez mais
importante - motivo para a popularidade da distribuic¸a˜o Nakagami-m e´ seu excelente ajuste a
medidas experimentais [23], [24], [25].
Por outro lado, quando Nakagami propoˆs originalmente sua distribuic¸a˜o para modelar a
envolto´ria do canal de desvanecimento, ele na˜o propoˆs nenhuma distribuic¸a˜o correspondente
para a fase do canal, muito menos um modelo dinaˆmico para especificar a evoluc¸a˜o temporal
do canal fase-envolto´ria e de suas estat´ısticas de ordem superior, como por exemplo a func¸a˜o de
autocorrelac¸a˜o. Desde enta˜o, diferentes pesquisadores da a´rea tem sugerido diferentes me´todos
para simular processos de desvanecimento Nakagami-m autocorrelacionados, incluindo os me´-
todos em [26–36]. Cada me´todo utiliza de diferentes artif´ıcios a fim de lidar com as incertezas
associadas a` fase e a` autocorrelac¸a˜o do canal Nakagami-m. A maior parte deles esta´ baseada
em simuladores existentes para o canal Rayleigh, provavelmente porque o desvanecimento Ray-
leigh e´ um caso especial do desvanecimento Nakagami-m (m=1) e tem propriedades de fase e
autocorrelac¸a˜o ja´ consolidadas na literatura.
1.3 Objetivos e Estrutura da Dissertac¸a˜o
E´ importante ressaltar que um simulador realista e eficiente para o canal de desvanecimento
constitui uma ferramenta indispensa´vel para o projeto e a otimizac¸a˜o adequados de sistemas
de comunicac¸a˜o sem fio. Todavia, como sera´ detalhado no cap´ıtulo seguinte, nenhum dos si-
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muladores existentes para o canal Nakagami-m proveˆ simultaneamente (i) uma aplicabilidade
para valores reais arbitra´rios do paraˆmetro de desvanecimento, (ii) um ajuste exato para as
estat´ısticas de primeira ordem Nakagami-m, (iii) um ajuste satisfato´rio para as estat´ısticas de
segunda ordem Nakagami-m. Por exemplo, ao avaliarmos alguns dos mais importantes simula-
dores Nakagami-m dispon´ıveis na literatura, verificamos que:
• O simulador cla´ssico [26], [37] proveˆ um ajuste exato para as estat´ısticas tanto de primeira
quanto de segunda ordem do canal Nakagami-m, mas so´ e´ aplica´vel a valores mu´ltiplos de
1/2 do paraˆmetro de desvanecimento;
• O simulador rank −matching [33], [34] e o simulador por inversa˜o [27] (estatisticamente
equivalentes a` medida que o tamanho da sequeˆncia tende a infinito) sa˜o aplica´veis a
valores reais arbitra´rios do paraˆmetro de desvanecimento e proveem um ajuste exato para
as estat´ısticas de primeira ordem do canal Nakagami- m, mas proveem um ajuste pobre
para as estat´ısticas de segunda ordem;
• O simulador random−mixture [36] tambe´m e´ aplica´vel a valores reais arbitra´rios do pa-
raˆmetro de desvanecimento ale´m de prover um bom ajuste para as estat´ısticas de segunda
ordem do canal Nakagami-m, mas apenas aproxima as estat´ısticas de primeira ordem.
Em vista do exposto, o objetivo desta dissertac¸a˜o de mestrado e´ projetar e analisar um
novo esquema de simulac¸a˜o fase-envolto´ria para canais de desvanecimento Nakagami-m, com as
seguintes caracter´ısticas:
i) Ser aplica´vel a valores reais arbitra´rios do paraˆmetro de desvanecimento;
ii) Prover um ajuste exato para as estat´ısticas de primeira ordem do canal Nakagami-m;
iii) Prover um bom ajuste a`s estat´ısticas de segunda ordem do canal Nakagami-m.
A ana´lise do simulador proposto e´ feita com base na obtenc¸a˜o de expresso˜es exatas e em
forma fechada para estat´ısticas importantes de segunda ordem, a saber:
(i) Func¸o˜es densidade de probabilidade conjuntas envolvendo a envolto´ria, a fase e suas deri-
vadas temporais;
(ii) Func¸a˜o densidade de probabilidade de segunda ordem da envolto´ria;
(iii) Taxa de cruzamento de n´ıvel;
(iv) Durac¸a˜o me´dia de desvanecimento;
(v) Taxa de cruzamento de fase.
Como subproduto, sa˜o tambe´m obtidas expresso˜es exatas em forma fechada para a
(vi) func¸a˜o distribuic¸a˜o acumulada da fase Nakagami-m e sua inversa.
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O esquema proposto e´ baseado na combinac¸a˜o em cascata dos simuladores random−mixture
e rank − matching, superando ambos em desempenho. Para efeito de comparac¸a˜o, algumas
estat´ısticas de segunda ordem desconhecidas para estes dois simuladores sa˜o tambe´m obtidas
de forma exata e fechada.
O restante da dissertac¸a˜o esta´ estruturada da seguinte forma:
Cap´ıtulo 2 Revisa˜o da estrutura e das estat´ısticas de primeira e segunda ordens dos simula-
dores Nakagami-m cla´ssico, rank −matching e random−mixture. Para os dois u´ltimos
simuladores, algumas estat´ısticas de segunda ordem ainda desconhecidas sa˜o obtidas de
forma exata e fechada.
Cap´ıtulo 3 Proposta de um novo esquema de simulac¸a˜o fase-envolto´ria para canais Nakagami-
m, e ana´lise de suas estat´ısticas de primeira e segunda ordens. Por ser baseado na combi-
nac¸a˜o em cascata dos simuladores random−mixture e rank−matching, o novo esquema
e´ denominado RM2.
Cap´ıtulo 4 Resultados nume´ricos e comparac¸o˜es de desempenho entre os simuladores existen-
tes abordados na dissertac¸a˜o (cla´ssico, rank −matching e random −mixture) e o novo
simulador RM2 proposto.
Cap´ıtulo 5 Considerac¸o˜es finais e perspectivas de trabalhos futuros.
Capı´tulo2
Simuladores Existentes: Cla´ssico,
Rank-matching e Random-mixture
2.1 Introduc¸a˜o
Em [20], Nakagami relatou que as variac¸o˜es da envolto´ria das ondas de ra´dio devido ao
desvanecimento por multipercurso podem ser descritas pela PDF
fR(r;m,Ω) =
2mmr2m−1e−
mr2
Ω
Γ(m)Ωm
, (2.1)
onde R denota envolto´ria, Ω = E[R2] e´ a poteˆncia me´dia, m = E2[R2]/V [R2] e´ o paraˆmetro
de desvanecimento Nakagami-m e Γ(·) e´ a func¸a˜o gama, definida por Γ(x) = ∫∞
0
tx−1e−tdt [38,
Eq. 6.1.1]. (E[·] denota esperanc¸a, V [·] variaˆncia.). Por outro lado, como mencionado no cap´ıtulo
anterior, Nakagami na˜o especificou nenhuma distribuic¸a˜o correspondente para a fase do canal,
muito menos um modelo dinaˆmico para especificar a evoluc¸a˜o temporal do canal fase-envolto´ria
e de suas estat´ısticas de ordem superior, como por exemplo a func¸a˜o de autocorrelac¸a˜o. Desde
enta˜o, diferentes pesquisadores da a´rea teˆm sugerido diferentes me´todos para simular processos
de desvanecimento Nakagami-m autocorrelacionados, incluindo os me´todos em [26–36]. Cada
me´todo faz uso de diferentes artif´ıcios a fim de lidar com as incertezas associadas a` fase e a` au-
tocorrelac¸a˜o do canal Nakagami-m. A maior parte deles esta´ baseada em simuladores existentes
para o canal Rayleigh, provavelmente porque o desvanecimento Rayleigh e´ um caso especial do
desvanecimento Nakagami-m (m=1) e tem propriedades de fase e autocorrelac¸a˜o ja´ consolida-
das na literatura. Neste cap´ıtulo, revisitamos a estrutura e algumas estat´ısticas importantes de
primeira e segunda ordens de treˆs dos principais simuladores existentes para canais Nakagami-
m: cla´ssico [26], [37], rank −matching [33], [34] e random −mixture [36]. As estat´ısticas de
segunda ordem investigadas incluem (i) func¸o˜es densidade de probabilidade conjuntas envol-
vendo a envolto´ria, a fase e suas derivadas temporais, (ii) func¸a˜o densidade de probabilidade de
segunda ordem da envolto´ria, (iii) taxa de cruzamento de n´ıvel, (iv) duraca˜o me´dia de desvane-
cimento e (v) taxa de cruzamento de fase. Algumas destas estat´ısticas sa˜o ainda desconhecidas
para os simuladores rank −matching e random−mixture, e sera˜o obtidas aqui. Como ficara´
evidente, nenhum dos simuladores revisitados a seguir (de fato, nenhum simulador existente)
5
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para o canal Nakagami-m proveˆ simultaneamente (i) valores reais arbitra´rios do paraˆmetro de
desvanecimento, (ii) um ajuste exato para as estat´ısticas de primeira ordem Nakagami-m e (iii)
um ajuste satisfato´rio para as estat´ısticas de segunda ordem Nakagami-m.
2.2 Simulador Cla´ssico
O me´todo cla´ssico [26] para simulac¸a˜o de desvanecimento Nakagami-m foi sugerido pelo
pro´prio Nakagami [20]. Nesse me´todo, a envolto´ria Nakagami-m e´ constru´ıda a partir de pro-
cessos gaussianos independentes, usando o fato de que a raiz quadrada da soma de 2m varia´veis
gaussianas ao quadrado independentes e igualmente distribu´ıdas (i.i.d.) de me´dia nula e vari-
aˆncia Ω/(2m) e´ uma envolto´ria Nakagami-m variando com poteˆncia me´dia Ω e paraˆmetro de
desvanecimento m. Esse me´todo somente funciona quando 2m e´ um nu´mero inteiro ou, equi-
valentemente, quando m e´ mu´ltiplo de 1/2. Isso e´ uma limitac¸a˜o relevante pelo fato de m na
pra´tica ser um nu´mero real. Por outro lado, o me´todo cla´ssico permitiu a obtenc¸a˜o de ex-
presso˜es anal´ıticas para muitas estat´ısticas de segunda ordem importantes, tais como func¸a˜o de
autocorrelac¸a˜o (ACF), taxa de cruzamento de n´ıvel (LCR), e durac¸a˜o me´dia de desvanecimento
(AFD); sem quaisquer restric¸o˜es para serem usadas para valores reais arbitra´rios de m. Ale´m
disso, essas expresso˜es mostraram produzir ajustes muito bons para dados experimentais de
desvanecimento [40], [41], tornando-se assim bem aceitas como modelo apropriado para o des-
vanecimento Nakagami-m e vem sendo amplamente adotadas na literatura. Doravante, essas
expresso˜es sera˜o chamadas de estat´ısticas de segunda ordem do modelo cla´ssico Nakagami-m.
Em [37], o me´todo cla´ssico para a envolto´ria Nakagami-m foi estendido para incluir a fase
do canal, dividindo-se a soma de 2m processos gaussianos para a envolto´ria em duas somas
separadas de m processos gaussianos para as componentes em fase e quadratura. A PDF
resultante da fase Nakagami-m e´ dada por [37].
fΘ(θ;m) =
Γ(m)|sin(2θ)|m−1
2mΓ(m
2
)2
. (2.2)
Apesar da limitac¸a˜o inicial de m ser mu´ltiplo de 1/2, aqui novamente o me´todo cla´ssico
permitiu a obtenc¸a˜o de expresso˜es anal´ıticas para importantes estat´ısticas de segunda ordem da
fase Nakagami-m sem restric¸o˜es de uso para valores reais arbitra´rios de m [42]. Uma importante
estat´ıstica de segunda ordem da fase do canal e´ a sua LCR, tambe´m chamada de taxa de
cruzamento de fase (PCR). Na ana´lise que segue, sera´ inclu´ıda a PCR nas comparac¸o˜es de
desempenho dos va´rios simuladores Nakagami-m apresentados.
Seja o canal complexo de desvanecimento Nakagami-m representado por
X + jY = R exp(jΘ), (2.3)
em que X e´ a componente em fase, Y a componente em quadratura, R a envolto´ria e Θ a
fase. No me´todo cla´ssico [20], [26], R e´ gerado como a raiz quadrada da soma de 2m processos
gaussianos i.i.d. Gi ao quadrado (i = 1,...,2m) de me´dia nula e variaˆncia Ω/(2m), ou seja,
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R =
√√√√ 2m∑
i=1
Gi2. (2.4)
Em [37], esse me´todo foi expandido para incluir a fase Θ, dividindo-se a soma para R em duas
somas que produzem X e Y separadamente. O simulador fase-envolto´ria cla´ssico e´ ilustrado na
Fig. 2.1, e as equac¸o˜es subjacentes sa˜o sumarizadas como [26], [37]
Figura 2.1: O simulador Nakagami-m cla´ssico.
X = sign
(
m∑
i=1
Gi
)√√√√ m∑
i=1
Gi2, (2.5)
Y = sign
(
2m∑
i=m+1
Gi
)√√√√ 2m∑
i=m+1
Gi2, (2.6)
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R = abs(X + jY ), (2.7)
Θ = arg(X + jY ), (2.8)
em que sign(·) e´ a func¸a˜o sinal, abs(·) indica valor absoluto, e arg(·) indica argumento. E´
importante notar que X e Y conteˆm m processos gaussianos cada, portanto, em princ´ıpio, este
esquema so´ funciona para m inteiro. Por outro lado, o esquema pode ser facilmente relaxado
a fim de acomodar valores mu´ltiplos de 1/2 para m, ao se incluir um termo gaussiano extra
em X ou Y [26], [43]. Pore´m, este e´ um cena´rio mais geral que [37], pois X e Y na˜o sa˜o mais
identicamente distribu´ıdos, e a PDF de Θ na˜o e´ mais dada por (2.2). Este caso sera´ comentado
a` frente nesta dissertac¸a˜o.
A seguir, reproduz-se uma se´rie de estat´ısticas conhecidas importantes de primeira e segunda
ordens para o simulador cla´ssico. As estat´ısticas de segunda ordem apresentadas pressupo˜em
um cena´rio com espalhamento isotro´pico e recepc¸a˜o omnidirecional.
Para espalhamento isotro´pico e recepc¸a˜o omnidirecional, a derivada temporal da envolto´ria
Nakagami-m R˙ de R e´ gaussiana com me´dia nula e variaˆncia σ˙2 = pi2f 2DΩ/m, onde fD e´ a
frequeˆncia de Doppler ma´xima dada em Hz. Ale´m disso, em tal cena´rio, R e R˙ sa˜o varia´veis
aleato´rias independentes [26]. Usando isso, a PDF conjunta de R(t) e R˙(t) e´ obtida como [26,
Eq. 13]
fR,R˙(r, r˙;m,Ω) =
√
2mm+
1
2 r2m−1 exp
(
−mr2
Ω
− mr˙2
2pi2f2DΩ
)
pi
3
2fDΩ
m+ 1
2 Γ(m)
. (2.9)
A PDF de segunda ordem da envolto´ria R(t), avaliada nos instantes de tempo t e t + τ , e´
dada por [20, Eq. 126]
fR(t),R(t+τ)(r1, r2;m,Ω) =
4mm+1(r1r2)
m exp
(
− m(r21+r22)
Ω(1−ρ2(τ))
)
Im−1
(
2
√
ρ2(τ)mr1r2
Ω(1−ρ2(τ))
)
Ωm+1ρ2(τ)
m−1
2 (1− ρ2(τ))Γ(m)
, (2.10)
na qual τ e´ um intervalo de tempo, Iv(·) e´ a func¸a˜o de Bessel modificada do primeiro tipo e
v-e´sima ordem definida em [44, Eq. 8.406] e ρ2(τ) e´ o coeficiente de autocorrelac¸a˜o do quadrado
de cada componente Rayleigh subjacente. Atrave´s de [20, Eq. 127], e´ poss´ıvel mostrar que
ρ2(τ) e´ tambe´m o coeficiente de autocorrelac¸a˜o do quadrado da envolto´ria Nakagami-m R(t)
[20, Eq. 127]. A forma funcional de ρ2(τ) depende das condic¸o˜es de espalhamento [45]. Para
espalhamento isotro´pico e recepc¸a˜o omnidirecional, ρ2(τ) = J
2
0 (2pifDτ), sendo J0(·) a func¸a˜o de
Bessel do primeiro tipo e ordem zero definida em [44, Eq. 8.411].
Outra estat´ıstica de segunda ordem importante de R(t) e´ a LCR, definida como o nu´mero
me´dio de cruzamentos por segundo para cima (ou para baixo) a um dado n´ıvel r de envolto´ria.
A LCR de R e´ fornecida por [22]
NR(r) =
∫ ∞
0
r˙fR,R˙(r, r˙)dr˙, (2.11)
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na qual fR,R˙(·, ·) e´ a PDF conjunta de R e sua derivada temporal R˙. Substituindo-se (2.9) em
(2.11), e´ poss´ıvel calcular a LCR de R sob condic¸o˜es de espalhamento isotro´pico e recepc¸a˜o
omnidirecional como
NR(r;m,Ω) =
√
2pifDm
m− 1
2 r2m−1e−
mr2
Ω
Γ(m)Ωm−
1
2
. (2.12)
A AFD e´ definida como o tempo me´dio que um sinal aleato´rio permanece abaixo de um dado
n´ıvel apo´s cruza´-lo. Neste caso, a AFD de R no n´ıvel r e´ dada por [22]
TR(r;m,Ω) =
FR(r;m,Ω)
NR(r;m,Ω)
, (2.13)
na qual FR(r) e´ a CDF da envolto´ria Nakagami-m dada por [20]
FR(r;m,Ω) = 1−
Γ
(
m, mr
2
Ω
)
Γ(m)
, (2.14)
sendo Γ(·, ·) e´ a func¸a˜o gama incompleta definida como: Γ(a, x) = ∫∞
x
ta−1e−tdt [38, Eq. 6.5.1].
Assim, substituindo-se (2.12) e (2.14) em (2.13), a AFD do me´todo cla´ssico pode ser calculada
como [26]
TR(r;m,Ω) =
Ωm−
1
2
[
Γ(m)− Γ
(
m, mr
2
Ω
)]
√
2pifDm
m− 1
2 r2m−1e−
mr2
Ω
. (2.15)
Em [37], as PDFs das componentes em fase (X) e em quadratura (Y ) do sinal Nakagami-m
foram obtidas. Tais componentes sa˜o identicamente distribu´ıdas, com PDFs dadas por
fZ(z;m,Ω) =
m
m
2 |z|m−1
Ω
m
2 Γ
(
m
2
) e−mz2Ω , −∞ < z <∞, (2.16)
em que Z denota X ou Y . Ale´m disso, mostra-se em [42] que Z (X ou Y ) e´ independente de
sua derivada temporal Z˙ (X˙ ou Y˙ ), e que tal derivada e´ uma varia´vel gaussiana de me´dia nula
e variaˆncia σ˙2 = pi2f 2DΩ/m. Na verdade, como X e Y sa˜o processos independentes, resulta que
X, X˙, Y e Y˙ sa˜o mutuamente independentes. Usando esses resultados e (2.16), enta˜o a PDF
conjunta de X, X˙, Y e Y˙ e´ obtida como [42, Eq. 3].
fX,X˙,Y,Y˙ (x, x˙, y, y˙;m,Ω) =
fX(x;m,Ω)fX˙(x˙;m,Ω)fY (y;m,Ω)fY˙ (y˙;m,Ω) =
mm+1|x|m−1|y|m−1
Ωm+1Γ2(m
2
)2pi3f 2d
e
−m
Ω
(
x2+y2+ x˙
2
2pi2f2
d
+ y˙
2
2pi2f2
d
)
.
(2.17)
A partir de (2.17), e usando-se as relac¸o˜esX = R cos Θ, Y = R sin Θ, X˙ = R˙ cos Θ−RΘ˙ sin Θ
e Y˙ = R˙ sin Θ + RΘ˙ cos Θ, e´ poss´ıvel obter, pelo procedimento padra˜o de transformac¸a˜o de
varia´veis a PDF conjunta fR,R˙,Θ,Θ˙(r, r˙, θ, θ˙;m,Ω) da envolto´ria, da fase e de suas respectivas
derivadas no tempo como [42]
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fR,R˙,Θ,Θ˙(r, r˙, θ, θ˙;m,Ω) =
mm+1r2m | sin(2θ)|m−1 exp
(
−m
Ω
(
r2 + r˙
2+r2θ˙2
2pi2f2D
))
Ωm+1 Γ2(m
2
) 2m pi3 f 2D
. (2.18)
Integrando-se (2.18) em R˙ e em R, e´ poss´ıvel obter a PDF conjunta fΘ,Θ˙(θ, θ˙;m) da fase Θ e
de sua derivada temporal Θ˙ como segue
fΘ,Θ˙(θ, θ˙;m) =
| sin(2θ)|m−1Γ(m+ 1
2
)
2m+
1
2 (1 + θ˙
2
2pi2f2D
)m+
1
2 Γ(m
2
)2fDpi3/2
. (2.19)
Finalmente, utilizando-se (2.19) dentro da mesma estrutura geral fornecida em (2.11), agora
com Θ em lugar de R e Θ˙ em lugar de R˙, e´ poss´ıvel calcular a taxa de cruzamento de n´ıvel da
fase, chamada tambe´m de taxa de cruzamento de fase (PCR) e dada por [42]
NΘ(θ;m) =
√
pifD| sin(2θ)|m−1Γ(m− 12)
2m+
1
2 Γ(m
2
)2
. (2.20)
Para m = 1, (2.20) reduz para o caso Rayleigh, no qual a PCR e´ constante e igual a fD/(2
√
2).
As estat´ısticas de fase, de componente em fase e de componente em quadratura apresentadas
ate´ aqui se referem ao caso em que o paraˆmetro m e´ inteiro e em que X e Y sa˜o identicamente
distribu´ıdos, cada qual contendo m componentes gaussianas. E´ poss´ıvel relaxar essa condic¸a˜o,
permitindo-se que o total de 2m gaussianas do processo Nakagami-m se distribua de forma
desigual entre X e Y . Isso foi feito em [43]. Como resultado, X e Y deixam de ser identicamente
distribu´ıdos, e a PDF da fase Θ deixa de ser dada por (2.2). Apresentamos a seguir as alterac¸o˜es
correspondentes nas estat´ısticas de primeira e segunda ordens de X, Y e Θ para este cena´rio
geral. Tal cena´rio sera´ aqui explorado para contemplar o caso do simulador cla´ssico em que m
e´ mu´ltiplo de 1/2.
Em [43], considera-se que X e Y sa˜o compostas de mX e mY gaussianas, respectivamente,
com mX possivelmente diferente de mY , mas totalizando 2m gaussianas, ou seja
mX +mY = 2m. (2.21)
Note que a condic¸a˜o mX 6= mY equivale a dizer que existe um desbalanceamento de poteˆncia
entre X e Y . Ha´ diversas combinac¸o˜es de mX e mY capazes de contemplar os casos em que m
e´ mu´ltiplo de 1/2. Nesta dissertac¸a˜o, optamos por explorar a combinac¸a˜o mais simples, em que
X apresenta uma gaussiana a mais do que Y , isto e´,
mX = mY + 1. (2.22)
Foi definido em [43] um paraˆmetro de fase (−1 ≤ p ≤ 1), tal que, se p = 0, tem-se a condic¸a˜o
de X e Y balanceados. O paraˆmetro de fase e´ definido como [43, Eq. 5]
p , mX −mY
mX +mY
. (2.23)
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Em nosso caso particular de interesse com m mu´ltiplo de 1/2, a partir de (2.21) e (2.22), e´
poss´ıvel obter o paraˆmetro de poteˆncia p em termos do paraˆmetro de desvanecimento m, de
modo que p = 1
2m
.
A partir da definic¸a˜o geral de p, a PDF da fase Nakagami-m pode ser obtida como [43, Eq. 15]
fΘ(θ;m,Ω) =
Γ(m)
2mΓ(1+p
2
m)Γ(1−p
2
m)
| sin(2θ)|m−1
| tan(θ)|pm , (2.24)
o que para o caso particular com m mu´ltiplo de 1/2 (p = 1
2m
) reduz para
fΘ(θ;m,Ω) =
Γ(m)
2mΓ(m
2
+ 1
4
)Γ(m
2
− 1
4
)
| sin(2θ)|m−1
| tan(θ)| 12 . (2.25)
Obviamente, (2.24) reduz para (2.2) quando o paraˆmetro de fase p e´ igual a zero.
Em [43], foram tambe´m obtidas expresso˜es anal´ıticas para estat´ısticas importantes de ordem
superior, em termos do paraˆmetro de poteˆncia p. A seguir, reproduzimos esses resultados, bem
como seus casos especiais quando m e´ mu´ltiplo de 1/2, ou seja, com p = 1
2m
. Primeiramente, foi
calculada a PDF conjunta para as componentes em fase e quadratura X e Y e suas derivadas.
Esta e´ dada por [43, Eq. 24]
fX,X˙,Y,Y˙ (x, x˙, y, y˙;m,Ω, p) =
(m
Ω
)m+1 |x|(1+p)m−1|y|(1−p)m−1
2pi3f 2DΓ
(
1+p
2
m
)
Γ
(
1−p
2
m
)e−mΩ(x2+y2+ x˙22pi2f2d + y˙22pi2f2d ),
(2.26)
o que para o caso espec´ıfico com m mu´ltiplo de 1/2 (p = 1
2m
) reduz para
fX,X˙,Y,Y˙ (x, x˙, y, y˙;m,Ω) =
(m
Ω
)m+1 |x|( 2m+12m )m−1|y|( 2m−12m )m−1
2pi3f 2DΓ
(
m
2
+ 1
4
)
Γ
(
m
2
− 1
4
)e−mΩ(x2+y2+ x˙22pi2f2d + y˙22pi2f2d ). (2.27)
Atrave´s de (2.26), utilizando-se transformac¸a˜o de varia´veis pode-se obter a PDF conjunta de
fR,R˙,Θ,Θ˙(r, r˙, θ, θ˙), dada por [43, Eq. 25]
fR,R˙,Θ,Θ˙(r, r˙, θ, θ˙;m,Ω, p) =
(m
Ω
)m+1 r2m| sin(2θ)|m−1| tan(θ)|−pm
2mpi3f 2DΓ
(
1+p
2
m
)
Γ
(
1−p
2
m
) e−mΩ((1+ θ˙22pi2f2D )r2+ r˙22pi2f2D ).
(2.28)
o que para o caso espec´ıfico com m mu´ltiplo de 1/2 (p = 1
2m
) reduz para
fR,R˙,Θ,Θ˙(r, r˙, θ, θ˙;m,Ω) =
(m
Ω
)m+1 r2m| sin(2θ)|m−1| tan(θ)|− 12
2mpi3f 2DΓ
(
m
2
+ 1
4
)
Γ
(
m
2
− 1
4
)e−mΩ((1+ θ˙22pi2f2D )r2+ r˙22pi2f2D ).
(2.29)
A partir da PDF conjunta em (2.28), e´ poss´ıvel obter a PDF conjunta fΘ,Θ˙(θ, θ˙) atrave´s da
integrac¸a˜o em R e R˙ em seus limites apropriados. A PDF e´ dada por [43]
fΘ,Θ˙(θ, θ˙;m, p) =
| sin(2θ)|m−1| tan(θ)|−pmΓ (m+ 1
2
)
pi3/2fDΓ
(
1+p
2
m
)
Γ
(
1−p
2
m
) (
2 + θ˙
2
pi2f2D
)m+ 1
2
, (2.30)
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o que para o caso espec´ıfico com m mu´ltiplo de 1/2 (p = 1
2m
) reduz para
fΘ,Θ˙(θ, θ˙;m) =
| sin(2θ)|m−1| tan(θ)|− 12 Γ (m+ 1
2
)
pi3/2fDΓ
(
m
2
+ 1
4
)
Γ
(
m
2
− 1
4
) (
2 + θ˙
2
pi2f2D
)m+ 1
2
. (2.31)
Obtida a PDF conjunta em (2.30), calcula-se a PCR, definida como
NΘ(θ) =
∫ ∞
0
θ˙fΘ,Θ˙(θ, θ˙)dθ˙, (2.32)
obtendo-se [43]
NΘ(θ;m, p) =
√
pifD| sin(2θ)|m−1| tan(θ)|−pmΓ
(
m− 1
2
)
2m+
1
2 Γ
(
1+p
2
m
)
Γ
(
1−p
2
m
) , (2.33)
o que para o caso espec´ıfico com m mu´ltiplo de 1/2 (p = 1
2m
) reduz para
NΘ(θ;m) =
√
pifD| sin(2θ)|m−1| tan(θ)|− 12 Γ
(
m− 1
2
)
2m+
1
2 Γ
(
m
2
+ 1
4
)
Γ
(
m
2
− 1
4
) . (2.34)
Quando p = 0, a expressa˜o em (2.33) reduz para o caso balanceado em (2.20).
De fato, a expressa˜o dada em (2.34) e´ va´lida para valores de m mu´ltiplos de 1/2 maiores
que 1, ou seja, excetuando-se o caso m = 1/2. Para m = 1/2, a partir do modelo f´ısico do
simulador cla´ssico de Nakagami-m, e´ poss´ıvel concluir que a PCR e´ nula, ja´ que o sinal so´
apresenta componente em fase, tendo portanto uma fase limitada aos valores 0 ou pi.
Pode-se concluir que a PCR do modelo cla´ssico de Nakagami-m, ora e´ dada por (2.20),
quando m for inteiro, ora e´ dada por (2.34), quando m for mu´ltiplo de 1/2.
As expresso˜es estat´ısticas de segunda ordem aqui apresentadas produzem bons ajustes para
dados de desvanecimento emp´ıricos [40], [41], tornando-se bem aceitas e largamente utilizadas
como modelo apropriado para o desvanecimento Nakagami-m. Por conta disso, as estat´ısticas do
me´todo cla´ssico sera˜o utilizadas nessa dissertac¸a˜o como meta de desempenho para os outros me´-
todos apresentados. Vale lembrar que, apesar de o modelo e simulador cla´ssicos de Nakagami-m
serem limitados a valores de m inteiros ou mu´ltiplos de 1/2, as expresso˜es estat´ısticas resultantes
na˜o apresentam qualquer restric¸a˜o para serem usadas com valores reais arbitra´rios de m.
2.3 Simulador Rank-matching
O me´todo rank−matching [33], [34] para simulac¸a˜o de canais de desvanecimento Nakagami-
m esta´ ilustrado na Fig. 2.2. Nesse me´todo, a sequeˆncia da envolto´ria Nakagami-m e´ obtida a
partir de sequeˆncias de envolto´rias Rayleigh de refereˆncia e um conjunto de amostras de envol-
to´rias Nakagami-m geradas independentemente 1. A sequeˆncia de sa´ıda e´ um rearranjo destas
amostras Nakagami-m de uma maneira que as amostras na sequeˆncia de sa´ıda correspondem
1Amostras de envolto´ria Nakagami-m podem ser geradas como a raiz quadrada de amostras gama. Amostras
gama, por sua vez, podem ser geradas a partir de rotinas dispon´ıveis em pacotes computacionais como Matlab
e Mathematica [34].
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exatamente ao rank das amostras na sequeˆncia de Rayleigh, ou seja, os mı´nimos ocorrem na
mesma posic¸a˜o, os segundos mı´nimos ocorrem na mesma posic¸a˜o, e assim por diante. A ope-
rac¸a˜o e´ chamada rank −matching. O mesmo procedimento e´ usado para obter a sequeˆncia de
fase Nakagami-m a partir de uma sequeˆncia de fase Rayleigh de refereˆncia e um conjunto de
amostras de fase Nakagami-m geradas independentemente 2. As sequeˆncias de refereˆncia po-
dem ser obtidas a partir de qualquer simulador Rayleigh dispon´ıvel na literatura. O simulador
rank−matching se aplica a valores reais arbitra´rios do paraˆmetro de desvanecimento m e proveˆ
um ajuste exato para as estat´ısticas de primeira ordem do canal fase-envolto´ria Nakagami-m.
Figura 2.2: O simulador Nakagami-m rank −matching.
Em [46], provou-se que gerar um processo aleato´rio B a partir de um processo de entrada
de refereˆncia A, atrave´s do me´todo rank − matching, e´ equivalente a gerar um processo B a
partir de A atrave´s do tradicional me´todo de inversa˜o [47, Eq. 7-157]
B = F−1B (FA(A)), (2.35)
em que F−1B (·) e´ a CDF inversa de B e FA(·) e´ a CDF de A. A seguir, usaremos essa equivaleˆncia
para analisar as estat´ısticas de segunda ordem do simulador rank −matching tomando como
base as relac¸o˜es anal´ıticas do me´todo de inversa˜o. Por exemplo, mostra-se em [48] que a LCR
NB(b) e AFD TB(b) de B podem ser obtidas diretamente em termos da LCR NA(a) e AFD
TA(a) de A como
NB(b) = NA(h(b)), (2.36)
TB(b) = TA(h(b)), (2.37)
em que
2Amostras de fase Nakagami-m podem ser obtidas a partir de amostras de envolto´ria Nakagami-m e amostras
do tipo Bernoulli, como detalhado em [34].
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h(b) , F−1A (FB(b)), (2.38)
F−1A (·) e´ a CDF inversa de A, e FB(·) e´ a CDF de B. A func¸a˜o de transformac¸a˜o h(·) e´ crucial
para a ana´lise que segue. Em particular, a aplicac¸a˜o direta de (2.36) e (2.37) com B = R e
A = RRay, fornece, a partir da LCR e AFD de Rayleigh (dadas por (2.12) e (2.15) com m = 1),
a LCR e AFD de Nakagami-m como sendo [48, Eqs. 15 e 16]
NRrank(r;m,Ω) =
√
2pifDΓ
(
m, mr
2
Ω
)√
− ln
(
Γ
(
m,mr
2
Ω
)
Γ(m)
)
Γ(m)
, (2.39)
TRrank(r;m,Ω) =
Γ(m)− Γ
(
m, mr
2
Ω
)
√
2pifDΓ
(
m, mr
2
Ω
)√− ln(Γ(m,mr2Ω )
Γ(m)
) . (2.40)
Mostra-se em [48] que a PDF conjunta da envolto´ria fR,R˙(·, ·) para o me´todo rank−matching
pode ser calculada a partir da PDF conjunta correspondente de Rayleigh (dada pela Eq.(2.9)
com m = 1) e da transformac¸a˜o de varia´veis definida pela func¸a˜o h(·) em (2.38) com A = RRay
e B = R. O resultado e´ dado por [48, Eq. 12]
fR,R˙rank(r, r˙;m,Ω) =
√
2m2mr4m−2 exp
−2mr2Ω + m2mr4m−2 exp(− 2mr2Ω )r˙2
2pi2f2DΩ
2mΓ
(
m,mr
2
Ω
)2
ln
(
Γ(m,mr
2
Ω
)
Γ(m)
)

pi3/2fDΩ2mΓ(m)Γ(m,
mr2
Ω
)
√
− ln
(
Γ
(
m,mr
2
Ω
)
Γ(m)
) . (2.41)
De forma similar, a PDF de segunda ordem de R pode ser obtida a partir da PDF de segunda
ordem da envolto´ria Rayleigh (dada pela Eq.(2.10) com m = 1) e da transformac¸a˜o de varia´veis
definida pela func¸a˜o h(·) em (2.38) com A = RRay e B = R, sendo dada por [48, Eq. 13]
fR(t),R(t+τ)rank(r1, r2;m,Ω) =
4m2m(r1r2)
2m−1
Ω2m(1− ρ2(τ))Γ(m)
2
1−ρ2(τ)
× exp
(
−m(r
2
1 + r
2
2)
Ω
)[
Γ
(
m,
mr21
Ω
)
Γ
(
m,
mr22
Ω
)] ρ2(τ)
1−ρ2(τ)
× I0
 2√ρ2(τ)
1− ρ2(τ)
√√√√ln(Γ(m, mr21Ω )
Γ(m)
)
ln
(
Γ(m,
mr22
Ω
)
Γ(m)
) . (2.42)
Como contribuic¸a˜o desta dissertac¸a˜o, o procedimento usado para envolto´ria em [48] sera´
estendido a seguir para a ana´lise das estat´ısticas superiores da fase. Por exemplo, a PCR da
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fase Nakagami-m Θ gerada a partir de uma fase Rayleigh ΘRay via rank −matching pode ser
obtida usando-se A = ΘRay e B = Θ em (2.38) resultando em
NΘ(θ) = NΘRay(hΘ(θ)), (2.43)
em que
hΘ(θ) , FΘ−1Ray(FΘ(θ)), (2.44)
na qual F−1ΘRay(·) e´ a inversa da CDF de ΘRay e FΘ(·) e´ a CDF de Θ. A func¸a˜o de transformac¸a˜o
de fase hΘ(θ) e´ crucial para a ana´lise que segue. Assim, faz-se necessa´rio encontrar as duas
CDFs envolvidas em sua definic¸a˜o.
Todavia, em se tratando da PCR em particular, a ana´lise e´ de fato mais simples, e acaba por
na˜o depender da func¸a˜o hΘ(·), como segue. Em (2.43), e´ poss´ıvel notar que a PCR Nakagami-m
do me´todo rank − matching e´ uma versa˜o transformada em domı´nio da PCR de Rayleigh,
sendo a transformac¸a˜o definida pela func¸a˜o h(·) em (2.44). Por outro lado, sabe-se que a
PCR de Rayleigh e´ uma func¸a˜o constante dada por fD/(2
√
2) para qualquer n´ıvel de fase [42].
Como resultado, neste caso, a transformac¸a˜o de domı´nio na˜o tem qualquer impacto sobre a PCR
Nakagami-m, sendo enta˜o que a PCR Nakagami-m para o me´todo rank−matching de simulac¸a˜o
e´ constante e ideˆntica a` PCR para canais de desvanecimento Rayleigh, independentemente do
paraˆmetro de desvanecimento m e do n´ıvel de fase, ou seja,
NΘrank(θ;m) =
fD
2
√
2
. (2.45)
Voltemos agora a` determinac¸a˜o de hΘ(·) em (2.44). A PDF da fase Rayleigh e´ uniforme, ou
seja,
fΘRay(θ) =
1
2pi
, (2.46)
cuja integral fornece a CDF de ΘRay como
FΘRay(θ) =
pi + θ
2pi
, 0 < θ ≤ 2pi. (2.47)
A partir de (2.47), e´ poss´ıvel obter a inversa da CDF de ΘRay como
FΘ
−1
Ray(θ) =
(
θ − 1
2
)
2pi. (2.48)
Quanto a` CDF da fase Nakagami-m, esta e´ ainda desconhecida e se encontra deduzida no
apeˆndice desta dissertac¸a˜o como contribuic¸a˜o original. O resultado e´
FΘ(θ;m) =
1
8
(
5 + 2
⌊
2θ
pi
⌋
− Π
(
2θ
pi
)
Icos2(2θ)
(
1
2
,
m
2
))
, (2.49)
em que Iz(a, b) e´ a func¸a˜o beta regularizada incompleta, definida como Iz(a, b) =
BZ(a,b)
B(a,b)
[38,
Eq. 6.6.2], sendo que a func¸a˜o no numerador e´ a func¸a˜o beta incompleta, dada por BZ(a, b) =∫ Z
0
ta−1(1−t)b−1dt [38, Eq. 6.6.1], e a func¸a˜o no denominador e´ a func¸a˜o beta, dada por B(a, b) =
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∫ 1
0
ta−1(1 − t)b−1dt [38, Eq. 6.2.1]. Ale´m disso, Π(·) uma onda quadrada que alterna entre -1 e
+1 com per´ıodo unita´rio (computa´vel no Mathematica por meio de SquareWave[.]).
Atrave´s de (2.48) e (2.49) e´ poss´ıvel determinar h(θ;m) como
hΘ(θ;m) =
pi
4
(
1 + 2
⌊
2θ
pi
⌋
− Π
(
2θ
pi
)
Icos2(2θ)
(
1
2
,
m
2
))
. (2.50)
A primeira derivada de hΘ(θ), h
′
Θ(θ), tambe´m sera´ u´til para a ana´lise que segue, sendo obtida
como
h′Θ(θ;m) =
2pi cos(2θ) csc(4θ)
(
sin2(2θ
)
)
m
2 Π
(
2θ
pi
)
B
(
1
2
, m
2
) . (2.51)
Determinadas a func¸a˜o de transformac¸a˜o de fase hΘ(θ) e a sua primeira derivada h
′
Θ(θ), podemos
agora proceder com a ana´lise das estat´ısticas de segunda ordem envolvendo a fase Θ.
A PDF conjunta de Θ e sua derivada temporal Θ˙ pode ser obtida a partir da PDF conjunta
correspondente de Rayleigh (dada pela Eq. (2.19) com m = 1) e da transformac¸a˜o de varia´veis
definida por ΘRay = hΘ(Θ) e sua derivada temporal
Θ˙Ray = h
′
Θ(Θ)Θ˙. (2.52)
O resultado e´
fΘ,Θ˙(θ, θ˙;m) = h
′2
Θ(θ)fΘ,Θ˙(hΘ(θ), h
′
Θ(θ)θ˙), (2.53)
em que h′2Θ(θ) e´ o Jacobiano da transformac¸a˜o. Substituindo-se (2.50), (2.51) e (2.19) para m=1
em (2.53), tem-se enta˜o
fΘ,Θ˙rank(θ, θ˙;m) =
csc2(2θ) (sin2(2θ))m
2 fD B2
(
1
2
, m
2
)(
2 + θ˙
2 (sin2(2θ))m−1
f2D B
2( 12 ,
m
2 )
) 3
2
. (2.54)
Outra estat´ıstica relevante e´ a PDF conjunta fR,R˙,Θ,Θ˙(r, r˙, θ, θ˙). Esta pode ser obtida a
partir da PDF conjunta correspondente de Rayleigh (dada pela Eq.(2.18) com m = 1) e da
transformac¸a˜o de varia´veis definida pelas seguintes relac¸o˜es:
RRay = F
−1
Ray(FR(R)) , hR(R), (2.55)
R˙Ray = h
′
R(R)R˙, (2.56)
ΘRay = hΘ(Θ), (2.57)
Θ˙Ray = h
′
Θ(Θ)Θ˙, (2.58)
sendo FR(·) a CDF da envolto´ria Nakagami-m dada em (2.14), e F−1Ray(·) e´ a CDF inversa da
envolto´ria Rayleigh que, por convenieˆncia, RRay e´ normalizada com poteˆncia unita´ria, tal que
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F−1Ray(r) =
√− ln(1− r). As func¸o˜es de transformac¸a˜o de envolto´ria hR(r) e h′R(r) foram obtidas
em [48, como Eqs. (9) e (10)]
hR(r;m,Ω) =
√√√√ln( Γ(m)
Γ
(
m, mr
2
Ω
)) (2.59)
e
h′R(r;m,Ω) =
mmr2m−1 exp
(
−mr2
Ω
)
ΩmΓ
(
m, mr
2
Ω
)√
ln
(
Γ(m)
Γ
(
m,mr
2
Ω
)
) . (2.60)
Quanto a` func¸a˜o de transformac¸a˜o de fase hΘ(θ) e sua primeira derivada h
′
Θ(θ), sa˜o dadas por
(2.50) e (2.51), respectivamente. Com as expresso˜es obtidas, e´ poss´ıvel efetuar-se a transforma-
c¸a˜o de varia´veis de RRay, R˙Ray, ΘRay e Θ˙Ray para R, R˙, Θ e Θ˙ obtendo-se
fR,R˙,Θ,Θ˙(r, r˙, θ, θ˙;m,Ω) = h
′2
R(r)h
′2
Θ(θ)fR,R˙,Θ,Θ˙(hR(r), h
′
R(r)r˙, hΘ(θ), h
′
Θ(θ)θ˙;m = 1), (2.61)
na qual h′2R(r)h
′2
Θ(θ) e´ o Jacobiano da transformac¸a˜o e a func¸a˜o fR,R˙,Θ,Θ˙(r, r˙, θ, θ˙;m = 1) e´ a
PDF conjunta correspondente de Rayleigh, dada por (2.18) com m = 1. Assim a PDF conjunta
em questa˜o para o me´todo rank −matching de simulac¸a˜o e´ finalmente obtida como
fR,R˙,Θ,Θ˙rank(r, r˙, θ, θ˙;m,Ω) =
m2m r4m−2 csc2(2θ) (sin2(2θ))m
(
Γ
(
m,mr
2
Ω
)
Γ(m)
)−1+ θ˙2 (sin2(2θ))m+1
2 f2
D
B( 12 ,m2 )
2
2 Ω2m f 2D pi
2Γ2(m) B
(
1
2
, m
2
)2
× exp
−2mr2Ω + exp
(
−2mr2
Ω
)
m2mr4m−2r˙2
2 Ω2m f 2D pi
2 Γ
(
m, mr
2
Ω
)
ln
(
Γ
(
m,mr
2
Ω
)
Γ(m)
)
 . (2.62)
2.4 Simulador Random-mixture
O me´todo random−mixture [36], [49] para simulac¸a˜o de canais de desvanecimento Nakagami-
m esta´ ilustrado na Fig. 2.3. Nesse me´todo, o processo Nakagami-m e´ obtido a partir do sorteio
dentre um par de diferentes processos Nakagami-m com valores inteiro e mu´ltiplo de 1/2 do pa-
raˆmetro de desvanecimento sendo imediatamente menor ou igual (mL) e imediatamente maior
(mU) do que o paraˆmetro de desvanecimento m desejado, ou seja,
mL =
b2mc
2
, (2.63)
mU =
b2mc
2
+
1
2
, (2.64)
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no qual b·c e´ a func¸a˜o floor. Por exemplo, se o paraˆmetro de desvanecimento desejado for
m = 1.3, enta˜o mL = 1 e mU = 1.5. Note que mL ≤ m < mU . Os processos Nakagami-
m com paraˆmetros de desvanecimento mL e mU podem ser gerados por qualquer me´todo de
simulac¸a˜o dispon´ıvel, incluindo o me´todo cla´ssico. Nesta dissertac¸a˜o, considera-se que o me´todo
cla´ssico e´ usado para gerar os processos Nakagami-m de entrada. Assim como o me´todo de
simulac¸a˜o rank −matching, o me´todo random −mixture tambe´m e´ va´lido para valores reais
arbitra´rios do paraˆmetro de desvanecimento m. Por outro lado, uma desvantagem do me´todo
random−mixture em relac¸a˜o ao rank−matching e´ que suas PDFs na˜o correspodem exatamente
a`s PDFs de fase e envolto´ria de Nakagami-m dadas em (2.1) e (2.2).
Figura 2.3: O simulador Nakagami-m random−mixture.
Na Fig. 2.3, e´ poss´ıvel notar que o processo Nakagami-m com menor paraˆmetro de des-
vanecimento mL e´ sorteado com probabilidade p(m), e o processo com maior paraˆmetro de
desvanecimento mU e´ sorteado com probabilidade [1 − p(m)], em que p(m) e [1 − p(m)] sa˜o
denominadas probabilidades de mistura, definidas portanto no intervalo [0,1]. Assim, a prin-
cipal tarefa e´ definir um valor apropriado para p(m) que renda ao sistema de simulac¸a˜o uma
boa aproximac¸a˜o para as PDFs de fase e envolto´ria de Nakagami-m. Em [36] essa tarefa foi
desenvolvida usando uma abordagem baseada em momentos para a envolto´ria, levando a
p(m) =
2mL(mU −m)
m
. (2.65)
Prosseguiremos agora com a determinac¸a˜o das estat´ısticas de segunda ordem para o me´todo
random − mixture para simulac¸a˜o de canais de desvanecimento Nakagami-m. Ao que nos
consta, tais estat´ısticas ainda na˜o haviam sido analisadas na literatura, sendo pois contribuic¸a˜o
desta dissertac¸a˜o. A ana´lise e´ de fato simples. No esquema random −mixture, o processo de
sa´ıda e´ ora o processo de entrada Nakagami-m com paraˆmetro de desvanecimento mL - com
probabilidade p(m) - e ora o processo de entrada Nakagami-m com paraˆmetro de desvanecimento
mU - com probabilidade [1− p(m)]. Portanto, qualquer estat´ıstica do processo Nakagami-m de
sa´ıda pode ser escrita como a soma ponderada das estat´ısticas correspondentes dos processos
Nakagami-m de entrada, os pesos sendo dados pelas probabilidades de mistura p(m) e 1−p(m).
Por exemplo a PDF conjunta fR,R˙(r, r˙) do me´todo random−mixture e´ dada por
fR,R˙rm(r, r˙;m,Ω) = p(m)fR,R˙(r, r˙;mL,Ω) + [1− p(m)]fR,R˙(r, r˙;mU ,Ω). (2.66)
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A PDF de segunda ordem da envolto´ria Nakagami-m fR(t),R(t+τ)(r1, r2;m,Ω) por
fR(t),R(t+τ)rm(r1, r2;m,Ω) = p(m)fR(t),R(t+τ)(r1, r2;mL,Ω) + [1− p(m)]fR(t),R(t+τ)(r1, r2;mU ,Ω).
(2.67)
E a LCR e a AFD por
NRrm(r;m,Ω) = p(m)NR(r;mL,Ω) + [1− p(m)]NR(r;mU ,Ω) (2.68)
TRrm(r;m,Ω) = p(m)TR(r;mL,Ω) + [1− p(m)]TR(r;mU ,Ω). (2.69)
Note em (2.66), (2.67), (2.68) e (2.69) que as estat´ısticas que aparecem do lado direito da
igualdade (PDF conjunta, PDF de segunda ordem, LCR e AFD) se referem aos processos de
entrada Nakagami-m e, portanto, dependem da forma com que estes processos sa˜o implemen-
tados. Aqui, consideramos que os processos de entrada sa˜ gerados pelo simulador cla´ssico de
Nakagami-m, de modo que as func¸o˜es estat´ısticas em questa˜o sa˜o dadas em (2.9), (2.10), (2.12)
e (2.15), respectivamente.
O mesmo princ´ıpio se aplica para as estat´ısticas de fase e de fase-envolto´ria. Assim, a PDF
conjunta fΘ,Θ˙(·, ·) e´ dada por
fΘ,Θ˙rm(θ, θ˙;m) = p(m)fΘ,Θ˙(θ, θ˙;mL) + [1− p(m)]fΘ,Θ˙(θ, θ˙;mU), (2.70)
a PCR por
NΘrm(θ;m) = p(m)NΘ(θ;mL) + [1− p(m)]NΘ(θ;mU), (2.71)
e a PDF conjunta fR,R˙,Θ,Θ˙(·, ·, ·, ·) por
fR,R˙,Θ,Θ˙rm(r, r˙, θ, θ˙;m,Ω) = p(m)fR,R˙,Θ,Θ˙(r, r˙, θ, θ˙;mL,Ω) + [1− p(m)]fR,R˙,Θ,Θ˙(r, r˙, θ, θ˙;mU ,Ω).
(2.72)
Em (2.70), (2.71) e (2.72), novamente as func¸o˜es estat´ısticas que aparecem do lado direito
da igualdade se referem aos processos Nakagami-m de entrada, aqui sendo gerados pelo me´todo
cla´ssico. Ha´ uma sutileza adicional nestes casos, pore´m. Como visto na sec¸a˜o sobre o simulador
Nakagami-m cla´ssico, as estat´ısticas que envolvem fase diferem a depender do fato de o paraˆ-
metro de desvanecimento ser inteiro ou mu´ltiplo de 1/2. Assim, se mL (ou mU) for inteiro, a
PDF conjunta em (2.70), a PCR em (2.71) e a PDF conjunta em (2.72) sa˜o dadas por (2.19),
(2.20) e (2.18), respectivamente. Da mesma forma, se mL (ou mU) for mu´ltiplo de 1/2, a PDF
conjunta em (2.70), a PCR em (2.71) e a PDF conjunta em (2.72) sa˜o dadas por (2.31), (2.34)
e (2.29), respectivamente.
2.5 Conclusa˜o
Este cap´ıtulo revisita a estrutura e as estat´ısticas de primeira e segunda ordens de treˆs simu-
ladores importantes para o canal de desvanecimento Nakagami-m: cla´ssico, rank−matching e
random−mixture. Cada simulador tem seus pro´s e contras:
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• O simulador cla´ssico [26], [37] proveˆ um ajuste exato para as estat´ısticas tanto de primeira
quanto de segunda ordem do canal Nakagami-m, mas so´ e´ aplica´vel a valores inteiros e
mu´ltiplos de 1/2 do paraˆmetro de desvanecimento;
• O simulador rank −matching [33], [34] e o simulador por inversa˜o [27] (estatisticamente
equivalentes a` medida que o tamanho da sequeˆncia tende a infinito) sa˜o aplica´veis a
valores reais arbitra´rios do paraˆmetro de desvanecimento e proveem um ajuste exato para
as estat´ısticas de primeira ordem do canal Nakagami-m, mas proveem um ajuste pobre
para as estat´ısticas de segunda ordem;
• O simulador random − mixture [36] tambe´m e´ aplica´vel a valores reais arbitra´rios do
paraˆmetro de desvanecimento, ale´m de prover um bom ajuste para as estat´ısticas de
segunda ordem do canal Nakagami-m, mas apenas aproxima as estat´ısticas de primeira
ordem. Os ajustes para as estat´ısticas de ordem superior sera˜o analisadas atrave´s de
gra´ficos nos pro´ximos cap´ıtulos desta dissertac¸a˜o.
As estat´ısticas de segunda ordem analisadas incluem
(i) Func¸o˜es densidade de probabilidade conjuntas envolvendo a envolto´ria, a fase e suas deri-
vadas temporais;
(ii) Func¸a˜o densidade de probabilidade de segunda ordem da envolto´ria;
(iii) Taxa de cruzamento de n´ıvel;
(iv) Durac¸a˜o me´dia de desvanecimento;
(v) Taxa de cruzamento de fase.
No caso dos simuladores rank−matching e random−mixture, algumas estat´ısticas de segunda
ordem ainda desconhecidas foram obtidas aqui em forma exata e fechada. Ale´m disso, como
subproduto da ana´lise, foi obtida uma expressa˜o exata para a CDF da fase Nakagami-m.
Capı´tulo3
Simulador Proposto (RM2)
3.1 Introduc¸a˜o
Como detalhado no cap´ıtulo anterior, nenhum dos simuladores apresentados (nenhum exis-
tente, na verdade) para o canal Nakagami-m proveˆ simultaneamente, (i) valores reais arbi-
tra´rios do paraˆmetro de desvanecimento, (ii) um ajuste exato para as estat´ısticas de primeira
ordem Nakagami-m (iii) bem como um ajuste satisfato´rio para as estat´ısticas de segunda ordem
Nakagami-m. Nesse contexto, o objetivo principal desta dissertac¸a˜o e´ projetar e analisar um
novo simulador de canais de desvanecimento fase-envolto´ria Nakagami-m que (i) permita o uso
de valores reais arbitra´rios do paraˆmetro de desvanecimento m (ii) que corresponda a`s estat´ısti-
cas exatas de primeira ordem Nakagami-m e (iii) que fornec¸a uma excelente aproximac¸a˜o para
as estat´ısticas de segunda ordem do modelo cla´ssico de Nakagami-m. O simulador proposto
esta´ baseado na combinac¸a˜o em cascata dos simuladores random−mixture e rank−matching,
sendo enta˜o, chamado de simulador random −mixture − rank −matching (RM2). A ideia e´
agregar os pontos fortes dos dois simuladores combinados a fim de melhorar as aproximac¸o˜es das
estat´ısticas de ordem superiores em relac¸a˜o ao me´todo cla´ssico de simulac¸a˜o Nakagami-m (por
meio da etapa random −mixture), enquanto se preserva as PDFs exatas de fase e envolto´ria
Nakagami-m (por meio da etapa rank −matching). Como sera´ visto, o me´todo de simulac¸a˜o
proposto supera os me´todos rank−matching [33], [34] e random−mixture [36] separadamente.
3.2 Simulador RM 2
O novo me´todo proposto RM2 para simulac¸a˜o de canais de desvanecimento Nakagami-m
esta´ ilustrado na Fig. 3.1. A ideia central e´ cascatear um esta´gio random −mixture seguido
de um esta´gio rank −matching. Deste modo, o processo de entrada de refereˆncia do esta´gio
rank−matching na˜o e´ mais a sa´ıda de um simulador Rayleigh, mas a sa´ıda do esta´gio random−
mixture. O simulador RM2 (i) se aplica a valores arbitra´rios do paraˆmetro de desvanecimento
m, (ii) proveˆ um ajuste exato para as estat´ısticas de primeira ordem Nakagami-m e (iii) proveˆ
uma excelente aproximac¸a˜o para as estat´ısticas de segunda ordem Nakagami-m. A seguir,
apresentamos a motivac¸a˜o para o novo simulador proposto, bem como analisamos suas principais
estat´ısticas de primeira e segunda ordens.
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Figura 3.1: O simulador Nakagami-m RM2 proposto.
3.2.1 Preliminares
A fim de compreender a lo´gica e motivac¸a˜o por tra´s do simulador aqui proposto, relaxemos
a estrutura do simulador rank−matching apresentado na sec¸a˜o 2.3, permitindo que o processo
de entrada de refereˆncia possa ser um processo Nakagami-m arbitra´rio com paraˆmetro de des-
vanecimento inteiro ou mu´ltiplo de meio mref ≥ 1/2. Tal processo de refereˆncia pode ser gerado
atrave´s do me´todo cla´ssico de simulac¸a˜o. Claramente, o me´todo rank−matching original e´ um
caso especial com paraˆmetro de desvanecimento mref = 1, ou seja, com refereˆncia de entrada
Rayleigh.
Agora, usando (2.36), (2.37) e (2.38) - com A sendo a fase ou envolto´ria (conforme necessa´rio)
do processo de refereˆncia Nakagami com paraˆmetro de desvanecimento mref , e B sendo a fase
ou a envolto´ria (conforme necessa´rio) do processo de sa´ıda Nakagami-m com o paraˆmetro de
desvanecimento m desejado - a LCR, a AFD e PCR do processo de sa´ıda Nakagami-m podem
ser obtidos como
NR(r;m,Ω) = NR(hR(r;mref ,m,Ω);mref ,Ω), (3.1)
TR(r;m,Ω) = TR(hR(r;mref ,m,Ω);mref ,Ω), (3.2)
NΘ(θ;m) = NΘ(hΘ(θ;mref ,m);mref ), (3.3)
nas quais a LCR, AFD e PCR a` direita da igualdade se referem ao processo de entrada Nakagami-
m (implementado por hipo´tese via simulador cla´ssico), sendo portanto dadas em (2.12), (2.15)
e (2.20) /(2.42) (mref inteiro, caso balanceado/mref mu´ltiplo de 1/2, caso desbalanceado com
p = 1
2m
) respectivamente, e as func¸o˜es de transformac¸a˜o correspondentes sa˜o dadas por
hR(r;mref ,m,Ω) , F−1R (FR(r;m,Ω);mref ,Ω), (3.4)
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hΘ(θ;mref ,m) , F−1Θ (FΘ(θ;m);mref ). (3.5)
Note que a func¸a˜o de transformac¸a˜o de envolto´ria em (3.4) e´ dada em termos da CDF da
envolto´ria Nakagami-m FR(r;m,Ω) (2.14) e de sua inversa F
−1
R (u;m,Ω). Da mesma forma,
a func¸a˜o de transformac¸a˜o de fase em (3.5) e´ dada em termos da CDF da fase Nakagami-m
FΘ(θ;m) (2.49) e de sua inversa F
−1
Θ (u;m). A CDF da envolto´ria Nakagami-m e´ dada por
(2.14), e sua inversa pode ser obtida como
F−1R (u;m,Ω) =
√
Ω
m
Q−1(m, 1− u), (3.6)
na qual Q−1(m,u) e´ a inversa da func¸a˜o gama incompleta regularizada, ou seja, fornece a soluc¸a˜o
para z em u = Γ(m, z)/Γ(m) e pode ser calculada no Mathematica via InverseGammaRegularized[m,u].
Por outro lado, em relac¸a˜o a` CDF da fase Nakagami-m e sua inversa, como ja´ mencionado no
cap´ıtulo anterior, ha´ dois casos a serem aqui considerados para o simulador cla´ssico que produz
o processo de entrada: o caso com mref inteiro e componentes em fase e quadratura balanceados
(doravante chamado simplesmente de caso balanceado), e o caso com mref mu´ltiplo de 1/2 e
componente em fase tendo uma gaussiana a mais do que a componente em quadratura, ou seja,
com paraˆmetro de desbalanceamento de poteˆncia p = 1
2mref
(doravante chamado simplesmente
de caso desbalanceado). A determinac¸a˜o da CDF da fase Nakagami-m para o caso balanceado
e de sua inversa sa˜o contribuic¸o˜es desta dissertac¸o˜es. A deduc¸a˜o e´ apresentada no apeˆndice. A
CDF da fase para o caso balanceado e´ dada por (2.49), e sua inversa e´ obtida como
F−1Θ (u;m) = pi
(
1
2
⌊
4u+
1
2
⌋
− 1
)
+
1
2
Π(4u) cos−1
(√
I−11
2
[Λ(4u+ 14)+1]
(
1
2
,
m
2
))
, (3.7)
em que I−1u (a, b) e´ a inversa da func¸a˜o beta regularizada incompleta, ou seja, fornece a soluc¸a˜o
para z em u = Iz(a, b) e pode ser calculada no Mathematica via InverseBetaRegularized[z,a,b],
e Λ(·) indica uma onda triangular que alterna entre -1 e +1 com per´ıodo unita´rio (computa´vel
no Mathematica por meio de TriangleWave[.]).
A CDF da fase Nakagami-m para o caso desbalanceado geral foi obtida em [50] como
FΘ(θ;m, p) =
2 + sign(θ)
4
− 1
4
Π
(
θ
pi
)
Icos2(Π( θpi )×θ)
(
1
2
m(p+ 1),
1
2
m(1− p)
)
, (3.8)
o que para p = 0 reduz para (2.49), e para p = 1
2m
reduz para
FΘ(θ;m) =
2 + sign(θ)
4
− 1
4
Π
(
θ
pi
)
Icos2(Π( θpi )×θ)
(
m
2
+
1
4
,
m
2
− 1
4
)
. (3.9)
E a CDF inversa de fase de Nakagami desbalanceada e´ dada por [50]
F−1Θ (u;m, p) = pi
⌊
−1
2
+ 2u
⌋
+ Π(2u) cos−1
(√
I−1
1
2
+
2 sin−1(sin(pi2 +4upi))
pi
(
1
2
m(1 + p),
1
2
m(1− p)
))
,
(3.10)
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o que para p = 0 reduz para (3.7), e para p = 1
2m
reduz para
F−1Θ (u;m) = pi
⌊
−1
2
+ 2u
⌋
+ Π(2u) cos−1
(√
I−1
1
2
+
2 sin−1(sin(pi2 +4upi))
pi
(
m
2
+
1
4
,
m
2
− 1
4
))
. (3.11)
Note que para mref = 1 as expresso˜es em (3.1), (3.2) e (3.3) reduzem para as expresso˜es
correspondentes do me´todo rank −matching original, dadas em (2.39), (2.40) e (2.45).
Na ana´lise que segue, faz-se tambe´m necessa´rio o uso das derivadas primeiras das func¸o˜es de
transformac¸a˜o de fase e envolto´ria definidas em (3.4) e (3.5). Tais derivadas podem ser obtidas
em termos das PDFs, CDFs e CDFs inversas ja´ apresentadas para fase e envolto´ria, por meio da
aplicac¸a˜o da regra da cadeia e da relac¸a˜o conhecida entre a derivada de uma func¸a˜o e a derivada
de sua inversa, como segue:
h′W (w;m,mref ) = F
′−1
W (FW (w;m);mref )× F ′W (w;m) =
fW (w;m)
fW (F
−1
W (FW (w;m);mref );mref )
(3.12)
na qual W = R ou W = Θ, como desejado.
3.2.2 Esquema de simulac¸a˜o e estat´ısticas resultantes
A principal questa˜o agora e´ como escolher, para cada valor desejado m do paraˆmetro de
desvanecimento, um valor apropriado de mref tal que (3.1), (3.2) e (3.3) produzam uma boa
aproximac¸a˜o para as estat´ısticas correspondentes (2.12), (2.15) e (2.20) do me´todo cla´ssico de
simulac¸a˜o. Para ganhar intuic¸a˜o, considere que o valor de m desejado e´ um valor inteiro ou
mu´ltiplo de 1/2 (obviamente, ha´ pouco apelo em se resolver esses casos pelo fato de eles ja´
estarem resolvidos no simulador cla´ssico). Em tais casos, a melhor escolha e´ mref = m, pelo
fato de essa escolha levar a hR(r;m,m,Ω) = r em (3.4) e a hΘ(θ;m,m) = θ em (3.5), e assim
a`s exatas LCR, AFD e PCR cla´ssicas em (3.1), (3.2) e (3.3). Em outras palavras, quando
m = 0.5, a melhor escolha e´ mref = 0.5, quando m = 1, a melhor escolha e´ mref=1 (Rayleigh),
quando m = 1.5, a melhor escolha e´ mref = 1.5, e assim por diante. Isto e´, ha´ casos em que o
processo de refereˆncia Rayleigh na˜o e´ a melhor escolha. De fato, estes casos extremos sugerem
que quando o paraˆmetro de desvanecimento desejado e´, digamos m = 2.3, enta˜o mref = mL = 2
ou mref = mU = 2.5, ou, mais genericamente, uma mistura aleato´ria de ambos deveria ser a
melhor escolha do que mref = 1. Essa e´ a esseˆncia do me´todo RM
2 proposto nesta dissertac¸a˜o.
No esquema proposto, o processo de entrada de refereˆncia e´ ora um processo Nakagami-m
com paraˆmetro de desvanecimento mL, com probabilidade p(m), ora um processo Nakagami-m
com paraˆmetro de desvanecimento mU , com probabilidade [1 − p(m)]. No primeiro caso, as
estat´ısticas LCR, AFD e PCR sa˜o dadas a partir de (3.1), (3.2) e (3.3) com mref = mL; no
segundo, com mref = mU . Por causa do processo de mistura aleato´ria (”random−mixture”) a
LCR, AFD e PCR globais para o me´todo proposto sa˜o dadas pela soma ponderada das me´tricas
individuais para mref = mL e mref = mU , as ponderac¸o˜es sendo dadas pelas probabilidades de
mistura, ou seja,
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NRrm2(r;m,Ω) = p(m)NR(hR(r;mL,m,Ω);mL,Ω) + [1− p(m)]NR(hR(r;mU ,m,Ω);mU ,Ω),
(3.13)
TRrm2(r;m,Ω) = p(m)TR(hR(r;mL,m,Ω);mL,Ω) + [1− p(m)]TR(hR(r;mU ,m,Ω);mU ,Ω),
(3.14)
NΘrm2(θ;m) = p(m)NΘ(hΘ(θ;mL,m);mL) + [1− p(m)]NΘ(hΘ(θ;mU ,m);mU), (3.15)
nas quais as LCRs, AFDs e PCRs a` direita da igualdade sa˜o aquelas do me´todo cla´ssico de
simulac¸a˜o Nakagami-m. A LCR e AFD sa˜o dadas por (2.12) e (2.15), respectivamente; a PCR
por (2.20) quando mL ou mU for inteiro e por (2.34) quando mL ou mU mu´ltiplo de 1/2.
A seguir, a exemplo do que foi apresentado para os simuladores do cap´ıtulo anterior, obteˆm-
se para o simulador RM2 estat´ısticas conjuntas importantes envolvendo a envolto´ria, a fase e
suas derivadas temporais.
Considere novamente o uso de um u´nico processo de entrada Nakagami-m com paraˆmetro de
desvanecimento mref . Neste caso, a PDF conjunta da envolto´ria Nakagami-m R e sua derivada
temporal R˙ na sa´ıda do simulador pode ser obtida a partir da PDF conjunta correspondente da
envolto´ria Rref e sua derivada temporal R˙ref no processo Nakagami-m cla´ssico de entrada e da
transformac¸a˜o de varia´veis definida por
Rref = hR(R;mref ,m,Ω) (3.16)
R˙ref = h
′
R(R;mref ,m,Ω)R˙. (3.17)
O resultado e´
fR,R˙(r, r˙;m,Ω) = h
′2
R(r;mref ,m,Ω) fR,R˙(hR(r;mref ,m,Ω), h
′
R(r;mref ,m,Ω)r˙;mref ,Ω), (3.18)
no qual a PDF conjunta a` direita da igualdade corresponde ao processo Nakagami-m cla´ssico
de entrada, sendo dada por (2.9).
A mesma abordagem pode ser usada para se obter a PDF conjunta da fase Nakagami-m Θ
e sua derivada temporal Θ˙ na sa´ıda do simulador a partir da PDF conjunta da fase Θref e sua
derivada temporal Θ˙ref no processo Nakagami-m cla´ssico de entrada, com a transformac¸a˜o de
varia´veis sendo agora definida por
Θref = hΘ(Θ;mref ,m) (3.19)
Θ˙ref = h
′
Θ(Θ;mref ,m)Θ˙. (3.20)
O resultado e´
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fΘ,Θ˙(θ, θ˙;m) = h
′2
Θ(θ;mref ,m) fΘ,Θ˙(hΘ(θ;mref ,m), h
′
Θ(θ;mref ,m)θ˙;mref ), (3.21)
no qual a PDF conjunta a` direita da igualdade corresponde ao processo Nakagami-m cla´ssico de
entrada, sendo dada por (2.20) quando mref for inteiro e por (2.34) quando mref for mu´ltiplo de
1/2. Como no me´todo random−mixture toda estat´ıstica de sa´ıda e´ uma soma ponderada das
estat´ısticas individuais para mref = mL (com peso p(m)) e mref = mU (com peso 1 − p(m)),
enta˜o
fR,R˙rm2(r, r˙;m,Ω) = p(m) h
′2
R(r;mL,m,Ω) fR,R˙(hR(r;mL,m,Ω), h
′
R(r;mL,m,Ω)r˙;mL,Ω)+
[1− p(m)] h′2R(r;mU ,m,Ω) fR,R˙(hR(r;mU ,m,Ω), h′R(r;mU ,m,Ω)r˙;mU ,Ω), (3.22)
fΘ,Θ˙rm2(θ, θ˙;m) = p(m) h
′2
Θ(θ;mL,m) fΘ,Θ˙(hΘ(θ;mL,m), h
′
Θ(θ;mL,m)θ˙;mL)
+ [1− p(m)] h′2Θ(θ;mU ,m) fΘ,Θ˙(hΘ(θ;mU ,m), h′Θ(θ;mU ,m)θ˙;mU), (3.23)
aplicando-se aqui as mesmas observac¸o˜es feitas em (3.18) e (3.21) para as PDFs conjuntas a`
direita da igualdade.
Analogamente, A PDF de segunda ordem da envolto´ria pode ser obtida a partir da PDF
correspondente da envolto´ria dos processos cla´ssicos de entrada, a partir da transformac¸a˜o de
varia´veis definida por
Rref (t) = hR(R(t);mref ,m,Ω) (3.24)
Rref (t+ τ) = hR(R(t+ τ);mref ,m,Ω). (3.25)
O resultado e´
fR(t),R(t+τ)rm2(r1, r2;m,Ω) = p(m)h
′
R(r1;mL,m,Ω) h
′
R(r2;mL,m,Ω)×
fR(t),R(t+τ)(hR(r1;mL,m,Ω), hR(r2;mL,m,Ω);mL,Ω)+[1−p(m)]h′R(r1;mU ,m,Ω) h′R(r2;mU ,m,Ω)×
fR(t),R(t+τ)(hR(r1;mU ,m,Ω), hR(r2;mU ,m,Ω);mU ,Ω), (3.26)
em que as PDFs de segunda ordem a` direita da igualdade correspondem aos processos Nakagami-
m cla´ssicos de entrada, sendo dadas por (2.10).
Finalmente, a PDF conjunta de R, Θ e suas derivadas temporais R˙ e Θ˙ na sa´ıda do simulador
pode ser obtida a partir da PDF correspondente dos processos Nakagami-m cla´ssicos de entrada
e da transformac¸a˜o de varia´veis definida por (3.16), (3.17), (3.19) e (3.20).
O resultado e´
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fR,R˙,Θ,Θ˙rm2(r, r˙, θ, θ˙;m,Ω) = p(m)h
′2
R(r;mL,m,Ω)h
′2
Θ(θ;mL,m)×
fR,R˙,Θ,Θ˙(hR(r;mL,m,Ω), h
′
R(r;mL,m,Ω)r˙, hΘ(θ;mL,m), h
′
Θ(θ;mL,m)θ˙;mL,Ω)+[1−p(m)]h′2R(r;mU ,m,Ω)
×h′2Θ(θ;mU ,m)fR,R˙,Θ,Θ˙(hR(r;mU ,m,Ω), h′R(r;mU ,m,Ω)r˙, hΘ(θ;mUm), h′Θ(θ;mU ,m)θ˙;mU ,Ω),
(3.27)
em que as PDFs conjuntas a` direita da igualdade correspondem aos processos Nakagami-m
cla´ssicos de entrada, sendo dadas por (2.18) quando mL ou mU for inteiro e por (2.29) quando
mL ou mU for mu´ltiplo de 1/2.
Vale ressaltar que, por envolver uma operac¸a˜o de rank−matching em seu esta´gio final, o si-
mulador RM2 proposto corresponde a`s estat´ısticas exatas de primeira ordem do canal Nakagami-
m.
3.2.3 Reprojeto de p(m)
A probabilidade de mistura p(m) dada em (2.65) foi originalmente projetada no contexto do
simulador random−mixture [36], tendo como objetivo prover um bom ajuste para a PDF da
envolto´ria Nakagami-m. Por outro lado, no esquema de simulac¸a˜o proposto aqui (RM2), ambas
as PDFs de envolto´ria e fase sa˜o atendidas de forma exata por construc¸a˜o, independentemente
das probabilidades de mistura utilizadas no esta´gio random−mixture. Por outro lado, como foi
mostrado em (3.13)-(3.15), estas mesmas probabilidades p(m) teˆm forte impacto sobre a LCR,
AFD e PCR do me´todo de simulac¸a˜o proposto. Assim, em vez de simplesmente adotar o uso de
p(m) como em (2.65), pode-se reprojetar esse paraˆmetro a fim de melhorar o ajuste do me´todo
proposto a` LCR, AFD e PCR do me´todo de simulac¸a˜o cla´ssico. De fato, para qualquer uma
dessas estat´ısticas, um valor apropriado de p(m) pode ser selecionado tal que resulte num valor
desejado LCR, AFD ou PCR para um dado n´ıvel desejado da envolto´ria rt (LCR e AFD) ou de
fase θt (PCR). Isso e´ produzido resolvendo-se (3.13), (3.14) ou (3.15) para p(m), obtendo-se
p(m) =
Nr(rt,m,Ω)−NR(hR(rt;mU ,m,Ω);mU ,Ω)
NR(hR(rt;mL,m,Ω);mL,Ω)−NR(hR(rt;mU ,m,Ω);mU ,Ω) (3.28)
para um valor desejado de LCR ou
p(m) =
Tr(rt,m,Ω)− TR(hR(rt;mU ,m,Ω);mU ,Ω)
TR(hR(rt;mL,m,Ω);mL,Ω)− TR(hR(rt;mU ,m,Ω);mU ,Ω) , (3.29)
para um valor desejado de AFD ou
p(m) =
NΘ(θt,m)−NΘ(hθ(θt;mU ,m);mU)
NΘ(hθ(θt;mL,m);mL)−NΘ(hθ(θt;mU ,m);mU) , (3.30)
para um valor desejado de PCR. As LCRs, AFDs e PCRs dadas a` direita da igualdade de
(3.28)-(3.30) correspondem ao simulador cla´ssico. A LCR e AFD dadas por (2.12) e (2.15),
respectivamente; a PCR por (2.20) quando mL ou mU for inteiro e por (2.34) quando mL ou
mU for mu´ltiplo de 1/2.
Cap´ıtulo 3. Simulador Proposto (RM2) 28
A princ´ıpio, pode-se escolher em (3.28)-(3.30) qualquer n´ıvel de envolto´ria ou fase para se
alcanc¸ar um valor desejado de LCR, AFD ou PCR. Para se obter indicativos sobre escolhas
adequadas de rt e θt para o esquema proposto, foi inicialmente utilizada a probabilidade de
mistura original p(m) como em (2.65). Mesmo para esse caso, observou-se que o desempenho
geral do simulador e´ muito melhor do que o dos simuladores random − mixture e rank −
matching separadamente. Ale´m disso, observou-se que o desempenho e´ ligeiramente pior em
baixos n´ıveis de envolto´ria e praticamente insens´ıvel ao n´ıvel de fase. Com base nisso, um valor
de rt que proporciona um bom compromisso e´ o n´ıvel mais baixo de envolto´ria sob interesse.
Para os exemplos citados nesta dissertac¸a˜o, foram escolhidos rt = −30dB e θt = pi/4.
Vale lembrar que p(m) e´ um valor de probabilidade, portanto va´lido dentro do intervalo
[0, 1]. Assim, no caso de a soluc¸a˜o de (3.28), (3.29) ou (3.30) resultar em valor negativo de
p(m), devemos adotar o valor mais pro´ximo dentro do intervalo permitido [0, 1], ou seja, 0. Da
mesma forma, no caso de a soluc¸a˜o resultar em valor maior que 1, devemos adotar p(m) = 1.
3.3 Conclusa˜o
A respeito do me´todo de simulac¸a˜o proposto, e´ poss´ıvel dizer (e isto sera´ ilustrado no cap´ıtulo
seguinte) que essa nova concepc¸a˜o proporciona uma correspondeˆncia exata com as estat´ısticas
de primeira ordem e um resultado excelente para as estat´ısticas de segunda ordem, para valores
reais arbitra´rios do paraˆmetro de desvanecimento m. Nenhum simulador na literatura fornece
esses recursos combinados. Neste sentido, o simulador proposto e´ de grande valor para o projeto
e a otimizac¸a˜o adequadas de sistemas de comunicac¸a˜o sem fio.
Ale´m da concepc¸a˜o em si do novo simulador, foram obtidas expresso˜es exatas em forma
fechada para diversas estat´ısticas importantes de segunda ordem do simulador proposto, a saber:
(i) PDFs conjuntas envolvendo a envolto´ria, a fase e suas derivadas temporais;
(ii) PDF de segunda ordem da envolto´ria;
(iii) LCR;
(iv) AFD;
(v) PCR.
Como subproduto desta ana´lise, foram tambe´m obtidas expresso˜es extas em forma fechada
para a CDF da fase Nakagami-m e sua inversa.
Capı´tulo4
Resultados Nume´ricos e Comparac¸o˜es de
Desempenho
4.1 Introduc¸a˜o
Este cap´ıtulo apresenta uma se´rie de exemplos nume´ricos que ilustram o comportamento de
treˆs estat´ısticas de segunda ordem representativas (LCR, AFD e PCR) para os simuladores revi-
sitados no cap´ıtulo 2 (cla´ssico, rank−matching, random−mixture) e para o simulador proposto
no cap´ıtulo 3 (RM2). As expresso˜es anal´ıticas associadas a` LCR e a` AFD do simulador cla´ssico
sa˜o adotadas como meta de desempenho para os demais simuladores. Por outro lado, como ja´
discutido no cap´ıtulo 2, o simulador cla´ssico apresenta duas expresso˜es anal´ıticas diferentes para
a PCR, uma para valores de m inteiros (caso balanceado) e outra para valores de m mu´ltiplos
de 1/2 (caso desbalanceado). Deste modo, para cada valor real desejado de m, qualquer das
duas expresso˜es de PCR do simulador cla´ssico poderia a princ´ıpio ser aplicada como meta de
desempenho para os demais simuladores. Mas a adoc¸a˜o de uma ou outra expressa˜o haveria de
ser um tanto quanto arbitra´ria. Assim, nesta dissertac¸a˜o, optou-se por simplesmente comparar
o comportamento da PCR para os diferentes simuladores, sem confronta´-la a meta alguma de
desempenho. Nos va´rios exemplos apresentados aqui para LCR, AFD e PCR, simulac¸a˜o Monte
Carlo e´ empregada para confirmar os resultados anal´ıticos.
4.2 Rank-matching
4.2.1 Envolto´ria
As Figs. 4.1 e 4.2, apresentam a LCR e a AFD do me´todo de simulac¸a˜o cla´ssico (expresso˜es
anal´ıticas, linhas so´lidas) e do me´todo rank−matching (expressa˜o anal´ıtica, linhas tracejadas;
simulac¸a˜o, pontos). E´ poss´ıvel notar o quanto esses simuladores diferem em comportamento,
principalmente para baixos n´ıveis de envolto´ria, e como essa diferenc¸a cresce a` medida que o
paraˆmetro de desvanecimento m aumenta. Isso se justifica pelo fato de que, como o me´todo
rank−matching utiliza sequeˆncias Rayleigh de refereˆncia, o comportamento do simulador piora
a` medida que os valores do paraˆmetro de desvanecimento se afastam de m=1.
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Figura 4.1: Taxa de cruzamento de n´ıvel para o simulador rank −matching.
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Figura 4.2: Durac¸a˜o me´dia de desvanecimento para o simulador rank −matching.
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4.2.2 Fase
" m (rank matching º Rayleigh)
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Figura 4.3: Taxa de cruzamento de fase para o simulador rank −matching.
A Fig. 4.3 apresenta a PCR anal´ıtica (linhas so´lidas) e simulada (pontos) do me´todo rank−
matching. Pode-se notar que a PCR do me´todo rank−matching e´ constante e ideˆntica a` PCR
de Rayleigh, independentemente do paraˆmetro de desvanecimento e do n´ıvel de fase.
4.3 Random-mixture
4.3.1 Envolto´ria
As Figs. 4.4 e 4.5 apresentam a LCR e AFD do simulador random−mixture (linhas trace-
jadas, expressa˜o anal´ıtica; pontos, simulac¸a˜o) e do simulador cla´ssico (linhas cheias, expressa˜o
anal´ıtica). Na Fig. 4.4, observa-se que a LCR do simulador random−mixture ainda se distan-
cia em certo grau da LCR do simulador cla´ssico, mas e´ bem mais pro´xima desta do que a LCR
do simulador rank −matching, apresentada na Fig. 4.1. Na Fig. 4.5, observa-se que a AFD
do simulador random −mixture e´ praticamente indistingu´ıvel da AFD do simulador cla´ssico,
sobretudo para baixos n´ıveis de envolto´ria. Em contraste, como apresentado na Fig. 4.2, a AFD
do simulador rank −matching se distancia consideravelmente da AFD do simulador cla´ssico,
deteriorando a` medida que o paraˆmetro m aumenta.
A` primeira vista, pode parecer estranho que o simulador random −mixture e o simulador
cla´ssico discordem em certo grau em termos de LCR (Fig. 4.4) ao mesmo tempo em que sejam
praticamente indistingu´ıveis em termos de AFD (Fig. 4.5). No entanto, ha´ uma interpretac¸a˜o
simples para isso. No simulador random−mixture, para um dado valor desejado do paraˆmetro
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Figura 4.4: Taxa de cruzamento de n´ıvel para o simulador random−mixture.
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Figura 4.5: Durac¸a˜o me´dia de desvanecimento para o simulador random−mixture.
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de desvanecimento m, qualquer estat´ıstica do processo de sa´ıda e´ obtida como uma combinac¸a˜o
linear das estat´ısticas correspondentes dos processos de entrada (gerados aqui via simulador
cla´ssico) com paraˆmetros de desvanecimento mL e mU . A LCR, AFD e PCR, por exemplo,
sa˜o obtidas como em (2.68), (2.69) e (2.71), respectivamente. Como resultado, o potencial do
simulador random −mixture em se ajustar bem a uma dada estat´ıstica do simulador cla´ssico
depende do quanto tal estat´ıstica se aproxima, para cada valor de m, de uma soma ponderada
das estat´ısticas correspondentes para mL e mU . Em outras palavras, o melhor ajuste observado
para o simulador random−mixture em termos de AFD (comparada a` LCR) e´ meramente uma
indicac¸a˜o de que a expressa˜o anal´ıtica da AFD cla´ssica melhor se aproxima, para cada valor de
m, de uma soma ponderada das AFDs cla´ssicas para mU e mL.
4.3.2 Fase
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Figura 4.6: Taxa de cruzamento de fase para o simulador random−mixture.
A Fig. 4.6 apresenta a PCR anal´ıtica (linhas cheias) e simulada (pontos) do simulador
random −mixture. Nota-se que, diferentemente do simulador rank −matching (Fig. 4.3), a
PCR varia com o paraˆmetro de desvanecimento m e, para m > 1, varia tambe´m com o n´ıvel de
fase.
Na verdade, assim como ocorre para LCR e AFD, a PCR do simulador random−mixture
e´ uma soma ponderada das PCRs do simulador cla´ssico com paraˆmetros de desvanecimento mL
e mU , os pesos sendo dados pelas probabilidades de mistura p(m) e 1− p(m), respectivamente.
Por exemplo, para m < 1, tem-se que mL = 0.5 e mU = 1. A PCR cla´ssica para mL = 0.5 (caso
desbalanceado) e´ igual a zero, como ja´ discutido no cap´ıtulo 2. A PCR cla´ssica para mL = 1
(caso balanceado) e´ constante e igual a fD/(2
√
2) (PCR Rayleigh). Deste modo, para m < 1, a
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PCR resultante e´ dada por (1 − p(m)) × fD/(2
√
2), o que e´ necessariamente menor ou igual a`
PCR Rayleigh fD/(2
√
2). Quanto mais pro´ximo de 0, 5 o valor de m, menor o valor de 1−p(m)
e mais pro´xima de zero a PCR resultante. Quanto mais pro´ximo de 1 o valor de m, maior o
valor de 1− p(m), e mais pro´xima de Rayleigh a PCR resultante. O mesmo racioc´ınio pode ser
aplicado ao caso m > 1, mas nesse caso o valor da PCR cla´ssica varia com o n´ıvel de fase, de
modo que a PCR resultante apresenta o comportamento multimodal descrito na Fig. 4.6.
Embora a PCR do simulador cla´ssico na˜o tenha sido usada nesta dissertac¸a˜o como meta de
desempenho para os demais simuladores (por conta de existirem duas verso˜es, a balanceada e
a desbalanceada), a Fig. 4.10 apresenta, como termo de comparac¸a˜o, as PCRs balanceada (m
inteiro, componentes em fase e quadratura com mesmo nu´mero de gaussianas) e desbalanceada
(m mu´ltiplo de 1/2, componente em fase com uma gaussiana a mais que a componente em
quadratura) do simulador cla´ssico. Nota-se que a PCR balanceada e´ composta de quatro lo´bulos
sime´tricos para m > 1, e´ constante para m = 1 (caso Rayleigh, como esperado) e e´ composta
de quatro vales sime´tricos para m < 1. Em contraste, nota-se que a PCR desbalanceada e´
composta de quatro lo´bulos assime´tricos para m > 1 (a assimetria se deve ao desbalanceamento
de poteˆncia entre as componentes em fase e em quadratura), na˜o e´ constante para m = 1 (o que
e´ esperado, ja´ que a condic¸a˜o Rayleigh na˜o corresponde a`s premissas do caso desbalanceado),
nem apresenta vales para m < 1. Comparando-se as Figs. 4.6 e 4.10, nota-se ainda que a
PCR do simulador random − mixture corresponde a um misto (uma soma ponderada, como
esperado) do padra˜o de comportamento das PCRs cla´ssicas balanceada e desbalanceada.
4.4 RM 2
4.4.1 Envolto´ria
As Figs. 4.7 e 4.8 apresentam a LCR e AFD do simulador proposto RM2 (linhas trace-
jadas, expressa˜o anal´ıtica; pontos, simulac¸a˜o) e do simulador cla´ssico (linhas cheias, expressa˜o
anal´ıtica). Na Fig. 4.7, observa-se que a LCR do simulador RM2 tem um excelente ajuste a`
LCR do simulador cla´ssico, tornado-se praticamente indistingu´ıvel desta u´ltima a` medida que
m aumenta, e claramente superando em desempenho a LCR dos simuladores rank −matching
(Fig. 4.1) e random−mixture (Fig. 4.4). Em particular, note como o uso de rt = −30dB na
calibrac¸a˜o de p(m) em (3.28) garante o ajuste exato para esse n´ıvel de envolto´ria. Na Fig. 4.8,
observa-se que a AFD do simulador RM2 tem tambe´m um excelente ajuste a` AFD do simulador
cla´ssico, ligeiramente melhor do que a AFD do simulador random − mixture (Fig. 4.5) para
altos n´ıveis de envolto´ria, e ligeiramente pior do que esta para baixos n´ıveis de envolto´ria e
baixos valores do paraˆmetro m (vide caso m = 0, 75).
4.4.2 Fase
A Fig. 4.9 apresenta a PCR anal´ıtica (linhas cheias) e simulada (pontos) do simulador RM2.
Para m > 1, nota-se que a PCR do simulador RM2 se assemelha em comportamento a PCR
do simulador random − mixture (Fig. 4.6), variando portanto com m e com o n´ıvel de fase.
Por outro lado, para m < 1, nota-se que a PCR do simulador RM2 e´ ideˆntica a` do simulador
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Figura 4.7: Taxa de cruzamento de n´ıvel para o simulador RM2.
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Figura 4.8: Durac¸a˜o me´dia de desvanecimento para o simulador RM2.
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Figura 4.9: Taxa de cruzamento de fase para o simulador RM2.
rank −matching (Fig. 4.3), se igualando portanto a` PCR de Rayleigh, independentemente de
m e do n´ıvel de fase. Ha´ uma explicac¸a˜o para esse comportamento, como segue.
Primeiramente, e´ importante lembrar que o simulador RM2 e´ composto de um esta´gio
random −mixture seguido de um esta´gio rank −matching, e que o efeito do esta´gio rank −
matching e´ provocar alguma alterac¸a˜o monotoˆnica no domı´nio de cada func¸a˜o estat´ıstica do es-
ta´gio random−mixture. Por exemplo, comparando-se a PCR do simulador random−mixture
em (2.71) com a PCR do simulador RM2 em (3.15), verifica-se que a diferenc¸a entre elas e´ que,
na segunda, ha´ uma func¸a˜o de transformac¸a˜o mono´tona hΘ(·) que altera o domı´nio das PCRs
cla´ssicas avaliadas em mL e mU . Assim, e´ natural que a PCR do simulador RM
2 se assemelhe
em comportamento a` PCR do simulador random−mixture, como evidenciado na Fig. 4.9 para
m > 1.
Por outro lado, para m < 1, a PCR do simulador RM2 e´ invariante com m e com o n´ıvel
de fase, equivalente a` PCR Rayleigh, enquanto que a PCR do simulador random − mixture,
apesar de invariante com o n´ıvel de fase, varia com m. Essa diferenc¸a de comportamento se
deve ao fato de, com o uso do n´ıvel de fase escolhido θt = pi/4 na calibrac¸a˜o de p(m) em (3.30),
ter sido obtido um valor negativo de p(m). Na verdade, o valor negativo obtido significa que,
para esse n´ıvel de fase escolhido e m < 1, e´ imposs´ıvel se obter um ajuste exato em relac¸a˜o a`
PCR cla´ssica (nesta dissertac¸a˜o, adotou-se a PCR cla´ssica balanceada como valor de ajuste).
Nesse caso, como mencionado no cap´ıtulo anterior, o melhor que se pode fazer e´ usar p(m) = 0.
Ou seja, na˜o se usar o processo de entrada com paraˆmetro mL = 0.5, mas apenas o processo de
entrada com paraˆmetro mU = 1 (Rayleigh). Obviamente, isso equivale a se usar o simulador
rank −matching, com seu u´nico processo Rayleigh de entrada, produzindo portanto a mesma
PCR desse simulador (PCR Rayleigh).
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Figura 4.10: Taxa de cruzamento de fase para o simulador cla´ssico.
4.5 Conclusa˜o
Os exemplos nume´ricos apresentados neste cap´ıtulo a fim de ilustrar o comportamento da
LCR, AFD e PCR dos simuladores cla´ssico, rank − matching, random − mixture e RM2
confirmam que este u´ltimo e´ o u´nico que atende, simultaneamente, a treˆs requisitos importantes:
- ser aplica´vel a valores reais arbitra´rios do paraˆmetro de desvanecimento;
- prover um ajuste exato a`s estat´ısticas de primeira ordem do canal Nakagami-m;
- prover um bom ajuste a`s estat´ısticas de segunda ordem do canal Nakagami-m.
O cumprimento desses treˆs requisitos torna o simulador proposto nesta dissertac¸a˜o mais
eficaz e realista para o projeto adequado de sistemas sem fio.
Capı´tulo5
Concluso˜es e Perspectivas
Nenhum dos simuladores existentes para o canal Nakagami-m proveˆ simultaneamente, (i)
para valores reais arbitra´rios do paraˆmetro de desvanecimento, (ii) um ajuste exato para as esta-
t´ısticas de primeira ordem Nakagami-m (iii) bem como um ajuste satisfato´rio para as estat´ısticas
de segunda ordem Nakagami-m. Por exemplo, ao avaliarmos alguns simuladores Nakagami-m
importantes dispon´ıveis na literatura, verificamos que:
• O simulador cla´ssico [26], [37] proveˆ um ajuste exato para as estat´ısticas tanto de primeira
quanto de segunda ordem do canal Nakagami-m, mas so´ e´ aplica´vel a valores mu´ltiplos de
1/2 do paraˆmetro de desvanecimento;
• O simulador rank −matching [33], [34] e o simulador por inversa˜o [27] (estatisticamente
equivalentes a` medida que o tamanho da sequeˆncia tende a infinito) sa˜o aplica´veis a
valores reais arbitra´rios do paraˆmetro de desvanecimento e proveem um ajuste exato para
as estat´ısticas de primeira ordem do canal Nakagami-m, mas proveem um ajuste pobre
para as estat´ısticas de segunda ordem;
• O simulador random − mixture [36] tambe´m e´ aplica´vel a valores reais arbitra´rios do
paraˆmetro de desvanecimento, ale´m de prover um bom ajuste para as estat´ısticas de
segunda ordem do canal Nakagami-m, mas apenas aproxima as estat´ısticas de primeira
ordem.
Neste contexto, esta dissertac¸a˜o trouxe as seguintes contribuic¸o˜es:
- Projeto de um novo simulador fase-envolto´ria para canais de desvanecimento Nakagami-m
com as seguintes caracter´ısticas: i) se aplica a valores reais arbitra´rios do paraˆmetro
de desvanecimento, ii) proveˆ um ajuste exato para as estat´ısticas de primeira ordem do
canal Nakagami-m e (iii) proveˆ um bom ajuste a`s estat´ısticas de segunda ordem do canal
Nakagami-m;
- Ana´lise do simulador proposto, com a obtenc¸a˜o de expresso˜es exatas e em forma fechada para
estat´ısticas importantes de segunda ordem, a saber: (i) func¸o˜es densidade de probabilidade
conjuntas envolvendo a envolto´ria, a fase e suas derivadas temporais;(ii) func¸a˜o densidade
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de probabilidade de segunda ordem da envolto´ria; (iii) taxa de cruzamento de n´ıvel; (iv)
durac¸a˜o me´dia de desvanecimento; (v) taxa de cruzamento de fase;
- Ana´lise dos demais simuladores apresentados (cla´ssico, rank−matching e random−mixture),
com a obtenc¸a˜o de expresso˜es exatas e em forma fechada para estat´ısticas de segunda
ordem ate´ enta˜o desconhecidas para os simuladores rank −matching (fase) e random−
mixture (fase e envolto´ria); - Como subproduto, mas na˜o menos importante, obtenc¸a˜o de
expresso˜es exatas e em forma fechada para (i) a func¸a˜o distribuic¸a˜o acumulada da fase
Nakagami-m e (ii) sua inversa.
5.1 Perspectivas
Ao longo deste trabalho, foram identificados alguns pontos importantes a serem resolvidos
e tambe´m ideias de trabalhos futuros de grande contribuic¸a˜o para a´rea, dentre os quais se
destacam os seguintes:
• Determinac¸a˜o da PDF de segunda ordem para a fase dos simuladores Nakagami-m abor-
dados;
• Aplicac¸a˜o do novo paradigma de simulac¸a˜o introduzido nesta dissertac¸a˜o (esta´gio random−
mixture + esta´gio rank − matching) para os canais de desvanecimento generalizados
κ− µ [51], [52], η − µ [52] e α− µ [53].
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ApeˆndiceA
Soluc¸a˜o Exata em Forma Fechada para a Func¸a˜o
Distribuic¸a˜o Acumulada da Fase Nakagami-m e
sua Inversa
A seguir, apresentamos a deduc¸a˜o da CDF da fase Nakagami-m e de sua inversa, dadas
por (2.49) e (3.7), respectivamente. As expresso˜es obtidas correspondem ao modelo cla´ssico
balanceado de Nakagami-m [26], no qual as componentes em fase e em quadratura apresentam
a mesma poteˆncia me´dia.
A.1 CDF da fase Nakagami-m
Por definic¸a˜o, a CDF da fase Nakagami-m e´ escrita como
FΘ(θ;m) ,
∫ θ
−pi
fΘ(u;m)du, −pi ≤ θ < pi, (A.1)
na qual fΘ(θ;m) e´ a PDF da fase Nakagami-m dada em (2.2). Aparentemente, e´ invia´vel obter
uma soluc¸a˜o em forma fechada para (A.1) via integrac¸a˜o direta sobre todo o intervalo de fase
−pi ≤ θ < pi. Por outro lado, o integrando fΘ(θ;m) apresenta propriedades particulares que
podem ser exploradas para driblar o problema. Mais especificamente, nota-se em (2.2) que
fΘ(θ;m) e´ uma func¸a˜o par e perio´dica, com per´ıodo pi/2, de modo que sua integrac¸a˜o sobre
qualquer intervalo pode ser representada em termos da integrac¸a˜o sobre um u´nico per´ıodo, por
exemplo de 0 a pi/4. Com esta finalidade, seja definida a func¸a˜o auxiliar
aux(θ) ,
∫ θ
0
fΘ(u;m)du, 0 ≤ θ < pi/4, (A.2)
a qual pode ser calculada em forma fechada como
aux(θ) =
1
8
[
1− Icos2(2θ)
(
1
2
,
m
2
)]
, 0 ≤ θ < pi/4. (A.3)
Enta˜o, explorando-se a simetria e a periodicidade mencionadas de fΘ(θ;m), pode-se agora re-
presentar FΘ(θ;m) em termos de aux(θ), para cada meio per´ıodo, de −pi ≤ θ < −3pi/4 a
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3pi/4 ≤ θ < pi. Fazendo-se isso, obte´m-se
FΘ(θ;m) =

aux(θ + pi) −pi ≤ θ < −3pi
4
1
4
− aux(−θ − pi
2
) −3pi
4
≤ θ < −pi
2
1
4
+ aux(θ + pi
2
) −pi
2
≤ θ < −pi
4
1
2
− aux(−θ) −pi
4
≤ θ < 0
1
2
+ aux(θ) 0 ≤ θ < pi
4
3
4
− aux(pi
2
− θ) pi
4
≤ θ < pi
2
3
4
+ aux(θ − pi
2
) pi
2
≤ θ < 3pi
4
1− aux(pi − θ) 3pi
4
≤ θ < pi
. (A.4)
Finalmente, substituindo-se (A.3) em (A.4), obte´m-se
FΘ(θ;m) =

1
8
[
1− Icos2(2θ)
(
1
2
, m
2
)] −pi ≤ θ < −3pi
4
1
8
[
1 + Icos2(2θ)
(
1
2
, m
2
)] −3pi
4
≤ θ < −pi
2
1
8
[
3− Icos2(2θ)
(
1
2
, m
2
)] −pi
2
≤ θ < −pi
4
1
8
[
3 + Icos2(2θ)
(
1
2
, m
2
)] −pi
4
≤ θ < 0
1
8
[
5− Icos2(2θ)
(
1
2
, m
2
)]
0 ≤ θ < pi
4
1
8
[
5 + Icos2(2θ)
(
1
2
, m
2
)]
pi
4
≤ θ < pi
2
1
8
[
7− Icos2(2θ)
(
1
2
, m
2
)]
pi
2
≤ θ < 3pi
4
1
8
[
7 + Icos2(2θ)
(
1
2
, m
2
)]
3pi
4
≤ θ < pi
. (A.5)
O resultado em (A.5) e´ uma representac¸a˜o por trechos nova, exata e em forma fechada para a
CDF da fase Nakagami-m. Ao que nos consta, ate´ enta˜o, nenhuma expressa˜o fechada para a
CDF da fase Nakagami-m havia sido publicada na literatura.
Pode ser u´til rescrever (A.5) como uma expressa˜o u´nica e compacta que possa ser imple-
mentada diretamente em pacotes computacionais dispon´ıveis no mercado, como Mathematica
e Matlab. Com esta finalidade, considere em (A.5) o primeiro termo dentro dos colchetes.
Esse termo vale 1 para −pi ≤ θ < −3pi/4 e −3pi/4 ≤ θ < −pi/2, 3 para −pi/2 ≤ θ < −pi/4
e −pi/4 ≤ θ < 0, 5 para 0 ≤ θ < pi/4 e pi/4 ≤ θ < pi/2, e 7 para pi/2 ≤ θ < 3pi/4 e
3pi/4 ≤ θ < pi. Pode-se verificar facilmente que o termo pode ser reescrito de forma compacta
como 5 + 2b2θ/pic, sendo b·c a func¸a˜o floor. A mesma abordagem pode ser usada para reescre-
ver o sinal alternado (−,+,−,+,−,+,−,+) imediatamente anterior a` func¸a˜o beta incompleta
regularizada como Π
(
2x
pi
)
, com Π(·) denotando uma onda quadrada que alterna entre −1 e +1
com per´ıodo unita´rio (no Mathematica, por exemplo, implementa-se Π(·) via SquareWave[.]).
Fazendo-se essas substituic¸o˜es em (A.5), obte´m-se a expressa˜o compacta para a CDF da fase
Nakagami-m como apresentada em (2.56).
A.2 Inversa da CDF da fase Nakagami-m
A inversa da CDF da fase Nakagami-m pode agora ser obtida por trechos, invertendo-
se (A.5). No procedimento, deve-se dar uma atenc¸a˜o especial a` inversa˜o de cos2(2θ), porque
esse termo na˜o e´ bijetor. De fato, por conta disso, para cada intervalo em (A.5), deve-se
introduzir apropriadamente um termo de correc¸a˜o de fase espec´ıfico, conforme a faixa de valor
esperada para a func¸a˜o inversa. Esse e´ um procedimento extenso e tedioso, omitido aqui por
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simplicidade. O resultado final e´ este:
F−1Θ (u;m) =

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.
(A.6)
Note em (A.6) que, em vez de se fazer uma mera simplificac¸a˜o da expressa˜o, foram mantidos
expl´ıcitos certos padro˜es de comportamento de alguns termos, propositadamente. Por exemplo,
o termo que multiplica o pi a` extrema direita alterna entre −1 e 0 a` medida que a func¸a˜o varre
os diferentes intervalos. Como no caso da CDF, identificar tais padro˜es se mostra muito u´til
para reescrever a expressa˜o por trechos original como uma expressa˜o u´nica e compacta. De fato,
seguindo-se a mesma abordagem descrita para a CDF, todos os padro˜es identificados em (A.6)
podem ser reescritos como fo´rmulas compactas, em termos de func¸o˜es simples. Fazendo-se isso,
obte´m-se finalmente a inversa da CDF da fase Nakagami-m como apresentada em (3.7). Nesse
caso, ale´m das func¸o˜es b·c e Π(·), utilizou-se tambe´m a func¸a˜o Λ(·), que denota uma onda
triangular variando entre −1 e +1 com per´ıodo unita´rio. Essa func¸a˜o pode ser implementada
no Mathematica via TriangleWave[.].
