With the rapid development of Internet and communication systems, both in services and technologies, communication networks have been suffering increasing complexity. It is imperative to improve intelligence in communication network, and several aspects have been incorporating with Artificial Intelligence (AI) and Machine Learning (ML).
• Future challenges and possible solutions: Since the field of applying ML in optical networks is still far from maturity and will remain being investigated, we highlight several challenges which emerge from ML applications in optical networks. These challenges refer to data open access issues, current ML model drawbacks, system security, and the reality gap between simulation and real networks. Some possible solutions are also presented, which is expected to inspire researchers with new directions.
The remainder of this paper is organized as follows. Section 2 reviews the paradigms and motivations of applying ML for intelligent optical networks. In Section 3, we give a brief overview of ML techniques used for intelligent optical networks from three aspects: supervised learning, unsupervised learning, and reinforcement learning. Then, the researches of utilizing ML in optical networks control and resource management are discussed in Section 4, whilst Section 5 reviews how the ML techniques are used in the optical network monitoring and survivability tasks to support the network control. In Section 6, the challenges of applying ML and the possible solutions in optical networks are discussed. Finally, Section 7 concludes the paper. To explain it more explicitly, the structure of this survey is depicted in Fig. 1 . The learning paradigm of decision-making problems.
Machine Learning in Intelligent Optical Networks

Paradigms and Motivations of Applying Machine Learning in Optical Networks
This section summarizes the paradigms of applying machine learning in solving optical networks problems.
Besides, the motivations of applying ML are also analyzed in detail, from aspects of inherent ML characteristics and the optical network changes that can support ML applications.
System Architecture and Application Paradigms
The system architecture of optical networks incorporating ML is depicted in Fig. 2 (a) . To employ the MLbased methods in optical networks, an intelligent module that consists of Functional Elements (FEs) and ML agents should be deployed.
The FEs are responsible for information interaction between ML agent and physical optical networks. In FEs, Data Collection module collects raw data from the optical network, and Data Processing module preprocesses it to a certain data structure used by ML models. Network protocols and functions, should be modified to support FE on network data collection [17] and data processing.
The collected and preprocessed network data as well as network state information from FEs will be sent to ML agents for training. An ML agent may work in mainly three paradigms in optical networks: i) regression, ii) classification, and iii) decision-making. The workflows of these three paradigms are depicted in Fig. 2 .
Regression and classification problems are usually solved with supervised learning and unsupervised learning. As shown in Fig. 2 (b) , the ML model parameters are determined and iteratively optimized through learning algorithms with training datasets. The learning algorithms are methods that improve the model performance under a certain metric, such as Sequential Minimal Optimization (SMO) for Support Vector Machine (SVM) and backpropagation for neural networks [18] . The well-trained ML models are used in optical networks environments, with features as input, and output the regression and classification results.
In decision-making tasks, the ML models learn the optimal strategy through interacting with the environment (optical network), as is shown in Fig. 2 (c) . When an action is employed in the optical network environment, a reward is returned to the learning algorithm according to the performance of the action, and the strategies that a decision-making agent produces will be updated based on the reward. There is an iteration loop for optimal strategy learning. The learned optimal strategy decides which action to choose under a given specific state. Reinforcement learning is usually employed in decision-making problems.
Among optical networks tasks, resource allocation is usually modeled as decision-making or action selection problems, the network prediction and monitoring are usually modeled as regression and classification problems.
The important information of the works using ML techniques are summarized in Table 1 , Table 2 , and Table 3 .
The detailed discussion of specific work will be presented in section 4 and section 5. The usages of ML techniques in different optical networks tasks are summarized in Table 4 .
Motivation and Driven Factors
There are several motivations and driven factors to support the application of ML in optical networks, as follows.
Historical Data Utilization
In recent years, various kinds of statistic data on optical network management and monitoring is accumulated.
Then, how to fully use these historical data for optimizing network running become an important and emerging requirement. The traditional methods, such as Bayesian estimation methods and heuristic-based methods, usually lack of historical information usage, and only exploit current network state for optical network tasks. Also, these methods will face obvious performance degradation when there is a tiny noise or error in the samples being used.
When employing ML, e.g. in regression and classification tasks, a dataset that contains historical information is fed to the model, and the model learns inner relationship in the dataset. Then, the trained ML model contains the inner dependence and knowledge of historical data. As a result, ML-based method will be more robust and achieve more accurate performance against the data noise, and do not need to run the algorithm again when the network state changes in a slight range.
Reduce the Online Computation Requirements
Facing 5G and the related services, there is a serious challenge: on one hand, the emerging services (such as uRLLC) usually require low latency; and on the other hand, the dynamic nature of the traffic ask the network to be re-configured in real time accordingly. The conventional approaches usually need a lot of computation, which is not suitable for online network adjustment or reconfiguration. However, some ML techniques involve two stages, 
Reduce Feature Engineering and Expert Knowledge Requirement
For some optical network tasks, analytic methods have not been fully studied, and thus, only an approximate optical result will be given based on expert knowledge. However, with the utilization of Deep Learning [19] , which can automatically extract features from the origin data, feature-engineering step can be simplified. This can leave out requirements for professional domain knowledge and huge manual cost in feature engineering. Take OSNR monitoring with eye diagram as example, there is no explicit relationship between the pixels in eye diagrams and OSNR value, so that the ability of analytic method is limited. However, with DL [20] , the raw data can be directly input into the neural network and the feature can be automatically extracted from the raw data. The accuracy of DL-based model can meet the requirements.
Section 1, several communication systems are also empowered by ML.
In this section, we give a brief introduction of ML algorithms that have been used in optical networks. The ML algorithms are classified into three categories: supervised learning, unsupervised learning, and reinforcement learning.
Supervised Learning
In supervised learning, samples that consist of input vector and traget output values are input into ML models to infer a function mapping the inputs and outputs [32] . In the following, several supervised learning algorithms that are most used in optical networks will be introduced.
Support Vector Machine (SVM)
The SVM algorithm is mostly used for classification. In SVM, the training set includes m samples, with each sample has the form of (x i , y i ), with x ∈ R N and y ∈ {−1, 1}. The data can be separated by a hyperplane, as is shown in Fig. 3 (a), with the form of:
where w is the weight vector, and b is a scalar parameter [32] .
(a) (b) The algorithm aims to find a maximal margin hyperplane. The maximal margin means that, the hyperplane can separate the data into two classes. Meanwhile, the distance between the closest vectors to the hyperplane is maximal. The task of maximizing the margin is equivalent to minimizing the norm w 2 [32] ; thus, the optimization problem can be formulated as:
It is a convex quadratic programming with linear constraint. Lagrange multipliers can be introduced and the Lagrangian of the above optimization problem can be written as
where α k is the Lagrange multipliers [32] . And then, the dual problem can be described as
This convex quadratic programming can be solved with Sequential Minimal Optimization (SMO) efficiently [18] .
After determining the parameters, the decision function is computed as:
When the data cannot be linearly separated, kernel methods can be adopted in SVM to map the origin features from a low dimension to a higher dimension space and then, the data can be linearly separated in the higher dimension space. The hyperplane may not be linear in original space, as is shown in Fig. 3 (b). Gaussian Kernel is widely used as kernel in SVM [18] . Besides, when the data is too complex to use kernel method to generate nonlinear hyperplane, the δ-margin separating hyperplanes can be introduced which allow mis-classification at some samples and guarantee better generalization ability on the whole dataset.
Neural Networks (NNs)
NNs are effective tools when utilized in solving complex real-world problems. Its most beneficial properties include remarkable information processing ability, high parallelism, fault and noise tolerance, and strong generalization [33] . However, the disadvantages of NNs, such as sensitive to training hyper-parameters, overfitting and large computing resource requirement, should also be concerned. NNs can be divided into three types: ANNs, CNNs, and RNNs.
a) Artificial Neural Networks (ANNs)
An example of ANN consists of an input layer, one hidden layer, and an output layer, is shown in Fig. 4 . ANNs which have more than one hidden layer are also called Deep Neural Networks (DNNs). Hidden layer and output layer are composed of neurons which receive the input vector and computes the output value through a nonlinear activation function, respectively.
As shown in Fig. 4 , y l j is the output of the j th neuron in the l th layer, w l ji is the weight between the j th neuron in the l th layer and the i th neuron in the (l − 1) th layer, b l is the bias of l th layer, andŷ is the final output vector [34] . When adopting activation function in the format of sigmoid function as
the output y l j is given by
In the training process, the training performance should be evaluated by a loss function, such as the Mean Square Error (MSE): where K is the number of output neurons, andŷ and y k are output and target output of the sample k, respectively.
In general, the error backpropagation mechanism is used to reduce the MSE, and improve the training performance.
The update rule of weight w l ji is as:
where ∆w l ji = δ l j y l−1 i , η is the learning rate and δ l j is defined as
if layer l is the output layer
It involves gradient descent to update w and b in each updating iteration, and the iterative procedure will stop until the value of MSE is smaller than a certain threshold.
b) Convolutional Neural Networks (CNN)
Convolutional Neural Networks (CNNs) are invented to fully use the relative fixed pattern of local characteristics.
They are specialized kind of neural networks that deal with grid-like topology [19] . Three main approaches, including spares interactions, parameter sharing, and equivariant representations, are leveraged in CNNs to reduce complexity and improve performance [35] .
A CNN consists of convolution layers, pooling layers, and fully connected layers. Each convolution layer consists a set of kernels, and each kernel with a small receptive field is used to detect local features. As is depicted in Training frameworks, such as TensorFlow [36] , Caffe [37] , and Keras [38] , are powerful tools for setting up network architecture and CNN training. Besides, there have existed mature CNN architectures such as LeNet [39] , VGG [40] , and ResNet [41] , which have achieved great performance in image processing. Note that, these successful models can be used in optical networks tasks with fine tune procedure and then, a repetition of CNN network architecture design may be left out.
c) Recurrent Neural Networks (RNN)
To capture characteristics and dependence in sequence-form data, Recurrent Neural Networks (RNNs) are invented. RNNs are used for processing sequential data, such as audios, sentences, and texts, which are rich in contextual information. RNNs can map a sequence data to another sequence data with the uniform or non-uniform length [35] . As is depicted in Fig. 6 , in RNN, parameter sharing is realized by using previous outputs as the inputs.
Therefore, the output of RNN at a certain moment depend on all previous inputs [35] .
The most popular transformation of RNN is Long Short-Term Memory (LSTM) which introduces gated memory and internal self-loops to its hidden units. With such a granular internal processing unit, LSTM stores and update the contextual information efficiently. LSTM can overcome the weakness of conventional RNNs, such as the backpropagation gradient vanishing and blow-up issues [35] .
More improvement works in LSTM include Bi-directional LSTM (BLSTM) [42] , Gated Recurrent Unit (GRU) [43] , CNN combined with LSTM [44] , and LSTM with Attention mechanism [45] .
Unsupervised Learning
Unsupervised learning uses the unlabeled dataset for training. Basically, the goals of unsupervised learning include [18] :
• Clustering: Classifying data into different groups by according to the similarity among them, such as K-means.
• Dimensionality reduction: Projecting a high-dimensional data down to a low-dimensional space, such as Principal Component Analysis (PCA).
• Density and parameter estimation: Determining the distribution of data, or estimating unknown parameters in distribution, such as Expectation Maximization (EM). 
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In the following sub-sections, we will discuss K-means, and PCA, which both have been used in optical networks.
EM has been used in optical communications, such as signal detection [46] , and signal nonlinear compensation [47] , but to the best of our knowledge, it has not been used in optical networks yet.
K-means Clustering
K-means clustering is widely used for classification problems with unlabeled data. The "K" here refers to the number of clusters. A dataset in K-means clustering including m samples has the form of {x i } m i=1 with x ∈ R N . A set of N-dimensional vectors µ k is first introduced, where k = 1, · · · , K, is the prototype associated with the k th cluster. The goal of K-means is to minimize the inner-class distance J:
where r ik ∈ {0, 1} indicates whether x i belongs to the k th cluster. The optimal procedures are as follows [18] :
i) Initialize K cluster prototypes, in the form of µ k ∈ R N , k = 1, . . . , K.
ii) Assign each sample in the dataset to the nearest cluster. The distance indicator is Euclidean distance with the form:
Thus, the assignment rule is
iii) Update the cluster prototype µ k with
iv) Repeat step ii) and step iii) until there is no change in the assignments (or the maximum number of iterations is reached).
Although K-means clustering performs perfectly in practice, there are still some issues to be concerned when using it: i) There is no efficient method to pre-identify the number of clusters, and usually is predefined according to the problems. ii) The optimization procedure cannot guarantee converge to a global optimum. In practical applications, algorithms should be run several times with different starting point to get the optimal solution. iii)
K-means clustering is sensitive to noise and abnormal data [48] .
Principal Component Analysis (PCA)
PCA is usually used for data compression, dimensionality reduction, and feature extraction. PCA always plays a role as data pre-processing to reduce the complexity of subsequent tasks. The goal of PCA is projecting the original N-dimensional data onto an M-dimension space (M<N), with least information loss [18] .
The original data in PCA has the form of x i with x ∈ R N . To guarantee that the projected samples can be easily classified, the variance of new data should be maximized. To find the first principal component, considering the projection onto a one-dimensional space (M=1). The new component ξ 1 will be the linear combination of the original feature with the formulation:
where α 1 is an N-dimensional unit vector so that α 1 T α 1 = 1. The variance of ξ 1 is given by
where
The Lagrange multiplier λ 1 can be introduced and the goal is
By setting the derivative with respect to α 1 equals to zero, the maximization can be achieved when
This formulation indicates that α 1 and λ 1 is an eigenvector and an eigenvalue of the Σ , respectively. Then, the maximized variance is given by
The variance will be a maximum when setting α 1 as the eigenvector having the largest eigenvalue λ 1 .
The 
Reinforcement Learning
RL is widely used in control systems to optimize the decisions. It is a "rial-and-error" approach that the learning agents learn optimal decisions by interacting with the environment. The "trial-and-error" rule means RL agents make a trade-off between known decision exploitation and new decision exploration to achieve optimal policy.
As is shown in Fig. 7 (a) , a RL problem is characterized by the following parameters [49] :
• T : The set of iteration times. T includes a sequence of discrete time steps. At each time step t, the agent completes an iteration with the environment.
• S : The finite set S includes the possible states of the environment.
• A: The finite set A (s t ) is the set of actions available in state s t .
• p t (s t+1 |s t , a t ) denotes the state transition probability that environment transfer from s t to s t+1 under action
• π is the policy that map from S and action A. π (s, a) denotes the probability of acting a under state s.
In the t th iteration, the agent observes the current environment state s t , and chooses an action a t . After that, the environment transfers from the state s t to s t+1 following the probability p t (s t+1 |s t , a t ), and returns a reward r t (s t , a t ) according to the performance of a t .
The objective of the iterations is finding the optimal policy π * that maximizes the expected return. But in most cases, π * is determined by seeking the maximization of expected discounted return:
where γ ∈ [0, 1) is the discount rate.
The criteria to evaluate a policy π are state-value function V π (s) and action-value function Q π (s, a). A statevalue function V π (s) is the expected return when starting in s and following π, which can be defined as:
Similarly, action-value function Q π (s, a) is defined as the expected value of taking action a t in state s t under the policy π, which can be described as:
When the optimal policy π * is obtained, the V π (s) and Q π (s, a)will also be maximized as:
To optimize the policy π, three fundamental methods are provided: dynamic programming, Monte Carlo methods, and Temporal Difference (TD) learning [49] . Especially, Q-leaning in TD is widely used policy optimization.
It does not require the knowledge of the transition probability p t (s t+1 |s t , a t ), which is always hard to know in practice. The one-step Q-learning is defined as:
To achieve a convergence of Q * , all state-action pairs need to be continuously updated. This shows the exploration aspect of RL. ε-greedy method are adopted to seek a trade-off between exploration and exploitation. It will choose new action a with probability ε in each iteration even if another action a with a current optimal reward is already known. The ε-greedy policy selects action a as follows:
where a * c = arg max a∈A Q (s, a) is the current optimal action, but may not be the optimal action. U (A (s t )) is the discrete uniform probability distribution over the action set A (s t ), and a * (s) =∼ U (A (s t )) means selecting the action from total action set A (s t ) with an equal probability.
Deep Reinforcement Learning (DRL)
A practical decision scenario usually has a large state space and large action space. It is difficult for conventional In addition to deep Q-network, other strategies further improve the performance of DRL, including Policy Network and Monte Carlo Tree Search [51] . Framework for DRL are provided including TensorFlow [36] , OpenAI-Baseline [52] and PARL [53] .
Machine Learning for Intelligent Optical Networks Control and Resource Management
Optical networks are required to receive different service requests, and map upper-layer service requests to the underlying physical resources configurations with QoS guarantee. Thus, the optical networks should consider both traffic characteristics and resource management. In this section, the ML approaches which have been used in traffic prediction and resource allocation, will be reviewed. The important information of these works refer to Table 1 .
Optical Network Traffic and Resource Requirement Prediction
Traffic prediction can be used for network (re)configuration and resource (re)allocation in advance for future network traffic. With the predicted traffic value and future resource requirement, the network resources can be precisely allocated, and indeed the flexibility and agility of optical networks increase. The traffic in optical networks often presents certain regularity and periodicity, and the historical data of traffic is easy to obtain by operators. So, it is suitable use ML to fit the future traffic volume with input of traffic values in a history window. [64] [65] . In this section, applications of ML for simple routing tasks are presented. Note that, a further discussion of the joint resource assignment, include the assignment of route, wavelength, spectrum, and modulation format, will be reviewed in section 4.3.
Supervised Learning-based Routing
In supervised learning-based routing, the routing tasks are modeled as classification or regression problems. The training dataset are obtained from historical route sets or pre-computed routes with ILP.
In [59] , Graphic Probabilistic Routing Model (GPRM) which is based on Bayesian Network (BN) is presented to select less utilized links in an Optical Burst Switching (OBS) network to reduce Burst Loss Ratio (BLR) without affecting the end-to-end delay. A BN model is exploited at each node in the network, which determines the next hop according to a routing table updated by the BN. The routing table contains several tuples of input burst information vector, next hop, and its corresponding cost. The experimental results showed that the GPRM method achieves a lower burst loss ratio compared to the SPF method.
Troia et al. model the routing problem in SDN-based optical networks as a classification task to decide which routing plan is suitable for current traffic matrices [60] . Machine Learning Routing Computation (MLRC) module captures traffic matrices from networks using REST APIs, and classify the current traffic matrices into different classes, and each class corresponds to a pre-computed optimal routing solution. Net2Plan network optimization tools [66] are employed to compute the optimal routing sets under specific traffic metrices with Integer Linear Programming (ILP). Traffic metrices are input into the logistic regression model for training and the model output the optimal routing set. The advantage of MLRC is supporting real-time network configuration. Without the computation of solving ILP, the routing decision process can be accomplished in only 80ms, from traffic matrix acquirement to installing the flow rules in SDN.
In multi-domain network scenarios, the intra-domain network status is protected from exterior access for security and privacy considerations, and thus it is hard for centralized controllers to retrieve all network status inside domains.
To obtain a route without knowing intra-domain private network information, Zhong et al. use LSTM to learn the route generation rules from sparse historical route trajectories in multi-domain scenarios, and directly return a feasible inter-domain route [61] . The training input of LSTM are public available, such as traffic requests, historical route trajectories, and inter-domain link capabilities. The target output is the route set computed with BRPC.
The deep neural networks excavate the complicated relationship between public network status and optimal routes, and will not divulge the private domain information when generating routes.
Reinforcement Learning-based Routing
When employing RL in routing planning, the tasks are modeled as decision-making problems. In decision-making problems, the learning models interact with network environment to learn the optimal actions under specific network states. RL is usually used as optimal actions learning algorithm in decision making agents. approach for path selection in OBS, where all agents, which equipped at ingress nodes, consider actions of other nodes when making their own action [63] . In such scenario, agents will upload their Q-tables to a central server, which will check whether the optimal route of each node shares some common links. If the number of optimal routes which share the same link exceeds a threshold, this link may suffer heavy traffic and congestion. At this time, the second optimal route with the second largest Q-value in each node is selected for burst transmission. This method maximizes the joint utility function of all the agents in the network. Experiments results show that, the MARL has a lower burst loss probability and a higher link utilization compared with the single agent method in entire network.
Reinforcement Learning-based Deflection Routing in OBS
In OBS networks, the wavelength contention at intermediate nodes is the main cause of burst losses. There are mainly four methods for solving the wavelength contention problem: i) using Fiber Delay Lines (FDLs) to delay the blocked burst until there is an idle wavelength for transmission; ii) wavelength conversion when contention exists at the intermediate node [67] ; iii) burst segmentation method which segments the burst into two part with one part being dropped or forwarded on an alternate path, while the other part forwarded on the primary path [68] ; iv) deflection routing where only one burst is routed to its primary route while other bursts are switched to alternate routes. Due to the fact that the optical devices, such as FDLs and optical circuit, are not mature, which hinder the application of the first three methods, the deflection routing method is the hottest directions for solving wavelength contention in OBS networks [69] [70].
Belbekkouche et al. propose a RL-based Deflection Routing Scheme (RLDRS) to select an optimal deflection route dynamically toward a given destination [64] . Each node stores a series of Q-values, which represent its appreciation of a deflection output link to a certain destination, in a Deflection Table ( DT) for next hop selection when wavelength contention occurs. As is shown in Fig. 8 , each entry in the DT is indexed by the pair (destination, neighbor) and when the node x decides to deflect a burst, it chooses the next hop y with largest Q-value. Q-learning algorithm [49] is used to find the optimal policy as well as guarantee the convergence of the RL algorithm. RLDRS also considers the additional traffic caused by deflection routing which may degrade the network performance. To avoid extreme cases, for example, the burst is deflected for too many times, a maximum number of authorized deflections M axdf is set. When the total deflection number of a burst is larger than M axdf , the burst can be dropped to prevent excessive deflections.
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(2) nt of the maximum (namely, m Q-value, other than the ted p , with respect to a given alue associated with neighbor is the set of neighbors of node oss probability of each output l. To initialize the deflection alue corresponding to a given eighbor, say y , is computed the number of hops) between ghbor is y . Thus, we ensure y low or negligible, RLDRS feedback packet from y which contains a numerical value yx f defined in (3) ; this delay is not useful for the destination node, of the feedback packet (node x in this case), that will use its own delay to the destination node d (see (4) ).
Upon receipt of the feedback packet, node x updates its deflection table as shown in (4): )) ,
is the learning rate, xy B is the burst loss probability on the output link from node x to node y . It is measured using a time sliding window; at the end of each time window of duration , xy B is calculated as shown in (5) An extension of RLDRS, called IRLRCR, which integrates RLDRS with RLAR is presented in [62] . RLAR is adopted as the proactive approach to select routes, and RLDRS is adopted as the reactive approach to deflect the burst when wavelength contention occurs. Each node has only one lookup table, which is called Global Table. Global Table; and when the contention occurs, the RLDRS is used to select a deflection link with the second highest Q-value in the Global Table. The experiment results show that, the three schemes above (RLDRS, RLAR, and IRLRCR) achieve lower burst loss probability than the SPF and Shortest Path Deflection Routing (SPDR) which selects the neighbor node in the second shortest path towards the destination as the deflection node. However, these three methods result in a larger mean burst end-to-end delay compared to SPF method [62] .
Haeri et al. present a Predictive Q-learning algorithm for Deflection Routing (PQDR) in OBS [65] which is an extention of RLDRS [64] . PQDR holds the idea that: the ability of packets processing of each link is different, and thus, the time is different for each link to recover from congestion status to normal status. The PQDR introduces the recovery rate to predict the link status for calculating Q-value in RLDRS. In PQDR, the Q-value update does not only consider the probability of successful transmission and delay, but also takes the packets processing ability of each link into consideration. The comparison shows that, PQDR outperforms the RLDRS in burst loss probability and deflection ratio, but has a larger average end-to-end delay. That is because PQDR has five lookup tables, which make the Q-value update process more complicated [71] .
RWA and RSA in Optical Networks
Besides routing resources assignment, allocation of other resources is also an important issue. Especially for the optical networks, there are multiple types of resources to be assigned, such as wavelength, spectrum, and modulation format, which makes the resource allocation more complicated. In WDM networks, several wavelengths are transmitted in a single link. RWA problems refer to assign a route and an optical wavelength for each IP service flow [72] , while RSA aims to setup a lightpath with multiple spectrum slots for a flow transmission. Spectrum assignment refers to allocate suitable spectrum slots to the requested lightpath. RSA in EON is the equivalent problem to the RWA in WDM networks. The difference of RSA and RWA is due to the capability of the EON architecture to offer flexible spectrum allocation to meet the requested data rates [73] .
Both of RWA and RSA are NP-complete [74] . The problems are usually formulated as constrained optimization problems, such as Integer Linear Programming (ILP). Heuristics approaches, such as genetic algorithm and simulated annealing, are used to solve the problems [75] [76] . Recently, many researches leverage ML techniques to solve RWA and RSA problems. These works are introduced in this subsection.
Supervised Learning-based RWA
In [77] , the RWA problem is modeled as a multi-class classification problem and solved with logistic regression and DNN. The optimal RWA configurations are computed in advance through ILP, and Net2Plan network optimization tool [66] is used to obtain training samples. When training the logistic regression and DNN models, network states include topology, capacity, available wavelengths and the set of traffic demands, are input to the model, and the target output is the optimal RWA configuration to these states. The supervised learning model learns the relationships between network states and optimal optical RWA. With these learned relationships, computing the optimal solution with ILP is not necessary, which avoids high computational complexity. The computing of optimal RWA configuration by the above approach is time efficient and thus enable real-time network configuration.
Reinforcement Learning-based RWA
Kiran et al. present a RL-based path and wavelength selection method in OBS networks to minimize the burst loss probability by learning an optimal path to an egress node over time [78] . A RL agent is adopted at each ingress node. In path selection, since the learning function only installed in the edge nodes instead of intermediate nodes,
there is no deflection routing in this method. The SPF method is first exploited as the initial path algorithm at the beginning, and the learning agent will select a route with the largest Q-value in each time epoch. In wavelength selection, since the presence of wavelength converters are not assumed at the core nodes, the wavelength selection agents are also deployed at ingress nodes. The wavelength selection agent will select the wavelength with the largest Q-value. The Q-values in routing selection and wavelength selection agents are updated depending on rewards corresponding to whether a burst is transmitted successfully. Experimental results show that the RL-based RWA method outperform the SPF, hybrid path switching scheme DWNV [79] and Self-Learning (SL) scheme [80] .
Pointurier et al. consider the physical impairments in RWA [81] . In this method, each traffic should obey two constraints to avoid being blocked: wavelength continuity constraint and lightpath QoT constraint. Wavelength continuity constraint is that, each traffic should occupy only one wavelength during its transmission and cannot be converted; lightpath QoT constraint is that, the QoT of a lightpath should reach a certain threshold to be used. In
QoT evaluation, four physical impairments are considered: Inter-Symbol Interference, amplifier noise, inter-channel crosstalk, and node crosstalk, and BER is considered as the metric of the QoT. When a node choosing a lightpath with RL methods, the QoT of this lightpath is first examined and added into the candidate lightpath list only if it meets the QoT requirement. The method achieves a lower network blocking probability than the shortest path and uniform path selection schemes.
Reinforcement Learning-based RSA
In EON, the modulation format is also a reconfigurable parameter to meet the dynamic traffic requirements.
Chen et al. demonstrate routing, modulation format, and spectrum assignment in EON with DRL in [82] . The action set of DRL agent are predefined resources assignment schemes. A deep Q-network is built to learn the best RMSA policies from actions set considering EON states (topology, connectivity, and spectrum utilization) and lightpath requests. The first few layers of Q-network are in the form of CNN, which responsible for extracting features from the network and traffic states. The latter full connection layers in Q-network compute the Q-value using the features learned by convolutional layers.
Machine learning for Intelligent Optical Networks Monitoring and Survivability
The awareness of the network states and performance, which provides essential information for network control and management, is important. The Optical Performance Monitoring (OPM) obtains the physical layer performance related to optical signal, optical links, and devices. It gives the basic performance parameters of degradation and impairments. After getting the underlying performance, QoT in lightpath level can be estimated to provide reference information to resource assignment and service restoration. Failures in optical networks may cause severe performance degradation in upper layer of communication networks, such as IP layer. Thus, detection and localization of failure is important for optical networks maintenance to improve survivability. In this section, use cases of machine learning in optical network monitoring and survivability are reviewed. Table 2 and Table 3 briefly review the important information of these use cases.
Optical Performance Monitoring
Optical networks are operated at ultra-high data rates, so that a short service interruption caused by impairment in fiber or devices may result in large-scale packet loss. Therefore, an accurate and real-time OPM is essential to ensure network performance robust [83] .
The OPM techniques are used both in directly detected systems and digital coherent systems [84] . ML-based OPM are most used in directly detected systems where monitoring devices only use photodetectors to detect the intensity of the optical signal, or detect the electrical domain signal that transferred from the optical domain.
Most prevalent parameters that OPM concerns include Optical Signal-to-Noise Ratios (OSNR), Chromatic Dispersion (CD), Polarization Mode Dispersion (PMD), polarization-dependent loss, optical power, and fiber nonlinearity [84] . The performance degradation of these parameters will cause signal impairments.
In the following, a wide range of ML-based monitoring techniques for optical networks will be described. The work in [85] assumes the experiment systems are impairment-free in fibers itself, and do not consider the inherent impairments. Wu et al. extend the work in [85] , considering the impairments that experiment systems inevitably contain [86] . In such a system with impairments, it is more practical for OPM to focus on the monitored parameters (e.g. optical power, OSNR, CD, and GDG) changes from a baseline, rather than the absolute values of these parameters. Furthermore, a method for estimating time misalignment in RZ-QPSK using ANN is provided in [86] .
Neural Networks-based OPM techniques
The capture process of eye diagrams needs accurate clock recovery and corresponding complicated circuitries, which make monitoring more complex. Comparing to eye diagrams, Asynchronous Amplitude Histograms (AAHs) and asynchronous sampling diagrams do not need clock information and thus are more efficient to be used in OPM. 
Quality of Transmission Estimation
In real optical networks operations, large system margin should be allocated to cover all uncertainties in the networks to guarantee reliable optical connectivity. These redundancies which may cause a large waste of network
resources. An accurate monitoring of lightpath QoT can reduce the performance uncertainty, and thus reduce the redundant system margin to be allocated.
To overcome the complexity and time-consuming computations of conventional analytic QoT estimation methods, ML methods have been used to learn relationship between network status and QoT from historical dataset.
With ML-based accurate QoT estimation, capital expenditures (CAPEX) can be reduced.
Distinguished from section 4.1 that summarize the works monitoring the physical parameters of optical signals, this subsection emphasizes on estimating performance in the level of lightpath and channel, such as estimation of QoT of lightpath, and find relationships among channels and the links.
Lightpath QoT Estimation
Barletta et al. predict whether the Bit-Error-Rate (BER) of a lightpath meet the QoT requirement. This problem is modeled as a classification tasks, and random forest is employed as classifier [93] . A Case-based Reasoning (CBR) method is proposed to estimate the lightpath QoT and to classify the lightpaths into high-or low-quality categories in impairment-aware wavelength-routed optical networks [96] . The CBR [97] method stores a knowledge base to enable the network exploiting previous experiences to solve the classification problems. In this work, CBR method stores a knowledge database with each sample consists of a set of attributes that describe a lightpath and corresponding Q-factor value. The attributes of a new lightpath will be compared with each sample in the knowledge base, and the weighted Euclidean distance is computed to evaluate similarity between two lightpaths. The corresponding Q-factor of the lightpath in the knowledge base with the largest similarity is assigned to the new lightpath as its Q-factor. The lightpath Q-factor is compared to a Q-factor threshold (Qthreshold) for lightpath performance classification. The authors also discuss a CBR with a learning and forgetting techniques to optimize the knowledge base to decrease its complexity.
QoT Related to Channel Usage
In the scenario of WDM networks, the lightpath QoT is not only related to attributes of lightpath itselt, such as length and link number, but also related to channel usage status. The channel ON/OFF states will affect the total link performance, such as crosstalk. Thus, different ON/OFF states correspond to different QoT performance, and ML is suitable to find relationship between them.
Samadi et al. propose an ANN-based method to learn the relationship between the total OSNR value in a fiber
with the ON/OFF states of WDM channels [98] . The method does not require knowledge of fibers and Erbium Doped Fiber Amplifier (EDFA) specifications, only input with the ON/OFF states of the WDM channels, which is a 40-dimension 0-1vector in 40-channel WDM mesh network testbed. Two approaches are tested: i) deploying one neural network for whole optical network, and ii) one neural network for each node in network. Both approaches reach a relative low Root-Mean-Squared-Error (RMSE).
The power excursion of EDFA in optical networks will degrade the QoT of lightpath in WDM systems. It is a channel-dependent effect that related to channel ON/OFF states. Identifying the relationship between power excursion with channel usage information can give recommends for channel establishment and energy pre-adjustment to improve lightpath performance.
Huang et al. map the channel usage states to power excursion values in multi-span EDFA links using Kernelized Bayesian Regression (KBR) [99] . The authors define the Standard Deviation (STD) as the metric of power excursions level, and the main purpose of the estimation method is to lower the channels power STD. In the experiment environment with 24 DWDM channels, the input of the KBR model is a 24-bit array with each bit indicating an ON channel as 1, or an OFF channel as 0. The experiment shows that the STD prediction method achieves an accurate regression with low MSE.A further study investigates magnitude and correlation relationship between each channel state and EDFA power excursion, which is presented in [100] . The magnitude that each channel contributes to total EDFA power excursion is fit by ridge regression. And correlation means whether a rise in channels pre-EDFA power will increase or decrease the total EDFA power excursion, which is classified with logistic regression. The magnitude and correlation information are exploited for power adjustment to maintain power stability throughout the defragmentation process.
Failure Management
Failures in optical networks may cause network performance degradation and even huge data loss. There are mainly two kinds of failure management methods: reactive methods and proactive methods. In reactive methods, the network operators take actions when alarms occur. However, the data loss has already happened and the manual operation may not cope with massive alarms and invisible failures in aspects of flexibility and timeliness. Thus, the system should be designed in a proactive way, which can detect the potential failures and provide enough time for restoration actions [101] . Machine learning is a powerful tool for proactive failure detection, which learns the relationship between current network status and future network failures. In addition to failure prediction, it is also nontrivial to identify and localize the root-causes of failures for efficient and precise service maintenance and restoration [102] . In this subsection, the applications of ML techniques used in failures prediction, identification and localization will be reviewed. Vela et al. propose a data visualization method for failure localization with the aid of K-means [109] . To support human operation with monitored path BER data, the BER performance of paths and their change trends are visualized. Paths are clustered according to the max BER and BER trend with K-means approach, and different centroids are plotted in a 2D place. Different colors are assigned according to different BER performance for better representation to human operators.
Failure Prediction
Challenges and possible Solutions
Although applying ML for intelligent optical networks has achieved better efficiency and accuracy than many conventional methods, there still exists several challenges to be solved. In this section, challenges of applying ML for intelligent optical networks and possible solution will be discussed.
Open Dataset Access
Open datasets are crucial to applying ML because the performance of different methods can be compared based and is difficult to be compared with other works.
There are several hinders in collecting and opening dataset of the real optical networks. Firstly, in real network operations, large resource margins will be reserved to maintain a good performance. Therefore, there are few negative samples in real networks, and the datasets collected from the real environment may suffer data imbalance problem that the positive samples are much more than negative samples. Secondly, the real telecommunication data may face privacy issues, which make it difficult for Internet Service Providers (ISPs) to make dataset public.
Possible solutions: i) Standardize the process of data collecting, labeling, cleaning and anonymizing to reduce the costs of data processing, and keep the data with privacy. ii) Train the ML models with encryption mechanism, such as federated learning algorithm proposed in 2016 [110] , with which models can be trained without exact access to the data, and thus privacy can be guaranteed. Such method has been used in communication systems [111] .
Model Interpretability and Traceability
In operation and maintenance tasks of optical networks, monitoring results should be interpretable to operators, and configuration actions should have clear reasons to be taken. However, most ML algorithms work in a blackbox way. Although their training processes are open and transparent, the trained models are uninterpretable.
Without the interpretability, it may be difficult for network operators to troubleshoot the problems when network performance is not as good as expected.
In addition to interpretability, ML also lacks traceability, which focuses on tracing from output results back to input features. For example, a neural network model is used for optical device failure prediction, with input parameters include ambient temperature and usage time of the device. When the device is predicted to break down, it is not sure if it is because the ambient temperature is too high or the device has reached the end of its service life. Tracing the cause of failures is as important as finding them, because different failure reasons correspond to different operation actions.
Possible solutions: i) More interpretable models, such as logistic regression and tree-based ML model, should be employed with priority [112] . It is undeniable that, these models may be too simple to handle the complex problems in optical networks; however, it is still worthwhile to try these models first to find tradeoff between interpretability and performance. ii) Seek a balance between rule-based and data-driven methods. In optical networks, there have been existing explicitly known relationship and expert knowledge, so it is possible to exploit these relationships as built-in rules to construct learning models in a "top-down" approach, in which the whole structure of problem-solving is based on human knowledge, and ML only acts as submodule, such as value-fitting.
With these built-in rules, the interpretability of a ML model will be promoted.
Model Generalization Ability
Generalization ability is an important measure to evaluate a ML model, and is especially important when applying ML for intelligent optical networks environment. Because in the network problems, the trained ML model is tightly coupled with the network environment. The model can only target one network structure or scenario. If the network environment changes, the model retraining is necessary, which will be of great computational cost. 
Algorithm Computational Complexity
In real optical network scenario, there may be strict requirement for the timeliness of tasks. Thus, it is important for ML algorithms to reduce their computational complexity. However, only a small set of works analyze the ML feasibilities based on time complexity.
Besides, most of the previous experiments demonstrate the effectiveness of the proposed methods without time restriction. These optimal results were obtained assuming there is enough time for computation. However, real environment is usually time-sensitive, and a better comparison principle is to compare the suboptimal solutions of different algorithms under a given time threshold. [104] . ii) In decision-making tasks, suboptimal solutions should be allowed to balance the network performance and time consuming of action computation.
System Security and Reliability
The adoption of ML will increase the flexibility and automaticity of optical network and reduce the necessity of manual operations. However, ML models often work in a best-effort way, and do not provide performance guarantee, which may cause security and reliability issues. Security issues refer to inherent vulnerability in ML models, and reliability issues refer to performance degradation or errors of trained ML models. The lack of security and reliability guarantee may hinder the practical use of ML in real networks.
Possible solutions: i) Establish periodical model effectiveness evaluation mechanism and model performance degradation alarm mechanism. ii) In the system design stage, ML-aided mode is suggested to adopted instead of ML-dominate mode, and interfaces for manual intervention need to be reserved.
Reality Gap Between Simulation and Real Network
Most ML methods are demonstrated in a simulation environment or in small scale network, very few have been demonstrated in real optical network. It is difficult to test ML methods in the real network due to security and privacy concerns. However, how much characteristics of a real network can be emulated, and whether the model performance in emulation network is as same as in real network, are difficult to evaluate. These reality gaps may hinder the well-trained ML model under a simulation platform being used directly in real networks.
Possible solutions: i) Take more characteristics of real networks (both physical parameters and network effects) into consideration when building simulation platforms, to narrow the reality gap. ii) Although putting methods into practice is costly, more field tests are still worthy to be taken to evaluate the proposed methods in real networks.
Conclusion
As an inter-disciplinary blend, applying ML in optical networks is a promising approach to improve the performance of optical networks. In this paper, existing researches that apply ML for intelligent optical networks are reviewed. We begin our discussion with background and challenges of current communication networks and optical networks. Thereafter, three paradigms of ML (regression, classification, and decision-making) are discussed in detail. Motivations of using ML to build intelligent optical networks are analyzed from aspects of both inherent characteristics of ML algorithms and external enabling techniques. Then, ML algorithms which have been using in optical networks are reviewed. In the main part of this survey, various ML use cases in optical networks are reviewed from two categories, include optical network control and resource management, and optical network monitoring and survivability. Finally, we identify challenges that may be faced by future applications of ML for intelligent optical networks, and propose possible solutions to each challenge.
In summary, it is nontrivial to introduce intelligence into optical networks, and exploration of applying ML in intelligent optical network is on its rise. This paper attempts to investigate how ML techniques have been and should be used in optical networks. We hope that our discussion and exploration may provide convenient to researchers to apply ML in future intelligent optical networks. 
