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Abstract
Despite encouraging recent progresses in ensemble approaches, classification
methods seem to have reached a plateau in development. Further advances
depend on a better understanding of geometrical and topological charac-
teristics of point sets in high-dimensional spaces, the preservation of such
characteristics under feature transformations and sampling processes, and
their interaction with geometrical models used in classifiers. We discuss
an attempt to measure such properties from data sets and relate them to
classifier accuracies.
1 Introduction
Advances in ensemble learning have produced a significant rise in classification
accuracy from those achieved when only monolithic classifiers are known. How-
ever, after the past decade of development, most methods seems to have reached
maturity, so that no significant improvements are expected to result from incre-
mental modifications. Often, for a certain benchmark problem, one can see many
methods in close rivalry, producing more or less the same level of accuracy. Al-
though continuous attempts are being made on interpreting existing techniques,
testing known methods on new applications, or mix-matching different strate-
gies, no revolutionary breakthrough appears to be in sight. It almost seems that
a plateau has been reached in classification research, and questions like these
begin to linger in our minds: 1) have we exhausted what can be learned from a
given set of data? 2) have we reached the end of classifier development? and 3)
what else can be done?
Obviously we have not solved all the classification problem in the world – new
applications bring new challenges, many of which are still beyond reach. But do
these require fundamental breakthroughs in classification research? Or are these
“merely engineering problems” that will eventually be solved with more machine
power, or more likely, more human power to find better feature extractors and
fine tune the classifier parameters?
To answer these questions we need to know whether there exists a limit in the
knowledge that can be derived from a dataset, and where this limit lies. That is,
are the classes intrinsically distinguishable? And, to what extent are they distin-
guishable? These questions are about the intrinsic complexity of a classification
problem, and the match between a classifier’s capability to a problem’s intrinsic
complexity. We believe that an understanding of these is the only way to find out
about the current standing of classification research, and to obtain insights to
guide further developments. In this lecture we describe our recent efforts along
these lines.
2 Sources of difficulty in classification
We begin with an analysis of what makes classification difficult. Difficulties in
classification can be traced to three sources: 1) class ambiguity, 2) boundary
complexity, and 3) sample sparsity and feature space dimensionality.
Class ambiguity
Class ambiguity refers to the situation when there are cases in a classification
problem whose classes cannot be distinguished using the given features by any
classification algorithm. It is often a consequence of the problem formulation.
Classes can be ambiguous for two reasons. It could be that the class concepts
are poorly defined and intrinsically inseparable. An example for this is that the
shapes of the lower case letter “l” and the numeral “1” are the same in many
fonts (Figure 1(a)). Such ambiguity cannot be resolved at the classifier level, a
solution has to involve the application context.
There is another situation where the classes are well defined, but the chosen
features are not sufficient for indicating such differences (Figure 1(b)). Again,
there is no remedy at the classifier level. The samples need to be represented by
other features that are more informative about the classes. Class ambiguity can
occur for only some input cases. Problems where the classes are ambiguous for
at least some cases are said to have nonzero Bayes error, which sets a bound on
the lowest achievable error rate.
(a) The shapes of the lower case let-
ter “l” and the numeral “1” are the
same in many fonts. They cannot be
distinguished by shape alone. Which
class a sample belongs to depends on
context.
(b) There may be sufficient features
for classifying the shells by shape,
but not for classifying by the time
of the day when they were collected,
or by which hand they were picked
up.
Fig. 1. Ambiguous classes due to (a) class definition; (b) insufficient features.
Boundary complexity
Among the three sources of difficulties, boundary complexity is closest to the
notion of the intrinsic difficulty of a classification problem. Here we choose the
class boundary to be the simplest (of minimum measure in the feature space)
decision boundary that minimizes Bayes error. With a complete sample, the class
boundary can be characterized by its Kolmogorov complexity [10] [12]. A class
boundary is complex if it takes a long algorithm to describe, possibly including
a listing of all the points together with their class labels. This aspect of difficulty
is due to the nature of the problem and is unrelated to the sampling process.
Also, even if the classes are well defined, their boundaries may still be complex
(Figure 2). An example is a random labeling of a set of uniformly distributed
points, where each point has a definite label, but points of the same label are
scattered over the entire space with no obvious regularity. The only way to
describe the classes may be an explicit listing of the positions of the points with
the same label.
(a) (b) (c) (d)
Fig. 2. Classification problems of different geometrical complexity: (a) linearly sepa-
rable problem with wide margins and compact classes; (b) linearly separable problem
with narrow margins and extended classes; (c) problem with nonlinear class boundary;
(d) heavily interleaved classes following a checker board layout.
Kolmogorov complexity describes the absolute amount of information in a
dataset, and is known to be algorithmically incomputable [13]. Thus we resort
to relative measures that depend on the chosen descriptors. Specifically, we can
choose a number of geometrical descriptors that we believe to be relevant in
the context of classification. We then describe the regularities and irregularities
contained in the dataset in terms of the chosen geometrical primitives. We refer
to these descriptors as measures of the geometrical complexity of a dataset. This
would be sufficient for pattern recognition where most classifiers can also be
characterized by geometrical descriptions of their decision regions.
Sample sparsity and feature space dimensionality
An incomplete or sparse sample adds another layer of difficulty to a discrimi-
nation problem, since how an unseen point should share the class labels of the
training samples in its vicinity depends on specific generalization rules. Without
sufficient samples to constrain a classifier’s generalization mechanism, the deci-
sions on the unseen samples can be largely arbitrary. The difficulty is especially
severe in high dimensional spaces where the classifier’s decision region, or the
generalization rule, can vary with a large degree of freedom. The difficulty of
working with sparse samples in high dimensional spaces has been addressed by
many other researchers [3] [15] [17].
In practical applications, often a problem becomes difficult because of a mix-
ture of boundary complexity and sample sparsity effects. Sampling density is
more critical for an intrinsically complex problem (e.g. one with many isolated
subclasses) than an intrinsically simple problem (e.g. a linearly separable prob-
lem with wide margins), since longer boundaries need more samples to specify.
If the sample is too sparse, an intrinsically complex problem may appear decep-
tively simple, like when representative samples are missing from many isolated
subclasses. However, it can also happen that an intrinsically simple problem may
appear deceptively complex. An example is a linearly separable problem that ap-
pears to have a nonlinear boundary when represented by a sparse training set.
Thus, in lack of a complete sample, measures of problem complexity have to
be qualified by the representativeness of the training set. We will refer to the
boundary complexity computed from a fixed training set as apparent complexity.
With a given, fixed training set, there is little one can do to find out how
close the apparent complexity is to the “true” complexity. But this does not
prevent one to infer about the true complexity with some confidence, if some
weak assumptions on the geometry of the class distributions can be made. Here
we distinguish such assumptions from the more commonly adopted assumptions
on the functional form of class distributions (e.g. Gaussians) which can be overly
strong. By weak assumptions on class geometry, we mean those properties such as
local compactness of the point sets, local continuity and piecewise linearity of the
boundaries, all to be constrained by parameters specifying a small neighborhood.
We believe that even with very conservative assumptions on the geometrical
regularity, better uses of limited training samples can be made, and more useful
error estimates can be obtained than those derived from purely combinatorical
arguments emphasizing the worst cases. One should be able do these without
invoking strong assumptions on the functional form of the distributions.
3 Characterization of Geometrical Complexity
Among the different sources of classification difficulty, the geometrical complex-
ity of class boundaries is probably most ready for detailed investigation. Thus
in this lecture we focus on effective ways for characterizing the geometrical com-
plexity of classification problems.
We assume that each problem is represented by a fixed set of training data
consisting of points in a d-dimensional real space Rd, and that each training
point is associated with a class label. Furthermore, we assume that we have a
sparse sample, i.e., there are unseen points from the same source that follow the
same (unknown) probability distribution but are unavailable during classifier
design. The finite and sparse sample limits our knowledge about the boundary
complexity, thus we are addressing only the apparent geometrical complexity of
a problem based on a given training set. We discuss only two-class problems, be-
cause most of the measures we use are defined only for two-class discrimination.
An n-class problem produces a matrix of two-class values for each chosen mea-
sure. To describe n-class problems, one needs a way to summarize such matrices.
There are many ways to do so, possibly involving cost matrices. We acknowledge
that the summary by itself is a nontrivial problem.
One natural measure of a problem’s difficulty is the error rate of a cho-
sen classifier. However, since our eventual goal is to study behavior of different
classifiers, we want to find other measures that are less dependent on classifier
choices. Moreover, measures other than classifier error rates may give hints on
how the errors arise, which could lead to improvements in classifier design, and
give guidance on collection of additional samples.
Early in our investigations it became clear that there are multiple aspects
of a problem’s complexity that cannot be easily described by a single known
measure. Furthermore, while it is easy to construct different measures for various
characteristics of a dataset, an arbitrary measure may not necessarily correlate
well with any complexity scale of a reasonable notion. Such considerations led
us to an evaluation of many different types of measures under a control study,
where each measure is computed for a wide range of problems of known levels
of difficulty.
We constructed a feature (measurement) space for classification problems,
where each feature dimension is a specific complexity measure, and each prob-
lem, defined by a labeled training set, is represented by a point in this space.
Most of the individual measures came from the literature of both supervised
and unsupervised learning, with a few others defined by us. All measures are
normalized as far as possible for comparability across problems. The measures
we investigated can be divided into several categories:
1. Measures of overlaps in feaure values from different classes. These
measures focus on the effectiveness of a single feature dimension in separating
the classes, or the composite effects of a number of dimensions. They examine
the range and spread of values in the dataset w.r.t. each feature, and check
for overlaps among different classes (Table 1).
2. Measures of separability of classes. These measures evaluate to what
extent two classes are separable by examining the existence and shape of
the class boundary. The contributions of different feature dimensions are
summarized in a distance metric rather than evaluated individually (Table
2).
3. Measures of geometry, topology, and density of manifolds. These
measures give indirect characterizations of class separability. They assume
that a point class is made up of single or multiple manifolds which form
the support of the probability distribution of the given class. The shape,
position, and interconnectedness of these manifolds give hints on how well
two classes are separated, but they do not describe separability by design
(Table 3).
F1 maximum Fisher’s discriminant ratio
Fisher’s discriminant ratio for one feature dimen-
sion is defined as:
f = (µ1−µ2)
2
σ1
2+σ22
where µ1, µ2, σ1
2, σ2
2 are the means and vari-
ances of the two classes respectively, in that fea-
ture dimension. We compute f for each feature
and take the maximum as measure F1.
For a multi-dimensional
problem, not necessarily all
features have to contribute
to class discrimination. As
long as there exists one
discriminating feature, the
problem is easy. Therefore
the maximum f over all
feature dimensions is the
one most relevant to class
separability.
F2 volume of overlap region
Let the maximum and minimum values of
each feature fi in class cj be max(fi, cj) and
min(fi, cj), then the overlap measure F2 is de-
fined to be
F2 =
∏
i
MINMAXi−MAXMINi
MAXMAXi−MINMINi
where i = 1, ..., d for a d-dimensional problem,
and
MINMAXi = MIN(max(fi, c1),max(fi, c2))
MAXMINi = MAX(min(fi, c1),min(fi, c2))
MAXMAXi = MAX(max(fi, c1),max(fi, c2))
MINMINi = MIN(min(fi, c1),min(fi, c2))
F2 measures the amount
of overlap of the bounding
boxes of two classes. It is a
product of the per-feature
ratio of the size of the over-
lapping region over the size
of total occupied region by
the two classes. The vol-
ume is zero as long as there
is at least one dimension in
which the value ranges of
the two classes are distinct.
F3 maximum (individual) feature efficiency
In a procedure that progressively removes unam-
biguous points falling outside the overlapping re-
gion in each chosen dimension [4], the efficiency
of each feature is defined as the fraction of all re-
maining points separable by that feature. To rep-
resent the contribution of the feature most useful
in this sense, we use the maximum feature effi-
ciency (largest fraction of points distinguishable
with only one feature) as a measure (F3).
This measure con-
siders only separating hy-
perplanes perpendicular to
the feature axes. Therefore,
even for a linearly separa-
ble problem, F3 may be
less than 1 if the optimal
separating hyperplane hap-
pens to be oblique.
Table 1. Measures of overlaps in feaure values from different classes.
Many of these measures have been used before, in isolation, to characterize
classification problems. But there have been little serious studies on their ef-
fectiveness. Some are known to be good only for certain types of datasets. For
instance, Fisher’s discriminant ratio is good for indicating the separation be-
tween two classes each following a Gaussian distribution, but not for two classes
forming non-overlapping concentric rings one inside the other. It is our hope that
more measures used in combination will provide a more complete picture about
class separation, which determines the difficulty of classification.
L1 minimized sum of error distance by linear programming (LP)
Linear classifiers can be obtained by a linear pro-
gramming formulation proposed by Smith [16]
that minimizes the sum of distances of error points
to the separating hyperplane (subtracting a con-
stant margin):
minimize att
subject to Ztw + t ≥ b
t ≥ 0
where a, b are arbitrary constant vectors (both
chosen to be 1), w is the weight vector, t is an
error vector, and Z is a matrix where each column
z is defined on an input vector x (augmented by
adding one dimension with a constant value 1)
and its class c (with value c1 or c2) as follows:{
z = +x if c = c1
z = −x if c = c2.
The value of the objective function in this formu-
lation is used as a measure (L1).
The measure is zero for
a linearly separable prob-
lem. Notice that this mea-
sure can be heavily af-
fected by outliers that hap-
pen to be on the wrong side
of the optimal hyperplane.
We normalize this measure
by the number of points in
the problem and also by
the length of the diagonal
of the hyperrectangular re-
gion enclosing all training
points in the feature space.
L2 error rate of linear classifier by LP
This measure is the error rate of the linear clas-
sifier defined for L1, measured with the training
set.
With a small training set
this may be a severe under-
estimate of the true error
rate.
N1 fraction of points on boundary (MST method)
This method constructs a class-blind MST over
the entire dataset, and counts the number of
points incident to an edge going across the op-
posite classes. The fraction of such points over all
points in the dataset is used as a measure.
For two heavily interleaved
classes, a ma-
jority of points are located
next to the class boundary.
However, the same can be
true for a linearly separable
problem with margins nar-
rower than the distances
between points of the same
class.
N2 ratio of average intra/inter class NN distance
We first compute the Euclidean distance from
each point to its nearest neighbor within the class,
and also to its nearest neighbor outside the class.
We then take the average (over all points) of all
the distances to intra-class nearest neighbors, and
the average of all the distances to inter-class near-
est neighbors. The ratio of the two averages is used
as a measure.
This compares the within-
class spread to the size of
the gap between classes. It
is sensitive to the classes
of the closest neighbors to
a point, and also to the
difference in magnitude of
the between-class distances
and that of the with-class
distances.
N3 error rate of 1NN classifier
This is simply the error rate of a nearest-neighbor
classifier measured with the training set.
The error rate is esti-
mated by the leave-one-out
method.
Table 2. Measures of class separability.
L3 nonlinearity of linear classifier by LP
Hoekstra and Duin [9] proposed a measure for the
nonlinearity of a classifier w.r.t. to a given dataset.
Given a training set, the method first creates a
test set by linear interpolation (with random coef-
ficients) between randomly drawn pairs of points
from the same class. Then the error rate of the
classifier (trained by the given training set) on
this test set is measured. Here we use such a non-
linearity measure for the linear classifier defined
for L1.
This measure is sensitive
to the smoothness of the
classifier’s decision bound-
ary as well as the over-
lap of the convex hulls of
the classes. For linear clas-
sifiers and linearly separa-
ble problems, it measures
the alignment of the deci-
sion surface with the class
boundary. It carries the ef-
fects of the training proce-
dure in addition to those of
the class separation.
N4 nonlinearity of 1NN classifier
This is the nonlinearity measure, as defined for
L3, calculated for a nearest neighbor classifier.
This measure is for the
alignment of the nearest-
neighbor boundary with
the shape of the gap or
overlap between the convex
hulls of the classes.
T1 fraction of points with associated adherence subsets retained
This measure originated from a work on describ-
ing shapes of class manifolds based on a notion
of adherence subsets in pretopology [11]. Simply
speaking, it counts the number of balls needed to
cover each class, where each ball is centered at a
training point and grown to the maximal size be-
fore it touches another class. Redundant balls ly-
ing completely in the interior of other balls are re-
moved. We normalize the count by the total num-
ber of points.
A list of such balls is a com-
posite description of the
shape of the classes. The
number and size of the
balls indicate how much
the points tend to cluster
in hyperspheres or spread
into elongated structures.
In a problem where each
point is closer to points of
the other class than points
of its own class, each point
is covered by a distinctive
ball of a small size, result-
ing in a high value of the
measure.
T2 average number of points per dimension
This is a simple ratio of the number of points
in the dataset over the number of feature dimen-
sions.
This measure is included
mostly for connection with
prior studies on sample
sizes. Since the volume of
a region scales exponen-
tially with the number of
dimensions, a linear ratio
between the two is not a
good measure of sampling
density.
Table 3. Measures of geometry, topology, and density of manifolds.
4 Datasets for Validating Complexity Measures
We evaluated the effectiveness of the complexity measures with two collections of
classification problems. The first collection includes all pairwise discrimination
problems from 14 datasets in the UC-Irvine Machine Learning Depository [2].
The datasets are those that contain at least 500 points with no missing values:
abalone, car, german, kr-vs-kp, letter, lrs, nursery, pima, segmentation, splice,
tic-tac-toe, vehicle, wdbc, and yeast. Categorical features in some datasets are
numerically coded. There are altogether 844 two-class discrimination problems,
with training set sizes varying from 2 to 4648, and feature space dimensionality
varying from 8 to 480. Using the linear programming procedure by Smith [16]
(as given in the description of the L1 measure in Table 2), 452 out of the 844
problems are found to be linearly separable. The class boundary in each of these
problems, as far as the training set is concerned, can be described entirely by the
weight vector of the separating hyperplane, so by Kolmogorov’s notion these are
simple problems. Thus a valid complexity measure should place these problems
at one end of its scale.
The second collection consists of 100 artificial two-class problems each having
1000 points per class. Problem 1 has one feature dimension, problem 2 has two,
so forth and the last problem contains 100 features. Each feature is a uniformly
distributed pseudorandom number in [0, 1]. The points are randomly labeled,
with equal probability, as one of two classes. Therefore, these are intrinsically
complex problems, and they are expected to locate at the other end of any
complexity scale.
We studied the complexity measures on the distribution of these three groups
of problems, namely, (1) UCI linearly separable, (2) UCI linearly nonseparable,
and (3) random labelings. A single measure is considered useful for describing
problem complexity if the three groups of problems are separable on its scale, and
a set of measures are considered useful if the groups of problems are separable
in the space spanned by the set.
5 Key Observations
The distribution of the three groups of classification problems in this 12-dimensional
complexity space displays many interesting characteristics. A detailed descrip-
tion of the observations in this study can be found in [6]. Here we summarize
the main findings.
5.1 Continuum of problem locations in complexity space
The first remarkable observation in this study is that the datasets fall on a
continuum of positions along many dimensions of the complexity space. Even
though there have been no special selection criteria imposed on these naturally
arising datasets, we find that the problems cover a large range of values in al-
most all the chosen complexity scales. This reminds us of the challenges in the
practice of pattern recognition: to pursue a good match of methods to prob-
lems, we must make sure that the classifier methodology we choose is robust to
variations in these problem characteristics, or we must understand the nature of
the dependence of classifier behavior on such variations. Without accomplishing
either, applications of classifiers to problems are nothing but a blind match, and
there is little hope of ensuring highest success.
A more encouraging observation is that many of the real-world (UCI) datasets
are located far away from the random labelings, suggesting that these practical
problems do indeed contain some intrinsic, learnable structure.
Interestingly, there is substantial spread among the random labelings of dif-
ferent dimensionality. While there is no obvious explanation for how dimen-
sionality affects their intrinsic difficulties, closer examination of the differences
suggests that this is more an effect of differences in apparent complexity due to
different sampling densities, since these datasets all have the same size while the
volume of the space increases exponentially with dimensionality.
5.2 Effectiveness of individual measures in separating problems of
known levels of difficulty
The concentrations of the three groups of datasets (UCI linearly separable, UCI
linearly nonseparable, and random labelings) in different regions in the com-
plexity space suggest that many of the measures can reveal their differences. As
a stand-alone scale of complexity, several measures (F1,F2,F3,L2,L3) are espe-
cially effective in separating at least two of the three groups, with the easiest set
(UCI linearly separable) and the most difficult set (random labelings) occupying
two opposite ends of the scale. However, none of the measures can completely
separate the three groups with no overlaps. Some measures, such as N4 and T2,
are especially weak when used in isolation.
5.3 Distorted nearest neighbor error rates of sparse datasets
The nearest-neighbor related measures (N1,N2,N3) have almost the same dis-
criminating power for the three groups, except for a few peculiar cases where the
training set consists of only 2 or 3 points. For those extremely sparse datasets,
although the class boundary (for the training set) is linear, the nearest neigh-
bors are almost always in a wrong class, thus the nearest-neighbor error rate
becomes very high. This is an artifact of the leave-one-out estimate. However, it
also suggests that a single error rate, even that of a simple and well-understood
classifier, may tell a distorted story about the data complexity.
5.4 Pairwise Correlations between complexity measures
Bivariate plots of the distributions show that some pairs of measures, such as
L2 and L3, or N1 and N3, are strongly correlated, while little correlation is seen
between many other pairs (Table 4). The existence of many uncorrelated pairs
suggests that there are more than one independent factors affecting a problem’s
complexity.
An examination of the correlation between L2 (linear classifier error rate)
and N3 (nearest neighbor error rate) and between each of these two measures
and others suggests that these error rates are not perfectly correlated, nor are
they always predictable by an arbitrary measure. This reconfirms the risk of
relying on simple classifier error rates for complexity measurement. These two
classifiers, operating on very different principles (linearity versus proximity),
have difficulties caused by different characteristics of a problem (Figure 3).
Some measures, while on their own are very weak in separating all three
groups of problems, can reveal the group differences when used in combination
with other measures (Figure 4). This demonstrates the importance of examining
the multiple aspects of a problem’s complexity jointly.
The measure T1, while on its own being a strong separator of the three
groups, characterizes a very different aspect of complexity from others as evi-
denced by its weak correlation with others. Inspection of the plots involving T1
and others suggests that while the shapes of the classes can vary a lot across
different problems, it is less relevant to classification accuracy than the shapes
of the class boundaries.
F1 F2 F3 L1 L2 L3 N1 N2 N3 N4 T1 T2
F1 1.00 -0.02 0.06 -0.01 -0.02 -0.02 0.07 0.01 0.14 -0.02 0.03 -0.03
F2 1.00 -0.53 0.07 0.91 0.91 0.69 0.71 0.61 0.17 0.28 0.19
F3 1.00 -0.24 -0.65 -0.62 -0.39 -0.69 -0.29 -0.40 -0.68 -0.28
L1 1.00 0.33 0.32 0.37 0.37 0.28 0.53 0.18 -0.10
L2 1.00 1.00 0.78 0.81 0.67 0.47 0.37 0.16
L3 1.00 0.78 0.81 0.67 0.46 0.35 0.16
N1 1.00 0.76 0.96 0.49 0.39 -0.02
N2 1.00 0.68 0.51 0.55 0.12
N3 1.00 0.38 0.38 -0.04
N4 1.00 0.28 0.30
T1 1.00 0.17
T2 1.00
Table 4. Correlation coefficients between each pair of measures.
5.5 Principal components of the complexity space
A principal component analysis using the distribution of the problems in the 12-
dimensional space shows that there are six significant components each explain-
ing more than 5% of the variance. Among these, the first component explains over
50% of the variance, and comprises even contributions from F2,L2,L3,N1,N2, and
N3. It is a combination of effects of linearity of class boundaries and proximity
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Fig. 3. Error rates of linear and nearest-neighbor classifiers, and the measures they are
most strongly correlated with. (⋄: UCI linearly separable problems; +: UCI linearly
nonseparable problems; ✷: random labelings)
between opposite class neighbors. The next 3 components explain 12%, 11% and
9% of the variance respectively, and can be interpreted as (PC2:) a balance of
within-class and between-class scatter, (PC3:) the concentration and orientation
of class overlaps, and (PC4:) within-class scatter. For a more detailed discussion
of these components, as well as for the trajectory traced in the PC projection
by an example series of problems with controlled class separation, we again refer
readers to [6].
6 Studies of Problems and Classifiers Using Complexity
Measures
A complexity measurement space like this has many potentially interesting uses.
For a particular application domain, the scales of complexity can help determine
the existence of any learnable structure, which can be used to set expectations on
automatic learning algorithms. They can also be used to determine if a particular
dataset is suitable for evaluating different learning algorithms.
The measures can be used to compare different problem formulations, includ-
ing class definitions, choice of features, and potential feature transformations.
They can be used to guide the selection of classifiers and classifier combination
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Fig. 4. Groups of problems that overlap heavily on an individual complexity scale
may show clear separation in the interaction of the effects. (⋄: UCI linearly separable
problems; +: UCI linearly nonseparable problems; ✷: random labelings)
schemes, or control the process of classifier training. A use of these measures for
comparing two methods for decision forest construction is reported in [7].
Regions occupied by datasets on which classifiers display homogeneous per-
formances can be used to outline the domain of competences of those classifiers,
with the expectation that performances on new datasets falling in the same re-
gion can be predicted accordingly. Regions where no classifiers can do well may
be characterized in detail by the complexity measures, which could lead to new
classifier designs covering those blind spots. In [14] we report a study of the
domain of competence of XCS, a genetic algorithm based classifier.
One may wish to study the distribution of all classification problems in this
space. An empirical approach will be to seek a representation of the distribution
by a much larger collection of practical problems. A theoretical approach will
be more challenging; it involves reasoning about regions in this space that are
possible or impossible for any dataset to occupy. The identification of such re-
gions will require a better understanding of constraints in high-dimensional data
geometry and topology. The intrinsic dimensionality of the problem distribution
will give more conclusive evidence on how many independent factors contribute
to a problem’s difficulty.
7 Conclusions
We describe some early investigation into the complexity of a classification prob-
lem, with emphasis on the geometrical characteristics that can be measured di-
rectly from a training set. We took some well known measures from the pattern
recognition literature, and studied their descriptive power using a collection of
problems of known levels of difficulty. We found some interesting spread among
the different types of problems, and evidence of existence of independent factors
affecting a problem’s difficulty. We believe that such descriptors of complexity
are useful for identifying and comparing different classes of problems, character-
izing the domain of competence of classifier or ensemble methods, and in many
ways guiding the development of a solution to a pattern recognition problem.
These are our first steps towards developing elements of a language with
which we can talk more precisely about properties of high dimensional datasets,
especially those aspects affecting classifier performances. We believe this is nec-
essary for classification research to advance beyond the current plateau. Finally,
we believe that such abstract studies are best coupled with tools for interactive
visualization of a dataset, so that an intuitive understanding may be obtained
on how the complexity arises from a particular problem [8].
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