The aim of this paper is to describe an e cient adaptive strategy for discretizing ill-posed linear operator equations of the rst kind: we consider Tikhonov-Phillips regularization x = (A A + I) ?1 A y with a nite dimensional approximation A n instead of A. We propose a sparse matrix structure which still leads to optimal convergences rates but requires substantially less scalar products for computing A n compared with standard methods.
Introduction
The aim of this paper is to describe an adaptive strategy for discretizing ill-posed linear operator equations of the rst kind Ax = y: (1) We assume that only perturbed data y with k y ? y k is available. More precisely, we consider Tikhonov-Phillips regularization x = (A A + I) ?1 A y (2) This work has been partially supported by the DFG under grant MA 1657/1{2
where the regularization parameter is chosen according to Morozov's discrepancy principle, i.e. one determines the largest 2 f m = q m 0 jm = 0; 1; ::g s.t.
jjAx ? y jj d :
Any numerical realisation requires to carry out all computations with a nite dimensional approximation A n instead of A. The choice of the approximation A n determines the accuracy as well as the overall complexitiy of the algorithm. The complexity of the algorithm has to be measured in two categories: 1) the number of scalar products required to compute A n , 2) the number of matrix{vector{multiplications {weighted by the number of non{zero entries of A n { required to compute (2) . Several authors have investigated approximations of the type A n = QAP ; where P and Q denote orthogonal projections onto suitable nite dimensional subspaces. These investigations aim at minimizing the dimensions of the subspaces. E.g. 16] treats discretizations of this type for general projection methods and 12] investigates discretizations for Tikhonov regularization. A recent publication 7] also exploits the strutcure of the resulting linear systems for di erent values of in order to construct e cient CG-methods for solving (2) . However, all these publications link the level of approximation to the data error only, i.e. A n is kept xed for all which have to be tested. A rst adaptive strategy, which linked the level of approximation to the value of m by jjA n ? Ajj c p p ; was suggested in 10] . There the approximations were obtained by wavelet techniques in order to obtain sparse approximations. This allows for an e cient computation of the matrix-vector multiplications needed for determining x m . From a numerical point of view an e cient algorithm for computing the approximation A n is equally important. This e ciency (or complexity of type 1) is measured by the number of scalar products required to compute A n . This number is called the required amount of discrete information.
If A n is obtained from a 2 n {dimensional approximation space V n = spanf' j j j = 1; 2; ::; 2 n g ; then standard methods require the evaluation of 2 2n scalar products < ' i ; A' j > for computing A n . This is the case even for wavelet{approximations if no further assumptions on the structure of A, e.g. convolution operator or weakly singular integral operators with known degree of singularity 2, 3], can be exploited.
The computation of such scalar products would be cheap if a singular value or a wavelet{vaguelette decomposition of A 5, 4] would be available. However the computation of these decompositions is in general as costly as solving 2 n linear systems of dimension 2 n . An elegant and e cient approximation was proposed in 14]. The number n has to be even in this approach, i.e. the dimensional index is replaced by 2n:
A disc = A n = 2n X j=1 (P j ? P j?1 )AP 2n?j + P 0 AP 2n ; (3) where P j denotes the orthogonal projection onto a suitable 2 j { dimensional subspace. This idea amounts to computing only a small fraction of the coefcients of the matrix A n . The idea of this paper is to combine the approaches in 14] and 10], ie. to combine the discretization (3) with an adative strategy for choosing n depending on and . This strategy still yields optimal convergence rates but requires substantially less scalar products for computing the discretized operators, i.e. these methods require a smaller amount of discrete information. (6) with a constant c r 1 and where P j : H ! V j is the orthogonal projection onto subspace V j , i.e.
Here j = f' j;k : k = 1; 2; : : : ; dimV j g denotes an orthonormal basis of V j ; j?1 j . Now we de ne the class of equations (1) which will be considered in the sequel. First of all it will be assumed that the operators A have some smoothness with respect to the family of subspaces H r ; r 2 (0; 1). Namely, A 2 H r = fA : kAk H!H r + kA k H!H r g; 1:
Here A denotes the adjoint operator of A : H ! H, i.e. (f; Ag) = (A f; g) for any f; g 2 H.
Now we present a rather simple example to illustrate the assumptions described above. We consider an integral equation
The underlying spaces and projections are chosen as follows. As Hilbert space H we take the space L 2 (0; 1) with the usual norm and inner product.
As H r we take the Sobolev space W r 2 (0; 1) of functions f(t) having square- We shall study the equation (1) with A 2 H r . On the other hand, from the condition (7) one sees that A 2 H r is a compact linear operator acting from H to H and so it is not continuously invertible. In this setting the problem (1) is ill-posed, that is, its minimum norm solution x y does not depend continuously on the right-hand side y. Small perturbation y of the exact but unknown data y may cause dramatic changes in x y .
The usual discussion of the order of accuracy of solution techniques for (1) is done under the assumptions that the minimum norm solution x y lies in the range of (A A) ; > 0; that is x y = (A A) v; kvk H ; (9) and the perturbed data y satis es ky ? y k H with an a priori known noise level > 0. From 17] , 18] it follows that under these assumptions for any solution technique the best possible order of accuracy in the power scale is 2 =(2 +1) . Therefore in the sequel we shall consider the class r; ; of equations (1) (1) has the form (9). 3 Morozov's discrepancy principle for the standard projection methods with a predetermined level of discretization
Traditionally the discretization of problem (1) is done by a Galerkin method. This means that instead of (1) we consider now the equation A disc x = P m y ; (10) where A disc = P m AP n . But if (1) is ill-posed, i.e., the solution x is not a continuous function of the data y, regularization techniques are required for solving (10) . In this paper we consider Tikhonov-Phillips regularization. In this method a solution of (10) , and hence of (1), is approximated by a solution x ;m;n of the equation x + A disc A disc x = A disc y : (11) Note that nding on element x ;m;n reduces to solving a system of minfdimV m ; dimV n g linear algebraic equations.
One of the most widely used strategies for choosing the regularization parameter is Morozov 
If there is no min such that (12) holds, then choose = min . The following theorem allows us to estimate the e ciency of the traditional approach to discretization (10){(12).
Theorem 1 16] . Let the parameter be chosen according to the discrepancy principle (12) . If equation (1) Denote by card(IP) the number of inner products of the form (' m;k ; A' n;k ) and (' m;k ; y ); (13) required to construct an approximate solution x ;m;n realizing the optimal order of accuracy for all 2 (0; 1=2]. Then by virtue of (5) card(IP) = dimV m (dimV n + 1) 2 s(m+n) ?2s=r : (14) 4 An adaptive discretization scheme So far we have discussed to which extend A may be replaced by a discretized operator A disc , where A disc is kept xed for all possible values of the regularization parameter . However since we choose by testing di erent values of the regularization parameter we would like to link the amount of discrete information card(IP) to . This will allow us to use coarser discretizations for large values of and to obtain the optimal order of accuracy in the power scale 2 =(2 +1) using an amount of discrete information of the form (13) Let us consider the discretization scheme within the framework of which A disc = A n = 2n P j=1
(P j ? P j?1 )AP 2n?j + P 0 AP 2n = = 2n P j=1 P 2n?j A(P j ? P j?1 ) + P 2n AP 0 : (15) Note that this scheme was used earlier in 15], p.295, for discretizing second kind operator equations (well-posed problems). This discretization uses a discretization space of dimension 2 2n but computes only a small fraction of the scalar products required to compute the standard discretization P 2n AP 2n .
To be more precise, this approximation incorporates the full discretization P m AP m only for m = n and adds some coe cients describing the mixing of high and low frequency components by the action of A.
In the sequel we need the lemma Then by virtue of (16), (18) we obtain the assertion of the lemma.
Let us study the approximation properties of Tikhonov-Phillips algorithm with a parameter selection according to discrepancy principle which has the following form: 
Equation (9) The assertion of the lemma follows from (24){(27). We now continue to analyse the convergence properties of the proposed adaptive scheme by following the standard lines of proof; i.e. we rst show that the proposed stopping criterion with noisy data yields a regularization parameter which would have been also obtained by a related discrepancy principle with perfect data. Lemma 3 Let us denote by card(Eq) the number of linear algebraic equations in the system corresponding to (22). Using the representation A n = n P j=1 (P j ? P j?1 )AP 2n?j + n P j=1 P 2n?j A(P j ? P j?1 )+ +P 2n AP 0 + P 0 AP 2n ? P n AP n and (5) we get the estimate card(Eq) = rankA n = rankA n rank n P j=1 (P j compare the results of the full discretized operator A n = P n AP n with those obtained with our algorithm (19){(23). The discrepancy principle was used in both cases with d = 2 and the sequence of regularization parameters m = q m 0 was obtained with 0 = 1 and q = 0:8. Moreover the constant 4c ?1 r; ; in equation (19) was set to 1 for simplicity.
The discretization spaces V j were obtained as in Chapter 2 with the Haarwavelet basis, i.e. s = 2 gives the desired level of approximation. The proposed adaptive scheme shows its advantage for small noise levels, i.e. for comparatively large dimensions n. Figure 2 displays the reconstructions with both methods for a noise level of 0; 5%, the reconstruction error jjx y ? x ;n jj was 0:0145 for the adaptive scheme and 0:0165 for the full discretization. However the number of scalar products required to construct the discretized matrix A n was 764 compared to 16384. Table 1 displays the results for di erent noise levels, the value of "dimension" refers to nest level of discretization, which was used for the nal value of . Table 1 : The adaptive discretization scheme shows its advantage for small noise levels, the computation of A n requires substantially less scalar products, despite the smaller value of the , which was determined by Morozov's discrepancy principle. 
