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A Space-Time Cut Finite Element Method with
quadrature in time
Sara Zahedi
Abstract We consider convection-diffusion problems in time-dependent domains
and present a space-time finite element method based on quadrature in time which
is simple to implement and avoids remeshing procedures as the domain is moving.
The evolving domain is embedded in a domain with fixed mesh and a cut finite
element method with continuous elements in space and discontinuous elements in
time is proposed. The method allows the evolving geometry to cut through the fixed
background mesh arbitrarily and thus avoids remeshing procedures. However, the
arbitrary cuts may lead to ill-conditioned algebraic systems. A stabilization term
is added to the weak form which guarantees well-conditioned linear systems inde-
pendently of the position of the geometry relative to the fixed mesh and in addition
makes it possible to use quadrature rules in time to approximate the space-time in-
tegrals. We review here the space-time cut finite element method presented in [13]
where linear elements are used in both space and time and extend the method to
higher order elements for problems on evolving surfaces (or interfaces). We present
a new stabilization term which also when higher order elements are used controls the
condition number of the linear systems from cut finite element methods on evolv-
ing surfaces. The new stabilization combines the consistent ghost penalty stabiliza-
tion [1] with a term controlling normal derivatives at the interface.
1 Introduction
Finite Element Methods (FEM) are well known for efficiently solving Partial Dif-
ferential Equations (PDEs) in complex geometries. However, when the geometry is
moving a remeshing procedure is needed to fit the mesh to the evolving geometry.
In for example simulations of multiphase flow phenomena the evolving geometry
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can be the interface separating two immiscible fluids or the domain occupied by one
of the fluids. Topological changes such as drop-breakup or coalescence occur and
the remeshing process is both complicated and expensive, especially in three space
dimensions. In [13] and [15] we therefore present cut finite element methods that,
contrary to standard FEM, allow the evolving geometry to be arbitrarily located with
respect to a fixed background mesh.
In Cut Finite Element Methods (CutFEM) the domain where the PDE has to
be solved is embedded in a computational domain with fixed background mesh
equipped with a standard finite element space and one uses the restriction of the
basis functions to the so called active mesh where the bilinear forms associated
with the weak formulation are evaluated. A stabilization term is added in the weak
form to ensure well-conditioned linear systems independently of the position of the
geometry relative to the background mesh.
In [15] the strategy is to follow characteristics to fetch information from inter-
faces at previous time steps. Error estimates are derived in the L2-norm for a con-
vection diffusion equation on a moving interface. The method is only first order
accurate in the L2-norm. In [13] the strategy is instead to use a space-time finite
element method and the present contribution is built on this idea. Compared to prior
work on Eulerian space-time finite element methods such as [11, 19, 21, 23] a stabi-
lization term is added to the weak formulation. Due to this stabilization the method
in [13] has the following characteristics: 1) the linear systems resulting from the
method have bounded condition numbers independently of how the geometry cuts
through the background mesh; 2) the implementation of the method can be based
on directly approximating the space-time integrals using quadrature rules for the in-
tegrals over time. Due to the second point, provided that a method for the represen-
tation and evolution of the geometry is available, it is straightforward to implement
the space-time CutFEM in [13] starting from a stationary CutFEM. This makes the
implementation convenient when going to higher order elements and coupled bulk-
surface problems. A space-time unfitted finite element method using the trapezoidal
rule to approximate the integral over time was proposed and studied in [11] but the
method failed to converge in case of moving interfaces. We note that no stabilization
was used in [11].
In this contribution we review the space-time method in [13] for solving convection-
diffusion equations modeling the evolution of surfactants and extend the method to
higher order elements for problems on moving interfaces. A new stabilization term
is proposed which in contrast to the stabilization term in [13] leads to linear sys-
tems with condition numbers scaling as O(h−2) for linear as well as higher order
elements.
The remainder of this contribution is outlined as follows. We start with a sur-
face problem in Section 2. We state the surface PDE in 2.1 and present the space-
time CutFEM and the new stabilization term in Section 2.2. Implementation aspects
are discussed in Section 2.3 and we show numerical examples using both linear
and higher order elements in Section 2.4. Next we consider a coupled bulk-surface
problem. We present the computational method, implementation aspects, and a nu-
merical example from [13] in Section 3.1-3.3. We discuss our results in Section 3.4.
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2 A Surface Problem
Consider an open bounded domain Ω in Rd , d = 2,3 with convex polygonal
boundary ∂Ω . During all time t in the interval I = [0,T ] this domain contains
two subdomains Ω1(t) and Ω2(t) that are separated by a smooth interface Γ (t) =
∂Ω1(t)∩ ∂Ω2(t), a simply connected closed curve in R2 or a surface in R3 with
exterior unit normal n ∈ Rd . The interface is moving with a given velocity field
β : I×Ω→Rd and does not intersect the boundary of the domain ∂Ω (Γ ∩∂Ω = /0)
or itself for any t ∈ I. See Fig. 1 for an illustration in two dimensions.
Ω1
Ω
Ω2
Γ
Fig. 1 Illustration of the domain Ω ∈R2 and the two subdomains Ωi(t), i= 1,2 that are separated
by an interface Γ .
For x ∈ Rd let p(x) be the closest point projection mapping onto Γ . Let Uδ0(Γ )
denote the tubular neighborhood of the interface Γ in which for each x ∈Uδ0(Γ )
there is a unique p(x) on Γ . We may extend any function defined on Γ to Uδ0(Γ ) by
ue = u(p(x)), x∈Uδ0(Γ ). We use this extension to for example define the tangential
derivative on Γ as:
∇Γ u = PΓ∇ue (1)
where
PΓ = I−n⊗n (2)
Here I is the identity matrix, and⊗ denotes the outer product (a⊗b)i j = aib j for any
two vectors a and b. Note that the tangential derivative depends only on the values
of u onΓ and does not depend on the particular choice of extension. In the following
we will leave the superscript off and write u also for the extended function.
2.1 Mathematical model
Consider the following time dependent convection-diffusion equation:
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∂tu+β ·∇u+(divΓ β )u− kS∆Γ u = f on Γ (t), t ∈ I (3)
with initial condition u(0,x) = u0 on Γ (0) (x ∈ Rd). Here f ∈ L2(t×Γ (t)) for all
t ∈ I, kS > 0 is the diffusion coefficient, ∆Γ is the Laplace-Beltrami operator, ∂t = ∂∂ t ,
and
divΓ = tr((I−n⊗n)∇) (4)
Remark 2.1 When f = 0 equation (3) models the evolution of the concentration
of insoluble surfactants on an interface separating two immiscible fluids. Then the
following conservation law also holds:∫
Γ (t)
uds = u0 for all t ≥ 0 (5)
2.2 The space-time cut finite element method
We now propose a space-time cut finite element method for solving the surface PDE
stated in the previous section. The method uses the strategy in [13].
2.2.1 Mesh and space
Create a quasiuniform partition of Ω into shape regular triangles for d = 2 and tetra-
hedra for d = 3 of diameter h and denote it by K0,h. We will refer to this partition
as the fixed background mesh. Let V p0,h be the space of continuous piecewise poly-
nomials of degree p ≥ 1 defined on the background mesh K0,h. Partition the time
interval I = [0,T ], 0= t0 < t1 < · · ·< tN = T , into time steps In = (tn−1, tn] of length
kn = tn− tn−1 for n = 1,2, . . . ,N.
Denote the set of elements in the fixed background mesh that are cut by the
interface byKS,h:
KS,h(t) = {K ∈K0,h : K∩Γ (t) 6= /0} (6)
and define the following domain:
N nS,h =
⋃
t∈In
⋃
K∈KS,h(t)
K (7)
We refer to the last domain as the active mesh. For an illustration of the active mesh
in two dimensions see the shaded domain in Fig. 2.
Associated to the active mesh is the space-time slab SnS = In×N nS,h on which we
define the space V nS,h:
V nS,h = Pq(In)⊗V p0,h|N nS,h (8)
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Fig. 2 Illustration of the sets introduced in Section 2.2.1. The two blue curves show the position
of the interface at the endpoints t = tn−1 and t = tn of the time interval In = (tn−1, tn]. The shaded
domain showsN nS,h, the so called active mesh. Edges inF
n
S,h are marked with yellow thick lines.
.
Here Pq(In) is the space of polynomials of degree less or equal to q on In. Functions
vh(t,x) in V nS,h take the form
vh(t,x) =
q
∑
j=0
vS, j(x)
(
t− tn−1
kn
) j
(9)
where t ∈ In and vS, j(x), j = 0,1, · · · ,q are functions in V p0,h|N nS,h (the space of re-
strictions to the active mesh of functions in V p0,h) and hence can be written as
vS, j(x) =∑
i
ξ Si jϕi(x)|N nS,h (10)
Here ξ Si j ∈ R are coefficients and ϕi(x) are the standard basis functions in the space
V p0,h associated with the degree of freedom i. The sum is over all degrees of freedom
in the active mesh (the shaded domain in Fig. 2).
2.2.2 The variational formulation
For t ∈ In and given uh(t−n−1,x) the weak formulation is to find uh ∈V nS,h such that
Anh(uh,vh)+ J
n
h (uh,vh) =
∫
In
( f ,vh)Γ (t) ∀vh ∈V nS,h (11)
Here
Anh(u,v) =
∫
In
(∂tu,v)Γ (t) dt+
∫
In
ah(t,u,v)dt+([u],v(t+n−1,x))Γ (tn−1) (12)
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with
ah(t,u,v) = (β ·∇u,v)Γ (t)+((divΓ β )u,v)Γ (t)+(kS∇Γ u,∇Γ v)Γ (t) (13)
and Jnh is a stabilization term we will introduce and discuss in the next section.
Note that the trial and test functions are discontinuous from one space-time slab
to another and therefore at a given time tn (where n is the time step number) there
are two distinct solutions, at times t±n := limε→0 tn±ε . To weakly enforce continuity
at tn the term ([u],v(t+n−1,x))Γ (tn−1) is added and the discrete equations can be solved
one space-time slab at a time, see e.g. [17].
2.2.3 Stabilization
We have two aims with the stabilization term added to the weak form: 1) to control
the condition number of the resulting linear systems independently of how the ge-
ometry cuts through the background mesh; 2) to be able to directly approximate the
space-time integrals using quadrature rules for the integrals over time. We propose
the stabilization
Jnh (uh,vh) =
∫
In
jh,F(uh,vh)dt+
∫
In
jh,Γ (t,uh,vh)dt (14)
where we combine the face stabilization
jh,F(uh,vh) = ∑
F∈F nS,h
p
∑
i=1
cF,ihγ([∂ inuh]|F , [∂ invh]|F)F (15)
with the interface stabilization
jh,Γ (t,uh,vh) =
p
∑
i=1
cΓ ,ihγ(∂ inuh,∂
i
nvh)Γ (t) (16)
Here ∂ in denotes the normal derivative of order i, [x]|F denotes the jump of x over the
face F , FS,h is the set of internal faces, i.e. faces with two neighbors in the active
meshN nS,h, see the yellow marked edges in Fig. 2, cF,i > 0, cΓ ,i > 0 are stabilization
constants, and we take
γ = 2i (17)
This choice of γ yields the weakest stabilization which still controls the condition
number.
The ghost penalty stabilization, here referred to as the face stabilization, has been
used in several works on CutFEM [2, 3, 6, 13, 14, 15], though originally proposed
in [1], to control the condition number of the resulting system matrix independently
of how elements in the fixed background mesh are cut by the geometry.
For surface PDEs, adding a face stabilization to the weak form was first pro-
posed in [3] as a way to get O(h−2) condition number estimates starting from the
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TraceFEM in [22] for solving the Laplace-Beltrami equation on a stationary sur-
face. Note that in the stabilized method [3] the active mesh and the finite element
spaces differ from the unstabilized method [22]. In the TraceFEM in [22] the active
mesh is the restriction of the background mesh to the surface which results in an
induced cut surface mesh while in the CutFEM in [3] the active mesh is the union of
all elements that are cut by the surface. The finite element spaces are then defined
as the restriction of the finite element space defined on the background mesh to the
active mesh. The same face stabilization term also leads to a stable discretization
for convection-diffusion equations in the case of dominating convection [5] and no
other stabilization term such as for example a SUPG term is needed.
For PDEs on evolving surfaces, to the author’s best knowledge, the face stabi-
lization term has only been used with linear elements in space. For higher order
elements, following the same scaling as in previous work, the parameter γ in the
face stabilization, equation (15), should be 2i−2. We will see in Section 2.4 that for
higher order elements this face stabilization alone does not provide enough control
and the condition numbers of the resulting linear systems do not scale as O(h−2).
We also note that in [8] for linear elements the full gradient on the interface rather
than the tangential gradient in equation (13) was used to get control over the normal
derivative of the finite element solution. This corresponds to choosing, p= 1, γ = 0,
c1Γ = 1 and c
1
F = 0 in (16). However, in [27] an example is given that shows that such
a surface stabilization does not give O(h−2) condition number estimates for higher
order elements, at least not independently of how the surface cuts the background
mesh.
We propose to combine the face stabilization (15) and the stabilization involving
the normal derivatives at the interface (16) and to take γ = 2i. Note that our choice
of γ gives a different scaling of the face stabilization than what is used in [5] and
a different scaling of the interface or surface stabilization term than what is used
in [8] for linear elements. The idea with the new stabilization is to use the face sta-
bilization to reach elements which have a large intersection with the interface and
on those elements use the interface stabilization term to get enough control. In [18]
we propose a CutFEM for the Laplace-Beltrami equation on a stationary surface
with such a stabilization term and prove that the condition number of the resulting
linear system also for higher order elements scales as O(h−2) independently of how
the surface cuts the background mesh. Recently, another stabilization, a normal gra-
dient stabilization which acts on the elements in the active mesh has been proposed
in [4, 12]. For the Laplace-Beltrami equation on a stationary surface this stabiliza-
tion has also been proven to yield O(h−2) condition number estimates independent
of the degree of the polynomials used in the trial and the test space [12].
2.3 Implementation
Often the exact interface Γ is not available but an approximation Γh is. This means
that in the definition of the active mesh, the finite element spaces, and in all integrals
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in the weak formulation in Section 2.2 the exact interface Γ and the normal n are
replaced by an approximate interface Γh and normal nh. See Section 2.3.1 on how
the exact interface Γ is approximated in this work.
We approximate all space-time integrals in the weak form by using first a quadra-
ture rule in time and then a quadrature rule in space. The proposed space-time for-
mulations in [11, 19, 21, 23] instead convert the space-time integrals to surface
integrals over the space-time manifold
S = ∪t∈(0,T )Γ (t)× t (18)
by using the identity∫ T
0
∫
Γ (t)
f (s, t)dsdt =
∫
S
f (s)
1
(1+(β ·n)2)1/2 ds (19)
Hence when Γ is a surface in Rd surface integrals in Rd+1 need to be computed.
The space-time manifold S ⊂ Rd+1 is approximated by a discrete surface Sh and
integrals are computed over Sh. We propose to directly approximate the space-time
integrals using quadrature rules for the integrals over time, see Section 2.3.2 for
more details. Geometric computations, involving the construction of the interface
Γ , are then done only at the quadrature points in time. This essentially means that
it is straightforward to implement the proposed space-time CutFEM starting from a
stationary CutFEM. This is possible due to the stabilization term we add to the weak
form. We note that an advantage of the space-time method in [23] is the existing
analysis [21] of the method. However, optimal estimates were proved in a weaker
norm than the L2-norm.
2.3.1 Numerical representation of the interface
The interface is represented using either an explicit representation, by marker par-
ticles and a parametrization, see e.g. [25], or an implicit representation by the level
set of a higher dimensional function, see e.g. [24]. In this work we only use the level
set method when linear elements in space and time are used, i.e. p = q = 1.
An implicit representation Let the level set function φ(t,x) be the signed dis-
tance function with positive sign in Ω2. The interface is then defined implicitly as
the zero countour of φ . The spatial gradient of the signed distance function defines
the exterior unit normal on Γ with respect to Ω1:
n(t,x) = ∇φ(t,x) =
∇φ(t,x)
|∇φ(t,x)| , for x ∈ Γ (t) (20)
The evolution of the interface Γ (t) is governed by the following advection equa-
tion for the level set function: find φ : I×Ω → R such that
φt +β ·∇φ = 0, φ(0,x) = φ0 (21)
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Following [13], we find an approximation φh ∈V0,h/2 of the level set function in
the space of piecewise linear continuous functions defined on the mesh K0,h/2 ob-
tained by refiningK0,h uniformly once. We consider a continuous piecewise linear
approximation Γh of Γ such that Γh∩K is a linear segment for d = 2 and is a subset
of a hyperplane in R3, for each K ∈K0,h/2. A piecewise constant approximation nh
to the exterior unit normal is computed as the spatial gradient of φh (see equation
(20)). We assume the following hold at every time t ∈ I:
‖φ −φh‖L∞(Γh) . h2 (22)
and
‖ne−nh‖L∞(Γh) . h (23)
Here . denotes less or equal up to a positive constant, ne is the extension of the
exact normal to Γh by the closest point mapping. These assumptions are consistent
with the piecewise linear nature of the discrete interface. The subdomain Ωh,1 is
defined as the domain enclosed by Γh∪∂Ω and Ωh,2 as the domain enclosed by Γh.
As in [13] we use the Crank–Nicolson scheme in time and piecewise linear
continuous finite elements with streamline diffusion stabilization in space to solve
the advection equation (21). We obtain the method: find φ nh ∈ V0,h/2 such that, for
n = 1,2, . . . ,N,
(
φ nh
kn
+
1
2
β n ·∇φ nh ,vn)Ω +(
φ nh
kn
+
1
2
β n ·∇φ nh ,τSDβ n ·∇vn)Ω =
= (
φ n−1h
kn
− 1
2
β n−1 ·∇φ n−1h ,vn+ τSDβ n ·∇vn)Ω ∀vnh ∈V0,h/2 (24)
where the streamline diffusion parameter τSD = 2(k−2n + |β |2h−2)−1/2. To keep the
level set function a signed distance function, the reinitialization equation, equation
(15) in [29], can be solved in the same way as the advection equation in (24).
An explicit representation We use a set of marker points distributed at equal
arclength intervals on the interface and a periodic cubic spline as parametrization of
the interface. Thus, given a set of markers {xl}Ml=1 ∈ R2 on the interface we have a
parametrization x(α) : [α1,αM]→ R2 such that
x(αl) = xl , l = 1, · · · ,M (25)
xm(α1) = xm(αM), m = 0,1,2 (26)
where x(α) = (X1(α),X2(α)), Xi is a polynomial of degree less or equal to three in
each interval [αl ,αl+1], l = 1, · · · ,M and has C2 continuity at α1, · · · ,αM associated
with the marker points x1, · · · ,xM .
The normal is computed from the parametrization x(α) = (X1(α),X2(α)) as:
nh(x) =
(−X ′2(α),X ′1(α))√
(X ′1(α))2+(X
′
2(α))2
(27)
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Since the interface is smooth we expect the error (measured in max-norm) in the
approximation of the geometry and in the approximation of the normal to be:
‖Γ −Γh‖L∞(Γh) . h4α (28)
and
‖ne−nh‖L∞(Γh) . h3α (29)
Here hα is the distance between the marker points and we choose hα to be propor-
tional to the mesh size h in the background mesh.
To evolve the interface the following ordinary differential equation is solved:
dxl
dt
= β (t,xl), xl(0) = x0l , l = 1, · · · ,M (30)
At each time step a new spline is interpolated through the advected marker points.
To avoid clustering or depletion of marker points either a reinitialization step redis-
tributing the points is needed or one can preserve the equal arclength spacing of the
marker points by modifying the tangential velocity in equation (30), see [16].
2.3.2 Assembly of the bilinear forms using quadrature in time
To compute the space-time integrals in the variational formulation our strategy is to
first use a quadrature rule in time and then for each quadrature point compute the
integrals in space.
Using a quadrature formula in time in the interval In with quadrature weights
ωnm and quadrature points tnm, m = 1, . . . ,nm, where nm is the number of quadrature
points, recalling equation (9) and assuming we use linear elements in time (q = 1),
we can approximate the first term in the bilinear form Anh(u,v) by∫
In
(∂tu,v)Γh(t) dt ≈
nm
∑
m=1
ωnm
1
kn
(us,1,vs,0)Γh(tnm)+
nm
∑
m=1
ωnm
tnm− tn−1
k2n
(us,1,vs,1)Γh(tnm)
(31)
The other space-time integrals are treated in the same way.
Note that for large time step sizes it may happen that the interface from one
quadrature point in time to the next passes over several elements. Thus, it may hap-
pen that there are elements in the active mesh N nS,h (recall equation (7)) which are
not intersected by the interface at any quadrature point tnm, m = 1, . . . ,nm in time.
However, on the faces of those elements the face stabilization is active and therefore
the resulting linear system will not be singular.
Consider the closed Newton-Cotes formulas in Table 1. Each quadrature formula
integrates exactly polynomials of degree less than or equal to the quadrature for-
mulas degree of precision. In [13] we used linear elements in space and time and
studied the first two rules in the table above known as the trapezoidal rule and the
Simpson’s rule, respectively. In the numerical examples in the next section we use
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nm quadrature points tnm quadrature weights ωnm degree of precision
2 tn1 = tn−1, t
n
2 = tn ω
n
1 = ω
n
2 =
kn
2 1
3 tn1 = tn−1, t
n
3 = tn, t
n
2 =
tn−1+tn
2 ω
n
1 = ω
n
3 =
kn
6 , ω
n
2 =
4kn
6 3
5 tn1 = tn−1, t
n
5 = tn, t
n
2 =
3tn−1+tn
4 , ω
n
1 = ω
n
5 =
7kn
90 , ω
n
2 = ω
n
4 =
32kn
90 , 5
tn3 =
tn−1+tn
2 , t
n
4 =
tn−1+3tn
4 ω
n
3 =
12kn
90
Table 1 Closed Newton-Cotes formulas.
Simpsons’ rule when q = 1 (linear elements are used in time) and the five point
Newton-Cotes formula when q = 2. Note that these rules include the endpoints of
the time interval In and some computations can be reused when passing from one
space-time slab to another. Note that the quadrature formulas employ equally spaced
points and since we need to compute the discrete surface Γh at the quadrature points
we choose the time step size with which we evolve the interface to be kn/(nm−1).
2.4 Numerical examples
We consider an example similar to the last example in [8]. The interface Γ is an
oscillating ellipse defined by the zero level set of the level set function,
φ(x, t) =
x21
(1+0.25sin(2pit))2
+ x22−1 (32)
where x = (x1,x2) ∈ R2 or by the parametric equations
X1(t,α) = a(t)cos(α)
X2(t,α) = sin(α) (33)
where a(t) = 1+0.25sin(2pit). The velocity field is given by
β =
pi
2
cos(2pit)
a(t)
(x1,0) (34)
The interfacial diffusion coefficient is set to one, kS = 1. We study two different solu-
tions to the surface PDE given in equation (3), see Example 1 and 2. For p=1 results
using the level set method coincide with results using the explicit representation of
the interface and we therefore only show results when the interface is represented by
a set of markers and a cubic spline parametrization, see Section 2.3.1. We always
take a large enough number of marker points so that the geometrical error is not
dominating the total error.
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The computational domain is [−1.5, 1.5]× [−1.5, 1.5]. We use a uniform un-
derlying mesh K0,h consisting of triangles with h = hx1 = hx2 and a time step size
k = h/12. The error is measured at time t = 0.25 both in the L2-norm,
‖ue−uh‖L2(Γh(0.25)) (35)
and the H1-norm,
‖ue−uh‖H1(Γh(0.25)) =
(
‖ue−uh‖2L2(Γh(0.25))+‖(∇Γ u)
e−∇Γhuh‖2L2(Γh(0.25))
)1/2
(36)
where ue is an extension of u to Γh.
2.4.1 Example 1
As an exact solution of equation (3) we take
u(t,x) = e−4tx1x2+ x31x
2
2 (37)
A right-hand side f to equation (3) is calculated so that the given function (37)
satisfies the surface PDE. In Fig. 3 we show the computed solution of equation (3)
using the proposed space-time CutFEM with p= q= 2. The mesh size is h= 0.075.
t = 0 t = 0.25
Fig. 3 Example 1: The solution of the surface PDE given in equation (3) at times t = 0 and t = 0.25
using the proposed space-time CutFEM. The mesh size is h= 0.075 and time step size is k = h/12.
.
We compare the error in the cut finite element approximation and the condi-
tion number of the algebraic system using the new stabilization term, choosing
cF,i = cΓ ,i = 10
−1
i! , with using only the face stabilization term with γ = 2i− 2 and
cF,i = 10
−2
i! . In this example the error in the space discretization dominates and there-
fore we only show results using linear elements in time. In space we use linear,
quadratic, and cubic elements. In Fig. 4 we see the error in the computed solution
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Fig. 4 Example 1: The error and condition number versus mesh size h for different degrees of
polynomials in the space discretization. Circles: p = 1. Stars: p = 2, Diamonds: p = 3. In time
linear elements are used, i.e. q = 1. The time step size is k = h/12. Symbols connected with a
solid line represent results with the proposed stabilization. Symbols connected with a dotted line
represent results with only the face stabilization and γ = 2i−2. Top: The error measured in the L2-
norm versus mesh size h. The dashed lines are proportional to hp+1. Middle: The error measured
in the H1-norm versus mesh size h. The dashed lines indicating the expected rates of convergence
are proportional to hp. Bottom: The spectral condition number versus mesh size h. The dashed line
is proportional to h−2.
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and the spectral condition number as a function of mesh size h. For linear (p = 1)
and quadratic (p = 2) elements in space the error using the new stabilization and
the pure face stabilization with γ = 2i− 2 are very simliar and the solid lines and
the dotted lines in the figures showing the error in the L2-norm and the H1-norm
almost coincide. However, when p = 2 or 3 the condition number is very large if
only the face stabilization is used. For the cubic elements p = 3, due to the high
condition number the error is dominated by roundoff errors and the convergence in
the L2-norm stops and errors increase as the mesh is refined. Diagonal scaling did
not improve the condition number. These results show that the face stabilization we
used in the space-time CutFEM in [13] does not control the condition number using
higher order elements but the new stabilization term does and the condition number
scales as O(h−2) as for standard finite element methods.
Next we consider an example where for p≥ 2 the error is dominated by the error
in the time discretization.
2.4.2 Example 2
As an exact solution of equation (3) we now take
u(t,x) = e−4tx1x2 (38)
A right-hand side f to equation (3) is calculated so that u(x, t) = e−4tx1x2 satisfies
the equation. In Fig. 5 we show the computed solution of equation (3) using the
proposed space-time CutFEM with p = q = 2. Note that p and q are the degree of
the polynomials used in space and time, respectively. The mesh size is h = 0.075.
t = 0 t = 0.25
Fig. 5 Example 2: The solution of the surface PDE given in equation (3) at times t = 0 and t = 0.25
using the proposed space-time CutFEM with mesh size h = 0.075 and k = h/12.
In this example the term x1x2 in the exact solution is in our finite element space
when p≥ 2. We study the error and the condition number for p = 2 with q = 1 and
q= 2 using the new stabilization term with cF,i = cΓ ,i = 10
−2
i! and compare the results
with the results using only the face stabilization term with γ = 2i−2 and cF,i = 10−2i! .
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Fig. 6 Example 2: The error and condition number versus mesh size h for different degrees of
polynomials in the time discretization. Stars: q= 1, Diamonds: q= 2. Quadratic elements are used
in space, i.e. p = 2. The time step size is k = h/12. Symbols connected with a solid line represent
results with the proposed stabilization. Symbols connected with a dotted line represent results with
only the face stabilization and γ = 2i−2. Top: The error measured in the L2-norm versus mesh size
h. The dashed lines are proportional to hq+1. Middle: The error measured in the H1-norm versus
mesh size h. The dashed lines are proportional to hq. Bottom: The spectral condition number versus
mesh size h. The dashed line is proportional to h−2.
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In Fig. 6 we see that when only the face stabilization is used as in [13] the error in the
time discretization dominates and therefore a big improvement is obtained by using
higher order elements in time. However, the condition number is large and the error
in the L2-norm starts to increase and is dominated by roundoff errors. A diagonal
preconditioning did not improve the condition number. The new stabilization, on
the other hand, gives control of the condition number and the spectral condition
number increases asO(h−2). A diagonal preconditioning can now be used to further
decrease the condition number. However, with the new stabilization the error in
the time discretization is not the dominating error anymore and the errors are not
reduced by taking higher order elements in time. We obtain similar results using
cubic elements in space.
In Fig. 6 we see second order convergence of the error in the L2-norm when
p = 2 and q = 1, regardless of which of the two stabilization terms we used. For
coarse meshes the error of the cut finite element approximation obtained using the
new stabilization term converges faster. We obtain third order convergence when
we use quadratic elements in both space and time, i.e., p = q = 2. Using the face
stabilization we obtain third order convergence initially but the convergence stops
when the condition number becomes too large.
2.4.3 Discussion
In the L2-norm convergence orders p+ 1 in space and q+ 1 in time has been ob-
served. For discontinuous Galerkin methods in time based on polynomials of order q
superconvergence, i.e. convergence of order 2q+1 in the nodes tn has been reported,
see [30]. We did not observe such superconvergence. With the new stabilization term
the condition number scales as O(h−2) independent of the order of the elements we
use, as in standard finite element methods. Using only the face stabilization however
resulted in large condition numbers that sometimes increased as O(h−6). In the last
example the new stabilization term resulted in large errors compared to using only
the face stabilization. However, we emphasize that the second example is a very
special case since the term x1x2 in the exact solution is in our finite element space
when p=2 and we therefore see the error from the stabilization term. In summary,
we observe that the new stabilization is strong enough to control the condition num-
ber also for higher order elements and weak enough to not destroy the convergence
order of the method.
3 A coupled bulk-surface problem
We now consider a coupled bulk-surface problem modeling the evolution of soluble
surfactants. In non-dimensional form we have
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∂tuB+β ·∇uB−∇ ·
(
1
Pe
∇uB
)
= 0 in Ω1(t) (39)
−n · 1
Pe
∇uB = Da fcoupling on Γ (t) (40)
−n∂Ω ·
1
Pe
∇uB = 0 on ∂Ω (41)
∂tuS +β ·∇uS +(divΓ β )uS− 1PeS∆Γ uS = fcoupling on Γ (t) (42)
for all t ∈ I with
fcoupling = αuB(1−uS)−BiuS (43)
given from the Langmuir model. Examples of other models can be found in for ex-
ample [26]. The non-dimensional numbers Pe and PeS are the bulk and interfacial
Peclet numbers, Da is the Damko¨hler number, Bi is the Biot number, and α = kaLu
∞
B
β∞ ,
where ka is the adsorption coefficient, L, β∞, and u∞B are the characteristic values for
length, velocity, and bulk surfactant concentration [10]. The conservation of surfac-
tants is expressed in non-dimensional form as:∫
Ω1(t)
uBdv+Da
∫
Γ (t)
uSds = u0 ∀t ∈ I (44)
Initial conditions uB(0,x) = u0B in Ω1(0) and uS(0,x) = u
0
S on Γ (0) are given. Note
that the surfactant is soluble only in the outer fluid phase Ω1(t), this is not a restric-
tion of the method but a simplification.
3.1 The space-time cut finite element method
We now use the space-time cut finite element method presented in [13] with linear
elements in both space and time (i.e. p = q = 1). We again use discontinuous ele-
ments in time and solve the discrete equations one space-time slab at a time and in
the time interval In the solution throughout the current slab will depend only on the
solution at t−n−1. We follow [13].
3.1.1 Mesh and spaces
Define the following sets
KB,h(t) = {K ∈K0,h : K∩Ωh,1(t) 6= /0}, KS,h(t) = {K ∈K0,h : K∩Γh(t) 6= /0}
(45)
and the active meshes
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N nB,h =
⋃
t∈In
⋃
K∈KB,h(t)
K, N nS,h =
⋃
t∈In
⋃
K∈KS,h(t)
K (46)
As in Section 2.2.1K0,h is the fixed background mesh and In = (tn−1, tn] is of length
kn = tn− tn−1 for n = 1,2, . . . ,N. The active meshes are illustrated in Fig. 7 by the
shaded domains.
Fig. 7 Illustration of the sets introduced in Section 3.1.1. In both figures the two blue curves show
the position of the interface at the endpoints t = tn−1 and t = tn of the time interval In = (tn−1, tn].
Left: the shaded domain showsN nS,h and edges inF
n
S,h are marked with yellow thick lines. Right:
the shaded domain showsN nB,h and edges inFB,h are marked with yellow thick lines.
.
Associated to the active meshes are the space-time slabs SnB = In ×N nB,h and
SnS = In×N nS,h on which we define the spaces
V nB,h = P1(In)⊗V0,h|N nB,h , V
n
S,h = P1(In)⊗V0,h|N nS,h (47)
where V0,h is the space of continuous piecewise linear polynomials defined on the
background meshK0,h, and we let
W nh =V
n
B,h×V nS,h (48)
Functions in W nh take the form
vh(t,x) = (vB,h,vS,h) =
(
vB,0+ vB,1
t− tn−1
kn
,vS,0+ vS,1
t− tn−1
kn
)
(49)
where t ∈ In and vB, j and vS, j, j = 0,1 can be written as
vB, j =
NB
∑
i=1
ξBi jϕi(x)|N nB,h , vS, j =
NS
∑
i=1
ξ Si jϕi(x)|N nS,h (50)
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Here ξBi j ,ξ Si j ∈ R are coefficients, ϕi(x) is the standard nodal basis function associ-
ated with mesh vertex i, NB and NS are the number of nodes in N nB,h and in N
n
S,h,
respectively.
3.1.2 The variational formulation
Assuming α , Bi, Da are positive constants multiplying the bulk PDE, equation (39)
with a test function αDa vB and the surface PDE, equation (42) with a test function
Bivs, integrating by parts, and using the boundary conditions, equation (40)-(41),
yields the weak form. Given uh(t−n−1,x) and u0 (see equation (44)) we consider the
following weak formulation: find uh = (uB,uS) ∈W nh and λ ∈ R, such that
Anh(uh,vh)+ J
n
h (uh,vh)+λ
(
(1,vB)Ωh,1(tn)+Da(1,vS)Γh(tn)
)
+µ
(
(uB,1)Ωh,1(tn)+Da(uS,1)Γh(tn)
)
= µu0, (51)
for all vh ∈W nh ,µ ∈ R. Here
Anh(u,v) =
∫
In
α
Da
(∂tuB,vB)Ωh,1(t) dt+
∫
In
Bi(∂tuS,vS)Γh(t) dt+
∫
In
ah(t,u,v)dt
−
∫
In
α(uBuS,αvB−BivS)Γh(t) dt
+
α
Da
([uB],vB(t+n−1,x))Ωh,1(tn−1)+Bi([uS],vS(t
+
n−1,x))Γh(tn−1) (52)
with
ah(t,u,v) =
α
Da
aB,h(t,uB,vB)+BiaS,h(t,uS,vS)+aBS,h(t,u,v) (53)
and
aB,h(t,uB,vB) = (β ·∇uB,vB)Ωh,1(t)+
( 1
Pe∇uB,∇vB
)
Ωh,1(t)
aS,h(t,uS,vS) = (β ·∇uS,vS)Γh(t)+((divΓhβ )uS,vS)Γh(t)+
(
1
Pes
∇ΓhuS,∇ΓhvS
)
Γh(t)
aBS,h(t,u,v) = (αuB−BiuS,αvB−BivS)Γh(t)
(54)
To stabilize the method we use a face stabilization of the form
Jnh (uh,vh) =
∫
In
τBh jB(uB,h,vB,h)+ τS jS(uS,h,vS,h)dt (55)
where τB,τS are positive parameters and
20 Sara Zahedi
jB(vB,wB) = ∑
F∈FB,h
([nF ·∇vB], [nF ·∇wB])F (56)
jS(vS,wS) = ∑
F∈FS,h
([nF ·∇vS], [nF ·∇wS])F (57)
Here FS,h is the set of internal faces in the active surface mesh N nS,h and FB,h is
the set of faces that are internal in the active bulk mesh N nB,h and also belong to an
element inN nS,h, see Fig. 7.
3.2 Implementation
Since the bulk and the surface surfactant concentrations are coupled through a non-
linear term, see (43), the proposed method (51) leads to a nonlinear system of equa-
tions in each time step, which we solve using Newton’s method. To formulate New-
ton’s method we define the residual F and the Jacobian DF as follows
F(u,λ ) =
∫
In
α
Da
(∂tuB,vB)Ωh,1(t) dt+
∫
In
Bi(∂tuS,vS)Γh(t) dt+
∫
In
ah(t,u,v)dt+
−
∫
In
α(uBuS,αvB−BivS)Γh(t) dt+
α
Da
([uB],vB(t+n−1,x))Ωh,1(tn−1)
+Bi([uS],vS(t+n−1,x))Γh(tn−1)+
∫
In
jh(u,v)dt−µu0
+λ
(
(1,vB)Ωh,1(tn)+Da(1,vS)Γh(tn)
)
+µ
(
(uB,1)Ωh,1(tn)+Da(uS,1)Γh(tn)
)
(58)
DF(u,λ )(w, λˆ ) =
∫
In
α
Da
(∂twB,vB)Ωh,1(t) dt+
∫
In
Bi(∂twS,vS)Γh(t) dt+
∫
In
ah(t,w,v)dt
−
∫
In
α(wBuS,αvB−BivS)Γh(t) dt−
∫
In
α(uBwS,αvB−BivS)Γh(t) dt
+
α
Da
(wB,vB(t+n−1,x))Ωh,1(tn−1)+Bi(wS,vS(t
+
n−1,x))Γh(tn−1)+
∫
In
jh(w,v)dt
+ λˆ
(
(1,vB)Ωh,1(tn)+Da(1,vS)Γh(tn)
)
+µ
(
(wB,1)Ωh,1(tn)+Da(wS,1)Γh(tn)
)
(59)
With this notation the nonlinear problem resulting from (51) takes the form: find
uh ∈W nh and λ ∈R such that F(uh,λ ) = 0, and the corresponding Newton’s method
reads:
1. Choose initial guesses uh,0 and λ0
2. while ||(w, λˆ )||> tol
• Solve: DF(uh,0,λ0)(w, λˆ ) = F(uh,0,λ0)
• Update uh,0: uh,0 = uh,0−w and λ0: λ0 = λ0− λˆ
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For t ∈ In we choose the initial guess uh,0 to be the solution at t−n−1, i.e. uh,0(t,x) =
uh(t−n−1,x).
As before, we approximate the space-time integrals using Simpson’s rule, see Ta-
ble 1. At each time interval In, we compute the discrete surface Γh at the quadrature
points tnm as the zero level set of the approximate signed distance function φh(tnm,x).
The intersection Γh(tnm)∩K is planar, since φh is piecewise linear, and we can there-
fore easily compute the contribution of the surface integrals to the stiffness matrix.
The contribution from integration on Ωh,1(tnq )∩K is divided into contributions on
one or several triangles in two dimensions and tetrahedra in three dimensions de-
pending on how the interface cuts element K.
Finally, we use a direct solver to solve the linear system of 2(NB+NS)+1 equa-
tions:
DF(uh,0,λ0)(w, λˆ ) = F(uh,0,λ0) (60)
for λˆ ∈ R and
w =

wB,0
wS,0
wB,1
wS,1

3.3 Numerical example
We use one of the examples in [13]. The coupled bulk-surface problem is from
Section 5.3 of [7]. The initial interface is a circle with radius r0 = 0.3 centered in
(x0,y0) = (0.1,0) and the velocity field is given by
β =
(
−1
2
(1+ cos(pix))sin(piy),
1
2
(1+ cos(piy))sin(pix)
)
(61)
The computational domain is chosen asΩ = [−1,1]× [−1,1]. A uniform fixed back-
ground meshK0,h consisting of triangles of size h is used and a constant time step
size of the form k = h/8. The non-dimensional numbers are set to Pe = PeS = 100
and Bi = α = Da = 1. The initial surface and bulk surfactant concentrations are
uS(0,x,y) = 0 and
uB(0,x,y) =
0.5(1− x
2)2 if r > 1.5r0
0.5(1− x2)2w(r) if r0 ≤ r ≤ 1.5r0
0 otherwise
with r =
√
(x− x0)2+(y− y0)2 and
w(r) =
1
2
(
1− cos
(
(r− r0)pi
0.5r0
))
(62)
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In the computations the stabilization constants τB and τS are 10−2.
The bulk and surface surfactant concentrations at times t = 0.5,1,1.5,2 are
shown in Fig. 8 and Fig. 9, respectively. The mesh size is h = 2/64 = 0.03125.
We show the error ‖(uB,h − uB,2h)‖Ωh,1(0.5) (represented by circles) and ‖(uS,h −
uS,2h)‖Γh(0.5) (represented by stars) measured in the L2 norm in Fig. 10. We observe
the optimal order of convergence which is second order since we use linear ele-
ments in both space and time. We have measured the order of convergence by using
consecutive refinements of the underlying mesh and study ‖(uB,h− uB,2h)‖Ωh,1(0.5)
and ‖(uS,h− uS,2h)‖Γh(0.5). This is also how the convergence is studied in [7]. The
method in [7] is first order accurate. The errors reported in [7] for the bulk concen-
tration, ‖(uB,h− uB,2h)‖Ωh,1(0.5), are smaller for the two coarsest meshes compared
to errors using our proposed method but we obtain smaller errors for the two finest
meshes. However, for the mesh sizes shown in the figure the errors in the interfacial
surfactant concentration, ‖(uS,h− uS,2h)‖Γh(0.5), reported in [7] are smaller than the
errors we obtain. This can be understood by the fact that the interface approximation
is more accurate in [7] where a set of Lagrangian markers are used.
In Fig. 11 we see that the total surfactant mass is conserved. In [7] a regularized
indicator function is used to extend the bulk equation from Ω1 to the whole domain.
Therefore there is a mass leakage to the domain Ω2 of the order of the regularization
parameter. Fig. 11 also shows the condition number versus time and we see that as
the interface evolves the condition number is bounded, independently of how the
interface cuts through the mesh.
3.4 Discussion
We studied the space-time CutFEM method developed in [13] for coupled bulk sur-
face problems modeling the evolution of soluble surfactants. Continuous piecewise
linear elements in space and discontinuous piecewise linear elements in time were
used and the numerical results show that the method is second order accurate both in
space and time. The condition number stays bounded independently of the position
of the interface relative to the background mesh due to the face stabilization term
that is added in the weak form. The errors we obtain are dominated by the approxi-
mation of the interface and we expect to improve the results using a better interface
representation.
A Lagrange multiplier was used to impose the condition (44) and we there-
fore had good conservation of the total surfactant mass. We may consider the same
method without the Lagrange multipliers λ and µ as we did for the surface prob-
lem. This method is also of optimal convergence order but the conservation of the
total mass of surfactants is lost. Strong imposition of the conservation law using La-
grange multipliers essentially compensates for numerical errors such as the error in
the area of the surface and in the volume of the bulk domain, during each time step.
We also note that using the Reynolds transport theorem one can rewrite the weak
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t = 0.5 t = 1
t = 1.5 t = 2
Fig. 8 Position of the interface and the bulk concentration at time t = 0.5,1,1.5,2 for mesh size
h = 2/64 = 0.03125 and time step size k = h/8. Results from [13].
form into a conservative form for which condition (44) is fulfilled at the nodes tn in
the time interval.
To achieve higher order convergence, as for the surface problem, we have to use
higher order elements in both space and time in the discretization of the bulk-surface
problem (39-42) and higher order methods for the representation and evolution of
the interface. In elements that are cut by the interface we would need quadrature
methods for integration in curved domains. Recently, several methods for integra-
tion on such curved domains, when the interface is defined implicitly by a level set
function, have been proposed, see [9, 20, 28]. For higher order elements, as we saw
in the previous section, other stabilization terms need to be used that can control the
condition number.
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