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Abstract Fluid flow and solute transport in a 3D rough-walled fracture–matrix system were
simulated by directly solving the Navier–Stokes equations for fracture flow and solving the
transport equation for the whole domain of fracture and matrix with considering matrix
diffusion. The rough-walled fracture–matrix model was built from laser-scanned surface
tomography of a real rock sample, by considering realistic features of surfaces roughness and
asperity contacts. The numerical modeling results were compared with both analytical solu-
tions based on simplified fracture surface geometry and numerical results by particle tracking
based on the Reynolds equation. The aim is to investigate impacts of surface roughness on
solute transport in natural fracture–matrix systems and to quantify the uncertainties in appli-
cation of simplified models. The results show that fracture surface roughness significantly
increases heterogeneity of velocity field in the rough-walled fractures, which consequently
cause complex transport behavior, especially the dispersive distributions of solute concentra-
tion in the fracture and complex concentration profiles in the matrix. Such complex transport
behaviors caused by surface roughness are important sources of uncertainty that needs to
be considered for modeling of solute transport processes in fractured rocks. The presented
direct numerical simulations of fluid flow and solute transport serve as efficient numerical
experiments that provide reliable results for the analysis of effective transmissivity as well
as effective dispersion coefficient in rough-walled fracture–matrix systems. Such analysis is
helpful in model verifications, uncertainty quantifications and design of laboratorial experi-
ments.
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Matrix diffusion · Contact spots
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1 Introduction
Fluid flow and solute transport in fractured crystalline rocks are crucial issues in many
branches of geosciences and rock engineering projects, such as risk and safety assessment
of groundwater contamination, reservoir storage, geothermal extraction, geological disposal
of radioactive waste and carbon dioxide. Modeling and quantification of flow and transport
in discrete fracture–matrix system is one of the basic ways to advance our fundamental
understanding of transport processes in natural fractured rocks (Zimmerman and Bodvarsson
1996; Bodin et al. 2003a).
In past decades, analytical and semi-analytical solutions have been developed to pre-
dict solute transport through a single fracture contained in porous media or rock matrixes
(fracture–matrix system), such as Neretnieks (1980), Tang et al. (1981), Sudicky and Frind
(1982), Abdel-Salam and Chrysikopoulos (1994), Cvetkovic et al. (1999), Zhan et al. (2009),
Liu et al. (2011), Roubinet et al. (2012). Tang et al. (1981) and Sudicky and Frind (1982)
that were the earliest deduced widely used analytical solutions for modeling solute trans-
port in fracture–matrix models. In these analytical solutions, the fracture was assumed to
be a pair of smoothed parallel plates with a constant aperture and a constant flow veloc-
ity derived from the cubic law (CL). Such a much simplified system was composed of
two sub-models in a 2D space: a one-dimensional fracture model inserted into a two-
dimensional matrix model with solute transport only in the direction perpendicular to the
fracture plane. These analytical solutions have been extensively used and extended in mod-
eling the solute/contaminant transport processes of fractured rock systems (e.g., Liu et al.
2011; Zhao et al. 2011).
Natural rock fractures are formed by two rough-walled surfaces. Therefore, rock fractures
have spatially variable apertures and asperity contacts, which can be enhanced by mechan-
ical loading (i.e., shear and compression processes). The surface roughness and associated
spatially variable apertures significantly enhance the complexity of flow fields or even cause
nonlinear flow behaviors, depending on the hydrogeological and hydromechanical condi-
tions, or laboratory test designs, which has been widely investigated in previous studies (e.g.,
Zimmerman et al. 2004; Boutt et al. 2006; Cardenas et al. 2007; Lee et al. 2014, 2015;
Zou et al. 2015). Thus, the uncertainties caused by laminar and constant flow simplifications
adopted in analytical solutions formodeling of solute transport in natural fractured rocks need
to be quantified, since the flow velocity was directly connected with advection and dispersion
processes of solute transport. In addition, the non-planar interfaces between rough-walled
fracture and rock matrix play significant roles in fluid/solute–matrix interactions, such as
matrix diffusion, surface sorption and chemical reactions (Bodin et al. 2003a, b). Therefore,
it is quite important to quantify impacts of surface roughness on fluid flow and solute transport
in fracture–matrix systems.
Due to difficulties in direct measurements during field or laboratory experiments with
complex flow field in rough-walled fractures, numerical models have been developed to
investigate effects of fracture surface roughness on solute or colloid transport in single rough-
walled fractures, e.g., by Moreno et al. (1988), Thompson and Brown (1991), Moreno and
Neretnieks (1993), Abdel-Salam and Chrysikopoulos (1995), Yeo (2001), Chrysikopoulos
and James (2003), Cardenas et al. (2007), and Wang and Cardenas (2014). These studies
generally illustrated the importance of surface roughness on flow and transport process.
However, most of these studies still used simplified models by ignoring nonlinear/inertial
terms in governing equations (i.e., using the Stokes or Reynolds equations) and adopting 2D
geometry models (e.g., Moreno and Neretnieks 1993; Yeo 2001; Chrysikopoulos and James
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2003; Wang and Cardenas 2014), so the realistic flow behavior in natural fractures cannot
be adequately represented; therefore, the more general governing equation of flow, Navier–
Stokes equations (NSE), and 3Dmodels should be adopted. At present, direct simulations by
solving NSE for 3D fractures with complex surface geometry still demand challenging com-
putational resources and efforts. Only few studies successfully implemented direct modeling
of flow and transport in rock fractures in 3D spaces (e.g., Zimmerman et al. 2004; Crandall
et al. 2010; Xiong et al. 2011; Wang et al. 2015), with focuses on flow and/or transport in the
fracture only, and the effects of interactions between fracture and the rock matrix on solute
transport were neglected.
In order to consider the matrix diffusion, Grisak and Pickens (1980) simulated the solute
transport in a single fracture–matrix system model in 2D by using the finite element method.
However, the fracture was still assumed as the smooth parallel plate model and the flow
field was also obtained by using cubic law, so that roughness of fracture surfaces and related
complex flow behaviors were ignored. Numerical studies reported in Kennedy and Lennox
(1995), Esposito and Thomson (1999), Kumar (2008) and Renu and Kumar (2012) followed
the same assumptions as adopted in analytical models that separately solve the transport
equation in the fracture andmatrix system, through a combined stepwise procedure. Themost
challenging issues in suchmodeling approaches are the difficulties in treatment of ‘interfacial
boundary’ conditions between the matrix and fracture along the fracture surfaces, since the
requirement of consistency of solute flux across the interface from the fracture into the matrix
cannot be treated properly, which usually needmassive iteration steps in the solution process.
More importantly, such numerical models are still based on the same assumptions as adopted
in the analytical models.
In order to advance our understanding of solute transport in natural fractured rocks with
more realistic representations of fracture surface roughness and asperity contacts/closures,
direct simulation of flow and transport processes in whole fracture–matrix systems in
3D is required. To fill this gap, we present in this study with direct simulations of fluid
flow and solute transport within a 3D rough-walled fracture–matrix model, which was
built from laser-scanned surface tomography of a real rock sample. The aim is to inves-
tigate impacts of surface roughness on solute transport in natural fracture–matrix systems
and to quantify the uncertainties in applications of simplified models based on simplified
geometry and/or flow conditions. More realistic flow fields were obtained by directly solv-
ing the Navier–Stokes equations (NSE) in the fracture with realistic surfaces roughness,
as well as shear caused fracture contacts. The general transport equation that accounts
for advection and diffusion in the entire fracture–matrix system was also directly solved
simultaneously, in order to avoid the difficulty in treatment of ‘interfacial boundary’ condi-
tions.
The originality of this study lies in two aspects: (1) direct simulation of fluid flow and
solute transport in a 3D rough-walled fracture–matrix system, representing realistic features
of fracture surface roughness and contacts, a relatively more realistic numerical experiment
that have not been reported in literature so far; and (2) comparing numerical modeling results
with classical analytical solution, so that the impacts of fracture surface roughness whereby
associated uncertainties can be demonstrated and quantified to a conceptual extent, since
measured data from reliable laboratory experiments for the fracture–matrix systems are still
unavailable at present. The results of this study would help to evaluate uncertainties in mod-
eling of mass and heat transport in fractured rocks, especially when the simplified models
are used in practical applications.
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Fig. 1 a Rough-walled fracture–matrix model and b top view of fracture model
2 Fracture–Matrix Model and Physical Considerations
2.1 Fracture–Matrix System
In this study,we consider a rough-walled fracture located in a fully saturatedporous crystalline
rock matrix of very low permeability, such as granite, as shown in Fig. 1a. The size of the
fracture–matrix model is 24.8mm in length, 24.8mm in width and 16mm in height. A
fracture comprised of two rough-walled surfaces in the middle of the model (in blue color)
was created by using a laser-scanned natural granite rock fracture surface (Koyama et al.
2008; Zou et al. 2015). Specifically, this fracture model was built by a numerical ‘uplift’ step
that simply extruded up the laser-scanned surface in the vertical height direction (Z -direction)
by 0.65mm and then a ‘shear’ step that shifted the upper surface along the horizontal length
direction (X -direction) with a displacement of 1.0mm (Zou et al. 2016a). Such steps created
a numerical 3D fracture model with spatially variable apertures and several contact spots
(highlighted in red in Fig. 1b) formed by the unmatched upper and lower surfaces.
Note that the fracture model created in this way was not from direct shear testing mea-
surements in laboratory. For simplicity, the overlapping parts of asperity tips during the shear
step were removed and the potential damaged rocks were ignored. Such damaged asperities
and shear caused small particles may also have important effects according to the literature
(e.g., Zhao 2013; Neretnieks 2014). Hoverer, it is beyond the scope of the current study. The
fracture model created in this study provided a realistic representation of surface roughness
in natural rock fractures with contacting asperities and complex space of variable apertures,
for a generic study.
2.2 Physical Considerations
We consider fluid flow in the fracture and solute transport through the whole fracture–matrix
system. The principal fluid flow is along the Y axis direction, and the source of solute with
a constant concentration (C0) was specified on the inlet boundary of the fracture.
The rock matrix concerned is granite in a fully saturated state but with zero velocity due
to its low permeability. The fluid concerned is incompressible and Newtonian for simplicity.
The shear displacement and contact of asperities represent the effect of mechanical process,
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with change in porosity/permeability by stress in matrix being ignored since such small
shear displacement will not cause significant changes in porosity or permeability of the hard
crystalline rock concerned.
Bodin et al. (2003a, b) provided a comprehensive review of key physical mechanisms in
such fracture–matrix systems, mainly including solute advection and dispersion in the frac-
ture, matrix diffusion from the fracture into the matrix, fracture surface and matrix sorption,
decay and chemical reactions. We only consider the advection and dispersion in the fracture,
and diffusion in the rock matrix from fracture surfaces for simplicity.
3 Modeling of Solute Transport in Fracture–Matrix System
3.1 Governing Equations and Numerical Method
The solute transport processes considered in this study through such a fracture–matrix system,




+ u · ∇C − ∇ · θ D (∇C) = 0 (1)
whereC(kg/m3), t (s), u (m/s) , D(m2/s) and θ denote the volumetric solute concentration in
fluid phase, the time, the fluid velocity, the dispersion coefficient and the rockmatrix porosity,
respectively. For the fracture, with accurate velocity field by solving NSE, its dispersion
coefficient D is the molecular diffusion coefficient D∗ of solute in the fracture fluid (i.e.,
water), expressed as D = D∗.
For the porous rock matrix, the diffusion coefficient is equal to the effective diffusion
coefficient, and it was defined as related to the matrix tortuosity (τ ), written as D = τ D∗
(Tang et al. 1981; Sudicky and Frind 1982). Alternative definition of effective diffusion
coefficient is based on the well-known Archie’s law.
For the transport, no solute was assumed in the entire fracture–matrix system initially
(C = 0 at t = 0). All boundaries were set as gradient free of concentration (n · ∇C = 0,
where n is normal vector of boundary), except the inlet boundary of the fracture, where the
boundary condition was set as constant concentration (C = C0).
For the isothermal, steady-state and incompressible single Newtonian fluid flow in the
fracture, the governing equations are the NSE, which represents mass and momentum con-
servations, written as
∇ · u = 0 (2)





, u (m/s) , P (Pa) , μ (Pa · s) and t (s) denote the density of a fluid, the
velocity vector, the pressure, the viscosity coefficient and time, respectively.
The inlet boundary for flow in the fracture was given as flowrate, such that the flow is free
to enter into the rock fracture depending on local apertures of the inlet surface, which can
reduce the boundary effects. The outlet boundary of flow was set as zero pressure (P = 0).
The rest of fracture surfaces were set as sealed non-slip walls (u = 0).
The transport equation andNSE are a set of nonlinear partial differential equations coupled
with velocity, pressure and concentration fields. In this study, the commercial finite element
software of COMSOL Multiphysics 5.1 was employed to sequentially solve the NSE and
transport equations (COMSOL 2016).
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3.2 Analytical Solution for the Simplified Fracture–Matrix System
In order to compare the numerical results obtained from this study with widely used analyt-
ical solution for simplified geometry model without considering the surface roughness, the
classical analytical solution by Sudicky and Frind (1982) was simply introduced as follows.
In this analytical solution (Sudicky and Frind 1982), the general transport equation (Eq. 1)
for the whole domain of the fracture–matrix system was written as two one-dimensional
separate transport equations: one for the fracture and another for the matrix, written as
∂C f
∂t
+ u ∂C f
∂x














where C f , Cm and D f , Dm are the concentrations and dispersion/diffusion coefficients in
the fracture and matrix, respectively. The symbol u is the constant velocity in fracture, b is
half aperture, θ is porosity of matrix, t is time, and X and z are the spatial coordinates in flow
and vertical directions, respectively. Since the flow velocity in the fracture was assumed as
constant in this analytical model, the fracture dispersion coefficient was defined as
D f = αLu + D∗ (6)
where αL (m) is the longitudinal dispersivity.
The closed-form solution was deduced through the Laplace transform approach. The
detailed solution and procedures can be found in Sudicky and Frind (1982). Note that this
analytical model in Sudicky and Frind (1982) is in the same framework of assumptions used
in Tang et al. (1981), as discussed in Zou et al. (2016b). The difference in Sudicky and
Frind (1982) is that the boundary conditions of the bounded matrix were set as concentration
gradient free, ∂Cm
∂z (x, z = ±B, t) = 0, where the B is the matrix thickness, instead of
zero concentration Cm (x, z = ∞, t) = 0 for the infinite matrix domain used in Tang et al.
(1981). Such gradient free boundary condition on the matrix represents the case of transport
in a system of discrete multiple-parallel fractures, with the finite intervening porous matrix.
It is also consistent with the numerical models in this study within a finite matrix domain.
4 Simulation Results
4.1 Simulation Settings
The established fracture–matrix system model was discretized into 3.7 million tetrahedral
elements. Special finer elements (around 0.05mm) were used for the fracture part (especially
near the asperity contacts) to properly represent the complex geometry of surface roughness.
The resolution of meshes was determined through amesh-size sensitivity analysis procedure,
to reach mesh-independency condition and numerical stability of the simulation results.




was injected on the origin of fracture (inlet
boundary of the fracture) for transport simulations. For convenient comparison of results,
the concentration was normalized as C ′ = C/C0. Unless specified otherwise, the results
reported below used the normalized time as t ′ = t/t¯ for comparison, where t¯ is the mean
residence time for fluid flow through the fracture (t¯ = L/u, where L is the length of fracture
and u is the averaged flow velocity in the fracture in the Y direction).
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Table 1 Parameters and boundary conditions adopted for simulations
Parameter Note (unit) Value
Gravitational acceleration g(m/s2) 9.8
Water density ρ(kg/m3) 9.997e2






Rock matrix porosity θ (−) 0.01






Inlet flowrate Q(m3/s) 3.24e−11, 1.62e−10, 3.24e−10, 1.62e−9,
3.24e−9, 1.62e−8 and 3.24e−8
Reynolds number Re (−) 0.001, 0.005, 0.01, 0.05, 0.1, 0.5 and 1.0
Péclet number Pe (−) 0.64, 3.22, 6.44, 32.20, 64.40, 322.02 and
644.04
The physical parameters and boundary conditions adopted for simulations are summarized
in Table 1. To illustrate the impacts of surface roughness on flow and transport processes
under different flow conditions, seven inlet flow conditions with different flowrates were
selected in this study, leading to seven Reynolds numbers (Re) and Péclet numbers (Pe) in











where u¯ (m/s) is the mean velocity, bˆ (m) is the characteristic length approximated by the
mean fracture aperture,W (m) is thewidth of fracture and Q(m3/s) is the volumetric flowrate.
The range of Re and Pe selected for this study commonly exists within the natural or pumping
flow conditions.
In solving of NSE and transport equations, the direct solver ‘MUMPS’ provided in the
COMSOLMultiphysics 5.1 was used to solve the system of linear equations. The simulations
were conducted in a high-performance workstation, with each solution of steady-state flow
and transport for 10 times of the mean residence time taking around 6 hours and demanding
around 28G of physical memory.
4.2 Flow Field
The flow velocity field in the Y-direction (the principal flow direction) and streamlines for
Re = 0.001 are exemplified to show the flow behaviors in the 3D rough-walled fracture,
presented in Fig. 2.
As shown in Fig. 2a, although the Re number is relatively low (Re = 0.001), the velocity
values are highly discretely distributed in the fracture space. Low-velocity zones (blue-
colored areas) were mostly located around the contact spots, indicating significant impacts
of contact spots on flow behaviors that formed multi-rate flow zones in the fracture. The
streamlines in Fig. 2b show the flow pass around contact spots and are concentrated in a few
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Fig. 2 Flow behavior in the fracture when Re = 0.001: a Y component of velocity distribution b streamlines.
Note that ina, the brokenparts of the vertical cross-sectional nets showingvelocity contourmaps are the asperity
contact spots,where thevelocity contourmapswere interrupted.The streamlines shown inb illustrating channel
and transverse flows around these corresponding contact spots
channels of higher-velocity zones, indicating strong channelized flow in this rough-walled
fracture.
Suchnon-uniformly and channelizedflowbehaviorswere causedby the complexgeometry
condition of fracture surface roughness, because it formed variable distribution of apertures,
as well as contact spots that directly resulted in a heterogeneous distribution of transmissivity
in the fracture.
Figure 3 shows the relationship of effective transmissivity with the local modified aper-
tures. The effective transmissivity T eyi was inversely calculated from the velocity and pressure
fields, written as (Zou et al. 2016a)
T eyi =
ρgb¯ f (yi ) uyi
∇Pycos∅yi
(9)
where b¯ f (yi ) is the local modified apertures calculated by considering the vertical tortuosity
of flow along the mid-surface of the fracture, following Ge (1997) and Nicholl et al. (1999).
The uyi and∇Py are the averaged velocity and pressure gradient across themodified aperture,
respectively. The ∅yi is the local slope angle of the mid-surface along the Y axis direction.
The theoretical relation between transmissivity and apertures basedon theLCL is plotted in
Fig. 3 for comparison. The overall trend of blue-colored scatter points (representing effective
transmissivity) was generally similar to that of LCL model result (the red curve), showing
a stronger correlation between the effective transmissivity and local modified apertures in
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Aperture [m] 10-3






















Fig. 3 Relationship between effective transmissivity and aperture
a statistical sense. However, the scatter points still demonstrate important variability with
representative average trend below the red curve of the LCL. Such variance in the scatter
points also indicates the uncertainty and potential failure of LCL in modeling fluid flow in
3D rough-walled fractures. The main reason is that the real flow field (as shown in Fig. 2)
contains significant channeling and transverse flows in the transverse directions (i.e., X axis
and Z axis directions), which is beyond the assumption of LCL that the flow is constrained
on same plane of vertical cross sections.
To sum up, the fracture surface roughness significantly increased the complexity of flow
behavior and caused important uncertainty in the relationship between velocity, effective
transmissivity and apertures. Such impacts on flow will consequently affect the transport in
the fracture–matrix system, as will be shown below.
4.3 Evolution of Concentration Fields
Figure 4 presents the evolution of the concentration field in the fracture–matrix systemmodel
at different times (0.2, 0.6 and1.0 t¯). The cases of Re = 0.001 and1.0 (Pe = 0.64 and644.04)
were exemplified to show the significant differences of concentration distribution features
under different flow conditions with low and high flowrates.
In the low flowrate case, when Re = 0.001, as shown in Fig. 4a, c, e, the concentration
field was generally homogenously spreading in the principal flow direction (along Y axis).
Only small ranges of variations of concentration along direction of the X axis were shown
around the contact spots (Fig. 4c). Also, the concentration field penetrates from the fracture
into the matrix, which was shown by gradually change in colors from red to blue along
the distance to the fracture, in both up and down directions. It demonstrates the significant
effects of matrix diffusion. The main reason for such phenomena is that the transport process
is diffusion dominant in low flowrate conditions with low Pe numbers (i.e., Pe = 0.4), which
covered the impacts of velocity variations caused by the fracture surface roughness.
By contrast, in the high flowrate case when Re = 1.0, where the transport is dominated by
advection (Pe = 644.04) in the fracture, the concentration field is highly discretely spread
along in the fracture (Fig. 4b, d, f). It strongly follows these preferential flow channels and
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Fig. 4 Propagation of solute transport through fracture–matrix model when t = 0.2t¯ , 0.6 t¯ and 1.0 t¯ : a, c, e
low flowrate, Re = 0.001, and b, d, f high flowrate, Re = 1.0
shows obvious fingering type of transport paths, due to the preferential flow field caused by
surface roughness and fracture contacts. Such preferential transport behavior will result in
earlier arrival of solute through the high-velocity zone of channels in the fracture space, but
heavy tailings of solute spreading in the low-velocity zones around the contact spots. This
dispersive transport behavior illustrates that the flow heterogeneity caused by the complex
geometry structure of surface roughness has significant impacts on the advection-dominant
transport processes in the fracture–matrix system. In addition, due to the relatively shorter
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Fig. 5 Concentration field in different flow conditions at the same un-normalized time t = 10,000 s. a
Re = 0.001 and b Re = 0.01
time of the mean residence time under high flowrate condition, the matrix diffusion effects
become relatively lesser than that in the low flowrate conditions for Re = 0.001.
In order to show the matrix diffusion effects at the same actual un-normalized time, the
concentration field in the fracture–matrix system model when t = 10,000 s (around 2.78h)
for Re = 0.001 and 0.01 is presented in Fig. 5. At the same actual time, the penetration
zones of the concentration in the matrix are relatively larger in the higher flowrate case (i.e.,
Re = 0.01), due to the relatively faster transport in the fracture than that in the low flowrate
case (i.e., Re = 0.001). Such different evolution features of concentration field in different
flow conditions both at the same normalized and un-normalized time indicate that solute
transport in rough-walled fracture–matrix systems is significantly flowrate dependent.
In order to highlight the impacts of contact spots on the concentration distributions, espe-
cially in high flowrate case (Re = 1.0), the contour maps of concentration at the cross section
of X = 12.5mm (which contains two contact spots) are presented in Fig. 6. As shown in
Fig. 6a, low-concentration zones arise behind the contact spots where the low-velocity zones
are. These low-velocity and low-concentration zones play roles as the ‘immobile zones’ and
result in the tailing behavior of transport (Boutt et al. 2006; Cardenas et al. 2007). As time
increases, concentration field in these contact spots becomes matrix diffusion process zones
as shown in Fig. 6b, with bright red colors at two contact spots. Such phenomenon of contacts
with local concentration cannot be found with analytical models and has not been reported in
published numerical studies. However, it is a source of uncertainty for both local and overall
transport processes when analytical solutions are used. It may have effects on thermal and
geochemical processes of the water–rock interactions in the fracture–matrix systems.
4.4 Breakthrough Curves of the Fracture
The solute concentration accumulation (breakthrough) features at the outlet boundary of the
fracture model, named as cumulative distribution function (CDF), were collected for a more
comprehensive and quantitative analysis of the differences between results by analytical solu-
tion and numerical simulations in both the spatial and temporal domains. In particular, we
wish to show solute concentration tailing distributions in a long term; hence, the comple-
mentary cumulative distribution function (CCDF) curves are used to compare results. The
CCDF equals to one minus CDF, which emphasizes the tail distribution in the log-plots.
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Fig. 6 Concentration evolutions on the cross section of X = 12.5mm for Re = 1.0. a t = 1.0 t¯ and b
t = 10.0 t¯
The CCDF curves for the cases Re = 0.001, 0.05 and 1.0 are exemplified in Fig. 7 to
show breakthrough features of solute transport in this fracture–matrix system with different
flowrates. The results of the analytical solution by Sudicky and Frind (1982) are also plotted
for comparison.
Although the CCDF curves by numerical simulation were slightly above the theoretical
CCDF curves calculated by the analytical solution, all the simulation results generally con-
verge to the analytical solution asymptotically (i.e., 10 times of their mean residence time),
with long tails due to effects of matrix diffusion. This is to be expected since asymptotically,
matrix diffusion will be the main factor that controls the solute concentration accumulation.
These slight differences were caused by the surface roughness, because of obviously larger
areas of the fracture–matrix interfaces in the rough-walled fracture for the matrix diffusion
than that in the smoothed parallel plate model used in the analytical solution.
In the short term, i.e., t < 2 t¯ (within 2 times of their mean residence time), only in the
case of Re = 0.001, the simulation result is generally consistent with the analytical solution.
In cases of Re = 0.05 and 1.0, the simulated CCDF curves show significant differences with
the analytical results. Comparing with the analytical solutions, the simulated CCDF curves
showmuch stronger dispersive features with earlier arrivals and heavier tailings. Particularly,
such dispersive transport feature is more obvious in the case of high flowrate (i.e., Re = 1.0).
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Fig. 7 CCDF curves at the outlet boundary of the fracture of the numerical and analytical models
This finding is consistent with the results of concentration distributions shown in Sect. 4.3,
where the flow heterogeneity caused by the fracture surface roughness has much stronger
effects on transport process in cases of higher flowrates, due to the increasingly important
role of advection with increasing flowrates.
Note that this analytical solution is based on the assumption of full mixing in the fracture.
However, in 3D rough-walled fractures, such heterogeneous features in advection-dominant
transport processes are beyond this essential assumption, especially in the transverse hori-
zontal direction (X axis), where the solute is not fully mixed. It is the main reason for the
differences between simulation results and analytical solution shown in Fig. 7 for higher Re.
Although the simulated CCDF curves gradually converge to the analytical result, many
engineering applications involvingmass transports in fractured rocks are of interest on shorter
time scales, e.g., of unit mean residence time (Neretnieks 1980; Cvetkovic et al. 1999).
Therefore, such significant impact of dispersive transport caused by surface roughness is
potentially an important source of uncertainty that should be considered inmodeling of solute
migration in fractured rocks. It implies that the dispersion coefficient should be accurately
quantified in implementation of analytical models.
4.5 Effective Dispersion Coefficient of the Fracture
The numerical simulations have shown important dispersive behavior in fracture due to sur-
face roughness, especially when transport is dominated by advection with high flowrates/Re
numbers (see Fig. 5). The significant differences in breakthrough curves (see Fig. 7) between
numerical simulation results and the analytical solution without considering dispersion have
also shown that it is important to consider such dispersion effects in applications (e.g., using
Eq. 6).
With the direct simulation of solute transport in this rough-walled fracture–matrix model,
its effective dispersion coefficients can be indirectly estimated through curve fitting of sim-
ulated results with the analytical solution by using the least square fitting method. However,
the formula of analytical solution is nonlinear and contains an integration term. Therefore, the
simplest but efficient approach for this one parameter least square fitting is direct searching
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Fig. 8 Effective dispersion coefficients varying with mean flow velocity in the fracture
from a tested range. The searching value of dispersion coefficient leading to the minimum of
residues/differences between fitted curves and simulated results was estimated as the effec-
tive dispersion coefficient. The obtained effective dispersion coefficients in different cases
of Re numbers are plotted against mean velocities, shown in Fig. 8.
The effective dispersion coefficients (blue dots) show an approximately linear relation
with mean flow velocities, which agrees well with the linear fitting by Eq. 6, with square of
correlation coefficient R2 lager than 0.99. According to the physical meaning of Eq. 6, the
coefficient of 4.5 × 10−4m was estimated as the longitudinal dispersivity for this fracture
model.
The issue of how to accurately estimate dispersion coefficients or the longitudinal disper-
sivity in natural rock fractures is still open. In most applications, the dispersion coefficient,
especially the longitudinal dispersivity, was adopted empirically, due to the difficulties and
uncertainties in field tracer tests and laboratory experiments (e.g., Tang et al. 1981). In addi-
tion, many investigations have shown that dispersivity in natural fractures is closely related
to specific flow (flowrates) and geometry (surface roughness and scales) conditions (Pickens
and Grisak 1981; Zhou et al. 2007; Zhao et al. 2010). Therefore, to obtain more general and
accurate estimates of the dispersion coefficient and dispersivity, a large number of statistical
and multi-scale analyses are required.
4.6 Concentration Profiles in the Matrix
As shown above in the concentration fields (Fig. 5) and CCDF curves (Fig. 7), the matrix
diffusion plays a significant role in the solute transport process. The contour map of con-
centration on a vertical cross section at Y = 12.4mm of the fracture–matrix system model
is plotted in Fig. 9, to show the concentration distribution feature. To further quantitatively
compare simulated results with the analytical solution (the red curve), a set of concentra-
tion profiles (blue curves) along the vertical distance from the upper fracture surface on this
cross section are also presented in Fig. 9. These profiles were interpolated from simulation
results on 63 lines along the vertical distance from the upper fracture surface. The locations
or interval of these lines are chosen according to the topographical interval of the surface
roughness (IX = IY = 0.4mm). Note that due to the single process of diffusion in the matrix,
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Fig. 9 Contour map and concentration profiles on a vertical cross section at Y = 12.4mm, Re = 0.05
the concentration distribution in the matrix is dependent on the time scale. For simplicity,
only the case of Re = 0.05 (with the modulate flowrate simulated in this study) for t = 10 t¯
is exemplified in this section, for a general illustration and quantitative comparison.
The contourmap shows clear diffusion/penetration zones starting from the fracture surface
into the matrix gradually. The concentration in the fracture is close to 1.0 due to relatively
long-term ( t = 10t¯) advection (Fig. 9). The concentration distribution in the matrix along
the fracture generally follows the patterns of surface roughness, but with much smoother
iso-surface of diffusion/penetration zones than the structure of surface roughness. This result
reflects the nature of diffusion that eventually leads to a homogenous distribution of concen-
tration in the entire domain when an adequate time scale is reached.
The simulated results of concentration profiles (blue curves) for the matrix show a strong
spatial variability around the theoretical solution (the red curve) (see Fig. 9). The good agree-
ment between the theoretical solution and the average of concentration profiles demonstrates
that the analytical solution is robust in general trend, but limited for evaluating uncertain
variations in the real rough-walled fracture–matrix systems.
The main reason for the variations of concentration profiles in the matrix is the flow
heterogeneity in the fracture caused by surface roughness, which yields the non-uniformly
distributed concentration on the interfaces that acts as the boundary condition for matrix
diffusion. It is demonstrated in the contour maps of concentration distribution on the cross
section at an early stage of transport (i.e., t = 0.6t¯), shown in Fig. 10.
As shown in Fig. 10, in both cases of Re = 0.001 and 0.05, at the earlier stage of transport,
the concentration is non-uniformly distributed in the fracture, as well as on the interfaces,
due to variant flow and advection velocities in the fracture. Such non-uniformly boundary
condition for the matrix diffusion will consequently result in variations of concentration
profiles in the matrix.
4.7 Importance of Transverse Diffusion in the Matrix
Another significant reason for the variations of concentration profiles is caused by the trans-
verse diffusion in the matrix. Comparing with the analytic solution, the numerical model
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Fig. 10 Concentration distribution on cross section Y = 12.4mm, when t = 0.6 t¯ . a Re = 0.001 and b
Re = 0.05
realistically simulated full 3D diffusion in the matrix, which cannot be conducted by the
analytical solution because the matrix diffusion in the transverse directions (i.e., directions
parallel to the fracture surface) was ignored. This issue was discussed in Zou et al. (2016b) in
the context of a 2D smooth parallel plate fracture–matrix model. It was found that transverse
diffusion can have a significant impact on the solute concentration distributions in the rock
matrix. Considering the 3D rough-walled fractures, the effects of transverse diffusion in the
matrix become a more important factor that causes significant variations and uncertainties in
concentration distribution in the matrix, as shown in Fig. 9.
To illustrate the importance of transverse diffusion in the rockmatrix, simulation results of
a test case with Re = 0.05 are shown in Fig. 11. In this case, the transverse matrix diffusion
was switched off by setting the effective diffusion coefficients in the X and Y directions as
0. The contour map and concentration profiles for the same cross section at Y = 12.4mm
are presented in Fig. 11, for comparison.
The contour map in Fig. 11 obviously shows rougher iso-surface/line of concentration
distribution, which is directly related to the local surface roughness. Meanwhile, the matrix
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Fig. 11 Concentration profiles for the cross section at Y = 12.4mm, Re = 0.05, without considering
transverse diffusion in the rock matrix
concentration profiles (blue curves) along the vertical distance from the upper fracture face
show much less variation with respect to the analytical solution (the red curve) than the real
case where the full 3D matrix diffusion is considered (see Fig. 9). In order to quantitatively
compare derivations of concentration profiles with the analytical result, the root-mean-square









i − Cai )2 (10)
where Csi and C
a
i are the solute concentration at the i th point to be compared, as the
numerical and analytical results, respectively. Integer n is the number of comparing
points.
The boxplots of RMSD in Fig. 12 show that once the transversematrix diffusion is ignored,
the concentration profiles are more close to the analytical solution, with significantly reduced
mean, deviation range and extreme values of the RMSD. This result verifies that transverse
matrix diffusion can be the reason for variations of the concentration distribution in thematrix
shown in Fig. 9. It may therefore be necessary in applications with more complex processes
between solute and matrix (such as sorption, precipitation and dissolution processes) to
include these variations for accurate quantification, depending once again on the objective
of the modeling.
5 Discussion
5.1 Comparison with Simplified Numerical Models Based on the Reynolds
Equation
In addition to analytical models, the Reynolds equation is also widely applied in modeling
of flow and transport in rock fractures, due to its simplicity and ability to account for surface
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Fig. 12 Boxplots of the differences (represented by the root-mean-square derivation) in concentration profiles
between numerical simulation and the analytical solution: a with and b without consideration of the transverse
diffusion in numerical simulation
roughness effects by using LCL. The results of flow and advection-dominated transport by
comparison of NSE and Reynolds equations were presented, in order to further quantify the



















A finite element method (FEM) code was developed to obtain numerical solutions of the
Reynolds equation, for the comparison with NSE results in this study.
Figure 13 presents spatial distribution of relative differences between the velocity field
calculated by solving NSE and Reynolds equation, for Re = 0.001. The relative differences
of local velocity ξU are defined as
ξU = UNSE − URE
UNSE
× 100% (12)
whereUNSE andURE are the normal velocity solved by NSE and Reynolds equation, respec-
tively. Note that UNSE is linearly interpolated from the 3D velocity fields by solving NSE,
because of different meshes used in solving NSE and Reynolds equation (i.e., 3D mesh for
NSE but 2D mesh for the Reynolds equation).
The comparison of local velocity shows significant relative differences between results of
NSE and Reynolds equations. The value of ξU ranges from −215 to 60%. Particularly, the
areas near the shear induced contacts show relatively higher differences.
In order to compare transport in consideration of matrix diffusion based on the Reynolds
equation, a particle tracking technique was used to simulate the transport in the fracture–
matrix system, following researches by Yamashita and Kimura (1990) and Moreno and
Neretnieks (1993). Note that the dispersion in the fracture is ignored in this transport model.
The travel time for each particle in the fracture is determined by using uniform random
number in the interval [0, 1]. The travel time t is calculated from
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Fig. 13 Differences of local velocity between NSE and Reynolds equations, Re = 0.001. The white voids
represent the shear caused contacts








where [R]10 is a random number between 0 and 1 from uniform distribution and tw (s) is the
travel time due to advection calculated from particle tracking.
Figure 14 shows the comparison of CCDF curves calculated by direct simulation based
on NSE and by the particle tracking based on the Reynolds equation. When Re is relatively
small (i.e., Re = 0.001), the CCDF curves calculated by the particle tracking based on
the Reynolds equation show larger differences from those by direct simulation based on
NSE, due to ignoring dispersion in the fracture through particle tracking method. When
Re increases, the CCDF curves calculated by the two models approach with each other in
long-term transport. Comparing with the analytical solution by Sudicky and Frind (1982)
shown in Fig. 7, the results by the particle tracking based on the Reynolds equation are more
consistent with those by direct simulation based on NSE, because the heterogeneous flow
caused by the surface roughness can be captured by the Reynolds equation. However, due to
ignoring dispersion in the fracture, the results by the particle tracking based on the Reynolds
equation may still contain important uncertainty, especially the transverse dispersion. Unlike
more realistic velocity field provided by solving the NSE in 3D, the velocity calculated by
the Reynolds equation is a 2D averaged velocity across the aperture of the same fracture
geometry model.
5.2 Effects of Shear
It is known that shear significantly affects the fracture flowby changing the aperture structures
and creating asperity contacts between the two rough surfaces of the fracture, as described in
123
1024 L. Zou et al.
Fig. 14 Comparison of CCDF curves calculated by direct simulation based on NSE and by the particle
tracking based on the Reynolds equation
previous sections. In order to highlight the shear effects, another set of simulation with the
same initial and boundary conditions, but using the un-sheared fracture model was conducted
for comparison. In this un-sheared fracturemodel, the aperture is constant (equals to 0.65mm)
which is the same as the mean aperture of the sheared model (see Fig. 1).
Figure 15a shows the concentration distribution when Re = 1.0 (Pe = 644.04) and
t = 0.6t¯ in the un-sheared fracture model. Comparing with result in the sheared model (see
Fig. 4d), the concentration field is more homogeneous, despite that there are still preferential
advections due to the surface roughness and tortuous flows.
Figure 15b presents the CCDF curves in the un-sheared fracture model when Re = 0.001,
0.05 and 1.0 as well as the analytical results for comparison. Comparing with that in the
sheared model (see Fig. 7), the CCDF curves are more close to the analytical results. The
effective dispersivity of this un-sheared fracture model is 1.62 × 10−4m. It is much smaller
than that in the sheared fracture model.
In previous studies by direct simulation of flow and transport in 3D rock fractures, the
shear effects, especially that of the asperity contacts, were rarely considered. However, above
comparison proved that the shear significantly enhanced the dispersive behaviors of solute
transport process in rock fractures under mechanical loading conditions. The main reason
is that the shear process causes much aperture structure changes, and asperity contacts con-
sequently enhance the flow heterogeneity with significant transverse flows. In applications,
such impacts of shear on solute transport therefore should be properly considered.
5.3 More Complicated Flow Conditions Affecting 3D Effects
In order to compare with the analytical model, we only simulated the most common case of
one principal direction flow (in the Y axis direction). However, such idealized flow condition
is a much simplified flow type in real 3D rock fractures and fracture networks, where the
fracture flow may occur in any combination of inflow and outflow conditions, depending
on the hydrogeological and mechanical conditions in nature (i.e., hydraulic gradient and
geometric connections). To illustrate the flow and transport behaviors in more complicated
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Fig. 15 a Concentration distribution when Re = 1.0 and b CCDF curves in the un-sheared fracture model
flow conditions, three other typical flow cases with inflow Q = 3.2423 × 10−8 m3/s were
simulated and presented in Fig. 16, with different specifications of inlet and outlet boundary
conditions.
Figure 16a, c and e shows the streamlines of these three flow types, illustrating the more
complicated channeling flow paths in the 3D fracture. Figure 16b, d, f presents the break-
through curves on the outlets of these models. The complicated channeling flows in fractured
rocks have been extensively investigated at field scales in previous studies (e.g., Nordqvist
et al. 1992; Tsang and Neretnieks 1998). Above results of streamlines and breakthrough
curves generally illustrate the complicated channeling flows and multi-rate transport behav-
iors (due to the preferential channeling advection) at the scale of single fractures. The original
reason for these phenomena is still the complex surface roughness which caused the hetero-
geneity of transmissivity. This finding shows that the flow boundary condition is an important
factor for design laboratory experiments on fracture flow and transport, since most of tests
with only forced one principal flow direction may cause unknown estimation of the flow and
transport properties of the rough-walled rock fractures.
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Fig. 16 Streamline and breakthrough curve of different flow conditions
6 Conclusion
Some general conclusions from this study are summarized as follows:
• The complex geometry of fracture surface roughness, as well as fracture con-
tacts/closures, significantly increases the complexity and heterogeneity of flow fields
in 3D rough-walled fractures, even when Re is small (i.e., Re = 0.001). The variations
in the effective transmissivity demonstrate important uncertainty in modeling of flow
by using the LCL model. Particularly, in the comparison of the flow field, the relative
differences between results based on NSE and the Reynolds equation (using the LCL
model) range significantly from −215 to 60% in this study.
• The surface roughness causes flow heterogeneity and consequently affects transport
behavior in the fracture–matrix systems. It causes dispersion (solute spread following
the preferential flow channels) of concentration in the fracture. Such dispersive transport
behavior becomes increasingly important with increases in Re and Pe numbers, due to
the increasingly stronger advection effects.
• The flow and transport model by the particle tracking based on the Reynolds equation
can capture the heterogeneous flow caused by the surface roughness. However, its results
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may still contain important uncertainty due to potential errors in the much simplified
flow field and the ignoring of dispersion.
• The fracture surface roughness also leads to important variations/uncertainties of concen-
tration profiles in the matrix, due to both flow heterogeneity in the fracture and transverse
diffusion in the matrix, which are neglected in the analytical solutions. Such variations
may bring more uncertainties when the local concentration related processes (e.g., pre-
cipitation/dissolution) need to be considered.
• In 3D rough-walled fracture–matrix systems, the non-fullymixed condition in the fracture
and transverse diffusion in the matrix may become important sources of uncertainties in
applications, which cannot be considered in the analytical solutions.
• Direct 3D simulations by solving NSE and transport equations are useful as numerical
experiments, which help us to test applicability of analytical solutions, to determine
the effective dispersion coefficient and to better understand potential uncertainties in
applications of analytical models for natural fracture flow and transport problems.
This study considers only the two major transport mechanisms of advection and disper-
sion/diffusion in the fracture and matrix diffusion in the matrix, for highlighting the impacts
of surface roughness of rock fractures. As the critical interface between the fracture and
matrix, the rough-walled surfaces will also affect other transport mechanisms, such as sur-
face sorption and chemical reactions, due to the increased specific surface areas (Neretnieks
1980; Wels et al. 1996; Cvetkovic et al. 1999). To obtain more comprehensive understanding
of transport behavior in natural fractured rocks when a broader range of processes is active,
further studies are needed.
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