Recent years saw a dramatic increase in genomic and proteomic data in public archives. Now with the complete genome sequences of human and other species in hand, detailed analyses of the genome sequences will undoubtedly improve our understanding of biological systems and at the same time require sophisticated bioinformatic tools. Here we review what computational challenges are ahead and what are the new exciting developments in this exciting field.
Introduction
Bioinformatics is playing a more and more significant role in the study of modern biology. It is now unthinkable to design research projects or experiments without a prior query or consultation of a few bioinformatic databases. In this respect, bioinformatics provides databases and tools to help ordinary biologists. To the other extreme, high throughput data can only be handled properly with some sort of automated analysis pipeline. And there are others developing mathematical or statistical algorithms and computational methodologies to analyze the data and thus uncover biological knowledge underneath the biological data. Here we may need to define bioinformatics and its close relative computational biology. Bioinformatics is the currently popular term for the application of computational and analytical methods to biological problems. Bioinformatics specifically refers to the search for and use of patterns and inherent structure in biological data such as genome sequences, and the development of new methods for database access and queries (NCBI Bioinformatics Definition URL). The term computational biology is more frequently used to refer to the physical and mathematical simulation of biological processes. However, as new high-throughput methods for obtaining and storing different types of biological data have developed, the line between these two subdisciplines has blurred.
If the goal of genome research or modern biology is to accumulate knowledge from DNA sequences and proteome information to pathways and networks and all the way to physiology and even to ecological systems, then there are layers of methodologies and expertise to accomplish these goals (Fig. 1) . It is the role of bioinformatics to provide the necessary computational and statistical means and data handling capabilities.
In the last 50 years, the pool of publicly available biological data has grown exponentially (GenBank Growth URL). Genome projects for many different organisms are producing vast amounts of sequence data. The number of available protein structures may increase even faster than it has been, as initiatives for high-throughput structural biology projects get underway at several research institutions. The availability of new methods has made it possible to assay the rates of transcription and translation of thousands of genes in a single experiment. Plans for a public repository for these data are underway. To approach the study of datasets of this magnitude, advanced computational and data mining methods are required. Here we review methods that were newly introduced for the analysis of genome data and the new trends in this field.
Completion of the Human Genome Project
After 10 years of international effort to unravel the human genome sequence, an initial draft was announced in 2000, papers described it in 2001 (Int. Human Genome Seq. Consortium, 2001) , and the official announcement of completion in the spring 2003 (Collins et al., 2003) . Except for a small portion of the genome, an extremely high quality sequence has been acquired and deposited in public databases (Golden Path Statistics URL). However, access to the genome data and its annotation information has not been an easy task for ordinary biologists, not to mention skilled *To whom correspondence should be addressed. bioinformaticians. Following the lead of the team at the University of California, Santa Cruz (Kent et al., 2002) , NCBI, EBI and others released their own versions of genome browsers. Each has its own strength and design concept, which is very useful in answering questions such as where my gene is in the genome, and what others are nearby, how my gene is spliced compared to the genome, and whether there are other EST sequences supporting it. If one needs the 5' upstream sequence of a gene, it is a matter of a few clicks now with these browsers. A parallel exhibition of the tracks of many features such as CpG islands, mouse homology, repetitive elements and so on helps to understand the patterns in the genome sequence. Genetic markers that were obtained from linkage studies can be easily located on the genome. Genes in the vicinity can then be scrutinized for their role in the phenotypes. This information can be mapped on the mouse synteny region available on NCBI's homology map. The associated mouse mutation and phenotype information can be retrieved from the Jackson Laboratory's database (Jackson Lab. URL). The Ensembl browser (Ensembl Genome Browser URL), a collaboration of EBI and Sanger Institute, offers unique capabilities such as protein-based queries. For example, for those interested in proteins having certain domains or motifs, Ensembl provides a data mining system called EnsMart. With it, complex queries can be built by combining the restriction on genomic location, novelty, tissue expression pattern, protein domain and motif, SNPtypes and so on. These browsers now serve not only human genome but also mouse, rat and other organisms for which complete genome sequences are available. It is certain that these genome browsers will be essential tools for all biologists in the coming years. Nature Genetics published a supplementary issue introducing these browsers with many practical examples (Wolfsberg et al., 2002) .
Next Questions to be Answered
The completion of the human genome sequence poses many important research questions that should be answered, as summarized by NHGRI (Collins et al., 2003) 
Automatic Annotation of Human and Other Genomes
One of the most interesting developments in the analysis of human genome sequence is provided by the Ensembl project (Ensembl Genome Browser URL), which is a joint operation of the European Bioinformatics Institute (EBI) and Sanger Institute. It employs a host of high performance computing servers to automatically annotate the human genome sequence. It predicts genes based on the protein-evidence and as such it provides rich information in relation to protein sequence, structure and function. It is extremely helpful when one wants to locate genes on genome that have certain protein domains. Now the successful operation is extended to other eukaryotic organisms such as mice, rats, fish, and worms. In the microbial world, The Institute for Genome Research (TIGR) developed an automatic annotation system called CMR (Comprehensive Microbial Resource, TIGR/CMR URL). It provides rich annotation information that is regularly updated in order to reflect the new information accumulated in the relevant databases.
Comparative Genome Analyses and Associated Tools
The availability of many completed genome sequences offers an exciting new opportunity that has never seen before, that is, the comparative genome/proteome analysis of closely and distantly related species. A comparison of genome sequences of the species appropriately apart can be exploited in finding exons and other regulatory elements. Traditionally, eukaryotic gene findings have relied on probabilistic models that have been developed by learning patterns embedded in the known exon sequences. This approach, known to generate many false positives, can be complemented by the method based on the homology with related species. For example, in predicting human genes, the mouse genome sequence has proven extremely useful (Korf et al., 2001) . Now, it is extended to include other species such as rats and fish, enhancing the performance. A prediction of regulatory elements in the upstream of human genes has been very difficult due to their short length. Now, the cross-species comparison of the promoter predictions can greatly reduce the false positives. M.Q. Zhang recently reported that combining the promoter predictions of humans, mice, and rats that increased the specificity and utilization of even more genomic sequences from other species would be desirable (Zhang, 2003) . Eric Davidson also employed this powerful approach to discover cis-regulatory elements of a sea urchin by comparing a wider range of upstream of orthologous genes in a sea star (Davidson, 2003) . This information, combined with other experimental data, culminated in constructing a gene regulatory network in embryonic stage of sea urchin (vide infra). With the DNA sequencing price becoming cheaper (thanks to the technology development), more sequences will be available in the coming years, which means an exciting era for comparative genome analysis.
Proteins that are conserved in many species may play an essential role in the biology of those species, while the species can be classified based on the profile of conserved proteins. NCBIs COG--Clusters of Orthologous Groups (Tatusov et al., 2001) provides precisely that kind of information among microorganisms. Now they have developed a new kid on the block called KOG that is an eukaryotic version of COG. It compares the proteomes of S. cerevisiae, S. pombe, C. elegans, Drosophila, human, Arabidopsis, and Encephalitozoon cuniculi. It provides information on 4,852 domains that are conserved in some of these species. It can be a very useful tool in detecting domain structures in novel proteins (see the section on protein motifs).
Transcriptome Analysis and Gene Discovery
In contrast to the approaches of gene prediction from genome sequences that can be purely hypothetical, the cDNA collection provides experimental evidence of transcription. Besides, the prediction methods tend to be biased to protein-coding genes, while the cDNA approach does not discriminate non-coding genes that have been drawing attention recently. It has its own weakness in relying on the expression level and thus difficulty in detecting low copy genes. Nevertheless, the complementary use of these two approaches improves the stability and specificity of the gene prediction. More importantly, the contribution of the cDNA-based approach to the understanding of genomics is the experimental collection of alternatively spliced forms and variations in the start and stop sites. This information points to the fact that transcriptome is extremely dynamic and diverse and plays a central role in understanding the gene regulation, function, and expression, bridging genomics and proteomics. Recently mouse (The FANTOM Consortium and RIKEN Genome Exploration Research Group Phase I & II Team, 2002) and human (Gojobori et al., 2003) full-length cDNA clones were collected and annotated in terms of functions, expression and structures. Both were organized by two different Japanese groups and offer experimental validation to the genome-based gene predictions. According to Ensembl, the number of genes predicted from human or mouse genomes is around 28,000 each. On the other hand, each consortium collected close to 60,000 cDNAs that can be grouped into 23-30k clusters or transcriptional units. In other words, there are at least two-fold redundancies in the cDNA collections that are a combination of alternative spicing forms and start/stop site variants. Invariably, close to 10,000 cDNAs among the nonredundant clusters lack any coding potential, and are often spliced into exons. While it includes obvious examples of antisense genes, the majority of them cannot be properly characterized at this time. Now with the experimental evidence of various variants, bioinformatic analyses are being pursued to correlate these with observed the phenotypes such as pathological conditions of the samples.
Gene Expression Analysis and Mining Tools
DNA microarray technologies now become a popular tool for surveying gene expression profiles. The associated statistical analysis methods have also been well established. It is now a common practice to classify samples based on the similarity in expression profiles and also identify clusters of genes characterizing those sample groups. This approach is particularly useful in studying clinical samples such as tumor tissues in various stages. However, cancer is a complicated process and the gene expression profile alone cannot pinpoint oncogenes or discern the tumorigenesis mechanism. Now various downstream analyses may ramify the dysregulated gene lists. One of the most widely used methods is to classify those dysregulated genes according to their functions in order to recognize which functional category is affected the most. Kyoto Encyclopedia of Genes and Genomes (KEGG, Kanehisa et al., 2002) accepts a list of gene symbols and returns the metabolic pathways these genes are involved with. As they mark the genes that are indicated by the user in different colors, the recognition of the interrelationship among the genes is straightforward. Another popular database in this category is Gene Ontology (GO, The Gene Ontology Consortium, 2001) that is originally intended to provide controlled vocabulary describing biological terms that are related to biological and biochemical functions as well as cellular localization of gene products. As GO associates each biological term with gene products, it is natural to use this database as the reference for cataloging gene functions. OntoExpress provides this functionality over the web (Khatri et al., 2002) . Gene MicroArray Pathway Profiler (GenMAPP, Dahlquist et al., 2002) combines the best of all and provides a powerful statistical analysis and visual presentation. For a given input of genes and their associated expression level, GenMAPP searches a number of pathways and GO terms and scores the commonly occurring terms in terms of significance over random chance. The resulting pathways are presented graphically as a clickable image. Besides functional classification and pathway mapping, there are other methods to make sense out of a list of dysregulated genes. As the transcriptome analysis profiles the downstream effects of stimulation, these genes are under common transcriptional regulation. EXPANDER (developed by Ron Shamirs group at Weizmann Institute, Israel) is particularly helpful in discovering sets of genes sharing common promoter elements in their upstream regions (Sharan et al., 2003) . A rather recent approach to the downstream analysis of genes lists out of microarray studies is to use protein-protein interaction information under the proposition that proteins interacting together may be involved in the same biological process and co-regulated. If this approach proves successful, it may revolutionize the whole analysis as it represents the marriage of two high throughput technologies.
Protein Motif, Domain Finding and Classification
Short blocks or motifs that are found in many proteins may play a significant role in terms of structure and function of the proteins. There are various approaches to detect such motifs, ranging from manual curation of multiple sequence alignments to machine learning approaches such as Hidden Markov Models. The latter is extremely useful in detecting even very large domains in protein sequences. Pfam offers two kinds of domain databases: the first is the curated part containing over 7,000 protein families and domains; the other part is automatically generated from PRODOM that do not overlap with the first (Bateman et al., 2002) . With these databases, one can scan a protein of interest to detect whether it contains one or more known domains, and if found, what other proteins share the same domains. This is the first typical step in annotating a novel protein, which follows cloning and sequencing the gene. As there are several databases available, many motifs are redundant among these databases. EBI merged the motifs and domains that are included in these databases, producing a federated database called InterPro along with its associated search program InterProScan (URL). NCBI offers a more evolutionarily savvy approach called CDD (Conserved Domain Databases, URL) that includes both the Pfam and COG-style profiles that were mentioned previously (see the section on comparative genome analysis). Profiles representing the probability of substituting an amino acid at a particular position with other amino acids were compiled and served as the database against which the query sequence was searched. NCBI implemented this service with their popular BLAST program and called it RPS-BLAST (Reverse Position-Specific BLAST). It is very fast, much like the other protein-based BLAST with various subsets of databases to choose and outputs the result in the familiar BLAST look. If there is no hit to the known families or domains, it would be worth to try PSI-BLAST (PositionSpecific Iterated BLAST), which calculates profiles based on initial hits and uses these profiles to search the database again to detect distantly related homologs. This process is iterated by user-specified number of times and the converged results are returned. However, the process is not guaranteed to converge and the optimal setting of the input parameters is not generally known, requiring careful examination of the output.
Proteome Expression and Localization
Profiling the proteome expression is approached in two different ways: one is a de novo discovery using 2D gel electrophoresis or LC/MS, followed by a database search with peptide fragment masses; the other is a chip-based method that is restricted to the probes spotted on the slide but offers parallel high throughput measurement of the protein quantity using the antibody-antigen reaction. Increasing amount and complexity of data generated from typical proteome profiling studies, especially from high throughput analyses, demands a reliable laboratory information management system (LIMS) throughout the course of proteome experiments and analyses. LIMS is often required in every aspect of genome research, but is most critical for a successful proteomics operation due to the facile nature of the process. Coping with complex digestion patterns and post-translational modifications requires a substantial amount of computing power in searching fragment databases. Economic linux clusters are typically employed in this business; for example, 256 Intel Xeon CPUs are used by John Yates group (Yates group URL). It would be valuable if the expression levels of all of the available proteins were measured across all tissues and organs. Mathias Uhlens group at the Royal Institute of Technology, Sweden, is building such databases (Uhlen, 2003) . It presents enormous storage problems as follows: the size of a typical tissue array image is tens of megabytes, which is easily expanded to tens of gigabyte per antibody across tissue samples, and finally reaches terabytes of information when annotation is included. This causes complications in delivering this important information to the users.
The Nobel laureate in 2002, Sydney Brenner, emphasized the importance of protein localization in the study of protein function (CHI Conference, 2003) . According to him, the genome is an inventory of function, but not function, and we need to translate data into knowledge. The 20,000 or so genes that are expressed in a single cell are too complex a problem to solve, and examining orders of magnitude more proteinprotein interactions does not help. Instead, Brenner advocates studying functional assemblages of proteins, such as spliceosome, the molecular machine that splices RNA messages. He says that only about 2,000 such machines exist in the cell, a more manageable number. Further confusion vanishes if we think in terms of topographical regions of the cell, such as organelles, the plasma membrane, and the nucleus. Brenner says that about 10 such regions are easier to grasp, although neurons may have greater complexity. In order to realize this approach, we are in urgent need of novel technologies for isolating the facile complexes and tracking proteins down the cell compartments.
Protein Structure Threading and Prediction
An amino acid sequence of a protein dictates its threedimensional structure, which in turn defines its biochemical function. It is thus of paramount importance to determine the three-dimensional structure of proteins. A recent issue of Chem. & Eng. News summarized this field very well and its excerpt is given here (Borman, 2003) . There are structural genomics project worldwide to determine experimental structures of a host of proteins, for example all of the proteins in a genome or all the representative proteins in the folding space. The computational approaches of a structure prediction that compliments the experimental approaches can be categorized into several classes, depending on the homology to the proteins for which the three-dimensional structures are known (Fig. 2) . Comparative homology modeling performs very well for those with greater than a 25% sequence homology to known structures. Currently Modeller, (created by Professor of computational biology, Andrej Sali, and coworkers at the University of California, San Francisco) is the most commonly used comparative modeling software and has had a large impact on the field, while Dunbrack and coworkers developed SCWRL, a side-chain conformation prediction program. For those without detectable homology to known structures, it may still be possible to find a suitable structure using the second technique, fold recognition. For perhaps half or three-quarters of unknown (structurally uncharacterized) proteins, there will be a suitable structure in the database one can use as a basis or template for extrapolating a 3-D model, even in the absence of a sequence match. Rather than finding a structure that's suitable for the sequence, fold recognition methods try to find whether the sequence fits on any existing structures. In other words, one threads the sequence onto existing structures to see if these structures bury the sequence's hydrophobic residues well, among a number of other structural considerations. According to CASP5 (The 5 th Critical Assessment of Structure Prediction Methods, 2003) , the biggest development in recent years was in this area. Various research groups have developed computer servers that accept incoming sequence data and generate models in an automated manner. A new concept was also introduced, that is, a metaserver (a server that sends out sequences to multiple other servers) gets a number of models from them, and then uses them to make consensus models. The result is a significant improvement of results in the foldrecognition category. If there's no known sequence or known structure to match the sequence, the third option is to build a 3-D structure of a protein from scratch, called de novo or ab initio modeling. This is the only viable option for proteins with completely new folds; structures that have not been previously observed in nature. The success rate in this category varies greatly and depends also upon the size of the protein in question. Recently, Baker et al. at Univ. of Washington, Seattle, developed a novel method called Rosetta. Essentially, it makes new proteins by assembling little bits from known protein structures. This hybrid method performs far better than any other de novo methods.
Gene Regulation Network and Systems Biology
Eric Davidson at the California Institute of Technology was able to construct the gene regulatory network (GRN) for endomesoderm specification in sea urchin embryos (Davidson, 2003) . This network, which contains ~50 genes (mainly regulatory genes). is a powerful tool for both explanation and prediction, extending from the phenomenology of development to cis-regulatory functions at the nodes of the GRN. The GRN is formulated on the basis of prior knowledge of the developmental process, detailed observations on spatial and temporal patterns of gene expression, and a large-scale perturbation analysis. The GRN is represented in computational models that permit predictions of cis-regulatory inputs at the nodes of the GRN, and that display the gene regulatory transactions that are active or inactive in given spatial domains of the embryo at given times. Among the computational methodologies that were developed to support the GRN analysis are a new application of interspecies sequence comparisons, as mentioned previously (see Comparative Genome Analysis section). It has been proven experimentally to be remarkably useful for the rapid identification of cis-regulatory elements.
According to Leroy Hood at the Institute for Systems Biology, Seattle, USA, systems biology is to determine, analyze, and integrate interrelationships of all the elements in the biological system in response to genetic or environmental perturbations (Hood, 2003) . The objective is to model the system graphically and ultimately mathematically so as to understand the systems or emergent properties. Hood's group is developing powerful new tools for gathering extensive genomic and proteomic data sets. They are also developing computational tools for dealing with these data. They have applied these tools to the analyses of several simple systems: galactose utilization in yeast, and the protein and gene regulatory networks for phototrophy and UV repair in halobacterium. It seems that systems approaches, driven by biology, offer powerful insights into the complexities of biological systems.
Database Integration and Grid Computing
Data integration is a prerequisite for improving the efficacy of extraction and analyses of biological information, particularly for knowledge discovery and research planning. Biologists often ask, ³There are so many databases out there. How do I find and access the database for analysis and extraction of information relevant to my research idea?´ The goals of data integration are the formulation of querying, reporting, and complex analysis (multidimensional analysis and data mining). However, the fuzziness and complexity of biological data represent major challenges in molecular biology database integration, and require high-level expert interpretations to suffice the requirements of the biological R&D. The traditional approach to this problem has been data warehousing, where all the relevant databases are mirrored, stored locally in a unified format, and mined through a uniform interface. SRS (Sequence Retrieval System URL), developed by EBI, is a good example. However, the overhead costs of this kind of approach are too heavy, in terms of data maintenance. Recently, Lincoln Stein at Cold Spring Harbor Lab. advocated a concept of federated databases, which is based on web services (Stein, 2002) . Many specialized databases register their access protocols to a central repository, called the reference server. The client application then refers to the reference server to locate the servers that serve the relevant information and the associated access protocols. Based on these protocols, queries are formulated and sent to the server, and the client analyzes the returned results, all automatically. This new concept can take advantage of distributed and collaborative maintenance of ever growing databases. Currently, DAS (Distributed Annotation System, BioDAS URL), a prototype of web services in bioinformatics, is in service and several projects are ongoing to develop client and server applications. Sequencing and assembling the genome requires tera-flop clusters; proteomics could require 10 to 100 times as much computing power. Optimal target identification with design of intervention may require peta-scale computing. Further, simulation and related optimization efforts place much more emphasis on scalable, massively parallel computing than do informatics tasks. Informatics and simulation pose different architectural requirements on computing: informatics involves almost no floating point arithmetic, needs fairly minimal communication capabilities, and tends to be input/output bound. Simulation and optimization are highly dependent on floating point operations, involve less input/output, and require an effective communications fabric among processors. In the new biology, it is likely that compute farms such as Beowulf clusters, scalable clusters, and massively parallel supercomputers will play important roles.
Concluding Remarks
Computational methods have become intrinsic to modern biological research. Their importance can only increase as large-scale methods for data generation become more prominent, as the amount and complexity of the data increase, and as the questions being addressed become more sophisticated. All future biological research will integrate computational and experimental components. New computational capabilities will enable the generation of hypotheses and stimulate the development of experimental approaches to test them. The resulting experimental data will, in turn, be used to generate more refined models that will improve the overall understanding and increase opportunities for biotechnological applications. 
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