A class of time series models is presented in which variables evolve on a data-based rather than calendar time scale. The discrete calendar-time model thus obtained exhibits time-varying parameters and conditional heteroscedasticity. Using a procedure based on the Kalman filter, univariate models are estimated for postwar U.S. real gross national product (GNP) and short-and long-term interest rates. The results indicate significant time scale nonlinearities.
INTRODUCTION
The usual starting point for modeling economic time series is to suppose that the variables can be described by a linear model with time-invariant parameters on a calendar time scale, say quarterly or monthly. But modeling economic time series in calendar time, although convenient, might not capture important nonlinearities if the variables evolve on an operational or economic time scale that differs from calendar time. For example, if time series data on factory output covers a period with a strike, the serial correlation in the series might best be captured using a time scale based on the days during which the plant was operating, rather than simply units of calendar time. More generally, a time scale based on the pace of aggregate economic activity or information flows might be more appropriate for modeling many economic processes than one based on weeks or months. To the extent that economic theory presents no clear guidance on this issue, the question of the appropriate time scale on which to model economic processes is empirical.
This article presents a time series model in which a databased time scale replaces the usual calendar time scale as the basis for the evolution of one or more time series variables. In this "time deformation" model, an n-dimensional latent process 4(s) evolves in "operational" time s. The process is observed in calendar time t, however, which is related to the operational time scale by a continuous transformation s = g(t). The increments of g(t) are allowed to depend on previously observed variables. The ndimensional calendar time process corresponding to 4(s) is Y(t); when Y(t) is observed at discrete points in calendar time, it is related to the latent process by Y(t) = 49g(t)).
The time deformation model has its precursors in the economics and statistics literatures. One important related area concerns the techniques of business-cycle analysis, associated in general with the National Bureau of Economic Research and in particular with Burns and Mitchell (1946) . In this work, economic data were transformed to an alternative time scale based on stages of business cycles by "phase averaging," since it was thought that by so doing comovements of macroeconomic variables that were unclear in calendar time would become clear on this "business cycle time" scale. An application of phase averaging appears in Friedman and Schwartz (1982) .
This article has four objectives. The first, addressed in Section 2, is to formulate a multivariate time deformation model in such a way that its unknown parameters can be estimated. The second is to develop an algorithm for estimating the parameters of the model. Such an algorithma maximum likelihood procedure based on the KalmanBucy (1961) filter-is presented in the Appendix. The third objective is to demonstrate that the time deformation model resembles more familiar nonlinear time series models already used successfully with economic data. To this end, Section 3 gives two examples of first order univariate time deformation models. Depending on the form chosen for the time scale transformation, time deformation models are shown to have important similarities to autoregressive conditional heteroscedasticity (ARCH) models and to switching regression models.
The final objective of this article is to use the time deformation model to address three related questions about postwar U.S. GNP. First, is there evidence that GNP evolves on a data-dependent operational time scale? Second, in Stock (1987) I found little evidence in favor of a time scale related to measures of the business cycle using annual U.S. data from 1869 to 1975. Is there evidence of a business-cycle time scale-as opposed to a more general data-dependent time scale-in the postwar quarterly data set? Third, in calendar time the growth rate of real GNP exhibits weak serial dependence over the postwar period, and the roots of low order estimated discrete-time autoregressive models are real. Is there greater evidence of pseudo-cyclical behavior and higher order dependence, once the requirement that operational and observational time coincide is relaxed?
I address these three questions in Section 4 by applying the time deformation model to quarterly U.S. economic data from 1954:111 to 1983:IV. Estimated univariate time deformation models of the growth rate of real GNP suggest substantial time scale nonlinearities. This inference is supported by estimated bivariate time deformation models, of both GNP growth and short-term interest rates (90-day U.S. Treasury bills) and GNP growth and long-term rates (U.S. Treasury bonds). The estimated time scales are primarily characterized not by cyclical movements, but by an apparent secular acceleration of economic time over the postwar period.
THE TIME DEFORMATION MODEL 2.1 The General Model
The time deformation model relates the latent process 4(s), evolving in operational time s, to the observable process Yt, evolving in observational time t. When observed at discrete points in calendar time, Yt and the ndimensional latent operational-time process 4(s) are related by Yt= (g(t)), t = 1, 2, ... , T, (2.1) using the convention that Y(t) refers to the continuous calendar-time process and Yt denotes the corresponding discrete-time variable. Specification of the time deformation model consists of two parts: the choice of g(t) and the specification of the latent process. The latent process is assumed to be generated by a stable continuous (operational) time autoregressive system of order r. That is, 4(s) is assumed to satisfy the linear rth order stochastic differential equation
where D is the mean-square differential operator, A1, . .. Ar are n x n matrices of coefficients, and X(s; fi) is an exogenous variable process that is an integrable function of (operational) time generally depending on an unknown parameter vector fi. The n-dimensional process C(s) is assumed to be Gaussian with increments having mean 0 and covariance E[dg (s) d( (s')'] = X ds for s = s', and equal to 0 for s # s'.
[For a precise interpretation of (2.2), see Bergstrom (1983 ) or Wymer (1972 Zt-1), t -1 < T < t, denote the time derivative of g(T), where the dependence of the increments on zt-1 is made explicit; that is, -(T;
Zt-) = dg (T; zt1-)Id for t -1 < T t. In principle, g(z;zt_1) needs to satisfy few restrictions. To facilitate estimation, however, I adopt an exponential parametric form. Letting c be an rn-dimensional parameter vector, it is assumed that for t -1 < T S g(T; Zt-1) = exp(c'zt-1) {T1 E exp(c'zt-1)} (2.3)
With this specification, if c =0 then g(T; zt-1) = 1, SO there are no time deformation effects. Note that Ag(t) = g(t) -g(t -1) = ft-, g(T; zt-1) dT = exp(c'zti)I{T1 t=lI exp(c'zt_1)}. By construction, T1 t= Ag(t) = 1 and, as the sample grows large, EAg(t) --1. Thus the specification (2.3) has the natural normalization that, on average, operational and observational time progress at the same rate. This identification condition [plus the assumption that g(0) = 01 restricts attention to nonlinearities in the time scale transformation. Furthermore, for finite c and zt-1, 0 < (T; zt-1) < 00, ensuring that operational and observational time proceed in the same direction. Note that although g(T; zt-1) in (2.3) depends on the entire sample of z's, the observations other than zt-1 enter only through the normalizing average in the denominator.
The complete time deformation model is given by (2.2) and (2.3), and is parameterized by the (k + m)-dimensional vector (0' c').
The First Order Case
The discrete-time representation for multivariate processes obeying (2.2) has been investigated very generally for higher order systems without time deformation [see Bergstrom (1983) and the references therein]. Although the representations for higher order systems are complicated, for first order systems they are not, and it is instructive to examine the time deformation model in this special case. Letting A1 = A, when r = 1 and X(s, /B) = 0, (2.2) reduces to dX (s) = At(s) ds + dg (s); conditional on 4(s'), in operational time this has the solution 4(s) = eA(S-S') (s') + f eA(s-r) dg (r) for s > s', where the matrix exponential is defined by its Taylor series expansion. Thus, letting s = g(t) and s' = g(t -1), the observable process has the discrete-time representation
Evidently time scale shifts induce specific nonlinearities in the discrete calendar-time representation, through both the autoregressive matrix exp(A Ag (t)) and the limits of integration of the error term.
Estimation
In economic applications, some of the variables of interest (e.g., the unemployment rate or asset prices) are observed at a specific point in time; that is, they are stock variables. Others (e.g., GNP or investment) are better approximated as integrals over some fixed period of cal-endar time, such as a month or quarter; that is, they are flows. The estimation of continuous-time autoregressions using equally spaced data on stock variables and (to a lesser extent) flows has received considerable theoretical attention (see Bergstrom 1976 Bergstrom , 1983 Phadke and Wu 1974; A. W. Phillips 1959; P. C. B. Phillips 1972 P. C. B. Phillips , 1974 Robinson 1976a Robinson ,b, 1977a Wymer 1972) . The time deformation model, however, has the effect of making the data unequally spaced. Although frequency domain techniques can be used to estimate continuous-time models with irregularly spaced observations for certain classes of time transformations, time domain algorithms are well suited to handling time transformations of the rather general type considered here. [For first order models with specific sampling schemes, see Robinson (1977b) and Stock (1983) .] To handle rth order latent processes, the empirical work that follows is performed using an algorithm based on the Kalman filter. A major advantage of the Kalman filter is its direct use of the first order "stacked" form of the rth order system (2.2) to compute the Gaussian likelihood. In first order form, the state vector has a simple transition equation similar to (2.4), though it contains unobserved elements. The Appendix contains an algorithm for estimating higher order mixed stock/flow time deformation models, extending the algorithms of Kalman and Bucy (1961) , Jones (1981) , and Harvey and Stock (1985) .
EXAMPLES
The time deformation model is related to other previously proposed nonlinear time series models. To clarify these links, in this section two specific time deformation models are presented. Both models are univariate, with a first order latent process and a time transformation of the form (2.3), where z,_1 is a scalar random variable; they differ only in the choice of z,-. The first example highlights the similarity between the time deformation model and Engle's (1982) ARCH model. Unlike the ARCH model, however, the parameters of the conditional mean in the time deformation model vary over time through their dependence on the time scale transformation. The second example shows similarities between time deformation and switching regression models. In both examples, letting X(s; fi) = 0, from (2.4) the discrete-time representation of the observable process is
where the normal distribution is conditional on Ag(t) and where A is now a negative scalar.
Example 1: ARCH Models. In this example, let g(T;
Zt-1) be given by ( Yt21)] -1/2A. Note that in large samples a0 converges in probability to a constant.
Were it not for the time-varying autoregressive parameter, the model (3.2) would for small-time deformations (i.e., small c) be a first order ARCH model. The timevarying parameter is, however, a crucial feature implied by the time scale transformation. Furthermore, this variation in the autoregressive parameter is linked to the conditional heteroscedasticity of vt: for positive c, when Yt1 and thus Ag(t) are large, Pt is small (since A is negative by assumption) and o2 is large. That is, when Ag(t) is large, a relatively long segment of operational time has progressed during a unit of observational time. In this case the correlation between the observable process and its lag declines, and the variance of the innovation increases. Furthermore, in the form (3.1), ao will be positive and finite and the system will be nonexplosive as long as a positive and finite amount of operational time has elapsed during a unit of observational time. Using the specification (2.3) this condition will hold as long as c is finite. 3) thus switches between two regimes, depending on whether the growth in the previous period was positive or negative. This switching model can be extended in several ways. For example, the switching criterion could be based on growth over several previous periods-as is done in the empirical work that follows-or the switching criterion itself could involve unknown parameters. Alternatively, several regimes could be included rather than just two. The switching model (3.3) has two distinctive features. First, the variances of the errors in the two regressions differ. Second, the time deformation model restricts the values that Y1 and Y29 can attain: Since ln(y11y2) = A(exp(2c) -1)I{1 + (exp(2c) -l)PT}, if (for example) PT = .5, then as long as c is finite jln(y11y2)j < -2A.
These features arise because the nonlinearities in (3.3) stem from the same source, the time scale transformation. And though the unrestricted switching model has four free parameters (yl, Y2, oj, and o2), the restricted model (3.3) has only one, c.
AN ANALYSIS OF POSTWAR U.S. GNP
In this section, the Kalman filter algorithm presented in the Appendix is used to investigate whether postwar U.S. GNP is subject to time deformation. I approach the three questions raised in the introduction, concerning the cyclical nature of time deformation in GNP, by estimating three sets of models: (a) univariate models of real GNP, (b) bivariate models of GNP and the 90-day U.S. Treasury bill rate, and (c) bivariate models of GNP and the yield on long-term U.S. Treasury bonds. The estimates are based on quarterly data from 1954:111 to 1983:IV, with earlier observations used for initial values as necessary.
Univariate Real GNP
I start by summarizing the discrete-time properties of real GNP as reflected in low order univariate time series models. Interpreted narrowly, business cycles can be thought of as implying a spectral peak at business-cycle frequencies (periods of approximately 2-6 years). (A multivariate characterization of business cycles would emphasize spectral power and high coherence across several time series at low frequencies. An analysis of these multivariate properties in operational time is, however, outside the scope of this investigation.) It has been observed (see, for example, Nelson and Plosser 1982) that, using conventional modeling techniques, GNP growth appears to be well fit by a univariate process with real roots, specifically by first order autoregressive (AR) or moving average (MA) models. Although Harvey (1985) suggested that this result is sensitive to the estimation period-in particular, spectral peaks indicating business-cycle behavior are more evident in the prewar than the postwar period-the absence of complex roots in GNP contrasts with the view that economic activity fluctuates cyclically. This lack of pseudocyclical behavior in the postwar data is evident in the AR(1) and AR(2) discrete-time models fit to Yt = lO0*ln(It/It_ ), where I, is seasonally adjusted real GNP; the results are summarized as Models 1 and 2 in Table 1 . The second autoregressive coefficient in the discrete-time AR(2) model is small and differs insignificantly from 0, with both models having Box-Pierce Q(20) statistics equaling 13.6, indicating a lack of serial correlation in the residuals. In addition, the roots of the AR(2) models are both real.
Part B of Table 1 contains estimated continuous-time models of GNP growth without time deformation, where Yt is treated as a flow variable (the integral of the instantaneous growth rate from t -1 to t). The results are similar to those for the discrete-time models. In particular, the continuous time AR(2) (Model 4) exhibits extremely large AR coefficients and a root of -6,540, indicative of overfitting the continuous-timeARmodel. Since thesemodels exhibit only one nontrivial real root, this evidence suggests a lack of a stochastic cycle in quarterly GNP growth.
Are these results to be interpreted as evidence against the existence of business cycles in real GNP? Not necessarily, if the cyclical behavior occurs in economic rather than in calendar time. To investigate this possibility, two time deformation models were fit to Yt, in which the latent process was assumed to evolve according to an AR (2) a Differs significantly from 0 at the 1% level.
b Differs significantly from 0 at the 10% level.
Stock: Time Deformation 81 discussion of the problem of identifying business-cycle turning points, see Neftci (1984 Neftci ( , 1985 .] Two estimated time deformation models are presented as Models 5 and 6 in Table 1 . In Model 5, z,_1 consists of two variables, the first and second lags of real GNP. Both coefficients in the estimated transformation are positive and significant at the 5% level. According to the estimated parameters, a sustained increase in the GNP growth rate by .01 percentage points for two consecutive quarters is associated with an increase in the rate of evolution of economic time by .27%. Model 6 examines a time scale transformation that incorporates both lagged values of the growth rate of real GNP and two lags of the business-cycle variable B,. The marginal effect of these business-cycle variables is small: The hypothesis that the coefficients on B,_1 and B-2 equal 0 cannot be rejected at the 10% level. In both models, there is a small but noticeable improvement in the in-sample one-step-ahead forecasts, with mean squared errors (MSE's) dropping by 5%. These results point to a time scale based on lagged values of GNP itself rather than on the cyclical indicator. In contrast to the models without time deformation, in both Models 5 and 6 the latent processes exhibit pseudocyclical behavior in operational time as indicated by the complex roots of the estimated AR(2). The cyclical periods corresponding to these roots are 1.4 and 1.6 units of operational time for Models 5 and 6, respectively. Since one unit of operational time has been normalized to equal one unit of calendar time on average, this corresponds to an average period in calendar time of 14 quarters for this stochastic cycle. Conclusions drawn from these calculations must be tempered by the lack of confidence intervals associated with these estimated periods. But the point estimates suggest that though GNP growth exhibits stochastic cyclical behavior in operational time, the associated periodicity is much shorter than would be expected for the business cycle.
Real GNP and Interest Rates
I now turn to bivariate time deformation models with Yt and two interest rates. The first set of models examines GNP growth and a short-term interest rate, the 90-day U.S. Treasury bill rate available on the last day of the quarter; the second set examines GNP growth and the yield on a portfolio of U.S. Treasury bonds with maturities in excess of 10 years. In the bivariate continuous-time models, GNP growth is treated as a flow, and the interest rates are modeled as stock variables.
Turning first to the GNP/Treasury bill analysis, a bivariate first order discrete-time vector autoregression and its continuous-time counterpart appear in Part A of Figure  1 . Diagnostics such as the MSE and the Box-Pierce statistic indicate that these two models fit the data approximately equally well, with the MSE for the discrete-time model being slightly less than for the continuous-time model. Four bivariate time deformation models involving a first order autoregressive latent process and different time scale transformations are presented in Part A of NOTE: Numerical standard errors are given in parentheses. The likelihood ratio statistic tests the hypothesis that c = 0, and is asymptotically distributed as xm where m is the dimension of c. a Differs significantly from 0 at the 1% level.
b Differs significantly from 0 at the 5% level. c Differs significantly from 0 at the 10% level.
and two do so at the 1% level. The expansion/contraction switching variable is significant when it appears alone in the time scale transformation. When lagged interest rates and GNP are added, however, the additional explanatory contribution of the cyclical variable is negligible: The likelihood ratio statistic testing the hypothesis that the coefficients on B, 1 and B,-2 in Model 4 of Table 2 are 0 (distributed x2) equals .46. Thus as for the univariate models in Table 1 , the marginal contribution of the switching variables to the estimated operational time scale for this bivariate process appears to be small. Estimated bivariate models of GNP growth and Treasury bond yields are reported in Part B of Table 2 and Figure 1 . The results are broadly similar to those for Treasury bills. The discrete-and continuous-time models fit the data approximately equally well. Comparing the estimated time deformation models in Parts A and B of Table 2 , the time deformation effects with bonds are even more striking than with bills: The likelihood ratio statistics are all greater for bonds, as are the estimated coefficients of the time scale transformations. As in Model 4, the marginal contribution of the switching variables in Model 8 is not statistically significant at the 10% level, although by themselves the switching variables enter the time transformation significantly at the 1% level.
The estimated operational time scale corresponding to Model 4 in Table 2 (Model 8 in Table 2 ) is high, .91, although this might not be surprising, since long rates and short rates are themselves highly correlated. Because a multivariate model with different time scales for each series has not been defined, I do not formally test the hypothesis that these two time transformations are the same. They do, however, have many common features. For example, according to both estimated transformations, operational time has been progressing increasingly more rapidly than observational time over the past 30 years: the pace of economic activity has quickened. In addition, both scales provide scant evidence in favor of a time scale based largely on the business cycle: Although the GNP/Treasury bill time scale declines during four of the cyclical contractions (Fig. 2) , the correlation between the estimated time scales and the contraction/ expansion indicator B,_1 is -.05 for the GNP/Treasury bill scale and -.08 for the GNP/Treasury bond scale. Clearly, this indicator accounts for only a small part of the overall variation in the time scales. This conclusion is consistent with the results in Stock (1987) mentioned in the introduction.
The secular trend in Ag(t) in Figure 2 implies changing serial correlations in GNP growth and interest rates. For example, when one uses the univariate formulation (3.1) and the estimated operational-time AR parameter from Model 3 of Table 1 , the discrete calendar-time first order AR coefficient for GNP growth ranges from exp( -1.88 x .8) = .22 at the beginning of the sample to .06 during the early 1980s. Thus for most of the sample, GNP growth exhibits modest first order dependence in calendar time. During the turbulent late 1970s and early 1980s, however, its calendar time representation appears closer to a random walk, with an increased conditional error variance.
CONCLUSIONS
Time deformation models can be estimated successfully using the Kalman filter algorithm presented in the Appendix. This algorithm makes possible joint estimation of the parameters describing the evolution of the latent process in operational time and the parameters of the time scale transformation. In response to the questions about postwar GNP raised in the introduction, there is evidence that GNP evolves on a time scale other than calendar time. Lags of both GNP growth itself and interest rates are seen to be statistically significant determinants of this time scale. The estimated time deformation models also suggest that GNP exhibits stochastic cyclical behavior in operational time rather than in observational time, although the periodicity of this cycle is much shorter than the periods typically associated with business cycles. Although the empirical importance of time deformation in describing variables other than GNP remains to be seen, these initial results suggest that the time deformation model might be appropriate for a variety of macroeconomic variables.
APPENDIX: THE KALMAN FILTER FOR TIME DEFORMATION MODELS This appendix presents the equations of the Kalman filter algorithm for estimating the parameters of a higher order mixed stock/flow continuous-time system, subject to time deformation, and sketches their derivation. In general, there will be n, stock variables Ys, and nf flow variables Yf. Ordering Y, with the stock variables first and allowing for the possibility that Y, might be observed with error, the observable process is given by ryst t ((g(r) ) dr + +t, t = 1, 2,... , T, where et = (Il' ef')' is an n = (ns + nf)-dimensional white noise measurement error independent of C(s), with Ect = 0 and Eget, = H. The Kalman filter is used to evaluate the Gaussian likelihood function in the time domain, given a trial parameter vector. The filter employs a discrete-time state space formulation implied by (2.2) and (2.3), with certain elements of the state vector observable as Yt (perhaps plus the measurement error Et). This appendix extends the Kalman-Bucy (1961) filter in two ways. First, some of the variables are observed as flows, and their transition equations and Kalman gains are treated separately from those for stocks. Second, the time deformation model imparts nonlinearities to the process, resulting in time-varying filter parameters that depend on Ag(t).
Estimation proceeds by numerical maximization of the Gaussian likelihood over the elements of 0. [For a discussion of the identifiability of these parameters and related references see Stock (1987) The roots of A have negative real parts by the assumption of stability. Following Jones (1981) and Harvey and Stock (1985) , it is convenient to assume that the roots are distinct and to adopt dz, where a,t denotes at(t) at discrete points in calendar time. where the first block of zeros in (A.7b) has dimension nf x ns. The equations of the Kalman filter with complex state variables now follow directly from the transition equation (A.6) for the augmented state vector and from the measurement equations (A.7) (see Harvey and Stock 1985; Jones 1981; Kalman and Bucy 1961) .
Initial conditions for the augmented state vector at and the covariance matrix of the one-step-ahead forecast of the state vector Ptt,l can be obtained by calculating the unconditional mean and covariance matrix of the state vector. Since the time scale transformation depends on zt-1, these unconditional expectations are not readily evaluated. Instead, the initial conditions are derived assuming that prior to the observation period, Ag(t) = 1. In this case, atlo and Ptlo can be obtained by iterating the state transition equation backwards and taking unconditional expectations. Thus atlo = 17 0 (Tt)i+1y1_ and Pt1o = E7 O(Tt)iQ(Tt')i, where Tt and Q denote Tt and Qt evaluated with Ag(t) = 1 and where Tt denotes the complex conjugate of Tt.
Integrals Comprising the Covariance Matrix and Deterministic
Terms. The nonstochastic integrals entering (A.6) and the filter gain (through the error covariance matrix) will in general depend on g(t) for all t. For convenience, in the empirical work reported in Section 4 it is assumed that g(t) is piecewise linear; that is, for t -1 < T S t, g(r) = g(t -1) + (T -(t -1))Ag(t), where Ag(t) is given by (2.3). An alternative would be to interpolate g(t) using a more sophisticated smoothing algorithm, although such a strategy is not pursued here. Let 
