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Abstract
An extension of the multiple time-step integration following Kopf et al. (1997) for the Langevin thermostat and modiﬁed Ander-
sen barostat is described. Proper isothermal and isobaric properties are validated on a Lennard-Jones liquid and a coarse-grained
peptide-lipid model. Measurements of the conﬁgurational temperature indicate proper canonical sampling, while folding simu-
lations of unstructured peptides into transmembrane helices provide a realistic application and suggest the maximum set of time
steps usable for that model.
c© 2015 The Authors. Published by Elsevier B.V.
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1. Introduction
The numerical integration of the classical equations of motion in a molecular dynamics simulation is inherently
limited by the sharpness of the associated interaction potentials (e.g., Allen and Tildesley (1989)). Using the largest
possible time step—one that will provide accurate and stable sampling—is primordial, since any decrease in the time
step will require more force calculations, the true bottleneck of any molecular dynamics simulation. Though atoms
in atomistic simulations are relatively homogeneous with respect to one another, such that they roughly comply to
the same maximal integration time step, an increasing number of coarse-grained and multiscale models contain more
heterogenous particles (see, e.g., Voth (2008); Noid (2013)), in such a way that inconsistent maximum time steps
can easily lead to a signiﬁcant computational bottleneck. To alleviate this issue, a number of multi-timestepping
algorithms have been developed (e.g., Streett et al. (1978); Tuckerman et al. (1992); Humphreys et al. (1994); Batcho
et al. (2001)), in which two or more concurrent integration time steps are associated with diﬀerent interactions in the
systems. At best, these algorithms remove most unnecessary force calculations of the slower degrees of freedom.
The present work extends the energy- and momentum-conserving multi-timestep integrator of Kopf et al. (1997) to
the isothermal and isobaric ensembles by means of the Langevin thermostat and modiﬁed Andersen barostat (Kolb
and Du¨nweg (1999)), respectively. Though alternative algorithms exist for these ensembles (e.g., Tuckerman et al.
(2006)), extensions to isothermal and isobaric ensembles for Kopf et al. (1997)’s integrator were so far missing.
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The following describes the algorithm extended to the Langevin thermostat and modiﬁed Andersen barostat. Next,
simulations of a Lennard-Jones liquid demonstrate the validity of the algorithms. Finally, the new integrator is applied
to a coarse-grained peptide-lipid model that contains heterogeneous mappings. Measurements of the conﬁgurational
temperature provide a stringent test of the canonical properties of the model, while folding simulations probe the
maximal time steps that provide stable, reliable simulations for this model.
2. Algorithms
2.1. Multi-timestep for NVE ensemble
Consider a molecular system consisting of two types of particles: (i) beads with slow degrees of freedom and softer
potentials and (ii) beads with fast degrees of freedom and sharper potentials, denoted respectively s and f . Numerical
integration will allow diﬀerent (stable) maximum integration time steps, δt < Δt, for the two types of beads. In the
following, the two time steps are related by an integer ratio n := Δt/δt ∈ N.
The symplectic, multiple time-step integrator introduced by Kopf et al. (1997) is a decomposition of the Liouville
operator that conserves energy and momentum. The algorithm amounts to decomposing the interactions between slow
and fast motion, where every propagation of forces between slow particles (i.e., slow–slow, denoted f s) occurs every
Δt, separated by n intermediate integrations δt of the fast–fast and fast–slow forces (denoted f f ) and momenta. Alg. 1
describes the steps involved in one Verlet integration, where pi, ri, and mi denote the momentum, position, and mass
of particle i, respectively. Note that because the partitioning between slow and fast is based on particle pairs, a given
bead may experience momentum contribution during both the slow and fast integrations. The algorithm proves most
advantageous when the slow particles represent a large fraction of the overall system (see Kopf et al. (1997)).
1 pi
(
t + Δt2
)
= pi(t) + f si (t)
Δt
2 ;
2 for j = 0 to n − 1 do
3 pi
(
t + (2 j + 1) δt2
)
= pi(t + jδt) + f fi (t + jδt)
δt
2 ;
4 ri(t + ( j + 1)δt) = ri(t + jδt) + pi
(
t + (2 j + 1) δt2
)
δt
mi
;
5 pi(t + ( j + 1)δt) = pi
(
t + (2 j + 1) δt2
)
+ f fi (t + ( j + 1)δt)
δt
2 ;
6 end
7 pi(t + Δt) = pi
(
t + Δt2
)
+ f si (t + Δt)
Δt
2 ;
Algorithm 1: Multi-timestep algorithm for one Verlet integration step at time t.
2.2. Multi-timestep for NPT ensemble
The modiﬁed Andersen barostat presented by Kolb and Du¨nweg (1999) relies on the integration of an artiﬁcial
piston mass Q using stochastic dynamics (i.e., Langevin process) to simulate a constant-pressure ensemble. The
resulting Hamiltonian is further decomposed in four Liouville operators, two for the particle positions r and momenta
p, and two for the box volume V and its momentum ΠV . The algorithm relies on the instantaneous pressure,
P = 1
dV
∑
i< j
fi jri j +
1
dV
∑
i
1
mi
p2i , (1)
where d is the dimensionality of the ﬂuctuating (cubic) box (i.e., V = Ld), to approach the reference pressure P.
Kolb and Du¨nweg derived the steps shown in Alg. 2 for a Verlet integration of all particles’ and box size’s degrees of
freedom, where the two evaluations of the box’ momentum, ΠV , require a recalculation of the instantaneous pressure
given the updated positions and momenta in the algorithm (see Kolb and Du¨nweg (1999) for more details).
To couple the modiﬁed Andersen barostat with a multi-timestep integrator, the abovementioned partitioning be-
tween fast and slow interactions is prescribed. Assuming here also that most particles are slow, the integration of the
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1 pi
(
t + Δt2
)
= pi(t) + fi(t)Δt2 ;
2 ΠV
(
t + Δt2
)
= ΠV (t) + (P − P)Δt2 ;
3 V
(
t + Δt2
)
= V(t) + Q−1ΠV
(
t + Δt2
)
Δt
2 ;
4 V(t + Δt) = V
(
t + Δt2
)
+ Q−1ΠV
(
t + Δt2
)
Δt
2 ;
5 ri(t + Δt) = ri(t) + L
2(t)
L2(t+Δt/2) pi
(
t + Δt2
)
Δt
mi
;
6 ri(t + Δt) = L(t+Δt)L(t) ri(t + Δt) ;
7 pi
(
t + Δt2
)
=
L(t)
L(t+Δt)pi
(
t + Δt2
)
;
8 ΠV (t + Δt) = ΠV
(
t + Δt2
)
+ (P − P)Δt2 ;
9 pi(t + Δt) = pi
(
t + Δt2
)
+ fi(t + Δt)Δt2 ;
Algorithm 2: Verlet integration step of modiﬁed Andersen barostat.
box variables, V and ΠV , is only considered every Δt steps. As such, the box rescaling of the particle positions and
momenta (see r′i and p
′′
i in the algorithm) only occur every large time steps. Instead, integration of the small time
steps is akin to the NVE algorithm (see Sec. 2.1): the integration of the positions r′i and momenta p
′′
i between the two
ΠV calculations is sliced in n steps of step δt without box rescaling. The multi-timestep integrator for the modiﬁed
Andersen barostat is shown in Alg. 3.
1 pi(t + Δt) = pi(t) + f si (t)
Δt
2 ;
2 ΠV
(
t + Δt2
)
= ΠV (t) + (P − P)Δt2 ;
3 V
(
t + Δt2
)
= V(t) + Q−1ΠV
(
t + Δt2
)
Δt
2 ;
4 V(t + Δt) = V
(
t + Δt2
)
+ Q−1ΠV
(
t + Δt2
)
Δt
2 ;
5 for j = 0 to n − 2 do
6 pi
(
t + (2 j + 1) δt2
)
= pi(t + jδt) + f fi (t + jδt)
δt
2 ;
7 ri(t + ( j + 1)δt) = ri(t + jδt) + pi
(
t + (2 j + 1) δt2
)
δt
mi
;
8 pi(t + ( j + 1)δt) = pi
(
t + (2 j + 1) δt2
)
+ f fi (t + ( j + 1)δt)
δt
2 ;
9 end
10 ri(t + Δt) = ri(t + (n − 1)δt) + L2(t)L2(t+Δt/2)p′i
(
t + (2n − 1) δt2
)
δt
mi
;
11 ri(t + Δt) = L(t+Δt)L(t) ri(t + Δt) ;
12 pi
(
t + Δt2
)
=
L(t)
L(t+Δt)pi(t +
Δt
2 ) ;
13 ΠV (t + Δt) = ΠV
(
t + Δt2
)
+ (P − P)Δt2 ;
14 pi(t + Δt) = pi
(
t + Δt2
)
+ fi(t + Δt)Δt2 ;
Algorithm 3: Multi-timestep integrator for the modiﬁed Andersen barostat. Note that the box rescaling is only
applied to the last small integration step.
While the calculation of the instantaneous pressure requires the old positions (i.e., ri(t) and L(t)) but updated
momenta (i.e., pi(t + Δt/2)) (Eqn. 1), the asynchronous multi-timestep integration makes this evaluation diﬃcult for
ΠV (t + Δt/2). Though one could store positions and evaluate ΠV (t + Δt/2) right before all positions and momenta
are rescaled due to the box, the time and memory consumption could prove prohibitive. Instead, the kinetic energy
contribution of the instantaneous pressure is evaluated by means of the updated momenta that are provided by all
slow–slow interactions, but missing the fast–slow and fast–fast contributions. In practice, the error has proven small
compared to the virial term, and entirely negligible when the thermostat is turned on (below).
A Langevin thermostat provides local, stochastic temperature control to both the particles and box size, thereby
avoiding oscillations of the box volume (Feller et al. (1995)). Friction and white noise are added to the particles’
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forces and pressure-diﬀerence contributions to reproduce a canonical ensemble
fi
Δt
2
→fiΔt2 − γ0
pi
mi
Δt
2
+
√
kBTγ0Δtzi, (2)
(P − P)Δt
2
→(P − P)Δt
2
− γV ΠVQ
Δt
2
+
√
kBTγVΔtzV , (3)
where γ0 and γV denote the particle and box friction coeﬃcients, respectively, and zi and zV are uncorrelated random
numbers with zero mean and unit variance. For all particles identiﬁed as fast, the following friction and noise are
applied every small step
fi
δt
2
→ fi δt2 − γ0
pi
mi
δt
2
+
√
kBTγ0δtzi, (4)
while the equations are left as is for the slow particles and box size.
The NVT and NPT extensions of the multi-timestep integrators were implemented in the ESPResSo molecular
dynamics package (Limbach et al. (2006)).
3. Validation
The multi-timestepping algorithm was validated on two distinct systems: (i) a Lennard-Jones liquid and (ii) a
recently-developed coarse-grained peptide-lipid model.
3.1. Lennard-Jones liquid
Properties of the thermostat and barostat using the multi-timestepping integrator were studied using a model liquid
of 100 particles. The box size of 5.78 σ3 (at constant volume) consisted of 50 particles assigned a larger time step
Δt = 0.01 and the rest with a smaller time step δt = 0.002. The diﬀerence in time step is arbitrary, as all particles
in the system are stable with the largest value Δt = 0.01. All particles interacted using a Weeks-Chandler-Andersen
potential, i.e., a Lennard-Jones potential with parameters  = 1.0, σ = 1.0, and shifted and cut at its minimum to retain
a purely repulsive potential. Temperature control was provided by a Langevin thermostat with reference temperature
Tref = 1.0 E/kB and friction coeﬃcient γ = 1.0 τ−1. The modiﬁed Andersen barostat provided pressure control with
parameters P = 1.0 E/σ3, Q = 0.0001M—the reduced unit of mass of the model—γ0 = 0.5 τ−1, and γV = 0.001 τ−1.
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Fig. 1. (a) Temperature and time-averaged temperature of the Lennard-Jones liquid simulated at constant temperature Tref = 1.0 E/kB. (b)
Temperature, pressure, and box length of the Lennard-Jones liquid simulated at constant temperature Tref = 1.0 E/kB and pressure P = 1.0 E/σ3.
In all cases, a comparison between a standard integrator (red plus signs) and the multi-timestep integrator with a time-step ratio Δt/δt = 5 (green
cross signs) is shown.
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Fig. 1 shows a comparison of the thermostat and barostat properties of NVT and NPT simulations of the Lennard-
Jones liquid, respectively, using a regular and the multi-timestepping integrators. The simulations yield virtually
identical distributions of the temperature, pressure, and box size sampled in the relevant scenarios. Interestingly, a
comparison of the time-averaged temperature in the NVT simulation shows that the multi-timestep integrator con-
verges faster toward the equilibrium value.
3.2. Peptide-lipid coarse-grained simulations
The previous Lennard-Jones liquid example provides no practical interest, since the particles are all equivalent, and
thus allow the same maximum time step. Since the time step is associated with the softness of the associated inter-
action potentials, a multi-timestepping algorithm only becomes beneﬁcial when particles of diﬀerent sizes—assumed
here as a proxy for softness—interact in a simulation box. Coarse-grained (CG) models, which lump atoms together
in larger and softer beads (see Noid (2013) for a review), represent interesting candidates, because the mappings (i.e.,
atomistic to CG representations) of diﬀerent molecules within a model can lack consistency. This heterogeneity in
sizes can introduce diﬀerent maximum simulation time steps. At worst, a small number of stiﬀer beads limit the time
step achievable by most other, softer beads, and create a computational bottleneck. The CG model considered in the
following is one such case.
Bereau et al. (2014) proposed a cross-parametrization between two independently developed models for peptides
and phospholipids. The lipid model of Wang and Deserno (2010b) lumps on average four atoms per bead, can semi-
quantitatively reproduce material properties of a ﬂuid membrane bilayer, and oﬀers satisfying transferability across
several lipid types (see Wang and Deserno (2010a)). The peptide model of Bereau and Deserno (2009), on the other
hand, has a more heterogenous mapping: an almost atomistically-detailed backbone, while a single bead is devoted
to the side chain of each amino acid. Such a prescription focuses on the peptide backbone degrees of freedom, and
in particular allows a qualitative reproduction of the backbone dihedral distribution functions—commonly known
as Ramachandran plots—leading to the possibility to model diﬀerent secondary structures (e.g., α-helix and β-sheet)
with a reasonable balance (see also Urbanc et al. (2006); Coluzza (2011); Chebaro et al. (2012); Kar et al. (2013)). The
peptide model was applied on a variety of scenarios, including β-sheet aggregation (Osborne et al. (2012, 2013, 2014))
the folding thermodynamics of helical peptides (Bereau et al. (2010, 2011)), and the interfaces between viral-capsid
proteins (Bereau et al. (2012)).
While the maximum stable time step of the lipid model is δtlip = 0.1 τ, the corresponding parameter of the pep-
tide model is only δtpep = 0.01 τ—ten times lower. When simulating a small peptide in a lipid membrane, such as
the transmembrane helix WALP16 in a 288-POPC lipid membrane (Bereau and Deserno (2014)), the ratio of lipid
vs. peptide beads is roughly 60. The use of the multi-timestepping algorithm aims at keeping the time step associated
with fast interactions (i.e., peptide-peptide and peptide-lipid) as they are, while increasing the time step of the slow in-
teractions (i.e., lipid-lipid interactions). The common usage of constant lateral tension ensembles for lipid membranes
makes the model adequate as an application of the present NPT-based multi-timestepping algorithm. All simulation
parameters are reported in Bereau and Deserno (2014), including the thermostat and barostat parameters, and are not
repeated here.
The following aims at studying the applicability of a multi-timestepping simulation with various time-step ratios
by monitoring (i) the conﬁgurational temperature as a stringent test of the canonical properties of the system, and
(ii) the folding of transmembrane peptides to validate that the large-scale conformational properties of the model are
conserved at increased time steps.
3.2.1. Conﬁgurational temperature
Unlike the conventional—kinetic—deﬁnition of temperature, expressed from the particle momenta, the conﬁgura-
tional temperature only relies on the system conﬁguration based on the particle positions and interactions
1
kBTconf
= −〈
∑
i ∇i · Fi〉
〈∑ j F2j〉 , (5)
where Fi is the force exerted on particle i. The conﬁgurational temperature has proven more sensitive to proper
canonical sampling than the kinetic temperature. Allen (2006) showed that dissipative particle dynamics (DPD)
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membrane simulations using large time steps could lead to minor deviations in the kinetic temperature, but substantial
discrepancies in the conﬁgurational temperature. It thus stands as an excellent test to check the validity of a molecular
dynamics integrator.
This improved sensitivity comes at a price: Eqn. 5 requires the evaluation of spatial derivatives of the forces. As
can be found in previous work (e.g., Baig and Edwards (2010)), the second derivatives of typical interaction potentials
can prove lengthy and tedious to derive. As an example, the harmonic-bond potential U(r) = k(r − r0)2, where k and
r0 are the spring constant and equilibrium length, respectively, gives rise to
∇ · F = −2k
(
1 +
2
r
(r − r0)
)
. (6)
Furthermore, the use of tabulated interaction potentials, common in structure-based CG modeling (see Noid (2013)),
adds the diﬃculty of taking two numerical derivatives. Though the peptide-lipid CG model used here relies on many
tabulated interactions, this issue is avoided by measuring the conﬁgurational temperature only on speciﬁc beads that
do not contain such interactions. Like the kinetic temperature, one can measure the conﬁgurational temperature from
a time- or ensemble-averaged single-particle property.
The unfolded WALP16 peptide inserted in a 288-lipid membrane was initialized and run as in Bereau and Deserno
(2014), see the cartoon representation of the longer WALP23 in Fig. 3 (d). The conﬁgurational temperature of all
side-chain peptide beads was measured during a 5, 000 τ simulation at diﬀerent time-step combinations Δt/δt =
{1, 2, . . . , 7}, where δt = 0.01 τ. The side-chain peptide beads only included the following interactions: bond,
bending, dihedral, and Lennard-Jones, for which Baig and Edwards (2010) reported the functional forms of the force
derivatives. The average conﬁgurational temperature, shown in Fig. 2, suggests proper canonical sampling up to the
largest time step, within the error bars. Though the largest conceivable time-step ratio would be limited by the stability
of the membrane model itself (i.e., Δt/δt = 10), a careful analysis showed that multi-timestepping beyond Δt/δt = 7
was not stable.
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Fig. 2. Average conﬁgurational temperature of WALP16 in a 288-lipid POPC membrane for diﬀerent time-step ratios. The reference temperature
of the thermostat was set to kBT = 1.0 E.
3.2.2. Folding simulations
Beyond a proper canonical sampling, larger-scale, structural properties of the peptide-lipid system were monitored
for diﬀerent time-step ratios. Bereau and Deserno (2014) demonstrated the ability of the model to fold peptides in the
membrane reliably. A folding example is shown in the cartoon representations of WALP23 in Fig. 3 (d) and (e) for
the unfolded and folded conformations, respectively, where the folded conformation corresponds to a transmembrane
helix. Simulations ofWALP16, WALP19, andWALP23 were initiated using a stretched, unstructured coil-like peptide
structure that is already inserted in the 288-POPC lipid membrane. Stability of the multi-timestepping algorithm was
assessed by observing the ability of the peptide to fold within 500, 000 τ at all time-step ratios Δt/δt = {1, 2, . . . , 7}.
Using the multi-timestepping algorithm, folding to the transmembrane helical state was achieved for WALP16 up to
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Δt/δt = 7. The longer peptide WALP19 reached the folded state using a time-step ratio of up to Δt/δt = 5 only, while
the higher ratios led to simulation instabilities. Likewise, the folding of WALP23 was achieved only using a time-step
ratio of up to Δt/δt = 4. The inability of the system to fold these peptides with larger time-step ratios was checked
by running additional simulations (data not shown). The secondary-structure timelines of the three examples with the
corresponding largest time-step ratio are shown in Fig. 3 (a), (b), and (c).
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Fig. 3. Secondary structure timeline for the folding of (a) WALP16, (b) WALP19, and (c) WALP23 in a POPC membrane at time-step ratios
Δt/δt = 7, 5, and 4, respectively. Color coding shown in (b). Cartoon representations of the (d) unfolded and (e) folded conformations. The peptide
is depicted in orange, where thick and thin ribbons correspond to the helical and coil states, respectively; the lipids are color-coded according to
their bead type: purple for the hydrocarbon chains, light pastel colors for the interfacial and head groups. Simulation snapshot rendered with VMD
Humphrey et al. (1996).
Further simulations of both the WALP series of peptides, as well as the 50-residue-long fd coat protein presented
in Bereau and Deserno (2014) also indicate numerically stable simulations, correct canonical sampling, and proper
structural features of the peptide and the membrane up to Δt/δt = 4, the hereby recommended time-step ratio for the
model.
4. Conclusion
The multi-timestepping algorithm of Kopf et al. (1997) was herein extended to the Langevin thermostat and the
modiﬁed Andersen barostat. Proper sampling of the temperature and pressure were veriﬁed using a Lennard-Jones
liquid, demonstrating indistinguishable distributions of temperature, pressure, and box size. The algorithm shows
most useful for models that inherently include heterogenous particle sizes—and thus softness—where most particles
are soft and few, stiﬀ particles form the computational bottleneck of the simulation. This scenario was illustrated using
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a recently-developed coarse-grained peptide lipid model on two distinct aspects: (i) a stringent test of the canonical
sampling with large time-step ratios Δt/δt was provided by measuring the conﬁgurational temperature of the system
and showed not to deviate statistically from the reference temperature for ratios up to 7; and (ii) the integrity of the
large-scale conformational properties of the model were veriﬁed using folding simulations of diﬀerent transmembrane
helices. The results indicate stable simulations for a time-step ratio up to 4, while the inherent time steps diﬀer by a
factor of 10. The increasing application of coarse-grained models in various soft-matter systems makes this method
useful and beneﬁcial.
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