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Cap´ıtulo 1
Introduccio´n
La Dina´mica Molecular de las Reacciones es un campo de la Qu´ımica que abarca un
gran nu´mero de a´reas de investigacio´n, tanto teo´ricas como experimentales. Todas ellas
esta´n orientadas, de un modo u otro, a la comprensio´n de los mecanismos que gobiernan
los procesos de reorganizacio´n de la estructura molecular a nivel microsco´pico [1].
De modo tradicional, la Dina´mica de las Reacciones Qu´ımicas se ha centrado princi-
palmente en los procesos en fase gaseosa, ya que en este estado es posible aislar los efectos
de las fuerzas que gobiernan los procesos qu´ımicos de las interacciones moleculares con
el medio. En este estado de la materia, podemos pensar en un evento qu´ımico como una
colisio´n en la que las especies involucradas cambian su identidad qu´ımica [2]. Cuando
estas colisiones se producen bajo unas condiciones determinadas, es posible observar co´-
mo los productos de la reaccio´n tienen una serie de caracter´ısticas observables a modo
de “huella dactilar”: distribuciones de energ´ıa cine´tica de productos, distribuciones de
estados internos, distribuciones angulares, polarizacio´n del momento angular rotacional,
etc. Todas estas propiedades pueden ser, en principio, determinadas experimentalmente
ya que constituyen lo que denominamos observables.
Las distribucio´n caracter´ıstica de estas propiedades es un reflejo de los procesos inter-
nos que sufre el sistema durante las colisiones. Sin embargo, la informacio´n sobre estos
procesos no esta´ contenida de modo expl´ıcito en los observables asinto´ticos. Por este
motivo, es necesario recurrir a la F´ısica, para estudiar desde un punto de vista teo´rico
los sistemas en colisio´n. De este modo, la Dina´mica de las Reacciones Qu´ımicas es uno
de los campos donde el v´ınculo entre teor´ıa y los experimentos es ma´s fuerte [3, 4].
Desde el nacimiento de la Dina´mica de las Reacciones Qu´ımica como ciencia, tanto las
te´cnicas experimentales como los modelos teo´ricos han evolucionado enormemente hasta
el punto en el cual, actualmente, el acuerdo entre ambas es por lo general excelente. De
esta manera es posible obtener una visio´n unificada de los procesos qu´ımicos. La f´ısica
en la cual nosotros estamos interesados, en principio, es muy simple. Cualquier proceso
debe responder a una serie de leyes f´ısicas tales como la conservacio´n de la energ´ıa del
sistema y la conservacio´n del momento. Como consecuencia, el resultado final de
una colisio´n quedara´ totalmente determinado por las fuerzas y los factores
dina´micos y energe´ticos que se ponen en juego. La ventaja de los me´todos teo´ricos,
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frente a los experimentales es que, adema´s de la informacio´n sobre las distribuciones de
los observables tras la colisio´n, contienen informacio´n expl´ıcita sobre la colisio´n en s´ı
misma. De ah´ı su radical importancia [3].
En efecto, un proceso qu´ımico puede ser entendido en te´rminos de colisiones molecula-
res. Sin embargo, no toda colisio´n molecular lleva asociada una transformacio´n qu´ımica.
Normalmente, para que se produzca una transformacio´n qu´ımica es necesario que el siste-
ma supere una cierta barrera energe´tica asociada, bien a la desestabilizacio´n del sistema
por las repulsiones que se producen cuando las part´ıculas esta´n muy juntas (barreras
electrosta´ticas), o´ bien a la inercia inicial de las especies que colisionan (lo que llamamos
barreras dina´micas).
Aquellos procesos en los cuales la energ´ıa del sistema es no suficiente como para superar
la barrera se llaman colisiones no reactivas. Normalmente, tras una colisio´n no reactiva la
energ´ıa total del sistema se reparte entre los distintos grados de libertad disponibles; en
este caso decimos que se ha producido una colisio´n inela´stica. El estudio de las colisiones
inela´sticas se ha mostrado tan importante como el estudio de las reacciones qu´ımicas. Las
colisiones inela´sticas participan en procesos de vital importancia, como el mantenimiento
del equilibrio te´rmico, procesos de intere´s atmosfe´rico, procesos de relajacio´n electro´nica,
etc, etc [1].
Objetivo de la Tesis Doctoral
A continuacio´n se enumeran los objetivos principales de este trabajo.
Descripcio´n de la f´ısica ba´sica de los procesos reactivos e inela´sticos en te´rminos
de scattering, as´ı como los me´todos computacionales, tanto cua´nticos (QM) como
cuasicla´sicos (QCT), ma´s utilizados en el estudio del scattering reactivo e inela´stico,
para procesos que involucren u´nicamente una u´nica superficie de energ´ıa potencial.
Desarrollo de un co´digo, basado en saltos de trayectorias cla´sicas entre superfcies de
energ´ıa potencial (TSH), para el estudio de procesos no adiaba´ticos (tanto reactivo
como inela´stico) que incluya tanto acoplamientos electrosta´ticos como acoplamien-
tos roto-electro´nicos.
Utilizacio´n del ana´lisis de la polarizacio´n del momento angular rotacional como
herramienta ba´sica en el ana´lisis de la dina´mica de las colisiones moleculares. De
este modo sera´ posible describir los requisitos estereodina´micos de un proceso, el
efecto de la preparacio´n de los reactivos y la polarizacio´n del momento angular
rotacional en los productos de las colisiones. Asimismo se describira´n los me´todos
matema´ticos que permiten estudiar la pe´rdida de polarizacio´n del momento angular
en un proceso inela´stico.
Estudio de la dina´mica reactiva del sistema H+D2. Trataremos de explicar el origen
3de las anomal´ıas observadas en las distribuciones angulares de los u´ltimos estados
rotacionales abiertos para un estado vibracional dado de productos, cuando el
sistema colisiona a una energ´ıa suficientemente alejada del umbral de reaccio´n.
Estudio del mecanismo de reaccio´n del sistema Br + H2 en te´rminos de selectividad
estereodina´mica y su dependencia con los distintos grados de libertad del sistema.
Descripcio´n de una conexio´n con posibles medidas experimentales, en las que las
caracter´ısticas del mecanismo se pongan de manifiesto mediante la polarizacio´n del
momento angular rotacional de los reactivos.
Estudio de la dina´mica no reactiva del sistema Kr + OH(A) en el estado electro´nico
excitado. Descripcio´n de la competencia entre los mecanismos de transferencia de
energ´ıa rotacional, depolarizacio´n del momento angular total y quenching electro´-
nico. Ana´lisis de las poblaciones del estado fundamental procedentes del quenching
electro´nico.
Organizacio´n de la memoria
La memoria esta´ organizada en dos partes diferentes. La primera parte es un bloque
destinado u´nicamente a la descripcio´n de los me´todos teo´ricos utilizados para llevar
a cabo el estudio de los sistemas a´tomo-dia´tomo en los cuales nos centraremos. En
la segunda parte se presentan los resultados obtenidos para algunos de los sistemas
estudiados durante el desarrollo de la tesis doctoral.
Primera parte
En el segundo cap´ıtulo se describira´n algunos conceptos generales de la Dina´mica
de Reacciones que pueden ser elementales en la comprensio´n del resto de cap´ıtulos,
como los de estados cua´nticos, estados ligados, barreras dina´micas, probabilidad de
reaccio´n, seccio´n eficaz o´ seccio´n eficaz diferencial.
En el cap´ıtulo 3 abordaremos la separacio´n del problema global del tratamiento
cua´ntico de la dina´mica molecular en dos etapas consecutivas: una primera etapa,
en la que se estudia el movimiento electro´nico de modo independiente del movi-
miento nuclear, y una segunda etapa en la que se tratan los movimientos nucleares
dentro en los estados electro´nicos. Veremos adema´s las aproximaciones que nos lle-
van a los conceptos de dina´mica adiaba´tica y dina´mica no adiaba´tica, tratando de
aclarar algunos conceptos claves , en ocasiones confusos, como potenciales adiaba´-
ticos, potenciales diaba´ticos, acoplamiento diaba´tico, acoplamientos no adiaba´ticos,
representacio´n adiaba´tica, representacio´n diaba´tica...
En el cuarto cap´ıtulo explicaremos co´mo es posible describir una colisio´n a´tomo–
dia´tomo en te´rminos de scattering cua´ntico (QM) sobre una u´nica superficie de
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energ´ıa potencial. Veremos co´mo se lleva a cabo la propagacio´n de las ecuaciones
coupled channel (CC), que proporcionara´n los estados estacionarios de scattering y,
finalmente, la matriz de scattering. Esta matriz contiene toda la informacio´n dina´-
mica de la colisio´n. Por u´ltimo explicaremos las caracter´ısticas generales de los dos
co´digos de scattering cua´ntico utilizados en este trabajo: el co´digo ABC[5], de Ma-
nolopoulos y colaboradores, para el scattering reactivo, y el co´digo HIBRIDON[6],
de Alexander y colaboradores, para el scattering inela´stico bajo la aproximacio´n
de rotor r´ıgido.
En el quinto cap´ıtulo se dara´ una explicacio´n detallada del me´todo de trayectorias
cuasi-cla´sicas, quasi-classical trajectory method (QCT). Este me´todo constituye
una de las mejores alternativas a los costosos y menos intuitivos me´todos de scat-
tering cua´ntico. Este co´digo se utilizara´ tanto en el estudio del scattering reactivo
de los sistemas H+D2 y Br+H2, como en el estudio de las colisiones no reactivas
Kr+OH(A).
En el sexto cap´ıtulo se aborda uno de los temas centrales de esta tesis doctoral:
la construccio´n de un co´digo de scattering de trayectorias quasicla´sicas, para el
tratamiento de las transiciones no adiaba´ticas. En la primera parte explicaremos el
me´todo de Trajectory Surface Hopping - Fewest Switches (TSH-SH), disen˜ado para
el estudio de las transiciones entre estados electro´nicos de igual simetr´ıa (mediadas
por acoplamientos electrosta´ticos). En la segunda parte del cap´ıtulo veremos co´mo
es posible extender estas ecuaciones al estudio de transiciones mediadas por aco-
plamientos roto-electro´nicos, los cuales nos permitira´n los efectos no adiaba´ticos
entre superficies de diferente simetr´ıa.
En el u´ltimo cap´ıtulo de los me´todos teo´ricos indicaremos co´mo es posible describir
la polarizacio´n del momento angular rotacional y su relacio´n con la dina´mica de un
sistema. A trave´s de este ana´lisis estudiaremos las necesidades estereodina´micas de
las reacciones (la polarizacio´n intr´ınseca), el efecto sobre ellas de la preparacio´n
de reactivos con una polarizacio´n determinada del momento angular rotacional (la
polarizacio´n extr´ınseca), la polarizacio´n de los productos de reaccio´n tras un pro-
ceso reactivo en unas condiciones determinadas y, por u´ltimo, la depolarizacio´n del
momento angular rotacional en colisiones inela´sticas. El ana´lisis de las variaciones
en la polarizacio´n del momento angular rotacional sera´ una herramienta clave en
la comprensio´n de los mecanismos que gobiernan los procesos moleculares.
Segunda parte
En el octavo cap´ıtulo se describira´ la dina´mica reactiva del sistema H + D2(v =
0, j = 0) a la energ´ıa de colisio´n de 1.97 eV. Mediante esta descripcio´n se pre-
tende, por un lado, explicar las distribuciones angulares de productos ano´malas
5encontradas por Jankunas et. al. en el estado de productos HD(v′ = 4) y, por otro
lado, dar una visio´n unificada del mecanismo de reaccio´n de este sistema cuando la
energ´ıa excede ampliamente la barrera para la reaccio´n. Para describir el mecanis-
mo de reaccio´n de este sistema nos basaremos en consideraciones geome´tricas del
estado de transicio´n, proporcionada por los ca´lculos QCT, y en la polarizacio´n del
momento angular rotacional de los productos de reaccio´n obtenida a partir de los
ca´lculos QM. Gran parte de los resultados presentados en este cap´ıtulo han sido
publicados en los siguientes art´ıculos:
• “Seemingly anomalous scattering in H+D2 reactive scattering”. Science, 2012,
336, p. 1687 (referencia [7]).
• “H + D2 reaction dynamics in the limit of low product recoil energy”. J. Phys.
Chem. Lett, 2012, 3, p. 2959 (referencia [8]).
• “Is the simplest chemical reaction really so simple?”. PNAS, 2014, 111, p. 15
(referencia [9]).
En el noveno cap´ıtulo trataremos la dina´mica reactiva del sistema Br + H2, descri-
biendo el mecanismo de reaccio´n en te´rminos de los requisitos estereodina´micos del
sistema y el efecto que la preparacio´n de los reactivos puede tener sobre la reacti-
vidad. Para ello se analizara´ los ca´lculos QM sobre una u´nica superficie de energ´ıa
potencial. Los resultados aqu´ı presentados han sido publicados en las siguientes
referencias:
• “A state-to-state dynamical study of the Br + H2 reaction: comparison of
quantum and classical trajectory results”. Phys. Chem. Chem. Phys., 2012,
14, p. 13067 (referencia [10]).
• “The reactive collision mechanism evinced: stereodynamical control of the
elementary Br + H2 −→ H + HBr reaction”. Phys. Chem. Chem. Phys.,
2013, 15, p. 13513 (referencia [11]).
En el u´ltimo cap´ıtulo de los resultados estudiaremos la competencia entre la trans-
ferencia de momento angular rotacional, depolarizacio´n del momento angular rota-
cional y quenching electro´nico en las colisiones entre el a´tomo de Kr y la mole´cula
excitada (capa abierta) de OH(A). Para ello nos basaremos en los ca´lculos lleva-
dos a cabo con el co´digo TSH desarrollado durante la tesis doctoral, los cuales
sera´n comparados con precisos resultados experimentales. Adema´s, estudiaremos
la depolarizacio´n del momento angular rotacional como resultado de las colisiones
inela´sticas en el estado excitado, mediante el uso de ca´lculos QM, TSH y QCT.
Las publicaciones correspondientes a los resultados aqu´ı expuestos son:
• “Electronic Quenching of OH(A, 2Σ+) Induced by Collisions with Kr Atoms”.
J. Phys. Chem. A, 2013, 117 , p.13481 (referencia [12])
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• “The collisional depolarization of OH(A,22Σ+) and NO(A,2Σ+) with Kr”. J.
Chem. Phys., 2014, 140, p. 054306 (referencia [13]).
• “Surface-hopping study of OH(A2Σ+) + Kr: extension to the 1A′′ state”.
Enviado, 2014 (referencia [14])
Parte I.
Me´todos Teo´ricos
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Cap´ıtulo 2
Me´todos de Scattering (I):
conceptos ba´sicos
El presente trabajo esta´ centrado en el estudio de la dina´mica de las las colisiones
a´tomo – dia´tomo en fase gaseosa a energ´ıas por debajo de unos pocos eV, es decir, a
aquellas energ´ıas en las cuales se producen habitualmente las reacciones qu´ımicas. En
este cap´ıtulo trataremos de describir, en te´rminos muy generales, los conceptos ma´s
elementales de la rama de la Qu´ımica que estudia estos procesos, la Dina´mica de las
Reacciones Qu´ımicas, necesarios para comprender el contenido de esta tesis.
El punto partida de cualquier estudio es la definicio´n de estado. El estado de un siste-
ma f´ısico, sea cual sea e´ste, queda definido por las propiedades f´ısicas observables que lo
caracterizan. En el contexto de la meca´nica cua´ntica, un estado cua´ntico puro
viene dado por un vector
∣∣Ψ〉 en el espacio de Hilbert [15], y queda caracte-
rizado por las distribuciones de probabilidad de valores de las propiedades
f´ısicas que se pueden obtener mediante diversas mediciones.
A energ´ıas te´rmicas moderadas la materia tiende, de modo natural, a formar agrupa-
ciones estables de nu´cleos y electrones, que conocemos con el nombre de a´tomo (si las
agrupaciones tienen u´nicamente un nu´cleo) o mole´culas (si en el sistema encontramos
dos o ma´s nu´cleos). La agrupacio´n de part´ıculas tiene lugar cuando la energ´ıa de inter-
accio´n entre ellas es menor que la suma de las energ´ıas de cada part´ıcula por separado
(es decir, existe un mı´nimo en el potencial de interaccio´n), de modo que las part´ıculas
tienden a permanecer localizadas en una regio´n del espacio ma´s o menos definida [16].
La energ´ıa necesaria para una agrupacio´n de part´ıculas se separen se denomina energ´ıa
de disociacio´n. En el contexto de sistemas qu´ımicos, se suele hacer referencia a energ´ıa
de disociacio´n como la energ´ıa necesaria para romper un enlace qu´ımico.
En un contexto cla´sico, en aquellas situaciones en las que el la energ´ıa total del sistema
sea menor que la energ´ıa de disociacio´n, el sistema sera´ estable de modo indefinido. Sin
embargo, cua´nticamente el espectro de energ´ıas (y, por tanto, el conjunto de estados
ligados) asociados a un pozo de potencial es discreto. Las restricciones impuestas por la
incertidumbre cua´ntica hacen que no todos los mı´nimos en un potencial de interaccio´n
sean capaces de alojar estados ligados. Para que un pozo pueda formar estados ligados,
9
10 2. Me´todos de Scattering (I): conceptos ba´sicos
tiene que tener una profundidad mayor que la energ´ıa del punto cero (ZPE). E´sta es la
mı´nima energ´ıa posible que puede tener un sistema cuyas part´ıculas no este´n totalmente
deslocalizadas. Este concepto tiene un origen puramente cua´ntico (surge de modo natural
en las relaciones de indeterminacio´n de Heisenberg), y no tiene una contrapartida cla´sica.
Por otro lado, en aquellas situaciones en las que, aunque el pozo s´ı sea capaz de alojar
estados ligados, la energ´ıa total del sistema exceda la energ´ıa de disociacio´n del sistema,
la vida de estas agrupaciones de part´ıculas sera´ finita. Por ello, los estados cua´nticos que
las definen reciben el nombre de estados cuasi–ligados.
Cua´nticamente, los estados ligados quedan definidos por un conjunto de nu´meros cua´n-
ticos asociados a los distintos grados internos del sistema, es decir a todos aquellos grados
de libertad no asociados a la traslacio´n del propio sistema. La energ´ıa de cada estado
ligado dependera´ tanto del potencial de interaccio´n como de los momentos angulares
asociado al movimiento de las part´ıculas y sus interacciones. La energ´ıa de estos estados
ligados se denomina, de modo gene´rico, energ´ıa interna.
Supongamos ahora que colisionan dos sistemas moleculares, cuyos estados asinto´ticos
iniciales, o canales de reactivos, (los estados cua´nticos que definen cada uno de los sis-
temas antes de que comience la interaccio´n entre ellos) esta´n perfectamente definidos.
Durante la colisio´n se produce una interaccio´n entre los sistemas en colisio´n, que puede
desembocar en una reorganizacio´n de los estados internos. Tras la colisio´n los sistemas
abandonara´n la zona de colisio´n en estados cua´nticos bien definidos (estados asinto´ticos
de productos o´ canales de productos).
En funcio´n de las condiciones de la colisio´n (energ´ıas de traslacio´n, orientacio´n relativa,
estados internos iniciales, etc..) podemos tener varias situaciones:
Los sistemas abandonan la zona de interaccio´n en un estado cua´ntico interno exac-
tamente igual al inicial. En este caso hablamos de colisiones ela´sticas.
Los sistemas abandonan la zona de interaccio´n en un estado interno distinto del
inicial, sin embargo no ha existido una reorganizacio´n de los nu´cleos respecto de
la distribucio´n inicial. En este caso hablamos de colisiones inela´sticas, en las que
los sistemas
El sistema, durante la colisio´n sufre una redistribucio´n de los nu´cleos o´ electrones.
En este caso decimos que se ha producido una colisio´n reactiva
Cuando la energ´ıa total excede a la energ´ıa de disociacio´n de alguna de las agru-
paciones moleculares, es posible que el sistema acabe totalmente disociado. Este
es el caso del canal disociativo, y los estados que caracterizan los productos son los
estados del continuo.
Es importante sen˜alar que en una colisio´n entre dos sistemas, aunque aparezca un pozo
de potencial en la zona interaccio´n no podra´ formar estados ligados estacionarios en e´ste,
por muy profundo que sea, ya que necesariamente se ha de estar por encima de al menos
11
una as´ıntota. Sin embargo, es posible que s´ı forme estados cuasi-ligados, es decir, estados
ligados en alguna de los grados de libertad internos. Esto es muy importante ya que la
presencia de estados cuasi-ligados durante la colisio´n puede dar lugar a la formacio´n
de resonancias, feno´menos de interferencia, formacio´n de complejos de larga vida, etc.
Durante una colisio´n no so´lo participan los estado cuasi–ligados sino que adema´s tambie´n
participara´n estados del continuo.
Aspectos energe´ticos
La energ´ıa de traslacio´n relativa entre reactivos, cuando esta´n infinitamente separados,
se denomina energ´ıa de colisio´n Ecol. La energ´ıa de colisio´n esta´ relacionada con el vector
de onda, k, que describe el movimiento de traslacio´n asinto´tico a trave´s de la relacio´n
[1]
Ecol =
~2|k|2
2µ
(2.1)
donde µ es la masa reducida de los sistemas en colisio´n. La misma relacio´n puede esta-
blecerse para el canal de salida, a trave´s del vector k′. La suma de la energ´ıa de colisio´n
ma´s las energ´ıa interna asinto´tica constituye la energ´ıa total del sistema, ETOT, y es
una constante del movimiento para aquellas colisiones donde no existen perturbaciones
externas dependientes del tiempo (es decir, es una cantidad conservada). Por lo tanto,
la suma de la energ´ıa de traslacio´n relativa de productos, ma´s la energ´ıa interna de los
canales de salida ha de ser igual a la energ´ıa total del sistema.
Cuando dos sistemas colisionan bajo unas condiciones dadas de estados iniciales, ener-
g´ıa de colisio´n, y orientacio´n relativa, el factor ma´s determinante en el resultado de la
colisio´n sera´ el potencial de interaccio´n entre part´ıculas. Sin embargo, adema´s del po-
tencial de interaccio´n, existe siempre una barrera dina´mica [1] que esta´ presente durante
toda la colisio´n, independiente de co´mo sea el potencial de interaccio´n o, incluso, de si
e´ste existe o no. Dicha barrera se conoce como barrera centr´ıfuga y tiene su origen en el
momento angular asociado al movimiento orbital de los sistemas en colisio´n: el momento
angular orbital ℓ).
Vcent(R) =
|ℓ |2
2µR2
(2.2)
donde Vcent(R) es el potencial centr´ıfugo, R = |R(t)| es el mo´dulo del vector que describe
la posicio´n relativa de las dos part´ıculas que colisionan, y µ es la masa reducida del
sistema. La energ´ıa total vendra´ dada por la siguiente expresio´n:
ETOT =
1
2
µR˙2 +
|ℓ |2
2µR2
+ V (R) (2.3)
siendo el primer te´rmino en el sumatorio la energ´ıa cine´tica radial, el segundo la barrera
centr´ıfuga, Vcent, y el tercero el potencial de interaccio´n. El valor de la barrera centr´ıfuga
var´ıa a lo largo del camino de reaccio´n y, por lo tanto, las otras contribuciones a la
12 2. Me´todos de Scattering (I): conceptos ba´sicos
energ´ıa total tambie´n cambiara´n a fin de mantener e´sta constante. Habitualmente, los
dos u´ltimos te´rminos de la expresio´n (2.3) se unen en un potencial efectivo que determina
la dina´mica del sistema.
Vef(R) = V (R) + Vcent(R) (2.4)
Para que una reaccio´n tenga lugar, es necesario que el sistema tenga suficiente energ´ıa
Figura 2.1
Potencial tipo Morse (en unidades arbitrarias) modificado por la barrera centr´ıfuga. La l´ınea negra corresponde al
potencial sin modificar. Las l´ıneas situadas por encima son los potenciales efectivos para un momento angular orbital
con valores del nu´mero cua´ntico de l = 2,5,10,15 y 20 respectivamente.
radial, de modo que sea capaz de superar la barrera centr´ıfuga y alcanzar la zona de
interaccio´n donde tienen lugar los intercambios qu´ımicos. Como puede observarse en la
figura 2.1, para momento angulares pequen˜os se forma una barrera que aumenta con
ℓ. Cla´sicamente, el sistema podra´ entrar en la zona de interaccio´n siempre y cuando la
energ´ıa total del sistema sea superior a la altura de la barrera formada. Para valores
suficientemente altos de ℓ, por el contrario, el potencial se vuelve totalmente repulsivo.
Por u´ltimo es importante destacar que en colisiones en sistemas con ma´s de dos part´ı-
culas, el momento angular orbital no es el u´nico momento angular presente. Por tanto,
no es una cantidad conservada (es el la suma de todos los momentos angulares la can-
tidad que se conserva). De este modo, en un tratamiento mecanocua´ntico, el momento
angular orbital so´lo podra´ definirse asinto´ticamente (en el caso de que sea un buen nu´-
mero cua´ntico) [17], donde la energ´ıa centr´ıfuga es nula. Durante la colisio´n, el momento
angular orbital no es buen nu´mero cua´ntico (salvo para potenciales centrales), por lo que
no podemos dar cuenta de este efecto (lo cual no implica que no exista).
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Momentos angulares
Como acabamos de decir, en sistema de ma´s de dos part´ıculas, existen multitud de
momentos angulares asociados al movimiento relativo entre part´ıculas: momento angular
orbital electro´nico, momento de spin electro´nico, momento angular rotacional, momento
angular orbital, momento angular de spin nuclear, etc. La suma de todos los momentos
angulares presentes en el sistema es el momento angular total, J . Dependiendo del sis-
tema en estudio y del sistema de referencia utilizado, no todos los momentos angulares
tienen valores perfectamente definidos asinto´ticamente. Es decir, no todos los nu´meros
cua´nticos asociados a momentos angulares, o aquellos asociados a sus proyecciones, son
buenos nu´meros cua´nticos.
Lo normal es que estas cantidades no se conserven durante la colisio´n, sino que los
estados asinto´ticos definidos por los valores de dichos momentos se mezclen entre s´ı,
de modo que no queden bien definidos. Sin embargo, el momento angular total s´ı se
conservara´, siempre y cuando Hamiltoniano total sea invariante frente a rotaciones en el
espacio. En aquellas situaciones en las que exista una direccio´n preferente en el espacio
(por ejemplo si existe un campo externo), sera´ la proyeccio´n de J sobre dicha direccio´n
la que se conserve.
En los tratamientos cua´nticos es muy habitual recurrir a descomponer los problemas
globales en problemas parciales descritos en te´rminos de cantidades que se conservan.
En dina´mica de colisiones, la expansio´n de los problemas cua´nticos en te´rminos de au-
tofunciones del momento angular total se denomina expansio´n en ondas parciales. El
proceso que consiste en construir estados propios del momento angular total a partir
de los estados propios de los momentos angulares individuales que esta´n bien definidos
asinto´ticamente se denomina acoplamiento de momentos angulares. Se utiliza cuando, a
causa de una interaccio´n f´ısica entre dos momentos angulares, estos ya no son constantes
de movimiento independientes, sin embargo la suma de ellos s´ı.
En el tratamiento cla´sico de las colisiones entre part´ıculas hay una magnitud muy im-
portante, que esta´ ı´ntimamente relacionado con el momento angular orbital: el para´metro
de impacto (b) [1]. El para´metro de impacto es un para´metro geome´trico que especifi-
ca una de las condiciones iniciales en una colisio´n cla´sica. Para entender su significado
supongamos que tenemos dos part´ıculas que se aproximan sin interaccionar y que, por
lo tanto, se desplazan siguiendo una trayectoria recta. El mo´dulo del vector que define
la distancia de mı´nima aproximacio´n entre ellas define el para´metro de impacto (figura
2.2). Cuando existe interaccio´n entre las part´ıculas, este para´metro so´lo tiene significado
si e´stas se encuentran suficientemente alejadas.
La importancia del para´metro de impacto en el tratamiento cla´sico de colisiones viene
del hecho de que e´ste esta´ directamente relacionado con el momento angular orbital
de los reactivos a trave´s del producto vectorial del vector de ondas y el para´metro de
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Figura 2.2
Definicio´n del para´metro de impacto. La l´ınea roja continua representa la distancia relativa entre dos part´ıculas que
colisionan en el sistema de centro de masas en presencia de un campo de fuerzas cuyo origen esta´ indicado por el
punto rojo, mientras que el trazo discontinuo representa el mismo movimiento en ausencia de potencial. La distancia
de m´ınima aproximacio´n para esta u´ltima situacio´n define el para´metro de impacto.
impacto −→
ℓ =
−→
b × ~−→k (2.5)
Asinto´ticamente b y k son perpendiculares (ver figura 2.2) y, por lo tanto, el mo´dulo del
producto vectorial resulta ser
|ℓ |2 = b2~2k2 = 2µb2Ecol (2.6)
donde b = |b | y k = |k|. Aunque esta expresio´n podr´ıa ser comparada con su contra-
partida cua´ntica |ℓ |2 = ~2l(l+ 1), debemos tener en cuenta que no existe el equivalente
cua´ntico del para´metro de impacto porque, conocidos
−→
k y
−→
b , el momento angular or-
bital queda completamente definido, tanto en mo´dulo como en direccio´n, lo que violar´ıa
el principio de incertidumbre en un contexto no-cla´sico.
En el tratamiento cla´sico de las colisiones moleculares, este para´metro estara´ directa-
mente relacionado con la energ´ıa centr´ıfuga durante la colisio´n. Para colisiones con alto
para´metro de impacto (o momento angular orbital elevado), la gran cantidad de energ´ıa
centr´ıfuga asociada al movimiento orbital puede hacer imposible que se aproximen los
reactivos hasta las distancias donde tiene lugar el intercambio de energ´ıa interna. De
hecho, para cada sistema reactivo y energ´ıa de colisio´n existe un para´metro de impacto
ma´ximo (bmax) por encima del cual las colisiones no pueden ser ni reactivas ni inela´sticas,
sino u´nicamente ela´sticas.
Mecanismo de reaccio´n y scattering cua´ntico
Normalmente el sistema no abandona la zona de interaccio´n en un u´nico estado in-
terno de productos, sino que lo hacen en superposicio´n de estados asinto´ticos. Es decir,
el sistema se aleja de la zona de interaccio´n a trave´s de los diferentes canales accesibles
a una cierta energ´ıa, en ciertas proporciones definidas [18]. La proporcio´n de estados
15
finales en una proceso dependera´ de mu´ltiples factores: naturaleza intr´ınseca del poten-
cial de interaccio´n, preparacio´n de reactivos, propiedades de los estados internos que
participan en la colisio´n, presencia de campos externos, barreras dina´micas, existencia
de resonancias, etc, etc.
En definitiva, el resultado de una colisio´n es consecuencia directa del mecanismo de
reaccio´n, es decir, del conjunto de movimientos que conectan los canales de reactivos con
los productos de la colisio´n [1]. Sin embargo, el mecanismo de reaccio´n so´lo puede ser
determinado en un estudio de colisiones de part´ıculas cla´sicas. En un estudio cua´ntico es
imposible determinar co´mo es este movimiento en exactitud. Por ello, los tratamientos
cua´nticos de colisiones de part´ıculas se hacen en te´rminos de scattering cua´ntico. E´ste
describe la dina´mica del proceso en te´rminos de la poblacio´n de los estados asinto´ti-
cos libres, la distribucio´n espacial de los mismos y las correlaciones de las magnitudes
vectoriales a ellos asociados.
Probabilidad de reaccio´n y secciones eficaces
La probabilidad de un proceso no es un observable propiamente dicho. Sin embargo,
es la magnitud ba´sica a la hora de estudiar la dina´mica de un sistema. La IUPAC1 la
define como la probabilidad de que cierto proceso de cambio tenga lugar cuando dos
part´ıculas colisionan bajo un esquema determinado, que posteriormente explicaremos.
En la pra´ctica, puede calcularse como
Pif =
Nif
NT
(2.7)
el cociente entre Nif , el nu´mero de colisiones que han dado lugar al proceso i → f por
unidad de tiempo, y NT , el nu´mero total de colisiones que se producen por unidad de
tiempo. Es posible, por supuesto, definir esta probabilidad en base a otras propiedades
como son los estados cua´nticos iniciales, los estados finales, la energ´ıa de traslacio´n, el
momento angular total, etc a fin de obtener informacio´n adicional sobre la dina´mica del
sistema.
El hecho de que el potencial sea modificado por efecto de la barrera centr´ıfuga y que
e´sta dependa del para´metro de impacto o del momento angular orbital, segu´n estemos
en un contexto cla´sico o cua´ntico, nos hace pensar que una determinada colisio´n no sera´
igual de probable para los diferentes momentos angulares orbitales o para los diferen-
tes para´metros de impacto. De hecho, la variacio´n de la probabilidad de reaccio´n con
el para´metro de impacto es una funcio´n extremadamente importante en Dina´mica de
Reacciones que se conoce como funcio´n de opacidad, y que es generalmente indicada
como P (b). El equivalente cua´ntico de la funcio´n de opacidad ser´ıa P (l), la probabilidad
de reaccio´n en funcio´n del nu´mero cua´ntico l. La funcio´n de opacidad se anula para
cualquier valor del para´metro de impacto por encima de aquel para el cual la barre-
1Unio´n Internacional de Qu´ımica Pura y Aplicada
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ra centr´ıfuga se hace suficientemente alta como para impedir cualquier intercambio de
energ´ıa interna.
La seccio´n eficaz σif es una medida del a´rea efectiva trasversal que gobierna un proceso
de scattering desde un estado inicial i hasta un estado final j. Esta magnitud tiene
unidades de a´rea, por lo tanto es una medida del a´rea de interaccio´n entre part´ıculas
cuando colisionan [2]. En realidad la seccio´n eficaz es una medida del flujo para un cierto
proceso i→ f en una cierta direccio´n espacial. Cuando este flujo esta´ promediado en las
diferentes direcciones espaciales (es decir, no esta´ resuelto) se la denomina seccio´n eficaz
integral (ICS).
En una colisio´n cla´sica el valor concreto que toma la seccio´n eficaz esta´ ı´ntimamente
ligado a las interacciones que sufren las part´ıculas que han sido dispersadas, las cuales
a su vez dependen del potencial efectivo y, por lo tanto, pueden ser relacionadas con el
para´metro de impacto.
Figura 2.3
Definicio´n de la unidad diferencial de a´rea eficaz. No´tese co´mo la probabilidad de reaccio´n ira´ pesada por el para´metro
de impacto. As´ı las colisiones con para´metro de impacto cero no contribuira´n en la seccio´n total.
Si la part´ıcula incidente no esta´ orientada en el espacio o es esfe´rica (ver figura 2.3),
la probabilidad es isotro´pica respecto del a´ngulo azimutal (φ) y vendra´ dada por:
σif =
∫ 2π
0
∫ bmax
0
P (b) b db dφ =
∫ bmax
0
2πb P (b) db (2.8)
donde P (b) es la funcio´n de opacidad. Mientras que para colisiones reactivas o inela´sticas
la seccio´n eficaz es convergente (la funcio´n de opacidad muere para un para´metro de
impacto ma´ximo), no podemos definir una seccio´n eficaz para scattering ela´stico, puesto
que el para´metro de impacto no converge y la seccio´n diverge. Cuando analizamos un
conjunto de trayectorias cla´sicas, en el que el para´metro de impacto ha sido muestreado
proporcional a b2, podemos calcular la probabilidad promedio para todo el rango de
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para´metros de impacto en base a la ecuacio´n (2.7). De este modo obtenemos la expresio´n
de la seccio´n eficaz para un proceso de scattering cla´sico [4]:
σif = 2π
∫ bmax
0
Nif
NT
b db = πb2max
Nif
NT
(2.9)
Existe una ecuacio´n cua´ntica ana´loga a la ecuacio´n (2.8) que da cuenta de la seccio´n
eficaz en funcio´n de la probabilidad para un proceso para nu´mero cua´ntico de momento
angular orbital dado [19].
σif =
π
k2
∞∑
l=0
(2l + 1)P (l) (2.10)
Cuando en el proceso de scattering interviene ma´s de un momento angular es u´til expresar
la seccio´n como una suma sobre las probabilidades en funcio´n del momento angular total
P (J). En colisiones a´tomo-dia´tomo los principales momentos angulares son el momento
angular rotacional y orbital (j y ℓ respectivamente). Por cada valor j y l de los nu´meros
cua´nticos de estos momentos, hay (2j + 1) × (2l + 1) estados cua´nticos, de los cuales
2J + 1 tienen un valor igual del momento angular total J . Por lo tanto, la probabilidad
condicional de encontrar un J dado para esos valores de l y j dados sera´:
P (J |j, l) = 2J + 1
(2j + 1)(2l + 1)
(2.11)
Para un j dado, el nu´mero de valores de l que corresponden con un valor dado de J es
[2mı´n(J, j) + 1], por lo que la probabilidad condicional de encontrar un l contribuyendo
a un J y un j dado es:
P (l|j, J) = 1
2mı´n(J, j) + 1
(2.12)
As´ı, la probabilidad de scattering en funcio´n del nu´mero cua´ntico J , para un j dado,
sera´ la suma sobre todos los momentos angulares orbitales del producto probabilidad
total, para un l y un J dado, por la probabilidad condicionada
P (J) =
l=|J+j|∑
l=|J−j|
P (J, l)P (l|j, J)
=
1
2mı´n(J, j) + 1
l=|J+j|∑
l=|J−j|
P (J, l) (2.13)
Ana´logamente, podemos obtener la probabilidad de reaccio´n en funcio´n del momento
angular orbital para un j inicial dado:
P (l) =
J=|l+j|∑
J=|l−j|
P (J, l)P (J |j, l) = 1
(2j + 1)(2l + 1)
J=|l+j|∑
J=|l−j|
(2J + 1)P (J, l) (2.14)
Los sumatorios de las ecuaciones anteriores pueden ser extendidos de J = 0 hasta J =∞
18 2. Me´todos de Scattering (I): conceptos ba´sicos
y l = 0 hasta l =∞ respectivamente si tenemos en cuenta las relaciones de triangulacio´n
para estos tres vectores [19]. Aquellas combinaciones de momentos que no cumplan estas
reglas tendra´n una probabilidad igual a cero.
Para obtener la seccio´n eficaz cua´ntica, sustituimos esta ecuacio´n en la ecuacio´n (2.10)
σif =
π
k2
∞∑
l=0
(2l + 1)
J=|l+j|∑
J=|l−j|
2J + 1
(2j + 1)(2l + 1)
P (J, l)
=
π
k2
∞∑
l=0
J=|l+j|∑
J=|l−j|
2J + 1
2j + 1
P (J, l)
=
π
k2
∞∑
J=0
∞∑
l=0
2J + 1
2j + 1
P (J, l) (2.15)
donde el sumatorio sobre J ha sido extendido desde 0 hasta infinito teniendo en cuenta
la relacio´n triangular (J, l, j). Si ahora multiplicamos y dividimos por [2min(J, j) + 1] y
sustituimos el segundo sumatorio por la ecuacio´n (2.13), obtendremos
σif =
π
k2
1
2j + 1
Jmax∑
J=0
(2J + 1) [2mı´n(J, j) + 1]P (J) (2.16)
La ecuacio´n anterior proporciona la seccio´n eficaz cua´ntica, en funcio´n de J para un
j inicial determinado. Esta expresio´n es muy importante ya que, como veremos luego,
las ecuaciones cua´nticas se resuelven para valores fijos de j y J . El sumatorio ha sido
truncado en Jmax = lmax + j, ya que por encima de este valor la probabilidad es cero.
Cuando hablamos de seccio´n eficaz total o sumada sobre estados finales se hace re-
ferencia al scattering total del sistema independientemente de los estados cua´nticos de
salida.
σ =
∑
f
σif (2.17)
Hasta ahora hemos descrito la probabilidad de un proceso i → j en funcio´n de algu-
nos de los observables que describen los estado asinto´ticos. Obviamente tambie´n puede
calcularse/medirse el flujo para un proceso en funcio´n de la energ´ıa del sistema. La repre-
sentacio´n de la seccio´n eficaz integral frente a la energ´ıa de colisio´n se denomina funcio´n
de excitacio´n, σij(E). Esta´ relacionada con la probabilidad de reaccio´n en funcio´n de la
energ´ıa para un momento angular total determinado mediante la siguiente ecuacio´n:
σ(E) =
π
k2
1
2j + 1
∑
J
(2J + 1) [2mı´n(J, j) + 1]P (J,E) (2.18)
La reactividad, en reacciones endote´rmicas o con barrera, comienza a partir del momento
en el cual la energ´ıa es suficientemente elevada como para alcanzar el estado fundamental
de productos, o para superar la barrera impuesta por el potencial, considerando la posible
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presencia de efecto tu´nel. En estos casos denominamos umbral de reaccio´n a la energ´ıa
por encima de la cual la reactividad se hace distinta de cero.
Dispersio´n espacial de los productos de la colisio´n
Tras una colisio´n entre part´ıculas, ya sea reactiva o no, existe una dispersio´n de las
mismas en el espacio. Esta dispersio´n es la principal prueba de la existencia de un poten-
cial de interaccio´n entre part´ıculas que colisionan, ya que de lo contrario no se producir´ıa
modificacio´n alguna de las condiciones asinto´ticas. Esta dispersio´n se caracteriza median-
te la correlacio´n vectorial entre el vector de ondas incidente k y el vector de productos
k′. El scattering, por lo general, no es isotro´pico, aunque s´ı tiene simetr´ıa azimutal. El
a´ngulo de scattering θ es el a´ngulo formado por los dos vectores anteriores, o lo que es
lo mismo en el caso de trayectorias cla´sicas, el a´ngulo entre los vectores de velocidad
relativa
θ = arc cos
(
k · k′
|k||k′|
)
(2.19)
Figura 2.4
Representacio´n gra´fica de la definicio´n de a´ngulo de scattering
Como convenio tomaremos que si la colisio´n casi no modifica la trayectoria de las
part´ıculas incidentes, el a´ngulo sera´ pro´ximo a cero. En este caso se habla de colisiones
“hacia delante” o´ forward. El caso opuesto, en el cual los productos de la colisio´n sufren un
rebote se denomina scattering “hacia atra´s” o backward, y esta´ caracterizado por a´ngulos
de dispersio´n muy grandes, pro´ximos a 180o. Un caso intermedio entre las situaciones
anteriormente descritas, caracterizado por a´ngulos pro´ximos a 90o se denomina sideways.
La seccio´n eficaz por unidad de a´ngulo so´lido,
dσ
dω
, se le conoce como seccio´n eficaz
diferencial o´ differential cross section (DCS). Integrando la DCS sobre todos los a´ngulos
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recuperamos la seccio´n eficaz integral (ICS).
σij =
∫ 2π
0
∫ π
0
dσij
dω
sin θdθdφ (2.20)
Puesto que la dispersio´n depende del potencial de interaccio´n, la distribucio´n espacial
resultante tras un proceso de scattering estara´ ı´ntimamente relacionada con el mecanismo
de la colisio´n. As´ı por ejemplo, las reacciones que este´n dominadas por las interacciones
atractivas de largo alcance y que tengan lugar a trave´s de para´metros de impacto largos
estara´n caracterizadas por secciones eficaces muy elevadas y dispersiones en forward.
Por el contrario, aquellas colisiones que este´n dominadas por las fuerzas repulsivas de
corto alcance, normalmente estara´n caracterizadas por secciones relativamente pequen˜as,
para´metros de impacto bajos y dispersio´n preferentemente backward.
Cap´ıtulo 3
Me´todos de Scattering (II):
Separacio´n del movimiento nuclear y
electro´nico
Para el estudio teo´rico de los sistemas f´ısicos en los que estamos interesados, par-
tiremos de las leyes f´ısicas ma´s ba´sicas. En principio el resultado de una colisio´n
dependera´ completamente de la preparacio´n de los reactivos (energ´ıa del
sistema, estados internos que participan, polarizacio´n molecular ... ) y las
interacciones que se ponen en juego durante la colisio´n. Sin embargo, pese a
esta aparente simplicidad, el estudio y comprensio´n de estos procesos es tremendamente
complejo, tanto a nivel experimental como teo´rico. Por ello, normalmente se recurre a
la separacio´n de variables, para dividir el problema global en problemas ma´s sencillos.
Para que este procedimiento pueda llevarse a cabo, los grados de libertad asociados a
las variables separadas deben evolucionar de modo independiente o, lo que es lo mismo,
deben estar desacoplados.
En la pra´ctica esto casi nunca se puede llevar a cabo de modo exacto, puesto que casi
todos los grados de libertad esta´n acoplados entre s´ı. Por ello nos vemos obligados a uti-
lizar aproximaciones y simplificaciones que nos permitan separar los grados de libertad
y as´ı reducir las dimensiones del problema global. Estas aproximaciones normalmente
se basan en la jerarquizacio´n de los feno´menos f´ısicos que gobiernan un proceso, des-
preciando los efectos secundarios. Cuando los efectos secundarios de acoplamiento entre
grados de libertad no son ignorables, deberemos corregir los problemas aproximados de
algu´n modo, recuperando parcialmente esas interacciones entre grados de libertad.
A lo largo de este cap´ıtulo llevaremos a cabo una de las aproximaciones ma´s impor-
tantes en el estudio de los sistemas qu´ımicos: supondremos que las coordenadas
electro´nicas var´ıan mucho ma´s ra´pidamente que las coordenadas nucleares
y, por lo tanto, los electrones sera´n capaces de establecer estados estaciona-
rios1 en la escala de tiempos del movimiento nuclear. Esto no significa que las
1En Meca´nica Cua´ntica un estado estacionario es un autoestado del Hamiltoniano. Es decir, un estado
cua´ntico con una energ´ıa u´nica bien definida, en el que la densidad de probabilidad asociada su
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dina´micas nuclear y electro´nicas este´n desacopladas. De hecho en la pra´ctica la dina´mica
electro´nica determinara´ el campo de fuerzas en el que se mueven los nu´cleos, mientras
que la dina´mica nuclear sera´ capaz de inducir cambios en la estructura electro´nica.
Esta aproximacio´n nos permitira´ tratar el problema global en dos etapas consecutivas.
En primer lugar estudiaremos los estados estacionarios electro´nicos para las diferentes
geometr´ıas moleculares. En segundo lugar estudiaremos los estados estacionarios nu-
cleares, los llamados estados estacionarios de scattering (ver cap´ıtulo 4), asociados al
movimiento nuclear en el campo de fuerzas creado por los electrones. La consecuencia
directa de esta aproximacio´n es la identificacio´n de la energ´ıa de interaccio´n
electro´nica como la fuerza que gobierna los procesos qu´ımicos. Un concepto fun-
damental derivado de esta aproximacio´n es el de superficie de energ´ıa potencial (PES),
la cual representa la energ´ıa electro´nica para las diferentes geometr´ıas moleculares.
Como veremos ma´s adelante, adema´s, en la mayor´ıa de las situaciones que estudiare-
mos en este trabajo, la dina´mica electro´nica estara´ casi completamente desacoplada de
la dina´mica nuclear, es decir, que el movimiento nuclear no es capaz de inducir cambios
en la dina´mica electro´nica. Por ello podremos suponer que el movimiento nuclear en los
distintos estados electro´nicos es independiente entre s´ı. Esto es lo que denominaremos
dina´mica adiaba´tica. Sin embargo, en ciertas ocasiones el movimiento nuclear se acopla
al movimiento electro´nico, siendo capaz de inducir cambios en la estructura electro´ni-
ca [20]. Por lo tanto, la dina´mica nuclear en los distintos estados electro´nicos quedara´
acoplada. En estos casos diremos que el sistema presenta una dina´mica no–adiaba´tica.
3.1. Ecuacio´n de Schro¨dinger molecular
Para describir cua´nticamente un sistema qu´ımico en evolucio´n, basta con suponer que
las mole´culas esta´n formadas por electrones y nu´cleos, por lo que su dina´mica cua´ntica
estara´ completamente definida por la siguiente ecuacio´n de autovalores:
Hˆ(r,R)
∣∣Ψ(r,R)〉 = E∣∣Ψ(r,R)〉 (3.1)
donde r y R representan, respectivamente, el conjunto de coordenadas electro´nicas y
nucleares. El operador energ´ıa total se define como
Hˆ(r,R) = TˆN (R) + Tˆe(r) + Vˆe(r) + VˆN (R) + VˆeN (r,R) (3.2)
donde los te´rminos TˆN (R) y Tˆe(r) corresponden a los operadores de energ´ıa cine´tica
nuclear y electro´nica respectivamente. Los te´rminos de energ´ıa potencial son Vˆe(r) para
la repulsio´n interelectro´nica, VˆN (R) para la repulsio´n internuclear y VˆeN (r,R) para la
atraccio´n entre nu´cleos y electrones.
funcio´n de onda es independiente del tiempo [15]
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3.1.1. Representacio´n Adiaba´tica
Pocos hechos tienen tanta influencia en la Qu´ımica como la gran diferencia de masa
que existe entre los nu´cleos ato´micos y los electrones. Si no fuera por este hecho, no
ser´ıa posible localizar de manera aproximada los nu´cleos dentro de las mole´culas y, por
tanto, las bases de la Qu´ımica Estructural desaparecer´ıan. Adema´s, esta diferencia juega
un papel fundamental dentro de la qu´ımica cua´ntica. Si un sistema f´ısico tiene variables
que cambian lentamente, y variables que lo hacen ra´pidamente, parece intuitivamente
evidente que el comportamiento de las variables ra´pidas no estara´ significativamente
influenciado por la velocidad de cambio de las variables lentas o, dicho de otro modo,
que el movimiento nuclear sera´ casi estacionario en la escala de tiempos del movimiento
electro´nico y, por tanto, ambos pueden ser tratados en dos etapas distintas (lo cual no
implica que se traten de modo independiente). Si consideramos entonces que el movi-
miento nuclear funciona como una pequen˜a perturbacio´n del movimiento electro´nico,
podemos reescribir el Hamiltoniano del sistema como
Hˆ(r,R) = TˆN (R) + Hˆe(r;R) (3.3)
donde Hˆe(r;R) representa el Hamiltoniano electro´nico dado por
Hˆe(r;R) = Tˆe(r) + Vˆe(r) + VˆN (R) + VˆeN (r;R) (3.4)
Sin pe´rdida de generalidad la funcio´n de onda total puede ser expandida en una base for-
mada por el producto de funciones puramente nucleares y funciones de onda electro´nicas
que dependan parame´tricamente de las coordenadas nucleares y sean autofunciones del
Hamiltoniano (3.4), en lo que se conoce como expansio´n adiaba´tica.
∣∣Ψ(r,R)〉 =∑
i
∣∣χi(R)〉∣∣ψi(r;R)〉 (3.5)
No´tese que las funciones electro´nicas dependen parame´tricamente de las coordenadas
nucleares. Esta expansio´n se conoce como representacio´n adiaba´tica. Las soluciones al
problema puramente electro´nico vendra´n dadas por la ecuacio´n
〈
ψi(r;R)
∣∣Hˆe(r;R)∣∣ψj(r;R)〉 = δijVi(R) (3.6)
donde Vi son las energ´ıas de los estados electro´nicos adiaba´ticos
〈
ψi(r;R)
∣∣.
En este contexto el te´rmino “adiaba´tico” no hace referencia a la existencia o no de un
proceso de cambio en la estructura electro´nica (un proceso no–adiaba´tico), sino al hecho
de que el Hamiltoniano electro´nico en la representacio´n adiaba´tica es diago-
nal para cualquier geometr´ıa, puesto que la funcio´n total se ha expandido
en autofunciones del Hamiltoniano electro´nico. Como veremos ma´s adelante, es
posible utilizar una representacio´n alternativa a la adiaba´tica, en la que la que la funcio´n
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se expande en una base de funciones que no son funciones propias del Hamiltoniano elec-
tro´nico para cada geometr´ıa, de modo que e´ste ya no es diagonal. Esta representacio´n
es la representacio´n diaba´tica y es totalmente equivalente a la primera.
Las funciones
∣∣ψi(r;R)〉 describen la estructura electro´nica para una geometr´ıa nuclear
determinada y dependen de las coordenadas electro´nicas y parame´tricamente de las
coordenadas nucleares (esto es precisamente lo que indica el “punto y coma”). Los valores
propios de esta ecuacio´n corresponden a las energ´ıas de los diferentes estados electro´nicos,
incluyendo las repulsiones nucleares, para una configuracio´n nuclear determinada. La
funcio´n de la energ´ıa electro´nica con las coordenadas nucleares se conoce con el nombre
de superficie de energ´ıa potencial, en ingle´s potential energy surface (PES).
Los coeficientes de participacio´n de los estados electro´nicos
∣∣ψi(r;R)〉 en la expansio´n
adiaba´tica son justo los estados estacionarios que describen la dina´mica nuclear (cuando
tratemos colisiones moleculares, estos estados estacionarios nucleares se denominara´n
estados estacionarios de scattering). Si queremos calcular las funciones de onda nucleares,
condicio´n ba´sica para el estudio teo´rico de las reacciones qu´ımicas, debemos sustituir
(3.5) en la ecuacio´n de Schro¨dinger completa:[
TˆN (R) + Hˆe(r;R)
]∑
i
∣∣χi(R)〉∣∣ψi(r;R)〉 = E∑
i
∣∣χi(R)〉∣∣ψi(r;R)〉 (3.7)
De aqu´ı en adelante, para simplificar la notacio´n, no escribiremos la dependencia de
funciones y operadores con las coordenadas. El operador energ´ıa cine´tica nuclear (TˆN )
es separable en las coordenadas nucleares (α)
TˆN =
∑
α
TˆN,α =
∑
α
− ~
2
2Mα
∇2α (3.8)
y, por lo tanto, se puede escribir:
∑
i
∑
α
[
TˆN,α
∣∣χi〉∣∣ψi〉+ ∣∣χi〉Hˆe∣∣ψi〉] = E∑
i
∣∣χi〉∣∣ψi〉 (3.9)
Si sustituimos la ecuacio´n (3.6) en la anterior expresio´n
∑
i
∑
α
[
TˆN,α
∣∣χi〉∣∣ψi〉+ ∣∣χi〉Vi∣∣ψi〉] = E∑
i
∣∣χi〉∣∣ψi〉, (3.10)
reorganizamos y desarrollamos el te´rmino que depende del operador TˆN
∑
i
[∑
α
(
− ~
2
2Mα
∇α
[∣∣χi〉∇α∣∣ψi〉+ ∣∣ψi〉∇α∣∣χi〉]
)
+
∣∣χi〉Vi∣∣ψi〉
]
=
= E
∑
i
∣∣χi〉∣∣ψi〉 (3.11)
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∑
i
[∑
α
(
− ~
2
2Mα
[
∇α
∣∣χi〉∇α∣∣ψi〉+ ∣∣χi〉∇2α∣∣ψi〉+
∇α
∣∣ψi〉∇α∣∣χi〉+ ∣∣ψi〉∇2α∣∣χi〉
])
+
∣∣χi〉Vi∣∣ψi〉
]
= E
∑
i
∣∣χi〉∣∣ψi〉 (3.12)
Agrupamos te´rminos
∑
i
[∑
α
(
− ~
2
2Mα
[∣∣χi〉∇2α∣∣ψi〉+ ∣∣ψi〉∇2α∣∣χi〉+ (3.13)
2∇α
∣∣ψi〉∇α∣∣χi〉
])
+
∣∣χi〉Vi∣∣ψi〉
]
= E
∑
i
∣∣χi〉∣∣ψi〉 (3.14)
Proyectando el autoestado electro´nico
〈
ψj
∣∣ sobre ambos lados de la igualdad y supo-
niendo que las funciones electro´nicas forman una base ortonormal, podemos reducir el
problema a la solucio´n de un sistema de ecuaciones acopladas
(TˆN + Vj)
∣∣χj〉+∑
i
Λˆji
∣∣χi〉 = E∣∣χj〉 (3.15)
en el que el movimiento nuclear en el autoestado electro´nico j esta´ acoplado
con el movimiento nuclear en el autoestado electro´nico i a trave´s del operador
Λˆji, el cual da cuenta de los acoplamientos no-adiaba´ticos entre estados
electro´nicos adiaba´ticos. El operador de acoplamiento definido en la ecuacio´n (3.15)
puede escribirse como [21]:
Λˆji =
∑
α
− ~
2
2Mα
(
dαji · ∇α +Gαji
)
(3.16)
donde el vector
dαji =
〈
ψj
∣∣∇α∣∣ψi〉 (3.17)
es el llamado vector de acoplamiento no adiaba´tico (non-adiabatic maxtrix elements,
NACME) o´ elemento de la matriz de acoplamiento no adiaba´tico d . El segundo te´rmino,
por su parte, viene dado por la expresio´n
Gαji =
〈
ψj
∣∣∇2α∣∣ψi〉 (3.18)
e incluye la derivada segunda de las funciones electro´nicas respecto a las coordenadas
nucleares. Este te´rmino de acoplamiento es normalmente muy pequen˜o en comparacio´n
con el anterior, por lo que en general, puede ser despreciado.
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Aproximacio´n de Born-Oppenheimer
La aproximacio´n de Born-Oppenheimer [22] supone que no existe acoplamiento entre
dina´mica nu´cleos en los diferentes estados electro´nicos y que, por lo tanto, el operador
Λˆji es ide´nticamente nulo. Esto es equivalente a transformar el sistema de ecuaciones
diferenciales en una serie de ecuaciones no acopladas
(TˆN + Vj)
∣∣χj〉 = E∣∣χj〉 (3.19)
y a retener un so´lo te´rmino en la expansio´n de la funcio´n de onda total (3.5).
Desde un punto de vista ma´s f´ısico, la aproximacio´n de Born-Oppenheimer implica
que el sistema evoluciona en un u´nico estado electro´nico, independientemente del resto.
Insistimos en el hecho de que esta aproximacio´n no significa que el movimiento nuclear
este´ desacoplado del movimiento electro´nico, sino que la dina´mica nuclear en un estado
electro´nico es independiente de la dina´mica nuclear en el resto de estados electro´nicos.
En consecuencia, la energ´ıa total sera´ la suma de la energ´ıa potencial del campo de
fuerzas creado por los electrones ma´s la energ´ıa cine´tica nuclear. La resolucio´n de este
problema de autovalores nos proporcionara´ toda la informacio´n dina´mica del sistema.
Esta aproximacio´n sera´ aceptable siempre y cuando la energ´ıa cine´tica de los nu´cleos
sea pequen˜a comparada con la separacio´n entre niveles electro´nicos o, en otras palabras,
mientras que los nu´cleos se muevan lo suficientemente despacio como para que no haya
transferencia entre niveles electro´nicos en las zonas donde estos muestran cruces evitados.
Por u´ltimo es conveniente sen˜alar que en la aproximacio´n de Born-Oppenhimer, el
potencial electro´nico Vj no depende de las masas nucleares (invarianza isoto´pica).
Aproximacio´n adiaba´tica
El enorme coste computacional del ca´lculo de los acoplamientos no adiaba´ticos hace
que la resolucio´n de la ecuacio´n (3.15) suponga un gran desaf´ıo. Por ello, una alternativa
consiste en despreciar los te´rminos no diagonales (i 6= j) del operador Λˆji de manera
que el problema de autovalores se simplifique a
(TˆN + Vj + Λˆjj)
∣∣χj〉 = E∣∣χj〉 (3.20)
Esta aproximacio´n, conocida como aproximacio´n adiaba´tica, so´lo difiere de la de Born-
Oppenheimer en la utilizacio´n de los acoplamientos diagonales. Ambas implican que so´lo
un te´rmino en la expansio´n (3.5) es tenido en cuenta y resuelven la dina´mica conside-
rando un u´nico estado adiaba´tico, por ello dependen para su validez de que la energ´ıa
cine´tica nuclear sea mucho menor que la separacio´n entre estados adiaba´ticos. S´ı es im-
portante resen˜ar que, mientras que en la aproximacio´n de Born-Oppenheimer el potencial
es independiente de las masas nucleares, en la aproximacio´n adiaba´tica el te´rmino extra
que se incluye en el potencial s´ı depende de dichas masas y, por lo tanto, de las variantes
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isoto´picas del sistema.
3.1.2. Representacio´n Diaba´tica
Como se ha visto en la seccio´n 3.1.1, en la representacio´n adiaba´tica se lleva a cabo una
expansio´n de la funcio´n de onda total en te´rmino de estados propios del Hamiltoniano
electro´nico para la configuracio´n actual R, de modo que la representacio´n matricial del
Hamiltoniano electro´nico en esta base, Had, es diagonal para cualquier configuracio´n
nuclear.
Existe una representacio´n alternativa a la expansio´n adiaba´tica: la representacio´n dia-
ba´tica. En e´sta, la expansio´n de la funcio´n de onda molecular del estado actual
R se lleva a cabo en una base en la cual las funciones de onda electro´nicas
no son funciones propias del estado actual, sino que son estados propios del
Hamiltoniano electro´nico para una configuracio´n fija R0 en las que se cumple
que 〈
ηi(r;R0)
∣∣Hˆel(r;R0)∣∣ηj(r;R0)〉 = δijVi(R0) (3.21)
Normalmente se escoge como R0 una configuracio´n asinto´tica en la cual los estados
cua´nticos tienen una serie de propiedades η bien definidas lo que, en principio, facilita
ca´lculo e interpretacio´n de resultados.
En esta base de representacio´n, la expansio´n de la funcio´n de onda total resultara´:
∣∣Ψ(r,R)〉 =∑
i
∣∣χ0i (R)〉∣∣ηi(r;R0)〉 (3.22)
La representacio´n matricial del Hamiltoniano electro´nico en una base diaba´tica, Hd,
para una geometr´ıa cualquiera, no es diagonal (salvo en aquellas situaciones donde la
configuracio´n nuclear R coincide con la configuracio´n de referencia R0). Los elementos
de matriz en esta representacio´n son
〈
ηi(r;R0)
∣∣Hˆel(r;R)∣∣ηj(r;R0)〉 = Hij(R) (3.23)
El significado de los elementos de matriz diagonales del operador Hamiltoniano electro´-
nico en esta base es el de la energ´ıa promedio del estado asinto´tico i en la configuracio´n
actual R. Los elementos no diagonales dan cuenta del acoplamiento potencial (mezcla)
entre estados y usualmente se les denomina acoplamientos diaba´ticos.
Aplicando el operador Hamiltoniano molecular (3.4) a la expansio´n diaba´tica (3.22) e
integrando sobre las funciones de onda electro´nicas, llegamos a un sistema de ecuaciones
acopladas para la evolucio´n de las funciones de onda nucleares en la representacio´n
diaba´tica, similar a la ecuacio´n (3.15) definida para la representacio´n adiaba´tica.
TˆN
∣∣χ0i (R)〉+∑
i
Hij(R)
∣∣χ0j (R)〉 = E∣∣χ0i (R)〉 (3.24)
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Como puede observarse en la ecuacio´n anterior, la eleccio´n de una base diaba´tica
en la expansio´n de la funcio´n de onda total (ecuacio´n (3.22)) hace que el te´rmino de
acoplamiento no adiaba´tico Λˆij ya no aparezca, puesto que las funciones no dependen
de la geometr´ıa nuclear y el te´rmino ∇α
∣∣ηi(r;R0)〉 se anula. Sin embargo la dina´mica de
los distintos estados nucleares
∣∣χi〉 sigue estando acoplada a trave´s de los acoplamientos
diaba´ticos Hij , los cuales surgen de modo natural de la interaccio´n electrosta´tica entre
nu´cleos y electrones.
Representacio´n Adiaba´tica vs. Diaba´tica
Si la funcio´n de onda electro´nica se ha expandido en una base completa, ambas repre-
sentaciones han de ser totalmente equivalentes, es decir
∣∣Ψ(r,R)〉 =∑
i
∣∣χi(R)〉∣∣ψi(r;R)〉 =∑
i
∣∣χ0i (R)〉∣∣ηi(r;R0)〉 (3.25)
y, por lo tanto, la representacio´n matricial del Hamiltoniano electro´nico en ambas bases
debe estar relacionado a trave´s de una transformacio´n unitaria U [23]
Had = U Hd U† (3.26)
Estas matrices de transformacio´n son aquellas que relacionan los dos subespacios de
funciones segu´n
{∣∣ψi〉 · · · ∣∣ψN〉} = {∣∣η1〉 · · · ∣∣ηN〉} ×U† (3.27)
Es decir, que los elementos de matriz de la matriz de transformacio´n U sera´n
U †ij =
〈
ηi(r;R0)
∣∣ψj(r;R)〉 (3.28)
Estos elementos de matriz conectan tambie´n los coeficientes en la expansio´n de la funcio´n
total ∣∣χ0i (R)〉 =∑
j
U †ij
∣∣χj(R)〉 (3.29)
Esta transformacio´n unitaria permite adema´s relacionar las representaciones matri-
ciales de cualquier operador en estas dos bases (lo cual no implica que esta relacio´n
de transformacio´n sea la que diagonalice la representacio´n matricial de dicho operador,
salvo que e´ste conmute con el Hamiltoniano electro´nico). Por u´ltimo es necesario resal-
tar el hecho que la base adiaba´tica para una geometr´ıa molecular dada es u´nica, y por
lo tanto la representacio´n matricial de Hˆ en esta base tambie´n lo sera´. Sin embargo,
la base diaba´tica no es u´nica puesto que, en principio, la funcio´n de onda electro´nica
puede ser expandida en cualquier base completa del espacio de Hilbert. Por tanto los
potenciales diaba´ticos no sera´n u´nicos.
Los elementos no diagonales de la matriz diaba´tica Hd son mucho ma´s fa´ciles de
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calcular que los elementos de la matriz del operador de acoplamiento Λij , definido en la
ecuacio´n (3.15). Es por esto que, aunque la representacio´n adiaba´tica es la representacio´n
ma´s ampliamente utilizada en ca´lculos moleculares, la representacio´n diaba´tica suele ser
ma´s conveniente para dar cuenta de los efectos no adiaba´ticos.
3.2. Superficies de energ´ıa potencial
Una vez se han separados los grados de libertad nucleares y electro´nicos, la dina´mi-
ca nuclear quedara´ determinada por las ecuaciones (3.15), si trabajamos en una base
adiaba´tica para un problema multicanal, por las ecuaciones (3.24), si tratamos en un
problema de varios estados en una base diaba´tica, o´ por la ecuacio´n (3.19) si trabajamos
bajo la aproximacio´n de Born-Oppenheimer. Adema´s, como veremos en el cap´ıtulo 6,
tambie´n es posible llevar a cabo un tratamiento semicla´sico de las colisiones molecula-
res, en el cual la dina´mica electro´nica se trata cua´nticamente y la dina´mica nuclear se
aproxima al movimiento cla´sico de los nu´cleos en el campo de fuerzas impuesto por los
electrones.
En cualquiera de los cuatro casos descritos, sera´ necesario conocer la dependencia de
los elementos de matriz del Hamiltoniano (es decir, la energ´ıa electro´nica, ya sea un valor
propios o un valor esperado) con las distintas geometr´ıas del problema. Esta funcio´n de
la energ´ıa con las coordenadas nucleares se conoce como superficie de energ´ıa
potencial (PES). Cuando la superficie de energ´ıa potencial describe la energ´ıa de un
estado propio del Hamiltoniano se la denomina superficie de energ´ıa potencia adiaba´-
tica. A aquellas superficies de energ´ıa potencial que describen los te´rminos diagonales
del Hamiltoniano en la representacio´n diaba´tica, se les denomina superficies de energ´ıa
potencial diaba´ticas.
Las PES son nombradas segu´n la simetr´ıa de las funciones electro´nicas, ya sean en
la representacio´n diaba´tica o´ adiaba´tica. En el caso concreto de sistemas A + BC, las
funciones de los estados electro´nicos deben formar base de representacio´n de alguna de
las representaciones irreducibles del grupo puntual Cs. Esto es, deben comportarse como
las representaciones A′ o´ A′′ [24]. As´ı, las PES de un sistema se nombrara´n como 1A′, 2A′,
..., 2A′′, 1A′′ ... donde 1A′ es la superficie de simetr´ıa A′ de ma´s baja energ´ıa, la PES 2A′
sera´ la segunda superficie con simetr´ıa A′ y as´ı sucesivamente. Lo mismo sucede con las
superficies de simetr´ıa A′′. Adema´s, la nomenclatura de las PES incluyen un super´ındice
que indica la multiplicidad de spin del estado electro´nico, es decir: 12S+1A′, 22S+1A′, etc.
En el caso de superficies de energ´ıa potencial diaba´ticas para sistemas A+BC, suele
usarse una nomenclatura distinta. Las PES se nombran segu´n la simetr´ıa de la base
diaba´tica elegida. Lo ma´s normal para estos sistemas es escoger como base diaba´tica una
base electro´nica de la mole´cula diato´mica BC. En este caso, las funciones se nombran
segu´n las representaciones irreducibles de los grupos puntuales D∞h o´ C∞v (segu´n si
el dia´tomo es homonuclear o´ no). Es decir, se nombran como Σ±, Π, ∆... en el caso de
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C∞v , y como Σ
±
g/u, Πg/u, ∆g/u... en el caso del grupo puntual D∞h. Adema´s, al igual que
antes, el nombre lleva un ı´ndice que indica el orden energe´tico, y un super´ındice indicando
la multiplicidad de spin electro´nico. Por u´ltimo suele an˜adirse un sub´ındice indicando
la simetr´ıa de las funciones electro´nicas en el grupo puntual Cs. As´ı, por ejemplo, si
una superficie se nombra 12ΠA′ significa que es la primera de superficie de simetr´ıa A′
y multiplicidad S = 1/2 en la que, asinto´ticamente, la mole´cula BC se encuentra en
un estado electro´nico Π. No´tese que asinto´ticamente los estados Π estara´n doblemente
degenerados; de aqu´ı la importancia de indicar la correlacio´n con el grupo Cs.
A la hora de resolver nume´ricamente un problema de scattering hay dos aproximacio-
nes fundamentales: a) calcular los elementos de matriz del Hamiltoniano sobre la marcha,
a medida que el algoritmo que resuelva el problema de scattering vaya explorando las
distintas zonas del espacio de fases o´ b) ajustar la dependencia de los elementos de matriz
con las diferentes configuraciones a una funcio´n, posteriormente, resolver las ecuaciones
de movimiento nuclear utilizando este funcional.
El primer caso se conoce como ca´lculos on the fly [25]. El problema de este procedi-
miento reside en que los ca´lculos ab-initio tienen un coste computacional muy elevado, y
durante una colisio´n un sistema puede explorar muchas regiones de las posibles configu-
raciones nucleares. El problema se agudiza cuando se quiere dar cuenta detalladamente
de algunos efectos electro´nicos, para los cuales se requieren grandes bases de ca´lculo,
haciendo prohibitivo el me´todo [26]. Por el contario, la construccio´n de una funcio´n de
ajuste E(R) supone un aligeramiento considerable de los ca´lculos de dina´mica nuclear.
Sin embargo, cuando el nu´mero de grados de libertad de un sistema (3N -6, donde N
es el nu´mero de nu´cleos) es muy elevado, construir esta funcio´n de ajuste es un asun-
to conflictivo ya que, por un lado, el nu´mero de configuraciones que debe incluir es
enorme y, por otro lado, encontrar una funcio´n de ajuste que describa correctamente el
comportamiento de la energ´ıa para las diferentes geometr´ıas es muy complicado.
Por todo esto, en el estudio de sistemas con gran nu´mero de nu´cleos, la eleccio´n general
suele ser ca´lculos on the fly en las que la energ´ıa electro´nica se calcula mediante ca´lculos
ab-initio en bases pequen˜as o´ ca´lculos basados en la teor´ıa del funcional de la densidad
(DFT). Para sistemas pequen˜os, sin embargo, la opcio´n ma´s recomendable suele ser ob-
tener un funcional de la energ´ıa. Para ello hay dos variantes fundamentales: interpolacio´n
y ajuste a una funcio´n. En ambos casos inicialmente se construye un grid ma´s o menos
extenso de geometr´ıas moleculares y, para cada punto, se hace un ca´lculo ab-initio de
alto nivel. En la primera variante, para obtener la energ´ıa en cualquier punto se recurre a
una interpolacio´n [27]. En la segunda familia de me´todos se ajustan los datos obtenidos
a una funcio´n que depende de una serie de para´metros. El valor de e´stos se obtiene por
minimizacio´n de la diferencia entre los puntos calculados y los valores predichos por la
funcio´n (ver [28], [29] y referencias dentro de ellas). De este modo, la principal dificultad
reside en utilizar la funcio´n de ajuste correcta, estimar el error cometido en el ajuste y
conocer el efecto en la dina´mica del sistema. La interpolacio´n difiere del ajuste funcional
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en que mientras que en el primer caso, para geometr´ıas coincidentes con las del grid los
valores coinciden con los datos calculados, en el segundo caso se minimiza la diferencia.
Se cual sea el me´todo escogido para describir la dina´mica electro´nica debe ser capaz
de describir cualquier configuracio´n que el sistema pueda adoptar. Algunas de estas
geometr´ıas caracterizan la superficie, como es el caso del punto de silla, el mı´nimo de
energ´ıa en las as´ıntotas, etc. El conjunto de geometr´ıas que el sistema toma durante
una reaccio´n constituyen el camino de reaccio´n. El camino de reaccio´n, normalmente se
expresa en coordenadas escaladas en masa (S) [3], las cuales definen el sistema con una
u´nica coordenada. De todos los caminos posibles (infinitos) que conectan los reactivos con
los productos, existe uno para el cual la integral en linea de la energ´ıa con la coordenada
de reaccio´n es minimizada. A este camino se le denomina camino de mı´nima energ´ıa o,
en ingle´s, minimum energy path (MEP). Si bien las reacciones no transcurren a trave´s
de un u´nico camino, el MEP es una herramienta que permite visualizar de forma fa´cil
la forma de la superficie. A bajas energ´ıas la reaccio´n transcurrira´ por caminos muy
pro´ximos al MEP. A energ´ıas altas las configuraciones que pueden adoptar los nu´cleos
durante la colisio´n pueden alejarse mucho de las geometr´ıas descritas por el MEP.
3.3. Efectos no adiaba´ticos
Hasta ahora hemos dicho que la dina´mica electro´nica esta´ acoplada a la dina´mica
nuclear y que, en ciertos escenarios, el movimiento nuclear sera´ capaz de inducir cam-
bios en la estructura electro´nica. En un contexto puramente cua´ntico, esta explicacio´n
no es correcta (o al menos es un tanto imprecisa), puesto que es incompatible con la
aproximacio´n de partida.
En la expansio´n adiaba´tica (ver ecuacio´n (3.5)), hemos construido el estado total del
sistema
∣∣Ψ(r,R)〉 como una superposicio´n de estados electro´nicos ∣∣ψi(r;R)〉, cuyos coe-
ficientes de participacio´n son justo las funciones de onda nucleares
∣∣χi(R)〉. Esta aproxi-
macio´n implica que el conjunto de estados estacionarios electro´nicos para una geometr´ıa
determinada (esto es justo la estructura electro´nica) sean independientes del movimiento
nuclear. O, lo que es lo mismo, los potenciales no dependen del movimiento nuclear2. Por
este motivo, para ser precisos cuando hablamos de feno´menos no adiaba´ticos, debemos
decir que en aquellas situaciones en las que los movimiento nucleares y elec-
tro´nicos este´n acoplados (es decir, cuando haya efectos no adiaba´ticos), los
coeficientes de participacio´n de cada estado electro´nico en la superposicio´n
ya no evolucionara´n independientemente entre s´ı, sino que lo hara´n de modo
acoplado mediante los te´rminos no diagonales de acoplamiento no adiaba´tico Λˆij (o los
te´rminos de acoplamiento diaba´tico Hij si trabajamos en la representacio´n diaba´tica).
En un contexto semicla´sico, donde u´nicamente los grados de libertad electro´nicos
son tratados cua´nticamete es posible construir una funcio´n de onda electro´nica total,
2el razonamiento es totalmente equivalente en el caso de una expansio´n diaba´tica
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∣∣Ψel(r;R)〉, como una superposicio´n de estados electro´nicos o expansio´n semicla´sica de
la funcio´n de onda elctro´nica.
∣∣Ψel(r;R(t))〉 =∑
i
ci(R(t))
∣∣ψi(r;R(t))〉 (3.30)
donde los coeficientes ci(R(t)) describen la poblacio´n de cada estado electro´nico como
una funcio´n del movimiento nuclear R(t).
En este punto es necesario remarcar tres diferencias entre esta funcio´n y la funcio´n
obtenida en la expansio´n adiaba´tica:
En la expansio´n adiaba´tica se construye una funcio´n de onda molecular total∣∣Ψ(r,R)〉, mientras que en la expansio´n semicla´sica se construye una funcio´n de
onda electro´nica total
∣∣Ψel(r;R(t))〉.
Los coeficientes en la expansio´n adiaba´tica, χi(R), son funciones de onda nucleares,
mientras que los coeficientes ci(R(t)) en la aproximacio´n no lo son.
El cuadrado de los coeficientes en la expansio´n semicla´sica, |ci(R(t))|2 indican la
poblacio´n de cada estado electro´nico, mientras que el cuadrado de los coeficientes
|χi(R)|2 esta´n relacionado con la densidad de probabilidad de encontrar a los nu´-
cleos evolucionando en un estado estacionario i sobre la PES que describe al estado
electro´nico i.
Como veremos en el cap´ıtulo 6, en una aproximacio´n semicla´sica, los efectos no adia-
ba´ticos determinara´n en u´ltima instancia la evolucio´n de los coeficientes en la expansio´n
y, por lo tanto la forma concreta del el estado electro´nico
∣∣Ψel(r;R(t))〉 en un instante
determinado. Por este motivo, en un contexto semicla´sico s´ı tiene sentido pensar
que el acoplamiento entre el movimiento nuclear y electro´nico es capaz de
modificar la estructura electro´nica de una mole´cula. De hecho, la interpretacio´n
semicla´sica de los feno´menos no adiaba´ticos es que los electrones no son capaces de adap-
tarse instanta´neamente al movimiento nuclear por lo que, en lugar de continuar con la
configuracio´n electro´nica que ten´ıan antes de entrar en la regio´n de interaccio´n, prefieren
adoptar otras configuraciones que supongan una transicio´n ma´s suave. Lo que es lo mis-
mo, otros estados electro´nicos toman parte en la dina´mica del sistema. Por este motivo,
normalmente se habla de transiciones no adiaba´ticas entre estados electro´nicos para re-
ferirse al cambio de las poblaciones electro´nicas derivado de los efectos no adiaba´ticos
[1, 3, 20].
Tanto en un tratamiento semicla´sico como en un tratamiento cua´ntico, las transiciones
no adiaba´ticas estara´n ligadas a te´rminos de acoplamiento entre estados electro´nicos. Los
acoplamiento ma´s importantes son los acoplamientos electrosta´ticos, es decir, aquellos
que tienen origen directamente en la interaccio´n entre nu´cleos y electrones. Como veremos
ma´s adelante existen otros acoplamientos que tienen origen en el propio movimiento del
sistema.
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Los acoplamientos electrosta´ticos (de modo independiente de si trabajamos en un base
diaba´tica o´ adiaba´tica) so´lo pueden tener lugar entre estados de igual simetr´ıa. En el
caso de la representacio´n diaba´tica, esto es fa´cil de demostrar teniendo en cuenta que el
te´rmino de acoplamiento diaba´tico se calculara´ como Hij =
〈
ηi
∣∣Hˆel∣∣ηj〉 y, puesto que el
Hamiltoniano es invariante frente a rotaciones en el espacio, la integral so´lo sera´ distinta
de cero en aquellos casos en los que el estado electro´nico i tenga igual simetr´ıa que el
estado electro´nico j. En el caso de los te´rminos de acoplamiento no adiaba´tico dij en
la representacio´n adiaba´tica podemos seguir el mismo razonamiento, teniendo en cuenta
que
dij =
〈
ψi
∣∣∇R∣∣ψj〉 = 1
εj − εi
〈
ψi
∣∣∇RHˆel∣∣ψj〉 (3.31)
y que el operador ∂Hˆ/∂R tiene igual simetr´ıa que el Hamiltoniano [30].
En el caso de que ambos estados tengan igual simetr´ıa, estos te´rminos sera´n no nulos
y si, los acoplamiento son suficientemente fuertes, se producira´ un cruce evitado. Esto
responde al teorema “no cruce” formulado por Newman y Wigner 1929[31], segu´n el cual
los autovalores de la representacio´n matricial de un operador Hermı´tico, para un sistema
de N part´ıculas, no pueden estar degenerados salvo en un subespacio de dimensio´n N−2.
Matriz de acoplamientos no adiaba´ticos, d
En la ecuacio´n (3.15) vimos co´mo la representacio´n matricial del operador de aco-
plamiento no adiaba´tico Λˆij es la responsable del acoplamiento no adiaba´tico en la
expansio´n adiaba´tica. Por ello, ahora vamos a calcular elementos dij =
〈
ψi
∣∣∇R∣∣ψj〉 de
la ecuacio´n (3.16). Estos son los llamados elementos de la matriz de acoplamiento no
adiaba´tico (non-adiabatic coupling matrix elements, NACMEs), donde d es la matriz
de acoplamientos no adiaba´ticos (Ojo! No confundir d con la representacio´n matricial
del operador de acoplamiento no adiaba´tico Λˆij). Los NACMEs, dij se representan en
negrita y cursiva para hacer hincapie´ en el hecho de que son magnitudes vectoriales.
Para ello partimos de la transformacio´n unitaria de la ecuacio´n (3.27). En notacio´n
matricial diremos que el vector
∣∣ψ〉 es el vector fila de funciones adiaba´ticas y ∣∣η〉 el
equivalente en la base diaba´tica. La matriz de acoplamiento no adiaba´tica d sera´
d =
〈
ψ
∣∣∇R∣∣ψ〉 (3.32)
Sustituimos ahora la ecuacio´n (3.27) y su compleja conjugada en la ecuacio´n anterior.
Teniendo en cuenta que el resultado de aplicar el operador ∇R sobre la base diaba´tica∣∣η〉 es cero, puesto que esta´ calculada en una configuracio´n de referencia, R0, tenemos
que
d =
〈
ψ
∣∣∇R∣∣ψ〉 = U〈η∣∣η〉∇RU† (3.33)
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Asumiendo que la base diaba´tica es una base ortonormal
d =
〈
ψ
∣∣∇R∣∣ψ〉 = U∇RU† (3.34)
La matriz de acoplamientos adiaba´ticos es una matriz antihermı´tica, por lo que sus
elementos cumplen la relacio´n
dij = −d∗ji
Ejemplo de acoplamientos en un sistema de tres superficies
A continuacio´n vamos a describir co´mo es el esquema de energ´ıas y acoplamientos en el
caso concreto de un sistema de de tres superficies de energ´ıa potencial, en el que tan so´lo
dos de ellas esta´n acopladas electrosta´ticamente. Para ello tomaremos como ejemplo el
sistema Kr + OH, en en una configuracio´n pro´xima a la configuracio´n colineal Kr – OH,
en la que el sistema tiene dos superficies de simetr´ıa A′ que se encuentran fuertemente
acopladas, y una tercera, de simetr´ıa A′′, desacoplada de las otras dos.
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Figura 3.1
Superficies de energ´ıa potencial para el sistema Kr+OH, en funcio´n de la coordenadaR de Jacobi, para una configuracio´n
casi colineal γ = 175o y una distancia internuclear OH r = 1,021Å. En los paneles izquierdos se muestran las superficies
diaba´ticas H11 y H22 (panel superior) junto con el potencial de acoplamiento diaba´tico H12 (panel inferior). En los
paneles derechos se representa los potenciales adiaba´ticos 1A′ y 2A′ (panel superior), junto con el a´ngulo de mezcla
entre ambos (panel inferior), directamente relacionado con el acoplamiento no adiaba´tico. Los dos paneles superiores
incluyen adema´s la superficie de simetr´ıaA′′ (l´ınea pu´rpura)
Supongamos en primer lugar que las funciones
∣∣1A′〉, ∣∣2A′〉 y ∣∣1A′′〉 son aquellas que
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describen los autoestados del Hamiltoniano, de la simetr´ıa indicada, para una configura-
cio´n dada (por simplicidad no indicaremos las dependencias de funciones y operadores
con las coordenadas). En esta base, la matriz de potencial sera´:
Hˆel(r;R)

∣∣1A′〉∣∣2A′〉∣∣1A′′〉
 =

V1A′ 0 0
0 V2A′ 0
0 0 V1A′′


∣∣1A′〉∣∣2A′〉∣∣1A′′〉
 (3.35)
No´tese co´mo la matriz de potencial en esta representacio´n es diagonal.
Asinto´ticamente el estado fundamental del OH corresponde con un estado doblemente
degenerado de simetr´ıa Π y un primer estado excitado de simetr´ıa Σ+. La colisio´n con
un a´tomo de Kr rompe la degeneracio´n de los estados Π, de modo que uno de ellos
correlacionara´ con un estado de simetr´ıa A′ y otro con uno de simetr´ıa A′′. Escogemos
ahora una base diaba´tica de funciones de la diato´mica adaptadas a la simetr´ıa, siguiendo a
Alexander [32], donde los vectores sera´n
∣∣ΠA′〉, ∣∣ΠA′′〉 y ∣∣ΣA′〉. La representacio´n matricial
del Hamiltoniano en esta base sera´
Hˆel(r;R)

∣∣ΠA′〉∣∣ΣA′〉∣∣ΠA′′〉
 =

VΠA′ VΣA′ΠA′ 0
VΣA′ΠA′ VΣA′ 0
0 0 VΠA′′


∣∣ΠA′〉∣∣ΣA′〉∣∣ΠA′′〉
 (3.36)
Los elementos diagonales Hii en esta representacio´n son los potenciales diaba´ticos. Los
elementos no diagonales Hij corresponden con los te´rminos de acoplamiento diaba´tico.
No´tese co´mo la superficie diaba´tica de simetr´ıa A′′ no se encuentra acoplada con ninguna
de las superficies de simetr´ıas A′.
En la figura 3.1 se presentan tanto los potenciales diaba´ticos (panel superior izquierdo),
como los potenciales adiaba´ticos (panel superior derecho), en funcio´n de la distancia R
de Jacobi, para una distancia internuclear OH de r =1.021Å y un a´ngulo de Jacobi de
γ = 175o. No´tese co´mo, mientras que los potenciales diaba´ticos se cruzan en la regio´n de
fuerte interaccio´n, los potenciales adiaba´ticos no lo hacen, formando un cruce evitado.
Ambas representaciones pueden ser conectados a trave´s de una transformacio´n unitaria
V1A′ 0 0
0 V2A′ 0
0 0 V1A′′
 = U

VΠA′ VΣA′ΠA′ 0
VΣA′ΠA′ VΣA′ 0
0 0 VΠA′′
U† (3.37)
Obse´rvese co´mo la matriz diaba´tica es una matriz por bloques. Es decir, so´lo dos
estados diaba´ticos esta´n acoplados entre s´ı. Por este motivo podemos escribir la matriz
36 3. Me´todos de Scattering (II): Separacio´n del movimiento nuclear y electro´nico
de diagonalizacio´n U como una matriz de rotacio´n [33] dependiente de un so´lo a´ngulo
U =

cosχ − sinχ 0
sinχ cosχ 0
0 0 1
 (3.38)
donde χ = χ(R) es el a´ngulo de mezcla.
Para obtener los valores de los NACMES, aplicamos la ecuacio´n (3.33) a la matriz de
transformacio´n U. Resolviendo la ecuacio´n obtenemos que, para este caso concreto, los
elementos de la matriz de acoplamientos no adiaba´ticos son
dij =
〈
ψi
∣∣∇R∣∣ψj〉 = −d∗ji = −∇Rχ (3.39)
Es decir, el acoplamiento no adiaba´tico es justo la derivada del a´ngulo de
mezcla χ. Es necesario hacer notar que la matriz de transformacio´n U no es u´nica, sino
que depende de la base diaba´tica escogida y del sentido en el cual se efectu´a la rotacio´n.
Por lo tanto el a´ngulo de mezcla tampoco es u´nico. Lo que s´ı debe ser independiente de
la base diaba´tica escogida son los NACMEs.
El a´ngulo que define la rotacio´n en la matriz de transformacio´n se le denomina de mez-
cla es aquel que nos permite reconstruir la base adiaba´tica a partir de la base diaba´tica
segu´n
∣∣ΠA′〉 = cosχ∣∣1A′〉− sinχ∣∣2A′〉∣∣ΣA′〉 = sinχ∣∣1A′〉+ cosχ∣∣2A′〉∣∣ΠA′′〉 = ∣∣1A′′〉 (3.40)
Como puede observarse el estado de simetr´ıa A′′ esta´ desacoplado de los otros dos, de
modo que es equivalente tanto en la representacio´n diaba´tica, como en la representacio´n
adiaba´tica.
A continuacio´n aplicamos el Hamiltoniano a la base diaba´tica construida a partir de la
adiaba´tica (3.40) e igualamos a la representacio´n del Hamiltoniano de la ecuacio´n (3.36).
De este modo obtenemos que
VΠA′ VΣA′ΠA′0 0
VΣA′ΠA′ VΣA′ 0
0 0 VΠA′′
 =

V1A′ cos2 χ+ V2A′ sin2 χ (V2A′ − V1A′) cosχ sinχ 0
(V2A′ − V1A′) cosχ sinχ V2A′ cos2 χ+ V1A′ sin2 χ 0
0 0 V1A′′

(3.41)
Despejando los elementos obtenemos que
VΣA′ΠA′ = (V2A′ − V1A′)
sin 2χ
2
(3.42)
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y
χ =
1
2
arcsin
[ 2VΣA′ΠA′
V2A′ − V1A′
]
(3.43)
Si hacemos un desarrollo similar, escribiendo las funciones adiaba´ticas en funcio´n de
las diaba´ticas, llegamos a un resultado que, para sistemas en los que los potenciales se
acoplan dos a dos, es totalmente general:
χ =
1
2
arctan
(
2Hij
Hii −Hjj
)
(3.44)
Como puede verse en esta ecuacio´n, el a´ngulo de mezcla alcanzara´ su ma´ximo valor en el
punto de corte de las curvas diaba´ticas de igual simetr´ıa, donde χ = 45◦. Asinto´ticamente
el acoplamiento diaba´tico Hij se hace cero (por simetr´ıa), de modo que el a´ngulo de
mezcla alcanza un valor mı´nimo de χ = 0◦. En el punto de cruce, adema´s se cumple que
Hij es justo la mitad que la diferencia de energ´ıas entre superficies adiaba´ticas.
Por u´ltimo, presentamos una comparacio´n del acoplamiento electrosta´tico, para el caso
concreto del sistema Kr+OH, tanto en la representacio´n diaba´tica como en la adiaba´tica.
En los paneles inferiores de la figura 3.1 se representan tanto los acoplamientos diaba´ticos
(panel izquierdo ), como el a´ngulo de mezcla entre funciones de igual simetr´ıa. Obse´rvese
co´mo ambas funciones tienen un comportamiento similar, si bien el a´ngulo de mezcla
tiene un comportamiento ma´s abrupto (y, por lo tanto ma´s au´n lo tendra´ la derivada).
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En el caso de sistemas A + BC, es muy comu´n llevar a cabo la expansio´n diaba´tica
en una base de funciones asinto´ticas de la mole´cula diato´mica. En esta seccio´n vamos
a hacer un ana´lisis pormenorizado de algunos aspectos importantes en la estructura
de las mole´culas diato´micas, que sera´n elementales en el tratamiento semicla´sico de las
transiciones no adiaba´ticas que llevaremos a cabo en el cap´ıtulo 6.
En mole´culas diato´micas polielectro´nicas (sin rotacio´n), la simetr´ıa del campo en el
cual se mueven los electrones se reduce a una simetr´ıa axial en torno al eje internuclear
B–C, el cual, en esta discusio´n consideraremos como fijo. Como consecuencia de esto, el
momento angular orbital electro´nico total, L, no es un buen nu´mero cua´ntico, puesto que
el sistema no posee simetr´ıa esfe´rica y Lˆ2 no conmuta con el Hamiltoniano electro´nico:
[Hˆel, Lˆ
2] 6= 0
Sin embargo puede demostrarse que la componente axial del momento angular orbital
electro´nico se conserva. Es decir, Lˆz s´ı conmuta con el Hamiltoniano electro´nico [17, 34].
La componente, segu´n el eje molecular, tiene los valores posibles de la proyeccio´nML = λ,
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donde el nu´mero cua´ntico puede tomar los valores
ML = λ = 0,±1,±2,±3 · · · ±L
En general el momento angular electro´nico L estara´ totalmente indefinido, por eso no
conoceremos el valor ma´ximo que puede tomar la proyeccio´n. Definimos ahora el nu´mero
cua´ntico Λ como
Λ ≡ | ± λ| ≡ |ML| (3.45)
Los te´rminos electro´nicos de una mole´cula diato´mica se clasifican acorde con el valore de
su proyeccio´n, denomina´ndose Σ, Π, ∆, Φ, etc. Para Λ 6= 0, tenemos dos valores posibles
de λ: +Λ y −Λ. La energ´ıa electro´nica depende de Λ2, por lo que existe una degeneracio´n
doble, asociada con las dos proyecciones posibles de Lz. Obviamente, la presencia de un
tercer a´tomo durante una colisio´n, la rotacio´n del dia´tomo o la presencia de un campo
externo, rompera´n esta degeneracio´n.
En el caso de los estados Σ (Λ = 0) es posible que la funcio´n de onda que los describa
sea sime´trica o antisime´trica respecto a una reflexio´n sobre cualquier plano que contenga
al plano σˆxz. Por eso, los estados Σ, adema´s deben etiquetarse segu´n su paridad. Es decir,
como Σ+ si son sime´tricos respecto de la reflexio´n, o Σ− si son antisime´tricos. En el caso
de Λ 6= 0, las funciones de onda ya no son funciones propia de los operadores de σˆxz, por
lo tanto no es posible asignarlos dicha etiqueta. Como veremos ma´s adelante, es posible
combinar los estados propios de Lˆz para obtener funciones propias de los operadores de
reflexio´n.
Para etiquetar completamente los te´rminos, es necesario adema´s an˜adir un super´ındice
indicando la multiplicidad del momento angular de spin electro´nico. Esto es, 2S+1Λ,
donde 2S + 1 es la multiplicidad de spin [35].
Los espectroscopistas, en ocasiones, utilizan como prefijo del te´rmino fundamental de
una mole´cula el s´ımboloX, mientras que los te´rminos excitados de la misma multiplicidad
de spin que el estado fundamental son denominados A,B,C.... Los te´rminos de distinta
multiplicidad se designan a, b, c... [34]
Funciones propias del operador Lˆz
Las funciones propias del operador proyeccio´n del momento angular orbital electro´nico
sobre el eje internuclear, Lˆz, son funciones del tipo [35, 36]
ψ(φ) = cte eiλφ (3.46)
donde el a´ngulo φ es el a´ngulo de rotacio´n del electro´n en torno al eje internuclear z, en
coordenadas cil´ındricas [34]. La “constante” en la ecuacio´n es constante respecto de la
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coordenada φ, si bien las funciones electro´nicas completas tienen la forma
ψel = f(ǫ, η ;R) e
iλφ (3.47)
Para el caso concreto de mole´culas en capa abierta con un u´nico electro´n desapareado
en un estado Σ (Λ = 0), la funcio´n de onda tiene un u´nico te´rmino que, adema´s, no
tiene factor dependiente de φ. Por lo tanto debe ser sime´trica respecto a la reflexio´n en
cualquier plano de simetr´ıa que contenga los dos nu´cleos; esto es, debe corresponder a
un te´rmino 2Σ+.
Cuando Λ 6= 0, los autoestados del operador Lˆz son las funciones
∣∣±Λ〉 (cuyas densi-
dades de probabilidad son sime´tricas respecto del eje z). Estas funciones no son funciones
propias de un operador de reflexio´n que contenga al eje internuclear, σˆ(xz). Sin embar-
go construir funciones propias de este operador por combinacio´n lineal de las funciones∣∣± Λ〉 como:
∣∣Λx〉 = 1√
2
[∣∣+ Λ〉+ ∣∣− Λ〉]
∣∣Λy〉 = 1√
2
[∣∣+ Λ〉− ∣∣− Λ〉] (3.48)
con valores propios
σˆxz
∣∣Λx〉 = +1∣∣Λx〉
σˆxz
∣∣Λy〉 = −1∣∣Λy〉 (3.49)
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Cap´ıtulo 4
Me´todos de Scattering (III):
Me´todos Cua´nticos (QM)
La primera familia de me´todos utilizados en este trabajo para el estudio de la dina´mica
de colisiones a´tomo-dia´tomo son los me´todos cua´nticos independientes del tiempo (Time
Independent Quantum Mechanical, TIQM). La complejidad de los ca´lculos, junto lo
amplio y abstracto de la teor´ıa que subyace tras ellos, nos lleva a tomar la decisio´n de
no abordar su explicacio´n en este trabajo sino, u´nicamente, apuntar los fundamentos de
la metodolog´ıa cua´ntica y algunos aspectos claves en la comprensio´n de la estructura del
ca´lculo.
Uno de los mayores e´xitos de la Dina´mica de las Reacciones ha sido el desarrollo de
la teor´ıa de la dispersio´n reactiva, o scattering reactivo que, junto con la accesibilidad
de superficies de energ´ıa potencial de alta precisio´n, han permitido el estudio de reaccio-
nes simples en fase gaseosa desde primeros principios [3, 37, 38]. Los primeros estudios
sobre el scattering reactivo se mostraron tremendamente complicados, tanto en el desa-
rrollo de las superficies de energ´ıa potencial, como en la integracio´n de las ecuaciones
de movimiento, ya fueran cla´sicas [39] o´ cua´nticas [40]. Incluso con la aparicio´n de los
primeros sistemas de computacio´n, la integracio´n de las ecuaciones diferenciales con las
condiciones de contorno asociadas era muy complicada. Es por ello que en los u´ltimos
30 an˜os se han llevado a cabo grandes esfuerzos en el desarrollo de me´todos teo´ricos y
computacionales capaces de lidiar con estas dificultades.
Los me´todos cua´nticos de scattering reactivo no constituyeron un campo activo de
trabajo hasta los an˜os 70. Los me´todos utilizados fueron tomados de los estudios f´ısicos
que describ´ıan la colisio´n entre nu´cleos o colisiones electro´n-mole´cula. Estos me´todos
tuvieron que ser remodelados debido al gran nu´mero de estados que normalmente son
accesibles en un proceso reactivo o inela´stico, adema´s de la complejidad de las PES
involucradas en el scattering y la reducida longitud de Broglie asociada con las colisiones
moleculares [41].
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4.1. Scattering cua´ntico
Una vez separados los movimientos nucleares y electro´nicos, en te´rminos de la aproxi-
macio´n de Born-Oppenheimer, en principio podr´ıamos describir la dina´mica nuclear de
la colisio´n de un sistema en un estado electro´nico j a trave´s de la ecuacio´n(
TˆN + Vj
) ∣∣χj〉 = E∣∣χj〉 (4.1)
o de su equivalente temporal
i~
d
dt
∣∣χj〉 = Hˆ∣∣χj〉 (4.2)
donde las funciones
∣∣χj〉 son las funciones de onda nucleares. El modo ma´s usual de
extraer la informacio´n a cerca de una colisio´n es en te´rminos de dispersio´n o scattering.
El scattering cua´ntico describe la dina´mica de una colisio´n en te´rminos de
los estados asinto´ticos libres o canales. E´stos estados asinto´ticos son lo autoestados
asociados a cualquier agrupacio´n estable de part´ıculas [18]. Podemos adema´s hablar de
canales de entrada y canales de salida para referirnos a los estados antes de la colisio´n
y resultantes de la colisio´n respectivamente. Para un sistema A + BC que colisiona
podemos describir cualquiera de los siguientes canales de salida:
A+BC −→

A+ B + C (canal disociativo)
A+ BC (canal ela´stico)
A+ BC∗ (canal inela´stico)
B + AC (canal reactivo)
C + AB (canal reactivo)
(4.3)
El primer canal descrito es el canal disociativo. El resto son canales en los cuales alguna de
las agrupaciones posibles es estable. El segundo y tercero corresponden con los canales
ela´stico (no hay intercambio de energ´ıa) e inela´stico (se produce un intercambio de
energ´ıa, pero no reagrupamiento). El resto son canales en los cuales se ha producido
un reordenamiento. El s´ımbolo ∗ hace referencia a cualquiera de los estados internos
excitados de las agrupaciones. En principio, segu´n esta definicio´n, el nu´mero de canales
puede ser infinito. En la pra´ctica los experimentos se llevan a cabo bajo unas condiciones
de energ´ıa ma´s o menos definida, por lo que es posible que la energ´ıa total del sistema
no sea suficiente para alcanzar alguno de los estados internos de los posibles canales de
salida. Por ello hablamos de canales abiertos a una energ´ıa total determinada. Adema´s
haremos referencia a la energ´ıa umbral, que define la energ´ıa a partir de la cua´l un canal
puede participar en la dina´mica del sistema 1.
Puesto que, en principio, hay un nu´mero infinito de soluciones para la ecuacio´n (4.1)
1Ser´ıa ma´s correcto decir “la energ´ıa a partir de la cua´l un estado concreto puede llegar a poblarse”,
o energ´ıa a partir de la cua´l es accesible energe´ticamente ya que, como veremos ma´s adelante, los
estados cerrados a una energ´ıa determinada tambie´n participan en la dina´mica del sistema
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cuando E > 0, debemos encontrar una solucio´n que cumpla las condiciones de contorno
adecuadas para el problema. Estas condiciones de contorno suelen ser dos: la primera
es que la funcio´n de onda
∣∣χ〉 = 0 cuando R → 0 y, por lo tanto V → ∞ (donde R
indica el conjunto de coordenadas del movimiento no ligado del sistema); la segunda
condicio´n de contorno es que, cuando R → ∞ (por lo tanto V = 0), la funcio´n nuclear
debe tener la componentes de dos ondas planas (una onda plana del sistema incidente en
la direccio´n ki = z, y otra en la direccio´n de dispersio´n kf = R), y la componente de los
estados ligados asinto´ticos [3]. Normalmente como canal de entrada se considera un u´nico
estado φi. Sin embargo el correspondiente canal de salida es normalmente una
superposicio´n incoherente de estados asinto´ticos (de lo contrario no podr´ıamos
diferenciar los estados finales). Es decir, el sistema abandona la zona de interaccio´n a
trave´s de diferentes canales
∣∣φf〉 en ciertas proporciones definidas. No´tese que, en este
caso, el estado
∣∣φf〉 sera´ cualquier estado accesible del sistema. En el caso concreto en
que
∣∣φf〉 = ∣∣φi〉, estaremos hablando del canal ela´stico. De este modo la funcio´n de onda
total para las as´ıntotas (e´sta es la condicio´n de contorno) sera´:
∣∣χ 〉
R→∞ ∼ eikiz
∣∣φi 〉+∑
f
fEf,i(θ, φ)
eikfR
R
∣∣φf 〉 (4.4)
donde el mo´dulo de los vectores de onda sera´
k2f =
2µ
~2
(E − εf ) (4.5)
siendo εf la energ´ıa interna del estado final
∣∣φf 〉. La funcio´n de onda nuclear que tiene
esta forma asinto´tica recibe el nombre de estado estacionario de scattering. La contri-
bucio´n de cada canal de salida φf al estado estacionario de scattering viene dado por la
amplitud de scattering fEfi(θ, φ). Los a´ngulos θ y φ son los a´ngulos polar y azimutal que
describen la direccio´n relativa de los vectores de onda incidentes y finales.
La intensidad de la dispersio´n no es homoge´nea en las diferentes direcciones espaciales,
por ello la amplitud de scattering refleja la anisotrop´ıa del evento y tiene unidades de
longitud. La seccio´n eficaz diferencial nos proporciona la intensidad de scattering en
las diferentes direcciones espaciales, para un reordenamiento f ← i determinado, en
unidades de flujo. Se define como
d σf,i(θ, φ)
dΩ
=
kf
ki
∣∣fEf,i(θ, φ)∣∣2 (4.6)
donde Ω representa el a´ngulo so´lido. La integral extendida a todo el espacio nos dara´ la
seccio´n eficaz integral total
σf,i =
∫ π
0
∫ 2π
0
kf
ki
∣∣fEf,i(θ, φ)∣∣2 sin θdθdφ (4.7)
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El hecho de que conozcamos a priori la forma asinto´tica (4.4) de la solucio´n es muy
importante, puesto que nos permitira´ describir el proceso refiriendo la forma que toma la
solucio´n cuando los sistemas esta´n suficientemente alejados a dicha forma asinto´tica. Esto
es lo que se conoce como ana´lisis asinto´tico. En las siguientes secciones desarrollaremos
este concepto, y definiremos la matriz de scattering S, un concepto fundamental en el
scattering cua´ntico.
4.1.1. Operadores de Møller Ω
Ahora supongamos que queremos describir co´mo evoluciona cua´nticamente un sistema
de tres part´ıculas en un experimento. Cabe pensar que la evolucio´n de cualquier estado
en cualquier instante de tiempo vendra´ determinado por el Hamiltoniano
H =
P2a
2ma
+
P2
b
2mb
+
P2c
2mc
+V(xa, xb, xc) (4.8)
Para sistemas conservativos el Hamiltoniano es independiente del tiempo y la solucio´n
general de la ecuacio´n 4.2 tiene la forma [18]:
∣∣χt〉 = U(t)∣∣χ〉 ≡ e−iHt/~∣∣χ〉 (4.9)
Donde los vectores
∣∣χt〉 y ∣∣χ〉 son funciones pertenecientes al espacio de Hilbert del
problema. El operador de evolucio´n U(t) convierte el vector de estado en el tiempo
cero en el vector de estado para el tiempo t. Puesto que el operador de evolucio´n es
unitario, se puede demostrar que para cualquier estado
∣∣χ〉 en t = 0 existe un u´nico
estado
∣∣χt〉 al cual el sistema evoluciona. Esto significa que cuando retrocedemos en el
tiempo suficientemente (t → −∞), U(t)∣∣ψ〉 representa el movimiento de un paquete
de ondas suficientemente alejado del centro de scattering, por lo que el movimiento del
sistema sera´ el de un paquete libre. El movimiento de una part´ıcula libre viene definido
por el operador de evolucio´n U0(t) ≡ e−iH0t/~. As´ı esperamos que
U(t)
∣∣χ〉 t→−∞−−−−→ U0(t)∣∣χin〉 (4.10)
donde
∣∣χin〉 es la funcio´n asinto´tica para el sistema incidente. El mismo razonamiento
puede seguirse para tiempos suficientemente largos despue´s de la colisio´n.
U(t)
∣∣χ〉 t→∞−−−→ U0(t)∣∣χout〉 (4.11)
donde
∣∣χout〉 es la funcio´n asinto´tica para el sistema que abandona la colisio´n. A conti-
nuacio´n utilizaremos estas relaciones para introducir los operadores de onda de Møller
Ω±. En el l´ımite asinto´tico
∣∣χ〉 y ∣∣χin〉 han de ser indistinguibles. Lo mismo ocurre para
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∣∣χout〉 , por lo tanto:
∣∣χ〉 = l´ımt→+∞U†(t)U0(t)∣∣χout〉 ≡ Ω−∣∣χout〉 (4.12)∣∣χ〉 = l´ımt→−∞U†(t)U0(t)∣∣χin〉 ≡ Ω+∣∣χin〉 (4.13)
Es decir los operadores de Møller se definen como [42, 43]:
Ω± = l´ım
t→∓∞U
†(t)U0(t) (4.14)
El significado de los operadores es el siguiente: actuando sobre cualquier vector del
espacio de Hilbert, proporcionan el estado actual a t = 0 que debe evolucionar desde
una de las as´ıntotas (Ω+) o´ hacia una de las as´ıntotas (Ω−). Es decir, los operadores
conectan la funcio´n en el momento del scattering con el movimiento en los canales de
entrada y salida.
∣∣χin〉 Ω+−−−−−→ ∣∣χ〉 Ω−←−−−−− ∣∣χout〉 (4.15)∣∣χin〉 Ω†+←−−−−− ∣∣χ〉 Ω†−−−−−−→ ∣∣χout〉 (4.16)
Esta u´ltima relacio´n puede ser justificando conociendo que los operadores de Møller
cumplen la relacio´n Ω†Ω = 1 [18], y constituyen la base del ana´lisis asinto´tico, puesto
que nos permitira´n comparar la forma del estado estacionario de scattering
∣∣χ〉 con los
estados asinto´ticos.
4.1.2. Operador de scattering S
Hemos visto co´mo el operador Ω conecta el estado actual
∣∣χ〉 a cualquier tiempo
con las as´ıntotas. Sin embargo nuestro objetivo final es expresar el estado en la
as´ıntota de salida,
∣∣χout〉, en te´rminos de la as´ıntota de entrada, ∣∣χin〉, sin hacer
referencia a la evolucio´n del sistema en el estado actual.
Se puede demostrar que los operadores de Møller cumplen la relacio´n Ω†Ω = 1. Esto
nos permite escribir las siguientes relaciones:
∣∣χout〉 = Ω†−∣∣χ〉 = Ω†−Ω+∣∣χin〉 (4.17)
Definimos ahora el operador de scattering, que conecta los estados asinto´ticos antes y
despue´s de la colisio´n, a trave´s de la expresio´n Ω−†Ω+ = S.
∣∣χout〉 = S∣∣χin〉 (4.18)
Es decir, el operador de scattering proporciona directamente
∣∣χout〉 en te´rminos de ∣∣χin〉.
Puesto que, en la pra´ctica, u´nicamente el movimiento libre asinto´tico es observable,
el operador S contiene toda la informacio´n de intere´s experimental. Supongamos un
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experimento en el cua´l el sistema entra en la colisio´n en un estado espec´ıfico
∣∣ψin〉.
Supongamos adema´s que existe un contador a la salida, el cua´l es capaz de detectar el
estado asinto´tico
∣∣φout〉. La cantidad de intere´s es por lo tanto la probabilidad observada
de que el sistema salga en un estado
∣∣φout〉 cuando entra en un estado ∣∣ψin〉. En el
instante t = 0 el sistema habra´ evolucionado desde la as´ıntota segu´n
∣∣ψ〉 = Ω+∣∣ψin〉.
E´ste abandonara´ la zona de colisio´n segu´n la relacio´n
∣∣φ〉 = Ω−∣∣φout〉. La amplitud de
probabilidad del suceso (ψin → φout) durante la colisio´n sera el producto escalar de
ambos estados en la zona de scattering. Por lo tanto la probabilidad sera´:
P (φ← ψ) = |〈φ∣∣ψ〉|2
= |〈φout∣∣Ω†−Ω+∣∣ψin〉|2
= |〈φout∣∣S∣∣ψin〉|2 (4.19)
La amplitud de probabilidad para el proceso (φ← ψ) sera justo el elemento 〈φout∣∣S∣∣ψin〉
de la matriz de scattering. En realidad la probabilidad no es un observable directamente,
puesto que no es posible producir o identificar un u´nico un paquete de ondas
∣∣φ〉 o ∣∣ψ〉.
Sin embargo la seccio´n eficaz diferencial o la seccio´n eficaz integral (ecuaciones (4.6) y
(4.7)) si es observable, y pueden ser expresada en te´rminos de la matriz de scattering,
como veremos ma´s adelante.
4.2. Ecuaciones Acopladas
En la presente seccio´n describiremos las ecuaciones acopladas de scattering o´ close-
coupled equations (CC). Estas ecuaciones aparecen siempre y cuando se desee
describir el scattering de un sistema con grados de libertad internos (ligados).
Fueron introducidas por Arthurs y Dalgarno en 1960 [44, 45] cuando trataban de dar
cuenta del acoplamiento de los distintos niveles internos en el scattering de un rotor
r´ıgido.
Todos los ca´lculos cua´nticos realizados en esta tesis han sido ca´lculos electro´nicamente
adiaba´ticos, es decir, ca´lculos sobre una u´nica superficie de energ´ıa potencial, ya sea en la
representacio´n adiaba´tica (ecuacio´n (3.19)) o´ en la representacio´n diaba´tica considerando
un u´nico te´rmino Hii de la matriz diaba´tica (ecuacio´n (3.24)). Para la descripcio´n de la
dina´mica acoplada de los distintos canales, la eleccio´n de una representacio´n u otra so´lo
influira´ en la forma funcional que adopte el potencial V en la ecuacio´n (4.1).
En primer lugar descompondremos el Hamiltoniano nuclear en dos componentes: la
primera sera´ aquella relacionada con las coordenadas del movimiento de translacio´n rela-
tivo entre part´ıculas que colisionan (que denominaremos ρ de modo gene´rico); el segundo
te´rmino sera´ aquel dependiente de las coordenadas asociadas al movimiento ligado, que
denominaremos η. Para ello definimos un potencial electrosta´tico relativo a una distancia
ρ0 de referencia (normalmente se escoge ρ0 →∞, es decir, una configuracio´n asinto´tica)
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[41]. Como veremos a continuacio´n este potencial actuara´ acoplando los distintos estados
internos.
V ′(ρ, η |ρ0) = V (ρ, η)− V 0(η |ρ0) (4.20)
De esta manera la ecuacio´n nuclear independiente del tiempo (ecuacio´n (4.1)) resultara´:[
Tˆρ(ρ) + V ′(ρ, η |ρ0) + Tˆη(η) + V 0(η |ρ0)
] ∣∣χ(ρ, η)〉 = E∣∣χ(ρ, η)〉[
Tˆρ(ρ) + V ′(ρ, η |ρ0) + Hˆη(η |ρ0)
] ∣∣χ(ρ, η)〉 = E∣∣χ(ρ, η)〉 (4.21)
Donde el te´rmino Hˆη(η |ρ0) es el Hamiltoniano que describe los grados de libertad enla-
zados en la configuracio´n de referencia ρ0. La forma concreta del Hamiltoniano nuclear
dependera´ tanto del sistema de referencia escogido, como de las coordenadas en el cua´l
queda descrito, como de los grados de libertad considerados.
Expandimos ahora la funcio´n de onda nuclear
∣∣χ(ρ, η)〉 en una base {∣∣φ(η)〉}, au-
tofunciones del Hamiltoniano enlazado para la geometr´ıa de referencia, Hˆη(η |ρ0). Los
coeficientes de estas funciones en la expansio´n sera´n las funciones {g(ρ)} [41]
∣∣χ(ρ, η)〉 = ∞∑
i=1
gi(ρ)
∣∣φi(η |ρ0)〉 (4.22)
Normalmente esta expansio´n implica una base infinita de funciones. En la pra´ctica la
serie es truncada, siendo necesario considerar no so´lo los estados internos abiertos a una
energ´ıa E determinada, sino tambie´n aquellos que esta´n cerrados. La contribucio´n de
los canales cerrados ha de determinarse por convergencia de los ca´lculos. Sustituimos la
expansio´n de la funcio´n nuclear anterior en la ecuacio´n (4.21)
N∑
i=1
[
Tˆρ(ρ) gi(ρ)
∣∣φi(η |ρ0)〉+ V ′(ρ, η |ρ0)gi(ρ)∣∣φi(η |ρ0)〉+
gi(ρ)Hˆη(η |ρ0)
∣∣φi(η |ρ0)〉] = E N∑
i=1
gi(ρ)
∣∣φi(η |ρ0)〉 (4.23)
Proyectando el estado interno
〈
φj(η |ρ0)
∣∣ e integrando sobre las coordenadas η obtenemos
el siguiente sistema de ecuaciones acopladas de segundo orden:
Tˆρ(ρ) gj(ρ) + (εj − E)gj(ρ) +
N∑
i=1
gi(ρ)V ′ji(ρ) = 0 (4.24)
donde V ′ji(ρ) son los elementos de la matriz del potencial de acoplamiento entre estados
internos, V(ρ), definidos como
V ′ji(ρ) =
〈
φj(η |ρ0)
∣∣V ′(ρ, η |ρ0)∣∣φi(η |ρ0)〉 (4.25)
48 4. Me´todos de Scattering (III): Me´todos Cua´nticos (QM)
Este sitema de ecuaciones lineales de segundo orden constituye la aproxima-
cio´n ma´s precisa al problema de una colisio´n, y puede dar, en principio, tanta
precisio´n como se desee si la funcio´n de onda nuclear
∣∣χ〉 es expandida con suficientes
te´rminos.
4.2.1. Solucio´n de las ecuaciones acopladas
Por lo general no existe una solucio´n anal´ıtica para las ecuaciones acopladas. Por
ello, deben resolverse o´ propagarse nume´ricamente. Obviamente, el mejor me´todo para
resolver dichas ecuaciones sera´ aquel que proporcione la mayor precisio´n con el menor
coste computacional. Lo normal es que el coste computacional este´ directamente ligado
a la precisio´n requerida. Sin embargo, es muy comu´n en los me´todos ma´s precisos que,
aunque inicialmente requieran un elevado tiempo computacional, sean ma´s eficientes
cuando se calculan los estados estacionarios para un gran nu´mero de energ´ıas.
Ba´sicamente, hay dos maneras distintas de abordar la solucio´n de las ecuaciones aco-
pladas [37]. La primera aproximacio´n a la solucio´n consiste en resolver nume´ricamente
las ecuaciones acopladas, bien en su forma diferencial o´ en su formulacio´n integral. Es-
tos me´todos se conocen como me´todos de solucio´n aproximada. La segunda familia de
me´todos aproxima la matriz de potencial V a alguna forma funcional para la cua´l se
conoce la solucio´n exacta. Estos me´todos se denominan de potencial aproximado.
Por lo general, el coste computacional es mayor para los me´todos de solucio´n aproxi-
mada que para los me´todos de potencial aproximado, puesto que estos u´ltimos permiten
pasos de integracio´n ma´s largos. Sin embargo el coste computacional requerido para
aumentar la precisio´n de la solucio´n crece ma´s ra´pido en los me´todos de potencial apro-
ximado que en los me´todos de solucio´n aproximada. Es por ello que, en la pra´ctica,
los me´todos de potencial aproximado se utilizan u´nicamente para zonas muy suaves del
potencial, combinados con otros me´todos para zonas ma´s abruptas.
Para cada una de estas familias encontramos, adema´s, dos subgrupos de me´todos
segu´n co´mo se realice la propagacio´n de la solucio´n. El primer subgrupo lo constituyen
los me´todos de seguimiento de la solucio´n. Estos propagan la solucio´n desde la zona del
potencial cla´sicamente prohibida (donde la energ´ıa potencial es mayor que la energ´ıa
total y, por lo tanto, la solucio´n ha de tender a cero), hasta la regio´n asinto´tica. El
segundo subgrupo lo constituyen los me´todos que utilizan el incrustamiento invariante o
invariant-imbedding. En esta te´cnica se resuelven las ecuaciones acopladas para ciertas
zonas del potencial, convirtiendo el problema de contorno entre dos puntos a un problema
de valores iniciales. Posteriormente se conectan las soluciones obtenidas en los distintos
puntos.
Las te´cnicas que propagan la funcio´n de onda paso a paso (seguimiento de la soluco´n)
esta´n normalmente plagadas de inestabilidades, especialmente en problemas multicanal.
Esto es debido a que la solucio´n para los canales cerrados crece ma´s ra´pidamente con R
que la solucio´n de los canales abiertos [41]. En estos casos, la solucio´n que ma´s ra´pido
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crece tiende a “aplastar” a los canales abiertos. Para compensar estas inestabilidades se
recurre a una diagonalizacio´n de la solucio´n al final de cada paso.
Por su parte, las te´cnicas de invariant-imbedding son inherentemente esta-
bles, puesto que propagan funciones que no crecen exponencialmente con la
posicio´n.
Los dos co´digos utilizados para llevar a cabo los ca´lculos de scattering cua´ntico en esta
tesis doctoral utilizan la te´cnica del invariant-imbedding. El co´digo de scattering reactivo
ABC, de Manolopoulos[5], usa el propagador Log-Derivative, un propagador de solucio´n
aproximada, para resolver las ecuaciones acopladas en coordenadas hiperesfe´ricas. El
co´digo de scattering inela´stico HIBRIDON [6], de Alexander y colaboradores, utiliza un
propagador mixto: para las regiones cercanas a la as´ıntota, donde el potencial es muy
suave, utiliza un propagador de Airy, que utiliza la te´cnica del invariant-imbedding para
obtener las soluciones en un fragmento del potencial que es aproximado a un potencial
lineal. Para las zonas de fuerte interaccio´n usa el propagador Log-Derivative.
Popagador Log-Derivative
El propagador Log-Derivative fue desarrollado inicialmente por Johnson [46] y modi-
ficado posteriormente por Manolopoulos ([47, 48]). Este algoritmo obtiene la solucio´n
aproximada bajo la te´cnica del invariant-imbedding. Para ello propaga, en lugar de las
funciones de onda solucio´n de las ecuaciones acopladas, la matriz log-derivative, Y(ρ),
definida como [46–48]:
Y(ρ) = g′(ρ)g−1(ρ) (4.26)
donde las matrices g(ρ) representan las funciones radiales de los estados estacionarios
de scattering.
En principio es posible reformular las ecuaciones acopladas en te´rminos de la derivada
logar´ıtmica, Y(ρ). Sin embargo la propia definicio´n de la matriz log-derivative hace que
se convierta en un problema “mal condicionado” (pequen˜os cambios en ρ dan lugar a
grand´ısimos cambios en Y(ρ) ), ya que la matriz Y(ρ) tendra´ singularidades en aquellos
puntos donde las funciones de onda g(ρ) sean nulas, o el determinante de la matriz log-
derivative sea nulo. Estas singularidades hacen que no sea posible utilizar los me´todos
nume´ricos convencionales para propagar dicha matriz. Por ello lo que se hace en la
pra´ctica es dividir la coordenada de reaccio´n ρ en sectores, y obtener la solucio´n para
cada uno de estos mediante la te´cnica del invariant-imbedding.
La idea ba´sica es conectar la solucio´n entre los extremos de un sector [ρ0−ρ1] a trave´s
de una serie de funciones Yi que satisfacen(
g′(ρ0)
g′(ρ1)
)
=
(
Y1(ρ0, ρ1) Y2(ρ0, ρ1)
Y3(ρ0, ρ1) Y4(ρ0, ρ1)
)(
−g(ρ0)
g(ρ1)
)
(4.27)
Suponiendo que conocemos los bloques Yi de la matriz de propagacio´n, la evolucio´n
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de la matriz log-derivative viene dada por la relacio´n
Y(ρ1) = Y4 −Y3[Y(ρ0)−Y1]−1Y2 (4.28)
Los bloques Yi de la matriz de propagacio´n para cada segmento se calculan a partir de
un potencial de referencia Vref . Este potencial de referencia lo constituyen los elementos
diagonales de la matriz de potencial V(ρ1/2), en el punto medio del sector ρ1/2 = (ρ0 +
ρ1)/2.
Suponiendo que el potencial en el punto medio es igual al potencial de referencia Vref ,
y transformando la ecuacio´n de canales acoplados en una ecuacio´n integral, pasamos de
un problema de contorno a un problema de valores iniciales que se resuelve primero entre
los puntos [ρ0− ρ1/2] y, posteriormente, entre los puntos [ρ1/2− ρ1]. La solucio´n en cada
uno de estos subintervalos es anal´ıtica.
A partir del valor de la matriz log-derivative en el punto medio del sector es posible
calcular los bloques del propagador en la ecuacio´n (4.27) segu´n
Y1 = Y4 = Vref cotVref(ρ1 − ρ0) (4.29)
Y2 = Y3 = Vref [sinVref(ρ1 − ρ0)]−1 (4.30)
(4.31)
La diferencia entre el potencial de referencia y el potencial real en el punto medio es
corregida mediante la regla de integracio´n de Simpson [47] de modo que los bloques del
propagador se transforman en [41].
Y1 → Y1 + ρ1 − ρ03 (V(ρ0)−Vref)
Y2 → Y2
Y3 → Y3
Y1 → Y4 + ρ1 − ρ03 (V(ρ1)−Vref) (4.32)
La anchura de los sectores en este me´todo suele ser del orden de 0.1 – 0.25 veces
la longitud de onda de Broglie para el sistema en colisio´n. E´sta debe ser determinada
por convergencia de los ca´lculos, y normalmente escala con el cuadrado de la energ´ıa de
colisio´n [6].
Popagador de Airy
El propagador de Airy, desarrollado por Alexander y Manolopoulos [49], es un me´todo
de potencial aproximado e invariant-imbedding. Es decir, resuelve la ecuacio´n nuclear
para segmentos del potencial, donde cada uno de ellos es aproximado a un potencial de
referencia lineal. Posteriormente se conectan las soluciones de los diferentes segmentos.
Al aproximar el potencial a una forma lineal la solucio´n es conocida y puede ser expresada
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en te´rminos de dos soluciones linealmente independientes para un conjunto desacoplado
de ecuaciones diferenciales ordinarias de segundo orden (en este caso las funciones de
Airy) [49]. Esto reduce considerablemente el coste computacional.
El me´todo del propagador de Airy no propaga la solucio´n, sino la la matriz log-
derivative, de modo que elimina los problemas de inestabilidad de la solucio´n en aquellas
situaciones en las que alguno de los canales esta´n en la zona cla´sicamente prohibida. Este
propagador es muy eficiente en zonas donde el potencial de interaccio´n es muy de´bil, y
var´ıa lentamente en comparacio´n con la longitud de Broglie local del sistema. En esta
situacio´n el propagador no necesita pasos de integracio´n tan pequen˜os como los me´todos
de “solucio´n aproximada”, y converge ra´pidamente.
Al igual que el me´todo Log-Derivative, el me´todo de Airy divide inicialmente el rango
de integracio´n en n sectores, y propaga la matriz log-derivative mediante una matriz en
bloques [48] (
g′(ρ0)
g′(ρ1)
)
=
(
Y1(ρ0, ρ1) Y2(ρ0, ρ1)
Y3(ρ0, ρ1) Y4(ρ0, ρ1)
)(
−g(ρ0)
g(ρ1)
)
(4.33)
que conecta la solucio´n en los extremos de los intervalos a trave´s de la relacio´n de
recurrencia
Y(ρ1) = Y4 −Y3[Y(ρ0)−Y1]−1Y2 (4.34)
A diferencia de antes, los bloques del propagador no se obtienen a partir de un potencial
de referencia, sino que se recurre a una diagonalizacio´n del potencial de acoplamiento V
en el punto medio del sector n-e´simo [49]
TnV(ρ1/2)T
†
n = kˆ
2
n (4.35)
Esta matriz de transformacio´n transforma adema´s la solucio´n en el punto medio en una
base local gn(ρ) segu´n
gn(ρ) = Tng(ρ) (4.36)
Es posible establecer una ecuacio´n de canales acoplados, haciendo un desarrollo en serie
del potencial diagonalizado en torno al punto medio del sector, de tal modo que las
soluciones sean justamente esa base local:[
I
d2
dρ2
+ kˆ2n + (ρ− ρ1/2)Tn
(
dV
dρ
)
ρ=ρ1/2
T†n+
+
1
2
(ρ− ρ1/2)2Tn
(
d2V
dρ2
)
ρ=ρ1/2
T†n + · · ·
gn(ρ) = 0 (4.37)
Si los elementos no diagonales de las matrices de potencial en la expansio´n previa son
despreciados, es posible obtener los bloques del propagador log-derivative en te´rminos
de dos soluciones cualquiera, linealmente independientes, de un conjunto desacoplado de
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ecuaciones diferenciales ordinarias de segundo orden; en este caso, las funciones de Airy.
4.2.2. Ana´lisis asinto´tico y elementos de la matriz S
Las ecuaciones acopladas deben propagarse desde la zona de interaccio´n fuerte (ρ→ 0)
hasta la zona asinto´tica (ρ→∞). Para un reordenamiento A+BC, en la zona asinto´tica,
el Hamiltoniano, en coordenadas de Jacobi, tiene una forma muy sencilla:
Hˆ = −
(
~2
2µR
∂2
∂R2
+
~2
2µr
∂2
∂r2
)
+ V (r,R, γ) (4.38)
donde V (r,R) representa el potencial de interaccio´n de los estados ligados del dia´tomo.
En la zona asinto´tica, la forma de la funcio´n de onda del estado estacionario,
∣∣χ〉
R→∞, es
conocida, y tiene la siguiente forma funcional (no´tese la similitud con la ecuacio´n (4.4))
[3]:
∣∣χ〉
R→∞ ∼
(
µR
~ki
)1/2 1
2i
e−ikiR∣∣φi(r)〉−∑
f
Sfi
(
ki
kf
)1/2
e−ikfR
∣∣φf (r)〉
 (4.39)
donde ki representa el vector de onda del estado incidente, y kf el vector de onda de cada
uno de los estados finales dispersados. El estado
∣∣χ〉
i
corresponde con el estado inicial
en la colisio´n. Los estado finales producto de la colisio´n,
∣∣χ〉
f
, son los autoestados del
Hamiltoniano enlazado en la zona asinto´tica
Hˆv,j = − ~
2
2µr
∂2
∂r2
+ V (r,R→∞) (4.40)
La proporcio´n de estados finales que contribuyen al estado estacionario de scattering
viene marcado por los elementos de la matriz de scattering Sif . Los elementos de la
matriz de scattering S se obtienen por comparacio´n directa de la solucio´n nume´rica,
propagada hasta valores elevados de ρ, con la forma asinto´tica conocida.
Elementos de la matriz de scattering Sfi
Bajo la aproximacio´n de Born-Oppenheimer el movimiento nuclear u´nicamente de-
pende de la superficie de energ´ıa potencial. E´sta, por su parte, no depende del tiempo
y es invariante frente a rotaciones e inversiones de coordenadas, puesto que u´nicamente
depende de las coordenadas relativas. Por lo tanto, ciertas cantidades f´ısicas son conser-
vadas durante la colisio´n. E´stas son la energ´ıa E, el momento angular J y su proyeccio´n
sobre cualquier eje fijo en el espacio M , y la paridad P.
Con el fin de reducir el nu´mero de ecuaciones acopladas y, por tanto, el
coste computacional en la propagacio´n de las soluciones, se recurre a la ex-
pansio´n de la funcio´n de onda molecular en autofunciones de los operadores
correspondientes a aquellas cantidades que se conservan. De este modo, la solu-
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cio´n final total sera´ una suma pesada de todas las soluciones procedentes de la expansio´n,
donde el peso de cada una de ellas vendra´ dado por los elementos de cada una de las
matrices de scattering obtenidas para las cantidades conservadas. O lo que es lo mismo,
la amplitud de scattering, fif (θ, φ), definida en la ecuacio´n (4.4) se obtiene pesando los
elementos de las matrices de scattering [37, 45].
En concreto, la expansio´n de las soluciones en te´rminos de autofunciones de los ope-
radores Jˆ2 y Jˆz se conoce como expansio´n en ondas parciales y nos permite hacer un
ca´lculo independiente por cada valor del momento angular total J .
Los elementos de la matriz de scattering pueden ser representados de modo general
como
SE,J,M,Pη′,η (4.41)
donde los sub´ındices η y η′ representan el conjunto de nu´meros cua´nticos que definen
los estados internos iniciales y finales. El conjunto de nu´meros cua´nticos dependera´ de
la base de estados internos escogida.
En principio podr´ıamos llevar a cabo el etiquetamiento de infinitas maneras, una por
cada posible base del espacio de Hilbert, y por lo tanto tener infinitas representaciones
para la matriz de scattering. Las dos representaciones ma´s utilizadas son la representacio´n
del momento angular y la representacio´n de la helicidad. Los elementos de la matriz de
scattering en la representacio´n del momento angular orbital se etiquetan como
SE,J,M,Pα′v′j′l′,αvjl (4.42)
donde α′ ← α representa el reordenamiento ato´mico, v y v′ los nu´meros cua´nticos vi-
bracionales de reactivos y productos, j y j′ los nu´meros cua´nticos rotacionales y, por
u´ltimo, l y l′ son los nu´meros cua´nticos del momento angular orbital para los canales de
entrada y salida.
En la representacio´n de la helicidad el momento angular orbital ya no es un buen
nu´mero cua´ntico, mientras que la helicidad s´ı lo es. La helicidad representa la proyeccio´n
de J sobre el vector R de Jacobi para los reactivos (Ω) o la proyeccio´n sobre el vector R′
para los productos (Ω′). Los elementos en la representacio´n de la helicidad se etiquetan
del siguiente modo:
SE,J,M,Pα′v′j′Ω′,αvjΩ (4.43)
Ambas representaciones esta´n relacionadas a trave´s de una transformacio´n unitaria
[50].
SE,J,M,Pα′v′j′l′,αvjl =
∑
ΩΩ′
(−1)J+Ω′(2l′ + 1)1/2
(
j′ J l′
Ω′ −Ω′ 0
)
SE,M,Jα′v′j′Ω′,αvjΩ
×(−1)J+Ω (2l + 1)1/2
(
j J l
Ω −Ω 0
)
(4.44)
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La suma corre sobre todos los valores posibles de la helicidad, y la paridad P representa
la paridad de la triato´mica P = (−1)j+l = (−1)j′+l′ . La conservacio´n de la paridad
implica que dados un nivel rotacional inicial y un nivel rotacional final, so´lo aquellos
elementos de matriz que cumplan la condicio´n (−1)j+l = (−1)j′+l′ sera´n distintos de
cero.
Es fa´cil probar que la transformacio´n anterior preserva la probabilidad o, en otras
palabras, que ∑
l l′
∑
P
|SE,J,M,Pα′v′j′l′,αvjl|2 =
∑
ΩΩ′
|SE,J,Mα′v′j′Ω′,αvjΩ|2 (4.45)
para valores fijos de v, v′, j, j′, J , MJ y energ´ıa total.
4.3. Scattering Inela´stico para sistemas A + BC (rotor r´ıgido)
Los ca´lculos cua´nticos time-independent para colisiones inela´sticas a´tomo - dia´tomo
han sido llevados a cabo con el paquete comercial HIBRIDON [6], desarrollado por
Alexander, Manolopoulos, Werner, Follmeg y Dagdigian.
Este co´digo resuelve las ecuaciones de canales acopladas bajo la aproxima-
cio´n de rotor r´ıgido, utilizando para ello las coordenadas de Jacobi en el
esquema space-fixed (SF), obteniendo finalmente la matriz de scattering en
la representacio´n del momento angular orbital. Las ecuaciones acopladas se for-
mulan siguiendo a Arthurs y Dalgarno [44, 45]. El Hamiltoniano molecular en este marco
resulta
Hˆ = − ~
2
2µA,BC
∇2R + HˆBC(r) + V (r,R, γ) (4.46)
donde HˆBC(r) es el Hamiltoniano nuclear de la mole´cula diato´mica aislada en un estado
electro´nico Σ, cuyas soluciones son los armo´nicos esfe´ricos Yj,mj .
Puesto que el momento angular total J se conserva durante la colisio´n, es posible
obtener la solucio´n de la ecuacio´n anterior para cada valor del momento angular total
J . Puesto que J = j + l, donde j es el momento angular rotacional nuclear y l el
momento angular orbital relativo de A+BC, Arthur y Dalgarno encontraron conveniente
acoplar los armo´nicos esfe´ricos Yl,ml y Yj,mj para obtener una base de funciones que
sean funciones propias de los operadores Jˆ2, Jˆz, lˆ
2 y jˆ2 simulta´neamente [45]; es decir,
que el ca´lculo se lleva a cabo en la representacio´n del momento angular orbital (OAM
representation)
YJ,MJj l (R, r) =
j∑
mj=−j
l∑
ml=−l
〈
jlmjml
∣∣jlJM〉Ylml(R)Yj mj (r) (4.47)
Para un valor dado de J y MJ , la solucio´n exacta del Hamiltoniano molecular sera´
(Hˆ − E)∣∣ΨJMJ jl〉 = 0 (4.48)
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Expandimos la funcio´n de onda molecular
∣∣ΨJMJ jl〉 en te´rminos de las autofunciones de
la ecuacio´n (4.47)
∣∣ΨJMJ jl〉 =∑
j′
∑
l′
R−1gJjlj′,l′(R)YJ,MJj′l′ (R, r)
∣∣φ(r)j′〉 (4.49)
Utilizando esta expansio´n en la ecuacio´n (4.46) llegamos al siguiente sistema de ecua-
ciones acopladas:
~2
2µA,BC
[
− ∂
2
∂R2
+
l(l + 1)
R2
− k2j
]
gJjlj′,l′(R) +
∑
j′l′
〈
j′l′; J
∣∣V ∣∣jl; J〉gJjlj′,l′(R) = 0 (4.50)
donde k2j = (2µABC/~
2)(E − ǫj) representa los vectores de onda de cada canal.
Propagacio´n y ana´lisis asinto´tico
La ecuacio´n de canales acoplados (4.50) es propagada desde valores R→ 0, hasta va-
lores suficientemente grandes de R, donde el potencial de interaccio´n se anula. Para ello,
el programa Hibridon utiliza un propagador mixto Log-Derivative–Airy . El
propagador Log-Derivative resuelve las ecuaciones acopladas desde la zona cla´sicamente
prohibida hasta el final de la zona de interaccio´n fuerte. Posteriormente, el propagador
de Airy completa la propagacio´n en la zona de largo alcance, donde la derivada del
potencial es muy pequen˜a.
La combinacio´n de ambos propagadores resulta en un calculo que converge ra´pida-
mente, incluso cuando trabajamos a bajas energ´ıas, en cuyo caso es necesario propagar
a distancias muy grandes, o el nu´mero de estados internos a considerar es muy elevado.
Para una descripciones ma´s detalladas de estos propagadores ir a la seccio´n anterior
(4.2.1).
El punto del potencial donde termina el propagador Log-Derivative y comienza a
propagar el algoritmo de Airy debe ser determinado por convergencia del ca´lculo.
La propagacio´n de los estados estacionarios se hace sujeta a las condiciones de contorno
gJjlj′l′ (R = 0) = 0 (4.51)
y la condicio´n asinto´tica
(
gJjlj′l′
)
R→∞ ∼
1
k2j′
(
δjj′δll′ exp[−i(kjR− lπ/2]− SJj′l′,jl exp[−i(k′jR− l′π/2]
)
(4.52)
que define los elementos de la matriz de scattering para un valor dado del momen-
to angular total en la representacio´n OAM. La solucio´n completa al problema es una
combinacio´n lineal de los estados
∣∣ΨJMjl〉 [44]. Suponiendo que los vectores de onda
se desplazan en la direccio´n z del sistema de referencia, las amplitudes de scattering
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vendra´n dadas por la expresio´n
fEj′m′j ,jmj
=
∞∑
J=0
J∑
M=−J
J+j∑
l=|J−j|
J+j′∑
l′=|J−j′|
l′∑
m′
l
=−l′
(4.53)
×il−l′π1/2(2l + 1)1/2〈jlmj0∣∣jlJM〉〈j′llm′jm′l∣∣j′l′JM〉T Jj′l′,jlYl′m′l(R)
donde los s´ımbolos
〈 · · · ·∣∣ · · · ·〉 son los coeficientes de acoplamiento Clebsch-Gordan y
los coeficientes T Jj′l′,jl son los elementos de la matriz de transicio´n T
J , relacionada con
la matriz de scattering segu´n:
T Jj′l′,jl = δjj′δll′ − SJj′l′,jl (4.54)
Obtencio´n de las variables dina´micas
Una vez obtenida la matriz de scattering o, en su defecto la matriz T (el co´digo HI-
BRIDON obtiene directamente la matriz T ), es posible calcular las variables dina´micas.
A continuacio´n presentamos algunas de ellas.
La funcio´n de opacidad, o probabilidad de reaccio´n en funcio´n del momento angular
total se calcula a partir de la siguiente expresio´n
Pj′j(J) =
1
2mı´n(j, J) + 1
J+j∑
l=|J−j|
J+j′∑
l′=|J−j′|
|T Jj′l′jl|2 (4.55)
La seccio´n eficaz para el proceso j′ ←− j, denominada rotational energy tranfer (RET)
se obtiene pesando las funciones de opacidad acorde con la degeneracio´n del momento
angular total J segu´n:
σj′←j =
π
k2j
[2mı´n(j, J) + 1]
∑
J
(2J + 1)Pj′j(J) (4.56)
Acoplamiento del movimiento nuclear y electro´nico
En el estudio del scattering inela´stico del sistema Kr+OH(A) los ca´lculos tienen cier-
tas peculiaridades debido a que la mole´cula de OH es un sistema en capa abierta y, el
momento angular de spin electro´nico, S se acopla a los momentos angulares rotacionales
segu´n el esquema de acoplamiento caso Hund (b) [51]. En la presente seccio´n presenta-
remos las modificaciones ba´sicas en la solucio´n de las ecuaciones de canales acoplados
en este esquema de acoplamiento.
El caso Hund (b) describe aquellos sistemas en los que la rotacio´n del dia´tomo prevalece
sobre la separacio´n de los multipletes. Esta situacio´n suele darse en sistemas ligeros en
los que el acoplamiento spin–o´rbita es de´bil, o´ sistemas en los que la proyeccio´n del
momento angular orbital electro´nico, L, es nulo, |Λ| = 0 y por lo tanto el acoplamiento
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spin-o´rbita es nulo tambie´n. Adema´s, debido al reducido momento de inercia del dia´tomo,
la separacio´n entre estados rotacionales es muy grande. El momento angular orbital
electro´nico se encuentra fuertemente acoplado al eje internuclear, por lo que los distintos
valores de |Λ| se encuentran energe´ticamente muy separados. Por el contrario el spin
electro´nico S esta´ totalmente desacoplado de los ejes, por lo que su proyeccio´n MS es
totalmente desconocida, dando lugar a un ligero desdoblamiento de los niveles spin-
rotacionales.
En este caso, el Hamiltoniano molecular de la ecuacio´n (4.46) debe incluir adema´s un
te´rmino de acoplamiento, el acoplamiento spin–rotacional
Hˆ = − ~
2
2µA,BC
∇2R + HˆBC(r) + V (r,R, γ) + γ¯srNˆ Sˆ (4.57)
donde, ahora, el operador Nˆ es el momento angular rotacional de la diato´mica (no´tese
que hasta ahora se ha denominado jˆ) y Sˆ representa el spin electro´nico. γ¯sr es el ten-
sor de acoplamiento spin-rotacional. El Hamiltoniano rotacional, bajo este esquema de
acoplamiento se convierte en
HˆBC(r) = B[Nˆ − Lˆ]2 (4.58)
donde B representa la constante de rotacio´n. Este acoplamiento, en el caso concreto de
S=1/2 da lugar a la separacio´n de los dobletes en dos series: los estados f1 = N + S y
los estados f2 = N − S [51].
En el caso Hund (b) los nu´meros cua´nticos buenos son: ǫ (paridad de la funcio´n de
onda respecto de la inversio´n de coordenadas en el esquema SF), Λ (proyeccio´n del
momento angular orbital electro´nico), J y MJ (momento angular total y su proyeccio´n),
N (momento angular rotacional de la diato´mica), S (spin electro´nico) y j = N ± S
(momento angular rotacional total). El co´digo HIBRIDON lleva cabo la construccio´n de
estados de paridad definida ǫ, [52–54]
∣∣j,N, S,Λ〉 = 21/2 [ ∣∣N,S,Ms,Λ〉+ ǫ∣∣N,S,−MS ,−Λ〉] (4.59)
donde la paridad se define como ǫ = 2(N − j).
En el caso de S=1/2, los estados de paridad ǫ = +1 correspondera´n con la serie
de estados f2 = N − S y los estados de paridad ǫ = −1 correspondera´n con la serie
f1 = N + S. Las energ´ıas de los estados spin-rotacionales vienen dadas por la siguiente
expresio´n [52]
εN,ǫ = N(N + 1)B − (ǫ/2)[N + (ǫ+ 1)/2] γ¯sr (4.60)
Y, por tanto, la separacio´n entre dos estados spin rotacionales sera´
∆εsr = (2N + 1) γ¯sr (4.61)
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4.4. Scattering Reactivo para sistemas A + BC
Los ca´lculos QM time-independent para sistemas reactivos han sido llevados a cabo con
el co´digo ABC, de Manolopoulos y colaboradores [5]. Este co´digo resuelve las ecuacio-
nes de canales acoplados en coordenadas hiperesfe´ricas de Delves [55], bajo
un esquema fijo en el espacio, obteniendo finalmente la matriz de scattering
en la representacio´n de la helicidad.
Ecuaciones acopladas en el esquema body-fixed
El co´digo ABC resuelve las ecuaciones close-coupled en el esquema body-fixed (BF). En
el estudio del scattering cua´ntico reactivo, la formulacio´n de las ecuaciones en el esquema
BF se ha mostrado computacionalmente ma´s eficiente que aquella en el esquema SF [56].
Adema´s, el co´digo ABC utiliza como base asinto´tica la representacio´n de la helicidad,
en la que el nu´mero cua´ntico Ωα es aquel asociado a la proyeccio´n del momento angular
total J sobre el vector Rα de Jacobi para un reordenamiento dado (α). La componente
del momento angular orbital conjugado de Rα, lα, se anula en este esquema, por lo que
Ωα coincidira´ adema´s con la proyeccio´n del momento angular rotacional jα sobre dicho
eje en el esquema BF.
En primer lugar definimos las coordenadas de Jacobi escaladas en masa, para un
reordenamiento A + BC = α dado, sα y Sα, a partir de las coordenadas de Jacobi
como2
sα = d−1α rα Sα = dαRα (4.62)
Aqu´ı µ representa la masa reducida a tres cuerpos
µ =
[
mAmBmC
(mA +mB +mC)
]1/2
(4.63)
dα es el factor de escalado para el reordenamiento α, dado por
dα =
[
mA
µ
(
1− mA
mA +mB +mC
)]1/2
(4.64)
Para obtener el Hamiltoniano en el esquema BF partimos del Hamiltoniano en el
esquema SF, descrito adema´s en las coordenadas escaladas en masa de Jacobi [55, 56].[
− ~
2
2µ
(
1
sα
∂2
∂s2α
sα +
1
Sα
∂2
∂S2α
Sα
)
+
+
jˆ2α
2µs2α
+
lˆ2α
2µS2α
+ V (sα, Sα, γα)− E
] ∣∣ΨJMJα 〉 = 0 (4.65)
Es posible llevar a cabo una expansio´n en ondas parciales de la funcio´n de onda
2la descripcio´n es totalmente equivalente para el resto de reordenamientos
4.4. Scattering Reactivo para sistemas A + BC 59
molecular para un reordenamiento α determinado en una base de funciones BF en la
representacio´n de la helicidad [56] segu´n
∣∣ΨJMJα (sα, Sα)〉 = J∑
ωα=−J
DJMJΩα(φα, θα, 0)
∣∣ΨJΩαα (sα, Sα)〉 (4.66)
donde DJMJΩα(φα, θα, 0) es la matriz de rotacio´n de Wigner para los a´ngulos de polares
y azimutales de rotacio´n, φα y θα, del esquema BF al esquema SF. Introduciendo esta
expansio´n en la ecuacio´n (4.65) llegamos a un sistema de ecuaciones acoplado, que co-
necta los distintos valores de la helicidad, para un valor dado de J , en el esquema BF
segu´n [56]
HˆJΩα,Ωα
∣∣ΨJΩαα 〉+ HˆJΩα,Ωα+1∣∣ΨJΩα+1α 〉+ HˆJΩα,Ωα−1∣∣ΨJΩα−1α 〉 = E∣∣ΨJΩαα 〉 (4.67)
donde el te´rmino diagonal es
HˆJΩα,Ωα = −
~2
2µ
(
1
sα
∂2
∂s2α
sα +
1
Sα
∂2
∂S2α
Sα
)
+
jˆ2α
2µs2α
(4.68)
+
1
2µS2α
[J(J + 1)~2 − 2Ωα~jz,α + j2α] + V (sα, Sα, γα)
y los te´rminos no diagonales son
HˆJΩα,Ωα±1 =
1
2µS2α
[J(J + 1)− Ωα(Ωα ± 1)]1/2jˆ∓α (4.69)
Los operadores jˆ∓α son los operadores escalera del momento angular rotacional jα en el
sistema de referencia BF.
En las ecuaciones anteriores puede observarse co´mo los distintos valores de la
helicidad se acoplan u´nicamente a trave´s del operador de energ´ıa cine´tica
(y no a trave´s del potencial) que, en el esquema BF, ya no es diagonal. El
potencial electrosta´tico, que s´ı es diagonal en Ω, es el responsable del acoplamiento de los
distintos nu´meros rotacionales y vibracionales, en la zona asinto´tica, y sus equivalentes
en la zona de fuerte interaccio´n.
Coordenadas hiperesfe´ricas de Delves
En la propagacio´n de las ecuaciones acopladas para sistemas reactivos existe un pro-
blema fundamental: el conjunto de coordenadas que mejor describen los reactivos es
diferente de aquel que mejor describe los estados asinto´ticos de productos. Esto repre-
senta un gran inconveniente en los me´todos cua´nticos independientes del tiempo, donde
todas las regiones del espacio de coordenadas tienes que ser tratadas simulta´neamente y
el conjunto de coordenadas elegido debe conectar las diferentes regiones de modo suave.
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Este problema no surge en la descripcio´n cla´sica de las reacciones qu´ımicas, de modo que
se trata de un problema exclusivo del scattering reactivo. El co´digo ABC permite tratar
simulta´neamente los tres reordenamientos qu´ımicos posibles (A+BC, B+AC, C+AB)
usando las coordenadas hiperesfe´ricas de Delves [55, 57], que pueden definirse a partir
de las coordenadas de Jacobi escaladas en masa como
ρ =
√
S2α + s2α (4.70)
y
θα = tan−1(s2α/S
2
α) (4.71)
El hiperradio ρ define la coordenada de reaccio´n no enlazada. No´tese co´mo esta coorde-
nada no depende del reordenamiento qu´ımico. Sin embargo, el hipera´ngulo θα s´ı depende
del reordenamiento dado. En estas coordenadas, la ecuacio´n (4.65) se reescribe como
Hˆ = − ~
2
2µρ5
∂
∂ρ
ρ5
∂
∂ρ
+
1
2µρ
[
− ~
2
sin2 2θα
∂
∂θα
sin2 2θα
∂
∂θα
+
lˆ2α
cos2 θα
+
jˆ2α
sin2 θα
]
+ V (ρ, θα, γα) (4.72)
Para transformar este Hamiltoniano al esquema BF, seguimos el mismo procedimiento
que el descrito para las coordenadas de Jacobi (ecuacio´n (4.67)). Expandimos la funcio´n
de onda molecular en una base de funciones BF en coordenadas hiperesfe´ricas, en la
representacio´n de la helicidad, y aplicamos en la ecuacio´n (4.72). La expansio´n de la
funcio´n de onda nuclear es la siguiente [55]
∣∣ΨJMJ 〉 = 2 ∑
α,v,j,Ω
Pˆ (γα)DˆJΩMJ (α
′, β′, γ′)
gJα,v,j,Ω(ρ)
ρ5/2
∣∣φ(θα, ρ)〉
sin(2θα)
(4.73)
de este modo obtenemos un sistema de ecuaciones acopladas equivalente a la ecuacio´n
(4.67) en el esquema BF y coordenadas hiperesfe´ricas.
El co´digo ABC propaga la funcio´n, gJα,v,j,Ω(ρ), dependiente del hiperradio, dividiendo
el rango de e´ste en sectores. El programa no propaga directamente la funcio´n de onda,
sino que utiliza el propagador Log-Derivative, utilizando potenciales de referencia, des-
critos en la seccio´n 4.2.1. Adema´s, en el punto medio, ρ¯i, del sector i-e´simo se sustituyen
las funciones {∣∣φ(θαρ¯)〉} por una base de funciones localmente adiaba´ticas para las coor-
denadas que describen los grados de libertad ligados (los hipera´ngulos), {∣∣φ(θα; ρ¯i)〉}
[38, 41, 58]. Estas funciones para los hipera´ngulos se consideran fijas dentro de un sec-
tor, pero cambian entre sectores. Las funciones del hiperradio se propagan entre sectores
imponiendo la siguiente condicio´n de contorno para el l´ımite entre dos sectores
gi(ρ)
dρ
= Uii+1,i
(
gi+1(ρ)
dρ
)
(4.74)
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donde la matriz Ui+1,i es la matriz que conecta los elementos de las bases entre dos
sectores [41]
U i+1,in,n′ =
〈
φn(θα; ρ¯i+1)
∣∣φn′(θα; ρ¯i)〉 (4.75)
El nu´mero de sectores en el que se divide el rango de integracio´n debe determinarse por
convergencia. La propagacio´n de las ecuaciones acopladas se lleva a cabo desde un valor
de ρ = 0, hasta un valor ma´ximo del hiperradio, ρmax, donde se lleva a cabo el ana´lisis
asinto´tico del estado estacionario de scattering, obteniendo as´ı los elementos de la matriz
de scattering S, en la representacio´n de la helicidad.
En la pra´ctica, con el fin de hacer ma´s eficiente el co´digo, la base en la representacio´n
de la helicidad no es completa para valores altos del momento angular total, sino que se
trunca la serie en un valor ma´ximo de la helicidad |Ωmax|, que debe ser convergido. Por
otro lado, las ecuaciones acopladas no so´lo deben incluir los estados internos abiertos a
la energ´ıa total dada, sino que para que el ca´lculo sea correcto, adema´s deben incluir
aquellos cerrados. As´ı, es necesario determinar por convergencia la energ´ıa ma´xima hasta
la cua´l se consideran todos los estados internos, este´n abiertos o no a la energ´ıa total a
la cua´l se hace el ca´lculo. Sin embargo el co´digo ABC no es capaz de tratar los estados
del continuo, por lo que esta Emax debe ser, en todo caso, menor que la energ´ıa de
disociacio´n.
Ca´lculo observables dina´micos
Para el ca´lculo de los observables dina´micos, el co´digo ABC trabaja con los elementos
de matriz simetrizados [5], es decir, que dependen de la paridad. Los elementos de la
matriz de scattering desimetrizada esta´n relacionados con los elementos de las matrices
dependientes de la paridad a trave´s de la relacio´n:
SEJn′Ω′,nΩ = S
EJ
n′−Ω′,n−Ω =
√
(1 + δΩ′0)(1 + δΩ0)
2
[
SEJ,P=+1n′Ω′,nΩ + S
EJ,P=−1
n′Ω′,nΩ
]
(4.76)
SEJn′Ω′,n−Ω = S
EJ
n′−Ω′,nΩ =
(−1)J√(1 + δΩ′0)(1 + δΩ0)
2
[
SEJ,P=+1n′Ω′,nΩ − SEJ,P=−1n′Ω′,nΩ
]
(4.77)
donde n y n′ representan los nu´meros cua´nticos de los estados internos de reactivos y
productos respectivamente. No´tese que el nu´mero cua´ntico Ω so´lo puede tomar valores
entre 0 y mı´n (j, J). Ana´logamente Ω′ so´lo puede tomar valores entre 0 y mı´n (j′, J).
Adema´s, para una paridad determinada, el nu´mero cua´ntico Ω = 0 so´lo aparecera´ cuando
P = (−1)J . Para sistemas A + B2, donde la simetr´ıa de inversio´n nuclear es relevante,
el co´digo ABC tiene en cuenta adema´s la conservacio´n de la paridad del dia´tomo y, por
tanto, calcula separadamente los niveles con valores de j par e impar.
A continuacio´n vamos a describir brevemente co´mo calcular los principales observables
dina´micos a partir de los elementos de la matriz de scattering S. El primero de ellos es
la probabilidad de reaccio´n como funcio´n del momento angular total J , la cua´l viene
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dada por:
PEv′j′,vj(J) =
1
2mı´n(J, j) + 1
mı´n (J,j)∑
Ω=−mı´n (J,j)
mı´n (J,j′)∑
Ω′=−mı´n (J,j′)
∣∣∣SEJα′v′j′Ω′,αvjΩ∣∣∣2 (4.78)
A partir de esta relacio´n se puede obtener la seccio´n eficaz integral que vendra´ dada
por la suma incoherente de las diferentes ondas parciales.
σv′j′←vj(E) =
π
k2vj
1
2j + 1
Jmax∑
J=0
(2J + 1)
∑
ΩΩ′
∣∣∣SEJα′v′j′Ω′,αvjΩ∣∣∣2 (4.79)
La otra variable principal es la seccio´n eficaz diferencial (DCS). Para el ca´lculo de la
DCS debe calcularse, en primer lugar, la amplitud de scattering fΩ′Ω(θ) a partir de la
siguiente expresio´n [5]
fΩ′Ω(θ) =
1
2 i kvj
Jmax∑
J=0
(2J + 1) dJΩ′Ω(θ)S
EJ
α′v′j′Ω′,αvjΩ (4.80)
donde dJΩ′Ω(θ) es el elemento correspondiente de la matriz de rotacio´n reducida [5]. No´tese
como, este elemento introduce la dependencia con el a´ngulo de scattering, θ. Una vez
calculadas las amplitudes de probabilidad, la seccio´n eficaz diferencial resulta:
dσv′j′←vj
dω
=
1
2j + 1
∑
Ω′Ω
fΩ′Ω(θ)
∗fΩ′Ω(θ) =
1
2j + 1
∑
Ω′Ω
|fΩ′Ω(θ)|2 (4.81)
No´tese co´mo, a diferencia de la seccio´n eficaz integral, donde los valores dependen del
cuadrado de los te´rminos diagonales de las matrices de scattering, en la seccio´n eficaz
diferencial contribuyen los te´rminos no diagonales de las matrices de scattering para las
distintas ondas parciales.
Cap´ıtulo 5
Me´todos de Scattering (IV):
Me´todos de trayectorias
cuasicla´sicas (QCT)
5.1. Me´todo Cuasicla´sico de Trayectorias (QCT)
En los cap´ıtulos anteriores hemos visto co´mo es posible describir la dina´mica de un
sistema A+BC en colisio´n de un modo rigurosos bajo un esquema puramente cua´ntico.
En principio, si los ca´lculos QM esta´n bien convergidos, deben proporcionar la descrip-
cio´n ma´s precisa de una colisio´n. Sin embargo los me´todos QM presentan dos problemas
fundamentales. El primero es el elevado coste computacional. E´ste crece ra´pidamente
con la precisio´n requerida en los resultados. El segundo inconveniente es la propia natu-
raleza cua´ntica del proceso, que limita la informacio´n que puede ser extra´ıda sobre un
sistema. Esta restriccio´n, junto con lo poco intuitivo que resultan a nivel conceptual los
formalismos matema´ticos, dificultan en gran medida la interpretacio´n de los resultados.
De hecho, muy amenudo se recurren a explicaciones cla´sicas o semicla´sicas para explicar
los feno´menos cua´nticos.
Por este motivo, desde el nacimiento de la meca´nica cua´ntica, se ha recurrido al uso
de aproximaciones semicla´sicas para explicar la dina´mica de procesos que involucran
sistema´s con dos o´ ma´s a´tomos. Una de las aproximaciones semicla´sicas fundamentales
es considerar que el comportamiento nuclear es ba´sicamente cla´sico [1, 4]. Bajo esta
premisa podremos tratar los grados de libertad electro´nicos cua´nticamente, y simplificar
la dina´mica nuclear al movimiento cla´sico de los nu´clos bajo el campo de fuerzas impuesto
por los nu´cleos. Estos me´todos se denominan, de modo general, me´todos de trayectorias
cla´sicas. Conceptualmente, la validez de esta aproximacio´n se basa en el hecho de que
el movimiento nuclear puede considerarse en gran medida dentro del marco establecido
por el Principio de Correspondencia de Bohr1.
Esta aproximacio´n, obviamente, no tiene en cuenta los efectos puramente cua´nticos
1El Principio de Correspondencia de Bohr establece la convergencia de las meca´nicas Cla´sica y Cua´ntica
en los l´ımites de altas energ´ıas, masas elevadas, y nu´meros cua´nticos grandes [59].
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nucleares que podemos encontrar (resonancias, tunelling, estados cuasi-ligados, efecto de
cero punto de energ´ıa (ZPE), efectos no adiba´ticos, etc.). Por lo tanto, e´sta sera´ tanto
ma´s va´lida cuanto menor sea el comportamiento cua´ntico del sistema. Pese a todo, y de
modo sorprendente, los me´todos cla´sicos de trayectorias han mostrado, por lo general,
ser un buen complemento a las metodolog´ıas cua´nticas [60].
Histo´ricamente, los primeros estudios sobre scattering reactivo fueron llevados a cabo
en te´rminos de trayectorias cla´sicas, durante los an˜os 30, si bien no fue hasta los an˜os
60 cuando se tuvo al alcance los me´todos y medios que permitieran hacerlo de modo
riguroso. De hecho, los me´todos cla´sicos actuales son pra´cticamente los mismos que los
presentados por Karplus et al. en 1965 [61]. En los an˜os siguientes los procedimientos
cla´sicos fueron sustituidos gradualmente por aproximaciones cua´nticas. Sin embargo,
desde finales de los 80, el empleo de me´todos cua´nticos ma´s precisos puso en evidencia
el cara´cater erro´neo de muchas de las aproximaciones usadas en los me´todos cua´nticos
ma´s primitivos y, sorprendentemente mostro´ co´mo la mayor´ıa de las reacciones qu´ımicas
tiene un comportamiento ma´s cla´sico del que cabr´ıa esperar. Esto llevo´ a retomar las
metodolog´ıas cla´sicas para el estudio de colisiones reactivas [62].
Las aproximaciones cla´sicas se han revelado, despue´s de su aplicacio´n a una gran
variedad de sistemas, como una metodolog´ıa de gran fiabilidad en la mayor´ıa de los
casos. Adema´s han probado ser una herramienta muy u´til en la determinacio´n de los
mecanismos microsco´picos y el efecto de la forma de la superficie sobre los movimien-
tos nucleares dada la “localidad” del potencial cla´sico frente a la ”no localidad”de los
potenciales cua´nticos. Con todas estas consideraciones, los me´todos cla´sicos presentan
una ventaja fundamental frente a los me´todos cua´nticos: en la mayor´ıa de los casos la
relacio´n entre calidad de los resultados y el coste computacional es mucho ma´s favorable
que en los ca´lculos cua´nticos, lo que supone una gran ventaja al escalar a sistemas ma´s
complejos.
As´ı, el problema fundamental a la hora de usar los me´todos cla´sicos reside en saber
cua´ndo los efectos cua´nticos sera´n importantes, ya que en estos casos no es de esperar
que describan adecuadamente los procesos de scattering reactivo. Au´n cuando el siste-
ma presente un comportamiento cua´ntico marcado, el uso de me´todos cla´sicos estara´
justificado por la necesidad de discernir los efectos puramente cua´nticos de aquellos que
pueden ser explicados por la dina´mica cla´sica en la superficie de energ´ıa potencial (los
denominados puramente cla´sicos)
En el presente cap´ıtulo daremos una descripcio´n detallada del Me´todo Cuasicla´sico de
Trayectorias, QCT (Quasiclassical Trajectory). En esencia, el me´todo QCT resuelve las
ecuaciones cla´sicas de movimiento nuclear en el campo de fuerzas descrito por la super-
ficie de energ´ıa potencial, para un colectivo de sistemas bajo unas condiciones iniciales
dadas [4]. El prefijo“cuasi”procede del hecho de que, si bien las trayectorias se propagan
cla´sicamente, en la as´ıntota de reactivos los sistemas se preparan en estados energe´ticos
discretos que emulan los estados cua´nticos. Para ello, como veremos, se establecen las
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coordenadas y los momentos de tal modo que la energ´ıa interna cla´sica (ro-vibracional)
de reactivos coincida con el estado cua´ntico deseado. Una vez fijadas las condiciones
iniciales, esta restriccio´n es relajada de tal modo que el sistema evolucione u´nicamente
bajo las leyes cla´sicas hasta que e´ste alcance la as´ıntota de productos o´ bien regrese a
la de reactivos. Finalmente se realiza una asignacio´n de “nu´meros cua´ntico reales” para
los productos con el fin de equiparar la energ´ıa interna cla´sica a los estados cua´nticos
ro-vibracionales.
Aunque, en principio este me´todo fue desarrollado para estudiar la dina´mica nuclear
en una u´nica superficie de energ´ıa potencial (dina´mica Born-Oppenheimer), en el cap´ıtu-
lo siguiente vemos co´mo es posible extender de modo exitoso este esquema, al estudio de
los feno´menos no adiaba´ticos que tienen lugar en las colisiones a´tomo–dia´tomo, median-
te el uso de un algoritmo que calcule las probabilidades semicla´sicas de tra´nsito entre
superficies de energ´ıa potencial.
De aqu´ı en adelante, para todos los desarrollos matema´ticos, supondremos que traba-
jamos en un sistema de tres cuerpos, A + BC, donde B y C forman una mole´cula estable
y A es el a´tomo incidente.
5.2. Ecuaciones de Hamilton
Para propagar las trayectorias cla´sicas utilizaremos la formulacio´n cla´sica de la Me-
ca´nica propuesta por el matema´tico irlande´s William Rowan Hamilton en 1833[63]. Si
bien e´sta es equivalente a las ecuaciones de Newton o las de Lagrange, difiere de ellas
en que, mientras que las anteriores establecen un conjunto de ecuaciones acopladas de
segundo orden en un espacio de coordenadas de n dimensiones (donde n es el nu´mero
de grados de libertad del sistema), e´sta utiliza un conjunto de ecuaciones acopladas de
primer orden en un espacio de coordenadas de dimensio´n 2n.
Para poder escribir las ecuaciones de Hamilton necesitamos, en primer lugar, definir un
sistema de coordenadas. El sistema ma´s general es un sistema de referencia Cartesiano fijo
en el espacio, representado por tres coordenadas para cada nu´cleo, x ≡ {xi; i = 1, ..., 3N},
y los momentos conjugados a estas coordenadas, p ≡ {pi; i = 1, ..., 3N}. El Hamiltoniano
en este sistema de coordenadas resulta:
H(x,px) = T(px) +V(x) (5.1)
donde V(x) representa la funcio´n del potencial y T(px) es el te´rmino cine´tico
T(px) =
3∑
i=1
(
1
2mA
p2xi +
1
2mB
p2xi+3 +
1
2mC
p2xi+6
)
(5.2)
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De esta forma, las 18 ecuaciones de Hamilton resultan:
x˙i ≡ dxi
dt
=
∂H
∂pxi
=
∂T
∂pxi
(i = 1, ..., 9) (5.3)
p˙xi ≡
dpxi
dt
= −∂H
∂xi
= −∂V
∂xi
(i = 1, ..., 9) (5.4)
Se puede probar, adema´s, que el potencial es independiente del sistema de coordenadas
escogido, y so´lo depende de la posicio´n relativa de las part´ıculas. Es decir, que han de
existir una serie de coordenadas c´ıclicas. En Meca´nica Hamiltoniana se llaman coordena-
das c´ıclicas a aquellas coordenadas que no aparecen expl´ıcitamente en el Hamiltoniano, y
por tanto permiten llevar a cabo una separacio´n de variables para resolver las ecuaciones,
reduciendo la dimensio´n de las mismas. Vamos a probar que las coordenadas del centro
de masas del sistema entero forman un conjunto c´ıclico de coordenadas. Para ello vamos
a cambiar a un nuevo sistema de coordenadas en el cual las tres coordenadas del centro
de masas son tres de las nueve coordenadas, S. En el caso particular de A + BC, vamos
a establecer un sistema en el que un vector R = (Q1, Q2, Q3) marque la separacio´n de
A respecto del centro de masas de BC (coordenadas generalizadas) y un segundo vector
r = (q1, q2, q3) establezca la distancia internuclear del dia´tomo BC (coordenadas inter-
nas). Este sistema de coordenadas generalizadas en el caso de tres cuerpos es conocido
tambie´n como coordenadas de Jacobi. Asociados a estos tres vectores tenemos los tres
momentos conjugados p, P y PS .
El Hamiltoniano, reescrito en el nuevo sistema de coordenadas resulta
H(r,R,S, p,P,Ps) = T(p,P ,Ps) +V(r,R) (5.5)
donde te´rmino cine´tico es
T(p,P ,Ps) =
3∑
i=1
(
1
2µBC
p2i +
1
2µA,BC
P 2i +
1
2(mA +mB +mC)
P 2si
)
(5.6)
y las masas reducidas se definen como
µBC ≡ mBmC
mB +mC
(5.7)
µA,BC ≡ mA(mB +mC)
mA +mB +mC
(5.8)
El Hamiltoniano total puede ser ahora descompuesto en dos contribuciones; una que
depende u´nicamente del operador cine´tico del centro de masas y otro que depende de
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las coordenadas y momentos relativos.
H(r,R,S, p,P,Ps) = T(Ps) +T(p, P ) +V(r,R)
H(r,R,S, p,P,Ps) = HCM(Ps) +Hmol(r,R, p,P ) (5.9)
Una vez llevada a cabo esta separacio´n de variables podemos abordar la solucio´n del pro-
blema mediante un sistema de 12 ecuaciones acopladas. De aqu´ı en adelante llamaremos
H al Hamiltoniano que depende de las coordenadas relativas. Formulamos de nuevo las
ecuaciones de Hamilton en el sistema de coordenadas generalizadas:
q˙i =
∂H
∂pi
=
∂T
∂pi
Q˙i =
∂H
∂Pi
=
∂T
∂Pi
p˙i = −∂H
∂qi
= −∂V
∂qi
P˙i = − ∂H
∂Qi
= − ∂V
∂Qi
(5.10)
Por lo general las superficies de energ´ıa potencial para tres cuerpos vienen descritas
como funciones de tres argumentos. E´stos suelen ser, o bien las distancias internucleares,
o´ los mo´dulos de los vectores de Jacobi y el a´ngulo que forman. En estos casos podemos
reescribir las derivadas del potencial del siguiente modo:
p˙i = −
3∑
k=1
∂V
∂Rk
∂Rk
∂qi
P˙i = −
3∑
k=1
∂V
∂Rk
∂Rk
∂Qi
(5.11)
donde la dependencia de las coordenadas k respecto de las coordenadas internas gene-
ralizadas es, en el caso de las coordenadas internucleares:
RAC =
[
3∑
i=1
(
mC
mB +mC
qi +Qi
)2]1/2
RBC =
[
3∑
i=1
q2i
]1/2
RAB =
[
3∑
i=1
(
mB
mB +mC
qi −Qi
)2]1/2
(5.12)
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Si lo que tenemos es el potencial en funcio´n de las coordenadas entonces:
r =
[
q21 + q
2
2 + q
2
3
]1/2
R =
[
Q21 +Q
2
2 +Q
2
3
]1/2
cos γ =
q1Q1 + q2Q2 + q3Q3
rR
(5.13)
5.2.1. Aproximacio´n de Rotor-R´ıgido
En el estudio del scattering inela´stico y la tranferencia de energ´ıa rotacional (RET)
utilizaremos el modelo del rotor r´ıgido. Es decir, consideraremos que el dia´tomo BC tiene
una distancia internuclear constante, que normalmente se establece en la distancia de
equilibrio del estado electro´nico a estudiar.
En el contexto de las trayectorias semicla´sicas, esta restriccio´n puede ser introducida
con el me´todo de los multiplicadores de Lagrange. Para ello sustituimos la variacio´n
temporal del momento lineal de la diato´mica, p˙i, por[64]
p˙i = −∂V (r,R)
∂qi
+ λqi (5.14)
donde el multiplicador λ se define como
λ =
1
r2
(
r · ∇rV (r,R)− p
2
µBC
)
(5.15)
5.3. Ca´lculo de los estados internos de la mole´cula diato´mica
Como se ha introducido, el me´todo QCT prepara inicialmente el sistema en un estado
interno “cua´ntico”, es decir, con una energ´ıa interna cuyo valor es obtenido a
partir de una cuantizacio´n semicla´sica de los grados de libertad rotacional
y vibracional. Para obtener la energ´ıa rotacional de una mole´cula diato´mica asociada
a un nu´mero cua´ntico rotacional, basta con recurrir a la cuantizacio´n semicla´sica del
momento angular
|j|2 = j(j + 1)~2 (5.16)
por lo que la energ´ıa rotacional resulta
Erot =
j(j + 1)~2
2µBCr2
(5.17)
donde r es la distancia internuclear BC. Obtenemos los autovalores semicla´sicos del
movimiento vibracional utilizando la cuantizacio´n semicla´sica de la accio´n cla´sica, a
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trave´s de la regla de Bohr-Sommerfeld.∮
p(q)dq = (n+
1
2
) (5.18)
que en el caso unidimensional de un oscilador se transforma en
2
∫ qmax
qmin
p(r)dr = (v +
1
2
)h (5.19)
1
π
∫ qmax
qmin
p(r)dr = (v +
1
2
)~ (5.20)
Para un oscilador unidimensional, la energ´ıa vibracional cla´sica, teniendo en cuenta el
te´rmino centr´ıfugo, sera´
Evib =
p2
2µBC
+ V (r) + Erot (5.21)
Despejamos el momento y lo introducimos en la ecuacio´n 5.19. Tenemos en cuenta que
la integracio´n ha de efectuarse entre los puntos de retorno cla´sicos r+ y r−.
1
π
∫ r+
r−
dr
[
2µBC(Evib − V (r)− j(j + 1)~
2
2µBCr2
)
]1/2
= (v +
1
2
)~ (5.22)
La resolucio´n de esta ecuacio´n proporcionara´ la energ´ıa de un oscilador Evib = Ev,j
en el estado interno v, j, donde e´stos corresponden con nu´meros enteros, y los puntos
de retorno cla´sicos que satisfacen la ecuacio´n 5.22. En este trabajo hemos utilizado el
me´todo de la Cuadratura de Gauss para resolverla [65].
Una vez conocida la energ´ıa interna de BC, podemos calcular el periodo vibracional
τµBC . El periodo vibracional sera´ el doble del tiempo que tarda en recorrer la distancia
r+→ r−. Partimos de la definicio´n de momento lineal a lo largo de la coordenada r:
p(r)
µBC
=
dr
dt
(5.23)
Introducimos la definicio´n del momento de la ecuacio´n 5.21, e integramos entre los puntos
de retorno:
τBC
2
=
∫ t+
t−
dt =
∫ r+
r−
dr
µBC[
2µBC
(
Evib − V (r)− j(j + 1)~
2
2µBCr2
)]1/2 (5.24)
5.4. Condiciones iniciales
Antes de integrar las ecuaciones de Hamilton, es necesario especificar las condiciones
iniciales para cada trayectoria, es decir el conjunto de posiciones y momentos para t = 0
70 5. Me´todos de Scattering (IV): Me´todos de trayectorias cuasicla´sicas (QCT)
sera´n.
R = (Qox, Qoy, Qoz)
P = (P ox, P oy, P oz)
r = (qox, qoy, qoz)
p = (pox, poy, poz)
Estos valores iniciales se pueden expresar en funcio´n de un conjunto de para´metros de
colisio´n, es decir, un conjunto de para´metros geome´tricos que caracterizan de manera
un´ıvoca a una trayectoria y que, al variar de modo aleatorio, muestrean el espacio de
fases para los reactivos.
En principio no hay un u´nico me´todo para hacer el sampling. En este apartado expli-
caremos uno de los me´todos, en el que se cuantiza la energ´ıa vibrorrotacional, mientras
que para el momento angular orbital se realiza un muestreo continuo a trave´s del pa-
ra´metro de impacto. Otro tipo de muestreo, que no sera´ explicado [19], cuantiza los
estados internos y el momento angular total. E´sto puede ser muy u´til a la hora de com-
parar los resultados cla´sicos con los obtenidos mediante metodolog´ıas cua´nticas en los
cuales, como veremos, los resultados se obtienen para “ondas parciales”, es decir, para
valores concretos del momento angular total. Para el primer me´todo, el procedimiento
es el siguiente:
1) Supongamos una colisio´n A + BC como la que se esta´ tratando. En primer lugar
el dia´tomo BC se prepara en un estado cua´ntico definido tal como se ha descrito ante-
riormente, obteniendo la energ´ıa interna (Ev,j), el periodo vibracional para ese estado
interno (τBC) y los puntos cla´sicos de retorno (r+ y r−).
2) Como distancia inicial entre A y BC, es decir, el mo´dulo de R, establecemos una
distancia inicial ρ tal que la interaccio´n entre ellos sea virtualmente nula. Tambie´n debe-
mos definir el para´metro de impacto para la colisio´n. Debemos muestrear el conjunto de
valores desde un para´metro mı´nimo (normalmente cero) hasta el para´metro de impacto
ma´ximo para el cual se produce intercambio de energ´ıa. Para ello utilizamos un muestreo
de b proporcional2 a b2 . Sea ξ un nu´mero aleatorio comprendido en el intervalo (0-1):
b =
√
ξ(b2max − b2min)− bmin (5.25)
Sin perdida de generalidad consideramos que el a´tomo A y el centro de masas de la
mole´cula BC yacen inicialmente en el plano yz, estando A a valores negativos de z,
luego la coordenada x = 0. El centro de masas de la mole´cula BC se situara´ en el origen
de coordenadas. El para´metro de impacto determinara´ la coordenada y del vector R. La
2Esto permite expresar fa´cilmente la seccio´n eficaz como σ = pi(bmax − bmin)
2P , donde P = N/NTOT
es la probabilidad cla´sica, N el nu´mero de trayectorias “que sufren el proceso” y NTOT el nu´mero
total de trayectorias
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coordenada z la obtenemos a partir del mo´dulo de R. As´ı obtenemos
Qx = 0
Qy = b
Qz = −
√
ρ2 − b2
3) Ahora calculamos las componentes de P . El mo´dulo del vector vendra´ determinado
por la energ´ıa de colisio´n a trave´s de la relacio´n |P | = √2µA,BCEcol. Asinto´ticamente
A se desplaza en la direccio´n de las z positivas, luego todo el momento estara´ en esa
componente:
Px = 0
Py = 0
Pz =
√
2µA,BCEcol
Si queremos barrer un rango de energ´ıas haremos un muestreo continuo en energ´ıas desde
un valor mı´nimo hasta un valor ma´ximo. De este modo, en caso de necesitar reproducir
una distribucio´n energe´tica (como puede ser una distribucio´n de Maxwell-Boltzman),
bastara´ con otorgarle un peso a cada trayectoria proporcional al valor de la energ´ıa de
colisio´n en la distribucio´n.
4) La orientacio´n del dia´tomo en el sistema de referencia puede ser explicado en
te´rminos de coordendas polares, donde el a´ngulo θr es el a´ngulo polar que forma el
vector r con el eje z. El a´ngulo azimutal φr es el a´ngulo formado entre la proyeccio´n
de r sobre el plano xy y el eje x (ver figura 5.1). Necesitamos barrer todas las posibles
orientaciones iniciales del dia´tomo. Para ello seleccionamos aleatoriamente los a´ngulos
del siguiente modo:
θr = arc cos(−1 + 2 ξ)
φr = 2πξ
Donde en ambos casos ξ es un nu´mero aleatorio comprendido entre 0 y 1. De este modo
las componentes del vector r resultan:
qx = r sin θr cosφr
qy = r sin θr sinφr
qz = r cos θr
donde r es el mo´dulo del vector r. Este mo´dulo tambie´n debe ser muestreado entre
los dos puntos cla´sicos de retorno. Por conveniencia, como se explicara´ en el siguiente
punto, en lugar de muestrear directamente los valores de r, para cada trayectoria se elige
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Figura 5.1
Esquema de la orientacio´n relativa inicial de una colisio´n A+BC en el sistema de referencia fijo en el espacio (SF).
r como uno de los puntos de retorno cla´sico. El muestreo de r se hara´ indirectamente
aumentando el mo´dulo inicial del vector R una cantidad aleatoria, relacionada con el
periodo vibracional y la energ´ıa de colisio´n, de tal modo que cuando la trayectoria pase
por el punto establecido inicialmente como distancia |R| = ρ, el dia´tomo este´ en una fase
de la vibracio´n aleatoria. As´ı sustituimos el para´metro ρ definido anteriormente por:
ρ′ = ρ+
1
2
ξ τBC
√
2Ecol
µA,BC
(5.26)
donde ξ es un nu´mero aleatorio entre 0 y 1.
5) Por u´ltimo vamos a definir el momento lineal p y sus componentes. Para ello des-
componemos p como la suma de dos contribuciones, una paralela a r y otra perpendicular
p = p⊥+p‖. Fijado el valor del momento angular rotacional, el mo´dulo de la componente
perpendicular vendra´ definido por la expresio´n:
√
j(j + 1)~ = r p⊥ −→ p⊥ =
√
j(j + 1)~
r
(5.27)
Al fijar r como uno de los puntos de retorno cla´sicos, la componente p‖ se hace cero, por
lo que p = p⊥. Por lo tanto,
|p| = ~
r±
√
j(j + 1) (5.28)
Esto que hemos hecho es equivalente a barrer el espacio de configuraciones iniciales en
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un sistema body-fixed (fijo en el cuerpo) (r, p⊥, j) y transformarlo en un sistema fijo en
el espacio (X,Y, Z) a trave´s de los a´ngulos de Euler (φr, θr, ηj) [19]. Los a´ngulos φr y
θr ya han sido previamente muestreados. Tan so´lo queda seleccionar aleatoriamente el
a´ngulo ηj entre 0 y 2π. La orientacio´n vector p en el sistema space-fixed vendra´ as´ı dada
por:
px = |p⊥|(− cosφr cos θr sin ηj − sinφr cos ηj)
py = |p⊥|(− sinφr cos θr sin ηj + cosφr cos ηj)
pz = |p⊥| sin θr sin ηj
5.5. Propagacio´n de la trayectoria
Una vez se han se han generado aleatoriamente las condiciones iniciales de la trayecto-
ria, el siguiente paso es propagar la trayectoria. Integramos nume´ricamente el sistema de
ecuaciones diferenciales ordinarias. Cada trayectoria es propagada hasta que se cumplan
dos condiciones. La primera condicio´n es que la colisio´n haya tenido lugar. La segunda es
que dos de las distancias internucleares superen un l´ımite prefijado (normalmente 10-12
Å). La coordenada relativa ma´s pequen˜a nos informara´ acerca del canal de salida de la
colisio´n.
La integracio´n es el proceso ma´s costoso computacionalmente, y el que conduce a ma´s
errores. Durante la integracio´n se explora la superficie de energ´ıa potencial. Cuantos
ma´s puntos del potencial se demanden a lo largo de una trayectoria, mayor precisio´n
tendremos en la integracio´n. Sin embargo no podemos reducir demasiado el paso de
integracio´n puesto que el coste computacional se disparar´ıa y los errores acumulados por
truncamiento y redondeo pueden llegar a ser significativos.
Por eso necesitamos algoritmos de integracio´n que equilibren estos dos efectos [66]. El
algoritmo de integracio´n utilizado es el me´todo predictor-corrector de Hamming. Este es
un me´todo de integracio´n multipaso, ampliamente testado. Para iniciar este algoritmo
necesitamos varios puntos previamente calculados. Por ello la trayectoria se inicia con
un me´todo de un paso; normalmente el me´todo de Runge-Kutta de cuarto orden.
Para comprobar la bondad de la integracio´n tenemos varias opciones. Una de ellas es
invertir la direccio´n temporal de la integracio´n, una vez hemos llegado a los productos.
Si haciendo e´sto llegamos al punto de donde hemos partido, la integracio´n habra´ sido
precisa. Este me´todo, obviamente, es ineficaz. Por ello lo ma´s normal, es comprobar
la conservacio´n de los invariantes del sistema. Es decir, la energ´ıa total, y el momento
angular total.
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5.6. Ana´lisis de la trayectoria
Una vez finalizada la integracio´n de la trayectoria e identificada la mole´cula diato´mica
producto, se procede a hacer un ana´lisis de las condiciones finales [4]. Para ello resulta
conveniente transformar nuestro sistema de coordenadas a otro en el que el Hamiltoniano
sea asinto´ticamente separable, es decir,
H(r′,R′, p′, P ′) ∼ Trel(P ′) +Hint(r′, p′) (5.29)
siendo r′ y p′ las coordenadas internas de la mole´cula diato´mica producto y sus momentos
conjugados. R′ y P ′ son las coordenadas relativas en el nuevo sistema de referencia.
Puesto que la trayectoria se ha integrado en las coordenadas generalizadas apropiadas
para los reactivos, hay que derivar expresiones para las coordenadas de los productos en
te´rminos de las correspondientes para los reactivos. Por supuesto, en el caso de procesos
ela´sticos o inela´sticos la diato´mica producto es la misma que la diato´mica reactiva y
por tanto no es necesario realizar ninguna transformacio´n. Lo mismo ocurre con el canal
disociativo ( A + B + C).
El proceso para conectar ambos conjuntos de coordenadas pasa por redefinir las coor-
denadas internas generalizadas en te´rminos de las coordenadas cartesianas de los reacti-
vos (x) para un sistema de referencia fijo en el espacio. Definimos la matriz de transfor-
macio´n T de dimensio´n 9×9 
r
R
S
 = T x (5.30)
Donde r=(q1, q2, q3), R = (Q1, Q2, Q3) y S = (S1, S2, S3), de tal modo que las coorde-
nadas de reactivos se escriban como:
qi = xi+6 − xi+3
Qi = xi − 1(mB +mC) (mBxi+3 +mCxi+6)
Si =
1
(mA +mB +mC)
(mAxi +mBxi+3 +mCxi+6) (5.31)
Ana´logamente podemos obtener una matriz de transformacio´n T′, de dimensio´n 6×9,
del sistema space-fixed al de coordenadas generalizadas para productos[
r′
R′
]
= T′x (5.32)
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Multiplicando por T−1 en ambos te´rminos de la ecuacio´n anterior obtenemos
x = T−1

r
R
S
 (5.33)
Sustituimos en la ecuacio´n 5.32 obteniendo la transformacio´n que busca´bamos:
[
r′
R′
]
= T’T−1

r
R
S
 (5.34)
Los dos canales de productos tendra´n (AB + C y AC + B) matrices de transformacio´n
distintas. As´ı pues obtenemos las siguientes relaciones:
Canal C + AB:
q′i = −
mC
mB +mC
qi − Qi
Q′i = −
mBM
(mA +mB)(mB +mC)
qi +
mA
mA +mB
Qi
Canal B + AC:
q′i =
mB
mB +mC
qi − Qi
Q′i =
mCM
(mA +mC)(mB +mC)
qi +
mA
mA +mC
Qi
Para la transformacio´n de los momentos, basta con derivar las expresiones de las nuevas
coordenadas respecto del tiempo, teniendo en cuenta que
p′i = mq˙′i
p′i = µQ˙′i (5.35)
Canal C + AB:
p′i = −
µAB
µBC
mC
mB +mC
pi − µAB
µA,BC
Pi
P ′i = −
µC,AB
µBC
mBM
(mA +mB)(mB +mC)
qi +
µC,AB
µA,BC
mA
mA +mB
Pi
Canal B + AC:
p′i =
µAC
µBC
mB
mB +mC
pi − µAC
µA,BC
Pi
P ′i =
µB,AC
µBC
mCM
(mA +mC)(mB +mC)
qi +
µB,AC
µA,BC
mA
mA +mC
Pi
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Bajo el marco del nuevo sistema de coordenadas podemos calcular una serie de mag-
nitudes que nos sera´n u´tiles en un ana´lisis posterior.
Hamiltoniano del sistema (ETOT)
El Hamiltoniano del sistema, o lo que es lo mismo, la energ´ıa total, puede reescribirse
en te´rminos del nuevo sistema de coordenadas como,
H′ =
1
2µ
P ′2 +
1
2m
p′2 +V(r′,R′) (5.36)
La energ´ıa total en ausencia de campos externos es una constante de movimiento, es
decir, que es independiente del sistema de coordenadas y se conserva. En los ca´lculos
QCT se suele tomar como criterio de calidad de la integracio´n la conservacio´n de la
energ´ıa total, comparando su valor al inicio y al final. Se considera que la integracio´n es
suficientemente buena con errores relativos menores que 1 en 100000.
Los dos u´ltimos te´rminos de la ecuacio´n anterior constituyen la energ´ıa interna. En
las as´ıntotas este valor es la energ´ıa rovibracional del dia´tomo.
Momento Angular (J , ℓ, j)
El momento angular total es otra de las constantes de movimiento. As´ı el valor ha de
conservarse y es independiente del sistema de coordenadas elegido. Sin embargo no se
utiliza como criterio de calidad en la integracio´n puesto que su valor casi no var´ıa incluso
si la integracio´n ha introducido muchos errores.
J = J ′ = R′ × P ′ + r′ × p′ (5.37)
El primer sumando corresponde con el momento angular orbital de productos ℓ′. E´ste
estara´ relacionado con el para´metro de impacto a la salida del mismo modo que el mo´dulo
de ℓ y b lo esta´n en el canal de entrada.
ℓ′ = R′ × P ′ (5.38)
y j′ el momento angular rotacional de la diato´mica producto
j′ = r′ × p′ (5.39)
Estos vectores toman valores continuos en el espacio de fases de productos. Para com-
parar los resultados QCT con los ca´lculos cla´sicos podemos llevar a cabo la asignacio´n
de un nu´mero cua´ntico “real” a trave´s de la cuantizacio´n:
|ℓ′|2 = l′(l′ + 1)~2 (5.40)
|j′|2 = j′(j′ + 1)~2 (5.41)
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aunque en algunas ocasiones puede ser conveniente utilizar la cuantizacio´n semicla´sica
|ℓ′|2 = (l′ + 1/2)2~2 (5.42)
|j′|2 = (j′ + 1/2)2~2 (5.43)
En principio ambas cuantizaciones producen resultados similares excepto para j = 0.
Normalmente, a la hora de hacer estad´ıstica, este valor real del nu´mero cua´ntico se
aproxima al entero ma´s cercano.
Velocidad relativa y a´ngulo de scattering
El vector velocidad relativa es proporcional al momento P ′, siendo su mo´dulo:
v′rel =
1
µ
|P ′| (5.44)
La correlacio´n v − v′ es una de las correlaciones vectoriales ma´s utilizadas a la hora
de extraer informacio´n a cerca del mecanismo de reaccio´n. El a´ngulo de scattering se
expresa como:
cos θ =
vrel · v′rel
|vrel||v′rel| (5.45)
Energ´ıas rotacional y vibracional de la diato´mica
Una vez que tenemos asignado el nu´mero cua´ntico rotacional de productos, en principio
ser´ıa fa´cil asignarle una energ´ıa rotacional al sistema considerando un rotor r´ıgido con
una correccio´n centr´ıfuga. La energ´ıa vibracional la podr´ıamos calcular como la diferencia
entre la energ´ıa interna y la energ´ıa rotacional. Despue´s se recurrir´ıa a una cuantizacio´n
semicla´sica para obtener el nu´mero cua´ntico vibracional [67].
En lugar de esto, con el fin de conseguir una mayor precisio´n, se recurre al ajuste de
la energ´ıa interna previamente calculada [68] a los niveles internos cua´nticos descritos
en forma de una serie en potencias de v′ y j′ (serie de Dunham), una vez conocida la
energ´ıa interna y el nu´mero cua´ntico rotacional.[69]
εint(v′, j′) =
∑
i
∑
k
Yi,k
(
v′ + 1/2
)i (
j′(j′ + 1)
)k
(5.46)
Habitualmente se toman 20 te´rminos en la serie, 5 potencias en (v′+ 12) y 4 en j
′(j′+1),
siendo el resto potencias cruzadas de ambos. Los coeficientes de cada te´rmino de la
expansio´n se calculan previamente por un ajuste de los autovalores de los potenciales
diato´micos de las as´ıntotas.
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Asignacio´n de pesos estad´ısticos
En los ca´lculos cua´nticos, los estados vibracionales y rotacionales finales esta´n perfec-
tamente definidos. Por eso para comparar las propiedades reactivas estado a estado con
nuestros resultados QCT necesitaremos hacer una asignacio´n de nu´meros cua´nticos tal
como se ha descrito anteriormente. En principio es lo´gico pensar que a la hora de contar
el nu´mero de trayectorias que acaban en un estado cua´ntico concreto, se aproxime el va-
lor real obtenido al entero ma´s cercano. Este me´todo se conoce como Histogrammatic
Binning (HB), puesto que al asignar el valor del entero ma´s cercano, lo que estamos
haciendo en realidad son histogramas.
Por otro lado podemos pensar que no todas trayectorias deben tener igual peso esta-
d´ıstico, sino que aquellas cuyo nu´mero cua´ntico real este´ ma´s pro´ximo a un valor entero
deber´ıan tener un peso estad´ıstico mayor. Una primera aproximacio´n a esta idea es con-
siderar un intervalo ma´s pro´ximo al nu´mero entero a la hora de cuantizar. Es decir, si en
el me´todo HB, a un estado n se le asignan todas las trayectorias con un nu´mero cua´ntico
real comprendido en el intervalo n± 0,5 ahora podr´ıamos tomar un intervalo menor de,
por ejemplo, n ± 0,1. De este modo aquellas trayectorias comprendidas en este rango
tendr´ıan un peso de uno frente a aquellas que cayeren fuera, cuyo peso seria de cero.
Una alternativa ma´s refinada consiste en asignar a cada trayectoria un peso estad´ıstico
proporcional al valor de una gausiana normalizada a la unidad, y centrada en los nu´meros
cua´nticos enteros:
wi =
1
hπ
2
√
2 log 2
e
−
ni − n0
h
2
√
2 log 2
2
(5.47)
donde h es la anchura de la gausiana a media altura. Este me´todo se conoce con el nombre
de Gaussian Binning (GB)[70, 71]. De este modo cada trayectoria, en principio,
participa en todos los estados cua´nticos con un peso distinto de cero. Si bien en
la pra´ctica el resultado es que el me´todo GB asigna peso casi cero a una gran cantidad de
trayectorias, de modo que reduce el nu´mero de trayctorias para hacer estad´ıstica estado
a estado. 3
La figura 5.2 indica el peso asignado por ambos me´todos a una trayectoria en funcio´n
del nu´mero cua´ntico asignado.
3Como veremos ma´s adelante esto u´ltimo no implica que se reduzca la probabilidad puesto que habra´
gran cantidad de trayectorias con un peso mayor que uno. Tan so´lo implica que la estad´ıstica tenga
un error mayor
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Figura 5.2
Pesos estad´ısticos asignados por HB y GB (curvas sen˜aladas) a una distribucio´n vibracional (zona de color).
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Si bien examinar una u´nica trayectoria cla´sica puede ser u´til para visualizar los movi-
mientos que realizan los nu´cleos durante una colisio´n bajo unas condiciones determina-
das, el ana´lisis de una trayectoria aislada no tiene ningu´n significado. La informacio´n
neta en el me´todo QCT procede de la estad´ıstica del colectivo de trayectorias
[19], para un muestreo determinado de condiciones iniciales. A partir de e´sta
hemos de determinar las funciones de reactividad descritas en el cap´ıtulo 2. En algunas
ocasiones, las cantidades se podra´n estimar simplemente contando trayectorias, sin em-
bargo en otras situaciones tendremos que obtener funciones continuas a partir de datos
discretos.
La magnitud fundamental a partir de la cual se pueden estimar todas las propiedades
en QCT es la probabilidad de reaccio´n.
PR(a, b, ...) =
NR(a, b...)
NT (a, b...)
(5.48)
donde a, b, c... representa cualquier para´metro que pueda ser determinado, NR el nu´mero
de trayectorias reactivas con ese para´metro y NT el nu´mero total de trayectorias totales.
En el caso en que no todas las trayectorias consideradas tengan igual peso estad´ıstico,
la ecuacio´n se transforma en
PR(a, b, ...) =
NR∑
i=1
wi(a, b, ...)
ST
(5.49)
donde ST es la suma de los pesos totales.
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En caso de necesitar la densidad de probabilidad en funcio´n de un para´metro, como por
ejemplo en el caso de las funciones de opacidad, o las funciones de excitacio´n, tendremos
que recurrir a la estimacio´n de la densidad definida para un muestreo tipo Monte-Carlo
[4]. Sea x la variable para la cual se desea estimar la densidad de probabilidad de reaccio´n.
ρ(x) = l´ım
NR→∞
 1
ST
NR∑
i=1
wiδ(x− xi)
 (5.50)
donde wi es el peso estad´ıstico de cada trayectoria. En la pra´ctica es imposible utilizar
esta ecuacio´n, por lo que se recurre a estimadores de la densidad de probabilidad. En
nuestros ana´lisis hemos utilizado tres me´todos principales: histogramas, polinomios de
Legendre y estimacio´n tipo nu´cleo.
Histogramas
La obtencio´n de la densidad de probabilidad mediante el uso de histogramas es uno de
los me´todos ma´s burdos aunque, en algunas ocasiones, sea suficiente. Para ello basta con
definir el rango de la variable y el nu´mero de ventanas a utilizar. E´sto nos determinara´
el ancho de ventana a utilizar. El siguiente paso es obtener el nu´mero de puntos que
tenemos dentro de cada ventana. As´ı la probabilidad en la ventana i resulta:
Pi(a, b, ...) =
Ni
NT
(5.51)
donde Ni es el nu´mero de trayectorias reactivas que caen dentro de la caja considerada
del histograma y NT el nu´mero total de trayectorias que entran en la caja. El error
estad´ıstico (σ) asociado depende del nu´mero de trayectorias en cada caja:
σ ∝
√
1
Ni
+
1
NT
(5.52)
As´ı, cuanto ma´s ancho sea cada histograma, menor sera´ el error, puesto que incluira´
mayor nu´mero de trayectorias. Sin embargo, los detalles de la funcio´n se perdera´n. Si
por el contrario queremos un mayor detalle de la evolucio´n de la funcio´n, nos veremos
obligados a reducir el ancho de ventana, aumentando el error en la estimacio´n. Es de-
cir, el principal inconveniente de los histogramas reside en calcular cual es el ancho de
ventana o´ptimo [72]. Por este motivo los me´todos histograma´ticos so´lo funcionan bien
para propiedades en las cuales el ancho de ventana a utilizar este´ perfectamente definido,
como es el caso de las probabilidades de reaccio´n en funcio´n de los nu´meros cua´nticos
reales. En estas situaciones el ancho de ventana para hacer el histograma es la unidad
(nu´mero cua´ntico ±0,5).
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Polinomios de Legendre
La expansio´n de la densidad de probabilidad en momentos de los polinomios de Legen-
dre [73] es una de las metodolog´ıas ma´s utilizadas para obtener funciones de densidad
de probabilidad continuas.
ρ(x) =
∞∑
n=0
anPn(x) =
1
2
+
∞∑
n=1
anPn(x) (5.53)
Los momentos de cada polinomio, an, representan la participacio´n de cada uno en la
funcio´n de densidad de probabilidad. En la pra´ctica es necesario truncar la serie. El valor
del primer polinomio de Legendre es a0 =
1
2 para preservar la normalizacio´n P0(x)= 1.
En la pra´ctica, como veremos ma´s adelante, es necesario truncar la serie y tomar un
nu´mero finito de polinomios.
Los polinomios de Legendre esta´n definidos en el intervalo (-1,1), por lo que para poder
utilizar la expansio´n de modo general es necesario reescalar la variable x. Si la propiedad
x var´ıa entre xmin y xmax, entonces podemos definir una nueva variable x
′ tal que
x′ =
2x− xmax − xmin
xmax − xmin (5.54)
De aqu´ı en adelante supondremos que nuestra variable x esta´ reescalada a este intervalo.
Para calcular los coeficientes de los polinomios de Legendre multiplicamos los dos
te´rminos de la ecuacio´n 5.53 por el polinomio Pm(x) e integramos todo el rango de x:
∫ +1
−1
ρ(x)Pm(x)dx =
M∑
n=0
an
∫ +1
−1
Pm(x)Pn(x)dx (5.55)
El primer te´rmino de la ecuacio´n 5.55 es:
∫ +1
−1
ρ(x)Pm(x)dx =
1
ST
NR∑
i=1
wi
∫ +1
−1
δ (x− xi)Pm(x)dx (5.56)
=
1
ST
NR∑
i=1
wiPm(xi) (5.57)
ST representa la suma de los pesos de las trayectorias. El segundo te´rmino de la ecuacio´n
5.55 se simplifica a partir de las relaciones de ortogonalidad de los polinomios:
an
∫ +1
−1
Pn(x)Pm(x)dx = an
2
2n+ 1
δmn (5.58)
Se obtiene as´ı la expresio´n para los momentos de la expansio´n en polinomios de Legendre:
am =
2m+ 1
2
1
ST
NR∑
i=1
wiPm(xi) (5.59)
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Figura 5.3
Estimacio´n de la densidad de probabilidad procedente de un muestreo tipo Montecarlo para una distribucio´n concida
(verdadera) mediante la expansio´n en polinomios de Legendre, para diferentes puntos de truncamiento.
De modo general el me´todo de los polinomios de Legendre funciona bien y tiene un
coste computacional muy bajo ya que para una muestra determinada so´lo necesita leer
una vez cada dato por cada coeficiente considerado en la expansio´n. Sin embargo, en el
proceso de eleccio´n del valor de truncamiento de la serie pueden aparecer oscilaciones
sin significado f´ısico debidas a la propia naturaleza de los polinomios.
Otras series de polinomios, como la expansio´n en series de Fourier [74], pueden ser
utilizadas. Los resultados son similares, si bien para ciertas formas de la densidad pueden
tener diferente consistencia.
Estimacio´n Tipo Nu´cleo
Otro me´todo alternativo es la sustitucio´n la delta de Dirac de la ecuacio´n 5.50 por
una funcio´n gausiana normalizada a la unidad, con un ancho de ventana suficientemente
pequen˜o. E´sta me´todo se enmarca dentro de los me´todos no parame´tricos de estimacio´n
de densidad conocidos como estimacio´n tipo nu´cleo. En este caso la distribucio´n de la
densidad de probabilidad resulta [75]:
ρ(x) ≈
1
STh
√
2π
NR∑
i=1
wie
− (x−xi)
2
2h2 (5.60)
donde h representa el ancho de ventana.
Al igual que los me´todos anteriores uno de los principales problemas reside en la
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Figura 5.4
Estimacio´n de la densidad de probabilidad de puntos procedentes de un muestreo tipo Montecarlo, mediante estimacio´n
tipo nu´cleo. Obse´rvese la contribucio´n de cada punto a la densidad global.
estimacio´n de este para´metro. No existe un me´todo anal´ıtico para ello aunque algunos
autores han propuesto aproximaciones [76]. Una de ellas es
hopt = 0,9N
−1/5
R mı´n(sd, iq/1,349) (5.61)
donde sd es la desviacio´n estandar de la media e iq el rango intercuart´ılico. Puesto que el
ancho de ventana o´ptimo se estima a partir de medidas de tendencia central, el me´todo
so´lo funciona bien para distribuciones unimodales o poco bimodales.
El me´todo presenta tambie´n problemas en aquellas distribuciones que se encuentren
centradas en los l´ımites del rango a estudiar, como pudiera ser el caso de DCS para
reacciones estad´ısicas. En estas situaciones el me´todo estima parte de la densidad fuera
del rango, por lo que se debe hacer una correccio´n y an˜adir ad hoc densidad dentro del
rango. Existe un u´ltimo inconveniente. Es un me´todo computacionalmente caro, y para
muestras muy grandes puede llegar a ser lento, ya que para cada punto calculado para un
gra´fico necesita calcular la suma de exponenciales de cada elemento de la muestra. Pese
a todo, puede llegar a ser preferible frente a los dos me´todos anteriormente descritos, ya
que e´ste no presenta las oscilaciones no reales que pueden obtenerse en las expansiones
en series de polinomios, y las funciones resultantes suelen ser mucho ma´s suaves. E´sto
puede ser importante en funciones estado a estado, en las que la densidad de probabilidad
puede llegar a ser muy escasa.
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Cap´ıtulo 6
Me´todos de Scattering (V):
Trajectory Surface Hopping (TSH)
Una de las implicaciones ma´s importantes de la aproximacio´n de Born-Oppenheimer
(ver cap´ıtulo 3), es el desacoplamiento de la dina´mica nuclear en los distintos estados
electro´nicos. Esta aproximacio´n es el punto de partida de la mayor´ıa de los me´todos Di-
na´mica Molecular y scattering cua´ntico. Sin embargo, se conocen multitud de procesos
que involucran transiciones o´ interacciones entre mu´ltiples estados cua´nticos electro´ni-
cos y, por lo tanto, no pueden ser comprendidos en un contexto Born-Oppenheimer.
Ejemplos de estos procesos son los feno´menos de fotoqu´ımica y fotodisociacio´n molecu-
lar, qu´ımica inducida por la´ser, reacciones de transferencia de protones, transferencia de
energ´ıa electro´nica a vibracional, quenching electro´nico por colisiones moleculares, etc.
[1, 3, 20, 77].
Los procesos que involucran varios estados electro´nicos acoplados tienen un origen
puramente cua´ntico, en la interaccio´n entre el movimiento nuclear y el movimiento elec-
tro´nico. Sin embargo los tratamientos cua´nticos rigurosos son muy costosos computacio-
nalmente y, para sistemas grandes, se hacen prohibitivos. Este hecho llevo´ al nacimiento
de numerosas aproximaciones semicla´sicas para el estudio de las transiciones no adia-
ba´ticas. La mayor´ıa de ellas son capaces de dar cuenta, al menos cualitativamente, de
la magnitud de estos efectos [1, 3, 20, 77], desde diferentes puntos de vista. Adema´s,
algunas de de estas aproximaciones proporcionan una relacio´n precisio´n–coste compu-
tacional muy buena, lo que hace que, en la mayor´ıa de los casos, sean la eleccio´n para el
tratamiento de las transiciones no adiaba´ticas.
Uno de los objetivos principales de esta tesis ha sido la ampliacio´n del co´-
digo de trayectorias cuasicla´sicas, QCT, al tratamiento de transiciones no
adiaba´ticas mediante el me´todo de trajectory surface hopping TSH. El algo-
ritmo escogido para calcular las probabilidades de salto entre estado electro´nicos es el
algoritmo de fewest switches TSH-FS, de Tully [78].
A lo largo de este cap´ıtulo explicaremos los fundamentos generales de este me´todo,
comenzando por la descripcio´n del tratamiento para procesos que u´nicamente involu-
cren acoplamientos electrosta´ticos (superficies acopladas de igual simetr´ıa). En la u´ltima
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seccio´n veremos co´mo es posible extender las ecuaciones a sistemas con acoplamientos
roto-electro´nicos entre superficies de diferente simetr´ıa.
La mayor´ıa de las ecuaciones que presentaremos son totalmente generales. Sin embar-
go, en algunos momentos, adema´s de las ecuaciones generales se especificara´ la forma
exacta que toman e´stas en nuestro co´digo; es decir, bajo un esquema fijo en el espacio
(SF), donde las ecuaciones de movimiento cla´sico describen la evolucio´n de los vectores
r y R de Jacobi.
6.1. Aproximacio´n semicla´sica a los efectos no adiaba´ticos
El tratamiento semicla´sico de los efectos no adiaba´ticos parte de la propia esencia
de las aproximaciones semicla´sicas para sistemas moleculares: los grados de libertad
electro´nicos evolucionara´n cua´nticamente, mientras que los grados de libertad nucleares
lo hara´n cla´sicamente [79].
El estado electro´nico total en un instante de tiempo t quedara´ descrito por la funcio´n∣∣Ψel(r;R(t))〉 ≡ ∣∣Ψel(t)〉. Esta puede ser expandida en una base de funciones electro´nicas
adiaba´ticas {∣∣ψi〉} o, equivalentemente, en una base de funciones electro´nicas diaba´ticas
{∣∣ηi〉}
∣∣Ψel(t)〉 = ∑
i
ci(t)
∣∣ψi(r;R(t))〉 (6.1)
=
∑
i
c¯i(t)
∣∣ηi(r;R0)〉 (6.2)
No´tese co´mo en la base de estados diaba´ticos las funciones de onda no tienen dependencia
temporal, puesto que esta´n calculadas para una geometr´ıa de referenciaR0 y, por lo tanto,
no cambian con el movimiento nuclear. Los coeficientes ci(t) en la expansio´n indican la
participacio´n de cada estado electro´nico en la funcio´n de onda electro´nica molecular
total. El cuadrado de los coeficientes complejos
ci(t)∗ci(t) = ρii(t)
proporcionara´ la poblacio´n de cada estado electro´nico. ρ es la matriz de densidad, cuyos
elementos son ρij = c∗i cj . Todos los me´todos semicla´sicos para el tratamiento de
procesos no adiaba´ticos monitorizan la evolucio´n de las poblaciones electro´-
nicas, con el movimiento nuclear cla´sico, para estimar la magnitud de estos
efectos.
La presencia de varios estados electro´nicos acoplados hace pensar que el movimien-
to nuclear debe estar influenciado, de algu´n modo, por todos ellos. Sin embargo, las
ecuaciones cla´sicas de movimiento so´lo admiten un potencial para “guiar” el movimiento
nuclear. Por ello existen dos aproximaciones fundamentales al problema del tratamiento
conjunto del movimiento molecular y la presencia de varios campos de fuerzas.
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Propagacio´n de las ecuaciones cla´sicas de movimiento nuclear en un
potencial promedio, en el que la energ´ıa de cada estado electro´nico contribuye
en una proporcio´n igual a su poblacio´n electro´nica. Este me´todo se le denomina
me´todo de Ehrenfest [79–81].
Propagacio´n de las trayectorias cla´sicas en una u´nica superficie de ener-
g´ıa potencial Born-Oppenheimer junto con un algoritmo que calcula la
probabilidad de transicio´n del sistema entre superficies acopladas. Si se
produce un salto del sistema, las ecuaciones de movimiento nuclear se propagan
en la nueva superficie. Estos me´todos son los denominados me´todos de trajectory
surface hopping (TSH) [78, 79, 82]
En principio ambas aproximaciones deber´ıan proporcionar resultados similares. Sin
embargo, en aquellas situaciones en los que el comportamiento dina´mico de los nu´cleos
en los estados electro´nicos participantes sea muy distinto (por ejemplo si un estado elec-
tro´nico es fuertemente repulsivo y otro atractivo), el me´todo del campo promedio puede
hacer que la dina´mica nuclear en los estados poco poblados no quede correctamente des-
crita, puesto que el potencial del estado ma´s poblado “aplastara´” al resto de potenciales.
En estos casos, los me´todos de surface hopping proporcionan mejores resultados, ya que
permiten tratar por separado el comportamiento nuclear en cada uno de los estados [83].
Adema´s, los algoritmos de tipo Ehrenfest presentan un segundo problema: los estados
electro´nicos hacia los que evoluciona el sistema son estados mezcla y, por lo tanto, los
estados internos de los productos de una colisio´n no se correspondera´n con los estados
internos de los potenciales asinto´ticos. Por este motivo, suelen ir asociados a algoritmos
que deshagan la mezcla de estados electro´nicos, de modo que la trayectoria termine en un
estado electro´nico puro (algoritmos de decaimiento) [84–86]. Estos algoritmos adema´s,
deben asegurar que, una vez deshecha la mezcla de estados, la fraccio´n de trayectorias
en cada estado electro´nico coincida con la poblacio´n electro´nica (lo que llamaremos
consistencia interna de los me´todos no adiaba´ticos de trayectorias.)
Los algoritmos TSH tampoco esta´n libres de problemas cuando el comportamiento
dina´mico es muy distinto en las distintas superficies, puesto que los algoritmos de TSH
tienen sobrecoherencia. Esto procede del hecho de que la funcio´n de onda electro´nica se
propaga exactamente a lo largo de una trayectoria y, por lo tanto, todas las componentes
de la funcio´n de onda electro´nica permanecen coherentes durante la propagacio´n. Por el
contrario, cuando se examinan ca´lculos QM dependientes del tiempo, puede observarse
co´mo tras un proceso no adiaba´tico el paquete de ondas se divide en dos paquetes
que evolucionan incoherentemente. Este efecto puede dar lugar a resultados incorrectos,
especialmente en sistemas que formen complejos de larga vida [86, 87].
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6.1.1. Evolucio´n temporal de las poblaciones electro´nicas
La evolucio´n de las poblaciones electro´nicas en un sistema semicla´sico, vendra´ deter-
minada por la ecuacio´n electro´nica de Schro¨dinger dependiente del tiempo.
∂
∂t
∣∣Ψ(r;R(t))〉 = − i
~
Ĥel(r;R)
∣∣Ψ(r;R(t))〉 (6.3)
Donde
∣∣Ψ(t)〉 es la funcio´n electro´nica total dependiente del tiempo. Para hacer el tra-
tamiento ma´s general, expandimos ahora la funcio´n de onda electro´nica total en una
base completa de funciones {∣∣φi(t)〉} ortonormales, sin especificar si e´stas corresponden
a una base diaba´tica o´ diaba´tica. Adema´s, con el fin de simplificar la notacio´n, hemos
eliminado la dependencia de las funciones con las coordenadas
∣∣Ψel(t)〉 =∑
i
ci(t)
∣∣φi(t)〉 (6.4)
Sustituyendo esta expansio´n en ambos lados de la igualdad en la ecuacio´n (6.3)
∂
∂t
∣∣Ψ(t)〉 = ∑
i
∂ci(t)
∂t
∣∣φi(t)〉+∑
i
ci(t)
∂
∣∣φi(t)〉
∂t
(6.5)
− i
~
Ĥe
∣∣Ψ(t)〉 = − i
~
∑
i
ci(t)Ĥel
∣∣φi(t)〉 (6.6)
Proyectamos ahora el estado
〈
φj(t)
∣∣ sobre ambas ecuaciones
〈
φj(t)
∣∣ ∂
∂t
∣∣Ψ(t)〉 = ∑
i
∂ci(t)
∂t
〈
φj(t)
∣∣φi(t)〉+∑
i
ci(t)
〈
φj(t)
∣∣ ∂
∂t
∣∣φi(t)〉
=
∂ci(t)
∂t
+
∑
i
ci(t)
〈
φj(t)
∣∣ ∂
∂t
∣∣φi(t)〉 (6.7)
− i
~
〈
φj(t)
∣∣Ĥe∣∣Ψ(t)〉 = − i
~
∑
i
ci(t)
〈
φj(t)
∣∣Ĥel∣∣φi(t)〉
= − i
~
∑
i
ci(t)Hji (6.8)
Igualamos las ecuaciones (6.7) y (6.8) y reordenamos te´rminos. De este modo obtene-
mos un sistema de ecuaciones acopladas, que proporcionan la evolucio´n temporal de los
coeficientes de la expansio´n
i~
∂cj(t)
∂t
= i~c˙j =
∑
i
[
Hji − i~
〈
φj(t)
∣∣ ∂
∂t
∣∣φi(t)〉] ci(t) (6.9)
Este sistema de ecuaciones es va´lido tanto para la representacio´n adiaba´tica, como
para la representacio´n diaba´tica, teniendo en cuenta que
En el caso de la representacio´n adiaba´tica, las funciones
∣∣φ(t)〉 = ∣∣φ(r;R(t))〉 son
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autoestados del Hamiltoniano electro´nico para la geometr´ıa R, por lo que los te´rmi-
nos Hji son distintos de cero so´lo si i = j (es decir, son los potenciales adiaba´ticos).
El te´rmino
〈
φj(t)
∣∣ ∂
∂t
∣∣φi(t)〉 el llamado acoplamiento cine´tico, causante del
acoplamiento entre estados electro´nicos en la representacio´n adiaba´tica.
En la representacio´n diaba´tica,
∣∣φ(t)〉 = ∣∣η(r;R0)〉, por lo que la representacio´n
del Hamiltoniano electro´nico no es diagonal. Adema´s, dado que las funciones esta´n
construidas para una geometr´ıa fija y no dependen de R, su acoplamiento cine´tico
es nulo, es decir, todos los te´rminos
〈
ηj(t)
∣∣ ∂
∂t
∣∣ηi(t)〉 = 0. Por lo tanto, los distintos
estados electro´nicos de la representacio´n diaba´tica quedara´n acoplados
a trave´s de los elementos no diagonales Hij .
En este punto debemos aclarar que estas ecuaciones consideran u´nicamente los acopla-
mientos electrosta´ticos entre superficies de igual simetr´ıa (ver seccio´n 3.3). En la u´ltima
seccio´n de este cap´ıtulo veremos co´mo es posible extender estas ecuaciones al tratamiento
de acoplamientos roto-electro´nicos.
Acoplamiento cine´tico y acoplamiento no adiaba´tico
En la pra´ctica es muy costoso obtener la derivada temporal de las funciones de onda
electro´nicas, por lo que nunca se calcula el acoplamiento cine´tico directamente. Aplicando
la regla de la cadena podemos relacionar la evolucio´n temporal de las funciones de onda
con el producto escalar entre la evolucio´n temporal de las coordenadas (vector velocidad,
R˙) y el vector de evolucio´n espacial de las funciones de onda electro´nicas.
〈
φj(t)
∣∣ ∂
∂t
∣∣φi(t)〉 = ∂R
∂t
〈
φj(t)
∣∣∇R∣∣φi(t)〉 = R˙ · dji (6.10)
donde vector dji es justo el vector de acoplamiento no adiaba´tico (NACME) definido
en el cap´ıtulo 3. Recordamos que esta magnitud so´lo tiene sentido en la representacio´n
adiaba´tica, puesto que el vector de acoplamiento no adiaba´tico en la representacio´n
diaba´tica es nulo.
El significado f´ısico de esta descomposicio´n es que el acoplamiento entre dos es-
tados electro´nicos adiaba´ticos no so´lo depende de la intensidad del acopla-
miento electrosta´tico en la zona de interaccio´n, sino tambie´n de la velocidad
de tra´nsito por la zona de acoplamiento entre superficies. Es decir, si el siste-
ma atraviesa una zona de acoplamiento electrosta´tico intenso a gran velocidad, entonces
las poblaciones de los estados electro´nicos sufrira´n fuertes variaciones. Esto justifica la
explicacio´n semicla´sica de los procesos no adiaba´ticos, segu´n la cual las transiciones no
adiaba´ticas se producen cuando la velocidad de movimiento nuclear no es despreciable
frente a la velocidad de movimiento electro´nico, de modo que e´stos no pueden reorga-
nizarse instanta´neamente frente a los movimientos nucleares. Por esto, los electrones
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tienden a evolucionar a hacia otros estados electro´nicos cuya estructura electro´nica que
suponga una transicio´n ma´s suave de la estructura actual.
En el caso concreto de nuestro co´digo QCT-TSH para sistemas A+BC descritos me-
diante los vectores de Jacobi r = {q1, q2, q3}, R = {Q1, Q2, Q3}, la ecuacio´n anterior
resultara´
〈
φj(t)
∣∣ ∂
∂t
∣∣φi(t)〉 = r˙ 〈φj(t)∣∣∇r∣∣φi(t)〉+ R˙ 〈φj(t)∣∣∇R∣∣φi(t)〉
= r˙ · d rji + R˙ · dRji (6.11)
Una vez descompuesto el acoplamiento cine´tico, la ecuacio´n (6.9) se transforma en
i ~ c˙j =
∑
i
[
Hji − i~R˙ · dji
]
ci(t) (6.12)
6.1.2. Ecuaciones de Liouville
En efecto, el sistema de ecuaciones acopladas (6.12) permite calcular la evolucio´n tem-
poral de cada uno de los coeficientes en la expansio´n de la funcio´n de onda electro´nica.
Sin embargo, la propagacio´n de estas ecuaciones supone un reto para los algoritmos
de integracio´n dado que los acoplamientos var´ıan mucho ma´s ra´pidamente que los po-
tenciales. Esto hace que, con el fin de conservar la norma (es decir, que la suma de
las poblaciones sea la unidad), los pasos de integracio´n deban ser muy pequen˜os, au-
mentando considerablemente el coste computacional. Este problema es especialmente
grave cuando utilizamos la representacio´n adiaba´tica, puesto que los NACMEs suelen
tener comportamientos muy abruptos, sobre todo en las zonas cercanas a la interseccio´n
co´nica donde, adema´s, pueden cambiar de signo de un paso de integracio´n a otro.
Este problema nume´rico se puede solventar en gran medida teniendo en cuenta que,
para un sistema de n estados, las n ecuaciones del sistema (6.12) (realmente 2n si con-
sideramos la parte real e imaginaria por separado) no son independientes, puesto que
tienen que cumplir ∑
i
cic
∗
i =
∑
i
ρii = 1 (6.13)
Con el fin de preservar la norma durante la propagacio´n, sin que para ello tengamos que
reducir excesivamente los pasos de integracio´n, es conveniente reformular las ecuaciones
(6.12) en te´rminos de la matriz de densidad, ρ, cuyos elementos son ρij = ρji = cic∗j [78].
La evolucio´n temporal del elemento (i, j) de la matriz de densidad sera´
i~ρ˙ij = i~c˙ic∗j + i~cic˙
∗
j (6.14)
Sustituimos la ecuacio´n (6.12) en la expresio´n anterior, teniendo en cuenta adema´s que
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el complejo conjugado de la ecuacio´n (6.12) es1
−i~c˙∗j =
∑
k
c∗k
[
H∗jk + i~R˙ · d∗jk
]
(6.15)
=
∑
k
c∗k
[
Hkj − i~R˙ · dkj
]
(6.16)
(6.17)
De este modo tenemos que la ecuacio´n (6.14) se transforma en [78]
i~ρ˙ij =
∑
k
[
ρkj(Hik − i~R˙ · dik)− ρik(Hkj − i~R˙ · dkj)
]
(6.18)
Estas son las ecuaciones de Liouville o las ecuaciones de Von-Newman para la evolucio´n
temporal de la matriz de densidad [15, 23]. La imposicio´n de la conservacio´n de la norma
nos permite eliminar una ecuacio´n en el sistema de ecuaciones anterior (para n estados,
so´lo es necesario integrar la evolucio´n de n-1 estados). De este modo, no so´lo se reduce
el coste computacional, sino que se minimizan los errores en la propagacio´n.
En el caso concreto de nuestro co´digo, trabajaremos en una base adiaba´tica. Por lo
que este sistema de ecuaciones, en el caso de un sistema de tres estados electro´nicos
acoplados de energ´ıas adiaba´ticas E1, E2 y E3, resulta
˙ρ11 = −2ℜ(ρ12R˙ · d12)− 2ℜ(ρ13R˙ · d13)
˙ρ22 = +2ℜ(ρ12R˙ · d12)− 2ℜ(ρ23R˙ · d23)
˙ρ33 = +2ℜ(ρ13R˙ · d13) + 2ℜ(ρ23R˙ · d23) = −( ˙ρ11 + ˙ρ22)
˙ρ12 = ρ12
(
E1 − E2
i~
)
+ R˙ · d12(ρ11 − ρ22)− ρ32R˙ · d13 + ρ13R˙ · d32
˙ρ13 = ρ13
(
E1 − E3
i~
)
+ R˙ · d13(ρ11 − ρ33)− ρ23R˙ · d12 + ρ12R˙ · d23
˙ρ23 = ρ23
(
E2 − E3
i~
)
+ R˙ · d23(ρ22 − ρ33)− ρ13R˙ · d21 + ρ21R˙ · d13
donde ℜ[z] representa la parte real del nu´mero complejo z. No´tese co´mo la evolucio´n de
los elementos no diagonales i, j de la matriz de densidad incluye no so´lo el acoplamiento
entre el estado i y el estado j, sino que adema´s sobre e´l intervienen te´rminos cruzados
de acoplamiento.
1Recordamos que la representacio´n matricial del Hamiltoniano es hermı´tica y la matriz de acoplamientos
no adiaba´ticos es antihermı´tica, esto es dij = −d
∗
ji.
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Si tan so´lo tenemos dos estados, entonces el sistema anterior se reduce a
˙ρ11 = −2ℜ(ρ12R˙ · d12) (6.19)
˙ρ22 = +2ℜ(ρ12R˙ · d12) = − ˙ρ11 (6.20)
˙ρ12 = ρ12
(
E1 − E2
i~
)
+ R˙ · d12(ρ11 − ρ22) (6.21)
6.1.3. NACMES y a´ngulos de mezcla
Como acabamos de explicar, bajo la aproximacio´n semicla´sica la evolucio´n de las
poblaciones electro´nicas adiaba´ticas esta´ fuertemente condicionada por los valores del
acoplamiento cine´tico que, a su vez, depende de los valores de los elementos de la matriz
de acoplamientos no adiaba´ticos o NACMEs.
En la ecuacio´n (3.33) vimos co´mo es posible obtener estos valores si conocemos los
valores de la matriz del Hamiltoniano en la representacio´n diaba´tica, la cual da cuenta
de modo natural del acoplamiento electrosta´tico entre estados electro´nicos. Las repre-
sentaciones matriciales del Hamiltoniano electro´nico en las representaciones adiaba´tica
y diaba´tica esta´n relacionadas a trave´s de una transformacio´n unitaria.
Had = U×Hd ×U−1 (6.22)
La derivada espacial de esta matriz de transformacio´n sera´ la que nos pro-
porcione los elementos de la matriz de acoplamiento no adiaba´tico segu´n (ver
seccio´n 3.3)
d =
〈
ψ
∣∣∇R∣∣ψ〉 = U∇RU−1 (6.23)
No´tese que los elementos dij de la matriz d son en realidad magnitudes vectoriales. La
ecuacio´n anterior nos permite, en principio, obtener fa´cilmente los NACMEs a partir de
la diagonalizacio´n de una matriz N ×N .
Diagonalizacio´n por pares
La obtencio´n de la derivada de la matriz U−1 implica la diagonalizacio´n nume´rica
de la matriz diaba´tica en varios puntos por cada caso. Esto, segu´n el sistema que es-
temos utilizando puede suponer un elevado coste computacional, especialmente cuando
tratamos con superficies de energ´ıa potencial ajustadas con algoritmos poco ra´pidos, o
algoritmos de interpolacio´n.
En el caso concreto de sistemas con tres estados electro´nicos, es posible llevar a cabo
una pequen˜a aproximacio´n para obtener expresiones anal´ıticas tanto para las matrices
de transformacio´n, como para los NACMES. Esta aproximacio´n consiste en suponer que
el acoplamiento entre dos estados electro´nicos diaba´ticos no esta´n influenciado por la
presencia del resto de estados diaba´ticos, es decir, que los potenciales se acoplan por
pares independientes.
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Bajo esta suposicio´n podemos escribir la matriz de transformacio´n U de modo ana-
l´ıtico, como una matriz de rotacio´n en funcio´n de los a´ngulos de Euler [17, 88], donde
cada uno de los a´ngulos de Euler describe la mezcla entre dos estados electro´nicos (ver
ecuacio´n 3.44)
α =
1
2
arctan
(
2H12
H11 −H22
)
β =
1
2
arctan
(
2H13
H11 −H33
)
ω =
1
2
arctan
(
2H23
H22 −H33
)
(6.24)
donde Hij son los elementos de matriz del Hamiltoniano electro´nico en la representacio´n
diaba´tica.
En este caso, la matriz de rotacio´n 3×3 puede ser obtenida multiplicando tres matrices
individuales, en las que cada una de ellas depende u´nicamente del acoplamiento entre
dos estados electro´nicos y, por lo tanto, sera´ funcio´n de un u´nico a´ngulo de mezcla. El
producto de matrices no es conmutativo, por lo que existen varias maneras en las que
este producto puede ser llevado a cabo. En este trabajo nosotros adoptamos el orden
(12)× (23)× (13), segu´n la notacio´n de Alijah y Baer [88].
U =

cosα sinα 0
− sinα cosα 0
0 0 1


1 0 0
0 cosω sinω
0 − sinω cosω


cosβ 0 sin β
0 1 0
− sin β 0 cosβ
 (6.25)
=

cosα cosβ − sinα sinω sin β sinα cosω cosα sin β + sinα sinω cosβ
− sinα cosβ − cosα sinω sin β cosα cosω − sinα sin β + cosα sinω cosβ
− cosω sin β − sinω cosω cosβ

La principal ventaja de esta aproximacio´n, es la la posibilidad de expresar anal´ı-
ticamente los NACMES en funcio´n de los a´ngulos de mezcla, sin la necesidad
de llevar a cabo diagonalizacio´n alguna como [89]
d12 = − sinω∇Rβ −∇Rα (6.26)
d13 = − cosω cosα∇Rβ − sinα∇Rω (6.27)
d23 = cosω sinα∇Rβ − cosα∇Rω (6.28)
Puede comprobarse co´mo, en el caso l´ımite en el que so´lo dos estados de los tres este´n
acoplados entre si (los estados 1 y 2, por ejemplo), entonces β = 0 y ω = 0, de modo
que la expresio´n para el NACME d12 es ide´ntica a la ecuacio´n (3.39).
Para comprobar la bondad de esta aproximacio´n, hemos comparado los resultados
que e´sta arroja con aquellos procedentes del me´todo de Jacobi para matrices sime´tricas
[90], en el caso de un problema nume´rico ficticio. En la figura 6.1 se comparan los
94 6. Me´todos de Scattering (V): Trajectory Surface Hopping (TSH)
valores propios obtenidos con ambos me´todos, para el caso concreto de un sistema de
tres potenciales acoplados. Insistimos en que los potenciales no corresponden con ningu´n
sistema real y que, por ello, los resultados so´lo suponen un ejemplo nume´rico, pensado
para explicar las caracter´ısticas de la aproximacio´n. Como punto de partida se han
tomado tres funciones para describir los te´rminos diagonales de la matriz diaba´tica, H11,
H22 y H33 (panel superior izquierdo). Para describir los te´rminos no diagonales Hij
se han usado funciones gausianas, centradas en los puntos de interaccio´n, cuyos valores
ma´ximos toman valores de 0.15 eV (estos valores de acoplamiento son t´ıpicos en sistemas
a´tomo – dia´tomo). En el panel superior derecho se muestran los autovalores de dicha
matriz para cada posicio´n. Por u´ltimo, en el panel se muestra la diferencia, para cada
autovalor, entre el valor obtenido con el tratamiento por pares y el valor obtenido por el
me´todo de Jacobi.
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Figura 6.1
Error relativo entre la diagonalizacio´n nume´rica con el me´todo de Jacobi para matrices sime´tricas y el me´todo del
tratamiento por pares. Los paneles superiores muestran los potenciales diaba´ticos (izquierda) y adiaba´ticos (derecha)
para un sistema ficticio. En el panel inferior derecho se muestra la el error relativo entre el valor propio obtenido por
el me´todo de de Jacobi para matrices sime´tricas y tratamiento por pares. En el panel inferior izquierdo se muestra el
error relativo en los NACMES obtenidos mediante ambos me´todos
Como puede observarse en la figura 6.1 la diferencia entre ambos me´todos es mı´nima.
De hecho, el error relativo en los valores propios y los valores de los NACMES es del
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orden de uno en 104, lo cual es ma´s que aceptable para nuestros fines. Como cab´ıa
esperar las principales diferencias entre ambos me´todos esta´n en la zona donde los tres
potenciales esta´n muy pro´ximos (entre 4 y 5 a0) y, por tanto, los te´rminos cruzados en los
acoplamientos son significativos. En el cruce evitado entre la superficie A1 y A2, donde
la tercera superficie esta´ muy alejada, los resultados de ambos me´todos son virtualmente
ide´nticos.
Insistimos que el objetivo de esta aproximacio´n no es llevar a cabo una diagonalizacio´n
ra´pida de los potenciales diaba´ticos y as´ı obtener los potenciales adiaba´ticos, puesto que
normalmente dispondremos de de ellos, sino obtener los NACMES a partir de expresiones
anal´ıticas. De esta manera ya no es necesario diagonalizar la matriz diaba´tica en varios
puntos, por cada paso de integracio´n, para as´ı obtener las derivadas de la transformacio´n
unitaria en las diferentes direcciones espaciales.
6.2. Algoritmo Fewest Switches (TSH-FS)
Una vez que sabemos calcular los acoplamientos entre estados electro´nicos y evaluar
la evolucio´n de sus poblaciones, tan so´lo nos queda describir el modo en el que se calcula
la probabilidad de tra´nsito entre estados electro´nicos. Dentro de los algoritmos asociados
al TSH [79], el ma´s popular de todos el algoritmo de fewest switches (TSH-FS) de Tully
[78], debido al buen compromiso entre eficiencia computacional, sencillez conceptual y
calidad de los resultados [91].
La idea fundamental de este me´todo es que el nu´mero de saltos entre estados
electro´nicos es minimizado, imponiendo que, a cada paso de integracio´n, el
flujo total de probabilidad entre dos estados cualesquiera se obtenga u´ni-
camente mediante transiciones en un sentido. Es decir que si, por ejemplo, la
poblacio´n del estado i esta´ decreciendo porque esta´ transfiriendo poblacio´n al estado∣∣ψj〉, nunca existira´n saltos del estado ∣∣ψj〉 al estado ∣∣ψi〉.
Supongamos que tenemos un sistema semicla´sico, cuya funcio´n de onda electro´nica
total puede ser expandida en una base de estados electro´nicos, donde la poblacio´n de
cada uno de ellos en un instante de tiempo determinado viene dado por los elementos
diagonales de la matriz de densidad ρii. Para un conjunto N de trayectorias que se
propagan simulta´neamente, el nu´mero de trayectorias en el estado i sera´
Ni(t) = Nρii(t)
La probabilidad instanta´nea de tra´nsito del estado
∣∣ψi〉 a cualquier otro estado en el in-
tervalo de tiempo [t, t+∆t] sera´ justo la variacio´n relativa de la poblacio´n de trayectorias
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2
Pi(t,∆t) =
∆Ni
Ni =
ρii(t)− ρii(t+∆t)
ρii(t)
≈ −∆t ρ˙ii(t)
ρii(t)
(6.29)
La variacio´n de los elementos de la matriz densidad es calculada a partir de las ecuaciones
de la seccio´n 6.1.2. No´tese co´mo la evolucio´n de estas ecuaciones, en el fondo, son un
balance de materia en las que el flujo neto de materia en un estado
∣∣ψi〉 se construye
como la suma de los flujos desde el estado
∣∣ψi〉 a cada uno de los estados ∣∣ψj〉.
En el caso concreto de la representacio´n adiaba´tica la variacio´n total de la pobla-
cio´n del estado
∣∣ψi〉 en el instante de tiempo t sera´
ρ˙ii =
∑
j 6=i
−2ℜ
[
ρij R˙ · dij
]
(6.30)
De este modo tenemos que
Pi =
∑
j 6=i
−∆t
2ℜ
[
ρij R˙ · dij
]
ρii
=
∑
j 6=i
Pi→j (6.31)
Con el fin de minimizar el nu´mero de saltos, en el algoritmo TSH-FS el flujo neto
de materia del estado
∣∣ψi〉 a cualquier otro estado se lleva a cabo u´nicamente mediante
transiciones
∣∣ψi〉 → ∣∣ψj〉. Por ello, las probabilidades Pi→j menores que cero no tienen
sentido (implicar´ıan transiciones
∣∣ψi〉← ∣∣ψj〉). As´ı, la probabilidad Pi→j debe calcularse
como
Pi→j = Max
0,−∆t 2ℜ
[
ρij R˙ · dij
]
ρii
 (6.32)
En principio, este algoritmo tiene lo que se denomina consistencia interna, puesto que
en cualquier instante de tiempo, la fraccio´n de trayectorias que esta´n siendo propaga-
das en un estado electro´nico determinado, es igual a su poblacio´n. Sin embargo, en la
pra´ctica, esto no es exactamente as´ı, puesto que las trayectorias se propagan de modo
independiente y esta premisa no tiene por que´ cumplirse exactamente [92]. Esta falta de
consistencia interna puede hacer que, en ciertas ocasiones, las poblaciones electro´nicas,
promediadas al final de un proceso sobre el nu´mero total de trayectorias, no coincidan
con la fraccio´n de trayectorias que terminan en cada estado[86, 93].
Decisio´n de salto
Los me´todos de TSH deben ir acompan˜ados de un algoritmo que permita el salto, o
no, a otro estado electro´nico, en base a la probabilidad Pi→j . Para ello se lleva a cabo la
comparacio´n de un nu´mero aleatorio ξ entre 0 y 1, con la probabilidad de tra´nsito del
2Es necesario recalcar que el me´todo TSH-FS proporciona la probabilidad instanta´nea de tra´nsito,
a diferencia del conocido me´todo de Landau-Zenner, el cual proporciona la probabilidad total de
tra´nsito cuando la trayectoria pasa por la zona de interaccio´n [3].
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estado
∣∣ψi〉 al resto de estados. Un salto del estado ∣∣ψi〉 al estado ∣∣ψj〉 sera´ permitido si
[78, 79]
j∑
k=1
Pi→k < ξ <
j+1∑
k=1
Pi→k (6.33)
Eleccio´n de la representacio´n
La ecuacio´n (6.29) es va´lida tanto para la propagacio´n de las poblaciones en la re-
presentacio´n adiaba´tica, como para la propagacio´n en la representacio´n diaba´tica. En
principio ser´ıa ideal que, como ocurre en los me´todos cua´nticos, el ca´lculo en una re-
presentacio´n fuera totalmente equivalente al ca´lculo en la otra. Sin embargo el me´todo
TSH no proporciona resultados similares en ambas representaciones [94], puesto que la
intensidad del acoplamiento entre estados y la forma de los mismos es diferente (los
acoplamientos en la representacio´n adiaba´tica esta´n mucho ma´s localizados y son ma´s
abruptos). Por ello, normalmente los saltos ocurren en distintas zonas del potencial y en
distintos momentos.
Truhlar y colaboradores [94, 95] demostraron que la representacio´n que presenta mejo-
res resultados, comparados con ca´lculos QM, es aquella que en la que el nu´mero de saltos
entre superficies es menor. Sin embargo, hay que tener especial cuidado en este sentido,
puesto que si en una representacio´n dada el nu´mero de saltos es bajo debido a que existe
un gran nu´mero de saltos frustrados (ver explicacio´n en la siguiente subseccio´n) el me´-
todo TSH no sera´ capaz de proporcionar resultados satisfactorios, debido a la pe´rdida
de consistencia interna del me´todo (es decir, la fraccio´n de trayectorias que terminan en
un estado electro´nico dado no concuerda con la poblacio´n electro´nica estimada para ese
estado)
Por lo general, en la representacio´n diaba´tica, los saltos ocurren ma´s frecuentemente
que en la representacio´n adiaba´tica, puesto que en la segunda el acoplamiento entre
superficies esta´ mucho ma´s localizado. Adema´s, en las proximidades de las intersecciones
co´nicas, las superficies diaba´ticas suelen ser ma´s repulsivas que las correspondientes
adiaba´ticas, por lo que una vez que las trayectorias saltan a la superficie inferior, se
alejan ra´pidamente de la interseccio´n, antes de que pueda volver a la superficie superior.
Por este motivo se ha observado de modo sistema´tico que el tiempo de permanencia
en la superficie excitada en un proceso de quenching electro´nico es mucho menor en la
representacio´n diaba´tica [94].
6.2.1. Rescalado de los momentos nucleares
Para un sistema cerrado, la energ´ıa debe ser conservada, por lo tanto, despue´s de
cada salto, el momento de los nu´cleos debe ser reescalado para conservar la energ´ıa total
del sistema. No existe una manera rigurosa, ni un me´todo u´nico de llevar a cabo el
reescalado de los momentos. De hecho, ni si quiera hay consenso sobre si la conservacio´n
98 6. Me´todos de Scattering (V): Trajectory Surface Hopping (TSH)
de la energ´ıa debe exigirse a cada trayectoria, o si debe evaluarse en el conjunto total de
trayectorias [78, 79, 96].
Nosotros hemos escogido el me´todo de reescalado correspondiente a la formulacio´n
original de Tully para el algoritmo TSH-FS[78, 97]: tras un salto entre dos estados
electro´nicos, el momento de los nu´cleos debe ser reajustado en la direccio´n del
vector de acoplamiento no adiaba´tico dij . En una serie de estudios semicla´sicos
llevados a cabo por Herman [96, 98], se justifico´ la idoneidad de este tratamiento en el
estudio de transiciones no adiaba´ticas en sistemas monodimensionales.
No´tese que esta eleccio´n no asegura la conservacio´n del momento angular total. Sin
embargo, los saltos suelen producirse en las zonas donde la diferencia de energ´ıa en-
tre superficies es muy pequen˜a, por ello el reescalado no modifica considerablemente el
momento angular total, por lo que la violacio´n de esta ley puede ser ignorada [97].
Cuando el sistema salta desde un estado i hasta un estado j, la energ´ıa electro´nica del
sistema cambia de Ei hasta Ej . Entonces, la energ´ıa cine´tica nuclear debe reescalarse
justo en esta cantidad. En el marco de nuestro co´digo QCT, los momentos nucleares
quedan definidos por los vectores p y P . Tras el salto, estos son modificados en una
cantidad, en la direccio´n de dij . La magnitud del reescalado, γij , debe ser determinada
[97].
pj = pi − γij d rij (6.34)
Pj = Pi − γij dRij (6.35)
donde dij representa el vector de acoplamiento no adiaba´tico para cada uno de los
vectores de Jacobi
d rij =
〈
ψi
∣∣∇r ∣∣ψj〉 (6.36)
dRij =
〈
ψi
∣∣∇R∣∣ψj〉 (6.37)
El cambio total en la energ´ıa cine´tica nuclear sera´
1
2
[(
p2j
µBC
+
P 2j
µA−BC
)
−
(
p2i
µBC
+
P 2i
µA−BC
)]
=
1
2
[(
µBC
(
γ2ij
|drij |2
µ2BC
− 2γij
r˙i · drij
µBC
))
−
(
µA−BC
(
γ2ij
|dRij |2
µ2A−BC
− 2γij
R˙i · dRij
µBC
))]
= γ2ijaij − γijbij (6.38)
con
aij =
1
2
[ |drij |2
µBC
+
|dRij |2
µA,BC
]
(6.39)
bij =
1
2
[
r˙i · d rij + R˙i · dRij
]
(6.40)
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No´tese que el u´ltimo te´rmino bij es justo el acoplamiento cine´tico
〈
ψi
∣∣ ∂
∂t
∣∣ψj〉 entre los
estados electro´nicos i y j.
Imponiendo la conservacio´n de la energ´ıa, llegamos a una ecuacio´n de segundo grado
que nos proporcionara´ la magnitud del reescalado
γ2ijaij − γijbij − (Ei − Ej) = 0 (6.41)
Si b2ij + 4aij(Ei − Ej) < 0, entonces no hay solucio´n real para la u´ltima ecuacio´n, y el
salto no puede tener lugar. En este caso decimos que ha tenido lugar un salto frustrado y
las componentes de los momentos nucleares en la direccio´n del vector dij son reflejadas,
estableciendo γij = bij/aij .
Si b2ij + 4aij(Ei −Ej) ≥ 0, el salto s´ı puede tener lugar, y el factor de reescalado sera´:
γij =
bij +
√
b2ij + 4aij(Ei − Ej)
2aij
si bij < 0 (6.42)
γij =
bij −
√
b2ij + 4aij(Ei − Ej)
2aij
si bij ≥ 0 (6.43)
Tratamiento de saltos frustrados
En la formulacio´n original del me´todo TSH-FS [78, 97], si el sistema se enfrenta a
una transicio´n energe´ticamente no permitida (es decir, si el momento a lo largo de la
direccio´n de dij no es suficiente para compensar la variacio´n de energ´ıa potencial du-
rante la transicio´n), el salto no es permitido y el momento de los nu´cleos a lo largo de
la direccio´n del vector de acoplamiento no adiaba´tico dij es invertido. Esta inversio´n
responde a la idea de que en un salto frustrado la trayectoria ha “golpeado” una barrera
de potencial y, por lo tanto, debe ser reflejada. Esto es, la componente en la direccio´n del
choque debe ser invertida [96, 99]. Algunos autores han sen˜alado que en ciertos casos,
como el tratamiento de la fotodisociacio´n de sistemas moleculares, es mejor no llevar a
cabo ningu´n tipo de correccio´n del momento de los nu´cleos [83, 92, 100]. Sin embargo,
Truhlar y Jasper [99], comprobaron co´mo ambos me´todos proporcionan un comporta-
miento aproximadamente igual en el tratamiento de los saltos frustrados en procesos de
quenching electro´nico por colisiones a´tomo-dia´tomo.
El tratamiento de los saltos frustrados no es en lo absoluto trivial. El problema no
procede u´nicamente de co´mo se reajusta el momento nuclear tras un salto frustrado,
sino del hecho de que los saltos frustrados rompen la consistencia interna del
me´todo TSH-FS. Es decir, que la consecuencia de un gran nu´mero de saltos
frustrados es que las poblaciones electro´nicas no coincidan con la fraccio´n de
trayectorias en cada estado electro´nico [101]. Esta pe´rdida de consistencia procede
del hecho de que cuando el algoritmo predice una probabilidad de tra´nsito no nula
es porque las poblaciones electro´nicas esta´n cambiando. Sin embargo, cada vez que se
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produce un salto frustrado, esta variacio´n de las poblaciones no se ve correspondida con
una variacio´n en la fraccio´n de trayectorias en cada superficie.
La presencia de saltos frustrados dependera´ de muchos factores: energ´ıa del sistema,
reparto de la energ´ıa entre interna y energ´ıa cine´tica, intensidad del acoplamiento y, como
hemos visto antes, de la representacio´n electro´nica escogida. Debidos a estos problemas en
el tratamiento de los saltos frustrados, es conveniente hacer un co´mputo del nu´mero total
de saltos frustrados que se producen en un ca´lculo de trayectorias bajo unas condiciones
determinadas, ya que, si e´ste es muy elevado, lo ma´s probable es que el me´todo TSH-FS
no proporcione valores correctos de las poblaciones electro´nicas.
Por este motivo se han desarrollado varias metodolog´ıas para tratar correctamente los
saltos frustrados [20, 101, 102]. Todos ellos incluyen, de alguna manera, la posibilidad
de que los nu´cleos sufran un proceso de “tunnelling” hacia geometr´ıas en las cuales
s´ı esta´ permitido el salto electro´nico. Entre estos me´todos destacan los algoritmos de
Nakamura-Zhu [20, 102] y el algoritmo de TSH–with time uncertainty [101].
6.3. Bases Electro´nicas Diaba´ticas
En el cap´ıtulo 3 hemos explicado que la representacio´n matricial del Hamiltoniano
electro´nico en la base adiaba´tica es diagonal y u´nica. Por el contrario, el Hamiltoniano
electro´nico en una base diaba´tica no es diagonal y, en principio, tendremos tantas repre-
sentaciones matriciales como bases electro´nicas podamos definir. Los elementos de las
matrices diaba´ticas indican la energ´ıa promedio de los estados diaba´ticos (normalmente
estados electro´nicos asinto´ticos) en la configuracio´n actual R.
En la seccio´n anterior hemos visto co´mo es posible relacionar el acoplamiento elec-
trosta´tico en la representacio´n diaba´tica, con el acoplamiento electrosta´tico en la repre-
sentacio´n adiaba´tica. Del mismo modo, en la siguiente seccio´n, veremos co´mo es posible
relacionar los acoplamientos roto-electro´nicos en la base diaba´tica, con el acoplamiento
roto-electro´nico en la representacio´n adiaba´tica.
Las bases de funciones diaba´ticas con las que vamos a trabajar en esta tesis,
en el estudio de las transiciones no adiaba´ticas, son bases electro´nicas de las
mole´culas diato´micas. En concreto utilizaremos dos bases distintas: una primera, en la
que las funciones electro´nicas sera´n funciones propias del operador de reflexio´n σˆv(xz), y
una segunda base diaba´tica en la que las funciones de onda son autoestados del operador
Lˆz. En cualquier caso, para la definicio´n del las bases supondremos que trabajamos en
un sistema de referencia fijo en el cuerpo en el que el eje z es paralelo al eje internuclear
de la diato´mica, r. Esto es lo que se conoce como un sistema de referencia r-embedding.
6.3.1. Base de simetr´ıa definida de Alexander
∣∣∣Λη〉
La primera base de funciones que vamos a analizar es la base de simetr´ıa definida de
Alexander y Corey [32]. En esta base, las funciones de onda diaba´ticas para los estados
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doblemente degenerados en los cuales el nu´mero cua´ntico asociado a la proyeccio´n del
momento angular orbital electro´nico Λ 6=0 son
∣∣Λη〉 = 1√
2
[ ∣∣+ Λ〉+ η∣∣− Λ〉] (6.44)
donde las funciones
∣∣±Λ〉 son autoestados del operador Lˆz, con valores propios ±Λ (ver
ecuacio´n (3.47)), cuya parte angular dependiente de φ (a´ngulo de rotacio´n del electro´n
en torno al eje internuclear) es
∣∣± Λ〉 ∝ ±(−1)Λe±iΛφ (6.45)
El nu´mero cua´ntico η es aque´l asociado a la paridad de la funcio´n de onda electro´nica,
y puede tomar valores η = ±1. Esta construccio´n de estados adaptados a la paridad es
similar a aquella que hemos visto en el tratamiento de la dina´mica nuclear para mole´culas
diato´micas en el caso Hund (b) (ver (4.59)).
El efecto del operador de reflexio´n respecto del plano molecular, σˆv(xz), sobre los
componentes
∣∣± Λ〉 de las funciones de la base es
σˆv(xz)
∣∣± Λ〉 = (−1)Λ∣∣∓ Λ〉 (6.46)
Por lo tanto, el resultado global de aplicar σˆv(xz) a las funciones de la base de Alexander∣∣Λη〉 sera´ [54]
σˆv(xz)
∣∣Λη〉 = (−1)Λ η ∣∣Λη〉 (6.47)
Es decir, que las funciones de la base de Alexander son funciones propias del operador
de reflexio´n con valores propios (−1)Λ η
Para el valor concreto de Λ = 1 (estados Π) las funciones de la base toman la forma
∣∣Π(η = +1)〉 = 1√
2
[ ∣∣+ 1〉+ ∣∣− 1〉] ∝ −√2 cosφ
∣∣Π(η = −1)〉 = 1√
2
[ ∣∣+ 1〉− ∣∣− 1〉] ∝ −i√2 sinφ (6.48)
Aplicando la ecuacio´n (6.47) podemos ver co´mo el estado
∣∣Π(η = +1)〉 es antisime´trico
respecto de la reflexio´n en el plano molecular xz. Esto significa que en sistemas A+BC
(simetr´ıa Cs) esta funcio´n se transformara´ como A
′′. Por el contrario, el estado
∣∣Π(η =
−1)〉 es sime´trico respecto a la reflexio´n; es decir, se comportara´ como A′ en el grupo
Cs.
∣∣Π(η = +1)〉 = ∣∣ΠA′′〉∣∣Π(η = −1)〉 = ∣∣ΠA′ 〉 (6.49)
En la base de Alexander la funcio´n de onda para el estado no degenerado de valor Λ = 0
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(estado Σ+) es justo ∣∣Σ+〉 = ∣∣ 0 〉 (6.50)
Como se vio´ en el cap´ıtulo 3, este estado es simulta´neamente autoestado de los operadores
σˆv(xz) y Lˆz, puesto que en e´l no existe dependencia con el a´ngulo φ. Es decir, sera´
totalmente sime´trico respecto a la reflexio´n en el plano xz y, por lo tanto, se transformara´
como A′ en el grupo Cs.
La representacio´n matricial del Hamiltoniano electro´nico en la base diaba´tica de si-
metr´ıa definida
∣∣Λη〉 sera´
Hˆel

∣∣ Σ+ 〉
∣∣ ΠA′〉
∣∣ΠA′′〉

=

VΣ VΣΠA′ 0
VΣΠA′ VΠA′ 0
0 0 VΠA′′

×

∣∣ Σ+ 〉
∣∣ ΠA′〉
∣∣ΠA′′〉

(6.51)
Los ca´lculos electro´nicos permiten obtener estos potenciales diaba´ticos con facilidad a
trave´s de un proceso de quasi-diabatizacio´n [12]. De hecho son aquellos de los que nosotros
dispondremos en el estudio de colisiones inela´sticas para el sistema Kr+OH y otros gases
nobles + OH.
En notacio´n matricial la base de Alexander esta´ relacionada con la base de funciones
del operador Lˆz segu´n la siguiente ecuacio´n

∣∣ Σ+ 〉
∣∣ ΠA′〉
∣∣ΠA′′〉

=

1 0 0
0
1√
2
− 1√
2
0
1√
2
1√
2

×

∣∣ 0 〉
∣∣+ 1〉
∣∣− 1〉

(6.52)
Invirtiendo la ecuacio´n anterior describimos la base
∣∣ ± Λ〉 en te´rminos de la base ∣∣Λη〉
de Alexander. 
∣∣ 0 〉
∣∣+ 1〉
∣∣− 1〉

=

1 0 0
0
1√
2
1√
2
0 − 1√
2
1√
2

×

∣∣ Σ+ 〉
∣∣ ΠA′〉
∣∣ΠA′′〉

(6.53)
6.3. Bases Electro´nicas Diaba´ticas 103
Expandiendo los elementos de la ecuacio´n anterior obtenemos que
∣∣ 0 〉 = ∣∣Σ+〉∣∣+ 1〉 = 1√
2
[ ∣∣ΠA′′〉+ ∣∣ΠA′〉]∣∣− 1〉 = 1√
2
[ ∣∣ΠA′′〉− ∣∣ΠA′〉] (6.54)
Expresamos ahora la representacio´n del Hamiltoniano electro´nico, Hel, en la base de
funciones diaba´ticas
∣∣±Λ〉, en te´rminos de los elementos de matriz de la representacio´n
en la base
∣∣Λη〉
Hel

∣∣ 0 〉
∣∣+ 1〉
∣∣− 1〉

=

VΣ
1√
2
VΣΠA′ −
1√
2
VΣΠA′
1√
2
VΣΠA′
1
2
(VΠA′′ + VΠA′ )
1
2
(VΠA′′ − VΠA′ )
− 1√
2
VΣΠA′
1
2
(VΠA′′ − VΠA′ )
1
2
(VΠA′′ + VΠA′ )


∣∣ 0 〉
∣∣+ 1〉
∣∣− 1〉

(6.55)
Por u´ltimo vamos a relacionar las propiedades de los elementos
∣∣ ± Λ〉 de la base de
Alexander, en te´rminos de las funciones adiaba´ticas. Esto es my importante ya que, como
veremos en la siguiente seccio´n, la representacio´n diaba´tica en una base de funciones
propias de Lˆz es la ma´s adecuada en la descripcio´n del acoplamiento entre estados de
diferente simetr´ıa.
En primer lugar, al igual que hicimos la seccio´n 3.3, expresamos los elementos de la
base de Alexander en funcio´n de las funciones adiaba´ticas, a partir de una matriz de
rotacio´n que Alexander y Corey definen en sentido antihorario [32].

∣∣ Σ+ 〉
∣∣ ΠA′〉
∣∣ΠA′′〉

=

cosχ sinχ 0
− sinχ cosχ 0
0 0 1

×

∣∣2A′〉
∣∣1A′〉
∣∣1A′′〉

(6.56)
Reemplazando (6.56) en (6.53) tenemos que

∣∣ 0 〉
∣∣+ 1〉
∣∣− 1〉

=

cosχ − sinχ 0
sinχ√
2
cosχ√
2
1√
2
−sinχ√
2
−cosχ√
2
1√
2

×

∣∣1A′〉
∣∣2A′〉
∣∣1A′′〉

(6.57)
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Desarrollando los te´rminos de la ecuacio´n podemos reconstruir cada elemento de la
∣∣±Λ〉,
a partir de los cuales se construye la base de Alexander, en te´rminos de las funciones
adiaba´ticas.
∣∣ 0 〉 = cosχ∣∣1A′〉− sinχ∣∣2A′〉∣∣+ 1〉 = 1√
2
[
sinχ
∣∣1A′〉+ cosχ∣∣2A′〉+ ∣∣1A′′〉]
∣∣− 1〉 = −1√
2
[
sinχ
∣∣1A′〉+ cosχ∣∣2A′〉− ∣∣1A′′〉] (6.58)
Una vez tenemos expresados los elementos de la base de funciones propias de Lˆz en
funcio´n de los estados adiaba´ticos, vamos a obtener los elementos de la representacio´n
del operador Lˆx en la base de funciones
∣∣ ± Λ〉, en te´rminos de la representacio´n de Lˆx
en la base adiaba´tica, ya que sera´n de los cuales dispongamos en un ca´lculo ab-initio.
Los elementos de matriz del operador Lˆx tienen una importancia muy elevada, ya que
sera´ el principal responsable del acoplamiento entre estados de diferente simetr´ıa. El
operador Lˆx se define como
Lˆx = yˆpˆz − zˆpˆy (6.59)
Esto significa que el operador Lˆx se transformara´ como xy en el grupo puntual Cs; es
decir, tendra´ simetr´ıa A′′. Las funciones adiaba´ticas normalmente son escogidas para ser
reales, por ello, los elementos de matriz de Lˆx en la representacio´n adiaba´tica son elemen-
tos imaginario puros [17]. De este modo, los u´nicos te´rminos no nulos en la representacio´n
adiaba´tica sera´n
Lˆx

∣∣1A′〉
∣∣2A′〉
∣∣1A′′〉

=

0 0 −〈1A′∣∣Lˆx∣∣1A′′〉
0 0 −〈2A′∣∣Lˆx∣∣1A′′〉
〈
1A′
∣∣Lˆx∣∣1A′′〉 〈2A′∣∣Lˆx∣∣1A′′〉 0


∣∣1A′〉
∣∣2A′〉
∣∣1A′′〉

(6.60)
Calculamos ahora los elementos de matriz
〈 ± Λ∣∣Lˆx∣∣ ± Λ〉 teniendo en cuenta las
relaciones (6.58) y (6.60).
〈
0
∣∣Lˆx∣∣ 0 〉 = 0〈
0
∣∣Lˆx∣∣± 1〉 = 1√
2
[
cosχ
〈
1A′
∣∣Lˆx∣∣1A′′〉− sinχ〈2A′∣∣Lˆx∣∣1A′′〉]〈± 1∣∣Lˆx∣∣ 0 〉 = −〈 0 ∣∣Lˆx∣∣± 1〉〈± 1∣∣Lˆx∣∣∓ 1〉 = 0〈± 1∣∣Lˆx∣∣∓ 1〉 = 0
Este resultado es totalmente coherente con el hecho de que el operador Lˆx so´lo puede
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conectar estados electro´nicos con ∆Λ = ±1 en una base de funciones propias de Lˆz [17]
6.3.2. Base electro´nica de Drukker
∣∣∣± Λ〉
La segunda base electro´nica diaba´tica que vamos a considerar es aquella de Druk-
ker y Schatz [103]. En primer lugar definimos las funciones de los estados doblemente
degenerados degenerados ±Λ ∣∣± Λ〉 = CΛe±iΛφ (6.61)
siendo estas funciones autoestados del operador Lˆz
Lˆz
∣∣± Λ〉 = ±Λ∣∣± Λ〉 (6.62)
La funcio´n de onda del estado no degenerado Λ = 0,
∣∣ 0 〉, es una funcio´n en la que no
existe una parte angular dependiente de φ.
El efecto de la reflexio´n en el plano molecular xz sobre los elementos de la base sera´
σv(xz)
∣∣± Λ〉 = ∣∣∓ Λ〉 (6.63)
Por su parte, el estado
∣∣ 0 〉 sera´ simulta´neamente autofuncio´n de los operadores σˆv(xz)
y Lˆx.
Es importante hacer notar que la base
∣∣ ± Λ〉 aqu´ı definida es distinta que aquella a
partir de la cual se defin´ıan las funciones de la base de Alexander (ver ecuacio´n (6.45)).
Ambas se corresponden con autoestados del operador Lˆz, sin embargo el convenio de
fases escogido es distinto.
A continuacio´n vamos a establecer la relacio´n entre la base de Drukker y la base
∣∣Λη〉
de Alexander para el caso concreto de los estados Σ+ ΠA′ y ΠA′′ . Es posible combinar las
funciones degeneradas de la base de Drukker para obtener una nueva base de funciones
que sean funciones propias del operador de reflexio´n σˆv(xz).
∣∣ Σ+〉 = ∣∣ 0 〉∣∣ Πx〉 = 1√
2
[ ∣∣+ 1〉+ ∣∣− 1〉 ] ∝ √2 cosφ
∣∣ Πy〉 = −i√
2
[ ∣∣+ 1〉− ∣∣− 1〉 ] ∝ √2 sinφ (6.64)
La combinacio´n positiva da lugar a una funcio´n en que la parte angular es cosφ; por
lo tanto ha de transformarse como x. Por su parte, la parte angular electro´nica de la
combinacio´n negativa es sinφ, por lo que ha de transformarse como y.
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El efecto del operador de reflexio´n sobre esta nueva base es
σˆxz
∣∣Σ+〉 = +1∣∣ Σ+〉
σˆxz
∣∣ Πx〉 = +1∣∣ Πx〉
σˆxz
∣∣ Πy〉 = −1∣∣ Πy〉 (6.65)
Por lo tanto podemos asignarles las siguientes simetr´ıas en la correlacio´n con el grupo
puntual Cs
∣∣Σ+〉 = ∣∣ Σ+A′〉∣∣ Πx〉 = ∣∣ ΠA′〉∣∣ Πy〉 = ∣∣ ΠA′′〉 (6.66)
No´tese que, a diferencia de lo que ocurr´ıa en la base de Alexander, la combinacio´n positi-
va de las funciones
∣∣±Λ〉 da lugar a una funcio´n sime´trica, mientras que la combinacio´n
negativa da lugar a una funcio´n antisime´trica. En lo que sigue asumiremos que la re-
presentacio´n matricial de esta nueva base de funciones propias del operador σˆv(xz) es
exactamente igual que la representacio´n del Hamiltoniano en la base
∣∣Λη〉 de Alexander
(ecuacio´n (6.51)).
Reconstruimos ahora los elementos
∣∣±Λ〉 en funcio´n de los elementos de la base σˆv(xz),
para poder expresar el Hamiltoniano en la base
∣∣ ± Λ〉 en funcio´n de los potenciales
diaba´ticos definidos para las funciones de simetr´ıa definida.
∣∣ 0 〉 = ∣∣ Σ+ 〉∣∣+ 1〉 = 1√
2
[ ∣∣ΠA′〉+ i ∣∣ΠA′′〉]∣∣− 1〉 = 1√
2
[ ∣∣ΠA′〉− i ∣∣ΠA′′〉] (6.67)
o, en notacio´n matricial

∣∣ 0 〉
∣∣+ 1〉
∣∣− 1〉

=

1 0 0
0
1√
2
i√
2
0
1√
2
− i√
2

×

∣∣Σ+〉
∣∣ΠA′〉
∣∣ΠA′′〉

(6.68)
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El Hamiltoniano electro´nico en la base diaba´tica de Drukker resultara´
Hel

∣∣ 0 〉
∣∣+ 1〉
∣∣− 1〉

=

VΣ
1√
2
VΣΠA′
1√
2
VΣΠA′
1√
2
VΣΠA′
VΠA′′ + VΠA′
2
−VΠA′′ − VΠA′
2
1√
2
VΣΠA′ −
VΠA′′ − VΠA′
2
VΠA′′ + VΠA′
2


∣∣ 0 〉
∣∣+ 1〉
∣∣− 1〉

(6.69)
No´tese la diferencia con el Hamiltoniano definido para la base
∣∣± Λ〉 a partir de la cual
se construye la base de Alexander (ver eq. (6.55))
A continuacio´n trataremos de determinar los elementos de matriz del Hamiltoniano
y del operador Lˆx para la base de Drukker
∣∣ ± Λ〉, en funcio´n de los elementos de
matriz de estos operadores en la representacio´n adiaba´tica, ya que sera´n aquellos de
los que podamos disponer en un ca´lculo ab-initio. Para ello partimos de la matriz de
transformacio´n entre la base adiaba´tica y la base de funciones adaptada a la simetr´ıa.
En este caso, a diferencia (6.56) haremos la rotacio´n en sentido horario, con el fin de
establecer que cuando R→∞, χ→ 0.

∣∣Σ+〉
∣∣ΠA′〉
∣∣ΠA′′〉

=

cosχ sinχ 0
− sinχ cosχ 0
0 0 1

×

∣∣2A′〉
∣∣1A′〉
∣∣1A′′〉

(6.70)
De modo que la base de funciones
∣∣± Λ〉 en te´rminos de la base adiaba´tica resulta

∣∣ 0 〉
∣∣+ 1〉
∣∣− 1〉

=

cosχ sinχ 0
−sinχ√
2
cosχ√
2
i√
2
−sinχ√
2
cosχ√
2
− i√
2

×

∣∣2A′〉
∣∣1A′〉
∣∣1A′′〉

(6.71)
Expandiendo cada elemento de la ecuacio´n anterior tenemos que
∣∣ 0 〉 = cosχ∣∣2A′〉+ sinχ∣∣1A′〉∣∣+ 1〉 = 1√
2
[
− sinχ∣∣2A′〉+ cosχ∣∣1A′〉+ i∣∣1A′′〉]
∣∣− 1〉 = 1√
2
[
− sinχ∣∣2A′〉+ cosχ∣∣1A′〉− i∣∣1A′′〉] (6.72)
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Los elementos de matriz del operador Lˆx en la base
∣∣ ± Λ〉 de Drukker, escritos en
te´rminos de la representacio´n de este operador en la base adiaba´tica (ecuacio´n (6.60))
sera´n.
〈
0
∣∣Lˆx∣∣ 0 〉 = 0〈
0
∣∣Lˆx∣∣± 1〉 = ± i√
2
[
sinχ
〈
1A′
∣∣Lˆx∣∣1A′′〉+ cosχ 〈2A′∣∣Lˆx∣∣1A′′〉]〈± 1∣∣Lˆx∣∣ 0 〉 = 〈 0 ∣∣Lˆx∣∣± 1〉〈± 1∣∣Lˆx∣∣± 1〉 = ±i [ cosχ 〈1A′∣∣Lˆx∣∣1A′′〉− sinχ 〈2A′∣∣Lˆx∣∣1A′′〉]〈± 1∣∣Lˆx∣∣∓ 1〉 = 0
6.4. Acoplamientos roto-electro´nicos
La u´ltima parte de este cap´ıtulo constituye uno de los puntos principales de la tesis
doctoral: el tratamiento de los acoplamientos roto-electro´nicos dentro de un marco TSH-
FS.
Los acoplamientos electrosta´ticos han recibido mucha atencio´n en el pasado, puesto
que las transiciones entre estados electro´nicos en las proximidades de las intersecciones
co´nicas son muy eficientes, y sus efectos sobre la dina´mica del sistema son casi siempre
notables. Adema´s, la existencia de aproximaciones semicla´sicas capaces de dar cuenta
de estos efectos de un modo ma´s o menos preciso, ha favorecido el florecimiento de
detallados estudios. Sin embargo, la influencia de los acoplamientos roto-electro´nicos en
la dina´mica molecular apenas ha sido descrita a nivel teo´rico.
La meca´nica de estos acoplamientos ha sido bien comprendida en colisiones a´tomo-
a´tomo y colisiones io´n-a´tomo [104–107], adema´s de la fotodisociacio´n de algunos sistemas
moleculares [36, 108–111]. Por el contrario, las transiciones no adiaba´ticas inducidas por
acoplamientos roto-electro´nicos, apenas han sido estudiadas teo´ricamente para colisiones
a´tomo-dia´tomo reactivas o´ inela´sticas. Sin embargo se ha podido ver co´mo pueden llegar
a jugar un papel importante en el quenching electro´nico en colisiones a´tomo–dia´tomo,
como los sistemas NH(A)+H y C+H2 [112].
Los acoplamientos roto-electro´nicos son un tipo de acoplamientos que sur-
gen de la interaccio´n entre el momento angular orbital electro´nico L y los
momentos angulares rotacionales nucleares. Estas interacciones esta´n normalmen-
te asociadas al acoplamiento entre superficies de energ´ıa potencial asinto´ticamente de-
generadas que, durante una colisio´n, rompen la degeneracio´n. No obstante, estos acopla-
mientos tambie´n son capaces de conectar estados que asinto´ticamente no esta´n degene-
rados.
El comportamiento de los acoplamientos roto-electro´nicos es totalmente distinto del
comportamiento de los acoplamientos electrosta´ticos.
Los acoplamientos electrosta´ticos, en una base diaba´tica, son no-diagonales en el
6.4. Acoplamientos roto-electro´nicos 109
Hamiltoniano electro´nico. Sin embargo, los acoplamientos roto-electro´nicos son no
diagonales en el Hamiltoniano cine´tico nuclear. Los acoplamientos roto-electro´nicos
aparecera´n cuando se consideren los te´rminos de acoplamientos entre los momentos
angulares asociados al movimiento nuclear y los momentos angulares asociados al
movimiento electro´nico
Los acoplamientos electrosta´ticos esta´n localizados en una zona concreta
del potencial: en las proximidades de la interseccio´n co´nica. Su intensidad cae
aproximadamente con3 (R −RCI)−1, donde R representa el conjunto de coorde-
nadas nucleares y RCI los valores de dichas coordenadas en la interseccio´n co´nica.
Los acoplamientos roto-electro´nicos son acoplamientos dina´micos, es de-
cir, no dependen u´nicamente de la geometr´ıa nuclear (es decir del potencial elec-
tro´nico), sino de la dina´mica actual de los nu´cleos. Por lo tanto no han de estar
localizados en una zona concreta del potencial. El movimiento nuclear determinara´
la magnitud de los acoplamientos entre los momentos angulares nucleares y elec-
tro´nicos. La intensidad de los acoplamientos roto-electro´nicos, como veremos ma´s
tarde, depende de te´rminos que caen con r−2 y R−2 [20]. Es decir, que son ma´s
intensos en la zona de interaccio´n fuerte o´ cuando las diato´micas esta´n en el punto
de retorno interno de su momento vibracional.
La simetr´ıa de los te´rminos de acoplamiento roto-electro´nico no es la misma que
aquella de los acoplamientos electrosta´ticos. De esto modo, habra´ transiciones que
los acoplamientos electrosta´ticos no permitan por simetr´ıa, pero s´ı este´n permitidas
a trave´s de los acoplamientos roto-electro´nicos.
Como veremos a lo largo de la seccio´n, dentro de los acoplamientos roto-electro´nicos,
encontraremos dos subtipos relacionados [35]: a) los acoplamientos tipo Renner-Teller
(RT), procedentes de los te´rminos de acoplamiento entre la proyeccio´n del momento
angular total y el angular orbital electro´nico sobre el eje internulcear (esto es, te´rmi-
nos JzLz el Hamiltoniano molecular), encargados de acoplar estados electro´nicos que
asinto´ticamente esta´n degenerados (con igual valor de Λ). b) Acoplamientos de Coriolis,
procedentes de los acoplamientos de las componentes de J y L perpendiculares al eje
internuclear. Estos acoplamientos actuara´n acoplando estados electro´nicos que, asinto´ti-
camente no esta´n degenerados. Lo ma´s habitual es que, aunque la intensidad de acopla-
mientos roto-electro´nicos decaiga con R−2, los efectos de estos acoplamientos sean ma´s
destacables en aquellas zonas donde las superficies no esta´n muy separadas en energ´ıas
[103]. Esto es: durante la aproximacio´n de los reactivos, en el caso de acoplamiento entre
superficies asinto´ticamente degeneradas y, en los puntos de retorno internos cla´sicos.
Tanto los acoplamientos de RT como los acoplamientos de Coriolis han sido incluidos
en estudios cua´nticos en el pasado [103, 109, 111]. Por otro lado, los acoplamientos tipo
3En realidad los NACMEs decrecen aproximadamente con la derivada del acoplamiento diaba´tico,
dividido por la separacio´n entre superficies.
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RT ya han sido considerados como parte de un modelo de trajectory surface hopping por
Santoro, Petrongolo y Schatz, para el sistema N(2D) + H2, [113], siguiendo el estudio
teo´rico QM de Goldfield et al. [109]. Sin embargo, hasta donde nosotros sabemos, este
trabajo es el primero en incluir ambos tipos de acoplamientos roto-electro´nicos al mismo
tiempo que los acoplamientos electrosta´ticos en un marco TSH.
Notacio´n
A continuacio´n vamos a detallar el esquema de acoplamientos escogido para la des-
cripcio´n de las interacciones roto-electro´nicas, as´ı como el sistema de referencia en el cual
calcularemos los elementos del Hamiltoniano perturbador.
Bajo nuestro esquema de acoplamientos, construimos el momento angular total como
J = j + ℓ (6.73)
donde j = N + S el momento angular total de la diato´mica (nuclear + electro´nico),
N = R + L es el momento angular rotacional, excluyendo el spin, R es el momento
angular rotacional nuclear y L es el momento angular orbital electro´nico. Finalmente ℓ
es el momento angular orbital nuclear del movimiento relativo del sistema A–BC.
En el caso Hund (b), la proyeccio´n de j en el eje internuclear B–C es Ω = Λ + Σ,
donde Λ y Σ son las proyecciones de L y S en el eje internuclear de la diato´mica, r,
respectivamente (no confundir la proyeccio´n Σ con el nombre asignado a los estados
electro´nicos de Λ = 0).
En el estudio de los acoplamientos, utilizaremos dos sistemas de referencia distintos.
Como se explico´ en el cap´ıtulo 5, las trayectorias cla´sicas son propagadas en un esquema
fijo en el espacio (SF), donde los vectores R y r son los vectores de Jacobi para la
distancia relativa A–BC y la distancia internuclear, respectivamente. Sin embargo, el
ca´lculo de los acoplamientos se lleva a cabo en un esquema fijo en el cuerpo (BF) xyz
en el cual el eje z es paralelo al vector r de Jacobi y el plano molecular es el plano xz.
Este esquema se conoce como r-embedding.
La proyeccio´n del momento angular total, J en el eje z se denotara´ K. El nu´mero
cua´ntico de esta proyeccio´n sera´ K.
6.4.1. Hamiltoniano molecular
El Hamiltoniano molecular total para un sistema triato´mico en el sistema de referencia
r-embedding, fue deducido por Petrongolo [108].
Hˆ = Tˆrot(Jˆ , jˆ, r,R) + Tˆvib(R) + Hˆel(r;R) (6.74)
donde Hˆel(r;R) es el Hamiltoniano puramente electro´nico, Tˆvib(R) es el te´rmino que
dara´ cuenta de los estado ligados vibracionales del tria´tomo y Tˆrot(Jˆ , jˆ,R) es el te´rmino
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rotacional del Hamiltoniano. Expandimos ahora la funcio´n de onda molecular total en
una base de funciones en la representacio´n diaba´tica
∣∣Ψ(r,R)〉 =∑
i
∣∣χ0i (R)〉∣∣ηi(r;R0)〉 (6.75)
Introduciendo esta expansio´n en la ecuacio´n de Schro¨dinger independiente del tiempo
y, proyectando el estado electro´nico
〈
ηj(r;R0)
∣∣ sobre ambos lados de la igualdad, lle-
gamos al siguiente sistema de ecuaciones acopladas (ignoramos la dependencia con las
coordenadas para simplificar la notacio´n):
∑
i
[〈
ηj
∣∣Tˆrot + Hˆel∣∣ηi〉] ∣∣χi〉 = (E − εvib,j) ∣∣χj〉 (6.76)
donde εvib,j es la energ´ıa vibracional del estado estacionario nuclear
∣∣χj〉. Como puede ob-
servarse el te´rmino
〈
ηj
∣∣Tˆrot+Hˆel∣∣ηi〉 dara´ cuenta del acoplamiento de la dina´mica nuclear
en los distintos estados diaba´ticos. Los te´rminos no diagonales Helij del Hamilto-
niano puramente electro´nico dara´n cuenta de los acoplamientos electrosta´ti-
cos, mientras que los te´rminos no diagonales rotacionales, T rotij , sera´n justo los
causantes del acoplamiento entre los momentos angulares electro´nicos y nu-
cleares que, finalmente, desembocara´n en un acoplamiento roto–electro´nico
entre las funciones de onda nucleares en los distintos estados electro´nicos del
sistema.
El te´rmino cine´tico rotacional para el tria´tomo en este sistema de referencia resulta4:
Tˆrot =
br +BR
sin2 γ
(
Jˆ2z + Lˆ
2
z
)
+ br
(
Jˆ2 − 2Jˆ2z + Lˆ2 − 2Lˆ2z + 2LˆxLˆz cot γ − 2i~Lˆy
∂
∂γ
)
+ br
[
Jˆ+
(
Jˆz cot γ + ~
∂
∂γ
+ iLˆy
)
+ Jˆ−
(
Jˆz cot γ − ~ ∂
∂γ
− iLˆy
)]
+ 2 Jˆz
[
br
(
Lˆz − Lˆx cot γ
)
− (br +BR) Lˆzsin2 γ
]
−
br
(
Jˆ+ + Jˆ−
)
2
(
Lˆx + Lˆz cot γ
)
(6.77)
En esta ecuacio´n, BR = 1/(2µRR2) donde µA-BC es la masa reducida A–BC, y br =
1/(2µrr2), siendo µBC la masa reducida del dia´tomo. Aunque en este trabajo hemos
utilizado el sistema de referencia BF r-embedding, la transformacio´n al sistema de re-
ferencia R-embedding puede ser llevada a cabo de modo muy sencillo, intercambiando
simplemente los te´rminos br y BR.
Por u´ltimo no´tese co´mo este Hamiltoniano describe una mole´cula triato´mica, en un
esquema BF, por lo que en el te´rmino rotacional no existe una dependencia con el
momento angular orbital nuclear ℓ, sino con la proyeccio´n del momento angular total
4El error de impresio´n en el paper original de Petrongolo [108] en el cual se sustituyo´ Jˆz − Jˆx cot γ por
Lˆz − Lˆx cot γ, tambie´n ha sido corregido aqu´ı.
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sobre el eje z.
6.4.2. Aproximacio´n semicla´sica
Nuestro deseo ahora es obtener las expresiones semicla´sicas para la evolucio´n de las
poblaciones electro´nicas de modo que contemplen no so´lo los acoplamientos electrosta´ti-
cos sino que, a mayores, consideren los acoplamientos roto-electro´nicos entre superficies.
Adema´s queremos mantener la formulacio´n general del me´todo TSH-FS presentado en
la seccio´n anterior.
Sin embargo esto no es algo directo, puesto que los te´rminos de acoplamiento rotacio-
nales no son te´rminos que aparezcan en el Hamiltoniano puramente electro´nico, sino que
aparecen en el te´rmino cine´tico nuclear. Por lo tanto no emergera´n de modo natural en
la ecuacio´n semicla´sica de Schro¨dinger electro´nica dependiente del tiempo, como ocurre
en el caso del acoplamiento electrosta´tico (ver ecuacio´n 6.3 y siguientes).
Las claves de nuestra aproximacio´n al tratamiento semicla´sico de las transiciones roto-
electro´nicas, en un contexto TSH, sera´n:
1. Inclusio´n de algunos te´rminos del operador cine´tico-rotacional nuclear, Tˆrot, como
una perturbacio´n del Hamiltoniano puramente electro´nico, para obtener el Hamil-
toniano electro´nico perturbado, Hˆ ′el = Hˆel + Hˆ
′.
2. Expansio´n de la funcio´n de onda electro´nica total en una base de funciones roto–
electro´nicas segu´n [111]:
∣∣ΨJel(t, r;R)〉 = J∑
K=−J
n∑
i=1
cK,i (t)
∣∣K〉∣∣ηi(r;R0)〉 (6.78)
Las funciones
∣∣ηi(r;R0)〉 son una base de funciones diaba´ticas, solucio´n del Hamiltoniano
electro´nico de la mole´cula diato´mica aislada. El sumatorio en K recorre todas las proyec-
ciones posibles de la proyeccio´n del momento angular total sobre el eje internuclear de
BC. Las funciones
∣∣K 〉 son las funciones de la base de funciones rotacionales de Wigner
[109, 113], que definen una rotacio´n desde un esquema SF a un esquema BF segu´n
∣∣K〉 =
√
2J + 1
8π2
DJK,M (φ, θ, ξ)
Esta expansio´n de la funcio´n de onda electro´nica total es totalmente equivalente a aque-
lla que llevamos a cabo para la funcio´n de onda nuclear en el esquema BF (ver ecuacio´n
(4.66) y siguientes). Las funciones rotacionales de Wigner cumplen las siguientes propie-
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dades:
Jˆ2
∣∣K〉 =J(J + 1)~2∣∣K〉 (6.79)
Jˆ±
∣∣K〉 =λJK± ∣∣K ± 1〉 (6.80)
Jˆz
∣∣K〉 =K~∣∣K〉 (6.81)
donde
λJK± = ~ [J(J + 1)−K(K ± 1)]
1
2 (6.82)
Como veremos luego, esta u´ltima relacio´n sera´ la que, durante una colisio´n nos acople
los distintos valores de K, de tal modo que cada uno de ellos dependa u´nicamente de
K ′ = K ± 1.
Hamiltoniano electro´nico perturbado Hˆ ′el y elementos de matriz
La evolucio´n espacial y temporal de nuestra funcio´n de onda electro´nica total quedara´
determinada por el Hamiltoniano electro´nico perturbado
Hˆ ′el = Hˆel + Hˆ
′ (6.83)
El acoplamiento roto–electro´nico vendra´ de la mano del te´rmino perturbativo, Hˆ ′ del
Hamiltoniano electro´nico. Para describir esta perturbacio´n, consideraremos u´nicamente
aquellos elementos del te´rmino cine´tico Tˆrot que dependan de las coordenadas electro´ni-
cas; es decir, aquellos que contengan te´rminos del momento angular orbital electro´nico
o´ sus componentes. Esto es:
Hˆ ′ =brLˆ2 + Lˆ2z
(
BR + br
sin2 γ
− 2br
)
+2JˆzLˆz
(
br − br +BRsin2 γ
)
− 2brJˆzLˆx cot γ
+br
(
Jˆ+ − Jˆ−
)
iLˆy − br
(
Jˆ+ + Jˆ−
) (
Lˆx + Lˆz cot γ
)
+2brLˆxLˆz cot γ (6.84)
Obse´rvese que, como dec´ıamos al principio de la seccio´n, la perturbacio´n Hˆ ′ depende de
te´rminos que caen con r−2 y R−2 (BR y br). Adema´s, los acoplamientos tipo Renner-
Teller (RT), son aquellos que incluyen te´rminos LˆzJˆz; los acoplamientos tipo Coriolis se
corresponden con te´rminos cruzados de acoplamientos (los tres u´ltimos sumandos).
Con todos estos elementos podemos construir ahora los elementos de la representa-
cio´n matricial del Hamiltoniano electro´nico perturbado en la base de funciones roto–
electro´nicas
∣∣K〉∣∣η(r;R0)〉:
H ′el(i, j,K
′,K) =
〈
ηi(r;R0)
∣∣〈K ′∣∣Hˆel + Hˆ ′∣∣K〉∣∣ηj(r;R0)〉 (6.85)
114 6. Me´todos de Scattering (V): Trajectory Surface Hopping (TSH)
En lo que sigue omitiremos la dependencia de las funciones diaba´ticas con las coordena-
das. Esta representacio´n matricial, en realidad es un matriz de matrices, de 2J + 1 filas
por 2J+1 columnas.
Para obtener los elementos de matriz, en primer lugar integramos el te´rmino pertur-
bador
∣∣H〉′ sobre la base rotacional ∣∣K〉:
〈
K ′
∣∣Hˆ ′∣∣K〉 = [brLˆ2 + Lˆ2z (BR + brsin2 γ − 2br
)
+ 2brLˆxLˆz cot γ
]
δK′,K
+2K~δK′K
[
Lˆz
(
br − BR + brsin2 γ
)
− brLˆx cot γ
]
+brλJK±1 δK′±1,K
[
±iLˆy −
(
Lˆx + Lˆz cot γ
)]
(6.86)
Es decir, podemos describir los elementos de matriz anteriores como:
〈
K ′
∣∣Hˆ ′∣∣K〉 = H ′JK,K +H ′JK,K+1 +H ′JK,K−1 (6.87)
Este esquema de acoplamiento es formalmente ide´ntico al resultante de la expansio´n de
la funcio´n de onda nuclear en la representacio´n de la helicidad, mostrado en el cap´ıtulo
4 (ver ecuacio´n (4.67)). Por otro lado, el operador Hˆel no actu´a sobre los elementos de
la base de Wigner. De este modo los elementos de matriz del Hamiltoniano electro´nico
perturbado sera´n:
H ′el(i, j,K
′,K) = HijδK,K′ +
〈
ηi
∣∣H ′JK,K +H ′JK+1,K +H ′JK−1,K ∣∣ηj〉 (6.88)
donde Hij es el elemento de matriz correspondiente del Hamiltoniano puramente elec-
tro´nico en la base diaba´tica
∣∣ηi(r;R0)〉. Es decir, que tendremos una matriz tridiagonal
en K, en el que los te´rminos diagonales sera´n
H ′el(i, j,K,K) = Hij +
〈
ηi
∣∣H ′JK,K ∣∣ηj〉 (6.89)
mientras que los te´rminos no diagonales sera´n
H ′el(i, j,K ± 1,K) =
〈
ηi
∣∣H ′JK±1,K ∣∣ηj〉 (6.90)
Si introducimos ahora la funcio´n de onda electro´nica total, expandida en la base roto–
electro´nica (ecuacio´n (6.78)), en la ecuacio´n de Schro¨dinger electro´nica dependiente del
tiempo tenemos que
∂
∂t
∣∣ΨJel(t, r;R0)〉 = −i~ Hˆ ′el∣∣ΨJel(t, r;R0)〉 (6.91)
J∑
K=−J
n∑
i=1
∂cK,i (t)
∂t
∣∣K〉∣∣ηi〉 = −i~ J∑
K=−J
n∑
i=1
cK,i (t)Hˆ ′el
∣∣K〉∣∣ηi〉 (6.92)
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Proyectando el estado
〈
K ′
∣∣〈ηj∣∣ sobre ambos lados de la igualdad, obtenemos un conjunto
de ecuaciones acopladas que determinan la evolucio´n temporal de los coeficientes de la
expansio´n, acoplando los distintos estados electro´nicos y rotacionales segu´n:
c˙K′,j = −i~
n∑
i=1
cK,i
[
H ′el(j, i,K
′,K ′) +H ′el(j, i,K
′,K ′ + 1) +H ′el(j, i,K
′,K ′ − 1)]
(6.93)
De este modo obtenemos un sistema de (2J +1)×n ecuaciones acopladas. El sistema de
ecuaciones acopladas que acabamos de describir tiene varios problemas por los cuales,
en la pra´ctica, es imposible de resolver en un contexto TSH
El nu´mero de ecuaciones acopladas es extremadamente elevado, por lo que su
resolucio´n ser´ıa computacionalmente muy costosa y, en un ca´lculo de trayectorias
donde sea necesario propagarlo para cientos de miles de trayectorias, prohibitivo.
Las trayectorias se propagan de modo individual de modo que, para una trayectoria
concreta los valores de asinto´ticos de K y K ′ son fijos.
En un ca´lculo de trayectorias s´ı es posible conocer el valor de K durante toda la
propagacio´n, sin embargo no podemos conocer el valor de K ′ hasta que la trayec-
toria no ha terminado.
Por eso, en este punto llevamos a cabo la aproximacio´n K ′ = K ± 1 ≃ K, suponiendo
que K ≫ 1 (lo cual, excepto para configuraciones colineales es una buena aproximacio´n)
λJK± ≃ λJK0 = ~
[
J(J + 1)−K2
] 1
2 (6.94)
de modo que
〈
K
∣∣Hˆ ′∣∣K〉 = brLˆ2 + Lˆ2z (br +BRsin2 γ − 2br
)
+ 2brLˆxLˆz cot γ + 2K~Lˆz
(
br − BR + brsin2 γ
)
− 2brK~Lˆx cot γ − brλJK0
(
Lˆx + Lˆz cot γ
)
(6.95)〈
K
∣∣Hˆ ′∣∣K〉 = H ′JK,K +H ′JK,0 (6.96)
As´ı, la representacio´n matricial del Hamiltoniano electro´nico perturbado, Hˆ ′el = Hˆel+Hˆ
′,
en la base roto-electro´nica se convierte en una matriz por bloques, donde cada bloque
depende de un u´nico valor de K.
H ′el(i, j,K,K) = Hij +
〈
ηi
∣∣H ′JK,K +H ′JK,0∣∣ηj〉 (6.97)
Esta aproximacio´n es muy importante por varios motivos. El primero de ellos es que, e´sta
elimina la dependencia de las ecuaciones con la proyeccio´n sobre el eje y del momento
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angular rotacional electro´nico, Lˆy. Esto supone una gran ventaja computacional. En
segundo lugar permite reducir el sistema de ecuaciones acopladas (6.93) a
c˙Kj = −i~
n∑
i=1
cKi H
′
el(j, i,K,K) (6.98)
Este sistema de ecuaciones permite propagar la evolucio´n de los estados roto-
electro´nicos, de modo independiente para cada valor de K. Es decir, para ca-
da trayectoria podemos resolver el sistema de ecuaciones acopladas de estados roto-
electro´nicos, para su valor concreto de K.
Existe una aproximacio´n alternativa, conocida como centrifugal–sudden, consistente
en despreciar los te´rminos no diagonales, H ′el(j, i,K,K ± 1), del Hamiltoniano electro´-
nico perturbado (ecuacio´n (6.93)). Es necesario remarcar que esta aproximacio´n no es
exactamente que la aproximacio´n de K ′ = K±1 ≃ K, puesto que esta u´ltima considera,
en cierto modo, la influencia de los te´rminos no diagonales mediante la inclusio´n del
te´rmino H ′JK,0. En este caso, el sistema de ecuaciones para la evolucio´n de los coeficientes
es formalmente ide´ntica al sistema (6.98).
Base electro´nica
Estas ecuaciones pueden ser fa´cilmente transformadas a las ecuaciones de Liouville
y propagadas. Para obtener los valores concretos de los elementos H ′el(j, i,K,K ± 1) es
conveniente escoger una base de funciones diaba´ticas que sean autofunciones del operador
Lˆz. Nosotros hemos escogido la base
∣∣ ± Λ〉 de Drukker y Schatz (ver seccio´n 6.3.2 y
referencia [103]). En esta base, los elementos de matriz H ′el(Λi,Λj ,K,K) resultan〈
K
∣∣〈Λi∣∣Hˆ ′el∣∣Λj〉∣∣K〉 = 〈Λi∣∣Hˆel∣∣Λj〉+ 〈Λi∣∣H ′JK,K +H ′JK,0∣∣Λj〉
= Hij + br
〈
Λi
∣∣Lˆ2∣∣Λj〉
+
(
br +BR
sin2 γ
− 2br
) 〈
Λi
∣∣Lˆ2z∣∣Λj〉+ 2br cot γ〈Λi∣∣LˆxLˆz∣∣Λj〉
+
[
2K~
(
br − BR + brsin2 γ
)
− brλJK0 cot γ
] 〈
Λi
∣∣Lˆz∣∣Λj〉
−
[
2K~br cot γ + brλJK0
] 〈
Λi
∣∣Lˆx∣∣Λj〉 (6.99)
No´tese que los la base
∣∣±Λ〉 es una base asinto´tica, por lo tanto las funciones electro´nicas
so´lo sera´n autofunciones del operador Lˆz asinto´ticamente.
Los operadores LˆzLˆx, Lˆ
2
z y Lˆ
2 se transforman como A′ en el gupo puntual
CS, por lo que no sera´n capaces de conectar estados de distinta simetr´ıa.
Por el contrario, los operadores Lˆx y Lˆz se transforman como A
′′, por lo que
sera´n los responsables de los acoplamientos rotoelectro´nicos entre estados de
distinta simetr´ıa.
Recordamos que la representacio´n matricial del Hamiltoniano puramente electro´nico
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en esta base, para el caso concreto de sistemas de tres estados
∣∣ 0 〉, ∣∣ + 1〉 y ∣∣ − 1〉, en
funcio´n de los potenciales VΣ+ , VΠA′ y VΠA′′ es (ver seccio´n 6.3.2)
Hˆel

∣∣+ 1〉∣∣0〉∣∣− 1〉
 =

Dsum
VΣ+ΠA′√
2
Ddif
VΣ+ΠA′√
2
VΣ+
VΣ+ΠA′√
2
Ddif
VΣ+ΠA′√
2
Dsum


∣∣+ 1〉∣∣0〉∣∣− 1〉
 (6.100)
Para simplificar la notacio´n utilizaremos los potenciales Dsum y Ddif definidos como
Dsum =
1
2
(
VΠA′ + VΠA′′
)
(6.101)
Ddif =
1
2
(
VΠA′ − VΠA′′
)
(6.102)
Recordamos tambie´n los elementos de la matriz de Lˆx, para esta base, en funcio´n de los
elementos de matriz en la representacio´n adiaba´tica.
〈
0
∣∣Lˆx∣∣ 0 〉 = 0〈
0
∣∣Lˆx∣∣± 1〉 = ± i√
2
[
sinχ
〈
1A′
∣∣Lˆx∣∣1A′′〉+ cosχ 〈2A′∣∣Lˆx∣∣1A′′〉]〈± 1∣∣Lˆx∣∣ 0 〉 = 〈 0 ∣∣Lˆx∣∣± 1〉〈± 1∣∣Lˆx∣∣± 1〉 = ±i [ cosχ 〈1A′∣∣Lˆx∣∣1A′′〉− sinχ 〈2A′∣∣Lˆx∣∣1A′′〉]〈± 1∣∣Lˆx∣∣∓ 1〉 = 0
Los elementos de matriz de Lˆz pueden ser obtenidos a partir de la ecuacio´n anterior,
sustituyendo x por z. Tanto los elementos de Lˆz como los de Lˆx en la base adiaba´tica
son puramente imaginarios.
Los elementos de matriz de Lˆ2 en la base
〈 ± Λ∣∣ pueden obtenerse en funcio´n de los
valores que toman en la base adiaba´tica segu´n:
〈
0
∣∣Lˆ2∣∣ 0 〉 = sin2 χ〈1A′∣∣Lˆ2∣∣1A′〉+ cos2 χ〈2A′∣∣Lˆ2∣∣2A′〉+ sin 2χ〈1A′∣∣Lˆ2∣∣2A′〉〈
0
∣∣Lˆ2∣∣± 1〉 = 1√
2
[
cos 2χ
〈
1A′
∣∣Lˆ2∣∣2A′〉+ 1
2
sin 2χ
(〈
1A′
∣∣Lˆ2∣∣1A′〉− 〈2A′∣∣Lˆ2∣∣2A′〉)]〈
0
∣∣Lˆ2∣∣± 1〉 = 〈± 1∣∣Lˆ2∣∣ 0 〉〈± 1∣∣Lˆ2∣∣+ 1〉 = 1
2
[
cos2 χ
〈
1A′
∣∣Lˆ2∣∣1A′〉+ sin2 χ〈2A′∣∣Lˆ2∣∣2A′〉
− sin 2χ〈1A′∣∣Lˆ2∣∣2A′〉± 〈1A′′∣∣Lˆ2∣∣1A′′〉]〈− 1∣∣Lˆ2∣∣∓ 1〉 = 〈± 1∣∣Lˆ2∣∣+ 1〉 (6.103)
Los valores de los operadores Lˆ2x y LˆzLˆx en la base diaba´tica en funcio´n de los elementos
de matriz en la base adiaba´tica se pueden obtener sustituyendo en la ecuacio´n anterior Lˆ2
por cualquiera de ellos. En todos los casos, los elementos de matriz en la representacio´n
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adiaba´tica son nu´meros reales.
6.4.3. Estados adiaba´ticos dina´micos
Tanto en la aproximacio´n de K ′ = K + 1 ≈ K como en el caso de la aproximacio´n de
centrifugal-sudden existe un desacoplamiento de los valores de la proyeccio´n del momento
angular total sobre el eje internuclear de BC. Por lo tanto podemos definir una matriz
de potencial diaba´tico roto-electro´nico, H′Kel , dependiente de la proyeccio´n del momento
angular.
La diagonalizacio´n de esta representacio´n matricial conduce a un concepto fundamen-
tal: los potenciales adiaba´ticos dina´micos.
AK = U×H′Kel ×U−1 (6.104)
Los potenciales adiaba´ticos dina´micos no son los potenciales adiaba´ticos reales5, sino
potenciales diagonales que contemplan tanto las interacciones electrosta´ticas como las
interacciones roto-electro´nicas, as´ı como te´rminos energe´ticos asociados a la rotacio´n
actual del sistema.
Las matrices de matrices de transformacio´n unitaria, U, adema´s nos conducen a un
nuevo concepto: los estados adiaba´ticos dina´micos. Los estados adiaba´ticos dina´micos
son los estados propios del Hamiltoniano electro´nico perturbado para un valor concreto
de K, Hˆ ′Kel , cuyos autovalores son justo los potenciales dina´micos adiaba´ticos reales A
K
i .
Hˆ ′Kel
∣∣φKi (r;R)〉 = AKi ∣∣φKi (r;R)〉 (6.105)
Los estados adiaba´ticos dina´micos no coincidira´n con los estado adiaba´ticos reales, salvo
en aquellas situaciones en las que el acoplamiento rotoelectro´nico sea nulo.
Los potenciales adiaba´ticos dina´micos, esta´n relacionados con la base roto-electro´nica
sobre la que hemos desarrollado las ecuaciones a trave´s de la siguiente expresio´n
∣∣φKi (r;R)〉 = n∑
j=1
U−1ij
∣∣K〉∣∣Λj〉 (6.106)
La matriz de transformacio´nU puede ser encontrada por diagonalizacio´n directa de los
elementos de matriz del Hamiltoniano electro´nico perturbado, Hˆ ′Kel , en la representacio´n
diaba´tica roto-electro´nica
∣∣K〉∣∣Λj〉.
En el caso de sistemas de tres estados, es posible llevar a cabo la aproximacio´n de
acoplamiento por pares (ver seccio´n 6.1.3), construyendo la matriz U en te´rminos de los
a´ngulos de mezcla α, β y γ. Estos a su vez pueden ser obtenidos a partir de los elementos
de matriz del Hamiltoniano electro´nico perturbado para un valor concreto de K, Hˆ ′Kel .
5 En este contexto llamaremos potenciales adiaba´ticos reales a aquellos que son solucio´n de la ecuacio´n
de Schro¨dinger puramente electro´nica para una geometr´ıa dada. Esto es: V1A′ , V2A′ , V1A′′ , etc...
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Supongamos que expandimos la funcio´n en la base de Drukker. En este caso, los a´ngulos
de mezcla resultara´n
α =
1
2
arctan
[
2H ′el(+1, 0,K,K)
H ′el(+1,+1,K,K)−H ′el(0, 0,K,K)
]
β =
1
2
arctan
[
2H ′el(+1,−1,K,K)
H ′el(+1,+1,K,K)−H ′el(−1,−1,K,K)
]
ω =
1
2
arctan
[
2H ′el(0,−1,K,K)
H ′el(0, 0,K,K)−H ′el(−1,−1,K,K)
]
(6.107)
donde los elementos H ′el(Λi,Λj ,K,K) son aquellos obtenidos en la ecuacio´n (6.99).
Cuando, en la zona de interaccio´n, el complejo ABC se aproxima a configuraciones
colineales (γ → 180◦ o´ 0◦) aparecen problemas nume´ricos, debido a que la ecuacio´n 6.96
diverge. Por eso, siguiendo a Santoro y colaboradores [113], usaremos una disminucio´n
gausiana del a´ngulo de mezcla entre los estados de igual valor de Λ del siguiente modo
β → β (1− SK)(1− Sγ) (6.108)
donde los para´metros de disminucio´n son
Sγ = exp
(
− sin2 γ
δ2γ
)
SK = exp
(
−K2
δ2K
)
(6.109)
Donde los para´metros δγ y δK han sido establecidos en (0.05)
1/2 y 0.25 respectivamente.
Sin embargo Santoro et. al. aseguran que los resultados no var´ıan significativamente con
los valores de estos para´metros.
Ecuaciones acopladas en la representacio´n de estados adiaba´ticos dina´micos
Una vez que hemos definido los estados adiaba´ticos dina´micos es posible describir
la dina´mica no adiaba´tica del sistema propagando las ecuaciones de Liouville en esta
representacio´n, como:
i~ρ˙ij =
∑
k
[
ρkj(A
K
kj − i~R˙ · dKkl)− ρik(AKkj − i~R˙ · dKkj)
]
(6.110)
donde AKk,j 6=k = 0 y A
K
j,j son los potenciales adiaba´ticos dina´micos. Los te´rminos de
acoplamiento no adiaba´tico dkl, pueden ser obtenidos, bien derivando las matrices de
tranformacio´n (ecuacio´n (6.22)), o´ bien de modo anal´ıtico segu´n las ecuaciones (6.28),
en funcio´n de los a´ngulos de mezcla entre estados adiaba´ticos dina´micos.
Esta ecuacio´n presenta tres diferencias fundamentales con aquella presentada en la
seccio´n 6.1.2 para el caso del tratamiento del acoplamiento electrosta´tico
120 6. Me´todos de Scattering (V): Trajectory Surface Hopping (TSH)
Las ecuaciones no propagan la poblacio´n de los estados electro´nicos reales, sino
la poblacio´n de los estados adiaba´ticos dina´micos. En principio las poblaciones de
ambos conjuntos no tienen por que´ coincidir.
Las energ´ıas no son las energ´ıas adiaba´ticas reales, sino los autovalores de los
estados adiaba´ticos dina´micos.
Los te´rminos de acoplamiento dKij no son te´rminos de acoplamiento electrosta´ticos,
sino te´rminos de acoplamiento dina´micos. Esto significa que no son fijos para una
geometr´ıa dada, sino que su valor dependera´ de la geometr´ıa y del estado rotacional
del sistema.
Propagacio´n de las ecuaciones de movimiento
La te´cnica de los estados dina´micos adiaba´ticos fue propuesta por Nakamura [105, 106]
para el estudio de los efectos no adiaba´ticos en colisiones a´tomo–a´tomo. Sin embargo, en
el caso de colisiones a´tomo–dia´tomo esta te´cnica es extremadamente costosa computacio-
nalmente, puesto que a cada paso de integracio´n sera´ necesario calcular los elementos de
matriz del operador Hˆ ′Kel y diagonalizarlos. Adema´s habra´ que repetir este proceso varias
veces en las proximidades de la geometr´ıa para as´ı determinar las derivadas espaciales
de los potenciales adiaba´ticos dina´micos (las fuerzas en las ecuaciones de movimientos
cla´sicas).
A mayores, existe un segundo problema en la diagonalizacio´n del Hamiltoniano electro´-
nico perturbado: si el acoplamiento es considerable, no es posible equiparar directamente
un estado dina´mico adiaba´tico a un estado adiaba´tico real. La u´nica manera de hacerlo es
por comparacio´n de energ´ıas entre ambos grupos de estados. El problema surgira´ cuando
en la zona asinto´tica, donde dos superficies este´n degeneradas, la trayectoria este´ siendo
propagada en una mezcla de las dos superficies degeneradas. En ese caso sera´ imposible
asignar los nu´meros cua´nticos finales asociados al estado electro´nico.
Por ello, haremos una u´ltima aproximacio´n: supondremos que los acoplamientos
roto-electro´nicos son lo suficientemente de´biles como para que las superficies
adiaba´ticas dina´micas sean aproximadamente igual a las superficies adiaba´ti-
cas reales. Esta suposicio´n nos permitira´ propagar las ecuaciones de movimiento nuclear
en las superficies adiaba´ticas reales, mientras que las probabilidades de tra´nsito se cal-
culara´n entre las superficies adiaba´ticas dina´micas, utilizando para ellos los potenciales
adiaba´ticos reales y manteniendo u´nicamente los a´ngulos de mezcla obtenidos en la dia-
gonalizacio´n de la matriz perturbada en el tratamiento por pares.
Cap´ıtulo 7
Esterodina´mica
Cuando dos mole´culas colisionan, el resultado de la colisio´n dependera´ de multitud de
factores: energ´ıa de colisio´n, distribucio´n de la energ´ıa interna entre los distintos grados
de libertad, la energ´ıa centr´ıfuga del sistema a la entrada y a la salida de la zona de
interaccio´n, la geometr´ıa de la colisio´n, la direccio´n relativa de los momentos angulares
rotacionales, polarizacio´n de momentos dipolares, o momentos electro´nicos, etc.
Todas estas condiciones pueden ser en mayor o menor medida cuantificadas. Algu-
nas de ellas corresponden a cantidades escalares, y otras a cantidades vectoriales. Las
magnitudes vectoriales se caracterizan no so´lo por su intensidad, sino tambie´n por la di-
reccio´n de las mismas. La estereodina´mica es el a´rea de la Qu´ımica que estudia
la relacio´n entre las magnitudes vectoriales involucradas en una colisio´n y el
resultado de e´sta. La consideracio´n de las magnitudes vectoriales abre nuevas posibi-
lidades tanto en el ana´lisis como en la manipulacio´n de las colisiones moleculares. Por
lo general, las magnitudes vectoriales proporcionan informacio´n ma´s detallada acerca de
las propiedades del sistema.
El presente cap´ıtulo esta´ organizado del siguiente modo. En primer lugar haremos una
descripcio´n de los conceptos ba´sicos asociados a la descripcio´n de la polarizacio´n de cual-
quier momento angular, haciendo especial hincapie´ en los de momentos de polarizacio´n,
los cuales contienen toda la informacio´n necesaria para describir por completo la dis-
tribucio´n espacial del momento angular rotacional. En segundo lugar aplicaremos estos
conceptos al estudio de la relacio´n entre la probabilidad de reaccio´n y la polarizacio´n
del momento angular rotacional de los reactivos, haciendo una especial distincio´n entre
los requisitos estereodina´micos del sistema (la polarizacio´n intr´ınseca) y la preparacio´n
experimental de los reactivos (polarizacio´n extr´ınseca) y en co´mo la relacio´n entre es-
tas permitira´ controlar la reactividad de un sistema. En tercer lugar extenderemos esta
metodolog´ıa al estudio de la polarizacio´n de los productos resultantes de una colisio´n
bajo unas condiciones determinadas. Por u´ltimo veremos co´mo es posible estudiar los
procesos de depolarizacio´n (pe´rdida de polarizacio´n) en los procesos de scattering inela´s-
tico, presentando el formalismo de las funciones de opacidad tensoriales, las cuales nos
permitira´n extender el tratamiento a colisiones en las que este´n involucradas radicales
en capa abierta.
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7.1. Polarizacio´n del momento angular
El momento angular es una de las magnitudes f´ısicas definitorias de cualquier sistema
f´ısico: su mo´dulo, su direccio´n y sentido proporcionan informacio´n direccional sobre
dicho sistema. Se dice que un momento angular no esta´ polarizado si presenta la misma
probabilidad de estar dirigido a lo largo de cualquier direccio´n del espacio (es decir, si
su distribucio´n es isotro´pica). Por el contrario, si la distribucio´n del momento angular
rotacional muestra preferencia por alguna de estas direcciones, se dice que esta´ polarizado
(es decir, presenta una distribucio´n espacial ansiotro´pica). En esta seccio´n introduciremos
las herramientas teo´ricas necesarias para describir la polarizacio´n de un momento angular
tanto en un contexto cla´sico como en uno cua´ntico.
7.1.1. Funcio´n de densidad de probabilidad cla´sica
La descripcio´n cla´sica de la polarizacio´n de un momento angular se hace en te´rminos
de la funcio´n de densidad de probabilidad (PDF) P (θj , φj), cuyos valores representan la
densidad de probabilidad de encontrar al vector j a lo largo de una direccio´n definida por
los a´ngulos polares θj y φj . La funcio´n P (θj , φj) puede ser expandida en te´rminos de los
armo´nicos esfe´ricos o, ma´s convenientemente, en te´rminos de los complejos conjugados
de los armo´nicos esfe´ricos modificados Ckq(θj , φj) [114]
Ckq(θj , φj) =
(
4π
2k + 1
)1/2
Ykq(θj , φj) (7.1)
La expresio´n concreta de la expansio´n de la PDF cla´sica es la siguiente [115]
P (θj , φj) =
∞∑
k=0
k∑
q=−k
(2k + 1)
4π
a(k)q C
∗
kq(θj , φj) (7.2)
donde los coeficientes complejos a
(k)
q son los momentos de polarizacio´n cla´sicos, el su-
per´ındice del momento indica su rango y el sub´ındice la componente del momento. La
integral de la funcio´n de densidad de probabilidad P (θj , φj) extendida a todo el espacio,
puede ser interpretada como la poblacio´n del sistema cuyo momento angular es j. La
ortogonalidad de los armo´nicos esfe´ricos determina que esta integral coincide en valor
con el momento a
(0)
0 .
7.1.2. Matriz de densidad y momentos de polarizacio´n cua´nticos
Cua´nticamente no es posible definir la direccio´n de un momento angular, puesto que
los operadores asociados a sus componentes no conmutan. En consecuencia, tampoco
es posible definir una funcio´n de densidad de probabilidad cua´ntica ana´loga a la PDF
cla´sica.
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El tratamiento cua´ntico parte del operador de densidad, ρˆ, que representa el estado
del sistema f´ısico en estudio. Este operador es en realidad una generalizacio´n del
concepto de funcio´n de onda y sirve para especificar por completo el estado
de un sistema f´ısico (que no tiene porque´ ser puro sino que puede ser un estado
mezcla). Por lo tanto, contiene toda la informacio´n sobre el sistema en estudio, incluida
aquella relacionada con la polarizacio´n del momento angular j.
Matriz de densidad
Supongamos un sistema f´ısico cuyo estado puro
∣∣r〉 viene dado por una superposicio´n
de estados
∣∣φi〉 [15] cuyas participaciones en el estado ∣∣r〉 son cri segu´n
∣∣r〉 =∑
r,i
cr,i
∣∣φi〉 y 〈r∣∣ =∑
i′
c∗ri′
〈
φi′
∣∣ (7.3)
Un estado cua´ntico puro, es un estado que puede ser definido a trave´s de un u´nico ket,
como el anterior. Por el contrario, una mezcla estad´ıstica de estados puros (un estado
mezcla) no puede ser representada a trave´s de un u´nico ket. La mezcla estad´ıstica queda
totalmente caracterizada a trave´s del operador de densidad definido como
ρˆ =
∑
r
wr
∣∣r〉〈r∣∣ (7.4)
donde wr son nu´meros reales positivos que representan la fraccio´n de poblacio´n del
conjunto en cada estado puro
∣∣r〉.
La matriz de densidad ρ es la representacio´n del operador de densidad, ρˆ, en la base
de estados puros
∣∣φi〉. Es decir:
ρˆ =
∑
i,i′
(∑
r
wr cri c
∗
ri′
) ∣∣φi〉〈φi′ ∣∣ =∑
i,i′
ρii′
∣∣φi〉〈φi′ ∣∣ (7.5)
donde los elementos ρii′ son los elementos de la matriz de densidad en la base
∣∣φi〉
ρi,i′ =
〈
φi
∣∣ρˆ∣∣φi′〉 =∑
r
wr cri c
∗
ri′ (7.6)
La matriz de densidad presenta las siguientes propiedades
La matriz de densidad ρ es Hermı´tica.
Los elementos diagonales ρi,i en cualquier representacio´n son elementos no negati-
vos y representan la probabilidad de encontrar el sistema en el estado
∣∣φi〉.
La traza de la matriz densidad representa la poblacio´n total del sistema.
Los elementos no diagonales ρi,i′ representan la coherencia de entre los distintos
estados
∣∣φi〉 del sistema.
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Una propiedad importante a considerar es que el valor esperado de de cualquier ob-
servable Aˆ viene determinado por la traza del producto de la representacio´n matricial
de e´ste con la representacio´n matricial del operador densidad. Esto es [15]:
〈Aˆ〉 =
∑
r
wr
〈
r
∣∣Aˆ∣∣r〉 =∑
i,i′
〈
φi
∣∣ρˆ∣∣φi′〉〈φi′ ∣∣Aˆ∣∣φi〉 =∑
i,i′
ρii′Ai′i = tr(ρA) (7.7)
Por supuesto, el valor esperado 〈Aˆ〉 es independiente de la base de estados elegida para
la expansio´n.
Momentos cua´nticos de polarizacio´n
En lo que sigue, para el desarrollo de los momentos cua´nticos de polarizacio´n, supon-
dremos que el estado de nuestro sistema f´ısico esta´ caracterizado por un u´nico valor del
nu´mero cua´ntico j, asociado a su momento angular j. Consideremos ahora una base
ortonormal
∣∣j,m〉, autofunciones de los operadores jˆ2 y jˆz.
jˆ2
∣∣j m〉 = ~2 j(j + 1)∣∣j m〉 j = 0, 1, 2, ... (7.8)
jˆz
∣∣j m〉 = ~m ∣∣j m〉 m = −j, ..., j (7.9)
Definimos los operadores de polarizacio´n como
Tˆ (j)kq =
j∑
m,m′=−j
(−1)j−m〈jm′j −m∣∣kq〉∣∣jm′〉〈jm∣∣ (7.10)
donde los elementos
〈
jm′j −m∣∣kq〉 son los coeficientes de Clebsch-Gordan [116]. Las
propiedades de simetr´ıa de estos limitan el nu´mero posible de operadores a aquellos que
cumplen que k = 0, ...., 2j y q = −k, ..., k. De lo contrario los coeficientes de Clebsch-
Gordan se anulan. La ortogonalidad de estos coeficientes permiten reescribir la ecuacio´n
anterior del siguiente modo.
∣∣jm′〉〈jm∣∣ =∑
k,q
(−1)j−m〈jm′j −m∣∣kq〉Tˆ (j)kq (7.11)
Como hemos discutido anteriormente, el operador de densidad contiene toda la in-
formacio´n acerca del sistema. Sin embargo es posible reescribirlo de tal manera que la
informacio´n direccional asociada al momento angular sea ma´s accesible. Para ello, en
primer lugar, escribimos el operador de densidad en la base
∣∣jm〉 [114]
ρˆ =
∑
m,m′
〈
jm′
∣∣ρˆ∣∣jm〉∣∣jm′〉〈jm∣∣ (7.12)
7.1. Polarizacio´n del momento angular 125
sustituimos la ecuacio´n (7.11) en la ecuacio´n anterior.
ρˆ =
∑
k,q
∑
m,m′
(−1)j−m〈jm′∣∣ρˆ∣∣jm〉〈jm′j −m∣∣kq〉
 Tˆ (j)kq (7.13)
Multiplicando ambos lados de la ecuacio´n por el operador adjunto Tˆ †(j)k′q′ , tomando la
traza, usando la ecuacio´n (7.7) y teniendo en cuenta que
tr
[
Tˆ (j)kq Tˆ
†(j)k′q′
]
= δkk′δqq′ (7.14)
obtenemos la expansio´n del operador de densidad en te´rminos de los operadores de
polarizacio´n
ρˆ =
2j∑
k=0
k∑
q=−k
〈Tˆ †(j)kq〉Tˆ (j)kq (7.15)
As´ı pues, los elementos de la matriz de densidad resultan
〈
jm′
∣∣ρˆ∣∣jm〉 = 2j∑
k=0
k∑
q=−k
(−1)j−m〈jm′j −m∣∣kq〉〈Tˆ †(j)kq〉 (7.16)
El cara´cter Hermı´tico del operador de densidad y de su representacio´n matricial, implica
la siguiente relacio´n entre los operadores de polarizacio´n dependientes de q y −q.
〈Tˆ †(j)kq〉 = (−1)q〈Tˆ †(j)k−q〉∗ (7.17)
Los momentos de polarizacio´n cua´nticos se definen como:
a(k)q = (−1)q
(
2j + 1
2k + 1
)1/2
〈Tˆ †(j)k−q〉∗ (7.18)
y constituyen los coeficientes complejos de la siguiente expansio´n de los ele-
mentos de la matriz de densidad en te´rminos de operadores multipolares
〈
jm′
∣∣ρˆ∣∣jm〉 = 2j∑
k=0
k∑
q=−k
2k + 1
2j + 1
a(k)q
〈
jm′kq
∣∣jm〉 (7.19)
Invirtiendo la ecuacio´n anterior obtenemos
a(k)q =
j∑
m,m′=−j
〈
jm′
∣∣ρˆ∣∣jm〉〈jm′kq∣∣jm〉 (7.20)
la cual, dada cualquier matriz de densidad, proporciona los correspondientes momentos
de polarizacio´n. Los momentos de polarizacio´n son cantidades complejas. Los momentos
de polarizacio´n, en base esfe´rica, se transforman por rotacio´n como tensores esfe´ricos.
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7.1.3. Interpretacio´n direccional de los momentos de polarizacio´n
En las secciones anteriores hemos presentado una posible expansio´n tanto de la PDF
cla´sica como de la matriz de densidad cua´ntica, de tal modo que toda la informacio´n
acerca de la polarizacio´n del momento angular j queda descrita en te´rminos de los
momentos de polarizacio´n complejos, a
(k)
q .
Sin embargo, los momentos de polarizacio´n complejos no pueden ser directamente rela-
cionados con las direcciones espaciales. Por ello, es conveniente combinarlos para obtener
cantidades reales, cuya informacio´n direccional sea directamente accesible. Estas com-
binaciones son los momentos de polarizacio´n reales, a
{k}
q . Del signo de estos momentos
reales, extraeremos la informacio´n acerca del alineamiento y la orientacio´n del momento
angular j a lo largo de una direccio´n espacial. Se dice que un momento angular
j esta´ alineado si tiene tendencia a estar situado preferentemente a lo largo
de una direccio´n determinada del espacio. Si adema´s el momento angular
tiene un sentido preferido a lo largo de esa misma direccio´n, se dice que esta´
orientado.
La informacio´n de los momentos de polarizacio´n no es redundante. Esto significa que
se necesitan todos para recuperar la matriz de densidad o la PDF cla´sica. O, dicho de
otro modo, la informacio´n direccional procede del conjunto completo de los momentos de
polarizacio´n. Aquellos momentos de polarizacio´n que nos informan sobre el alineamiento
a lo largo de una direccio´n indican si j esta´ situado preferentemente a lo largo de esa
direccio´n o de la direccio´n perpendicular. Por el contrario, los momentos que nos informan
sobre la orientacio´n a lo largo de de una direccio´n indican el sentido preferente del
momento angular con respecto a la misma.
Momentos reales de polarizacio´n
Como se ha establecido en el apartado anterior, con el fin de obtener informacio´n
direccional directamente relacionada con los ejes cartesianos, es necesario combinar los
momentos de polarizacio´n complejos para obtener los momentos reales. Para llevar a
cabo la combinacio´n de momentos de polarizacio´n seguiremos el convenio de Hertel-Stoll
[117]. Las ecuaciones presentadas a continuacio´n son va´lidas tanto para los momentos
de polarizacio´n cua´nticos como cla´sicos. La relacio´n entre ambos conjuntos es
a
{k}
q+ =
1√
2
[
(−1)qa(k)q + a(k)−q
]
1 ≤ q ≤ k
a
{k}
0 = a
(k)
0 (7.21)
a
{k}
q− =
1
i
√
2
[
(−1)qa(k)q − a(k)−q
]
1 ≤ q ≤ k
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donde a{k}q±, 0 representan los momentos de polarizacio´n reales. Teniendo en cuenta la
relacio´n a
(k)
q = (−1)qa(k)∗−q [114] podemos simplificar las expresiones anteriores.
a
{k}
q+ =
√
2(−1)qRe
[
a(k)q
]
1 ≤ q ≤ k
a
{k}
0 = a
{k}
0 (7.22)
a
{k}
q− =
√
2(−1)qIm
[
a(k)q
]
1 ≤ q ≤ k
Las propiedades de simetr´ıa del sistema en estudio pueden imponer restricciones a los
valores de los momentos reales de polarizacio´n. Entre estas restricciones, hay dos muy
importantes a la hora de analizar efectos direccionales en colisiones a´tomo-dia´tomo. La
primera es que, si el sistema tiene simetr´ıa axial, todos los momentos reales se anulara´n,
exceptos aquellos de q = 0. La segunda es que las colisiones A + BC no quirales, son
sime´tricas respecto de la reflexio´n en el plano de scattering, xz. O lo que es lo mismo, la
distribucio´n de ejes es invariante respecto de una reflexio´n en el plano xz, por lo tanto,
los elementos de la matriz de densidad cumplen
〈
jm′
∣∣ρˆ∣∣jm〉 = (−1)m+m′〈j −m′∣∣ρˆ∣∣j −m〉 (7.23)
o, cla´sicamente, la PDF cumple que
P (cos θ, cos θj , φj) = P (cos θ,− cos θj , π − φj) (7.24)
As´ı, de la simetr´ıa de la matriz de densidad, junto con las propiedades de simetr´ıa de los
coeficientes Clebsch-Gordan se obtiene que
a(k)q = (−1)k+1a(k)−q = (−1)k[a(k)q ]∗ (7.25)
De esta ecuacio´n se deriva que, en este caso, los momentos de polarizacio´n complejos
con k par son reales, mientras que los momentos complejos con k impar son imaginarios
puros. Aquellos con k impar y q = 0 se anulan. Por lo tanto, los u´nicos momentos de
polarizacio´n reales que no se anulan sera´n
a
{k}
q+ 1 ≤ q ≤ k k par
a
{k}
0 k par (7.26)
a
{k}
q− 1 ≤ q ≤ k k impar
Por u´ltimo cabe remarcar que la informacio´n direccional de los momentos de polari-
zacio´n cua´nticos y cla´sicos es totalmente equivalente.
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k q Cuando Positivos Cuando Negativos
1 1− orientacio´n paralela a y orientacio´n antiparalela a y
1 0 orientacio´n paralela a z orientacio´n antiparalela a z
1 1+ orientacio´n paralela a x orientacio´n antiparalela a x
2 2− alineamiento en x+ y alineamiento en x− y
2 1− alineamiento en y + z alineamiento en y − z
2 0 alineamiento en z alineamiento perpendicular a z
2 1+ alineamiento en x+ z alineamiento en x− z
2 2+ alineamiento en x alineamiento en y
Cuadro 7.1
Significado direccional de los momentos de polarizacio´n de rango k = 1, 2
Significado de los momentos reales de polarizacio´n
Cla´sicamente el momento de rango k =0 coincide con la funcio´n de densidad de pro-
babilidad PDF promediada sobre todas las direcciones espaciales, es decir
a
(0)
0 = a
{0}
0 =
∫ 1
−1
∫ 2π
0
P (θj , φj)d cos θjdφj (7.27)
Cua´nticamente coincide con traza de la matriz de densidad
a
(0)
0 = a
{0}
0 = (2j + 1)
1/2〈Tˆ †(j)00〉 = tr(ρ) (7.28)
En ambos casos, el valor del momento de rango cero, puede considerarse como una
constante de normalizacio´n, cuyo valor coincide con la poblacio´n del sistema. En un
sistema sin polarizar se cumple
a(k)q = δk0δq0 (7.29)
con lo que todos los momentos para los que de k 6= 0 se anulara´n.
Los momentos rango k 6= 0 y k impar informan acerca de la orientacio´n
del momento angular j respecto de ciertas direcciones. Por otro lado, los
momentos de k par ofrecen informacio´n acerca del alineamiento de j respecto
de ciertas direcciones espaciales. La informacio´n direccional esta´ resumida en la
tabla 7.1 para los momentos con rango k = 1, 2.
Momentos reales de polarizacio´n renormalizados
Los momentos de polarizacio´n no contienen informacio´n acerca de co´mo de significati-
vas son las preferencias espaciales descritas por los momentos de polarizacio´n. Es decir,
cual es la importancia de la orientacio´n o el alineamiento relacionado con un momento
de polarizacio´n, cuando se compara con la distribucio´n isotro´pica.
Los momentos de polarizacio´n, tal como han sido definidos hasta el momento, no
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pueden ser usados para comparar la polarizacio´n de dos sistemas con distinta poblacio´n,
puesto que los valores ma´ximos de los momentos de polarizacio´n dependen del valor de
a
(0)
0 . Por eso cuando se pretende comparar la intensidad de polarizacio´n, utilizaremos los
momentos de polarizacio´n renormalizados [114], es decir
a˜{k}q =
a
{k}
q
a
{0}
0
(7.30)
Lo mismo se debe hacer con los momentos de polarizacio´n complejos.
Los momentos de polarizacio´n pueden tomar cualquier valor puesto que, adema´s de
la informacio´n direccional, contienen informacio´n sobre la poblacio´n. Sin embargo, los
momentos de polarizacio´n renormalizados han perdido la informacio´n de la
poblacio´n y so´lo contienen informacio´n direccional. Por ello, sus valores esta´n
limitados, a un valor ma´ximo y un valor mı´nimo que depende del nu´mero
cua´ntico j considerado [118]. Esto, conceptualmente, es equivalente a usar el sistema
sin polarizar, como unidad de medida de intensidad de polarizacio´n.
Funcio´n cua´ntica de distribucio´n de la poblacio´n
Como hemos visto en los apartados anteriores, el significado direccional es el mismo,
tanto para los momentos de polarizacio´n reales cua´nticos como cla´sicos. Por ello cabr´ıa
pensar que se pueda definir una funcio´n de densidad de probabilidad cua´ntica (PDF),
similar a la ecuacio´n (7.2), es decir, una funcio´n que indique la densidad de probabilidad
de encontrar el momento angular j apuntando en la direccio´n definida por θj y φj . Sin
embargo esto no es posible debido a las restricciones impuestas por las relaciones de
indeterminacio´n. Lo que s´ı es posible definir cua´nticamente es la poblacio´n del estado de
mı´nima incertidumbre apuntando a lo largo de la direccio´n definida por θj y φj .
El estado de mı´nima incertidumbre es aquel en el que, dada una direccio´n espacial,
el momento angular esta´ tan localizado como sea posible alrededor de ella. Este estado
coincide con el estado
∣∣jj〉, es decir, el estado en el cual la proyeccio´n de j toma su
ma´ximo valor a lo largo de la direccio´n considerada. La PDF cua´ntica indicando la
poblacio´n de este estado para cualquier direccio´n del espacio es [115]:
Q(θj , φj) =
2j∑
k=0
k∑
q=−k
(2k + 1)
4π
a(k)q
〈
jjk0
∣∣jj〉C∗kq(θj , φj) (7.31)
No´tese que, a diferencia de la ecuacio´n (7.2), esta expansio´n queda limitada por los
valores de j, puesto que los coeficientes de Clebsch-Gordan se anulan cuando k > 2j. La
presencia de los coeficientes de Clebsch-Gordan expresa el hecho de que las relaciones de
incertidumbre ponen un l´ımite a cua´n polarizado esta´ un sistema [115].
La representacio´n gra´fica de la ecuacio´n (7.31) permite unificar en una sola figura la
informacio´n contenida en todos los momentos de polarizacio´n cua´nticos y hacerlo de
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manera totalmente compatible con las relaciones de indeterminacio´n.
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7.2. Polarizacio´n de reactivos y control
En la seccio´n anterior hemos explicado co´mo es posible describir la polarizacio´n del
momento angular tanto cla´sicamente como cua´nticamente para un sistema arbitrario. En
este apartado presentaremos una serie de metodolog´ıas que nos permitira´n analizar el
efecto de la polarizacio´n del momento angular rotacional de los reactivos j en las colisio-
nes a´tomo-dia´tomo. Mediante estas te´cnicas podremos determinar tanto el mecanismo
de reaccio´n como controlar la poblacio´n de los productos.
El potencial de interaccio´n entre part´ıculas no es el u´nico factor que gobierna el movi-
miento de las part´ıculas durante una colisio´n. Igualmente importantes son las condiciones
iniciales de la colisio´n, las cuales pueden ser, en principio, seleccionadas. Usualmente se
ha recurrido a controlar las reacciones modificando cantidades escalares, como el reparto
de la energ´ıa total entre energ´ıa de colisio´n y energ´ıa interna. Sin embargo, como veremos
en esta seccio´n, tambie´n se puede llevar a cabo un control de la reactividad a trave´s de
propiedades direccionales, como la polarizacio´n del momento angular rotacional.
Polarizacio´n intr´ınseca y extr´ınseca de reactivos
Las propiedades intr´ınsecas de una reaccio´n son aquellas que describen el proceso
reactivo en s´ı mismo, y no dependen de condiciones externas, por lo que no pueden ser
controlados. Por el contrario, las propiedades extr´ınsecas son aquellas que dependen de
la preparacio´n experimental y, por lo tanto, pueden ser controladas.
Asimismo, abordando la polarizacio´n del momento angular, podremos distinguir entre
polarizacio´n intr´ınseca y polarizacio´n extr´ınseca. La polarizacio´n intr´ınseca es una
propiedad inherente al sistema, que refleja los requisitos direccionales de la
reaccio´n y, por lo tanto no puede ser modificada. Es un reflejo directo del meca-
nismo mediante el cual los reactivos se transforman en productos y permite cuantificar
la sensibilidad de la reactividad a la preparacio´n de los reactivos. Por el contrario, la
polarizacio´n extr´ınseca corresponde a la preparacio´n de los reactivos antes
de que tenga lugar la reaccio´n. La polarizacio´n extr´ınseca puede ser libremente mo-
dificada, dentro de los l´ımites marcados por el principio de incertidumbre y los me´todos
experimentales.
El efecto de cierta preparacio´n de los reactivos sobre la reactividad puede ser estudiada
comparando la polarizacio´n extr´ınseca con los requisitos impuestos por la polarizacio´n
intr´ınseca asociada a la transformacio´n qu´ımica. Cuando ambas polarizaciones coincidan
se producira´ un incremento de la reactividad. Por el contrario, si la polarizacio´n extr´ın-
seca no coincide con la intr´ınseca, se producira´ una disminucio´n de la reactividad del
sistema.
La informacio´n necesaria para determinar la influencia de la polarizacio´n del momento
angular en la reactividad esta´ contenida en los ca´lculos de scattering e involucra el estudio
de las correlaciones vectoriales entre el momento angular rotacional j, la direccio´n de
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Figura 7.1
Sistema de referencia xyz del centro de masas, en el cual el eje z coincide con el vector de onda de reactivos k, el
plano xz es el plano de scattering, y el eje y es paralelo al producto vectorial k × k′. El vector Z indica la orientacio´n
del sistema de referencia del laboratorio, y queda definido en el sistema del centro de masas mediante los a´ngulos α y
β.
aproximacio´n de reactivos k y la direccio´n de alejamiento k′. De modo independiente
de si estudiamos la polarizacio´n intr´ınseca o extr´ınseca, la polarizacio´n del momento
angular rotacional j sera´ cuantificada mediante un conjunto momentos de polarizacio´n,
tal como se ha descrito en la primera seccio´n de este cap´ıtulo.
Sistema de referencia
Antes de concretar co´mo se calculan los para´metros de polarizacio´n a partir de los
ca´lculos de scattering, debemos especificar el sistema de referencia utilizado. Los mo-
mentos de polarizacio´n intr´ınsecos estara´n referidos al sistema de referencia del centro
de masa xyz (ver figura 7.1). En este sistema de referencia, el eje z coincide con la direc-
cio´n de aproximacio´n k. El plano xz es el plano de scattering (el plano formado por los
vectores k y k′, donde k′ es la velocidad relativa de los productos. El eje y sera´ paralelo
a la direccio´n definida por el producto vectorial k × k′ y la componente x del vector k′
sera´ siempre positiva. El a´ngulo entre k y k′ es precisamente el a´ngulo de scattering θ.
Cuando queramos tratar con observables de reaccio´n y, en consecuencia, posibles si-
tuaciones experimentales, sera´ necesario considerar un segundo sistema de referencia:
el sistema de referencia del laboratorio XY Z, cuyo origen coincidira´ con el origen del
sistema de referencia xyz.
7.2.1. Polarizacio´n intr´ınseca
En la presente seccio´n vamos a presentar co´mo calcular los momentos de polarizacio´n
cua´nticos intr´ınsecos para una reaccio´n dada, as´ı como sus propiedades. Los ca´lculos
siempre comienzan con el estudio de las secciones eficaces dependientes de los momentos
7.2. Polarizacio´n de reactivos y control 133
de polarizacio´n para procesos estado a estado. E´stas, en ingle´s se denominan state-to-
state polarisation dependent differential cross section o´ state-to-state PDDCSs. Estos
momentos de polarizacio´n permiten un ana´lisis muy detallado de la reaccio´n. La in-
tegracio´n sobre todos los a´ngulos de las PDDCSs proporcionara´n los para´metros de
polarizacio´n (PPs) estado a estado. Los momentos de polarizacio´n diferenciales e inte-
grales promediados sobre los estados de productos proporcionan las PDDCSs y las PPs
totales.
La informacio´n de los momentos de polarizacio´n intr´ınsecos estara´ referida al sistema
de referencia del centro de masas xyz (ver figura 7.1).
A lo largo de esta seccio´n escribiremos una colisio´n a´tomo dia´tomo como:
A+ BC(v, j, k, q)
Ecoll, θ−−−−→ AB(v′, j′, k′, q′) + C (7.32)
donde v y j representan los nu´meros cua´nticos vibracionales y rotacionales para reactivos
(letras sin primar) y productos (letras primadas), respectivamente. Las nuevas etiquetas,
k, k′, q y q′ caracterizara´n la polarizacio´n de los momentos angulares rotacionales de
reactivos y productos. Ecol indicara´ la energ´ıa de colisio´n a la cual tiene lugar el proceso
qu´ımico, y θ fijara´ el a´ngulo de scattering.
Secciones eficaces diferenciales estado a estado dependientes de la polarizacio´n
(PDDCSs)
A lo largo de esta seccio´n tan so´lo nos centraremos en la polarizacio´n de los reactivos,
de tal modo que consideraremos k′ = q′ = 0. Esto no significa que las poblaciones
de productos nazcan sin polarizar, sino que no tendremos en cuenta la polarizacio´n
de las mismas. As´ı las secciones eficaces diferenciales estado a estado dependientes de la
polarizacio´n (PDDCSs estado a estado), S
(k)
q , caracterizara´n la polarizacio´n del momento
angular rotacional de reactivos, j, para el proceso
A+ BC(v, j, k, q)
Ecoll, θ−−−−→ AB(v′, j′) + C (7.33)
En el tratamiento cua´ntico los momentos de polarizacio´n dependientes del a´ngulo
de scattering, S
(k)
q (θ), son los coeficientes de la expansio´n de la matriz de densidad
dependiente del a´ngulo de scattering, ρ(cos θ), en te´rminos de operadores multipolares
(7.16). Esta matriz representa el estado de los reactivos que dan lugar a la formacio´n de
productos con el estado final deseado y a lo largo de la direccio´n definida por θ. En el caso
de colisiones a´tomo-dia´tomo podemos expandir en una base
∣∣jΩ〉 donde j es el nu´mero
cua´ntico asociado al momento angular rotacional y Ω es la helicidad (la proyeccio´n de
j sobre k). En esta base los elementos de la matriz ρ(cos θ) para un estado rotacional
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puro j resultara´n
〈
jΩ1
∣∣ρˆ(cos θ)∣∣jΩ2〉 = 2j∑
k=0
k∑
q=−k
2k + 1
2j + 1
S(k)q (θ)
〈
jΩ1kq
∣∣jΩ2〉 (7.34)
Estos elementos de matriz tienen en cuenta la coherencia entre los diferentes valores
de la helicidad para colisiones caracterizadas por un momento angular rotacional dado.
Los momentos de polarizacio´n dependientes del a´ngulo de scattering son los que hemos
denominados secciones eficaces diferenciales estado a estado dependientes de la polari-
zacio´n (PDDCSs estado a estado), puesto que son una generalizacio´n del concepto de
seccio´n eficaz diferencial (DCS), introducida por Schafer-Ray y colaboradores [119]. La
distribucio´n angular de los productos (la DCS normalizada a la unidad) coincide con la
traza de la matriz tr[ρ(cos θ)] = S(0)0 (θ), es decir, con la poblacio´n del sistema.
Las PDDCSs para los reactivos representan las preferencias direccionales
y permiten cuantificar la sensibilidad de la reaccio´n, que lleva a la formacio´n de
un producto AB(v′, j′) con a´ngulo de scattering θ, a la polarizacio´n del momento
angular rotacional de reactivos j de acuerdo a la polarizacio´n extr´ınseca definida
por las etiquetas k y q. Es decir, determinan la correlacio´n vectorial a tres vectores: j –
k – k′. Las PDDCSs de los reactivos informan sobre el alineamiento de j (si k es par) y
la orientacio´n del mismo (si k impar) en el sistema de centro de masas para reacciones
caracterizadas por un a´ngulo de scattering definido.
Siguiendo la seccio´n 7.1.3, las PDDCSs pueden ser representadas como nu´meros com-
plejos, S
(k)
±q (θ) o´ PDDCS(k,±q), o reales, S{k}q± (θ) o´ PDDCS{k, q±}. Los primeros sera´n
ma´s adecuados para llevar a cabo los ca´lculos, mientras que los segundo nos permitira´n
describir la polarizacio´n angular en te´rminos de direcciones Cartesianas.
Aquellas reacciones a´tomo-dia´tomo en las que una reflexio´n respecto del plano xz no
altere la distribucio´n de ejes, como es el caso de los sistemas que estudiaremos, (ver
ecuacio´n (7.26)), las u´nicas PDDCSs reales distintas de cero sera´n:
S
{k}
q+ (θ) 1 ≤ q ≤ k par
S
{k}
0 (θ) k par (7.35)
S
{k}
q− (θ) 1 ≤ q ≤ k impar
La PDDCS S
{0}
0 (θ) = S
(0)
0 (θ) informa sobre la poblacio´n del estado de las mole´culas
BC y coincide con la distribucio´n angular. En otras palabras, la relacio´n del momento
S
(k)
0 (θ) con la seccio´n eficaz diferencial isotro´pica (reactivos sin polarizar) es la siguiente:
dσiso
dω
=
σiso
2π
S
(0)
0 (θ) (7.36)
donde σiso es la seccio´n eficaz integral para la reaccio´n cuyos reactivos no esta´n polari-
zados.
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La distribucio´n angular, por lo general, no es una funcio´n constante, por lo que las
PDDCSs a dos a´ngulos diferentes no pueden ser comparadas directamente puesto que,
adema´s de la informacio´n direccional, contienen informacio´n sobre el flujo. Por esto, con
el fin de comparar la polarizacio´n de los reactivos a dos a´ngulos de scattering distintos
sera´ necesario recurrir a los momentos de polarizacio´n reales renormalizados:
S˜{k}q (θ) =
S
{k}
q (θ)
S
{0}
0 (θ)
(7.37)
La importancia de las PDDCSs renormalizadas estriba en que e´stas tienen un rango
valores bien definidos, de modo independiente del sistema y del a´ngulo de scattering
para un valor de j dado [118]. Por tanto nos informan en te´rminos absolutos de la
intensidad de la polarizacio´n para un a´ngulo de scattering determinado.
Para´metros de polarizacio´n estado a estado
Las PDDCSs propocionan una informacio´n muy detallada acerca de la correlacio´n
entre la polarizacio´n de los reactivos y el a´ngulo de scattering, para una reaccio´n de-
terminada. Esta informacio´n puede no ser el punto de partida ma´s conveniente para el
ana´lisis de la estereodina´mica de una reaccio´n qu´ımica, siendo preferible definir unos
momentos de polarizacio´n que promedien la informacio´n contenida en las PDDCSs pa-
ra todos los a´ngulos de scattering. Llamaremos a dichos momentos para´metros de
polarizacio´n y sus valores complejos (s
(k)
±q o´ PPs(k,±)) vendra´n dados por:
s(k)q =
∫ 1
−1
S(k)q (θ)d(cos θ) (7.38)
Estos momentos son los coeficientes de la expansio´n de los elementos de la matriz de
densidad independiente del a´ngulo de scattering ρ en te´rminos de operadores multipola-
res: 〈
jΩ1
∣∣ρˆ∣∣jΩ2〉 = 2j∑
k=0
k∑
q=−k
2k + 1
2j + 1
s(k)q
〈
jΩ1kq
∣∣jΩ2〉 (7.39)
donde el operador ρˆ representa el estado de los reactivos que dan lugar a la formacio´n de
productos AB(v′, j′) para cualquier a´ngulo de scattering. Estos momentos de polarizacio´n
nos informan de las preferencias direccionales de la reaccio´n (promediadas sobre θ) y
permiten cuantificar la sensibilidad de la reaccio´n a la preparacio´n de los reactivos. El
para´metro de polarizacio´n s
(0)
0 representa la poblacio´n total, por lo que sera´ siempre igual
a la unidad, al ser la integral de la distribucio´n angular. En consecuencia no es necesario
renormalizar los para´metros de polarizacio´n para comparar la polarizacio´n intr´ınseca de
diferentes procesos estado a estado.
Los elementos diagonales de la matriz de densidad independiente del a´ngulo de scat-
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tering, Ω1 = Ω2 = Ω, expresara´n la correlacio´n vectorial k − j.
〈
jΩ
∣∣ρˆ∣∣jΩ〉 = 2j∑
k=0
2k + 1
2j + 1
s
(k)
0
〈
jΩ, k0
∣∣jΩ〉 (7.40)
Al igual que ocurre con los momentos de polarizacio´n, podemos definir los para´metros
de polarizacio´n reales s
{k}
q± o´ PP{k, q±} segu´n las ecuaciones (7.22). Estos tienen el
significado direccional comu´n a todos los momentos de polarizacio´n reales.
Evaluacio´n de las PDDCSs cua´nticas
El punto de partida para la evaluacio´n de las PDDCSs intr´ınsecas es la matriz de
scattering obtenida de un ca´lculo cua´ntico de scattering S en la helicity representation
(representacio´n de la helicidad) (ver seccio´n 4.2.2), ya que es la representacio´n ma´s
conveniente para el ana´lisis de las correlaciones vectoriales j − k − k′.
Los elementos de esta matriz se especifican como SEJa′v′j′Ω′,avjΩ donde los ı´ndices indi-
can: E energ´ıa total, J momento angular total, a ordenamiento ato´mico, v el nu´mero
cua´ntico vibracional, j el nu´mero cua´ntico rotacional y Ω el nu´mero cua´ntico asociado
a la proyeccio´n del momento angular rotacional sobre la direccio´n k (helicidad). Los
ı´ndices primados hacen referencia a los productos. Para el ca´lculo de los momentos de
polarizacio´n los ı´ndices E, v y a so´lo se necesitan de modo impl´ıcito, por lo que simplifi-
caremos la notacio´n a SJj′Ω′,jΩ. Las PDDCSs pueden ser directamente evaluadas a partir
de la matriz de scattering S:[
S(k)q (θ)
]∗
=
∑
Ω′Ω1Ω2
f¯Ω′Ω1(θ)f¯
∗
Ω′Ω2(θ)
〈
jΩ1, kq
∣∣jΩ2〉 (7.41)
donde las funciones f¯ son las amplitudes de scattering escaladas (ver ecuacio´n (4.80))
f¯Ω′Ω(θ) =
∑
J
(2J + 1)dJΩ′Ω(θ)S
J
j′Ω′,jΩ[
2
∑
JΩΩ′
(2J + 1)|SJj′Ω′,jΩ|2
]1/2 (7.42)
siendo dJΩ′Ω(θ) es un elemento de la matriz de rotacio´n reducida [116].
Como se observa, las PDDCSs se obtienen simplemente a partir de una transformacio´n
de la matriz de scattering. Por ello pueden considerarse como una transformacio´n de la
misma que permite obtener la infomacio´n direccional de un modo ma´s visual.
Evaluacio´n de los PPs cua´nticos
Una vez que las PDDCSs han sido calculadas, podemos obtener los para´metros de po-
larizacio´n intr´ınsecos por integracio´n sobre el angulo de scattering (ver ecuacio´n (7.38)).
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Los valores de los para´metros de polarizacio´n correspondientes a q = 0, s(k)0 , pueden
ser relacionados directamente con las ICS dependientes de la helicidad a partir de las
siguientes expresiones [114, 120]:
s
(k)
0 =
1
σiso(2j + 1)
∑
Ω
σΩ
〈
jΩ, k0
∣∣jΩ〉 (7.43)
donde σΩ es la ICS dependiente de la helicidad, es decir:
σΩ =
π
k2v,j
∑
J
(2J + 1)
∑
Ω′
|SJv′j′Ω′,vjΩ|2 (7.44)
siendo kv,j el mo´dulo del vector de onda para el estado inicial considerado. La seccio´n
eficaz integral isotro´pica, σiso se relaciona con la seccio´n eficaz integral dependiente de
la helicidada a trave´s de la siguiente ecuacio´n
σiso =
1
2j + 1
∑
Ω
σΩ (7.45)
7.2.2. Retratos esterodina´micos cua´nticos
Ciertamente los momentos de polarizacio´n nos dan una descripcio´n matema´tica de la
distribucio´n espacial del momento angular rotacional j. Sin embargo, la distorsio´n de la
distribucio´n esfe´rica (isotro´pica) correspondiente al sistema sin polarizar, provocada por
los valores de los diferentes momentos de polarizacio´n con k 6= 0, no siempre es fa´cil de
visualizar. Los retratos esterodina´micos son una representacio´n que muestra
la distribucio´n espacial del momento angular de un so´lo vistazo y de ma-
nera exacta. En el caso de mole´culas diato´micas, adema´s de la distribucio´n espacial
del momento angular rotacional, podremos representar la distribucio´n espacial del eje
internuclear r.
En el caso de mole´culas diato´micas, los retratos estereodina´micos para la distribucio´n
del eje internuclear se calculan a partir de la siguiente fo´rmula [120]:
P (θr, φr) =
2j∑
k=0
q∑
q=−k
2k + 1
4π
a(k)q
〈
j0, k0
∣∣j0〉C∗kq(θr, φr) (7.46)
donde los a´ngulos θr y φr indican la orientacio´n relativa del eje internuclear r en el
sistema de referencia, Ckq(θr, φr) es un armo´nico esfe´rico modificado (ecuacio´n (7.1)) y
a
(k)
q son los momentos utilizados (PDDCSs o PPS en el contexto de reacciones A+BC)
para construir el retrato. Los retratos estereodina´micos de r que representan la densidad
de probabilidad de encontrar a r apuntando a lo largo de la direccio´n definida por θr
y φr en el sistema de centro de masas, no contienen informacio´n sobre la orientacio´n
(
〈
j0, kimpar0
∣∣j0〉 = 0), sino so´lo sobre el alineamiento de r (k par). Por este motivo so´lo
se suelen usar cuando el dia´tomo es una mole´cula homonuclear.
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As´ı mismo, tal como se muestra en la ecuacio´n (7.31) es posible definir una funcio´n
de densidad de probabilidad cua´ntica para el momento angular rotacional j como
Q(θj , φj) =
2j∑
k=0
k∑
q=−k
(2k + 1)
4π
a(k)q
〈
jjk0
∣∣jj〉C∗kq(θj , φj) (7.47)
Recordemos que esta PDF no representa la probabilidad de encontrar el vector j apun-
tando hacia cierta direccio´n espacial cuando el sistema tiene cierta polarizacio´n, sino la
poblacio´n del estado de mı´nima incertidumbre
∣∣jj〉 definido a lo largo de cierta direccio´n
espacial [115].
Ambos tipos de retratos estereodina´micos pueden construirse tanto a partir de los
para´metros de polarizacion como de las PDDCSs. En el primer caso nos dara´n infor-
macio´n sobre las preferencias direccionales de la reaccio´n promediada sobre el a´ngulo
de scattering y en el segundo para un valor de dicho a´ngulo bien definido. Los retratos
estereodina´micos rotacionales y aquellos asociados a r proporcionan informacio´n com-
plementaria. Los retratos estereodina´micos de los ejes internucleares proporcionan una
descripcio´n ma´s intuitiva de la geomtr´ıa molecular en la colisio´n. Sin embargo, los re-
tratos estereodina´micos rotacionales proporcionan una informacio´n ma´s completa [121]).
Esto es as´ı puesto que los momentos de polarizacio´n de rango k impar no contribuyen
a los retratos de la distribucio´n del eje r. La explicacio´n f´ısica a este hecho es que la
orientacio´n del momento angular rotacional (preferencia por un sentido de la rotacio´n en
lugar del contrario) no induce orientacio´n del eje molecular (preferencia de una orienta-
cio´n particular de r frente a la opuesta, −r). La razo´n de este hecho es que las reacciones
estado a estado so´lo permiten coherencia entre estados de diferente helicidad Ω para un
mismo j. Esto es capaz de inducir alineamiento del eje molecular, pero no orientacio´n.
La orientacio´n del eje molecular requiere coherencia entre distintos autoestados de jˆ.
7.2.3. Polarizacio´n extr´ınseca
La polarizacio´n extr´ınseca del momento angular rotacional de los reactivos, j, depende
de las condiciones externas en las cuales se llevan a cabo los experimentos. A lo largo
de este cap´ıtulo, y en el cap´ıtulo de resultados para el control de la reaccio´n del Br +
H2 (cap´ıtulo 9), supondremos que los experimentos de scattering que involucran reacti-
vos polarizados se llevan a cabo con la tecnolog´ıa actualmente disponible [120]. De modo
resumido, estos experimentos involucran sistemas de haces moleculares cruzados conven-
cionales, con la peculiaridad de que los reactivos se encuentran en un estado rotacional
puro, obtenido mediante bombeo Raman estimulado (SRP) desde el estado fundamen-
tal de reactivos sin polarizar,
∣∣v = 0, j = 0〉, hasta los estados ∣∣v = 0, j = 2,m = 0〉 o∣∣v = 1, j = 2,m = 0〉. Elegimos el estado rotacional j = 2 puesto que es un estado accesi-
ble experimentalmente. Sin embargo los desarrollos aqu´ı presentados son completamente
generales para cualquier estado rotacional inicial. Las proyecciones del momento angular
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Figura 7.2
Definicio´n del a´ngulo polar (β) y azimutal (α) que definen la posicio´n del eje Z del sistema de referencia del laboratorio,
respecto del sistema de referencia xyz.
rotacional de los reactivos esta´n referidas al eje Z del sistema de referencia del labora-
torio XY Z (ver figura 7.2). La direccio´n del eje Z puede ser seleccionada a trave´s de la
posicio´n del la´ser de bombeo [120]. E´sta quedara´ definida en el sistema de referencia del
centro de masas xyz a trave´s de dos a´ngulos: un a´ngulo polar, β, y un a´ngulo azimutal,
α. Cuando la mole´cula BC es bombeada al estado
∣∣v = 0−1, j = 2,m = 0〉, su momento
angular rotacional j se alinea perpendicularmente al eje de cuantizacio´n Z y, por tanto,
su eje internuclear r resulta alineado con Z.
En el sistema de referencia del laboratorio XY Z, la polarizacio´n del momento angular
rotacional j asociada al estado
∣∣v = 0− 1, j = 2,m = 0〉 queda descrita a trave´s de una
serie de momentos de polarizacio´n A
(k)
Q , los momentos de polarizacio´n extr´ınsecos. Las
letras mayu´sculas indican que los para´metros de polarizacio´n esta´n referidos al sistema
de referencia del laboratorio (el del la´ser). 1 La distribucio´n espacial del momento angular
rotacional j para estos estados tiene simetr´ıa cil´ındrica respecto del eje Z, por ello los
u´nicos momentos de polarizacio´n distintos de cero sera´n [120]:
A
(0)
0 = 1, A
(2)
0 = −
√
2
7
, A
(4)
0 =
√
2
7
(7.48)
Los valores de los momentos de polarizacio´n extr´ınsecos, A
(K)
Q , pueden ser transfor-
mados al sistema de referencia del centro de masas xyz a trave´s de la siguiente rotacio´n:
a(k)q =
k∑
Q=−k
Dk∗q Q(α, β, γ)A
(k)
Q = D
k∗
q 0(α, β, γ)A
(k)
0 = Ckq(β, α)A
(k)
0 (7.49)
donde Dk(α, β, γ) es una matriz de rotacio´n de Wigner [116] dependiente de los a´ngulos
1No´tese que el rango del tensor, k, se denota con minu´scula, puesto que no depende del sistema de
referencia. Es decir, permanecera´ invariante bajo rotacio´n.
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de Euler α, β y γ, asociados a la rotacio´n del sistema de referencia XY Z al sistema
xyz. Los momentos de polarizacio´n son tensores esfe´ricos, por lo tanto los momentos de
distinto orden k no se mezclan al hacer la rotacio´n. Tan so´lo se produce mezcla entre
los momentos de igual k. Los a´ngulos α y β son los a´ngulos polares y azimutales que
describen la orientacio´n de Z en el sistema de referencia del centro de masas xyz.
Observable seccio´n eficaz integral (ICS)
El u´nico observable sobre el cual se estudiara´ el control en esta tesis sera´ la seccio´n
eficaz integral. Cuando preparamos unos reactivos con cierta polarizacio´n, el resultado
de la colisio´n dependera´ de la combinacio´n de la polarizacio´n extr´ınseca y polarizacio´n
intr´ınseca de los mismos. Cuando la polarizacio´n experimental de los reactivos coincida
con la polarizacio´n intr´ınseca de la reaccio´n, la reactividad aumentara´. Por el contrario,
cuando la polarizacio´n extr´ınseca sea totalmente dispar de la polarizacio´n intr´ınseca, la
reactividad disminuira´.
La medida de la ICS implica la deteccio´n del flujo de productos en todas las direcciones
espaciales o, lo que es lo mismo, sobre todos los a´ngulos de scattering posible y todas
las posiciones posibles del plano de scattering. Esto, matema´ticamente, se lleva a cabo
mediante una integracio´n sobre el a´ngulo azimutal α y sobre el a´ngulo de scattering θ,
resultando en una simetr´ıa cil´ındrica respecto al eje z. Una vez que ha llevado a cabo
esta integracio´n, no tiene ningu´n sentido hablar de a´ngulo ni plano de scattering, por lo
tanto cabe pensar que el control sobre la ICS no puede depender de ningu´n momento
de polarizacio´n que este´ referido al plano de scattering. As´ı, en las medidas de la ICS
tan so´lo influira´n los momentos extr´ınsecos de q = 0 (puesto que son los u´nicos que
no dependen de la posicio´n de este plano) y, por lo tanto, so´lo los momentos s
(k)
0 son
necesarios para cuantificar el control de la ICS a trave´s de la polarizacio´n de j. Dicho
de otro modo, so´lo es posible llevar a cabo el control de la ICS a trave´s del a´ngulo β.
Los valores de la seccio´n eficaz integral σβ se obtienen a partir de la siguiente expresio´n
[120]
σβ = σiso
2j∑
k=0
(2k + 1)s(k)0 a
(k)
0
= σiso
2j∑
k=0
(2k + 1)s(k)0 A
(k)
0 Pk(cosβ) (7.50)
donde la σiso es la ICS que resulta de la colisio´n de los reactivos sin polarizar y Pk(cosβ)
es un polinomio de Legendre de orden k (Ck0(β, α) = Pk(cosβ)). No´tese que la rotacio´n
de los momentos de polarizacio´n del sistema de laboratorio XY Z al sistema de referencia
del centro de masas so´lo depende del a´ngulo β. Los s
(k)
0 son los para´metros de polarizacio´n
intr´ınsecos de los reactivos. Debido a la simetr´ıa azimutal procedente de la integracio´n de
la DCS para la obtencio´n de la ICS, el ı´ndice k del sumatorio corre so´lo sobre los enteros
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pares. Para un j determinado, hay j + 1 valores pares de k con q = 0. En la ecuacio´n
anterior puede verse co´mo los para´metros de polarizacio´n intr´ınsecos se combinan con los
para´metros de polarizacio´n extr´ınsecos en el control de la ICS. Cuando los para´metros
de polarizacio´n intr´ınsecos se aproximan a los extr´ınsecos en signo y magnitud, la seccio´n
eficaz aumentara´, y viceversa. Esto no significa que el ma´ximo de la seccio´n eficaz integral
se alcance cuando la polarizacio´n intr´ınseca coincida con la extr´ınseca [118].
En el caso de j = 2 los u´nicos para´metros de polarizacio´n intr´ınsecos a considerar
sera´n los s
(0)
0 , s
(2)
0 y s
(4)
0 . El primer para´metro de polarizacio´n, el s
(0)
0 , es el te´rmino
monopolar, y constituye un factor de normalizacio´n. Se interpreta como la poblacio´n del
estado y toma el valor uno. El segundo para´metro de polarizacio´n, el s
(2)
0 , es el momento
cuadrupolar y cuantifica la selectividad estereodina´mica en te´rminos del alineamiento
de j y r respecto de la direccio´n de aproximacio´n k. El u´ltimo para´metro de polariza-
cio´n intr´ınseco involucrado en la σβ para j = 2 es el momento hexadecapolar s(4)0 . Su
interpretacio´n es algo menos visual, comparando el comportamiento del sistema cuando
j es paralelo o´ perpendicular a k′ frente al comportamiento cuando j esta´ inclinado con
respecto a k.
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β = 0◦ β = 90◦ β = 54.74◦
Figura 7.3
Retratos estereodina´micos correspondientes a las distribuciones del momento angular rotacional (paneles superiores) y
a los ejes internucleares de reactivos (paneles inferiores), de las polarizaciones extr´ınsecas de la mole´cula de H2(j =2),
para los a´ngulos β = 0◦, β = 90◦ y β = 54,74◦. Estas distribuciones esta´n referidas al sistema de referencia xyz del
centro de masas.
Como hemos discutido, la ICS puede controlarse con tan so´lo variar el a´ngulo β que
marca la inclinacio´n del la´ser con respecto al eje k y cuyos valores esta´n comprendidos
en el intervalo [0, π]. En el ana´lisis de la reactividad fijaremos nuestra atencio´n en tres
a´ngulos: β = 0◦, β = 54,74◦ y β = 90◦ (ver figura 7.3). Con β = 0◦ el eje internuclear
r estara´ preferentemente alineado a lo largo de la direccio´n de aproximacio´n de los
reactivos z = k, mientras que con β = 90◦ los reactivos se aproximan con una alineacio´n
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del eje molecular perpendicular a k. El tercer a´ngulo, llamado a´ngulo ma´gico, es aquel
para el cual el segundo polinomio de Legendre se anula, y por lo tanto tambie´n lo hara´
el momento a
(2)
0 . En la figura 7.3 se representan los retratos estererodina´micos de las
distribuciones de j y r, referidas al sistema de referencia xyz, para las tres preparaciones:
β = 0◦, β = 57,74◦ y β = 90◦.
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7.3. Polarizacio´n de productos
En ocasiones, con el fin de determinar el mecanismo de reaccio´n, puede ser interesan-
te analizar la polarizacio´n del momento angular rotacional de los productos. Para ello
recurriremos a la correlacio´n vectorial k − k′ − j′. Esta correlacio´n vectorial permite
determinar la distribucio´n espacial adoptada por j′ y r′. En la referencia [114] podemos
encontrar una descripcio´n comparativa, llevada a cabo por Miranda y colaboradores, de
la estereodina´mica cua´ntica y cuasicla´sica de reacciones qu´ımicas elementales aplicada a
la correlacio´n vectorial k−k′−j′. El formalismo es totalmente equivalente al descrito en
la seccio´n anterior para la correlacio´n vectorial k−j−k′. La principal diferencia concep-
tual deriva de que, a diferencia de lo que ocurre con la polarizacio´n del momento
angular de reactivos, en la polarizacio´n de productos no hablaremos de po-
larizacio´n intr´ınseca o extr´ınseca, puesto que la polarizacio´n del momento
angular de productos dependera´ de la combinacio´n de la preparacio´n experi-
mental (polarizacio´n extr´ınseca) con los requerimientos estereodina´micos del
sistema (polarizacio´n intr´ınseca).
En primer lugar definimos un nuevo sistema de referencia, el sistema x′y′z′ del centro
de masas (ver figura 7.4), o sistema de referencia de los productos de la reaccio´n. En este
nuevo sistema de referencia, el eje z′ es paralelo a k′ y el plano x′z′ es el plano scattering
(el plano definido por k y k′). El eje y′ sera´ paralelo al producto vectorial k × k′.
Figura 7.4
Sistema de referencia x′y′z′ del centro de masas, en el cual el eje z′ coincide con el vector de onda de productos k′,
el plano x′z′ es el plano de scattering, y el eje y′ es paralelo al producto vectorial k × k′
PDDCSs y PPs de productos
Para el desarrollo de las ecuaciones asumiremos que el momento angular rotacional de
reactivos j no esta´ polarizado. Al igual que la correlacio´n k − j − k′ (ecuacio´n (7.34)),
el estudio cua´ntico de la correlacio´n vectorial k − k′ − j′ parte de la expansio´n de
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los elementos de la matriz de densidad dependiente del a´ngulo de scattering ρ(cos θ),
para el estado puro de productos j′, en te´rminos de los momentos de polarizacio´n, los
cuales contienen informacio´n acerca de la orientacio´n o el alineamiento de j′ respecto de
ciertas direcciones espaciales en el sistema x′y′z′. Los elementos de la matriz de densidad
dependiente del a´ngulo de scattering, referida al sistema de referencia z′ = k′ resultan2
〈
j′Ω′1
∣∣ρˆ(cos θ)∣∣j′Ω′2〉 = 2j
′∑
k′=0
k′∑
q′=−k′
2k′ + 1
2j′ + 1
ρ
(k′)
q′ (θ)
〈
j′Ω1, k′q′
∣∣j′Ω′2〉 (7.51)
donde j′ es el nu´mero cua´ntico rotacional de productos y Ω′ la helicidad de los productos,
es decir, el nu´mero cua´ntico asociado a la proyeccio´n de j′ sobre k′. Los elementos
〈
....
∣∣..〉
son los coeficientes Clebsch-Gordan y ρ
(k′)
q′ (θ) son los momentos de polarizacio´n para la
formacio´n de productos cuyo a´ngulo de scattering esta perfectamente definido, referidos
al sistema de referencia x′y′z′. Estos momentos de polarizacio´n se denominan secciones
eficaces dependientes de la polarizacio´n (PDDCSs) de productos.
Las PDDCSs de productos contienen tanto informacio´n direccional como informacio´n
del flujo. Por ello, para comparar las PDDCSs de dos a´ngulos de scattering diferentes o
de dos estados distintos, sera´ necesario usar las PDDCSs renormalizadas (ver ecuacio´n
(7.30)).
Si, por el contrario, estos momentos esta´n promediados por integracio´n sobre el a´ngulo
de scattering, reciben el nombre de para´metros de polarizacio´n (PPs) de productos. El
significado es el mismo que en el caso de los para´metros de polarizacio´n de reactivos.
Es decir, son los coeficientes de la expansio´n de la matriz de densidad independiente del
a´ngulo de scattering para productos en operadores multipolares
〈
j′Ω′1
∣∣ρˆ∣∣j′Ω′2〉 = 2j
′∑
k′=0
k′∑
q′=−k′
2k′ + 1
2j′ + 1
r
(k′)
q′
〈
j′Ω′1, k
′q′
∣∣j′Ω′2〉 (7.52)
Al igual que ocurre con los para´metros de polarizacio´n de reactivos, los PPs de productos
pueden ser obtenidos por integracio´n de las PDDCSs extendida a todos los a´ngulos de
scattering
r
(k′)
q′ =
∫ 1
−1
ρ
(k′)
q′ (θ)d(cos θ) (7.53)
Asimismo, los elementos diagonales de la matriz de densidad independiente del a´ngulo
de scattering, Ω′1 = Ω′2 = Ω, expresara´n la correlacio´n vectorial k′ − j′.
〈
j′Ω′
∣∣ρˆ∣∣j′Ω′〉 = 2j′∑
k′=0
2k′ + 1
2j′ + 1
r
(k′)
0
〈
j′Ω′, k′0
∣∣j′Ω′〉 (7.54)
2No´tese que Miranda y colaboradores [114] llevan a cabo una expansio´n la matriz de densidad en la
representacio´n
∣∣j′m′〉 (donde m′ es la proyeccio´n de j′ sobre k), es decir, en el sistema de referencia
de reactivos z = k. Por lo tanto, aunque los momentos de polarizacio´n sean de productos, estara´n
referidos al sistema de referencia de los reactivos.
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Las PDDCSs y PPs de productos sera´n por lo general cantidades complejas. Para
obtener coeficientes reales directamente relacionados con direcciones Cartesianas com-
binaremos los coeficientes de la expansio´n multipolar segu´n el convenio de Hertel-Stoll
(ecuacio´n (7.22)) [117].
Una vez que las PDDCSs han sido calculadas en el sistema de referencia de productos,
x′y′z′ (donde z′ es paralelo a k′), pueden ser rotadas al sistema de referencia de reactivos
xyz, donde z es paralelo a k. Esta transformacio´n se lleva a cabo a trave´s de la siguiente
rotacio´n [114]:
S(k)q (θ) =
k∑
q′=−k
dkq′q(θ)ρ
(k′)
q′ (7.55)
donde dkq′q(θ) es un elemento de la matriz de rotacio´n reducida [116] y k y k
′ son los rangos
de los momentos originales y finales, respectivamente. Los momentos de polarizacio´n son
tensores esfe´ricos, por lo que el orden de los tensores se conserva frente una rotacio´n
(k′ = k).
Ca´lculo de las PDDCSs
Al igual que ocurre con las PDDCSs de reactivos (eq. (7.41)), las PDDCSs de productos
pueden ser evaluadas a partir de la matriz de scattering S en la representacio´n de la
helicidad (ver seccio´n 4.2.2), cuyos elementos para una energ´ıa fija, un reordenamiento
determinado y una transicio´n a v → a′ v′ son SJj′Ω′,jΩ, donde a y a′ hacen referencia a
los reordenamientos nucleares. Las PDDCSs de productos, ρ
(k′)
q′ resultan[
ρ
(k′)
q′ (θ)
]∗
=
∑
Ω′1Ω
′
2Ω
f¯Ω′1Ω(θ)f¯
∗
Ω′2Ω
(θ)
〈
j′Ω′1, k
′q′
∣∣j′Ω′2〉 (7.56)
donde las funciones f¯ son las amplitudes de scattering escaladas (ver ecuacio´n (4.80)),
dadas por
f¯Ω′Ω(θ) =
∑
J
(2J + 1)dJΩ′Ω(θ)S
J
v′j′Ω′,vjΩ[
2
∑
JΩ′Ω
(2J + 1)|SJv′j′Ω′,vjΩ|2
]1/2 (7.57)
y dJΩ′Ω(θ) es un elemento de la matriz de rotacio´n reducida [116].
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7.4. Depolarizacio´n del momento angular rotacional en
radicales excitados
La depolarizacio´n del momento angular rotacional en radicales de capa abierta (open
shell, os) mediante colisiones con mole´culas de pequen˜o taman˜o ha sido un asunto de
intere´s considerable en los u´ltimos an˜os (ver referencias [122, 123] y las referencias en
ellas contenidas). La depolarizacio´n del momento angular rotacional es una medida de
la correlacio´n j − j′, y proporciona un punto de vista complementario a las medidas
escalares en el estudio de las colisiones ela´sticas e inela´sticas.
En la presente seccio´n utilizaremos la notacio´n de Aoiz y colaboradores [124, 125]. N
(N ′) denota el momento angular rotacional de la mole´cula diato´mica antes (despue´s) de
la colisio´n, sin tener en cuenta el spin electro´nico y nuclear. Para mole´culas diato´micas
en el estado electro´nico 2Σ+ la proyeccio´n del momento angular electro´nico es Λ = 0,
por lo que el momento angular rotacional N (N ′) es equivalente al momento angular
rotacional nuclear. El nu´mero cua´ntico asociado a esta cantidad es N (N ′). El momento
angular rotacional total aparte del spin nuclear para la mole´cula de OH(A2Σ+) se denota
como j y su nu´mero cua´ntico como j. Para esta mole´cula el esquema de acoplamiento
ma´s adecuado entre el spin y la rotacio´n corresponde al caso Hund (b). En este caso la
funcio´n de onda molecular debe describir j =N + S, donde S es el spin electro´nico.
El momento angular total del sistema se denotara´ como J , siendo J el nu´mero cua´ntico.
La proyeccio´n del momento angular total J sobre el eje de referencia en el esquema fijo
en el espacio sera´ MJ . Los vectores ℓ y ℓ
′ corresponden con el momento angular orbital
inicial y final, respectivamente y, l y l′, sera´n los nu´mero cua´nticos asociados.
Es conveniente definir el vector de transferencia de momento angular como K =
N ′ −N , cuyo mo´dulo sera´:
|K|2 = |N ′|2 + |N |2 − 2|N ′||N | cos θNN ′ (7.58)
donde
cos θNN ′ =
N ′ ·N
|N ′||N | (7.59)
y θNN ′ es el a´ngulo asinto´tico que forman los vectores N
′ y N .
7.4.1. Formalismo de las funciones de opacidad tensoriales
Como punto de partida para el estudio de la depolarizacio´n del momento angular rota-
cional en el scatering inela´stico de radicales excitados, vamos a deducir la expresio´n de la
seccio´n eficaz integral inela´stica para colisiones entre radicales en un estado electro´nico
2S+1Σ y a´tomos esfe´ricos con un esquema de acoplamiento tipo Hund (b). Es importante
hacer notar que este formalismo so´lo es va´lido para estados Σ.
Tradicionalmente la dina´mica molecular se estudia expandiendo las funciones de onda
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del sistema en autofunciones del momento angular total Jˆ , definido por el acoplamiento
J = j + ℓ, donde ℓ es el momento angular orbital relativo y j el momento angular
total molecular, j = N + S. La expansio´n en autofunciones del momento angular to-
tal es la representacio´n ma´s eficiente para llevar a cabo los ca´lculos QM close-coupled.
Sin embargo, esta representacio´n no supone el marco conceptual ma´s adecuado para
entender los procesos inela´sticos con mole´culas en capa abierta. En el caso de mole´cu-
las pertenecientes al caso Hund (b), la anisotrop´ıa del potencial electrosta´tico
acopla fuertemente el momento angular rotacional nuclear N con el momen-
to angular orbital relativo ℓ, mientras que el spin electro´nico juega el papel
de espectador durante la colisio´n. Siempre y cuando la separacio´n entre niveles
spin-rotacionales sea menor que la separacio´n entre niveles rotacionales puros es posible
desacoplar el spin electro´nico del movimiento orbital-rotacional, utilizando el siguiente
esquema de acoplamientos [126, 127]:
 = N + ℓ (7.60)
J = + S (7.61)
Este esquema de acoplamientos permite construir los elementos de la matriz de transicio´n
T (ver ecuacio´n 4.54) dependientes del spin a partir de las matrices T independientes
del spin.
T JN ′S′j′l′,NSjl = (−1)j
′+l′−j+l[(2j + 1)(2j′ + 1)]1/2
×
∑

(2+ 1)
{
S N j
l J 
}{
S N ′ j′
l′ J 
}
T N ′l′,Nl (7.62)
donde {:::} es un coeficiente 6-j.
Como hemos comentado, la propagacio´n de las ecuaciones close-coupled (ver secciones
4.2 y 4.3) se lleva a cabo haciendo una expansio´n en ondas parciales (autofunciones de Jˆ).
Sin embargo, no proporciona el marco ma´s adecuado para el ana´lisis de la transferencia
de energ´ıa rotacional en mole´culas con capa abierta. Por ello introducimos ahora una
expansio´n multipolar rotacionalmente invariante de la matriz T  en te´rminos de los
componentes tensoriales irreducibles, definidos como [17, 127, 128]3
〈
N ′l′
∣∣∣∣TK ∣∣∣∣Nl〉 = (2K + 1)(−1)j+l′
×
∑

(−1)(2+ 1)
{
N N ′ K ′
l′ l 
}
T N ′l′,Nl (7.63)
donde el orden del tensor K = |j − j′| = |l − l′| puede ser identificado con la cantidad
de momento angular transferido durante la colisio´n. Esta descomposicio´n, designada
3En la referencia [17] podemos encontrar una explicacio´n muy dida´ctica de los acoplamientos entre
momentos angulares y tensores irreducibles bajo rotacio´n.
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como “traslacional–interna” [126], tiene una gran importancia ya que nos permite tratar
la colisio´n en una representacio´n independiente del spin, es decir, en el esquema de
acoplamiento  =N + ℓ.
Puesto que el spin no interacciona con el potencial electrosta´tico, es posible fac-
torizar la expresio´n QM para la seccio´n eficaz en una parte geome´trica, y
una parte dina´mica correspondiente a un proceso en capa cerrada. La parte
geome´trica depende de los nu´meros cua´nticos que definen los estados rotacionales antes
y despue´s de la colisio´n, as´ı como de la cantidad de momento angular transferido. El
efecto cua´ntico del spin queda totalmente definido a trave´s de los s´ımbolos 6–j [127].
σN ′j′←Nj =
π
k2i
(2j′ + 1)
∑
K
{
N N ′ K
j′ j S
}2
PK(N,N ′) (7.64)
donde {:::} es un coeficiente 6-j y PK(N,N ′) son las funciones de opacidad tensoriales
independientes del spin o´ tensor opactities, definidas como
PK(N,N ′) =
1
2K + 1
∑
ll′
∣∣〈N ′l′∣∣∣∣TK ∣∣∣∣Nl〉∣∣2 (7.65)
Esta separacio´n es“exacta”en aquellos casos en los que a) la constante de acoplamiento
spin-rotacional, γ¯, no var´ıe durante la colisio´n y b) la separacio´n de los niveles spin–
rotacionales sea pequen˜a en comparacio´n con la energ´ıa de colisio´n [124].
En el caso de mole´culas en capa cerrada tenemos que S = 0, N = j y N ′ = j′, por lo
que la ecuacio´n (7.64) se reduce a
σN ′←N =
π
k2i
∑
K
PK(N,N ′)
2N + 1
(7.66)
Es interesante comparar esta expresio´n con la seccio´n eficaz que se obtiene directamente
de la matriz T (ecuacio´n (4.56))
σN ′←N =
π
k2i
1
2N + 1
∑
J
∑
l,l′
(2J + 1)
∣∣T JN ′l′,Nl∣∣2 (7.67)
El hecho de que el spin electro´nico juegue el papel de espectador es de crucial im-
portancia, puesto que las funciones de opacidad tensoriales son independientes del spin
y, por lo tanto, pueden ser calculadas tanto mecanocua´nticamente como cla´sicamente,
proporcionando por tanto la posibilidad de calcular las secciones eficaces cla´-
sicas de capa abierta. En un ca´lculo de trayectorias cla´sicas puede demostrarse que
la funcio´n de opacidad tensorial puede calcularse como [125]
PK(N,N ′) = (lmax + 1)2[2N + 1]P (K;N,N ′)
N (N,N ′)
Ntot(N) (7.68)
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donde P (K;N,N ′) es la probabilidad de transferir una cantidad K de momento angular
para unos valores iniciales y finales del momento angular rotacional, N y N ′
P (K;N,N ′) =
N (K;N,N ′)
N (N,N ′) con
∑
K=0
P (K;N,N ′) = 1 (7.69)
donde N (K;N,N ′) es el nu´mero de trayectorias comenzando en N y terminando en
N ′ que transfieren una cantidad K de momento rotacional y N (N,N ′) el nu´mero total
de trayectorias en la transicio´n N → N ′. Puesto que los estados cla´sicos finales siguen
una distribucio´n continua de estados rotacionales (y por tanto tambie´n de cantidad
de momento angular rotacional transferido), se redondea el nu´mero cua´ntico obtenido
mediante la cuantizacio´n semicla´sica, |K|2 = ~2(2K + 1), al entero ma´s cercano.
Teniendo en cuenta que la seccio´n de transferencia de energ´ıa rotacional (RET) es
σN ′←N = πb2max
N (N,N ′)
Ntot (7.70)
y que la relacio´n semicla´sica entre momento angular orbital y para´metro de impacto
k2i b
2
max = (lmax + 1)
2, donde ki es el vector de onda inicial, tenemos que
PK(N,N ′) =
k2i
π
(2N + 1)σN ′←N ′ P (K;N,N ′)
=
k2i
π
(2N + 1)σN ′←N (K) (7.71)
Por lo tanto
σN ′←N (K) =
π
k2i
(lmax + 1)2
N (K;N,N ′)
Ntot =
π
k2i
PK(N,N ′)
2N + 1
(7.72)
y
σN ′←N =
π
k2i
∑
K=0
PK(N,N ′)
2N + 1
(7.73)
7.4.2. Secciones eficaces de depolarizacio´n
A lo largo de la presente seccio´n nuestro objetivo sera´ definir las secciones eficaces de
depolarizacio´n σ
(k)
j′←j , las cuales representan una medida de la pe´rdida de polarizacio´n
que sufre momento de polarizacio´n de rango k, del momento angular rotacional, en el
proceso inela´stico. Estas medidas de la depolarizacio´n del momento angular rotacional
durante la colisio´n esta´n directamente relacionadas con los para´metros de polarizacio´n
que caracterizan la correlacio´n vectorial j − j′.
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Correlacio´n vectorial j − j′ para especies en capa cerrada
En primer lugar, vamos a considerar la correlacio´n vectorial j − j′ para procesos en
capa cerrada (closed shell, cs), donde N = j. Como hemos visto, el tratamiento del spin
como espectador, adecuada para el caso Hund (b), nos permitira´ extender la correlacio´n
j − j′ a procesos en capa abierta.
Tanto la formulacio´n cla´sica como la cua´ntica parten de la correlacio´n a tres vectores
k − j − j′ [125]. A partir de esta correlacio´n se puede llegar a la correlacio´n j − j′
considerando el caso concreto en el cual ni la direccio´n inicial (k) ni la direccio´n final
(k′) esta´n resueltas.
Tratamiento cla´sico
Cla´sicamente, es posible describir la distribucio´n del momento angular rotacional de
productos, j′, sobre el de reactivos, j, como una expansio´n en armo´nicos esfe´ricos mo-
dificados, con q = 0 [124]. Esta distribucio´n es formalmente similar a la ecuacio´n (7.2),
utilizada para describir la distribucio´n del momento angular rotacional respecto de un
eje de referencia.
P (θjj′ , φjj′) =
∞∑
k=0
(2k + 1)
4π
a(k)(j, j′)Ck0(θjj′ , φjj′) (7.74)
donde los a´ngulos θjj′ y φjj′ son los a´ngulos polar y azimutal que definen la orientacio´n
relativa entre los vectores j y j′. Puesto que la correlacio´n a dos vectores no depende
del a´ngulo azimultal, φjj′ , la ecuacio´n anterior tambie´n puede se escrita como
P (θjj′) = 2π × P (θjj′ , πjj′) = 12
∑
k=0
(2k + 1)a(k)(j, j′)Pk(cos θjj′) (7.75)
donde Px(x) es un polinomio de Legendre. Utilizando la ortogonalidad de estos poli-
nomios es fa´cil ver que los coeficientes de la expansio´n en la ecuacio´n anterior son los
momentos de Legendre de la distribucio´n relativa de ambos vectores
a(k)(j, j′) = 〈Pk(cos θjj′)〉 (7.76)
donde los 〈...〉 indican un promediado sobre el a´ngulo θjj′
Tratamiento cua´ntico
Para obtener las expresiones equivalentes QM, partimos de los momentos de polari-
zacio´n extr´ınsecos para los reactivos, r
(k)
q (j), relacionados con la preparacio´n de j en el
sistema de referencia del laboratorio. Estos momentos, en funcio´n de los elementos de la
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matriz de densidad extr´ınseca resultan (ver ecuacio´n (7.20) y referencias [114, 115, 124])
r(k)q (j) =
j∑
m,m′=−j
〈
jm′
∣∣ρˆ∣∣jm〉〈jm′kq∣∣jm〉 (7.77)
Es posible relacionar estos momentos con los momentos de polarizacio´n de los produc-
tos de la colisio´n, P(k)q (j′), a trave´s de la relacio´n
P(k)q (j′) = a(k)(j, j′) r(k)q (j) (7.78)
donde los coeficientes a(k)(j, j′) son los coeficientes de transferencia multipolar. Cuan-
do las direcciones iniciales y finales esta´n indefinidas, los coeficientes de transferencia
multipolar se definen a trave´s de [115, 129]
a(k)(j, j′) = (2K + 1)
S
(kk)
qq (j, j′)∗
S
(00)
00 (j, j′)
=
σ(kk)(j, j′)
σ(00)(j, j′)
(7.79)
El sub´ındice q ha sido eliminado de la notacio´n convencional a
(k)
q (j, j′), puesto que en el
caso de que las direcciones de reactivos y productos sean indefinidas, no hay dependencia
de las componentes de los tensores. Los coeficientes S
(kk)
qq (j, j′) son los coeficientes de
correlacio´n [129, 130] que pueden ser directamente obtenidos a partir de la matriz de
transicio´n T
S
(kk)
qq (j, j′)∗ = (−1)j′−j π
k2i
[(2j′ + 1)(2j + 1)]1/2
2k + 1
×
∑
l,l′,J1,J2
(−1)l+l′(2J1 + 1)(2J2 + 1)
{
j j k
J2 J1 l
}{
j′ j′ k
J2 J1 l
′
}
×T J1j′l′,jlT J2,∗j′l′,jl (7.80)
Las secciones σ(kk)(j, j′) de la ecuacio´n (7.79) son las secciones eficaces tensoriales,
definidas por Follmeg y colaboradores [130]. E´stas so´lo difieren de los coeficientes de
correlacio´n en un factor de normalizacio´n, por ello aparecen cuando se normalizan los
coeficientes de correlacio´n. El significado de las secciones eficaces tensoriales es
una medida de cua´nta polarizacio´n de j se conserva en j′ tras una colisio´n.
Pueden ser obtenidas directamente a partir de los elementos de la matriz de transicio´n
T como
σ(kk)(j, j′) =
π
k2i
∑
J1,J2
∑
l,l′
(−1)j+l(−1)j′+l′(−1)2J(2J1 + 1)(2J2 + 1)×
{
j j k
J2 J1 l
}{
j′ j′ k
J J ′ l′
}
T J1j′l′jlT
J2∗
j′l′jl (7.81)
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La expresio´n concreta para la seccio´n tensorial de rango cero, σ(00)(j, j′), se obtiene
estableciendo k = 0. En este caso los 6j resultan{
j j 0
J2 J1 l
}
= (−1)j+J ′+l 1
(2j + 1)1/2
1
(2J + 1)1/2
δjjδJ1,J2 (7.82){
j′ j′ 0
J1 J2 l
′
}
= (−1)j′+J+l′ 1
(2j′ + 1)1/2
1
(2J + 1)1/2
δj′j′δJ1,J2 (7.83)
de modo que la seccio´n eficaz tensorial rango cero, σ(00)(j, j′), resultara´
σ(00)(j, j′) =
π
k2i
∑
J
∑
l,l′
1
(2j + 1)1/2
1
(2j′ + 1)1/2
(2J + 1)
∣∣T Jj′l′jl∣∣2 (7.84)
comparando esta ecuacio´n con aquella para la seccio´n eficaz estado a estado (ecuacio´n
(7.67)) vemos que la seccio´n eficaz inela´stica (RET) so´lo difiere de la seccio´n eficaz
tensorial de rango cero en un factor
σj′←j′ =
[
2j′ + 1
2j + 1
]1/2
σ(00)(j, j′) (7.85)
Secciones eficaces de depolarizacio´n
Por u´ltimo introducimos el concepto de secciones eficaces de depolarizacio´n, definidas
como
σ
(k)
j′←j = σjj′
[
1− a(k)(j, j′)
]
(7.86)
=
[
2j′ + 1
2j + 1
]1/2 [
σ(00)(j, j′)− σ(kk)(j, j′)
]
(7.87)
Las secciones eficaces de depolarizacio´n describen la pe´rdida de polarizacio´n
del momento angular rotacional en un proceso de scattering desde un valor
inicial j hasta un valor final j′.
El tratamiento de las funciones de opacidad tensoriales nos permiten, como hemos
visto anteriormente, obtener estas secciones para el caso de sistemas en capa abierta,
tanto cua´nticamente como cla´sicamente, a partir de un ca´lculo en capa cerrada segu´n la
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ecuacio´n [124]
a(j)(j, j′) = (−1)k−j−j′ [2j + 1]1/2[2j′ + 1]1/2
×
∑
K
(−1)K
{
j j′ k
j′ j′ K
}2{
N N ′ K
j′ j S
}2
PK(N,N ′)
∑
K
{
N N ′ K
j′ j S
}2
PK(N,N ′)
(7.88)
En esta tesis doctoral tan so´lo nos centraremos en las secciones eficaces de depolarizacio´n
con rangos k = 1 y k = 2, las cuales representan parte de la pe´rdida de orientacio´n y
alineamiento, respectivamente.
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Parte II.
Resultados
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Cap´ıtulo 8
Reaccio´n H+D2
8.1. Introduccio´n
La reaccio´n de intercambio de hidro´geno (y sus variantes isoto´picas) es la reaccio´n
qu´ımica ma´s estudiada y, posiblemente, la mejor conocida. Existen diversas revisiones
bibliogra´ficas que recogen, en mayor o menor actualidad, la literatura sobre los estudios
teo´ricos y experimentales de los u´ltimos 80 an˜os [131–135].
Esta reaccio´n puede considerarse como la reaccio´n qu´ımica bimolecular ma´s simple
entre dos especies neutras, puesto que el sistema contiene so´lo tres nu´cleos y tres elec-
trones. En consecuencia, las fuerzas de interaccio´n y la dina´mica de las part´ıculas que
componen el sistema pueden ser calculadas con gran exactitud. Por otro lado los avan-
ces tecnolo´gicos en los u´ltimos an˜os han conducido a experimentos de gran resolucio´n,
los cuales han permitido obtener secciones eficaces diferenciales muy precisas que han
supuesto un examen muy riguroso para los modelos teo´ricos [7, 9, 133, 136–140]. Por
lo general, el acuerdo entre los experimentos y la teor´ıa es muy bueno, especialmente
con los ca´lculos mecanocua´nticos [141]. Por ello, esta reaccio´n ha sido considerada en
numerosas ocasiones como “totalmente comprendida”. As´ı, el papel que ha jugado esta
reaccio´n en el desarrollo de la Dina´mica Molecular de las Reacciones Qu´ımicas, tanto
desde el punto de vista teo´rico como experimental, ha sido fundamental.
Los ca´lculos mecanocua´nticos son capaces de reproducir fielmente los datos experi-
mentales, sin embargo su interpretacio´n es compleja. Por otro lado, el buen acuerdo
entre ca´lculos cua´nticos y cla´sicos refleja que el movimiento nuclear de este siste-
ma puede describirse en buena medida con la meca´nica cla´sica, de manera que
una interpretacio´n cla´sica del mecanismo de las colisiones reactivas e inela´sticas resulta
veros´ımil, con las limitaciones propias de esta aproximacio´n. Obviamente los ca´lculos
QCT no son capaces de reproducir aquellos efectos puramente cua´nticos, como pueden
ser los feno´menos de interferencia, energ´ıas de punto cero, resonancias, efecto tu´nel, fase
geome´trica, etc.
En este cap´ıtulo nos centraremos en la variante isoto´pica H + D2 que, posiblemente,
sea la mejor estudiada experimentalmente. Para energ´ıas por debajo de 2.5 eV, tanto la
dispersio´n reactiva como la inela´stica se produce de modo electro´nicamente adiaba´tico,
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en el estado electro´nico fundamental[142]. Para e´ste, el camino de mı´nima energ´ıa que co-
necta reactivos con productos corresponde con una geometr´ıa colineal, presentando una
barrera electro´nica de aproximadamente 0.45 eV. La competencia entre el camino de mı´-
nima energ´ıa y aquellos alejados de una geometr´ıa colineal determinara´n las poblaciones
de los distintos estados rovibracionales de productos.
El mecanismo de reaccio´n tradicionalmente aceptado [134] para la reaccio´n H + D2
−→ D + HD (y, en general para el sistema H3) es de tipo directo, con colisiones
ra´pidas, caracterizadas por un estado de transicio´n colineal que desemboca
en un scattering fundamentalmente sideways/backward. Segu´n este mecanis-
mo, la ruptura y formacio´n del enlace ocurren de modo paulatino y simulta´neo tras el
rebote del a´tomo de hidro´geno sobre las paredes fuertemente repulsivas del potencial.
Este mecanismo, en ocasiones, se le denomina mecanismo de bolas de billar. Segu´n esta
visio´n, las colisiones caracterizadas por para´metros de impacto pequen˜os dan lugar a
una conversio´n eficiente de la energ´ıa traslacional de reactivos en energ´ıa vibracional
de productos y, por lo tanto, una baja excitacio´n rotacional; la dispersio´n de e´stas sera´
preferentemente backward. Por el contrario, aquellas reacciones que tengan lugar con
un para´metro de impacto elevado dara´n lugar a una excitacio´n rotacional caracterizada
por una dispersio´n hacia a´ngulos medios, reflejo de un mecanismo de transferencia de
momento angular ℓ −→ j′ muy eficiente. El caso l´ımite de aquellas colisiones con un mo-
mento angular orbital elevado, en las que la falta de energ´ıa radial no permite superar la
barrera, conducira´n a un scattering forward esencialmente ela´stico. Lo expuesto en este
pa´rrafo es cierto cerca del umbral, cuando la falta de energ´ıa no permite que se exploren
geometr´ıas significativamente distintas a la colineal.
La mejora tanto de las te´cnicas experimentales [141, 143, 144], como la precisio´n y
capacidad de ca´lculo de los me´todos teo´ricos permitieron el acceso a energ´ıas de colisio´n
cada vez mayores, vie´ndose que la descripcio´n del mecanismo en te´rminos de bolas de
billar es incompleta. De hecho, y en contra de lo que cab´ıa esperar, a medida que nos
alejamos del umbral de reaccio´n el sistema sigue poblando fundamentalmente los estado
vibracionales ma´s bajos, mientras que la excitacio´n rotacional se hace ma´s eficiente. Por
otro lado, las colisiones con para´metros de impacto ma´s altos son capaces de producir una
alta excitacio´n vibracional en los canales inela´sticos. Esta tendencia ha sido corroborada
en multitud de trabajos mediante un excelente acuerdo entre teor´ıa y experimentos
[134, 137, 140, 141].
Para la interpretacio´n de los resultados experimentales se recurrio´ a ca´lculos de trayec-
torias cuasicla´sicas. Una serie de estudios detallados [139, 140, 145, 146] mostraron co´mo
el mecanismo de esta reaccio´n, a medida que nos alejamos del umbral, es mucho ma´s
complicado de lo que se pensaba (aquel descrito en los pa´rrafos anteriores). En concreto,
se encontro´ que la excitacio´n vibracional, a diferencia de lo que se cre´ıa, no procede de
la compresio´n del enlace, sino que tiene lugar a trave´s de un mecanismo ma´s complejo
en el cual la mı´nima distancia de aproximacio´n entre el a´tomo de hidro´geno incidente y
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la mole´cula de deuterio marca el punto de retorno interno de los productos. Greaves et
al. identificaron dos mecanismos diferenciados en el estado rovibracional fundamental de
productos, a energ´ıas suficientemente alejadas del umbral [145]. El primero de ellos, que
denominaron espiral, corresponde con colisiones con estados de transicio´n colineales que
dan lugar a una banda de dispersio´n que, para un mismo estado rotacional, cubre casi
completamente el intervalo de a´ngulos de scattering. En esta banda, las zonas backward
esta´n asociadas a reorganizaciones muy ra´pidas. El segundo mecanismo, y dominante
para los estados rotacionales ma´s bajos, es el denominado mecanismo de la oreja, corres-
pondiente con colisiones con elevados a´ngulos de ataque. Este mecanismo puebla una
zona muy pequen˜a de a´ngulos de scattering y para´metros de impacto.
Para para´metros de impacto suficientemente altos, las barreras dina´micas hacen que
el sistema atraviese el estado de transicio´n con muy poca energ´ıa radial, y el tiempo
de colisio´n aumente. Si el momento angular orbital es suficientemente elevado, puede
ser que el estado ligado de corta vida retorne al valle de reactivos, dando a lugar una
excitacio´n vibracional de los canales inela´sticos. A este mecanismo se le ha denominado
“tug-of-war” (un tira y afloja) ya que en ese movimiento vibracional del estado ligado,
el sistema puede atravesar varias veces el estado de transicio´n [139, 140]. Es por ello que
se relacionan las trayectorias vibracionalmente excitadas de los canales inela´sticos con
reacciones frustradas.
Desde el punto de vista estereodina´mico, Aldegunde et al. estudiaron la dependencia
de la polarizacio´n del momento angular rotacional con la energ´ıa de colisio´n, para la
reaccio´n en el estado inicial D2(v = 0, j = 2) (ver referencias [121, 147]). Los resultados
reflejan el cambio de comportamiento con el aumento de la energ´ıa de colisio´n, anterior-
mente descrito. En las proximidades del umbral de reaccio´n, el sistema impone fuertes
restricciones a las geometr´ıas que pueden dar lugar a reaccio´n, de modo que r debe estar
alineado a lo largo de k. A medida que aumenta la energ´ıa, la orientacio´n del momento
angular rotacional pierde relevancia y r tiende a estar mucho ma´s inclinado respecto
de k, indicando la contribucio´n de a´ngulos de ataque alejados de la colinealidad. En
este estudio, adema´s, se puso de manifiesto la importancia del sentido de la rotacio´n
del dia´tomo en el mecanismo de excitacio´n vibracional: aquellas colisiones en las que
j es paralelo al producto k × k′ (por lo tanto el sentido de rotacio´n es opuesto con el
movimiento de aproximacio´n) da lugar a una elevada rotacio´n y viceversa. Este efecto
es similar al mecanismo cla´sico de la puerta giratoria observado por Greaves [145].
8.2. Detalles computacionales
El presente estudio surgio´ de la necesidad de explicar el comportamiento aparentemen-
te ano´malo encontrado por Jankunas et al. [7, 9, 148] en las secciones eficaces diferenciales
experimentales para este sistema en el estado v′ = 4 de productos, a la energ´ıa de colisio´n
de 1.97 eV. Los ca´lculos teo´ricos comprenden tanto ca´lculos mecano-cua´nticos indepen-
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dientes del tiempo como trayectorias cla´sicas. Todos ellos han sido llevados a cabo en
una u´nica superficie de energ´ıa potencial adiaba´tica, la de Boothroyd, Keogh, Martin y
Peterson (BKMP2) [149]. Esta PES consta de un total de 8701 puntos ab-initio full CI,
ajustados a un funcional anal´ıtico.
Los ca´lculos QM se han llevado a cabo con el me´todo de coordenadas hiperesfe´ricas
time-independent implementado en el co´digo ABC [5], de Skoutiers y colaboradores,
descrito en la seccio´n 4.4. Se calcularon las matrices de scattering a las energ´ıas totales
de 2.114, 2.164 y 2.214 eV (Ecol = 1.92, 1.97 y 2.02 eV para el estado inicial D2 (v = 0, j =
0)), considerando adema´s los canales energe´ticamente no accesibles hasta una energ´ıa
de Ecut = 3.05 eV, desde J = 0 hasta J = 40, con un valor ma´ximo de la helicidad de
|Ωmax| = 18. La base rotacional se extendio´ hasta un valor ma´ximo de jmax = 28. La
integracio´n se ha llevo´ a cabo desde un hiperradio de ρ = 0.45 a0 hasta un valor ma´ximo
de ρmax = 24.0 a0, dividiendo este rango en 250 sectores. Para simular la distribucio´n
de energ´ıas de colisio´n de los experimentos de Jankunas et al. [7, 148], se considero´ una
curva gausiana centrada en la energ´ıa de colisio´n Ecol = 1.97 con una desviacio´n de 0.05
eV. La dependencia de la DCS con la energ´ıa de colisio´n (DCS = f(θ, Ecol), se obtuvo por
interpolacio´n de las DCS calculadas a las tres energ´ıas de colisio´n fijas. Finalmente, la
DCS simulada se calculo´ aplicando un pesado gausiano, segu´n la distribucio´n de energ´ıas
de colisio´n considerada, a la DCS interpolada.
Por otro lado, los ca´lculos QCT fueron llevados a cabo utilizando la metodolog´ıa
descrita en la seccio´n 5.1. En primer lugar se integraron 15×106 trayectorias, a la energ´ıa
de colisio´n de 1.97 eV, para el estado inicial D2(v = 0, j = 0), comenzando a una
distancia inicial de RA−BC = 10 A˚. El para´metro de impacto ma´ximo utilizado fue de
1.3 A˚(J ≈ 33). El paso de integracio´n elegido fue de 0.04 fs con el fin de asegurar una
conservacio´n de la energ´ıa mejor que 1 en 106. En segundo lugar, con el fin de simular los
experimentos de Jankunas et al. [7, 148] se integraron 5×106 trayectorias, considerando
la incertidumbre de la energ´ıa de colisio´n (1.97 ± 0.05 eV) mediante una distribucio´n
gausiana de energ´ıas de colisio´n. Adema´s se tuvo en cuenta la dispersio´n de estados
rotacionales internos a la temperatura de laboratorio (60% j = 0, 20% j = 1 y 20%
j = 2).
Todos los resultados QCT que sera´n presentados en este cap´ıtulo (salvo que se indique
lo contrario) correspondera´n a ca´lculos QCT-GB (ver seccio´n 5.6). La elevada energ´ıa
de colisio´n hace que la diferencia entre los resultados QCT-HB y QCT-GB sea mı´nima,
especialmente en los estados vibro-rotacionales ma´s poblados. Sin embargo la aplicacio´n
del me´todo QCT-GB es imprescindible a la hora de calcular las secciones eficaces inte-
grales, DCS y probabilidades de reaccio´n de aquellos estados vibrorrotacionales de los
productos, cuya energ´ıa interna este´ pro´xima a la energ´ıa total del sistema (los estados en
los cuales estamos interesados en este trabajo). En la figura 8.1 se compara la seccio´n efi-
caz integral calculada con los me´todos QM, QCT-HB y QCT-GB, a la energ´ıa de colisio´n
de 1.97 eV, para los distintos estados rotacionales j′ del estado vibracional de productos
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Figura 8.1
Secciones eficaces integrales estado a estado
QM, QCT-HB y QCT-GB para las reacciones H
+ D2(v = 0, j = 0) −→ D + HD(v′ = 4, j′),
a la energ´ıa de colisio´n de 1.97 eV.
v′ = 4. Obse´rvese co´mo los me´todos QCT-GB y QCT-HB tienen un comportamiento
muy similar, salvo en los u´ltimos estados abiertos, donde el me´todo QCT-HB sobrestima
la reactividad, mientras que QCT-GB converge con los ca´lculos QM. La explicacio´n de
este efecto es que, cla´sicamente es posible poblar los u´ltimos estados rotacionales de un
estado vibracional dado, a expensas de tener una energ´ıa vibracional menor que la ener-
g´ıa vibracional cua´ntica. El me´todo gaussian binning corrige este efecto, proporcionando
un valor correcto de la seccio´n eficaz.
8.3. Scattering ano´malo del estado v′ = 4 a Ecol = 1.97 eV
A continuacio´n vamos a comparar las medidas experimentales de Jankunas et al., de
las DCS para el estado v′ = 4 de productos a la energ´ıa de colisio´n de 1.97 eV, con
las simulaciones teo´ricas, tanto cla´sicas como cua´nticas para este sistema. De este modo
trataremos de determinar el origen de las dispersiones reactivas aparentemente ano´malas
y explicar este efecto.
El mecanismo de excitacio´n rotacional observado para los estados vibracionales ma´s
bajos es tal que existe una fuerte correlacio´n entre a´ngulo de scattering y nu´mero cua´n-
tico rotacional j′: a medida que aumenta la excitacio´n rotacional, la dispersio´n reactiva
se desplaza de backward a forward como consecuencia de la contribucio´n de para´metros
de impacto cada vez mayores (ver figura 8.6 y ape´ndice A). Sin embargo las distribucio-
nes angulares medidas para el estado vibracional v′ = 4 mostraban el comportamiento
opuesto: a medida que los productos sal´ıan con mayor excitacio´n rotacional las DCS se
desplazaban hacia a´ngulos mayores (zona backward).
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Me´todo experimental
Todas las determinaciones experimentales de las distribuciones angulares de los pro-
ductos de reaccio´n presentadas en este cap´ıtulo han sido obtenidos por Jankunas et al.
(ver referencias [7, 9, 148]). Para ello utilizaron un sistema de cartograf´ıa de velocida-
des de los iones producidos por REMPI, en conjuncio´n con la te´cnica de photoloc[148].
Brevemente resumido, el procedimiento experimental es como sigue. Una mezcla del 1
al 3% de HBr en D2 es pasada a trave´s de una va´lvula pulsada de 10-Hz en una ca´-
mara de vac´ıo. Los reactivos se someten a un enfriamiento tanto traslacional como de
estados internos en una expansio´n superso´nica, de modo que casi todas las mole´culas de
D2 se preparan en los estados vibrorrotacionales ma´s bajos (v = 0, j ≤ 2, debido a la no
interconversio´n entre o-H2 y p-H2). La reaccio´n se inicia con la foto´lisis de la mole´cula
de HBr, a 199 nm, produciendo a´tomos de H con una alta energ´ıa cine´tica. Un segundo
la´ser ioniza selectivamente los productos de reaccio´n HD, segu´n su estado interno, v´ıa
REMPI [2+1]. Los iones HD+ son colectados usando un espectro´metro de masas time-
of-flight y detectados usando un detector sensible a la posicio´n. Utilizando determinados
potenciales de extraccio´n de iones, en lo que se llama cartograf´ıa de velocidades (velocity
mapping imaging), es posible establecer una correspondencia un´ıvoca entre la posicio´n
del detector y la velocidad tridimensional del io´n formado para, posteriormente, deducir
el a´ngulo de scattering en el sistema de referencia del centro de masas. Las distribuciones
angulares as´ı determinadas no permiten dar un valor absoluto a la seccio´n eficaz diferen-
cial por lo que, en general, se escalan a los valores teo´ricos obtenidos. Este escalado se
puede llevar a cabo de distintas maneras: igualando el a´rea bajo la curva a una seccio´n
eficaz teo´rica, relacionando el perfil obtenido al de una DCS teo´rica mediante un ajuste
de mı´nimos cuadrados [148], etc. En este trabajo, las DCS experimentales han sido re-
escaladas de tal modo que el ma´ximo de las secciones eficaces diferenciales QM y y las
DCSs experimentales coincidan en altura.
Comparacio´n entre teor´ıa y experimentos
En la figura 8.2 se presenta la comparacio´n de las DCSs experimentales para el estado
final v′ = 4 y distintos estados rotacionales j′, con las DCSs teo´ricas, tanto QCT-GB
como QM, obtenidas por los procedimientos anteriormente descritos. Las secciones co-
rrespondientes a ambos me´todos teo´ricos consideran la dispersio´n de energ´ıas de colisio´n
del experimento y, adema´s, las DCS QCT-GB consideran la poblacio´n de los estados
rotacionales del haz molecular de D2 a la temperatura de 300 K. El resultado de las
simulaciones es una serie de distribuciones angulares con una estructura mucho ma´s
suavizada que aquellas que sera´n presentadas a la energ´ıa fija de 1.97 eV (ver figura 8.3).
El excelente acuerdo entre los ca´lculos QM y experimentos descarta la necesidad de
introducir otros efectos (fase geome´trica, no adiabaticidad, etc) para explicar el origen
de las distribuciones aparentemente ano´malas. Ambos grupos de datos muestran dis-
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Figura 8.2
Comparacio´n de las seccio´n eficaces diferenciales experimentales y teo´ricas, simuladas mediante los me´todos QM y QCT-
GB, multiplicadas por sin θ, para las reacciones H + D2(v = 0, j ≈ 0) −→ D + HD(v = 4, j′). En el experimento,
todas las mole´culas de D2 se encuentran en el estado fundamental vibracional, mientras que la distribucio´n de estados
rotacionales es: 60% de j = 0, 20% de j = 1 y 20% de j = 2. La energ´ıa de colisio´n es de 1.97 ± 0.05 eV. Los ca´lculos
QCT-GB consideran tanto las poblaciones de los distintos estados rotacionales como la dispersio´n de energ´ıas de colisio´n
en el haz molecular. Las barras de error para el ca´lculo cla´sico so´lo han sido incluidas en el estado v′ = 4, j′ = 4, para
el cual no hay resultados experimentales, con el fin de no sobrecargar los paneles. Los resultados QM corresponden
u´nicamente con las reacciones H + D2(v = 0, j = 0) −→ D + HD(v = 4, j′). La dispersio´n de energ´ıas de colisio´n
tambie´n ha sido considerada en el caso de los ca´culos QM.
tribuciones con un so´lo ma´ximo, muy ensanchadas, que se desplazan hacia a´ngulos de
scattering mayores con el incremento de la rotacio´n de productos. En todos los casos,
el acuerdo es casi cuantitativo para a´ngulos de scattering mayores de 90o. Por el con-
trario, la concordancia en el hemisferio forward es algo peor, donde la teor´ıa predice
valores ma´s altos de la seccio´n eficaz diferencial. Estas diferencias en la zona forward no
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son u´nicas de este estado vibracional o esta energ´ıa de colisio´n. Han sido observadas de
modo sistema´tico para este procedimiento experimental (para otros estados internos de
productos y diferentes energ´ıas de colisio´n) en todas aquellas distribuciones angulares no
centradas en la zona backward. El origen de este desacuerdo au´n no ha sido establecido
(ver referencia [148, 150]).
Cuando comparamos las distribuciones QM y QCT-GB de la figura 8.2, observamos
co´mo el acuerdo entre metodolog´ıas es cualitativo, si bien para los j′ ma´s elevados, las
distribuciones convergen. Para los valores medios de j′, los ca´lculos cla´sicos describen
correctamente la anchura de las distribuciones, as´ı como su posicio´n. Sin embargo so-
breestiman la reactividad. El acuerdo cualitativo entre ambos grupos de distribuciones
angulares nos indica que el origen de las dispersiones ano´malas debe ser fundamental-
mente cla´sico; es decir, debe estar originado por la dina´mica cla´sica de los nu´cleos sobre
el campo de fuerzas electro´nico.
Comparacio´n QCT – QM a la energ´ıa de colisio´n fija de Ecol = 1.97 eV
A continuacio´n vamos a estudiar la dina´mica de las reacciones H + D2(v = 0, j = 0)
−→ H + HD(v′ = 4, j′) a la energ´ıa de colisio´n fija de Ecol = 1.97 eV con el fin de aislar
los efectos dina´micos de aquellos procedentes de la dispersio´n de la energ´ıa de colisio´n y
la posible contribucio´n de los estados rotacionales en la simulacio´n de los experimentos.
En la figura 8.3 representamos la seccio´n eficaz diferencial estado a estado para las
reacciones H + D2 (v = 0, j = 0) −→ D + HD (v′ = 4, j′ = 1 − 6) obtenidas por los
me´todos QM y QCT-GB. No´tese que las diferencias con las DCSs de la figura 8.2 se
deben a que en e´sta las DCSs estaban promediadas con la distribucio´n de energ´ıas de
colisio´n y estados rotacionales. Al igual que ocurr´ıa con las DCS simuladas, presentadas
en el aparatado anterior, los ca´lculos a energ´ıa fija revelan un acuerdo semicuantitativo
entre los resultados cla´sicos y cua´nticos, especialmente para valores bajos de j′. Mientras
que los ma´ximos de las distribuciones QM muestran una clara tendencia a desplazarse
hacia a´ngulos de scattering mayores a medida que aumenta la rotacio´n de los productos,
en el caso cla´sico dicha tendencia no es tan clara. Sin embargo los ca´lculos QCT-GB s´ı
dan cuenta del estrechamiento de las distribuciones y el desplazamiento hacia a´ngulos
cada vez mayores de las zonas de principal reactividad.
Obse´rvese co´mo las DCS para los estados rotacionales ma´s bajos de v′ = 4 presentan
una fuerte reactividad en la zona forward. Estos picos forward ya han sido estudiados con
anterioridad en los estados vibracionales ma´s bajos, siendo asociados al mecanismo de
excitacio´n vibracional que, bajo ciertas condiciones, permite la formacio´n de un complejo
de corta vida [132, 151]. Estas condiciones se dan cuando en el sistema se produce un
equilibrio entre energ´ıa radial y energ´ıa centr´ıfuga, junto con una geometr´ıa de colisio´n
adecuada que permita que el sistema invierta casi toda la energ´ıa radial en energ´ıa
interna vibracional. De este modo el sistema supera el estado de transicio´n con una
energ´ıa radial pro´xima a cero, mientras que el momento angular orbital hace rotar al
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Figura 8.3
Secciones eficaces diferenciales estado a estado QM y QCT-GB, multiplicadas por sin θ, para las reacciones H + D2
(v = 0, j = 0) −→ D + HD (v′ = 4, j′) a la energ´ıa de colisio´n de Ecol = 1.97 eV.
complejo, desembocando en un scattering forward [134, 146].
Tanto el desplazamiento de las DCSs hacia a´ngulos mayores como el estrechamiento de
las mismas puede resultar parado´jico, puesto que parece indicar que el sistema necesita
cada vez menor nu´mero de ondas parciales y con valores cada vez ma´s pequen˜os de l
para inducir rotacio´n en los productos, en la medida en que para´metros de impacto altos
correlacionan con a´ngulos de scattering bajos. Por ello analizamos las probabilidades de
reaccio´n estado a estado QM y QCT-GB en funcio´n del momento angular total, para
los disintos estados rotacionales del estado vibracional v′ = 4 (ver figura 8.4). En esta
figura, en la que se representa (2J + 1)Pr(J), queda patente este hecho: al aumentar la
rotacio´n de los productos, cada vez contribuyen menor nu´mero de momentos angulares
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Figura 8.4
Probabilidades de reaccio´n QM y QCT-GB, para los procesos estado a estado H + D2 (v = 0, j = 0) −→ D + HD
(v′ = 4, j′), en funcio´n del momento angular total (ejes inferiores de abscisas), a la energ´ıa de colisio´n de Ecol = 1.97
eV. En el eje superior de cada panel se indica la equivalencia semicla´sica del momento angular total con el para´metro
de impacto.
orbitales y cada vez ma´s pequen˜os, especialmente para j′ > 2. Para estas distribuciones
el acuerdo entre los ca´lculos QM y QCT es mejor que en el caso de las DCS, de modo que
las trayectorias cla´sicas son capaces de reproducir no so´lo la anchura de las distribuciones
sino tambie´n el desplazamiento de los ma´ximos hacia valores menores.
Estos resultados nos indican, por un lado, que la excitacio´n rotacional para este estado
vibracional de productos no procede de un mecanismo de transferencia de momento an-
gular orbital a rotacional tan eficiente como aquel observado en los estados vibracionales
ma´s bajos. Por otro lado, la ra´pida reduccio´n del valor ma´ximo de J para el cual hay
reactividad nos indica la presencia de una barrera dina´mica limitando el nu´mero
de ondas parciales que contribuyen al proceso.
Por u´ltimo, para comprobar que el mecanismo de reaccio´n para estos estados sigue
siendo un mecanismo directo de abstraccio´n, llevamos a cabo la descomposicio´n de la
DCS para el proceso estado a estado H + D2 (v = 0, j = 0) −→ D + HD (v′ = 4, j′ = 1),
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Figura 8.5
Descomposicio´n de la seccio´n eficaz diferencial
QM, para la reaccio´n H + D2 (v = 0, j = 0)
−→ D + HD (v′ = 4, j′ = 1) a la energ´ıa
de colisio´n de Ecol = 1.97 eV, en dos grupos
de ondas parciales. El primer grupo (l´ınea roja)
contiene las ondas parciales desde J=0 hasta
J=12; el segundo (l´ınea verde) desde J = 12
hasta J = 40. Se incluye, adema´s, la suma in-
coherente de ambos grupos de ondas parciales
(l´ınea azul), as´ı como la DCS total (l´ınea negra).
en dos grupos de ondas parciales (ver figura 8.5). El primero desde J = 0 hasta J = 11;
el segundo desde J = 12 hasta J = 40. Hemos elegido este estado puesto que es aquel en
el cual la P (J) QM presenta un comportamiento ma´s diferenciado respecto del ca´lculo
QCT (ver figura 8.4). El punto de corte, J = 12 ha sido elegido acorde con el valor
medio del rango de valores que dan lugar a la reaccio´n. El ana´lisis de la contribucio´n de
los dos grupos de ondas parciales muestra co´mo los valores altos del momento angular
rotacional correlacionan con valores pequen˜os del a´ngulo de scattering (zona forward)
y viceversa. Este comportamiento es el esperado para cualquier mecanismo directo de
abstraccio´n. En la figura 8.5, adema´s, se ha incluido la comparacio´n de la suma coherente
(DCS total) con la suma incoherente de ambos grupos de ondas parciales. La similitud
de ambas distribuciones descarta la idea de que la posicio´n relativa de los ma´ximos de
la DCS cua´ntica se deba principalmente a un efecto de coherencia cua´ntica entre valores
dispares de J ; es decir, entre para´metros de impacto bajos y altos.
8.4. Mecanismo de excitacio´n vibracional
El ana´lisis de las P (J) y las DCS de los distintos estados rotacionales del estado
vibracional v′ = 4, parece indicar que la excitacio´n rotacional para este estado vibracional
no puede proceder de un mecanismo de transferencia de momento angular como aquel
observado en los estados vibracionales ma´s bajos o, lo que es lo mismo, la transferencia
de energ´ıa cine´tica de reactivos a vibracional de productos limita las posibles
geometr´ıas de colisio´n (preferentemente colineales) y, por tanto, el modo en
el cual el momento angular orbital de reactivos se transfiere a rotacional de
productos.
Adema´s, en la reduccio´n del nu´mero de ondas parciales reactivas queda patente la
existencia de una barrera dina´mica que limita el proceso. Por ello, en la presente seccio´n
vamos a hacer un estudio comparativo de algunas propiedades dina´micas para los dis-
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tintos estados vibracionales de productos abiertos a la energ´ıa de colisio´n de Ecol = 1.97
eV.
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Figura 8.6
Valor promedio del a´ngulo de scattering en las DCS (panel derecho) y valor promedio del momento angular total en
las distribuciones (2J + 1)P (J) (panel izquierdo), en funcio´n del nu´mero cua´ntico rotacional de productos j′, para los
distintos estados vibracionales v′ en las reacciones H + D2(v = 0, j = 0) −→ D + HD(v′, j′) a la energ´ıa de colisio´n
de Ecol = 1.97 eV. Todos los datos corresponden con ca´lculos QM.
En primer lugar presentamos el a´ngulo de scattering promedio de las DCS y el valor
promedio del momento angular total en las probabilidades de reaccio´n, obtenidas en
los ca´lculos QM para los distintos estados vibrorrotacionales de productos (ver figura
8.6). Para los estados vibracionales v′ = 0, 1, 2 y 3 la tendencia general al aumentar la
excitacio´n rotacional es una reduccio´n del a´ngulo de scattering promedio y un aumento
del valor promedio del momento angular total. Sin embargo, para el estado vibracional
v′ = 4 la tendencia es justo la contraria: al aumentar la excitacio´n rotacional el a´ngulo de
scattering promedio tambie´n lo hace, mientras que el momento angular total disminuye.
Es necesario hacer notar que aunque exista un comportamiento distinto en los distintos
niveles vibracionales esto no implica que se trate de la existencia de distintos tipos de
mecanismo. De hecho, la estrecha relacio´n entre el valor promedio del a´ngulo de scattering
en la DCS y el valor promedio del momento angular total indica que en todos los caso
el mecanismo ha de cursar mediante colisiones de tipo directo.
Un ana´lisis ma´s detallado de las tendencias muestra co´mo este cambio de compor-
tamiento no es exclusivo del estado vibracional de v′ = 4, sino que aparece de modo
progresivo al aumentar la excitacio´n vibracional y, adema´s, aparece en todos los estados
vibracionales de productos a medida que nos acercamos a los u´ltimos estados rotaciona-
les abiertos. Si bien es cierto que para el estado vibracional v′ = 4 es mucho ma´s acusado.
Este resultado, de nuevo, parece sen˜alar que el scattering ano´malo procedera´ del
efecto conjunto del mecanismo de excitacio´n vibracional y la presencia de
una barrera dina´mica que los productos no son capaces de superar a medida que su
energ´ıa cine´tica se reduce.
En segundo lugar vamos a analizar la dependencia cla´sica de la seccio´n eficaz dife-
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Figura 8.7
DCS QCT-GB, multiplicada por sin θ, en funcio´n del para´metro de impacto para las reacciones H + D2 (v = 0, j = 0)
−→ D + HD (v =′ 1, j′) a Ecol = 1.97 eV. No´tese que la escala de colores no hace referencia a la seccio´n total, sino
que ha sido normalizada para cada estado final, de tal modo que el color blanco corresponde al valor ma´ximo de la
distribucio´n y el negro al m´ınimo.
rencial con el para´metro de impacto, a fin de establecer las necesidades de momento
angular orbital del sistema en el reparto de energ´ıa entre los distintos modos energe´ticos
de productos. Estudiaremos esta dependencia en dos situaciones distintas: en funcio´n del
estado rotacional de productos para el estado vibracional v′ = 1, y en funcio´n del estado
vibracional de productos para el estado rotacional j′ = 2. En la figura 8.7 presentamos
esta dependencia para varios estados rotacionales del estado vibracional v′ = 1. Los re-
sultados para los estados rotacionales ma´s bajos son similares a aquellos obtenidos por
Greaves et al. [145, 146] en sus estudios, mediante trayectorias cla´sicas, del mecanismo
de reaccio´n para este sistema a energ´ıas de colisio´n suficientemente alejadas del umbral.
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Estos autores identificaron dos mecanismos de reaccio´n distintos. Un primer mecanismo
es aquel correspondiente con colisiones con a´ngulos de ataques aproximadamente coli-
neales, en los cuales no existe una correlacio´n entre el estado rotacional de productos y el
para´metro de impacto; este mecanismo, denominado espiral, cubre casi todo el rango de
a´ngulos de scattering. El segundo mecanismo, y predominante en los estados vibracio-
nales ma´s bajos, corresponde con estados de transicio´n con a´ngulos de ataque elevados,
en los que el a´tomo de H colisiona con las paredes fuertemente repulsivas cercanas a la
interseccio´n co´nica. Este mecanismo fue denominado oreja. Ambos mecanismos quedan
identificados en el panel superior izquierdo de la figura 8.7.
Analizando la figura 8.7 vemos co´mo el primer mecanismo (aquel correspondiente a
impactos colineales) aparece en todos los estados rotacionales a modo de “background”.
Por el contrario, el mecanismo de la oreja (a´ngulos de ataque muy abiertos), aparece en
un rango muy concreto de a´ngulos de scattering y para´metros de impacto para un valor
concreto de j′, desplaza´ndose cada vez hacia a´ngulos de scattering menores y para´metros
de impacto mayores a medida que aumenta el estado rotacional de productos. Esto nos
esta´ indicando que la transferencia de momento angular orbital de reactivos a momento
angular rotacional de productos es muy eficiente en este segundo mecanismo.
Asimismo vamos a analizar esta misma relacio´n para el estado rotacional de productos
j′ = 2, y los distintos estados vibracionales de productos abiertos a esta energ´ıa de
colisio´n (ver figura 8.8). De nuevo, en los estados vibracionales ma´s bajos distinguimos
claramente los dos mecanismos de reaccio´n descritos anteriormente: la oreja (estados de
transicio´n con a´ngulos de ataque elevados) y la espiral (estados de transicio´n colineales).
Examinando la evolucio´n de las distribuciones calculadas al aumentar el nu´mero cua´ntico
vibracional observamos co´mo el mecanismo de la oreja disminuye su intensidad relativa
y, progresivamente, converge con la espiral. Para el estado final HD(v′ = 4, j′ = 2) es
muy dif´ıcil distinguir si au´n existe una contribucio´n del mecanismo de la oreja.
Por otro lado cabe destacar que para el estado rotacional j′ = 2, a medida que aumenta
la excitacio´n vibracional, los para´metros de impacto ma´s altos dejan de contribuir a “la
espiral”. Por el contrario, el mecanismo de “la oreja” se desplaza hacia para´metros de
impacto mayores, si bien el rango de a´ngulos de scattering donde aparece se mantiene
constante.
Los resultados presentados hasta ahora desvelan co´mo las diferentes geometr´ıas de
colisio´n determinan co´mo se produce la transferencia energe´tica desde reactivos a pro-
ductos:
La transferencia de energ´ıa traslacional de reactivos a vibracional de productos
sera´ ma´s eficiente para colisiones con para´metro de impacto bajo y estados de
transicio´n colineales.
Las colisiones con a´ngulos de ataque elevados transfieren momento angular orbital
de reactivos a rotacional de productos de modo ma´s eficiente que las colisiones con
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Figura 8.8
DCS QCT-GB, multiplicada por sin θ, en funcio´n del para´metro de impacto para las reacciones H + D2 (v = 0, j = 0)
−→ D + HD (v′, j′=2) a Ecol = 1.97 eV. No´tese que la escala de colores no hace referencia a la seccio´n total, sino
que ha sido normalizada para cada estado final, de tal modo que el color blanco corresponde al valor ma´ximo de la
distribucio´n y el negro al valor m´ınimo.
a´ngulos de ataque colineales.
Las trayectorias con momento angular orbital de reactivos ma´s elevado, no son
capaces de inducir vibracio´n en los productos.
Ambos mecanismos de reaccio´n cursan con geometr´ıas de colisio´n totalmente distintas,
por lo que no podemos hablar de competencia entre ellos. Sin embargo, el porcentaje de
participacio´n de cada uno de ellos s´ı puede explicar los resultados cua´nticos presentados
en la figura 8.6. En el mecanismo de la oreja existe una relacio´n directa (y muy fuerte)
del para´metro de impacto con el estado rotacional de productos, e inversa entre a´ngulo
de scattering y la rotacio´n de productos. Por el contrario, en el mecanismo de la espiral el
mecanismo cubre casi todo el rango de para´metros de impacto y a´ngulos de scattering,
de un modo ma´s o menos uniforme, por lo que el estado rotacional de productos no
esta´ tan correlacionado como en el caso anterior. De este modo, cuando analizamos
la evolucio´n del momento angular promedio para los distintos estados rotacionales de
un mismo estado vibracional, en aquellos tramos en los que el valor promedio crece,
el mecanismo dominante ha de ser el mecanismo de la oreja. En los u´ltimos estados
rotacionales abiertos para cada nivel vibracional el mecanismo de la oreja desaparece y
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la espiral se vuelve dominante. Por esto el valor promedio del momento angular total
disminuye. Este comportamiento se observa para todos los estados rotacionales a medida
que la energ´ıa cine´tica de salida se aproxima a cero.
En la siguiente seccio´n trataremos de explicar las caracter´ısticas morfolo´gicas de la
PES que dan lugar a este esquema. Sin embargo, antes de continuar es necesario hacer
notar que, a menudo, se confunde el concepto de colisiones colineales con el de colisiones
con para´metros de impacto bajos. Sin embargo ambas situaciones no tienen por que´
coincidir. Podemos tener colisiones con para´metros de impacto cercanos a cero
y a´ngulos de ataque elevados y, el caso opuesto, trayectorias con para´metros
de impacto elevados y a´ngulos de ataque colineales. 1
La orientacio´n relativa de a´tomo y dia´tomo en el estado de transicio´n marcara´ la dis-
tancia de mı´nima aproximacio´n (que marca la energ´ıa interna vibracional con la que
nacen los productos) y el par de fuerzas aplicado a los productos. Por otro lado, el mo-
mento angular orbital determinara´ la energ´ıa radial disponible para atravesar la barrera
o, lo que es equivalente, modificara´ la forma del potencial efectivo.
8.5. Camino de m´ınima energ´ıa y superficie de energ´ıa
potencial
Como acabamos de ver, el reparto de la energ´ıa total en los diferentes grados de
libertad de los productos dependera´ ba´sicamente de la orientacio´n relativa de los a´tomos
en el estado de transicio´n junto con el momento angular asociado a la colisio´n y la energ´ıa
radial disponible para superar la barrera. En esta seccio´n trataremos de discernir aquellos
detalles ma´s relevante de la superficie de energ´ıa potencial que puedan explicar dicho
comportamiento.
Superficie de energ´ıa potencial
Todos los ca´lculos, tanto QCT como QM, han sido realizados en una u´nica superficie de
energ´ıa potencial, la de Boothroyd, Keogh, Martin y Peterson (BKMP2) [149]. Esta PES
consta de un total de 8701 puntos ab-initio full CI, ajustados a un funcional anal´ıtico.
En la figura 8.9 se presentan diferentes cortes de la PES, representando el potencial
del tria´tomo en funcio´n de la posicio´n del a´tomo de H, para distintas distancias fijas de
la mole´cula de D2, desde el punto de retorno cla´sico interno del nivel v = 0, hasta la geo-
metr´ıa del estado de transicio´n. Dichos cortes muestran un potencial fundamentalmente
repulsivo, cuyo camino de mı´nima energ´ıa corresponde con una aproximacio´n colineal
(ver panel izquierdo de la figura 8.10). El punto de silla se encuentra a una distancia
1Mediante ca´lculos de trayectorias cla´sicas que hemos podido comprobar co´mo por encima de energ´ıas
de colisio´n de 1.85 eV no existe reactividad para colisiones con para´metro de impacto b=0 y estado
de transicio´n totalmente colineal, puesto que el sistema rebota sobre las paredes del potencial sin
llegar a alcanzar el estado de transicio´n.
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Figura 8.9
Energ´ıa potencial del sistema HD2, en funcio´n de la posicio´n del H, para distintas distancias internucleares de la
mole´cula D2 (los a´tomos de D quedan representados como dos puntos negros en las ima´genes). Las distancias D-D
para los cuales se han hecho los cortes son: a) r−(v = 0) = 0.65 A˚, b) req = 0.74 A˚ y c) r+(v = 0) = 0.86 A˚ para
el estado D2(v= 0, j = 0); d) r = 0.90 A˚ y e) rTS = 0.93 Å para el estado de transicio´n (TS) del camino de m´ınima
energ´ıa
.
rBC = rAB = 0.93 A˚. La barrera cla´sica para esta configuracio´n tiene una altura de 0.45
eV y aumenta notablemente con el a´ngulo de bending (0.71 eV para la con figuracio´n en
T).
Obse´rvese co´mo al aumentar la distancia D–D se producen dos efectos cruciales para la
dina´mica del sistema. El primero es la aparicio´n de dos barreras en las geometr´ıasD3h (es
decir, en la configuracio´n de tria´ngulo equila´tero) correspondientes a las intersecciones
co´nica con la PES superior. Estas barreras son las principales responsables del mecanismo
de excitacio´n rotacional [145, 146] que tiene lugar cuando el a´ngulo de ataque del H sobre
la mole´cula de D2 es elevado. El choque contra estas barreras es capaz de inducir una
fuerte rotacio´n en el complejo, favoreciendo la excitacio´n rotacional de los productos. El
segundo efecto es la formacio´n de mı´nimos relativos de potencial en las configuraciones
colineales. El te´rmino mı´nimo relativo hace referencia al hecho de que no corresponde
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con un mı´nimo global de la PES, ni su energ´ıa es menor que las as´ıntotas. La aparicio´n
de estos pozos se debe a que cuando la mole´cula de D2 esta´ suficientemente elongada,
para ciertas posiciones del a´tomo de H, la geometr´ıa es pra´cticamente la de los de los
productos de reaccio´n. Como consecuencia de la aparicio´n de estos pozos la energ´ıa
potencial del sistema se reduce de modo que el a´tomo de H puede aproximarse al a´tomo de
D ma´s cercano. La distancia de mı´nima aproximacio´n H – D marcara´ fundamentalmente
el punto de retorno interno cla´sico de la mole´cula de productos (es decir, el estado
vibracional).
Estos mı´nimos de potencial relativos aparecen tanto en el valle de reactivos como en el
valle de productos y su profundidad sera´ mayor cuanto mayor sea la distancia internuclear
del dia´tomo (ver figura 8.12). Por ello, si la energ´ıa radial no es muy grande (es decir
colisiones con para´metro de impacto elevado), el sistema podr´ıa quedar parcialmente
atrapado en las proximidades del estado de transicio´n, formando complejos de corta
vida, caracter´ısticos de la zona forward [134, 151], en los que el sistema puede llegar a
vibrar varias veces. Si tras este atrapamiento el sistema no es capaz de alcanzar el valle
de productos, retornara´ al valle de reactivos con una elevada excitacio´n vibracional. Este
mecanismo es el denominado “tug-of-war” [9, 140, 146].
Camino de m´ınima energ´ıa y perfiles de reaccio´n vibracionalmente
adiaba´ticos
Una de las conclusiones de las secciones anteriores es que las colisiones que conducen
a los productos al estado vibracional v′ = 4, y por tanto responsables del “scattering
ano´malo”, deben ser fundamentalmente colisiones con estados de transicio´n colineales
(que se corresponde con el mecanismo de la espiral ilustrado en las figuras 8.7 y 8.8).
Como se ve en la figura 8.8, la reduccio´n del valor del para´metro de impacto ma´ximo
que da lugar a reactividad a medida que aumenta la vibracio´n de productos y, de modo
ma´s marcado, observado en la figura 8.4 con el aumento de la rotacio´n en el estado vibra-
cional v′ = 4 ponen de manifiesto la presencia de una barrera dina´mica que limita
el proceso. Por este motivo vamos a analizar los perfiles de reaccio´n vibracionalemente
adiaba´ticos y el efecto que sobre ellos tiene la barrera centr´ıfuga.
La barrera centr´ıfuga actu´a imponiendo un potencial efectivo que crece cuadra´tica-
mente con el nu´mero cua´ntico l, como l(l + 1), (o, cla´sicamente con el para´metro de
impacto). De este modo, en aquellas situaciones en las cuales el potencial efectivo sea
mayor que la energ´ıa total del sistema, los reactivos no conseguira´n alcanzar el valle
de productos. Aunque normalmente se tiende a pensar que la barrera centr´ıfuga actu´a
u´nicamente impidiendo la aproximacio´n de los reactivos (barrera a la entrada), como
veremos tambie´n puede actuar, evitando que el sistema salga de la zona de interaccio´n,
forza´ndolo a regresar al valle de reactivos.
En la figura 8.10 se presenta el camino de mı´nima energ´ıa cla´sico o barrera de poten-
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cial 2 junto con los perfiles de reaccio´n vibracionalmente adiaba´ticos3, para los estados
vibracionales v = v′ = 0 – 4. En el sistema H3 estos caminos de mı´nima energ´ıa corres-
ponden tanto a una aproximacio´n como a un estado de transicio´n colineal [149]. En el
panel izquierdo de la figura 8.10 se representan los MEPs y los perfiles vibracionalmen-
te adiaba´ticos correspondientes a la colisio´n en ausencia de momento angular orbital,
l = l′ = 0, mientras que el panel derecho se muestra el efecto de la barrera centr´ıfuga
sobre los caminos de mı´nima energ´ıa, para un valor del momento angular orbital de
l = l′ = 25.
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Figura 8.10
Perfiles de reaccio´n vibracionalmente adiaba´ticos v = v′ = 0 − 4, para la reaccio´n H + D2 −→ HD + D (panel
izquierdo). El MEP corresponde con una geometr´ıa de aproximacio´n colineal en ausencia de rotacio´n (j = j′ = 0). En
el panel derecho se representa el efecto de la barrera centr´ıfuga sobre estos, para un valor del momento angular orbital
de l = l′ = 25. Para el estado vibracional v′ = 4 se ha representado, adema´s de la vibracio´n en la coordenada de
reaccio´n, el camino de m´ınima energ´ıa considerando el modo normal de bending del tria´tomo. La zona gris representa
la zona cla´sicamente prohibida para energ´ıa de colisio´n de Ecol = 1.97 eV y el estado inicial D2(v = 0, j = 0).
El efecto de la barrera centr´ıfuga ha sido calculado, siguiendo a Allison et al. [153], a
partir de la siguiente ecuacio´n
V (s, v, l) = VMEP(s) + Vvib(s, v) + Vrot(s, l) (8.1)
donde el te´rmino centr´ıfugo Vrot(s, l), que corresponde con la energ´ıa rotacional del tria´-
2Denominamos camino de mı´nima energ´ıa cla´sico a aquel que so´lo considera la energ´ıa electro´nica
3Tanto el MEP como los caminos vibracionalmente adiaba´ticos han sido calculados con el co´digo ABC-
rate de [152]
176 8. Reaccio´n H+D2
tomo para un momento angular orbital l dado, viene dado por la expresio´n
Vrot(s, l) =
l(l + 1)~2
2I(s)
(8.2)
El momento de inercia I corresponde al tria´tomo, y se obtiene considerando el sistema
como una mole´cula triato´mica lineal asime´trica. No´tese que los perfiles esta´n obtenidos
para j = 0 por lo que l = J .
El a´rea gris representa el la zona cla´sicamente prohibida (Etot = 2.164 eV), para la
colisio´n H + D2(v = 0, j = 0) → D + HD(v′ j′) a la energ´ıa de colisio´n de Ecol =
1.97 eV. Para el estado adiaba´tico de v = 4, adema´s de la energ´ıa vibracional asociada
al movimiento en la direccio´n perpendicular al camino de mı´nima energ´ıa 2D (l´ıneas
de trazo continuo), se ha representado el camino de mı´nima energ´ıa vibracionalmente
adiaba´tico considerando el movimiento de bending (3D) del tria´tomo (l´ınea punteada).
La consideracio´n de este modo normal permite una mejor explicacio´n del valor ma´ximo
del momento angular que alcanzan distribuciones P (J) para aquellos productos en el
estado vibracional HD(v′ = 4).
Puede observarse co´mo en ausencia de barrera centr´ıfuga, en la transicio´n v = 0 →
v′ = 4 la barrera adicional a la endotermicidad del proceso es muy pequen˜a, a diferencia
de lo que ocurre en la transicio´n v = 0 → v′ = 0 , por ejemplo. Sin embargo, cuando
consideramos el efecto del momento angular orbital, vemos co´mo la energ´ıa centr´ıfuga
genera una barrera, que es mayor hacia el canal de salida, limitando el nu´mero
ma´ximo de ondas parciales que pueden alcanzar el valle de productos. As´ı,
para un valor de l = l′ = 25, dicha barrera alcanza la energ´ıa total. En estas condiciones
el sistema puede verse forzado a regresar al valle de reactivos au´n cuando haya atravesado
el estado de transicio´n.
Esta situacio´n desemboca normalmente en un scattering inela´stico vibracionalmente
excitado. Este mecanismo es conocido como tug-of-war (un “tira y afloja”) y es el res-
ponsable de la excitacio´n vibracional en los canales inela´sticos. Esta´ caracterizado por
a´ngulos de scattering forward y para´metros de impacto elevados (elevada barrera centr´ı-
fuga). Au´n cuando el sistema se vea obligado a retornar al valle de reactivos, la aparicio´n
de los pozos de potencial de la mole´cula elongada puede provocar un atrapamiento de
corta duracio´n del a´tomo de H en las proximidades de la zona de mayor interaccio´n,
pudiendo atravesar de nuevo el estado de transicio´n y dar lugar a productos.
Puesto que el mecanismo principal de reaccio´n para este sistema es un mecanismo
directo, la cancelacio´n de las ondas parciales ma´s altas debe traducirse en una dispersio´n
hacia a´ngulos de scattering cada vez mayores (backward). Y esto es justo lo que se
observa (ver figuras 8.6 y 8.3). De nuevo hacemos hincapie´ en que estas curvas esta´n
calculadas para un valor del momento angular rotacional de j = j′ = 0. La adicio´n de
rotacio´n a estas curvas producir´ıa una elevacio´n de las mismas, explicando la reduccio´n
del valor ma´ximo del momento angular total J (y, consecuentemente, del para´metro de
8.5. Camino de mı´nima energ´ıa y superficie de energ´ıa potencial 177
impacto b) para el cual hay reactividad, a medida que aumenta la excitacio´n rotacional
de los productos (figura 8.4).
Estos argumentos que hemos expuesto no esta´n restringidos para el estado vibracional
v′ = 4 y la energ´ıa de colisio´n de Ecol = 1.97 eV, sino que es va´lido para cualquier estado
final y energ´ıa en la que la energ´ıa cine´tica de los productos formados no sea suficiente
para sobrepasar la barrera centr´ıfuga.
Figura 8.11
Potencial electro´nico en la direccio´n perpendicular a la coordenada de reaccio´n para la reaccio´n H + D2 en funcio´n de
la coordenada de reaccio´n.
Como se ha comentado de pasada, para el estado vibracional v′ = 4 la barrera se
situ´a hacia el el canal de salida, debido a la diferencia de energ´ıas vibracionales entre
178 8. Reaccio´n H+D2
las mole´culas de D2 y HD (la masa reducida para la mole´cula de HD es menor que la
de la mole´cula de D2). Esto es importante, puesto que nos indica que las restricciones
a las ondas parciales que dan lugar a reactividad no proceden u´nicamente de co´mo se
aproxima el sistema, sino tambie´n de co´mo se aleja de la zona de interaccio´n. Esto, en
cierto modo, explica las distribuciones ano´malas observadas en las P (J) (figura 8.4) para
el estado vibracional v′ = 4 y la ineficiencia del momento angular orbital para producir
rotacio´n en el mecanismo de “la espiral”.
Otro aspecto importante a destacar en los perfiles de reaccio´n vibracionalmente adia-
ba´ticos es la presencia de dos pozos en los niveles vibracionales v > 1, a ambos lados del
estado de transicio´n, y la convergencia de los distintos niveles en los mı´nimos. La apa-
ricio´n de estos pozos tiene su origen en un ensanchamiento del potencial en la direccio´n
perpendicular al camino de mı´nima energ´ıa. En la figura 8.11 se representa el potencial
electro´nico en la direccio´n perpendicular al camino de mı´nima energ´ıa, en funcio´n de la
coordenada de reaccio´n. No´tese co´mo a ambos lados del estado de transicio´n (s = 0)
el potencial se vuelve fuertemente anarmo´nico en una zona muy restringida del espacio
de coordenadas. Estos pozos pueden llegar a jugar un papel importante en la dina´mica
nuclear, sobre todo cuando la energ´ıa cine´tica del sistema en la direccio´n de la coorde-
nada de reaccio´n no es muy elevada y el sistema se vea obligado a atravesar el estado
de transicio´n en una configuracio´n pro´xima a la colineal. En este caso el sistema podr´ıa
quedar temporalmente atrapado. Estos atrapamientos podr´ıan causar un scattering re-
tardado (delayed-scattering), o incluso un retorno al valle de reactivos. De hecho, se ha
demostrado la existencia de resonancias cuyo origen parece estar en esta caracter´ıstica
de la PES [153].
La u´ltima caracter´ıstica del potencial que vamos a analizar son los mı´nimos de po-
tencial locales que aparecen cuando el dia´tomo se elonga. En concreto nos centraremos
en aquellos asociados al estado vibracional v′ = 4 de productos. En la figura 8.12 se
presenta el potencial electro´nico en funcio´n de la posicio´n del a´tomo de D, para una con-
figuracio´n fija de la mole´cula de productos, correspondiente al punto de retorno externo
del estado vibracional v′ = 4. En este caso, los mı´nimos relativos se encuentran a casi
1.5 eV por debajo de la energ´ıa asinto´tica. As´ı, cuando el producto de la reaccio´n nace
vibracionalmente excitado, el sistema experimenta una fuerza atractiva hacia la zona de
fuerte interaccio´n, junto con un torque elevado hacia configuraciones colineales.
Aunque parece tentador pensar que estos pozos se corresponden con aquellos obser-
vados en los caminos de reaccio´n vibracionalmente adiaba´ticos (figura 8.10), esto es
totalmente incorrecto, ya que los pozos observados en los caminos de reaccio´n vibracio-
nalmente adiaba´ticos son pozos en la energ´ıa vibracional. Por el contrario, los mı´nimos
locales que estamos describiendo, se corresponden con mı´nimos en la energ´ıa electro´nica.
Tampoco podemos asociar estos mı´nimos relativos a las zonas de ensanchamiento del
potencial perpendicular a la coordenada de reaccio´n, presentadas en la figura 8.11.
Para entender el significado de estos mı´nimos relativos vamos a representar el poten-
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Figura 8.12
Potencial en funcio´n de la posicio´n del a´tomo de D, para un corte de la PES en la que la distancia internuclear H–D
se ha fijado en r = r+(HD(v′ = 4)) = 1.26 A˚; es decir el punto de retorno externo del estado vibracional v′ = 4 de
productos.
cial electro´nico para esta geometr´ıa de la mole´cula de productos (rD−H = 1.26 Å), junto
con el conjunto de geometr´ıas en las que se cumple que RAB = RBC y aquellas en las que
RAC = RAB (ver figura 8.13). Aquellas geometr´ıas en las que RAB > RBC (c´ırculo de
la izquierda) corresponden en realidad al valle de reactivos, pese a que este´ visto desde
el la configuracio´n de productos. Asimismo, RAC > RAB (c´ırculo de la derecha), lo que
tenemos es el valle de productos para el segundo canal de productos (AC). Obse´rvese
co´mo los mı´nimos relativos que aparecen cuando los productos nacen vibracionalmen-
te excitados esta´n en el interior de los c´ırculos anteriormente descritos. Esto significa
que, en realidad, los mı´nimos relativos observados por la elongacio´n del dia´tomo son los
valles para los otros dos posibles canales. Es decir, que cuando el sistema nace vibra-
cionalmente excitado, sufrira´ una fuerte atraccio´n hacia el resto de canales
posibles.
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Figura 8.13
Corte de la PES para el sistema HD+D, para una distancia internuclear H-D = r+(v′ = 4) = 1.26 Å fija, en funcio´n
de la posicio´n del a´tomo de D. El interior del c´ırculo de la izquierda representa el conjunto de puntos para los cuales
la distancia D-D es menor que la distancia H-D (valle de reactivos). El interior del c´ırculo de la derecha representa la
zona para los cuales la distancia D2 < HD, es decir, el segundo canal de productos.
8.6. Correlaciones vectoriales k-k′-j′
Las explicaciones mecan´ısticas que hemos presentado hasta ahora esta´n basadas fun-
damentalmente en el movimiento cla´sico de los nu´cleos en la zona de interaccio´n. Cua´n-
ticamente no es posible hablar en te´rminos de caminos de reaccio´n o geometr´ıas del
estado de transicio´n. Sin embargo s´ı es posible utilizar la polarizacio´n del momento an-
gular rotacional en las as´ıntotas para arrojar luz sobre el mecanismo de reaccio´n. Para
el caso concreto del estado rotacional inicial H2 (v = 0, j = 0) no es posible estudiar
la polarizacio´n de reactivos. Por ello nos centraremos en la polarizacio´n del momento
angular rotacional en el valle de productos
A continuacio´n vamos a analizar las correlaciones vectoriales k−k′−j′ para el proceso
H + D2(v = 0, j = 0) −→ HD(v′, j′) + D, a la energ´ıa de colisio´n de Ecol = 1.97 eV,
cuando la energ´ıa interna de los productos se aproxima a la energ´ıa total del sistema.
Los resultados que se presentan en esta seccio´n corresponden u´nicamente a ca´lculos
cua´nticos.
La correlacio´n vectorial k−k′−j′ describe la polarizacio´n de los productos y permite
determinar la distribucio´n espacial del momento angular rotacional de productos, j′, as´ı
como la distribucio´n del eje internuclear de la mole´cula de HD, r′. Para una explicacio´n
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ma´s detallada del ana´lisis de esta correlacio´n, ir a la seccio´n 7.3. En el presente trabajo,
toda la informacio´n direccional de los productos estara´ referida al sistema de referencia
x′y′z′ del centro de masas (ver figura 7.4), en el que el eje z′ es paralelo al vector de onda
de productos, k′, y el plano x′z′ es justo el plano de scattering (es decir, el plano formado
por k y k′). El eje y′ es paralelo al producto vectorial de k y k′. No´tese que este sistema
de referencia es diferente del usado en el caso de la polarizacio´n de reactivos; es decir,
aquel en que el eje z es paralelo a k. Se ha escogido este nuevo sistema de referencia
para permitir una visualizacio´n ma´s intuitiva de la polarizacio´n de los productos.
De entre todo el conjunto de momentos de polarizacio´n que describen la polarizacio´n
del momento angular, nosotros nos centraremos en los momentos de k = 2 y q = 0, es
decir, el para´metro de polarizacio´n PP(2,0) y la seccio´n eficaz diferencial dependiente
de la polarizacio´n PDDCS(2,0), ρ
(2)
0 (θ), puesto que son aquellos que determinan el ali-
neamiento del momento angular rotacional de productos j′ con k′. En el caso del estado
inicial j = 0, la PDDCS(2,0) se calcula a partir de la siguiente expresio´n
ρ
(2)
0 (θ) =
∑
Ω′
|f¯Ω′0(θ)|2
〈
j′Ω′, 20
∣∣j′Ω′〉 (8.3)
donde los elementos
〈
....
∣∣..〉 son los coeficientes de Clebsch-Gordan [116] y los nu´meros
cua´nticos de reactivos v, j y Ω han sido establecidos como cero. La amplitud de scattering
f¯Ω′0(θ) viene dada por
f¯Ω′0(θ) =
1
C1/2
∑
J
(2J + 1)dJΩ′0(θ)S
JE
v′j′Ω′,000 (8.4)
y la constante C es un factor de normalizacio´n
C = 2
∑
J
∑
Ω′
(2J + 1)|SJEv′j′Ω′,000|2 (8.5)
Recordamos que, tal como vimos en la ecuacio´n (7.30), para comparar las PDDCSs de
varios procesos estado a estado es conveniente utilizar las PDDCSs renormalizadas, ρ˜
(2)
0 .
Por su parte, el para´metro de polarizacio´n PP(2,0) de productos puede ser expresado
como una suma incoherente de ondas parciales y valores de la helicidad de productos
PP(2, 0) =
2
C
∑
J
∑
Ω′
(2J + 1)|SJEv′j′Ω′,000|2
〈
j′Ω′, 20
∣∣j′Ω′〉 (8.6)
La constante de normalizacio´n C es la misma que en el caso de la PDDCS(2,0).
En el sistema de referencia mencionado anteriormente, valores positivos de los momen-
tos de polarizacio´n (2,0) corresponden a un alineamiento preferentemente paralelo de j′
con k′; por el contrario, valores negativos de los momentos de polarizacio´n (2,0) delatan
una preferencia por un alineamiento perpendicular entre j′ y k′ (ver tabla 7.1). Obvia-
mente, a partir de la informacio´n procedente de estos momento, podemos determinar las
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preferencias para las distribuciones espaciales del vector r′.
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Figura 8.14
Para´metros de polarizacio´n PP(2,0), en el sistema de referencia de productos, para las reacciones H + D2(v =
0, j = 0) −→ HD(v′, j′) + D a la energ´ıa de colisio´n de Ecol = 1.97 eV, en funcio´n de la energ´ıa traslacional de
los productos (recoil energy, Eec) (panel izquierdo) y del nu´mero cua´ntico rotacional j′ (panel derecho). Para cada
secuencia vibracional el primer estado rotacional es j′ = 1. En el panel izquierdo se ha aumentado la regio´n de bajas
energ´ıas, donde las diferentes secuencias vibracionales convergen.
En la figura 8.14 se presenta el valor del para´metro de polarizacio´n PP(2,0) para
los diferentes estados vibro-rotacionales de la mole´cula de HD. Los momentos se han
representado en funcio´n de la energ´ıa traslacional de los productos (en ingle´s recoil energy,
Erec = ETOT − EHD(v′,j′)) para la energ´ıa de colisio´n de 1.97 eV, as´ı como del nu´mero
cua´ntico rotacional j′, para los distintos estados vibracionales de productos. No´tese que
el primer estado rotacional considerado para los distintos estados vibracionales (aquel
con mayor valor de Erec) no es j
′ = 0, sino j′ = 1, puesto que no tiene sentido hablar
de la polarizacio´n de un producto sin rotacio´n. Para una misma secuencia vibracional, a
medida que nos movemos hacia valores inferiores de la energ´ıa cine´tica de los productos,
Erec, el nivel rotacional de la mole´cula de HD aumenta. Los valores de los momentos de
polarizacio´n poseen un rango de valores bien definido, cuyos l´ımites dependen del nu´mero
cua´ntico rotacional j′. En principio ser´ıa necesario referir los valores del PP(2,0), para
cada estado rotacional, a sus valores l´ımites, con el fin de poder comparar la intensidad
de la polarizacio´n para los distintos estados rotacionales de productos. Sin embargo,
con el fin de mantener la discusio´n de los resultados lo ma´s simple posible, mostramos
directamente los valores absolutos de los PP(2,0). Para ello, adema´s, nos apoyaremos en
el hecho de que el valor mı´nimo del PP(2,0) es aproximadamente igual para los diferentes
valores j′, tendiendo ra´pidamente a –0.5 con el incremento de j′.
Cuando consideramos la evolucio´n del PP(2,0) para los estados rotacionales de v′ =
0, vemos co´mo e´ste cambia de valores positivos a negativos a medida que la energ´ıa
traslacional de productos tiende a cero. Este cambio indica que, mientras que la formacio´n
de productos con baja rotacio´n conduce a un alineamiento preferentemente paralelo de
j′ y k′ (r′ perpendicular a k′), a medida que los productos se vuelven rotacionalente
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excitados, j′ tiende a alinearse fuertemente perpendicular a k′ (es decir, r′ paralelo a
k′). Con el aumento de v′ las curvas se desplazan hacia energ´ıas de recoil menores, y el
valor del PP(2,0) para los estados rotacionales ma´s bajos toma cada vez valores menores,
volvie´ndose negativo para v′ > 2.
Un comportamiento general para todos los conjuntos vibracionales es que, con la
reduccio´n de la energ´ıa cine´tica de los productos, Erec, todos ellos convergen a un valor
aproximado de PP(2,0) ≈ −0.5. Finalmente para valores pro´ximos a cero de Erec, el valor
del PP se incrementa, tendiendo a cero (es decir, el sistema esta´ menos polarizado). La
similitud del comportamiento de los distintos estados vibracionales cuando
la energ´ıa cine´tica de productos tiende a cero, sugiere que el mecanismo
de reaccio´n se vuelve independiente del estado interno a formar, quedando
adema´s fuertemente restringido por el efecto de la barrera centr´ıfuga.
La convergencia en torno a PP(2,0) ≈ −0.5 de los distintos conjuntos vibracionales
apoya la idea de que el sistema tiende a polarizar fuertemente el momento angular,
alinea´ndolo perpendicular a k′ (r′ paralelo a k′). Esto significa que, casi de modo inde-
pendiente del estado interno de productos, en el canal de salida los tres a´tomos tienden
a adoptar una configuracio´n colineal, reflejo del estado de transicio´n de mı´nima energ´ıa.
Esto es debido a que esta configuracio´n hace ma´s accesible el valle de productos cuando
la energ´ıa traslacional de los productos se ve reducida.
Por otro lado, la depolarizacio´n de los productos (PP(2,0) →0) cuando Erec → 0,
parece estar en desacuerdo con la interpretacio´n que acabamos de hacer. Sin embargo es
fa´cil entender el origen de este efecto si tenemos en cuenta que, en el l´ımite de Erec → 0,
so´lo aquellas colisiones caracterizadas con un momento angular orbital de productos (l′)
igual a cero, sera´n capaces de dar lugar a la formacio´n de productos. Esto determina
el valor que puede tomar el para´metro de polarizacio´n porque, en ausencia de l′ > 0
(para una demostracio´n anal´ıtica ver referencia [154]), j′ puede tomar cualquier direccio´n
respecto de k′, de tal modo que el momento PP(2,0) se va a cero. Es importante aclarar
que este efecto tiene lugar de modo progresivo y que las consecuencias de el acercamiento
al re´gimen de l′ = 0 aparecen antes de alcanzarlo. Estas consecuencias se manifiestan no
so´lo en la depolarizacio´n del sistema, sino tambie´n en el cambio de comportamiento de
la DCS mostrado en las secciones anteriores (ver 8.6).
Es muy interesante el comportamiento paralelo que encontramos entre las figuras
8.15 y 8.6. El valor de j′, para cada estado vibracional, en el cual se alcanza el valor
mı´nimo del PP(2,0) coincide con el valor de j′ en el cual cambia la tendencia del valor
promedio del momento angular total y el a´ngulo de scattering en la figura 8.6. Esto es
un hecho indicativo de que cuando la energ´ıa cine´tica de los productos se aproxima a
cero, el mecanismo de la oreja, caracterizado por estado de transicio´n en T, desaparece,
dominando entonces el mecanismo de estados de transicio´n colineales (la espiral).
La consideracio´n de la polarizacio´n del momento angular rotacional de productos como
funcio´n del a´ngulo de scattering, confirma que, a medida que se reduce la energ´ıa
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Figura 8.15
PDDCS(2,0) renormalizadas, ρ˜
(2)
0 , en el sistema de referencia de z
′= k′, para las reacciones H + D2(v = 0, j = 0) −→
D + HD(v′, j′) a la energ´ıa de colisio´n de 1.97 eV, caracterizadas por valores de la energ´ıa traslacional de productos
de 0.10 (panel izquierdo) y 0.20 eV (panel derecho)
traslacional de los productos, el mecanismo se vuelve casi independiente del
estado formado. Esto queda ejemplificado en la figura 8.15, donde se muestran las
PDDCS(2,0) renormalizadas de productos, ρ˜
(2)
0 , para distintos estados internos corres-
pondientes a una misma energ´ıa cine´tica de productos (Erec ≈ 0.10 eV para el panel
izquierdo y Erec ≈ 0.20 eV para el panel derecho). No presentamos la PDDCS para nin-
gu´n estado de v′ = 0 a la energ´ıa de Erec ≈ 0.10 eV, puesto que ningu´n estado interno
tiene una energ´ıa pro´xima a este valor. En buena concordancia con lo expuesto en los
pa´rrafos anteriores, independientemente del estado final, las distribuciones de ρ˜
(2)
0 en la
8.15 son muy similares, correspondiendo a alineamientos preferentemente perpendicula-
res de j′ y k′ y, por lo tanto, una configuracio´n colineal de los productos en el valle de
salida (r′ paralelo a k′). La u´nica excepcio´n a esta simetr´ıa es la PDDCS(2,0) renorma-
lizda para el estado HD(v′ = 4, j′ = 2) (panel derecho de la figura 8.15). En las regiones
de scattering backward y sideways el comportamiento de la PDDCS(2,0) sigue la norma
de la invarianza. Sin embargo, en la zona de a´ngulos pequen˜os de scattering, la zona
forward, la distribucio´n para este estado presenta fuertes cambios es la polarizacio´n. El
flujo reactivo es muy pequen˜o en esta zona (ver DCSs en la figura 8.3), por lo que la
contribucio´n de esta anomal´ıa sobre el mecanismo global es casi despreciable.
Por u´ltimo presentamos las PDDCS(2,0) renormalizadas para los distintos estados ro-
tacionales de los productos en el estado vibracional HD(v′ = 4) (figura 8.16). De nuevo,
como en el caso de las PPs, el comportamiento de los distintos estados rotacionales es
pra´cticamente ide´ntico: los ejes internucleares de los productos salen fuertemente alinea-
dos con k′ en la zona sideways–backward, mientras que en a´ngulos de scattering bajos
el sistema se depolariza parcialmente. Para los estados rotacionales ma´s bajos, adema´s,
pueden observarse oscilaciones importantes en la zona forward, relacionadas probable-
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Figura 8.16
PDDCSs(2,0) renormalizadas, ρ˜
(2)
0 (θ), para las reacciones H + D2(v = 0, j = 0) −→ D + HD(v′ = 4, j′) a la energ´ıa
de colisio´n de Ecol =1.97 eV. Los l´ımites inferiores y superiores del eje y de cada panel corresponden a los l´ımites del
ρ
(2)
0 (θ) para cada valor de j
′. Adema´s se muestra el valor de la integral de la PDDCS extendida a todos los a´ngulos de
scattering; es decir, el PP(2,0).
mente con los feno´menos de interferencia t´ıpicos del delayed-scattering. Insistimos de
nuevo en que la reactividad en la zona para estos estados es casi nula, por lo que la
contribucio´n de esta zona sin polarizar sera´ muy pequen˜a.
Hasta ahora so´lo hemos considerado el momento de polarizacio´n ρ
(2)
0 en la descripcio´n
de la distribucio´n del momento angular rotacional en el sistema de referencia de productos
de productos. En la figura 8.17 presentamos la seccio´n eficaz diferencial para el proceso
estado a estado H + D2(v = 0, j = 0) −→ D + HD(v′ = 4, j = 2), junto con las
distribuciones de ejes (retratos estereodina´micos de r′) para ciertos valores del a´ngulo
de scattering. Para obtener dichos retratos se han utilizados todos los momentos de
polarizacio´n (ver ecuacio´n (7.46)). No´tese que las distribuciones obtenidas son puramente
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Figura 8.17
Seccio´n eficaz diferencial para la reaccio´n H + D2(v = 0, j = 0) −→ D + HD(v′ = 4, j′ = 2), a la energ´ıa de colisio´n
de Ecol =1.97 eV. Los retratos estereodina´micos representan la distribucio´n de ejes internucleares para la mole´cula de
HD, a los valores del a´ngulo de scattering indicados. No´tese que la distribucio´n de ejes tiende a seguir a la direccio´n
de los productos k′.
cua´nticas y no proceden de ninguna aproximacio´n. En la figura 8.17 observamos co´mo las
distribuciones de r′ tienden a estar alineados con k′, si bien a medida que nos desplazamos
hacia valores menores del a´ngulo de scattering la distribucio´n de ejes tiende a estar ma´s
tumbada.
Por u´ltimo, en lugar de estudiar las colisiones para distintos estados internos con una
misma energ´ıa cine´tica de salida, vamos a estudiar las colisiones donde el estado rota-
cional de productos es fijado, analizando la evolucio´n de la polarizacio´n de los productos
de reaccio´n a medida que aumenta el nu´mero cua´ntico vibracional y, por lo tanto, se re-
duce la energ´ıa cine´tica de productos. En la figura 8.18 presentamos la dependencia del
para´metro de polarizacio´n PP(2,0), para las colisiones H + D2 (v = 0, j = 0) −→ D +
HD(v′, j′ = 2) y los distintos estados vibracionales de productos, con el momento angular
total J y el valor absoluto de la helicidad de productos, |Ω′|. Como vimos en la ecuacio´n
(8.6), el valor del PP(2,0) queda determinado por las contribuciones de los diferentes va-
lores de |Ω′| sumados sobre las diferentes ondas parciales. Los valores de los coeficientes
Clebsch-Gordan para j′ = 2 en la ecuacio´n (8.6) son
〈
2 0 2 0
∣∣2 0〉 = −0.534, 〈2 1 2 0∣∣2 1〉
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Figura 8.18
Descomposicio´n del para´metro de polarizacio´n PP(2,0) en las contribuciones de |Ω′| y J (ver ecuacio´n (8.6)) para las
reacciones H + D2(v = 0, j = 0) −→ D + HD(v′, j′ = 2), a la energ´ıa de colisio´n de Ecol =1.97 eV.
= −0.267 y 〈2 2 2 0∣∣2 2〉 = +0.534. De este modo, so´lo |Ω′| = 2 contribuye positivamente
al valor final del PP(2,0); por el contrario |Ω′| = 0 y 1 contribuyen negativamente. En
te´rminos de alineamiento, estos valores significan que las proyecciones |Ω′| = 0 y 1 pro-
porcionara´n un alineamiento paralelo de r′ con k′. Por el contrario la contribucio´n de
|Ω′| = 2 a la reactividad dara´ lugar a un alineamiento preferentemente perpendicular de
r′ con k′. A medida que aumenta la excitacio´n vibracional de los productos, la contri-
bucio´n de los diferentes valores de la helicidad cambia considerablemente. Para valores
bajos de v′, la contribucio´n de |Ω′| = 2 es dominante. Con el aumento de la vibracio´n,
la contribucio´n de e´ste se vuelve menos importante, siendo reemplazado por |Ω′| = 0 y,
en menor medida |Ω′| = 1, ambos procedentes de configuraciones del estado de transi-
cio´n preferentemente colineales (estados de transicio´n de mı´nima energ´ıa). En la figura
8.19 vemos los las distribuciones de ejes de la mole´cula de HD, para el estado rotacional
j′ = 2 y los distintos estados vibracionales. En ella podemos observar el cambio dra´sti-
co en la orientacio´n de los productos a medida que se reduce la energ´ıa traslacional de
los productos, pasando de una orientacio´n preferentemente perpendicular para v′ bajos,
a una orientacio´n preferentemente paralela. De nuevo, nos encontramos que, a medida
que la energ´ıa de traslacio´n de productos se reduce, el sistema se ve obligado a adoptar
geometr´ıas menos energe´ticas.
Este resultado refleja un comportamiento paralelo a aquel observado cla´sicamente en
la figura 8.8 para el estado rotacional j′ = 2 y los distintos estados vibracionales de
productos; es decir la contribucio´n de dos mecanismos. El primero, “la oreja”, caracte-
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Figura 8.19
Retratos esterodina´micos de las distribuciones de ejes internucleares, referidos al eje z′ ≡ k′, para el estado rotacional
j′ = 2 y los distintos estados vibracionales de productos.
rizado por a´ngulos de ataque elevados, y para´metros de impacto bajos, contribuyendo
principalmente a estados vibracionales bajos; el segundo mecanismo, “la espiral”, carac-
terizada por estados de transicio´n colineales, actuando como mecanismo de fondo para
todo el rango de para´metros de impacto, y siendo el principal inductor de vibracio´n en
los estados vibracionales de productos ma´s elevados. Es necesario advertir que tanto los
valores de los PPs como las proyecciones Ω′ son propiedades cua´nticas asinto´ticas y esta´n
referidas a k′. Por el contrario, las explicacio´n de la figura 8.8 es cla´sica y esta´ basada
en la configuracio´n del estado de transicio´n. Sin embargo, puesto que cualquiera de los
dos mecanismos son de tipo directo y muy ra´pidos, cabe pensar que la configuracio´n
asinto´tica este´ estrechamente relacionada con la configuracio´n adoptada en el estado de
transicio´n.
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A lo largo del cap´ıtulo hemos descrito tanto la dina´mica cua´ntica como la dina´mica
cla´sica del sistema H+D2 a la energ´ıa de colisio´n de Ecol = 1.97 eV para el estado inicial
de reactivos D2(v = 0, j = 0) y los distintos estados rotacionales del estado vibracional
v′ = 4 de productos, con el fin de explicar la tendencia “ano´mala” en el scattering de
dichos estados (desplazamiento de las distribuciones angulares hacia a´ngulos mayores a
medida que aumenta la excitacio´n rotacional de productos).
Las simulaciones cua´nticas muestran un excelente acuerdo con los resultados ex-
perimentales. Por su parte, las simulaciones cuasicla´sicas tambie´n son capaces de
reproducir dicha tendencia, si bien lo hacen de un modo ma´s cualitativo (figura
8.2).
El ana´lisis comparativo de las secciones eficaces diferenciales y probabilidades de
reaccio´n dependientes del momento angular total, tanto QM como QCT, muestra
co´mo la excitacio´n rotacional para el estado vibracional v′ = 4 de productos no
puede cursar a trave´s del mismo mecanismo que aquel observado en estados vi-
bracionales ma´s bajos. Adema´s se observa claramente la presencia de una barrera
dina´mica que limita el nu´mero de ondas parciales que participan en la reaccio´n
(ver figuras 8.3 y 8.4).
La evolucio´n del valor promedio del a´ngulo de scattering y el valor promedio del
momento angular total J para los distintos estados internos de productos (figura
8.6) revela que el comportamiento ano´malo aparece de modo sistema´tico cuando
la energ´ıa cine´tica de los productos de reaccio´n tiende a cero.
Representando la dependencia cla´sica del a´ngulo de scattering con el para´metro de
impacto, para distintos estados de productos, es posible observar dos mecanismos
bien diferenciados (ambos de tipo directo). El primer mecanismo cursa mediante
estados de transicio´n colineales (mecanismo de la espiral). El segundo mecanismo
esta´ caracterizado por a´ngulos de ataque elevados (mecanismo de la oreja) (figuras
8.8 y 8.7).
La oreja es el mecanismo dominante en los estados vibracionales ma´s bajos de
productos a energ´ıas de colisio´n suficientemente alejadas del umbral. Sin embargo,
cuando la energ´ıa cine´tica de los productos se reduce, la contribucio´n del meca-
nismo de la espiral, caracterizado por estados de transicio´n colineales, se vuelve
dominante.
El ana´lisis cua´ntico de la polarizacio´n de los productos de reaccio´n indica que, a
medida que la energ´ıa cine´tica de los productos se reduce, el mecanismo de reaccio´n
se vuelve casi independiente del estado interno. Los para´metros de polarizacio´n
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PP(2,0) convergen hacia un valor de aproximadamente –0.5 (r′ preferentemente
alineado con k′).
Cuando descomponemos los momentos PP(2,0) en te´rminos de las contribuciones
de las distintas proyecciones del momento angular total, vemos co´mo esta conver-
gencia se debe a la contribucio´n cada vez mayor de valores de la proyeccio´n con
|Ω′|=0, a medida que la energ´ıa cine´tica de productos decrece (figuras 8.15 y 8.18).
El ana´lisis del MEP (figura 8.10) y los caminos de mı´nima energ´ıa vibracionalmente
adiaba´ticos en la configuracio´n colineal muestran co´mo, para los estados vibracio-
nales ma´s altos, una vez atravesado el estado de transicio´n el sistema encuentra
una barrera en la salida hacia el valle de productos.
Para los estados vibracionales ma´s altos de productos, la barrera a la salida esta´
suficientemente elevada como para que el canal de salida sea muy sensible a las ba-
rreras dina´micas. Es decir, la barrera centr´ıfuga limita ra´pidamente la reactividad
a las ondas parciales ma´s bajas.
El efecto conjunto del dominio progresivo del mecanismo de la espiral (estados de
transicio´n colineales) y la limitacio´n en el nu´mero de ondas parciales que participan
en el proceso son los causantes del desplazamiento hacia a´ngulos cada vez mayores
de las DCSs en el estado vibracional de productos v′ = 4 (distribuciones ano´malas).
Cap´ıtulo 9
Reaccio´n Br+H2
9.1. Introduccio´n
El segundo sistema reactivo sobre el cual hemos llevado a cabo un estudio detallado
de la reactividad y estereodina´mica del proceso es la reaccio´n
Br(2P3/2) + H2(
1Σ+g )→ H(2S1/2) + HBr(1Σ+) (9.1)
Los primeros estudios experimentales relacionados con este sistema se remontan a princi-
pios del siglo XX, cuando Bodenstein propuso esta reaccio´n como la etapa limitante en el
mecanismo de propagacio´n radica´lica de la reaccio´n Br2 + H2 → 2HBr [2]. Los estudios
termodina´micos establecieron una variacio´n de la entalp´ıa de ∆Hoo = 0.74 eV (reaccio´n
altamente endote´rmica), mientras que los estudios cine´ticos revelaron una energ´ıa de
activacio´n de Ea = 0.78 eV.
En 1931 Eyring construyo´ las primeras PESs semiemp´ıricas para sistemas del tipo
halo´geno ma´s hidro´geno molecular, X + H2 [155]. Estas superficies fueron utilizadas
para explicar la reactividad de reacciones elementales en funcio´n de la posicio´n del estado
de transicio´n, lo que dio lugar a la formulacio´n de las reglas de Polanyi. La PES para
la reaccio´n Br + H2 mostraba un estado de transicio´n colineal y tard´ıo Br-H-H, con
una barrera cla´sica de 0.89 eV. El umbral para la reaccio´n en el estado inicial H2(v =
0) se situo´ en Ecoll = 0.75 eV, mientras que para H2(v = 1 ) era Ecoll =0.224 eV.
Consecuentemente, segu´n las reglas de Polanyi, la energ´ıa de vibracio´n deb´ıa ser mucho
ma´s efectiva a la hora de promover la reactividad que la energ´ıa de traslacio´n. Adema´s
las poblaciones nacientes deber´ıan ser vibracionalmente fr´ıas. De este modo, uno de los
objetivos principales en el estudio de nuestro sistema fue la determinacio´n del efecto de
la vibracio´n sobre la reactividad. Ciertos experimentos de Stedman et al.[156] y, por otro
lado, Sims et al.[157] comprobaron que la excitacio´n vibracional del hidro´geno molecular
conllevaba un aumento en la constante de la reaccio´n Br2 + H2. Encontraron que la
constante de velocidad para la etapa limitante era 103 veces mayor cuando se excitaba
al H2 con un cuanto de vibracio´n, manteniendo la energ´ıa de colisio´n.
Porter y colaboradores [158] llevaron a cabo los primeros ca´lculos, mediante trayec-
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torias cla´sicas sobre una superficie de energ´ıa potencial semiemp´ırica, de e´ste y otros
sistemas halogenados. Los resultados obtenidos estaban de acuerdo con las reglas de
Polanyi. La primera superficie de energ´ıa potencial totalmente ab initio, para el estado
fundamental, fue construida por Lynch et al. [159]. Sobre e´sta se aplico´ la Teor´ıa Varia-
cional del Estado de transicio´n para los estados iniciales H2(v = 0− 1), que predec´ıa un
aumento de la constante de reaccio´n de aproximadamente 4 o´rdenes de magnitud. Poste-
rior mente Kurosaki y Takayanagi [160] llevaron a cabo ca´lculos cua´nticos no adiaba´ticos,
considerando el acoplamiento spin-o´rbita para el a´tomo de Bromo. Corroboraron que en
el canal de entrada exist´ıa un cruce no adiaba´tico entre Br(2P3/2)+H2(v) → Br(2P1/2)
+ H2(v+1), es decir, hacia un estado electro´nico en el cual los reactivos no correlacionan
con productos. Sin embargo este efecto en el co´mputo global no era significativo.
Posteriormente estos mismos autores [161] construyeron la primera PES para los tres
estados energe´ticos ma´s bajos (12A′, 22A′, 12A′′). Tan so´lo uno de los tres estados (el
fundamental) correlaciona reactivos con productos a energ´ıas accesibles. Utilizaron 1500
puntos ab initio de alto nivel de ca´lculo, considerando el efecto de la interaccio´n spin-
o´rbita. La separacio´n de estos niveles debido a la interaccio´n spin-o´rbita es de, aproxima-
damente, 0.5 eV, por lo que su consideracio´n es imprescindible. La superficie se ajusto´
a una funcio´n anal´ıtica usando el me´todo many body expansion de Aguado y Paniagua
[162]. Se la denomino´ MB1. Posteriormente modificaron esta superficie de energ´ıa poten-
cial [163], an˜adiendo 700 puntos ab initio ma´s en las regiones del estado de transicio´n y
en los complejos de Van der Waals H-HBr, con el fin de mejorar los resultados obtenidos
anteriormente usando la teor´ıa del estado de transicio´n comparados con los resultados
experimentales de Sims et al. [157]. Esta nueva superficie se denomino´ MB2. Sorprenden-
temente, los resultados obtenidos en los ca´lculos Time Dependent Wave-Packet (TDWP)
sobre la superficie MB2, para Br + H2 revelaban una mayor reactividad que la e-LEPS
[164]. Este resultado fue atribuido a una barrera excesivamente baja tanto en la geo-
metr´ıa colineal como en los estados de transicio´n alejados de la colinealidad. Por ello
Kurosaki y Takayangi reconstruyeron la superficie utilizando una base de ca´lculo mayor,
y la denominaron MB3.
Wei-Long Quan y colaboradores [165] llevaron a cabo ca´lculos cua´nticos Time Depen-
dent Wave-Packet (TDWP) sobre la nueva superficie, compara´ndose con los resultados
sobre las superficies anteriores. Estos comprend´ıan secciones eficaces y constantes de
reaccio´n para los estados H2(v = 0, 1). Los resultados en la nueva superficie eran mucho
ma´s razonables, y con un mejor acuerdo con los datos experimentales. Adema´s realizaron
ca´lculos TDWP [166] para examinar el efecto de la excitacio´n rotacional sobre la reacti-
vidad. Sugirieron que el aumento de la reactividad con la rotacio´n se deb´ıa a que, aunque
las geometr´ıas alejadas de la colinealidad este´n muy desfavorecidas energe´ticamente, la
anisotrop´ıa de la superficie produce un par de fuerzas suficientemente grande como para
devolver el sistema a la configuracio´n colineal.
En este trabajo se pretende soslayar la ausencia de un estudio detallado del meca-
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nismo de reaccio´n, as´ı como del efecto de las diferentes variables sobre el mecanismo
de la reaccio´n. La comparacio´n de los resultados QCT y QM para las reacciones Br +
H2(v = 0− 1, j = 0− 1) se presento´ en un trabajo descrito en la referencia [10]. En e´ste,
se proporciono´ una descripcio´n del mecanismo de reaccio´n. A lo largo de este cap´ıtulo,
describiremos las propiedades reactivas, totales y resueltas en estados vibracionales fi-
nales para las reacciones Br + H2(v = 0 − 1, j = 2), mediante el uso de ca´lculos QM.
Adema´s, se realizara´ una descripcio´n cua´ntica del mecanismo de reaccio´n, en te´rminos de
selectividad estereodina´mica, centra´ndonos en la posibilidad de llevar a cabo un control
sobre la reactividad mediante la polarizacio´n extr´ınseca de los reactivos.
9.2. Breve descripcio´n de la superficie de energ´ıa potencial
La superficie de energ´ıa potencial utilizada para los ca´lculos se denomina MB3 y es la
que, por el momento, ha proporcionado unos resultados en mejor acuerdo con los datos
experimentales [165]. De los tres estados electro´nicos calculados (12A′, 22A′, 12A′′), tan
so´lo el fundamental (12A′) correlaciona reactivos con productos a energ´ıas moderadas.
Por tanto, nos centraremos en este estado para el estudio de la reaccio´n mediante ca´lculos
cua´nticos sobre una u´nica superficie electro´nica. El origen de energ´ıas para todos los
ca´lculos dina´micos correspondera´ al fondo de la curva del H2 (ver figura 9.1).
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En la figura 9.1 se muestra el camino de mı´nima energ´ıa del potencial. E´ste se co-
rresponde con una configuracio´n colineal de aproximacio´n, del estado de transicio´n, y
de alejamiento de la zona de interaccio´n. Adema´s, se han representado las energ´ıas de
los estados vibracionales en la coordenada perpendicular al camino de reaccio´n. Tanto
el MEP como los niveles vibracionales nos proporcionan una visio´n ma´s detallada de los
aspectos energe´ticos de la reaccio´n. Obse´rvese co´mo nos encontramos frente a un per-
fil de reaccio´n muy endote´rmico (∆De =0.87 eV). La barrera cla´sica es de ∆Eb =0.93
eV, medida desde el fondo de la curva de los reactivos. Sin embargo, cuando se tiene
en cuenta la energ´ıa del punto cero (ZPE), la altura de la barrera aumenta hasta 1.08
eV, 0.05 eV por encima del cero punto de energ´ıa de los productos. Es decir, podemos
considerar que la reaccio´n apenas tiene barrera, excepto por lo que respecta a los re-
querimientos energe´ticos inherentes a la fuerte endotermicidad de la reaccio´n directa.
La energ´ıa vibracional del estado vibracional H2 (v = 1) esta´ muy pro´xima a la barrera
cla´sica.
La figura 9.2 muestra dos cortes de la PES. El primero (panel superior) corresponde
con una configuracio´n colineal para los tres a´tomos, donde esta´ localizado el estado de
transicio´n de mı´nima energ´ıa. Este punto singular se alcanza a una distancia RH−H =
1.30 Å y RH−Br = 1.40 Å, para el a´tomo de bromo y el hidro´geno ma´s pro´ximo. Teniendo
en cuenta que las as´ıntotas muestran distancias de equilibrio de 0.73 Å para el H2 y 1.39 Å
para el HBr, pese a que la distancia menor en el estado de transicio´n sea la distancia entre
hidro´genos, la geometr´ıa del estado de transicio´n de mı´nima energ´ıa es ma´s pro´xima a la
geometr´ıa de los productos que a la de reactivos, lo que corresponde con una situacio´n de
barrera tard´ıa. El panel inferior representa un corte de la PES para un a´ngulo de ataque
de 90◦. Comparando este corte con aquel a 0◦ queda patente el fuerte aumento de la
energ´ıa potencial del estado de transicio´n que tiene lugar al desviarse de la geometr´ıa
colineal. Adema´s, el estado de transicio´n adquiere una geometr´ıa mucho ma´s sime´trica
(barrea menos tard´ıa). Por este motivo cabe esperar que cuando el sistema tenga energ´ıa
suficiente para explorar estas geometr´ıas, el comportamiento cambie. Acudiendo a las
reglas de Polanyi, esto se traducira´ en un aumento de la efectividad de la energ´ıa de
colisio´n para aumentar la reactividad.
En la figura 9.3 aparece detallada la dependencia de la altura del estado de transicio´n
con el a´ngulo de ataque. A la vista del gra´fico cabe pensar que, a bajas energ´ıas, el
cono de aceptacio´n (conjunto de geometr´ıas que pueden dar lugar a la reaccio´n) es muy
reducido. Esto, unido a la topolog´ıa de la PES (barrera tard´ıa) hara´ que la reaccio´n Br
+ H2 sea un caso paradigma´tico de las reglas de Polanyi [167].
Adema´s, la superficie presenta dos pequen˜os pozos de Van der Waals, de una pro-
fundidad aproximada de 0.01 eV para el complejo Br-HH y 0.03 eV para H-HBr. Estos
esta´n indicados con los contornos azules en la figura 9.2). La profundidad de estos es tan
pequen˜a que no cabe esperar ningu´n efecto sobre la reactividad, ya que las energ´ıas que
se ponen en juego durante la reaccio´n son dos o´rdenes de magnitud mayores [161].
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9.3. Detalles computacionales
Todos los resultados presentados en este cap´ıtulo, acerca de la dina´mica reactiva del
sistema Br+H2, proceden de ca´lculos cua´nticos, llevados a cabo utilizando el formalismo
de coordenadas hiperesfe´ricas implantado en el co´digo ABC de Manolopoulos y colabo-
radores [5]. Se han obtenido las matrices de scattering S para un total de 95 energ´ıas,
con un espaciado de 10 meV entre ellas, partiendo de la energ´ıa umbral (Etot = 1.031
eV). Con el fin de asegurar la convergencia, tanto de los canales reactivos como la de
los canales inela´sticos, se llevaron a cabo los ca´lculos hasta un valor ma´ximo del mo-
mento angular total de Jmax = 99. El valor ma´ximo de la helicidad considerado fue de
|Ωmax| = 9 (10 proyecciones del momento angular total). La integracio´n de las ecuaciones
se ha llevado a cabo desde un hiperradio de ρ = 0,45a0 hasta un ma´ximo de ρmax = 15a0.
El rango de integracio´n fue dividido en 60 sectores.
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Dependencia de la altura de la barrera cla´sica con el a´ngulo de ataque.
Cabe destacar que la alta velocidad del algoritmo que calcula los valores de la PES
para este sistema ha permitido llevar a cabo un ca´lculo muy extenso, con una malla de
energ´ıas muy fina.
9.4. Caracter´ısticas generales del sistema
En este apartado describiremos las caracter´ısticas generales sobre la reactividad del
sistema, de modo que sirva de marco para la siguiente seccio´n del cap´ıtulo, donde nos
centraremos en la estereodina´mica y control de la reactividad. Primero se presentara´n las
propiedades reactivas totales y resueltas en vibracio´n de productos para las reacciones
Br + H2 (v = 0− 1, j = 0− 2), a fin de establecer el efecto de la energ´ıa de colisio´n y de
la energ´ıa vibracional de los reactivos. Para el estudio de la estereodina´mica y el control
de la reactividad nos centraremos en las colisiones con j = 2 ya que, en principio, ser´ıa
factible llevar a cabo experimentos como aquellos descritos la seccio´n 7.2.3, mediante el
uso de Raman estimulado.
En la referencia [10] se llevo´ a cabo un ana´lisis de las propiedades reactivas totales
y estado a estado para las colisiones Br + H2(v = 0 − 1, j = 0 − 1). Los resultados
no sera´n detallados en este cap´ıtulo. Tan so´lo comentaremos algunas conclusiones sobre
las propiedades reactivas y el mecanismo de reaccio´n que pueden ser interesantes para
la comprensio´n del resto del cap´ıtulo, ya que e´stas son totalmente aplicables al estado
rotacional inicial j = 2.
La reactividad del sistema esta´ fuertemente condicionada por la endotermicidad
de la reaccio´n. De hecho, el umbral de reaccio´n para los distintos estados iniciales
de productos es siempre el mismo: el ZPE de los productos.
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La morfolog´ıa del estado de transicio´n (ver figuras 9.2 y 9.3) tambie´n influye decisi-
vamente en el comportamiento del sistema. La contribucio´n de geometr´ıas alejadas
de la colinealidad es despreciable a energ´ıas de colisio´n pro´ximas al umbral. A me-
dida que aumenta la energ´ıa los a´ngulos de ataque mayores comienzan a contribuir
significativamente.
La morfolog´ıa de la PES junto con la posicio´n de la barrera hace que, para energ´ıas
cercanas al umbral, la reactividad pueda ser explicada en te´rminos de las reglas
cla´sicas de Polanyi para sistemas con barrera tard´ıa. Esto es: la energ´ıa vibracio-
nal se muestra mucho ma´s efectiva para promover la reactividad que la energ´ıa
traslacional.
El aumento de la energ´ıa de colisio´n conlleva una apertura del cono de aceptacio´n.
Geometr´ıas alejadas de la colinealidad empiezan a contribuir significativamente.
Para estas, el estado de transicio´n es mucho ma´s centrado, y las reglas de Polanyi
no pueden ser aplicadas directamente.
A energ´ıas de colisio´n por debajo de 1.5 eV, el estado vibracional de productos
ma´s poblado es siempre el estado v′ = 0.
Las DCS, probabilidades de reaccio´n y tiempos de colisio´n reflejan la existencia
de unmecanismo de abstraccio´n directo, de tipo rebote, caracterizados por
tiempos de colisio´n muy cortos y una mayor reactividad en los momentos angulares
orbitales (para´metros de impacto) ma´s bajos.
La buena concordancia entre los resultados QCT y QM para este sistema permiten
describir en buena manera la reaccio´n en te´rminos de la meca´nica cla´sica.
En la figura 9.4 se presentan las secciones eficaces QM totales y resueltas en estados
vibracionales finales para las reacciones Br + H2(v = 0−1, j = 0). No´tese que, para una
misma energ´ıa total, la ICS para el estado vibracional v = 1 es casi el doble que aquella
para el estado vibracional fundamental de reactivos. Esto pone de manifiesto que, tal
como predicen las reglas de Polanyi, la energ´ıa vibracional es mucho ma´s efectiva
que la energ´ıa de colisio´n para promover la reactividad.
Otro aspecto muy importante es el hecho de que el umbral de reaccio´n tiene el mismo
valor para ambos estados vibracionales iniciales, en te´rminos de energ´ıa total. El umbral
de reaccio´n expresado en energ´ıas de colisio´n es justo la endotermicidad para un el estado
inicial.
Cuando resolvemos en estados vibracionales finales se aprecia que el sistema puebla
preferentemente el estado vibracional fundamental de productos, de modo independiente
del estado de reactivos. Si bien es cierto que para el estado vibracional inicial v = 1 la
contribucio´n del estado vibracional v′ = 1 es ma´s importante. Este hecho nos indica que
la reaccio´n no sigue un camino vibracionalmente adiaba´tico.
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Figura 9.4
Funciones de excitacio´n QM para las colisiones Br + H2(v, j = 0), para v = 0 (panel izquierdo) y v = 1 (panel
derecho), como funcio´n de la energ´ıa total (ejes inferiores y la energ´ıa de colisio´n (ejes superiores). Los resultados se
presentan tanto resueltos en estados vibracionales de productos como sumados sobre todos los estados finales.
El hecho de que la ICS no alcance un re´gimen asinto´tico, nos indica que las reglas de
Polanyi para sistemas con barrera tard´ıa tan so´lo pueden aplicarse en las proximidades
del umbral de reaccio´n. Por otro lado nos indica que, con el aumento de la energ´ıa
total del sistema, se han de hacer accesibles otras geometr´ıas del estado de transicio´n
ma´s centradas, para las cuales estas reglas no sean aplicables. De hecho, para estas
geometr´ıas no colineales la energ´ıa de colisio´n ha de ser notablemente efectiva de cara a
favorecer la formacio´n de productos.
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Funciones de excitacio´n QM para las colisiones Br + H2(v, j = 2), para v = 0 (panel izquierdo) y v = 1 (panel
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presentan tanto resueltos en estados vibracionales de productos como sumados sobre todos los estados finales.
Con la excitacio´n rotacional de los reactivos al estado j = 2, el esquema no cambia
de modo notable. En la figura 9.5 presentamos las funciones de excitacio´n cua´nticas en
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funcio´n de las energ´ıas totales y de colisio´n para los estados iniciales H2(v = 0−1, j = 2).
El umbral de reaccio´n para estos estados es pra´cticamente el mismo para ambos estados,
y similar al de las funciones de excitacio´n para el estado rotacional inicial j = 0. Al igual
que con los resultados para j = 0, queda patente el fuerte aumento de la reactividad
con la excitacio´n vibracional, comparado con el obtenido a partir de incrementos en la
energ´ıa de colisio´n. Por el contrario, comparando estas funciones con las de j = 0 (figura
9.4), vemos co´mo la excitacio´n rotacional no lleva asociado un aumento significativo de
la reactividad.
La resolucio´n de la ICS para j = 2 en estados vibracionales finales tambie´n refleja
el mismo comportamiento que aquel observado para el estado rotacional fundamental:
el estado vibracional de productos ma´s poblado, en el re´gimen de energ´ıas estudiado,
es v′ = 0 de modo independiente del estado inicial. La contribucio´n relativa de los
estados vibracionales finales tampoco se ve alterada respecto de los reactivos en el estado
rotacional fundamental. En otras palabras, el mecanismo de reaccio´n no es capaz de
transferir energ´ıa interna de reactivos a productos de modo eficiente. Este resultado no
es sorprendente, habida cuenta de la energ´ıa necesaria para poblar el estado HBr(v′ =
1) (0.75 eV desde el estado v = 1 del H2). Por otro lado, a la vista de los caminos
de reaccio´n vibracionalmente adiaba´ticos (figura 9.1) este resultado puede explicarse
teniendo en cuenta que, en las proximidades del estado de transicio´n, se produce un
cruce vibracionalmente no adiaba´tico en los caminos de v = 0 y v = 1. Adema´s, desde
un punto de vista energe´tico, el nivel de partida v = 1 esta´ mucho ma´s pro´ximo al nivel
v′ = 0 que al nivel v′ = 1, de manera que es sistema prefiere poblar el nivel ma´s cercano.
En la figura 9.6 presentamos la seccio´n eficaz diferencial total QM, es decir, sin resolver
en estados finales de productos, para la reaccio´n Br + H2(v = 0, j = 2) y varias energ´ıas
de colisio´n. Los resultados para el primer estado excitado v = 1 son pra´cticamente
ide´nticos a aquellos de v = 0, salvo por la magnitud de la seccio´n eficaz, por lo que no
se mostrara´n.
Las distribuciones angulares son similares a aquellas presentadas en la referencia [10]
para el estado rotacional fundamental. Las distribuciones angulares esta´n centradas en las
zonas backward-sideways. Con el aumento de la energ´ıa de colisio´n, las DCS se ensanchan
y el ma´ximo se desplaza hacia a´ngulos menores. Puesto que estamos ante un mecanismo
directo, esto resultado apunta a la participacio´n de momentos angulares totales cada vez
ma´s altos con el aumento de la energ´ıa de colisio´n. Esto refuerza la hipo´tesis de que, con
el aumento de la energ´ıa de colisio´n, se produce una apertura considerable del cono de
aceptacio´n.
Hasta este punto hemos mencionado dos efectos que tienen lugar con el aumento de la
energ´ıa de colisio´n: la participacio´n de momentos angulares orbitales cada vez mayores,
y la contribucio´n a la reactividad de geometr´ıas del estado de transicio´n ma´s alejadas
de la colinealidad. Sin embargo es conveniente advertir que ambos efectos no tienen por
que´ estar directamente relacionados. Es decir, a energ´ıas de colisio´n elevadas, momentos
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angulares orbitales elevados no esta´n necesariamente correlacionados con geometr´ıas no
colineales del estado de transicio´n, y viceversa. De hecho, es probable que, al igual que
ocurr´ıa en el cap´ıtulo anterior en la reaccio´n H + D2, esta relacio´n tienda a ser inversa.
Esto es, para momento angulares orbitales elevados, la energ´ıa radial se reducira´, por
lo que las geometr´ıas del estado de transicio´n ma´s favorables sera´n las colineales. Por
el contrario, para los momentos angulares orbitales ma´s pequen˜os, la energ´ıa radial es
suficientemente elevada como para atravesar el estado de transicio´n au´n con a´ngulos de
ataque elevados.
Por el mismo motivo, a energ´ıas pro´ximas al umbral de reaccio´n s´ı ha de existir una
estrecha correlacio´n, ya que tan so´lo aquellas colisiones que cursen con estados de tran-
sicio´n colineales y energ´ıa radial suficientemente elevada, sera´n capaces de atravesar el
estado de transicio´n y llegar al valle de productos.
9.5. Control de la estereodina´mica del sistema
En la presente seccio´n aplicaremos los conceptos e ideas del cap´ıtulo 7 al ana´lisis del
mecanismo de reaccio´n en te´rminos de selectividad estereodina´mica y al control de las
colisiones reactivas Br + H2(v = 0 − 1, j = 2). Para ello, en primer lugar analizaremos
los para´metros de polarizacio´n intr´ınsecos y su dependencia con la energ´ıa del sistema.
Por u´ltimo veremos el efecto que distintas preparaciones experimentales pueden tener
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sobre la reactividad del sistema.
9.5.1. Para´metros de polarizacio´n intr´ınsecos s
(2)
0 y s
(4)
0
En este estudio tan so´lo vamos a abordar el control de la seccio´n eficaz integral, ICS.
Al integrar sobre todos los a´ngulos de scattering, pasaremos de la correlacio´n k− j−k′
a la correlacio´n a k− j. La correlacio´n entre dos vectores quedara´ determinada por un
u´nico a´ngulo (simetr´ıa azimutal). De este modo, los u´nicos momentos de polarizacio´n
distintos de cero sera´n aquellos con q = 0. Adema´s, como la distribucio´n de ejes de la
mole´cula de HBr es invariante respecto de la reflexio´n en el plano de scattering xz, tan
so´lo aquellos tensores de q = 0 y rango par sera´n distintos de cero (ver seccio´n 7.1.3).
En el caso concreto del estado inicial j = 2 los u´nicos para´metros de polarizacio´n
necesarios para describir el efecto de la polarizacio´n extr´ınseca sobre la reactividad del
sistema sera´n los para´metros de polarizacio´n s
(0)
0 , s
(2)
0 y s
(4)
0 . El primer para´metro de po-
larizacio´n, s
(0)
0 , es el momento monopolar; un factor de normalizacio´n cuyo valor coincide
con la poblacio´n del sistema (ver ecuacio´n (7.39)). El segundo, s
(2)
0 , es el momento cua-
drupolar, el cual cuantifica la selectividad estereodina´mica en te´rminos del alineamiento
de los vectores j y r respecto de la direccio´n de aproximacio´n de los reactivos, k. Valores
positivos de s
(2)
0 corresponden a una preferencia de j por colocarse paralelo a k, mientras
que r se orientara´ perpendicular a k. Por el contrario, valores negativos del momento
cuadrupolar nos indicara´n que j tiene preferencia por alineamientos perpendiculares a
k o, lo que es lo mismo, r paralelo a k. El significado del momento hexadecapolar, el
s
(4)
0 , es un poco ma´s complejo. Valores positivos de s
(4)
0 indican que la reactividad au-
mentara´ cuando j se alinea perpendicular a k (por lo tanto r paralelo a k) y, en mucha
menos extensio´n, cuando j es paralelo a k (r perpendicular a k). Por el contrario, los
valores negativos se encuentran cuando la reactividad aumenta para geometr´ıas donde
j y r esta´n inclinados respecto de la direccio´n de aproximacio´n k, es decir, que no son
ni paralelos ni perpendiculares.
En la figura 9.7 se presentan los para´metros de polarizacio´n s
(2)
0 y s
(4)
0 de los reactivos,
en funcio´n de la energ´ıa total para las colisiones Br + H2 (v = 0−1, j = 2). Para obtener
la dependencia de estos con la energ´ıa de colisio´n sera´ necesario sustraer 0.313 eV para
el estado inicial H2(v = 0, j = 2) y 0.826 eV para el estado inicial H2(v = 1, j = 2).
En la figura 9.7 puede observarse co´mo la variacio´n de s
(2)
0 y s
(4)
0 es pra´cticamente
independiente del estado vibracional inicial. Esto nos indica que sera´ la energ´ıa total,
y no la energ´ıa de colisio´n del sistema, la que determine la extensio´n de la
polarizacio´n intr´ınseca del sistema.
Antes de discutir el las preferencias este´ricas, es necesario destacar que ambos mo-
mentos de polarizacio´n, s
(2)
0 y s
(4)
0 , tienen mo´dulos mucho mayores en las proximidades
del umbral de reaccio´n. Con el aumento de la energ´ıa, ambos tienden a cero. Este hecho
puede ser justificado en te´rminos de la forma del estado de transicio´n. El estado de transi-
cio´n de mı´nima energ´ıa tiene una geometr´ıa lineal. Las geometr´ıas dobladas incrementan
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Figura 9.7
Dependencia de los para´metros de polarizacio´n s
(2)
0 (panel izquierdo) y s
(4)
0 (panel derecho) con la energ´ıa total para
las colisiones Br + H2(v = 0 − 1, j = 2)−→ HBr(v′ =all,j′all) + H. En cada panel, el rango del eje y corresponde
con los l´ımites teo´ricos que cada para´metro de polarizacio´n puede tomar. No´tese que, para obtener los para´metros de
polarizacio´n en te´rminos de la energ´ıa de colisio´n es necesario restar 0.313 eV y 0.826 eV para los estados iniciales
v = 0 y v = 1, respectivamente.
considerablemente la energ´ıa potencial del estado de transicio´n. Por lo tanto, cuando la
energ´ıa con la cual se supera el estado de transicio´n es escasa, las geometr´ıas de colisio´n
estara´n casi restringidas a configuraciones colineales. A medida que la energ´ıa aumenta,
otras configuraciones participan en la reaccio´n, y las restricciones estereodina´micas se
relajan.
Tal como se muestra en la figura 9.7, el para´metro de polarizacio´n s
(2)
0 es negativo
a todas la energ´ıas. Esta situacio´n corresponde con una preferencia del sistema por un
alineamiento de j perpendicular a k (r paralelo a k); es decir, colisiones frontales o head-
on. Esta preferencia es ma´s acusada a energ´ıas cercanas al umbral, donde el s
(2)
0 alcanza
un valor cercano a su l´ımite inferior (-0.535 ≤ s(2)0 ≤ 0.535 [118]). Por su parte, el valor
del PP s
(4)
0 toma valores positivos elevados a energ´ıas pro´ximas al umbral (-0.536 ≤ s(4)0
≤ 0.535 [118]), reflejando una preferencia por r paralelo a k, cambiando de signo a la
energ´ıa total de 1.25 eV. Este cambio de signo corresponde con cambio de preferencia a
geometr´ıas en las que r y k esta´n inclinados. Con el aumento de la energ´ıa el para´metro
de polarizacio´n s
(4)
0 tambie´n se aproxima a cero, ma´s ra´pidamente que el para´metro s
(2)
0
lo hace. La descomposicio´n de las PPs segu´n la contribucio´n de los distintos valores de |Ω|
(ver ecuacio´n (7.44)), muestra co´mo a energ´ıa pro´ximas al umbral la reactividad estara´
limitada a |Ω| = 0. A medida que aumenta la energ´ıa se incrementa, la contribucio´n
de las proyecciones |Ω| = 1 y |Ω| = 2 se vuelve ma´s importante, de modo que los PPs
tienden a cero.
Estos resultados confirman que el estado de transicio´n impone fuertes restric-
ciones estereodina´micas en las proximidades del umbral, limitando la reac-
tividad a aquellas colisiones cuya geometr´ıa es casi colineal. A medida que
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aumenta la energ´ıa del sistema, las restricciones estereodina´micas se relajan
y el cono de aceptacio´n se abre, de modo que geometr´ıas ma´s dobladas del
estado de transicio´n contribuyen a la reactividad.
9.5.2. Funciones de excitacio´n y control de la reactividad total
A continuacio´n analizaremos el efecto de diferentes preparaciones de los reactivos
(polarizacio´n extr´ınseca) sobre la reactividad total del sistema, es decir, sin resolver en
estados finales, desde una energ´ıa total correspondiente al umbral de reaccio´n hasta una
energ´ıa total de 1.7 eV. Como se ha explicado en el cap´ıtulo 7, la polarizacio´n intr´ınseca
se combina con la polarizacio´n extr´ınseca de un sistema, determinando el valor final
de la ICS, que denominamos σβ , y cuyos valores vienen determinados por la ecuacio´n
(7.50). Recordemos que el valor de la ICS, para una reaccio´n dada a una energ´ıa total
determinada, so´lo puede ser modificada a trave´s del a´ngulo azimutal β, el cual describe
la direccio´n del eje del laboratorio Z relativa al sistema de referencia del centro de masas.
Consideremos ahora el efecto de tres preparaciones para el estado rotacional j = 2,
definidas por los a´ngulos β = 0◦, β = 90◦ y β = 54,74◦ = mag. En primer lugar presen-
tamos (ver figura 9.8) las distribuciones de ejes, r, y las correspondientes distribuciones
del momento angular rotacional, j, asociadas a las polarizaciones extr´ınsecas de las tres
preparaciones, referidas al sistema de referencia xyz del centro de masas, definido en la
seccio´n 7.2.
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Figura 9.8
Retratos estereodina´micos correspondientes a las distribuciones del momento angular rotacional (paneles superiores) y
a los ejes internucleares de reactivos (paneles inferiores), de las polarizaciones extr´ınsecas de la mole´cula de H2(j =2),
para los a´ngulos β = 0◦, β = 90◦ y β = 54,74◦. Estas distribuciones esta´n referidas al sistema de referencia xyz del
centro de masas, descrito en la seccio´n 7.2
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La forma expl´ıcita de la ICS resultante para dichas preparaciones es la siguiente
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iso
R
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como muestra la figura 9.8, cuando β = 0◦, los reactivos se aproximan con su eje inter-
nuclear preferentemente alineado con la direccio´n k. Esta configuracio´n corresponde con
una geometr´ıa de colisio´n head-on. De acuerdo con la ecuacio´n (9.2), esta preparacio´n
producira´ un incremento en la reactividad en aquellas situaciones en las que los que el
para´metro de polarizacio´n s
(2)
0 tome valores negativos y el PP s
(4)
0 tome valores positivos.
En el caso de la preparacio´n con un a´ngulo β = 90◦, el eje internuclear en los reactivos es
preferentemente perpendicular a k, lo que corresponde a colisiones tipo side-on. En esta
situacio´n la reactividad aumentara´ si tanto s
(2)
0 como s
(4)
0 toman valores positivos. Para
la preparacio´n en la que β coincide con el a´ngulo ma´gico β = 54,74◦, tendremos una
situacio´n intermedia. En este caso concreto, el valor del segundo polinomio de Legendre
se anula y, por lo tanto, la ICS no dependera´ del valor de s
(2)
0 ; so´lo de s
(4)
0 . Valores
negativos del momento s
(4)
0 incrementara´n la reactividad y viceversa.
En la figura 9.9 mostramos la funcio´n de excitacio´n del sistema para los estados iniciales
H2(v = 0, j = 2) y H2(v = 1, j = 2), como funcio´n tanto de la energ´ıa total, como
de la energ´ıa de colisio´n, para el sistema sin polarizar (σisoR ) y las tres preparaciones
anteriormente descritas. Tambie´n se indican los l´ımites inferior y superior del control de
la reactividad para nuestro sistema, suponiendo una transferencia completa de poblacio´n
y un alineamiento completo (es decir, suponiendo la preparacio´n en el laboratorio de un
estado puro
∣∣v = 0−1, j = 2,m = 0〉 para la mole´cula de H2). Este rango se corresponde
con el a´rea blanca entre las a´reas grises y se calcula variando β hasta conseguir una
modificacio´n ma´xima o mı´nima Por u´ltimo se indican los l´ımites superior e inferior
posibles para la manipulacio´n de la reactividad en un sistema arbitrario ideal, un estado
inicial j = 2. Estos l´ımites teo´ricos son los que se obtendr´ıan para un sistema en el cual
los para´metros de polarizacio´n alcanzan los valores ma´ximos o mı´nimos para el momento
angular rotacional considerado. Estos valores l´ımites son σmax = (2j+1)×σisoR y σmin = 0
(ver seccio´n 7).
Como cab´ıa esperar, a la vista de los resultados obtenidos para la dependencia de los
PPs con la energ´ıa total (figura 9.7), el control de la reactividad a trave´s de los
experimentos propuestos sera´ ma´s eficiente a energ´ıas cercanas al umbral de
reaccio´n, especialmente cuando β = 0 o´ 90◦. De hecho, en las proximidades del umbral,
los valores ma´ximo y mı´nimo para las preparaciones de β = 0◦ y β = 90◦ se acercan a los
valores ma´ximos y mı´nimos teo´ricos de σ = 5×σiso y σ = 0. A medida que la energ´ıa de
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Figura 9.9
Funciones de excitacio´n para las colisiones Br + H2(v, j = 2), para v = 0 (panel superior) y v = 1 (panel inferior),
como funcio´n de la energ´ıa total (ejes inferiores) y la energ´ıa de colisio´n (ejes superiores). Las etiquetas“iso” indican la
ausencia de polarizacio´n extr´ınseca en los reactivos, mientras que las etiquetas β = 0◦, β = 90◦ y β = mag indican las
tres preparaciones utilizadas en el ana´lisis. El a´rea blanca indica los l´ımites del control que se puede obtener mediante
un experimento como el descrito en la seccio´n 7.2.3
colisio´n aumenta y nos alejamos del umbral de reaccio´n, la extensio´n en la cual podemos
controlar la reactividad decrece.
Para aquellas reacciones en el estado vibracional fundamental de reactivos, H2(v =
0, j = 2), la preparacio´n de β = 0◦ conduce a un aumento de la reactividad en todo el
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rango de energ´ıas estudiado, mientras que la preparacio´n de β = 90◦ reduce la reactivi-
dad. Sin embargo, la extensio´n en la que la preparacio´n de β = 90◦ es capaz de reducir
la reactividad es mucho mayor que la extensio´n en la cual β = 0◦ es capaz de aumentar-
la. En casi todos los puntos, el valor de σβ=90
◦
R coincide con el mı´nimo posible para la
reaccio´n, indicado por la parte inferior del a´rea blanco. En el caso de la preparacio´n de
β = 54,74◦ el comportamiento depende de la energ´ıa total: a energ´ıas bajas es parecido
al de los reactivos sin preparacio´n extr´ınseca, mientras que para energ´ıas elevadas supera
ligeramente a e´sta. Esto es debido a que la σβ=magR depende so´lo de s
(4)
0 , y el valor de
e´ste se invierta a aproximadamente 1.25 eV.
Los resultados para la reaccio´n en el estado vibracional excitado H2(v = 1, j = 2),
son muy similares. Esto es consistente con el hecho de que la evolucio´n de los PPs es
casi ide´ntica que en el caso del estado fundamental. La mayor diferencia la encontramos
en que, en este caso, la preparacio´n de β = 0◦ resulta ser ma´s eficiente a la hora de
promocionar la reactividad. No´tese co´mo el rango de energ´ıas en el cual el valor de
σβ=0
◦
R es pro´ximo al l´ımite teo´rico para el sistema, es bastante mayor que en el caso de
H2(v = 0, j = 2).
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Figura 9.10
Valores de β que conducen al ma´ximo (βmax) y m´ınimo (βmin) de las funciones de excitacio´n para la reaccio´n Br +
H2(v = 0− 1, j = 2) en un experimento como el descrito en la seccio´n 7.2.3
Por u´ltimo, como complemento a la informacio´n presentada en la figura 9.9, en la figura
9.10 presentamos los valores del a´ngulo β para los cuales se alcanzan el ma´ximo aumento
y la ma´xima reduccio´n de la reactividad del sistema (que es justo lo que representa la
zona blanca de la figura 9.9), para el experimento anteriormente descrito en los estados
iniciales H2(v = 0, j = 2) (trazo continuo) y H2(v = 1, j = 2) (l´ınea de trazo discontinuo).
Estos a´ngulos los denominaremos βmin y βmax. Excepto a energ´ıas pro´ximas al umbral,
el valor de βmin es 90
◦. En el caso de βmax, el valor no es tan constante. So´lo a energ´ıas
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pro´ximas al umbral de reaccio´n, βmax = 0◦. A energ´ıas totales superiores a 1.3 eV, el
a´ngulo de la preparacio´n que conduce a un aumento ma´ximo de la reactividad es aquel
asociado a una orientacio´n moderadamente inclinada del eje internuclear del H2 respecto
de la direccio´n de aproximacio´n. Esto, de nuevo, puede ser explicado en te´rminos del
efecto contrapuesto de dos factores: la energ´ıa del estado de transicio´n, y la efectividad
de la energ´ıa de colisio´n. Es decir, pese a que los estados de transicio´n de menor
energ´ıa son los colineales, la energ´ıa de colisio´n es mucho ma´s efectiva en el
caso de a´ngulos de ataque elevados. As´ı, en el re´gimen de altas energ´ıas, las
preparaciones caracterizadas con a´ngulos moderados conducen a un mayor
aumento de la reactividad que aquellas de βmax = 0◦.
9.5.3. Estereodina´mica y control de la reactividad estado a estado
Hasta el momento, hemos analizado el efecto de las preparaciones sobre la reactividad
total del sistema, es decir, sin resolver en estados finales. La cuestio´n importante ahora
es si es posible, y hasta que punto, modificar las distribuciones de estados rovibracionales
de productos, variando la polarizacio´n del momento angular rotacional de la mole´cula
de H2 en las reacciones
Br + H2(v = 0, j = 2) −→ HBr(v′ = 0, j′) + H (9.3)
Restringiremos los ca´lculos a dos energ´ıas totales: Etot = 1.2 eV (Ecol = 0.89 eV), como
ejemplo de una energ´ıa pro´xima al umbral de reaccio´n y Etot 1.6 eV (Ecol = 1.29 eV),
como muestra de una energ´ıa suficientemente alejada del umbral.
En primer lugar consideraremos la reactividad para la energ´ıa total de Etot = 1.2 eV.
En la figura 9.11 se relacionan los valores de los para´metros de polarizacio´n intr´ınsecos
s
(2)
0 y s
(4)
0 (panel superior) en funcio´n del nu´mero cua´ntico rotacional de productos, con
los valores de las secciones eficaces estado a estado resultantes de una cierta preparacio´n,
σβ (panel inferior), para el estado inicial H2(v = 0, j = 2), como funcio´n del estado rota-
cional final. Los resultados para el estado inicial H2(v = 1, j = 2) no se muestran puesto
que son muy similares a aquellos que obtenidos para el estado vibracional fundamental.
Hemos escogido el estado vibracional final v′ = 0 puesto que es el estado ma´s poblado,
tal como predicen las reglas de Polanyi para reacciones con barreras tard´ıas [10].
En la figura 9.11 vemos co´mo los valores de los para´metros de polarizacio´n dependen
fuertemente del estado rotacional de productos considerado. El PP s
(2)
0 es siempre ne-
gativo, aunque a medida que aumenta la rotacio´n de los productos, la polarizacio´n se
acerca ma´s al l´ımite isotro´pico. Esto indica que a energ´ıas pro´ximas al umbral, los es-
tados rotacionales ma´s bajos de productos tienen una fuerte preferencia por geometr´ıas
de colisio´n head-on. Dichas restricciones se relajan a medida que j′ aumenta. El valor
de s
(4)
0 cambia de positivo a negativo en j
′ = 5, lo que tambie´n nos indica un cambio en
el comportamiento del sistema, el cual pasa de preferir colisiones head-on a geometr´ıas
208 9. Reaccio´n Br+H2
0 2 4 6 8 10 12
0.00
0.01
0.02
0.03
0.04
0 2 4 6 8 10 12
-0.4
-0.2
0.0
0.2
0.4
 
 
j'
P
ol
ar
iz
at
io
n 
P
ar
am
et
er
s
R
(v
=0
,j=
2 
 v
'=
0,
j')
 ( 
Å
2 )
 iso 
  = 0º
  = 90º
  = mag
E
TOT
= 1.2 eV
 
 
E
TOT
= 1.2 eV
j'
 
 
 S(2)
0
 S(4)
0
 
 
v=0,j=2  v'=0,j'
Figura 9.11
Dependencia con el nu´mero cua´ntico rotacional, j′, de los para´metros de polarizacio´n (panel superior) y seccio´n eficaz
integral (panel inferior) de los procesos estado a estado Br + H2(v = 0, j = 2)−→ HBr(v′ = 0,j′) + H, a la energ´ıa
total de Etot =1.2 eV (Ecol = 0.89 eV, )
ma´s dobladas.
Una explicacio´n dina´mica sencilla de este efecto puede ser derivada de la definicio´n
cla´sica de los para´metros de polarizacio´n s
(k)
0 , como el valor promedio del k-e´simo po-
linomio de Legendre, s
(k)
0 = 〈Pk(cos θj)〉 [114], donde θj es el a´ngulo formado por los
vectores j y k. As´ı, para un estado final dado, el valor de los para´metros de polarizacio´n
estara´ directamente relacionado con la anchura del cono de aceptacio´n (rango de a´ngulos
θj que participan en el proceso.)
Recordamos que θj y θr (el a´ngulo formado por los vectores r y k) son tal que, si
θj = 90◦ entonces θr = 0◦ o´ θr = 180◦ (ver paneles izquierdos figura 9.8). As´ı, cuando el
sistema sea muy restrictivo en las configuraciones del estado de transicio´n θj tendera´ a
90◦. A medida que las restricciones se relajen y el rango de a´ngulos θj que participara´n
se hara´ mayor.
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En el panel izquierdo de la figura 9.12 se representa el valor que toman los polinomios
en funcio´n del a´ngulo θj . Mientras que el polinomio P2(cos θj) queda caracterizado por un
mı´nimo ancho centrado en π/2, el polinomio P4(cos θj) posee un pico estrecho centrado
en θj = 90◦ y rodeado de dos mı´nimos negativos. En el panel derecho se presenta el valor
promedio de los polinomios, obtenidos por integracio´n en el rango de a´ngulos accesibles,
es decir
I =
∫ a
b
dθj sin θjPk(cos θj) (9.4)
donde los l´ımites de integracio´n son [a − b] = [90◦ − ∆θj
2
, 90◦ +
∆θj
2
]. ∆θj representa
justo el taman˜o del cono de aceptacio´n. En el panel derecho de la figura 9.12, se muestra
el valor de esta integral. No´tese la semejanza de los valores de la integral con los valores
de los para´metros de polarizacio´n presentados en la figura 9.11.
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Figura 9.12
Valor de los polinomios de Legendre de orden k, Pk(cos θj), en funcio´n del a´ngulo azimutal θj (panel izquierdo).
Adema´s se presenta el valor de la integral
∫ a
b
dθ sin θPk(cos θj) en el intervalo [a − b] = [90◦ −
∆θj
2
, 90◦ +
∆θj
2
]
donde ∆θj representa la amplitud del cono de aceptacio´n (panel derecho).
Este resultado esta´ indicando que el intervalo de a´ngulos donde la funcio´n P4(cos θj)
es promediada, para el ca´lculo de s
(4)
0 , pronto incluye regiones que exceden del ma´ximo
θj = 90◦, incluyendo zonas donde el P4(cos θj) se vuelve negativo. De este modo, a medida
que aumenta j′ el signo de s(4)0 cambia de positivo a negativo. El segundo polinomio de
Legendre, por el contrario, tiene un mı´nimo mucho ma´s amplio en torno a θj = 90◦, lo que
hace que un aumento del rango de θj que participan no sea suficiente como para invertir
el signo del PP s
(2)
0 , si bien la participacio´n de a´ngulos donde el segundo polinomio de
Legendre es positivo, a medida que j′ aumenta, s´ı reduce su mo´dulo.
Argumentos similares pueden ser utilizados para explicar los valores de los PPs pre-
sentados en la figura 9.7: a medida que la energ´ıa del sistema aumenta, tambie´n lo hara´
el rango de a´ngulos θj y θr que participan en las reacciones. De este modo se cubren
zonas donde el P2(cos θj) se vuelve positivo y P4(cos θj) negativo (ver panel izquierdo
figura 9.12), de modo que el valor promedio de los polinomios tiende a cero.
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k = 2 k = 4
Ω = 0 −0.5345 +0.5345
Ω = 1 −0.2672 −0.6563
Ω = 2 +0.5345 +0.0891
Cuadro 9.1
Valores de los coeficientes Clebsh-Gordan
〈
jΩ, k0
∣∣jΩ〉, para el momento angular rotacional j = 2 y distintos valores
del rango de los tensores esfe´ricos y del nu´mero cua´ntico de la helicidad Ω
Aunque la explicacio´n que acabamos de proporcionar es semicla´sica, puede darse un
razonamiento mecanocua´ntico, recurriendo a la ecuacio´n (7.43). A medida que la
energ´ıa de colisio´n aumenta y el cono de aceptacio´n se abre, la contribucio´n
de las proyecciones del momento angular rotacional de reactivos con Ω 6=
0 aumenta, reflejando la accesibilidad de configuraciones ma´s plegadas. Si
consideramos los valores de
〈
jΩ, k0
∣∣jΩ〉 para j = 2 y k = 2, 4 (ver tabla 9.1), vemos
que los Chebsh-Gordan de Ω = 0 alcanzan los l´ımites de los valores positivos y negativos
para k = 4 y k = 2. Para k = 2, los Clebsh-Gordan de Ω = 1 son todav´ıa negativos,
pero se vuelven positivos para Ω = 2. Para k = 4, los Clebsh-Gordan para Ω = 1 son
tambie´n negativos, mientras que los de Ω = 2 son de´bilmente positivos. De este modo,
los valores de los PPs para los distintos j′ pueden ser fa´cilmente explicados en te´rminos
de la contribucio´n de los distintos valores iniciales de Ω.
El panel inferior de la figura 9.11 muestra el efecto de las distintas preparaciones de
los reactivos sobre las poblaciones rotacionales de los productos en el estado vibracional
fundamental HBr(v′ =0), a la energ´ıa total de Etot = 1.2 eV. Una observacio´n curiosa es
que ambas preparaciones extremas, con β = 0◦ y β = 90◦ (correspondientes a colisiones
tipo head-on y side-on respectivamente) dan lugar a distribuciones ma´s “fr´ıas”(con el
ma´ximo desplazado hacia valores ma´s pequen˜os de j′) que aquellas distribuciones ob-
tenidas cuando los reactivos adoptan una configuracio´n ma´s inclinada, como en el caso
de β = mag. En este u´ltimo caso, adema´s, la distribucio´n es algo ma´s caliente que la
distribucio´n correspondientes a los reactivos sin polarizar.
Aunque las preparaciones de β = 0◦ y β = 90◦ conduzcan a distribuciones ma´s fr´ıas,
el mecanismo es diferente en ambas situaciones. En el caso de la preparacio´n β = 0◦, el
predominio de estados rotacionales con valores pequen˜os de j′ proceden de un aumento de
la reactividad en bajos j′ y una reduccio´n para j′ altos. Por el contrario, una polarizacio´n
extr´ınseca caracterizada por β = 90◦ reduce la reactividad en todos los j′, especialmente
en j′ medios y altos.
Estas modificaciones de las distribuciones rotacionales nacientes son un reflejo de las
preferencias direccionales mostradas en los paneles superiores por los PPs, que pueden
ser entendidas a trave´s de las ecuaciones (9.2). Por ejemplo, en el caso de β = 0◦, para
j′ bajos, s(2)0 es negativo mientras que el te´rmino hexadecapolar s
(4)
0 es positivo, de tal
modo que ambos contribuyen positivamente a la reactividad. A medida que aumenta j′, el
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mecanismo de reaccio´n experimenta un cambio, pasando de una preferencia por colisiones
head-on a colisiones side-on con la participacio´n de para´metros de impacto mayores
(por ello ambos momentos se vuelven negativos), establecie´ndose un competencia entre
ambos. Esta competencia es la causante de la disminucio´n de la reactividad para los j′
ma´s elevados, explicando por que´ las distribuciones nacientes para β = 0◦ son ma´s fr´ıas
que en el caso de colisiones con reactivos sin preparar.
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Figura 9.13
Dependencia con el nu´mero cua´ntico rotacional, j′, de los para´metros de polarizacio´n (panel superior) y seccio´n eficaz
integral (panel inferior) de los procesos estado a estado Br + H2(v = 0, j = 2)−→ HBr(v′ = 0,j′) + H, a la energ´ıa
total de Etot =1.6 eV (Ecol =1.29 eV)
Cuando examinamos las distribuciones a la energ´ıa total de Etot = 1,6 eV se observan
cambio significativos en la extensio´n y naturaleza del control que se puede llevar a cabo
sobre las distribuciones rotacionales de productos en el estado vibracional v′ = 0. Tal
como se muestra en el panel superior de la figura 9.13, el mo´dulo de ambos para´metros
de polarizacio´n es mucho menor que en el caso de la energ´ıa total de Etot = 1,2 eV.
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En esta ocasio´n, ambos momentos son negativos para valores medios y bajos de j′,
tomando un valor aproximadamente constante hasta j′ =12, donde cambian de signo y
vuelven a tomar un valor contante hasta j′ = 18. Esto es debido a que, a esta energ´ıa,
el cono de aceptacio´n es muy ancho y la contribucio´n de las secciones eficaces parciales
de |Ω| > 0 comienzan a ser muy importantes. De hecho, para j′ < 13 la contribucio´n
de |Ω| = 1 es predominante, de modo que ambos momentos toman valores negativos,
aunque pequen˜os. Para j′ > 13 las secciones parciales de |Ω| = 2 dominan, de modo que
ambos PPs se vuelven positivos.
De los resultados presentados en el pa´rrafo anterior, uno puede inferir que las distri-
buciones rotacionales de productos a esta energ´ıa no son tan sensibles a las distintas
polarizaciones de los reactivos como lo son las distribuciones a la energ´ıa de Etot =1.2
eV. Esta prediccio´n puede ser comprobada en el panel inferior de la figura 9.13. Un
aspecto a tener en cuenta es que, a esta energ´ıa, el efecto sobre las distribuciones es el
opuesto a las energ´ıas inferiores. Ahora, tanto las distribuciones de β = 0◦ como las de
β = 90◦ son ma´s calientes que las isotro´picas, mientras que la preparacio´n de β = mag
conducen a una distribucio´n ligeramente ma´s fr´ıa. Igual que en el caso anterior, la forma
de estas distribuciones puede ser perfectamente explicada a partir de los valores de las
PPs y las ecuaciones (9.2).
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9.6. Conclusiones
A lo largo de el presente cap´ıtulo se ha estudiado el mecanismo de la reaccio´n Br +
H2(v = 0-1, j = 2) mediante el uso de metodolog´ıas cua´nticas independientes del tiempo
sobre una u´nica superficie de energ´ıa potencial. Adema´s, se ha descrito una conexio´n con
posibles medidas experimentales, en las que las caracter´ısticas del mecanismo se pongan
de manifiesto mediante la polarizacio´n del momento angular rotacional de los reactivos.
A trave´s del uso de me´todos cua´nticos rigurosos, se ha determinado la polarizacio´n
intr´ınseca para las colisiones reactivas. Esta informacio´n es utilizada para analizar la
estereodina´mica de este proceso y predecir co´mo la polarizacio´n extr´ınseca de la mole´cula
de H2 puede modificar la seccio´n eficaz integral.
Los puntos destacados de este estudio son:
La reaccio´n Br + H2 es una reaccio´n fuertemente endote´rmica, sin barrera ma´s
alla´ de la endotermicidad.
El estado de transicio´n de mı´nima energ´ıa corresponde con una configuracio´n coli-
neal, en el que la geometr´ıa es ma´s pro´xima a los productos de la reaccio´n. Con el
aumento del a´ngulo de ataque, el estado de transicio´n se vuelve ma´s centrado; sin
embargo, la energ´ıa del estado de transicio´n aumenta considerablemente (figuras
9.2 y 9.3).
La reaccio´n se produce mediante un mecanismo de abstraccio´n directo, en el que los
productos de la reaccio´n salen dispersados fundamentalmente en la zona sideways-
backward (figura 9.6).
La energ´ıa vibracional de reactivos es mucho ma´s efectiva que la energ´ıa traslacional
a la hora de aumentar la reactividad. El aumento de la energ´ıa rotacional en dos
cuantos rotacionales casi no produce variaciones en la reactividad (figuras 9.5 y
9.5).
Aunque la excitacio´n vibracional de los reactivos conduce a un aumento considera-
ble de la reactividad (tal como predicen las reglas de Polanyi), no produce cambios
significativos en la estereodina´mica del sistema. Es la energ´ıa total, y no la energ´ıa
de colisio´n, la que determina los requisitos estereodina´micos en la reaccio´n.
A energ´ıas pro´ximas al umbral de reaccio´n, el sistema restringe las reacciones a
geometr´ıas de colisio´n cercanas a la colinealidad (estados de transicio´n de mı´nima
energ´ıa). A medida que la energ´ıa total aumenta, las restricciones estereodina´micas
se relajan y hacen accesibles otros estados de transicio´n ma´s doblados, mucho ma´s
energe´ticos. Sin embargo, estos u´ltimos tienen una geometr´ıa mucho ma´s centrada,
en las que la energ´ıa de colisio´n es ma´s efectiva para promover la reactividad (figura
9.5).
214 9. Reaccio´n Br+H2
La capacidad de control sobre la reactividad depende fuertemente de la energ´ıa
total del sistema. A medida que la energ´ıa aumenta y el nu´mero de configuraciones
accesibles crece, la capacidad de control disminuye notablemente.
El cambio de comportamiento para β = 0o pone de manifiesto la apertura del
cono de aceptacio´n y la contribucio´n cada vez mayor de estados de transicio´n con
a´ngulos de ataque mayores (figura 9.9).
Las preparaciones experimentales pueden adema´s modificar las distribuciones ro-
tacionales de los productos de reaccio´n. Las preparaciones de β = 0o y β =
90o(colisiones head-on y side-on respectivamente) conducen a distribuciones ma´s
fr´ıas a bajas energ´ıas, y a distribuciones ma´s calientes a altas energ´ıas. Por el
contrario, preparaciones intermedias tienen asociado el comportamiento opuesto
(figuras 9.11 y 9.11).
La evolucio´n de los valores de los para´metros de polarizacio´n s
(2)
0 y s
(4)
0 con el
aumento de la energ´ıa de colisio´n puede ser explicada con la participacio´n de pa-
ra´metros de impacto cada vez mayores y la apertura del cono de aceptacio´n. En
te´rminos cua´nticos esto implica la contribucio´n de proyecciones del momento an-
gular rotacional (estados de la helicidad) con valores distintos de cero.
Cap´ıtulo 10
Sistema Kr+OH(A 2Σ+)
10.1. Introduccio´n
La transferencia de energ´ıa y momento angular mediante colisiones inela´sticas es una
de las piezas claves para la comprensio´n de los mecanismos que gobiernan las colisio-
nes moleculares. Existen numerosos estudios, tanto teo´ricos como experimentales, para
sistemas en capa cerrada [1, 3, 4]. Sin embargo, los procesos que involucran mole´culas
en capa abierta son mucho ma´s complejos, debido a la posibilidad de transiciones entre
diferentes estados electro´nicos, spin-o´rbita o´ dobletes-Λ.
Las colisiones entre radicales de pequen˜o taman˜o y gases nobles o´ mole´culas diato´micas
en capa cerrada, son prototipos para el estudio de este tipo de colisiones y, por ello, han
suscitado gran intere´s en los u´ltimos an˜os. En concreto, las colisiones de las mole´culas de
OH y NO con especies en capa cerrada de pequen˜o taman˜o, han sido los sistemas ma´s
ampliamente estudiados [3, 168–172]. La mayor´ıa de los trabajos se han centrado en la
elucidacio´n de los mecanismos de transferencia de energ´ıa rotacional, depolarizacio´n del
momento angular rotacional, efecto del quenching electro´nico, etc.
La bibliograf´ıa acerca de las colisiones entre las mole´culas de OH, tanto en el estado
electro´nico fundamental OH(X 2Π) como en el primer estado excitado OH(A 2Σ+), con
gases nobles ligeros o´ mole´culas en capa cerrada de pequen˜o taman˜o, es muy abundante;
especialmente aquella relativa a los procesos de transferencia de energ´ıa rotacional y la
depolarizacio´n del momento angular rotacional [170, 172–176]. Por el contrario, hasta
la fecha, el nu´mero de art´ıculos teo´ricos o experimentales sobre el scattering ela´stico o
inela´stico de los sistemas OH(A2Σ+) + Kr/Xe es relativamente pequen˜o. Sin embargo, las
colisiones entre las mole´culas de OH y los gases nobles ma´s pesados presentan un intere´s
especial, ya que la forma de las superficies de energ´ıa potencial para dichos procesos
tienen dos diferencias fundamentales con aquellas descritas para la interaccio´n con los
gases nobles ma´s ligeros:
A diferencia de la interaccio´n entre las mole´culas de OH con los gases nobles ma´s
ligeros, la interaccio´n de los gases nobles ma´s pesados con las mole´cu-
las de OH electro´nicamente excitadas es mucho ma´s atractiva que la
interaccio´n con las mole´culas de OH en el estado fundamental [177, 178].
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Para los gases nobles ma´s pesados, la interseccio´n co´nica del estado electro´-
nico fundamental asinto´tico con el primer excitado tiene lugar a energ´ıas
que pueden alcanzarse te´rmicamente. Dichos cruces esta´n caracterizados por
un acoplamiento electrosta´tico entre estados de igual simetr´ıa no despreciable. Por
otro lado, como veremos, e´ste tiene lugar en la zona ma´s anisotro´pica del potencial.
Estas dos caracter´ısticas marcara´n profundamente la dina´mica del sistema en el estado
excitado ya que, como cabe esperar, los procesos de transferencia de energ´ıa rotacional
y depolarizacio´n sera´n mucho ma´s acusados que en el caso de las colisiones con los gases
nobles ma´s ligeros. Adema´s, como se vera´ a lo largo del presente cap´ıtulo, el sistema
OH(A2Σ+)-Kr es el primer sistema OH-gas noble para el cual el quenching electro´nico
(desactivacio´n colisional) desde el estado OH(A2Σ+) al estado OH(X2Π) es suficiente-
mente intenso como para competir con los procesos de transferencia de energ´ıa rotacional
y depolarizacio´n del momento angular rotacional. Efecto favorecido por el hecho de que
la interseccio´n co´nica para este sistema tiene lugar en la zona ma´s anisotro´pica de la
superficie.
El cap´ıtulo esta´ organizado como sigue. Inicialmente se proporcionara´n algunos de-
talles de los me´todos computacionales utilizados. En la primera parte de resultados se
analizara´n los procesos de transferencia de poblacio´n 2Σ+ → 2Π de las mole´culas de
OH mediante colisiones con a´tomos de Kr. Para ello nos valdremos de los me´todos no-
adiaba´ticos descritos en el cap´ıtulo 6. Estudiaremos tanto la dependencia del quenching
con el estado rotacional de la mole´cula de OH(A2Σ+), como las poblaciones en el estado
OH(X2Π), procedentes de estos eventos. Compararemos los resultados teo´ricos con los
datos experimentales de Lehman et al. [12] y los de Chadwick et al. [177]. En la segunda
parte estudiaremos los procesos de transferencia de energ´ıa rotacional (RET) y depola-
rizacio´n del momento angular rotacional de las mole´culas de OH(A) mediante colisiones
con a´tomos de Kr, as´ı como la influencia de los efectos no-adiaba´ticos sobre la dina´mica
en el estado electro´nico excitado. Llevaremos a cabo ca´lculos QM, QCT y no-adiaba´ticos
TSH para los estados excitados. Los resultados sera´n comparados con los experimentos
de de Chadwick et al.
10.2. Detalles computacionales
A continuacio´n se comentara´n algunos detalles computacionales, correspondientes a
los me´todos teo´ricos utilizados, necesarios para comprender los resultados que se presen-
tara´n.
10.2.1. Estados electro´nicos y Superficies de Energ´ıa Potencial
El estado fundamental del radical hidroxilo, OH(X 2Π), difiere del primer excitado,
OH(A 2Σ+), en el llenado del orbital molecular no enlazante 2pπ y el orbital enlazante
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2pσ (procedente de la combinacio´n enlazante de los orbitales 2p del a´tomo de ox´ıgeno y el
1s del a´tomo de H). La configuracio´n electro´nica del estado X es (2pσ)2(2pπ)3, mientras
que la del estado excitado A es (2pσ)1(2pπ)4. Asinto´ticamente, el estado OH(A2Σ+) se
encuentra 4.06 eV por encima del estado OH(X2Π), medido a la distancia de equilibrio
del OH en el estado electro´nico excitado (aproximadamente 2.0 eV cuando se mide desde
la disociacio´n de la mole´cula de OH).
La aproximacio´n del a´tomo de Kr a la mole´cula de OH rompe la degeneracio´n del
estado Π, dando lugar a un estado sime´trico respecto de la reflexio´n en el plano mole-
cular xz, el estado A′, y otro antisime´trico respecto de la reflexio´n, el estado A′′. Por
ello, los estados electro´nicos diaba´ticos se nombrara´n ΠA′ y ΠA′′ respectivamente. En
las geometr´ıas no colineales, el estado ΠA′ se mezcla con el estado electro´nico superior,
tambie´n sime´trico respecto de la reflexio´n en el plano xz, que denominaremos ΣA′ . Uti-
lizaremos la notacio´n Π/Σ para referirnos a los estado electro´nicos diaba´ticos, siguiendo
la notacio´n de Alexander y Corey [32]. Los estados adiaba´ticos se denominara´ 1A′, 1A′′
y 2A′.
Para los ca´lculos dina´micos se han utilizado dos superficies de energ´ıa potencial proce-
dentes de dos tipos de ca´lculos distintos. En ambos casos se fijo´ la distancia internuclear
del dia´tomo en un valor de req = 1.0121 Å, correspondiente a la distancia de equilibrio
de la mole´cula OH en el estado electro´nico excitado A, para llevar a cabo los ca´lculos
bajo la aproximacio´n de rotor r´ıgido.
La primera superficie, de Chadwick y colaboradores [177] se calculo´ a nivelRCCSD(T)
(coupled-cluster). Esta PES describe u´nicamente el estado electro´nico superior ΣA′ y,
puesto que procede de un ca´lculo coupled-cluster el cual es monoreferencial en natura-
leza, no puede describir correctamente la interaccio´n entre estados de simetr´ıa A′ en las
proximidades de la interseccio´n co´nica. En rigor, el potencial corresponde con una su-
perficie diaba´tica VΣA′ . La segunda PES, de Jacek y colaboradores [12], calculada a nivel
ab-initio MRCI, describe tanto los estados electro´nicos adiaba´ticos 1A′, 1A′′ y 2A′, co-
mo el acoplamiento electrosta´ticos entre los estados electro´nicos de igual simetr´ıa, VΠΣ,
mediante ca´lculos multireferenciales de interaccio´n de configuraciones, con la inclusio´n
de los primeros y segundos estados excitados y la adicio´n de la correccio´n de Davison
(MRCISD+Q). Mediante un proceso de quasi-diabatizacio´n se obtuvieron las superficies
diaba´ticas para los estados ΠA′ y ΣA′ a partir de los estados 1A′ y 2A′ procedentes del
ca´lculo MRCI. El estado 1A′′ no esta´ acoplado electrosta´ticamente con los otros, por
lo que no se ve afectado en el proceso de quasi-diabatizacio´n y coincide con el estado
diaba´tico ΠA′′ .
En la figura 10.1 presentamos una comparacio´n de la PES RCCSD(T) con la diaba´tica
superior de la superficie MRCI, presentando la energ´ıa electro´nica en funcio´n del mo´dulo
del vector R de Jacobi, para distintos valores del a´ngulo γ de Jacobi. Puede observarse
co´mo la diferencia entre ambas es mı´nima. Tan so´lo a a´ngulos medios (γ = 120o) la
superficie RCCSD predice un potencial menos repulsivo, para valores mayores de 5 eV.
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Figura 10.1
Comparacio´n de las superficies de energ´ıa potencial MRCI (l´ıneas negras) y RCCSD(T) (l´ıneas rojas discontinuas) para
el estado electro´nico diaba´tico excitado ΣA′ , en funcio´n del mo´dulo del vector R de Jacobi, para distintos a´ngulos γ,
donde γ = 0◦ corresponde con la configuracio´n Kr – HO y γ = 180◦ corresponde con la configuracio´n colineal Kr –
OH. El origen de energ´ıas corresponde con la as´ıntota del estado electro´nico fundamental OH(X 2Π)
Por otro lado, en la figura 10.2 se comparan los distintos estados electro´nicos de la
PES MRCI. En trazo continuo azul se muestran las superficies adiaba´ticas de simetr´ıa
A′, mientras que las l´ıneas de trazo rojo discontinuo representan los estados diaba´ticos
de simetr´ıa A′. Se incluye adema´s la superficie de simetr´ıa A′′ (l´ıneas punteadas verde).
No´tese co´mo se mezclan los estados electro´nicos diaba´ticos de simetr´ıa A′ para dar lugar
a las superficies adiaba´ticas. En a´ngulos menores de γ = 180o, la distancia entre las
dos adiaba´ticas de simetr´ıa A′ se reduce lo suficiente como para permitir un tra´nsito no
adiaba´tico entre ellas. La interseccio´n co´nica se localiza en la configuracio´n colineal Kr
– OH, a una distancia de 3.8a0. En la interseccio´n co´nica, ambas superficies esta´n dege-
neradas, compartiendo un punto, si bien el cruce es evitado. En l´ıneas verdes punteadas
se representa el estado adiaba´tico 1A′′, coincidente con el diaba´tico ΠA′′ . A distancias
asinto´ticas este estado esta´ degenerado con el estado 1A′; a medida que el a´tomo de Kr
se aproxima, dicha degeneracio´n se rompe. En las configuraciones lineales (γ = 0o y γ =
180o) los dos estados degenerados Π han de estar degenerados.
10.2. Detalles computacionales 219
3 4 5 6 7 8
0
1
2
3
4
5
3 4 5 6 7 8
0
1
2
3
4
5
3 4 5 6 7 8
0
1
2
3
4
5
3 4 5 6 7 8
0
1
2
3
4
5
3 4 5 6 7 8
0
1
2
3
4
5
3 4 5 6 7 8
0
1
2
3
4
5
3 4 5 6 7
0
1
2
3
4
5
3 4 5 6 7 8
0
1
2
3
4
5
120º
90º45º
 
 
P
O
TE
N
TI
A
L 
E
N
E
R
G
Y
 (e
V
)
RKr - OH (a0)
 = 0º 
  
 
 
P
O
TE
N
TI
A
L 
E
N
E
R
G
Y
 (e
V
)
RKr - OH (a0)
 
 
P
O
TE
N
TI
A
L 
E
N
E
R
G
Y
 (e
V
)
RKr - OH (a0)
 A' and A' (DIABATIC)
 1A' and 2A' (ADIABATIC)
 A''  1A'' 
180º
175º170º
160º
 
 
P
O
TE
N
TI
A
L 
E
N
E
R
G
Y
 (e
V
)
RKr - OH (a0)
 
 
P
O
TE
N
TI
A
L 
E
N
E
R
G
Y
 (e
V
)
RKr - OH (a0)
 
 
P
O
TE
N
TI
A
L 
E
N
E
R
G
Y
 (e
V
)
RKr - OH (a0)
 = 0º   Kr - HO
 = 180º     Kr - OH
 
 
P
O
TE
N
TI
A
L 
E
N
E
R
G
Y
 (e
V
)
RKr - OH (a0)
 
 
P
O
TE
N
TI
A
L 
E
N
E
R
G
Y
 (e
V
)
RKr - OH (a0)
 
 
Figura 10.2
Comparacio´n de la energ´ıa electro´nica para los estados adiaba´ticos 1A′ y 2A′ (l´ıneas de trazo continuo azul), los
estados diaba´ticos ΠA′ y ΣA′ (l´ıneas de trazo discontinuo rojo), y el estados de simetr´ıa A
′′, 1A′′ ≡ ΠA′′ , en funcio´n
del mo´dulo del vector R de Jacobi para distintos valores del a´ngulo γ de Jacobi.
Cuando comparamos las superficies adiaba´ticas vemos que, en configuraciones colinea-
les, a distancias asinto´ticas, los estados 1A′ y 1A′′ esta´n degenerados. Por el contrario, a
distancias muy pequen˜as, los estados 1A′′ y 2A′ son coincidentes. Mientras que el es-
tado electro´nico fundamental es fuertemente repulsivo, el estado electro´nico
excitado es atractivo, presentando dos pozos de potencial separados por una
barrera. Uno en la configuracio´n colineal Kr–OH y otro en la configuracio´n colineal
Kr–HO (ver figura 10.3). El pozo del hidro´geno en el estado excitado tiene una profun-
didad ma´xima de 0.25 eV, respecto de la energ´ıa asinto´tica. Por su parte, el pozo del
ox´ıgeno alcanza una profundidad de 0.75 eV. Entre ambos pozos existe una barrera de
potencial que se hace ma´xima en γ = 90◦. La fuerte asimetr´ıa del estado excitado hara´
que la dina´mica sea totalmente distinta de aquella en el estado electro´nico fundamental
del OH. A energ´ıas de colisio´n del orden de la energ´ıa te´rmica a 300K (〈Ecol〉 = 0.039
eV), la barrera entre ambos pozos sera´ suficientemente alta como para diferenciar el
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comportamiento de las colisiones caracterizadas por estados rotacionales iniciales bajos
de las colisiones con estados rotacionales iniciales elevados.
Al contrario de lo que ocurre con el estado electro´nico excitado, las super-
ficies correspondientes a los dos estados Π son ma´s repulsivas en configura-
ciones colineales que en configuraciones en “T”. Como veremos ma´s adelante este
hecho sera´ determinante en la dina´mica del sistema, puesto que e´ste accedera´ a el estado
electro´nico fundamental a trave´s de configuraciones colineales (puesto que es ah´ı don-
de se encuentra la interseccio´n co´nica), donde el estado fundamental es ma´s repulsivo,
imprimiendo un gran torque a las mole´culas de OH (ver figura 10.3).
Figura 10.3
Representacio´n tridimensional de las superficies de energ´ıa potencial adiaba´ticas 1A′ y 2A′, en funcio´n de la posicio´n
del a´tomo de Kr. Obse´rvese la diferencia de profundidad de los pozos del potencial en el estado excitado, as´ı como la
interseccio´n co´nica situada en el fondo del pozo del ox´ıgeno.
El acoplamiento entre estados electro´nicos de igual simetr´ıa procede de los te´rminos no
diagonales de la matriz diaba´tica, los cuales dan cuenta del acoplamiento electrosta´tico
entre estados adiaba´ticos (1A′ y 2A′). Los elementos no diagonales (VΣΠ en este caso),
han sido obtenidos con el mismo nivel de ca´lculo (MRCI) que las superficies adiaba´ticas.
Como puede observarse en la figura 10.4 las superficies se encuentran acopladas tanto en
el pozo del O como en el pozo del H. De hecho, el punto de ma´ximo acoplamiento entre
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estados diaba´ticos se encuentra en una geometr´ıa de γ = 120◦. En las proximidades del
pozo del ox´ıgeno, ese acoplamiento tiene signo positivo, de modo que el acoplamiento
es tal que las adiaba´ticas acopladas esta´n ma´s pro´ximas entre s´ı que las superficies
diaba´ticas de las cuales proceden. Por el contrario, en la zona del pozo del hidro´geno el
acoplamiento es negativo, de modo que las superficies adiaba´ticas se separan respecto
de las diaba´ticas.
Figura 10.4
Te´rminos de acoplamiento diaba´ticos (H12), entre los estados ΠA′ y Σ
+
A′
, obtenidos mediante el ca´lculo MRCI en
funcio´n del a´ngulo γ de Jacobi y el mo´dulo del vector R.
Por otro lado, las superficies de energ´ıa potencial de distinta simetr´ıa no esta´n aco-
pladas electrosta´ticamente. Sin embargo es posible que el sistema sufra tra´nsitos entre
ellas, cuando el momento angular orbital electro´nico L se acople con el momento angular
total J . Como veremos ma´s adelante, la modificacio´n del me´todo TSH presentada en
esta tesis puede considerar tanto el acoplamiento electrosta´tico como los acoplamientos
roto-electro´nicos entre superficies de distinta simetr´ıa. Para una descripcio´n detallada
del me´todo ir a la seccio´n 6.4. Estos acoplamientos dependen, en u´ltima instancia, de los
elementos de matriz del operador momento angular orbital electro´nico Lˆ, en la repre-
sentacio´n adiaba´tica, y sus proyecciones. Estos elementos de matriz han sido calculados
a nivel de ca´lculo CASSCF con una base aug-cc-puqz-DK [14]. En la figura 10.5 se pre-
sentan los elementos de de matriz
〈
2A′
∣∣Lˆx∣∣1A′′〉 (panel derecho) y 〈1A′∣∣Lˆx∣∣1A′′〉 (panel
izquierdo) para el sistema Kr + OH, en funcio´n de la distancia R de Jacobi y los a´ngulos
γ = 0o, 90o y 180o. Los elementos de matriz del operador Lˆx son imaginarios puros [17],
por ello han sido divididos por el factor i~. No´tese co´mo el acoplamiento entre los esta-
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Figura 10.5
Elementos de matriz
〈
2A′
∣∣Lˆx∣∣1A′′〉 (panel derecho) y 〈1A′∣∣Lˆx∣∣1A′′〉 (panel izquierdo) para el sistema Kr + OH, en
funcio´n de la distancia R de Jacobi y los a´ngulos γ = 0o, 90o y 180o.
dos 1A′ y 1A′′ es ma´s intenso en la zona de fuerte interaccio´n, donde ambas superficies
rompen su degeneracio´n. Por el contrario, los elementos de matriz que dependen de los
estados 2A′ y 1A′′ tienen valores ma´s elevados (en te´rminos absolutos) que los primeros
y su intensidad es mayor en la zona asinto´tica donde tiende a −i~.
10.2.2. Ca´lculos QM en la PES diaba´tica 2Σ+A′
Para el estudio de la dina´mica cua´ntica nuclear en las colisiones Kr + OH(A) se se ha
utilizado el paquete HIBRIDON[6]. E´ste utiliza un propagador mixto Log-Derivative -
Airy para resolver las ecuaciones de canales acoplados en un u´nico estado electro´nico, ba-
jo la aproximacio´n de rotor r´ıgido, obteniendo finalmente la matriz de transicio´n T = 1–S
(ver seccio´n 4.3) . Los ca´lculos QM fueron llevados a cabo sobre la PES RCCSD(T), co-
rrespondiente al estado electro´nico diaba´tico excitado Σ+A′ . El propagador Log-Derivative
se utilizo´ desde una distancia R = 3 a0 hasta R = 9 a0, mientras que para el largo alcance
se uso´ el propagador de Airy, hasta una distancia final R = 30 a0. Para converger los re-
sultados se utilizo´ un total de 300 ondas parciales (Jmax = 300). La base rotacional para
la mole´cula OH(A 2Σ+) se extendio´ hasta un valor ma´ximo de N = 29. Esta base queda
caracterizada por una constante rotacional de B0 = 16.9602 cm
−1 y las constantes de
distorsio´n centr´ıfuga D = 2.039×10−3 cm−1 y H = 2.039×10−3 cm−1. La constante de
separacio´n spin-rotacional es γ = 0.201 cm−1. Por u´ltimo, se utilizo´ una masa reducida
de µKr−OH = 14.138 u.a., atendiendo a las masas de los iso´topos ma´s abundantes.
10.2.3. Ca´lculos QCT y TSH
Adema´s de los ca´lculos QM se han llevado a cabo ca´lculos de trayectorias quasicla´si-
cas, tanto adiaba´ticos (QCT) como no adiaba´ticos (TSH). Es necesario hacer hincapie´
en que mientras que los ca´lculos QCT se han llevado a cabo sobre la superficie diaba´tica
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ΣA′ obtenida en el ca´lculo RCCSD(T), los ca´lculos TSH se han llevado a cabo sobre las
superficies adiaba´ticas 1A′, 2A′ y 1A′′, correspondientes al ca´lculo MRCI. Los ca´lculos
adiaba´ticos QCT se han llevado a cabo sobre la superficie diaba´tica RCCSD para obte-
ner una comparacio´n directa con el me´todo QM y as´ı poder distinguir posibles efectos
puramente cua´nticos. En algu´n caso concreto, con el fin de aislar los efectos puramente
no-adiaba´ticos, se presentara´n adema´s los resultados QCT sobre la superficie adiaba´tica
2A′ MRCI.
Ca´lculos cla´sicos adiaba´ticos
Los ca´lculos adiaba´ticos QCT utilizados en este cap´ıtulo corresponden con aquellos
descritos en el cap´ıtulo 5, con la particularidad de la aproximacio´n del rotor r´ıgido, en
la que la distancia internuclear O–H ha sido fijada en la distancia de equilibrio para el
estado electro´nico A 2Σ+, req = 1.0121 Å. El estado rotacional de los reactivos se prepara
de tal modo que el momento angular rotacional tenga un mo´dulo igual a ~ [N(N+1)]1/2.
De igual modo, el estado rotacional de los productos se obtiene igualando el momento
angular rotacional cla´sico a ~ [N ′(N ′ + 1)]1/2. Posteriormente se redondea el nu´mero
obtenido al entero ma´s cercano. Por cada estado rotacional inicial se corrieron un total
de 105 trayectorias, con un paso de integracio´n de 0.01 fs, asegurando de este modo una
conservacio´n de la energ´ıa mejor que 1 en 106. El para´metro de impacto fue seleccionado
aleatoriamente, proporcional a b2, hasta un valor ma´ximo de bmax = 6 Å. Las masas
ato´mica utilizadas corresponden con las masas ato´micas de los iso´topos ma´s abundantes.
Para calcular las secciones eficaces en capa abierta ha sido aplicado el formalismo de las
funciones de opacidad tensoriales (ver seccio´n 7.4.1).
Ca´lculos no adiaba´ticos TSH
Para los ca´lculos cuasicla´sicos no adiaba´ticos se ha usado el me´todo TSH descrito en
el cap´ıtulo 6. Se ha utilizado tanto el modelo TSH de dos estados, que so´lo considera
el acoplamiento electrosta´tico entre los estados adiaba´ticos 1A′ y 2A′, como el modelo
TSH de tres estados, que incorpora adema´s los acoplamientos roto-electro´nicos con la
superficie 1A′′.
Para los ca´lculos llevados a cabo con cada uno de los me´todos y para cada estado
rotacional inicial se han propagado 4 × 104 trayectorias, tomando una distancia inicial
de 12 Å, y un paso de integracio´n de 0.02 fs, para asegurar una conservacio´n de la energ´ıa
mejor que 1 en 105. Recordamos que el reescalado de los momentos utilizado en el me´todo
TSH no asegura la conservacio´n del momento angular total, si bien las correcciones son
suficientemente pequen˜as como para que esto no suponga un problema a la hora de
analizar los resultados. El para´metro de impacto ha sido muestreado aleatoriamente,
proporcional al cuadrado de b, hasta un valor ma´ximo de bmax = 6Å.
Para la asignacio´n de estados rotacionales finales de aquellas trayectorias que terminan
224 10. Sistema Kr+OH(A 2Σ+)
en el estado electro´nico OH(A 2Σ), se iguala el momento angular rotacional cla´sico a
~ [N ′(N ′ + 1)]1/2. Al igual que en el caso del me´todo QCT, para calcular las secciones
eficaces de transferencia de energ´ıa rotacional y secciones eficaces de depolarizacio´n en
capa abierta, para el estado A2Σ+, se ha utilizado el formalismo de las funciones de
opacidad tensoriales.
Sin embargo, la asignacio´n de nu´meros cua´nticos rotacionales en los estados electro´ni-
cos fundamentales, no puede llevarse a cabo directamente cuando usamos la aproxima-
cio´n de rotor r´ıgido, puesto que la distancia de equilibrio en el estado A es distinta de
aquella en el estado X. Por tanto, es necesario corregir el momento angular rotacional
segu´n la diferencia de los momentos de inercia de los dia´tomos en las posiciones de equi-
librio de cada estado electro´nico. Para ello, inicialmente se calcula el momento angular
rotacional igualando el valor cla´sico a ~ [N ′(N ′ + 1)]1/2. Posteriormente se igualan las
energ´ıas rotacionales en el estado A y las energ´ıas rotacionales en el estado X, es decir:
BXN
′
X(N
′
X + 1) = BAN
′
A(N
′
A + 1) (10.1)
donde BX y BA son las constantes rotacionales de los estados X y A, respectivamente.
Asimismo N ′X y N
′
A son los nu´meros cua´nticos rotacionales asignados para los estados
X y A. A partir de la ecuacio´n anterior podemos calcular el valor del nu´mero cua´ntico
rotacional en el estado, teniendo en cuenta que BX/BA = (req,A/req,X)2.
Transformacio´n de las poblaciones 1A′–1A′′ a las componentes doblete-Λ
Los datos obtenidos mediante el me´todo TSH nos proporcionara´n las poblaciones de
los estados electro´nicos 1A′ y 1A′′. La nomenclatura de estos estados hacen referencia
a la simetr´ıa de la funcio´n de onda electro´nica respecto de la reflexio´n en el plano del
tria´tomo xz. Sin embargo, los datos proporcionados por Lehman et al., con los cuales
compararemos nuestras predicciones teo´ricas, corresponden con las poblaciones de los
dobletes-Λ. Los estados doblete-Λ son las dos componentes del estado degenerado Π,
referidos a la simetr´ıa del estado electro´nico en el plano de rotacio´n del dia´tomo en el
l´ımite de altos j. En el componenteΠ(A′) del doblete-Λ, el orbital 2pπ esta´ contenido en el
plano de rotacio´n del dia´tomo. Por el contrario, en el componente Π(A′′) del doblete-Λ el
orbital 2pπ del componente se situ´a perpendicular al plano de rotacio´n, y es antisime´trico
respecto de la reflexio´n en este plano1.
Para dar cuenta de este efecto, debemos proyectar la informacio´n contenida en las
PES (simetr´ıa respecto del plano del tria´tomo) sobre el plano de rotacio´n del dia´tomo.
Para eso definiremos dos sistemas de referencia body-fixed distintos. El primero, xyz,
sera´ aquel sobre el cual definamos el plano del tria´tomo. Sin pe´rdida de generalidad
1No´tese la diferencia de notacio´n entre las componentes Π(A′′) y Π(A′) de los dobletes Λ, y los dos
estados electro´nicos diaba´ticos ΠA′ y ΠA′′ (referidos a la simetr´ıa respecto a la reflexio´n en el plano
triato´mico)
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situaremos el eje z hacie´ndole corresponder con el vector r′ de Jacobi. El eje y estara´
a lo largo del producto vectorial r′ ×R′. El plano xz se correspondera´ con el plano del
tria´tomo. El segundo sistema de referencia body-fixed, x′y′z′ es aquel en el cual el eje z′
es coincidente con el vector r′ y, por lo tanto, con el eje z. El eje y′ correspondera´ con el
vector momento angular rotacional j′. Por lo tanto, el plano x′z′ sera´ justo el plano de
rotacio´n del dia´tomo (ver figura 10.6).
Figura 10.6
Sistemas de referencia body-fixed para la definicio´n de los planos de rotacio´n del dia´tomo x′z′ y el plano del tria´tomo
xz. El a´ngulo θ define el a´ngulo formado por ambos planos.
Bajo este esquema, la proyeccio´n del vector normal al plano del tria´tomo, r′×R′, sobre
el eje y′ nos dara´ la contribucio´n del estado 1A′′ en el componente Π(A′′) del doblete-Λ.
Esta proyeccio´n vendra´ definido por un u´nico a´ngulo θ (ver figura 10.6). La contribucio´n
del estado 1A′′ en el componente Π(A′) quedara´ determinado por la proyeccio´n del
vector normal a xz sobre el eje x′. Puesto que la simetr´ıa habla de alineamiento y no de
orientacio´n, a cada trayectoria que termine en el estado 1A′′ se le asignara´ un peso igual
a w1A′′,Π(A′′) = cos2 θ en la componente Π(A′′), y un peso w1A′′,Π(A′) = 1 − cos2 θ para
la componente Π(A′).
Es fa´cil ver co´mo los pesos son justos los contrarios para el caso de una trayectoria
terminando en el estado 1A′. Esto es: un peso de w1A′,Π(A′) = cos2 θ para la componente
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Π(A′), y un peso w1A′,Π(A′′) = 1− cos2 θ para la componente Π(A′′).
De modo general, los planos xz y x′z′ no sera´n coincidentes y rotara´ entre s´ı en torno al
eje z. Por eso, para poder dar un peso correcto sera´ necesario calcular el valor promedio
de estos pesos a lo largo de varios periodos rotacionales.
10.3. Quenching electro´nico
El ana´lisis de la PES muestra co´mo en las inmediaciones del pozo del ox´ıgeno (confi-
guracio´n colienal Kr - OH), el estado diaba´tico ΣA′ cruza con los dos estados diaba´ticos
Π, de modo que la superficie adiaba´tica 2A′ adquiere un cara´cter Π en la regio´n de fuerte
interaccio´n, a energ´ıas que son accesibles a temperatura ambiente. Esto nos esta´ indi-
cando, en primer lugar, que cuando consideremos la dina´mica adiaba´tica en la superficie
2A′, el sistema va a estar influenciada por el cara´cter repulsivo del estado electro´nico
fundamental. En segundo lugar, y teniendo en cuenta la intensidad significativa de los
acoplamientos diaba´ticos, cabe pensar que el sistema sea capaz de transferir poblacio´n
desde el estado excitado al fundamental cuando explore esta regio´n del potencial.
Este hecho no es desconocido, ya que numerosos estudios cine´ticos han demostrado
co´mo es posible relajar el estado electro´nico de los radicales OH en el estado excitado
OH(A 2Σ+) mediante colisiones con mole´culas de pequen˜o taman˜o, como el H2, N2, CO
o´ H2O [14, 172, 173, 177, 179, 180]. Sin embargo, s´ı es ano´malo en las colisiones con
gases nobles, ya que las secciones de quenching electro´nico para los gases nobles ma´s
ligeros son casi despreciables [181–183]. Experimentos recientes han mostrado co´mo a
diferencia de estos u´ltimos [12, 14, 177, 179], en el caso de los gases nobles ma´s pesados,
el quenching electro´nico no puede ser ignorado.
Por otro lado, los resultados experimentales parecen indicar que, a diferencia
del resto de sistemas, las poblaciones resultantes del quenching electro´nico
mediante colisiones con los gases nobles pesados no tienen una propensio´n
clara por uno de los estados doblete-Λ (en el resto de sistemas parece existir una
clara preferencia por el estado ΠA′) [12, 177].
Por este motivo, llevamos a cabo una serie de ca´lculos no adiaba´ticos, basados en la
metodolog´ıa QCT-TSH con el fin de explicar el mecanismo de relajacio´n electro´nica.
Inicialmente u´nicamente incluiremos los estados ΣA′ y ΠA′ , as´ı como el acoplamiento
electrosta´tico entre ellos. Posteriormente incluiremos adema´s el estado ΠA′′ , as´ı como los
acoplamientos roto-electro´nicos necesarios para acoplar dicho estado con los anteriores
(debido a la distinta simetr´ıa).
10.3.1. Resultados de me´todo TSH para dos estados electro´nicos
En la figura 10.7 presentamos las secciones eficaces totales de quenching electro´nico,
obtenidas mediante el me´todo TSH de dos estados (que u´nicamente acopla los estados
electro´nicos 1A′ y 2A′). Estos resultados se comparan con los datos experimentales de
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Chadwick et al. [13] y aquellos de Hemming et al. [179], obtenidos ambos a 300 K
para las colisiones Kr + OH(2Σ+). El panel izquierdo corresponde con los resultados
de los estados spin-rotacionales iniciales f1, j = N + S, mientras que el panel derecho
corresponde con los resultados para los estados iniciales f2, j = N−S. Es necesario hacer
notar que Hemming y colaboradores [179] no especifican en su art´ıculo el estado interno
(f1 o´ f2) de los reactivos. Por otro lado, los resultados TSH corresponden a ca´lculos en
capa cerrada, puesto que el quenching se produce desde un estado Σ hasta un estado Π.
Por lo tanto no es posible aplicar el formalismo de las funciones de opacidad tensoriales
explicado en la seccio´n 7.4.1.
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Figura 10.7
Secciones eficaces de quenching electro´nico, desde el estado inicial OH(A 2Σ+, v = 0) mediante colisiones con a´tomos
de Kr, bajo condiciones te´rmicas, en funcio´n del nu´mero cua´ntico rotacional inicial. El panel izquierdo presenta las
secciones eficaces experimentales para los estados iniciales f1 y el derecho para los estados iniciales f2. Los ca´lculos
TSH corresponden a ca´lculos en capa cerrada. El nivel inicial para los resultados de Hemming et al. no queda especificado
en la referencia [179].
El acuerdo entre los dos grupos de datos experimentales es excelente. Las curvas
experimentales indican una ca´ıda suave de la seccio´n eficaz de quenching con la excitacio´n
rotacional de los reactivos, hacie´ndose cero en torno a N = 10. Adema´s, las diferencias
entre los grupos f1 y f2 son muy reducidas.
Por su parte, los ca´lculos TSH para dos estados predicen una ca´ıda mucho ma´s abrupta
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del quenching electro´nico con la excitacio´n rotacional de los reactivos, hacie´ndose cero
paraN = 7. Un ana´lisis detallado de las trayectorias cla´sicas indica que la reduccio´n del
quenching electro´nico con la excitacio´n rotacional se debe a que, a medida
que aumenta la velocidad angular del dia´tomo, la barrera situada en γ =
90o impide que el sistema adopte configuraciones muy comprimidas (valores
pequen˜os de R) y, por tanto, acceda a la interseccio´n co´nica. Esto es equivalente a
decir que la rotacio´n promedia el pozo para todas las orientaciones. Es decir, el sistema
no alcanza el pozo del ox´ıgeno (configuracio´n colineal Kr–OH) y, por lo tanto, no es
capaz de muestrear la zona de la interseccio´n co´nica. Adema´s, aquellas trayectorias que
consiguen penetrar en el pozo, tienen un tiempo de residencia muy pequen˜o, de modo
que las probabilidades de transicio´n se reducen dra´sticamente.
Existe una segunda diferencia entre los resultados teo´ricos y experimentales: mientras
que los ca´lculos TSH predicen una ca´ıda mono´tona desdeN = 0, los experimentos indican
la existencia de un ma´ximo en el quenching electro´nico para el nivel rotacional N = 1.
Todav´ıa no ha sido posible dar una explicacio´n teo´rica sobre este efecto.
Distribucio´n de productos en el estado OH(X 2Π)
A continuacio´n presentaremos la distribucio´n de estados rotacionales de los productos
del quenching electro´nico, obtenida mediante el me´todo TSH para dos estados electro´-
nicos. Adema´s, compararemos estas distribuciones con los resultados experimentales de
Lehman et al. [12].
En primer lugar debemos que indicar que las medidas experimentales indican que,
pese a la elevada diferencia energe´tica entre los estados A y X del OH, las poblaciones
procedentes del quenching electro´nico nacen vibracionalmente fr´ıas. Por ejemplo, para
las colisiones con el estado inicial OH(A2Σ+, v = 0, N = 0), se ha estimado que tan
so´lo el 12% de las mole´culas desactivadas terminan en el estado vibracional v′ = 1. Por
ello, parece razonable el uso de la aproximacio´n del rotor r´ıgido en el ana´lisis de las
poblaciones rotacionales en el estado electro´nico fundamental.
En la figura 10.8 se representan las secciones eficaces de quenching electro´nico, para
los procesos 2A′ −→ 1A′ (c´ırculos azules) , resueltas en estados finales y distintos estados
rotacionales iniciales. En el caso de el estado inicial N = 0, los resultados se comparan
adema´s con los datos experimentales (tria´ngulos verdes) correspondientes a la compo-
nente Π(A′) del doblete Λ. En este punto es necesario indicar dos cosas. En el me´todo
TSH de dos estados no es posible pasar de la informacio´n contenida en el plano del
tria´tomo a las componentes del doblete-Λ, puesto que el estado adiaba´tico 1A′′ no esta´
siendo considerado. El segundo aspecto a considerar es que los experimentos de Lehman
et al. [12] se han llevado a cabo a una energ´ıa de colisio´n un poco menor (0.025 eV).
Las distribuciones TSH muestran un alto grado de excitacio´n rotacional, el cual au-
menta notablemente con la rotacio´n de los reactivos. De hecho, para el estado inicial N
= 4 la seccio´n de quenching para los estados rotacionales ma´s bajos de productos es casi
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Figura 10.8
Secciones eficaces de quenching electro´nico para los procesos Kr + OH(A 2Σ+ N = 0, 2, 4) −→ Kr + OH(X2ΠA′ ,
N ′), resueltas en estados rotacionales los productos en el estado electro´nico 2ΠA′ , obtenidas mediante el me´todo TSH
en capa cerrada considerando u´nicamente el acoplamiento entre las PES 1A′ y 2A′.
nulo. En todos los casos, el estado rotacional de productos ma´s alto corresponde con el
momento angular rotacional para el cual la energ´ıa rotacional es igual a la energ´ıa acce-
sible a los productos de la colisio´n. Esta excitacio´n rotacional tambie´n puede observarse
en los datos experimentales, si bien las distribuciones son algo ma´s fr´ıas.
El alto grado de excitacio´n rotacional pone de manifiesto el gran par de
fuerzas que experimentan las trayectorias a su paso por la interseccio´n co´nica,
debido a que la superficie 1A′ es mucho ma´s repulsiva en las configuraciones colineales,
donde se producen las transiciones no adiaba´ticas, que en configuraciones en “T” (ver
figura 10.2).
Por otro lado podemos observar que todas las distribuciones de estados rotacionales
de productos muestran una estructura bimodal, si bien esta estructura es mucho ma´s
acusada para el estado inicialN = 0. Por su parte, los datos experimentales para el estado
Π(A′) del doblete Λ tambie´n muestran una estructura bimodal, por lo que es improbable
que la forma de las distribuciones TSH se deban a un artefacto del me´todo. La posicio´n
de los picos en los experimentos difiere ligeramente de aquellas en los resultados teo´ricos,
los cuales predicen distribuciones ma´s calientes. Es posible que la no consideracio´n de la
vibracio´n en los ca´lculos TSH tenga como consecuencia un exceso de energ´ıa destinada
a la excitacio´n rotacional de los productos del quenching electro´nico.
Por u´ltimo, en la figura 10.9 mostramos las secciones eficaces diferenciales para las
poblaciones resultantes de las transiciones 2A′ → 1A′, obtenidas mediante el me´todo
TSH para dos estados, en capa cerrada. El panel izquierdo se representa la DCS para el
estado inicial OH(A, N = 0); el panel derecho corresponde al estado inicial OH(A, N =
2). Como puede observarse, las distribuciones angulares son casi totalmente isotro´picas,
si bien en ambas distribuciones parece existir una ligera preferencia por a´ngulos back-
ward. En principio podr´ıa pensarse que la forma de estas distribuciones son debidas al
pozo de la superficie 2A′. Sin embargo, como veremos ma´s tarde en la figura 10.15, las
distribuciones angulares correspondiente a los procesos inela´sticos en la superficie 2A′
no tienen caracter´ısticas similares. Por tanto, el origen de estas DCSs ha de estar en la
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Figura 10.9
Secciones eficaces diferenciales, sin resolver en estados rotacionales finales, para los procesos Kr + OH(A 2Σ+
A′
, N =
0,2) → Kr + OH(X 2ΠA′ ), obtenidas mediante el me´todo TSH para dos estados (1A′ y 2A′).
anisotrop´ıa de las zonas ma´s repulsivas de la superficie 1A′ y la gran diferencia energe´tica
entre los estados electro´nicos del OH (∼ 4 eV). De este modo, una vez que el sistema
salta a la superficie 1A′, sufre un gran par de fuerzas, perdiendo cualquier informacio´n
sobre la direccio´n de incidencia (vector k).
10.3.2. Resultados TSH para 3 estados electro´nicos
En los apartados anteriores hemos visto co´mo el acuerdo entre los resultados experi-
mentales y el modelo TSH para dos estados, el cual u´nicamente considera el acoplamiento
electrosta´tico entre las superficies 1A′ y 2A′, es semicuantitativo. Es decir, los ca´lculos
ba´sicos TSH son capaces de predecir tanto el orden de magnitud del quenching elec-
tro´nico como la evolucio´n del mismo con el incremento de la energ´ıa rotacional de los
reactivos. Sin embargo no proporciona unos resultados totalmente satisfactorios. Por otro
lado, los resultados experimentales de Lehman et al. [12] indican que, en las poblaciones
procedentes del quenching electro´nico, no existe una clara propensio´n por uno de los dos
estados del doblete-Λ, estando tan so´lo ligeramente favorecido el estado Π(A′) 2.
Por todo ello parece necesario la inclusio´n de la superficie 1A′′ en los ca´lculos TSH,
adema´s de los acoplamientos roto-electro´nicos de las superficies de simetr´ıa A′ con e´sta.
As´ı, en este apartado aplicaremos el me´todo TSH de tres estados desarrollado en la sec-
cio´n 6.4, el cual adema´s de los acoplamientos electrosta´ticos, considera los acoplamientos
roto-electro´nicos entre superficies de energ´ıa potencial.
2Recordamos la anomal´ıa de las observaciones para este sistema comparadas con el quenching de la
mole´cula de OH(A) con mole´culas como el H2 o´ el N2, en el que el sistema exhibe una fuerte preferencia
por el componente Π(A′) del doblete-Λ [170, 184, 185]
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Quenching electro´nico
En primer lugar presentamos las secciones de quenching electro´nico totales, obtenidas
mediante el co´digo TSH para tres estados en el cual se incluyen las superficies 1A′, 1A′′
y 2A′. En la figura 10.10 se comparan estos con los resultados experimentales a energ´ıa
te´rmica. Tambie´n se representan los datos del modelo TSH para dos estados.
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Figura 10.10
Comparacio´n de los resultados experimentales para las secciones eficaces totales de quenching electro´nico para las
colisiones Kr + OH (A 2Σ+) a energ´ıa te´rmica, con los resultados proporcionados por los me´todos TSH de dos estados
(2A′ → 1A′) y TSH de tres estados electro´nicos (2A′ → 1A′, 2A′ → 1A′′ y 1A′ → 1A′′), para la energ´ıa de colisio´n
Ecol = 0.039 eV, en funcio´n del estado rotacional inicial de la mole´cula de OH.
Obse´rvese co´mo la inclusio´n en los ca´lculos de la superficie 1A′′ y acoplamientos roto–
electro´nicos mejora considerablemente el acuerdo con las medidas experimentales. El
modelo de tres estados no so´lo predice mayores secciones de quenching electro´nico y
una ca´ıda ma´s suave, sino que adema´s reproduce mucho mejor las secciones para los
estados rotacionales ma´s altos de reactivos. El punto de mayor desacuerdo con los datos
experimentales se encuentra en el estado rotacional inicial N = 0, donde el modelo de
tres estados sobrestima considerablemente las transiciones no adiaba´ticas.
En la figura 10.11 se presenta la fraccio´n de trayectorias terminando en los estados
electro´nicos 1A′ (l´ınea continua roja) y 1A′′ (l´ınea discontinua azul), obtenidos con el
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Figura 10.11
Fracciones de poblacio´n de los productos del quenching electro´nico, en las superficies 1A′ (σQ,1A′/σQ,tot, l´ınea roja) y
1A′′ (σQ,1A′′/σQ,tot, l´ınea azul), obtenidas mediante el me´todo TSH de 3 estados para las colisiones Kr + OH(A) en
distintos estados rotacionales iniciales y a la energ´ıa de colisio´n de Ecol = 0.039 eV. La l´ınea de color verde representa
la fraccio´n de quenching total obtenida mediante los me´todos TSH de dos estados frente a aquella obtenida por el
me´todo TSH de 3 estados.
me´todo TSH de 3 estados electro´nicos como σQ,1A′/σQ,tot y σQ,1A′′/σQ,tot. Adema´s, se
ha incluido la fraccio´n de poblacio´n en la superficie 1A′ obtenida mediante el ca´lculo
TSH de dos estados, comparada con la total obtenida en el ca´lculo TSH de tres estados
electro´nicos (l´ınea punteada verde). Cuando comparamos las poblaciones procedentes
del ca´lculo TSH para tres estados, observamos co´mo para los estados rotacionales ma´s
bajos el estado 1A′ esta´ claramente favorecido respecto del estado 1A′′. Con el aumento
de la rotacio´n de los reactivos, la proporcio´n de poblacio´n en el estado 1A′′ se vuelve ma´s
importante. Este hecho se debe a que los acoplamientos rotoelectro´nicos no esta´n tan
localizados como los acoplamientos electrosta´ticos, y su intensidad decae con R−2. Por
lo tanto, estara´n algo menos influenciados por la distorsio´n del potencial efectivo con la
rotacio´n del dia´tomo.
Cuando comparamos el quenching a la superficie 1A′ obtenido con el me´todo de dos
estados, con aquel para tres estados (l´ınea punteada verde de la figura 10.11, vemos
co´mo e´ste u´ltimo predice un quenching mayor a la superficie 1A′. Esto significa que,
la transferencia de poblacio´n al estado 1A′ no so´lo se producira´ desde el estado 2A′,
mediante acoplamientos electrosta´ticos, sino que tambie´n participara´n otros mecanismos
indirectos 2A′ → 1A′′ → 1A′. O lo que es lo mismo, tambie´n existe transferencia de
poblacio´n entre las dos componentes Π del estado fundamental OH(X).
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Distribuciones rotacionales de las mole´culas OH(X 2Π)
La inclusio´n de la tercera superficie conlleva la poblacio´n del estado electro´nico 1A′′.
En la figura 10.12 se comparan las distribuciones rotacionales de productos las PES 1A′
y 1A′′, para las colisiones Kr + OH(A, N = 0, 2), obtenidas por los me´todos TSH de dos
y tres estados electro´nicos.
Las distribuciones en la superficie 1A′ no han cambiado significativamente respecto de
los ca´lculos TSH de dos estados. Siguen siendo bimodales, aunque de un modo menos
acusado. Con la inclusio´n de los acoplamientos roto-electro´nicos, la contribucio´n de los
estados rotacionales ma´s elevados se reduce.
Las distribuciones rotacionales correspondientes al estado electro´nico 1A′′ tienen un
comportamiento distinto. Aunque la extensio´n del nu´mero de estados rotacionales po-
blados es similar a la obtenida para la otra componente Π, la excitacio´n rotacional en
el estado electro´nico 1A′′ es bastante menor que la observada en el estado electro´nico
1 A′. Adema´s, la contribucio´n de los estados rotacionales ma´s bajos es ma´s importante
que la de los estados mayores, y ma´s importante tambie´n que los estados ana´logos en la
1A′. Este resultado no es de extran˜ar, a la vista de los cortes de la PES mostrados en la
figura 10.2. La superficie 1A′′ no es tan anisotro´pica como la 1A′ en la regio´n de fuerte
interaccio´n, por lo que las trayectorias no sufren un par de fuerzas tan fuerte, una vez
que experimentan una transicio´n desde el estado 2A′.
En u´ltimo lugar vamos a comprar las distribuciones rotacionales, para las colisiones
Kr + OH(A, N = 0), obtenidas mediante el me´todo TSH de tres estados, con los re-
sultados experimentales de Lehman et al. [12]. Antes de hacer el ana´lisis es necesario
recordar que los datos experimentales corresponden con una energ´ıa de colisio´n de 0.025
eV, a diferencia de nuestros ca´lculos, llevados a cabo a una energ´ıa de 0.039 eV. Dado
que el mecanismo de excitacio´n rotacional depende fundamentalmente de la posicio´n
donde se produce el salto, y la energ´ıa rotacional inicial, parece sensato pensar que las
distribuciones rotacionales de productos no se vera´n significativamente afectadas, salvo
por el valor de la seccio´n total. Sin embargo, los datos experimentales se obtienen en
unidades arbitrarias, por lo que han sido escalados para hacer coincidir las alturas de las
distribuciones de las componentes A′. Para poder comparar las distribuciones TSH con
los datos experimentales es necesario hacer la transformacio´n que hemos mencionado en
la seccio´n anterior, para pasar de las poblaciones en la 1A′ y 1A′′ a las poblaciones de
las dos componentes de los dobletes-Λ (Π(A′) y Π(A′′)).
Como puede observarse en la figura 10.13, las distribuciones rotacionales teo´ricas en
ambos componentes del doblete-Λ son casi ide´nticas a las distribuciones para las super-
ficies 1A′ y 1A′′, presentadas en la figura 10.12. Esto se debe a que las trayectorias que
sufren quenching electro´nico nacen fuertemente polarizadas, de modo que el plano de
rotacio´n es casi coincidente con el plano del tria´tomo. Las trayectorias que no sufren
quenching electro´nico no presentan una polarizacio´n determinada y el promedio de los
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Figura 10.12
Distribucio´n de estados rotacionales en las superficies 1A′ y 1A′′, para las colisiones Kr + OH (A 2Σ+, N = 0, 2),
obtenidas por los me´todos TSH de dos y tres estados electro´nicos (paneles superiores e inferiores respectivamente), a
la energ´ıa de colisio´n de Ecol = 0.039 eV
a´ngulos que forman los planos de rotacio´n y triato´micos es pra´cticamente cero. Esto nos
indica que la polarizacio´n de las trayectorias que sufren quenching produce durante la
transicio´n electro´nica.
Cuando compramos las distribuciones teo´ricas con las experimentales observamos co´-
mo estas u´ltimas, en el caso de la componente Π(A′) del doblete-Λ, son ma´s fr´ıas. En los
datos experimentales tambie´n es posible de observar una bimodalidad y una fuerte ca´ıda
de la seccio´n para valores de aproximadamente N ′ = 25. La comparacio´n de las pobla-
ciones de la componente Π(A′′) del doblete-Λ indica que, si bien el modelo TSH de tres
estados es capaz de dar cuenta del mecanismo de poblacio´n de este estado, infravalora
la contribucio´n de la componente antisime´trica respecto de la componente sime´trica.
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Figura 10.13
Secciones de quenching electro´nico para las colisiones Kr + OH (A 2Σ+, N = 0), resueltas en estados rotacionales
finales y componentes doblete-Λ del estado electro´nico fundamental OH(X2Π). Los resultados teo´ricos corresponden a
los ca´lculos TSH de tres estados electro´nicos, a la energ´ıa de colisio´n de Ecol = 0.039 eV. Los resultados experimentales
(tria´ngulos verdes), corresponden con los experimentos de Lehman et al. [12] a la energ´ıa de colisio´n de 0.025 eV.
10.4. Transferencia de energ´ıa rotacional y depolarizacio´n
mediante colisiones
En la seccio´n anterior acabamos de ver co´mo el quenching electro´nico esta´ lejos de
ser despreciable en las colisiones entre los a´tomos de Kr y las mole´culas excitadas de
OH(A), al menos para los estados rotacionales ma´s bajos. Hemos descrito adema´s co´mo
el quenching electro´nico tiene lugar preferentemente en las cercan´ıas de la interseccio´n
co´nica. La interseccio´n co´nica se encuentra en el pozo del ox´ıgeno (Kr – OH)
que, a su vez, es tambie´n la zona ma´s anisotro´pica del potencial. Por este
motivo cabe esperar que el quenching electro´nico compita con los procesos
de transferencia de energ´ıa rotacional y depolarizacio´n del momento angular
rotacional.
As´ı, en la presente seccio´n vamos a aplicar las herramientas teo´ricas presentadas en
el cap´ıtulo 7.4 al estudio de la depolarizacio´n del momento angular rotacional de un
conjunto de mole´culas de OH en el estado excitado OH(A), que inicialmente tienen
polarizado el momento angular rotacional, mediante colisiones con a´tomos de Kr. Utili-
zaremos tanto ca´lculos cua´nticos adiaba´ticos (QM) sobre la PES diaba´tica excitada ΣA′
RCCSD(T), como ca´lculos cuasicla´sicos en adiaba´ticos en la superficie ΣA′ RCCSD(T) y
ca´lculos no adiaba´ticos surface hopping sobre las superficies adiaba´ticas acopladas 1A′ y
2A′ MRCI. Todos ellos sera´n comparados con los resultados experimentales de Chadwick
y colaboradores [13].
En los ca´lculos TSH so´lo consideraremos el acoplamiento electrosta´tico entre las su-
perficies adiaba´ticas 1A′ y 2A′. De este modo podremos comprender mejor los efectos
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dina´micos y la competencia entre ambos procesos (quenching y depolarizacio´n).
Los resultados experimentales, obtenidos por Chadwick et al. fueron obtenidos me-
diante la te´cnica de Zeeman quantum beat spectroscopy. Una descripcio´n detallada de
esta te´cnica se expone en las referencias [13, 123–125]. Fundamentalmente esta te´cnica
consiste en obtener los radicales OH mediante fotodisociacio´n de mole´culas de H2O2. A
trave´s de de la transicio´n A2Σ+ ← X2Π, es posible excitar la mole´cula de OH al estado
OH(A,v = 0), obteniendo selectivamente los estados spin-rotacionales f1(j = N +1/2) y
f2(j = N − 1/2), con una polarizacio´n determinada (la del laser). Los a´tomos de Kr pa-
san a la ca´mara de reaccio´n, de modo que las colisiones se producen con una distribucio´n
de energ´ıas de colisio´n te´rmicas a 300 K te´rmica (〈Ecol〉 = 0.039 eV). Despue´s se detecta
la fluorescencia esponta´nea de las mole´culas de OH en el estado excitado. Mediante esta
te´cnica es posible detectar tanto la intensidad total, como la intensidad correspondiente
a los procesos ela´sticos. Por diferencia entre ambas es posible estimar las propiedades de
los procesos inela´sticos, sin resolver en estados finales.
10.4.1. Transferencia de energ´ıa rotacional (RET)
Una de las magnitudes esenciales a la hora de conocer los mecanismos de transferen-
cia de energ´ıa en los canales inela´sticos es la seccio´n eficaz de transferencia de energ´ıa
rotacional (rotational energy transfer, RET). En la figura 10.14 presentamos la compa-
racio´n de los ca´lculos teo´ricos en capa abierta (QCT, TSH y QM) a la energ´ıa fija de
colisio´n Ecol = 0.039 eV, con las medidas experimentales de Chadwick et al. a energ´ıa
te´rmica (〈Ecol〉 = 0.039 eV) [13], obtenidas para ambos niveles spin-rotacionales, f1 y
f2. Los resultados QM corresponden a ca´lculos en capa abierta sobre una u´nica PES, la
RCCSD(T), al igual que los resultados QCT. Los ca´lculos TSH tienen en cuenta u´nica-
mente las transiciones electro´nicas entre los estados adiaba´ticos de igual simetr´ıas, 1A′ y
2A′ en la PES MRCISD+Q. Para ambos ca´lculos cuasicla´sicos se han obtenido las sec-
ciones en capa abierta siguiendo el formalismo de las funciones de opacidad tensoriales.
Los resultados muestran un excelente acuerdo entre teor´ıa y experimentos para ambos
estados spin-rotacionales. Para niveles rotacionales por encima de N = 4, los resultados
de los tres grupos de datos teo´ricos son casi ide´nticos, y coincidentes con los experimen-
tales. Sin embargo para los estados rotacionales iniciales ma´s bajos, los experimentos
muestran una seccio´n inferior que los ca´lculos teo´ricos adiaba´ticos. Por el contrario, los
ca´lculos cla´sicos no-adiaba´ticos TSH muestran exactamente la misma tendencia que los
experimentos. Esto nos esta´ indicando que el quenching electro´nico, desde el nivel excita-
do OH(A) a los niveles electro´nicos inferiores, compite con los procesos de transferencia
de energ´ıa rotacional en los niveles rotacionales ma´s bajos de reactivos.
Como se ha expuesto en la seccio´n 10.3, las transiciones no-adiaba´ticas tienen lugar
principalmente en las proximidades de fondo del pozo del ox´ıgeno (Kr – OH), en la
superficie 2A′. Esta zona es, junto con el pozo del hidro´geno (Kr – HO), la parte ma´s
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Figura 10.14
Comparacio´n de las secciones eficaces de transferencia de energ´ıa rotacional (RET) experimentales, a energ´ıa te´rmica,
(cuadrados rojos) y RET teo´ricas en capa abierta (os), a la energ´ıa de colisio´n de Ecol = 39 meV en funcio´n del nu´mero
cua´ntico rotacional inicial, N para el sistema en el estado electro´nico inicial Kr + OH(A 2Σ+
A′
). Columna izquierda:
ca´lculos QCT adiaba´ticos (tria´ngulos verdes). Columna central: ca´lculos adiaba´ticos QM (c´ırculos negros). Columna
derecho: ca´lculos no adiaba´ticos TSH (c´ırculos abiertos azules). La fila superior corresponde con los resultados del nivel
spin-rotacional f1 = N + 1/2; la fila inferior corresponde con los niveles spin-rotacionales f2 = N − 1/2.
anisotro´pica del potencial; por lo tanto, sera´ la zona donde mayor transferencia de energ´ıa
rotacional se produzca. Por ello es lo´gico pensar que cuando el sistema sondea este a´rea
del potencial se produzca una competencia entre el intercambio de energ´ıa electro´nica y
rotacional.
Cuando comparamos las secciones eficaces de transferencia de energ´ıa rotacional (RET)
con las secciones de quenching observamos co´mo la transferencia de energ´ıa electro´ni-
ca esta´ desfavorecida respecto de la transferencia de energ´ıa rotacional. De hecho, para
valores medios-altos del nu´mero cua´ntico rotacional inicial, el quenching electro´nico es
despreciable, mientras que las secciones RET au´n tienen valores elevados.
En la figura 10.15 se presentan la comparacio´n de las secciones eficaces diferenciales
totales, multiplicadas por el sin θ, para las colisiones inela´sticas Kr + OH(A 2Σ+A′ , N
= 0,2,4), obtenidas por los me´todos QCT y TSH para dos estados electro´nicos, ambos
en capa cerrada, a la energ´ıa de colisio´n de Ecol = 0.39 eV, sobre la PES MRCI. Las
distribuciones angulares asociadas a los canales inela´sticos para este sistema esta´n muy
desplazadas hacia a´ngulos forward. Por otro lado la forma de las DCS descarta que el
tiempo de permanencia en el pozo sea superior al periodo rotacional del complejo.
Obse´rvese co´mo la inclusio´n de los efectos no adiaba´ticos produce una reduccio´n con-
siderable de la seccio´n RET, especialmente en la zona forward. Puesto que el quenching
electro´nico ocurre principalmente en las proximidades del fondo del pozo del ox´ıgeno
(configuracio´n Kr + OH), cabra´ tambie´n pensar que e´sta sera´ la zona donde la transfe-
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Figura 10.15
Secciones eficaces diferenciales, multiplicadas por sin θ, para las colisiones inela´sticas Kr + OH(A 2Σ+
A′
, N = 0,2,4)
→ Kr + OH(A 2Σ+
A′
), sin resolver en estados rotacionales finales, obtenidas mediante los me´todos QCT y TSH en dos
estados electro´nicos (1A′ y 2A′). Ambos ca´lculos han sido llevados a cabo sobre la superficie MRCI y en capa cerrada
rencia de energ´ıa entre los distintos grados de libertad sea ma´s efectiva.
Con el fin de establecer la extensio´n de la competencia entre el quenching electro´nico y
la transferencia de energ´ıa rotacional, se han calculado las funciones de opacidad totales
para ambos procesos. En la figura 10.16 se presenta la probabilidad de reaccio´n en
funcio´n del para´metro de impacto para el quenching electro´nico y los canales inela´sticos,
obtenidos mediante ca´lculos cla´sicos en capa cerrada, para los estados iniciales N = 0, 2 y
4. Las funciones de opacidad para el quenching electro´nico (l´ınea azul) ha sido obtenidas
con el me´todo TSH para dos estados electro´nicos (1A′ y 2A′). Las P (b) para los procesos
de transferencia de energ´ıa rotacional han sido calculadas tanto con el me´todo QCT
sobre la superficie 2A′ MRCI (l´ınea negra), como con el me´todo TSH con los estados 1A′
y 2A′ de la PES MRCI (l´ınea negra). Obse´rvese co´mo el quenching electro´nico presenta
aproximadamente la misma extensio´n en para´metros de impacto que los procesos de
transferencia de energ´ıa rotacional, si bien el valor del para´metro de impacto ma´ximo
para el quenching electro´nico retrocede ma´s ra´pidamente con la excitacio´n rotacional de
los reactivos.
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Figura 10.16
Comparacio´n de las funciones de opacidad totales para los procesos de transferencia de energ´ıa rotacional (colisiones
inela´sticas), obtenidas por los me´todos QCT y TSH en dos estados (1A′ y 2A′), con las funciones de opacidad de los
procesos de quenching electro´nico 2A′ → 1A′, para los estados rotacionales iniciales N = 0, 2 y 4.
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En el estado rotacionalN = 0 la probabilidad de reaccio´n para el quenching electro´nico
es casi la misma que la probabilidad del scattering inela´stico. Es decir, el quenching
electro´nico es tan efectivo como la transferencia de energ´ıa rotacional. Con la excitacio´n
rotacional de reactivos, el quenching electro´nico queda fuertemente limitado.
Cuando comparamos la probabilidad de reaccio´n para las colisiones inela´sticas, para
el estado N = 0, obtenidas por los me´todos QCT y TSH, podemos observar co´mo la
inclusio´n del quenching electro´nico reduce la probabilidad de los procesos de scattering
inela´stico, si bien dicha reduccio´n no es tan grande como la probabilidad de quenching
electro´nico. Al aumentar la excitacio´n rotacional de los reactivos, la reduccio´n en la fun-
cio´n de opacidad para la transferencia de energ´ıa rotacional debido a la consideracio´n del
quenching electro´nico, es mucho ma´s parecida a la extensio´n del quenching electro´nico.
Por u´tlimo hacemos notar que con el aumento de la excitacio´n rotacional de los reac-
tivos, se produce una reduccio´n considerable del quenching electro´nico, mientras que la
probabilidad de los procesos de transferencia de energ´ıa rotacional aumenta. Las seccio-
nes eficaces RET (figura 10.14) indican que este aumento no es constante sino que, a
partir de N = 4–5, la probabilidad cae gradualmente.
10.4.2. Depolarizacio´n Total
En las figuras 10.17 y 10.18 se presentan la secciones eficaces totales (ela´sticas +
inela´sticas) de desorientacio´n y desalineamiento, respectivamente, en funcio´n de el estado
rotacional inicial, para ambos estados spin-rotacionales, bajo condiciones te´rmicas. En
ellas se comparan los resultados experimentales con los ca´lculos QCT adiaba´ticos en la
PES 2A′ (paneles izquierdos), ca´lculos QM adiaba´ticos sobre la superficie 2A′ (paneles
centrales) y, finalmente, con los resultados TSH multisuperficie (paneles derechos).
Claramente, todos los modelos teo´ricos fallan a la hora de captar las tendencias ex-
perimentales, tanto en la desorientacio´n como en el desalineamiento total. Esto es algo
sorprendente, dado el excelente acuerdo de las secciones eficaces de transferencia de
energ´ıa rotacional (RET) teo´ricas y experimentales.
Los resultados procedentes de los ca´lculos QCT y QM (ambos sobre la superficie dia-
ba´tica ΣA′ del ca´lculo RCCSD(T)) son muy parecidos entre s´ı, tanto en la desorientacio´n
como en el desalineamiento de los niveles f1 y f2 de cada estado. Los ca´lculos TSH so-
bre las superficies acopladas MRCI predicen valores algo menores de las secciones de
desorientacio´n y desalineamiento para los estados rotacionales ma´s bajos. Esto, esta´ en
acuerdo con los valores del quenching electro´nico presentados en la seccio´n 10.3. Sin
embargo, es evidente que la consideracio´n del quenching electro´nico desde la superficie
2A′ hasta la superficie 1A′ no es suficiente para explicar ni la magnitud ni la tendencia
de los datos experimentales.
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Figura 10.17
Comparacio´n de las secciones eficaces totales (ela´sticas + inela´sticas) de desorientacio´n, experimentales a energ´ıa
te´rmica (cuadrados rojos) y teo´ricas en capa abierta (os) a la energ´ıa de colisio´n de Ecol = 39 meV, en funcio´n del
nu´mero cua´ntico rotacional inicial, N , para el sistema en el estado electro´nico inicial Kr + OH(A 2Σ+
A′
). Columna
izquierda: ca´lculos QCT adiaba´ticos (tria´ngulos verdes). Columna central: ca´lculos adiaba´ticos QM (c´ırculos negros).
Columna derecho: ca´lculos no adiaba´ticos TSH (c´ırculos abiertos azules). La fila superior corresponde con los resultados
del nivel spin-rotacional f1 = N + 1/2; la fila inferior corresponde con los niveles spin-rotacionales f2 = N − 1/2.
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Figura 10.18
Comparacio´n de las secciones eficaces totales (ela´sticas + inela´sticas) de desalineamiento experimentales a energ´ıa
te´rmica (cuadrados rojos) y teo´ricas en capa abierta (os) a la energ´ıa de colisio´n de Ecol = 39 meV, en funcio´n del
nu´mero cua´ntico rotacional inicial, N , para el sistema en el estado electro´nico inicial Kr + OH(A 2Σ+
A′
). Columna
izquierda: ca´lculos QCT adiaba´ticos (tria´ngulos verdes). Columna central: ca´lculos adiba´ticos QM (c´ırculos negros).
Columna derecho: ca´lculos no adiaba´ticos TSH (c´ırculos abiertos azules). La fila superior corresponde con los resultados
del nivel spin-rotacional f1 = N + 1/2; la fila inferior corresponde con los niveles spin-rotacionales f2 = N − 1/2.
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10.4.3. Depolarizacio´n Ela´stica
A continuacio´n presentamos las secciones ela´sticas de depolarizacio´n para las colisiones
Kr + OH(A 2Σ+A′) bajo condiciones te´rmicas. En las figuras 10.19 y 10.20 se comparan
las secciones eficaces de desorientacio´n y desalineamiento, respectivamente, en funcio´n
del estado rotacional inicial N , para los datos experimentales, QCT, TSH y QM. Ambas
figuras contienen los datos de ambos niveles spin-rotacionales, f1 y f2.
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Figura 10.19
Comparacio´n de las secciones eficaces de desorientacio´n, para colisiones ela´sticas, experimentales a energ´ıa te´rmica
(cuadrados rojos) y teo´ricas en capa abierta (os) a la energ´ıa de colisio´n de Ecol = 39 meV, en funcio´n del nu´mero
cua´ntico rotacional inicial, N , para el sistema en el estado electro´nico inicial Kr + OH(A 2Σ+
A′
). Columna izquierda:
ca´lculos QCT adiaba´ticos (tria´ngulos verdes). Columna central: ca´lculos adiaba´ticos QM (c´ırculos negros). Columna
derecho: ca´lculos no adiaba´ticos TSH (c´ırculos abiertos azules). La fila superior corresponde con los resultados del nivel
spin-rotacional f1 = N + 1/2; la fila inferior corresponde con los niveles spin-rotacionales f2 = N − 1/2.
Tanto las secciones de desorientacio´n como las de desalineamiento teo´ricas muestran
una tendencia a crecer con el nu´mero cua´ntico rotacional N , estabiliza´ndose a partir
de, aproximadamente, N=10. Los resultados teo´ricos esta´n en muy buen acuerdo con
los experimentales, quedando todos los puntos teo´ricos dentro del rango de error de los
experimentales. La eficiencia de la depolarizacio´n ela´stica para este sistema es refleja el
hecho de que, au´n cuando la rotacio´n impida que el a´tomo de Kr se aproxime
lo suficiente al dia´tomo, la anisotrop´ıa del potencial es suficiente como para
desorientar y desalinear el momento angular rotacional, au´n cuando e´ste no
cambie su mo´dulo.
Las secciones obtenidas por los distintos me´todos teo´ricos arrojan resultados muy
similares: casi no existen diferencias entre los me´todos adiaba´ticos y no adiaba´ticos.
Esto nos indica que, como cabr´ıa esperar, el quenching electro´nico no compite con la
depolarizacio´n ela´stica en las colisiones no reactivas para el sistema Kr + OH, salvo para
242 10. Sistema Kr+OH(A 2Σ+)
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Figura 10.20
Comparacio´n de las secciones eficaces de desalineamiento, para colisiones ela´sticas, experimentales a energ´ıa te´rmica
(cuadrados rojos) y teo´ricas en capa abierta (os) a la energ´ıa de colisio´n de Ecol = 39 meV, en funcio´n del nu´mero
cua´ntico rotacional inicial, N , para el sistema en el estado electro´nico inicial Kr + OH(A 2Σ+
A′
). Columna izquierda:
ca´lculos QCT adiaba´ticos (tria´ngulos verdes). Columna central: ca´lculos adiba´ticos QM (c´ırculos negros). Columna
derecho: ca´lculos no adiaba´ticos TSH (c´ırculos abiertos azules). La fila superior corresponde con los resultados del nivel
spin-rotacional f1 = N + 1/2; la fila inferior corresponde con los niveles spin-rotacionales f2 = N − 1/2.
los niveles rotacionales ma´s bajos. Esto, por otro lado, confirma que las trayectorias que
depolarizan el momento angular rotacional sin cambiar su magnitud, no sondean el pozo
del ox´ıgeno, (configuracio´n Kr – OH).
Otro punto interesante es el hecho de que el valor experimental de la seccio´n eficaz
de desorientacio´n ela´stica, σ(1) para el nivel f1 de N = 0 es cero, dentro del error
experimental. La u´nicas contribuciones al momento angular molecular para este estado
son los spines nucleares y electro´nicos. Puesto que la direccio´n del spin no puede ser
fa´cilmente alterada en una colisio´n, un valor de σ(1) ≈ 0 significa que la direccio´n del
spin tampoco ha variado. Esto confirma que tanto el spin nuclear como el electro´nico
pueden ser tratados como expectadores en el estudio de la dina´mica inela´stica.
10.4.4. Depolarizacio´n Inela´stica
En las figuras 10.21 y 10.22 se presentan la comparacio´n de las secciones eficaces
inela´sticas de desorientacio´n y desalineamiento respectivamente, experimentales, QM,
QCT, TSH, en funcio´n del estado rotacional de reactivos. Los resultados experimentales
de Chadwick y colaboradores no corresponden con medidas directas de la seccio´n eficaz
inela´sticas, sino que son determinados substrayendo la seccio´n eficaz ela´stica de la seccio´n
eficaz total [13] obtenidas a una distribucio´n de energ´ıas correspondiente a 300 K.
Como cabr´ıa esperar de los datos anteriores, existe un cierto desacuerdo entre los
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Figura 10.21
Comparacio´n de las secciones eficaces inela´stica de desorientacio´n, experimentales a energ´ıa te´rmica (cuadrados rojos)
y teo´ricas en capa abierta (os) a la energ´ıa de colisio´n de Ecol = 39 meV, en funcio´n del nu´mero cua´ntico rotacional
inicial, N , para el sistema en el estado electro´nico inicial Kr + OH(A 2Σ+
A′
). Columna izquierda: ca´lculos QCT
adiaba´ticos (tria´ngulos verdes). Columna central: ca´lculos adiaba´ticos QM (c´ırculos negros). Columna derecho: ca´lculos
no adiaba´ticos TSH (c´ırculos abiertos azules). La fila superior corresponde con los resultados del nivel spin-rotacional
f1 = N + 1/2; la fila inferior corresponde con los niveles spin-rotacionales f2 = N − 1/2.
resultados experimentales y los teo´ricos. Los valores de las secciones eficaces de depo-
larizacio´n inela´stica son, por lo general, ma´s pequen˜as que aquellas proporcionadas por
los datos teo´ricos.
Las discrepancias ma´s grandes entre ambos grupos de resultados tienen lugar en valores
pequen˜os de N , para los cuales el sistema experimentara´ la marcada anisotriop´ıa de la
PES. Por el contrario, una rotacio´n elevada del dia´tomo hara´ que las zonas del potencial
que explora el sistema sean las menos anisotro´picas. Esto implica que la forma concreta
del potencial en las regiones ma´s anisotro´picas sera´ decisiva en los valores que obtengamos
para la desorientacio´n y el desalineamiento para los valores ma´s bajos de N . Cualquier
desviacio´n del potencial en la zona del pozo o´ la omisio´n del quenching electro´nico hara´
que las diferencias con los datos experimentales se magnifiquen con baja rotacio´n del
dia´tomo.
Los resultados QM y QCT predicen valores muy parecidos entre s´ı. Sin embargo los
valores de las secciones eficaces de desorientacio´n y desalienamiento dados por el me´todo
TSH son algo menores para los niveles rotacionales ma´s bajos, mientras que para valores
altos de N las secciones convergen con los otros me´todos. Las diferencias entre ellos se
debera´n, principalmente, a la consideracio´n del quenching electro´nico. Sin embargo, hay
un segundo factor a tener en cuenta: los ca´lculos TSH esta´n hechos sobre la superficie
adiaba´tica 2A′, mientras que los ca´lculos QM y QCT se han llevado a cabo sobre la
244 10. Sistema Kr+OH(A 2Σ+)
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Figura 10.22
Comparacio´n de las secciones eficaces de desalineamiento, para colisiones inela´sticas, experimentales a energ´ıa te´rmica
(cuadados rojos) y teo´ricas en capa abierta (os) a la energ´ıa de colisio´n de Ecol = 39 meV, en funcio´n del nu´mero
cua´ntico rotacional inicial, N , para el sistema en el estado electro´nico inicial Kr + OH(A 2Σ+
A′
). Columna izquierda:
ca´lculos QCT adiaba´ticos (tria´ngulos verdes). Columna central: ca´lculos adiaba´ticos QM (c´ırculos negros). Columna
derecho: ca´lculos no adiaba´ticos TSH (c´ırculos abiertos azules). La fila superior corresponde con los resultados del nivel
spin-rotacional f1 = N + 1/2; la fila inferior corresponde con los niveles spin-rotacionales f2 = N − 1/2.
superficie diaba´tica Σ+A′ . Recordamos que el pozo en la configuracio´n Kr – OH es ma´s
profundo en el caso de la superficie diaba´tica Σ+A′ que el caso de la 2A
′. Adema´s, la
superficie 2A′ se vuelve repulsiva a distancias mayores que la superficie Σ+A′ (ver figura
10.1). Es decir, que la superficie diaba´tica es ma´s anisotro´pica que la adiaba´tica. Esto
tambie´n contribuira´ posiblemente a una depolarizacio´n excesivamente alta de los ca´lculos
QCT y QM.
Funciones de opacidad
De la descomposicio´n de la depolarizacio´n total en la depolarizacio´n ela´stica y la
depolarizacio´n inela´stica, llevada a cabo en los apartados anteriores, emerge la idea de que
los procesos de depolarizacio´n ela´stica y quenching electro´nico no esta´n significativamente
interconectados entre s´ı. Esto nos lleva a pensar que es probable que las condiciones
iniciales que dan lugar a ambos procesos deben estar bien diferenciadas. Por este motivo,
vamos a analizar las funciones de opacidad obtenidas por el me´todo TSH (para 2 estados
electro´nicos) para los procesos inela´sticos, de quenching electro´nico y depolarizacio´n
ela´stica. Cla´sicamente la funcio´n de opacidad para los procesos ela´sticos no es convergente
(a diferencia de lo que ocurre cua´nticamente), por ello, en lugar de la funcio´n P (b) vamos
a utilizar la funcio´n de opacidad relacionada con el desalineamiento del momento angular
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Figura 10.23
Funciones de opacidad en capa cerrada, P (b) y P 2(b), obtenidas por el me´todo TSH de dos estados (1A′ y 2A′), para las
colisiones Kr + OH(A 2Σ+), para los estados rotacionales iniciales N = 2, 4 y 8, a la energ´ıa de colisio´n de Ecol =39
meV. La l´ınea azul continua corresponde con la probabilidad de quenching electro´nico. La l´ınea roja discontinua es
la probabilidad de los procesos de transferencia de energ´ıa rotacional. La l´ınea negra punteada corresponde con la
probabilidad del desalineamiento ela´stico.
rotacional, P (2)(b)
P (2)(b) = P (b)
[
1− a(2)NN ′(b)
]
(10.2)
En la figura 10.23 se presentan las funciones de opacidad P (b) para los procesos de
quenching electro´nico y transferencia de energ´ıa rotacional, junto con la funcio´n P 2(b)
para el desalineamiento ela´stico, obtenidas todas ellas mediante el me´todo TSH de dos
estados en capa cerrada, sobre la superficie MRCI, para las colisiones Kr + OH(A 2Σ+)
en los estados rotacionales iniciales N = 2, 4 y 8. No´tese co´mo el rango de para´metros
de impactos necesarios para converger la seccio´n de quenching electro´nico, en todos
los casos, es similar a aquella necesaria para converger los procesos de transferencia de
energ´ıa rotacional (procesos inela´sticos). Esto apoya la idea de que la zona del potencial
que sondea el sistema cuando lleva a cabo estos procesos debe ser aproximadamente la
misma. Por otro lado, la depolarizacio´n ela´stica se extiende hasta valores mayores del
para´metro de impacto, lo que parece indicar que no existe una competencia efectiva
entre este proceso y el quenching electro´nico y que, probablemente, ambos procesos
tengan lugar en distintas zonas del potencial.
Efecto de la aproximacio´n de rotor r´ıgido
Como hemos visto, la inclusio´n del quenching electro´nico entre los estados 1A′ y 2A′,
si bien mejora el acuerdo entre los resultados teo´ricos y los experimentos, no proporciona
unos resultados satisfactorios. Probablemente, el origen de la discrepancias entre teor´ıa
y experimentos resida en la utilizacio´n de la aproximacio´n del rotor r´ıgido.
Esta aproximacio´n ha proporcionado buenos resultados en estudios anteriores, en sis-
temas como NO(A) + Ar/He y OH(A) + Ar [124, 125, 174, 175, 186]. En el caso de
colisiones en las que esta´n involucradas mole´culas de NO y gases nobles, el uso de esta
aproximacio´n esta´ queda justificado por dos hechos: la elevada velocidad de vibracio´n
junto con la poca profundidad de los pozos (<0.01 eV). Estas dos caracter´ısticas hacen
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que el estado vibracional del dia´tomo casi no se va afectado durante la colisio´n. En el
caso del sistema Ar + OH(A), el pozo tiene una profundidad de aproximadamente 0.2
eV. En este caso la aproximacio´n de rotor r´ıgido au´n parece funcionar. Sin embargo, en
el sistema Kr + OH(A), la profundidad del pozo es de aproximadamente 0.75 eV. Por
lo tanto es muy probable que cuando el a´tomo de Kr muestree las zonas ma´s atractivas
del pozo, s´ı sea capaz de modificar significativamente el estado vibracional del dia´tomo,
de modo que la aproximacio´n de rotor r´ıgido ya no sea va´lida.
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En este cap´ıtulo se ha llevado el estudio de la dina´mica no reactiva de las colisiones Kr
+ OH(A 2Σ+) a una energ´ıa de colisio´n correspondiente a una distribucio´n de velocida-
des a 300 K, mediante el uso de me´todos QM, QCT y TSH (incluyendo el acoplamiento
entre superficies de igual y distinta simetr´ıa). Por un lado se ha analizado la dina´mica
en el estado excitado OH(A), en te´rminos de transferencia de energ´ıa rotacional y de-
polarizacio´n del momento angular rotacional. En el caso de los ca´lculos QCT y TSH en
el estado excitado se ha aplicado el formalismo de las funciones de opacidad tensoriales,
lo que permite tratar el sistema en capa abierta bajo la consideracio´n del spin como un
espectador de la reaccio´n. Por otro lado, se han estudiado los efectos no adiaba´ticos en
este sistema mediante el uso del me´todo Trajectory Surface Hopping, analizando tan-
to las secciones de quenching totales como las poblaciones resultantes de la relajacio´n
electro´nica. Todos las predicciones teo´ricas han sido comparadas con los resultados ex-
perimentales de Chadwick et al. (transferencia de energ´ıa rotacional, depolarizacio´n del
momento angular rotacional y quenching electro´nico) y Lehman et al. (distribuciones
rotacionales del quenching electro´nico).
Los puntos ma´s destacados de este estudio son:
La interaccio´n electro´nica en el estado excitado es atractiva y fuertemente anisotro´-
pica. De hecho, presenta dos mı´nimos en el potencial, para ambas configuraciones
colineales. El pozo ma´s profundo es el del ox´ıgeno, situado en la configuracio´n
Kr – OH. Por el contrario, la interaccio´n en el estado electro´nico fundamental es
fuertemente repulsiva (figura 10.2).
El estado electro´nico fundamental se desdobla por la interaccio´n con el Kr en
dos componentes: 1A′ y 1A′′. El estado fundamental de simetr´ıa 1A′ y el primer
excitado (2A′) esta´n acoplados entre s´ı electrosta´ticamente, presentan un cruce
evitado en las proximidades del pozo del ox´ıgeno. La inclusio´n de los acoplamientos
roto-electro´nicos permite considerar el acoplamiento de la superficie de simetr´ıa A′′
con las de simetr´ıa A′.
El quenching electro´nico cae ra´pidamente con la excitacio´n rotacional de los reac-
tivos, debido a que la interseccio´n co´nica se localiza en la zona ma´s anisotro´pica
del potencial, la cual se promedia con la rotacio´n del dia´tomo. Cuando conside-
ramos u´nicamente los acoplamientos electrosta´ticos, el me´todo TSH infravalora
la seccio´n de quenching total. La inclusio´n del estado 1A′′ y los acoplamientos
roto-electro´nicos proporciona resultados en excelente acuerdo con los datos expe-
rimentales (figuras 10.7 y 10.10).
Los productos del quenching electro´nico, en el estado OH(X Π) nacen vibracio-
nalmente fr´ıos y con una elevada excitacio´n rotacional, favorecida por el cara´cter
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repulsivo de los estados Π en las inmediaciones de la interseccio´n co´nica. Los ca´lcu-
los TSH completos (incluyendo la superficie 1A′′) predicen una ligera preferencia
del sistema por la componente Π(A′) del doblete-Λ frente a la componente Π(A′′).
Sin embargo, los resultados experimentales indican que el sistema puebla por igual
ambos estados (figuras 10.13).
Las secciones de transferencia de energ´ıa rotacional (RET) en la dina´mica del es-
tado excitado son elevadas, reflejando el cara´cter anisotro´pico del potencial. La
excitacio´n rotacional de los reactivos reduce la capacidad del sistema para trans-
ferir energ´ıa rotacional. Las secciones RET obtenidas por los me´todos QCT y QM
esta´n en excelente acuerdo entre s´ı, pero sobrestiman las secciones para los estados
rotacionales ma´s bajos. La consideracio´n de los efectos no adiaba´ticos mediante el
me´todo TSH corrige este defecto, proporcionando valores en buen acuerdo con los
datos experimentales (figura 10.14).
Los resultados anteriores indican que el quenching electro´nico interfiere con los
mecanismos de transferencia de energ´ıa rotacional y depolarizacio´n del momento
angular. Esto se debe a que la zona del potencial donde se produce el quenching
electro´nico es a su vez la zona ma´s anisotro´pica.
El acuerdo entre teor´ıa y experimentos para la desorientacio´n y el desalineamiento
ela´stico de j, es satisfactorio. La adicio´n de los efectos no adiaba´ticos no conduce
a una mejora considerable de las predicciones. Esto nos indica que la zona del
potencial donde tienen lugar los procesos de depolarizacio´n ela´stica no son las
mismas que las zonas donde se produce la transferencia de energ´ıa electro´nica
(figuras 10.19 y 10.20).
Cuando comparamos los resultados para la depolarizacio´n total, vemos co´mo los
tres modelos teo´ricos fallan a la hora de captar la tendencia en la orientacio´n y en el
desalineamiento, sobreestimando la magnitud de estos procesos. El origen de estas
diferencias se encuentran en los procesos de depolarizacio´n inela´stica, asociados a
su vez a la transferencia de energ´ıa rotacional (figuras 10.17 y 10.18).
De modo general, la consideracio´n de los efectos no adiaba´ticos mediante el me´todo
TSH mejor ligeramente los resultados depolarizacio´n inela´stica, comparados con
los experimentales. Sin embargo las predicciones siguen sin ser satisfactorias para
estos procesos. Es muy probable que, aunque la aproximacio´n de rotor r´ıgido sea
suficiente para explicar el mecanismo de transferencia de energ´ıa rotacional de los
canales inela´sticos, no permita dar una visio´n adecuada de la dina´mica del sistema
en las condiciones estudiadas.
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11.1. Introduction
Molecular Reaction Dynamics is a fundamental field of Chemistry that has undergone
many great developments in the last fifty years. It includes a wide range of research fields,
both experimental and theoretical. All of them are focused on the understanding of the
mechanisms governing molecular rearrangement processes on the microscopic scale [1].
Traditionally, Chemical Reaction Dynamics has focused on gas phase processes, since
it is possible to isolate the effects of the forces governing the chemical events from
interactions with the environment. In this state of matter, we can think about a chemical
reaction as a collision in which the involved systems change their chemical identity. When
the collisions occur under controlled conditions it is possible to observe some observables,
as a “fingerprint” [2]: kinetic energy distributions, internal state populations, angular
distributions of the products, rotational angular momentum polarisation, etc. All these
properties can, in principle, be measured experimentally.
The characteristic distributions are a demonstration of the internal processes governing
a given chemical event, i.e., the reaction mechanism. The information about the mecha-
nism does not always appear in measurable observableis. Hence, theoretical methods are
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usually required, not only to simulate experimental features, but also to understand all
the processes that are happening during a collision.
11.2. Goals
The main goals on this work are as follows:
Description of the physics of elementary reactive and inelastic processes, in terms
of Scattering Theory.
Overview of the computational methods, both quantum (QM) and quasiclassical
(QCT), used in the study of the reactive and inellastic scattering, in single potential
energy surface collisions.
Developement of a code based on the trajectory surface hopping algorithm (TSH),
to study non-adiabatic processes, including both electrostatic and roto-electronic
couplings.
Use of the analysis of the rotational angular momentum polarisation as a basic
tool in the description of the dynamics of molecular collisions. We will focus on the
stereodynamical requirements for the reagents, the effect of a given set of initial
conditions, and the rotational angular momentum polarization resulting from a
collision.
Description of the mathematical methods used to study the dynamics of collisions
involving 2Σ radicals.
Study of the reactive system H+D2 at high collision energy, far above the threshold
energy. We will try to explain the origin of some anomalous angular distributions
observed experimentally [7]. Moreover, we will provide a unified description of the
reaction mechanism based on QM and QCT calculations.
Anlysis of reaction mechanisms and stereodynamical restrictions in the reactive
dynamics of Br + H2(v = 0 − 1, j = 2) system. Description of the effect of the
initial reactant conditions, including a given polarisation of the rotational angular
momentum, over the reactivity.
Study of the adiabatic and non-adiabatic dynamics (electronic quenching) in the
collisions between Kr atoms and electronically excited OH(A2Σ+) molecules. Des-
cription of the energy distribution among the different degrees of freedom. Analysis
of the rotational angular momentum during collisional depolarization.
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Most of the theoretical methods used throughout this work are based on the Born-
Oppenheimer approximation (BO) [22]. This approximation allows us to split the pro-
blem of molecular dynamics into two simpler problems. The first is a purely electronic
problem, where the nuclei are considered static on the electronic timescale. This leads
to the potential energy surface concept (hereafter PES), i.e., the electronic force field
acting over the nuclei. After that we only need to solve the equations of movement for
the nuclei over the appropriate PES.
The most rigorous way of solving these equations are the coupled-channel equations[44].
In this work, all the quantum mechanical (QM) calculations have been carried out on
single BO PESs, within the time-independent formulation of the equations. For the
inelastic atom-diatom scattering studies, we have used the HIBRIDON code, developed
by Alexander et al. [6]. This code solves the coupled channel equations using the rigid-
rotor approximation and the Jacobi Coordinates. Finally it obtains the scattering matrix
in the orbital angular momentum representation. The QM calculations for the reactive
systems have been carried out using the ABC code, from Manolopoulos et al.[5]. This
code propagates the coupled-channel equations in the Delves hyper-spherical coordinates
[55], under a space-fixed frame, eventually obtaining the scattering matrix in the helicity
representation.
Quantum mechanical calculations are time-consuming, and the interpretation of the
results is not always straightforward. In addition, in the time independent formulation,
the movement of the nuclei is completely undefined. For this reason, the second family
of methods used are the quasi-classical trajectory methods (QCT) [62]. This method
solves the classical equation of movement for each nucleus, under the electronic force
field (PES) [1, 4]. Obviously, this approach cannot account for the energy quantization
in the systems. However, the reagents are prepared in such a way that the classical
action coincides with the quantum action for a given internal state. When the trajectory
reaches the product valley, the internal energy of the system is equated to quantum
internal states [71], to make the results comparable with full QM calculations.
In many molecular systems, the nuclear motion in the different electronic states is
coupled. This is what denotes a non-adiabatic process. The QCT method was meant to
study the reaction dynamics on a single BO PES. However, the use of semiclassical algo-
rithms, which calculate the transition probabilities between electronic states, provides an
effective way of extending the trajectory calculations to problems involving non-adiabtic
phenomena. The most widely used algorithm for this purpose is the Trajectory Surface
Hopping – Fewest Switches (TSH-FS) of Tully [78]. This method propagates the tra-
jectory on a single PES, at the same time as the semiclassical electronic Schrodinger
equation is propagated. The transition probability between two states is directly related
to the relative variation in the population of each state.
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The original formulation for the TSH-FS algorithm can only deal with electronic tran-
sitions involving electrostatic couplings. This is, transitions between surfaces of the same
symmetry. Throughout this thesis a new algorithm was developed, in collaboration with
the Brouard Group (University of Oxford), to include roto-electronic couplings in the
study of electronic transitions. These couplings are the so-called Renner-Teller and Co-
riolis couplings [14]. With this new algorithm we can now account for transitions between
electronic states of different symmetry.
Usually, the information of the QM or QCT calculations is described in terms of
scalar properties, as the cross sections, or products state distributions. However, the
analysis of the correlation between vectorial properties involved in the dynamics provides
a detailed picture of the process. In this work we have studied the polarisation of the
rotational angular momentum. This polarisation has been described in terms of k−j−k′
vector correlations when studying the rotational angular momentum polarization of the
reactants [120], k − k′ − j′ correlations when studying the polarization of the products
[114], and finally the k− j − j′ vector correlations [125], when looking at depolarization
processes.
11.4. Results and discussion
11.4.1. H + D2 reactive system
In the first chapter of the results, we describe quantum and classical reactive dyna-
mics of the H+D2 system, at the collision energy of Ecol = 1.97 eV, for the reactants
initial state D2(v = 0, j = 0). A close examination of the mechanism has been done to
explain the anomalous trend in the shifting of the angular distributions for the v′ = 4
manifold (shifting from forward to backward with increasing product rotation), observed
by Jankunas et. al [7, 9].
In principle, in a direct mechanism (as is supposed to be in this system), the rotational
excitation of the products takes place throughout the participation of partial waves with
high total angular momentum. Since in a direct mechanism high J partial waves correlate
with small scattering angles, and vice versa, increasing the product rotational excitation
should be accompanied by a shift to forward scattered angles. However, for the v′ = 4
the observed behaviour is exactly the opposite.
We carried out QM and QCT calculations, simulating the experimental conditions,
in an attempt to unravel the origin of this anomalous feature. The PES we used is
the one from Boothroyd et. al [149]. The QM DCSs predict just the same behaviour
obtained experimentally by Jankunas. On its part, QCT simulations also account for
the anomalous trend, though the match with the experimental results is only qualitative.
The agreement between QCT and QM results indicates that the origin of the anomalous
distributions must be fundamentally classical. This allow us to analyse the mechanism
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in terms of classical movement of the nuclei.
The analysis of the reaction probabilities (QM and QCT) for v′ = 4, as a function of
the total angular momentum, shows how the maximum of the probability moves toward
smaller J values with increasing rotational excitation. A strong reduction in the number
of partial waves contributing to the reactivity is also observed. This behaviour reveals
a change in the stereodynamical requirements for the system, as well as the presence
of a dynamical barrier. The analysis of the minimum energy path and its adiabatically
vibrational states (linear configuration) show how once the system passes through the
transition state it finds a barrier in the path to the product valley [9]. The centrifugal
barrier increases the height of this barrier, in such a way that the system is forced to
return to the reactant valley if the barrier exceeds the total energy.
The above mentioned effect can also be observed in the highest rotational states for
the lower vibrational states of products. In fact, one can find it whenever the products
recoil energy approaches zero.
Representing the classical dependence of the angular distribution on the impact para-
meter, we observe two completely different mechanisms, which were previously described
by Greaves et. al. for this system [145]. The first one corresponds to collinear geometries
of the transition state. The second mechanism involves high angle of attack transition
states. It is worth noting that both mechanisms correspond with a direct mechanism
of abstraction, where the impact parameter and the deflection angle are closely rela-
ted. The second mechanism is the dominant in the lowest vibrational states at collision
energies far from the threshold energy. However, as the recoil energy decreases, the first
mechanism (collinear collisions) prevails.
The joint effect of the disappearance of the first mechanism and the reduction of the
number of partial waves contributing to the reactivity, due to the centrifugal barrier, is
responsible for the anomalous distributions in the v′ = 4 vibrational state.
The quantum analysis of the rotational angular momentum polarization shows a con-
vergence of the value of the P(2,0) polarization parameter for the various product states,
to a value of approximately –0.5 (the nuclear axes are aligned with the k′ vector), as the
recoil energy goes to zero[8].
The breakdown of the PP(2,0) polarization parameter in the contribution of the dif-
ferent partial waves, for the final states HD(v′, j′ = 2), shows the engagement of smaller
projections of the total angular momentum with the vibrational excitation. This con-
firms, from a quantum perspective, the classical observations in the relative contribution
of the two mechanisms. This is: the system imposes strong limitations to the transition
state geometries when populating the highest rovibrational states.
11.4.2. Br + H2 Reactive System
In the second chapter we study the reactive dynamics of the Br + H2 system in the
fundamental electronic state, with particular emphasis on the stereodynamical conditions
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imposed by the PES. Moreover, we present the connection with possible experimental
measurements, in which quantum control can be carried out effectively, throughout the
polarization of the rotational angular momentum.
QM calculations have been carried out on the MB3 PES, of Takayanagi et al. [163].
This PES shows three important features:
The system presents a very endothermic profile
The minimum energy path goes through to collinear approximations, and the geo-
metry in the transition state is closer to the product geometry. This corresponds
to a late barrier situation.
The potential energy for the transition state grows quickly with increase of the
bending angle, however the position of the transition state becomes more symme-
tric.
These three points, together with the radial energy available to surmount the barrier,
will determine the final products state populations.
Comparison between QCT and QM calculations shows a system where the dynamics
can be fundamentally explained in terms of classical mechanics, and the pure quantum
effects are not relevant [10]. The excitation functions for the reactions Br + H2(v = 0-1, j
= 0) and Br + H2(v = 0-1, j = 2) grow up as the total energy increases. It is worth noting
that the threshold energy is almost independent of the initial state. However, the extent
of the cross section shows how the vibrational energy is much more effective than the
collision energy at enhancing the reactivity. Product angular distributions are scattered
fundamentally towards backward directions. The reaction probability as a function of
the total angular momentum has a mirrored symmetry with respect to the angular
distributions. All these features correspond to a direct rebound mechanism, without the
presence of strong interferences between partial waves.
In order to determine the possibility of controlling the reactivity of the system, when
the reactants are in the initial rotational state j = 2, we studied the k − j − k′ vector
correlations [11]. We analysed the intrinsic polarization parameters s
(2)
0 and s
(4)
0 , since
they are the only polarization moments involved in the control of the total cross section.
The plot of the quadrupolar moment, s
(2)
0 , as a function of the total energy, shows very
negative values at energies close to the threshold energy. As the energy gets higher, it
tends to zero. Similarly the hexadecapolar moment s
(4)
0 presents a strong polarization
at low energies, but goes to zero with the increasing energy. The behaviour of these
two polarization parameters indicates that the system imposes strong restrictions in
the vicinity of the threshold energy, limiting the geometries of the transition state to
almost collinear situations. These restrictions are relaxed as the energy available to
surmount the barrier increases. Finally, the values of the polarization parameters are
almost independent of the initial state, showing an invariance of the reaction mechanism
with the internal reactants state.
11.4. Results and discussion 257
Finally, the effect of three different experimental preparations over the reactivity have
been determined, focusing on their influence over the integral cross section. Three ex-
trinsic polarizations have been analysed. These preparations are defined by the angles
β = 0◦ (collinear approaches), β = 90◦ (T shaped geometries) and β = 54.74◦ (tilted
geometries). The β angle is just the relative orientation of the molecular axis and the
laboratory frame.
When we compare the total cross sections as a function of the total energy for the
three different preparations with that of the unpolarized system, we observe how the
β = 0◦ preparation (collinear approaches) leads to a increase in the reactivity for the
whole studied energy range. However, this preparation shows a higher efficiency in the
vicinity of the threshold. On the contrary, the β = 90◦ preparation reduces the reactivity
independently of the collision energy, for both initial states. The behaviour when β =
54.74◦ depends on the collision energy. At low collision energy, the reactivity decreases
with respect to the unpolarized system. However, as the energy increases, the reactivity
for the β = 54.74◦ also does. At high energies, the β = 54.74◦ excitation function sur-
mounts the β = 0◦ preparation, indicating a change in the stereodynamical preferences
of the system to favour bent transition states. All this information confirms that increa-
sing the collision energy makes transition states far from collinear configuration become
accessible. In these cases, the collision energy is much more effective than it is in the
collinear configuration of the transition state.
We found that the product state distributions are very sensitive to the extrinsic pola-
rization, especially at collision energies close to the threshold energy. A detailed analysis
of the polarization parameters reveals that the various rotational states for the v′ = 0
manifold are associated with specific stereodynamical restrictions.
11.4.3. Inelastic scattering in Kr + OH(A) system
In the last chapter we study the non-reactive dynamics in the collisions between Kr and
the electronically excited OH(A) radical. We provide a description of rotational energy
transfer and rotational angular momentum depolarization mechanisms, analysing the
influence of the non-adiabatic transitions on the molecular dynamics.
All the theoretical calculations have been carried out under the rigid rotor approxima-
tion for the OH molecule, fixing the internuclear distance at the equilibrium distance in
the excited state OH(A2Σ+). This approximation is deemed suitable since the collision
energy is small enough to not populate vibrationally excited states.
Three different methods have been used to describe the inelastic scattering: QM, QCT
and TSH. The two first methods used a single PES, from a RCCSD(T) level calculations
[177], which describe the ΣA′ excited state. The TSH method used the multisurface PES,
calculated by J. Klos [12], with a CASSCF MRCI level.
The single-PES calculations show a system which strongly depolarises the OH(A) mo-
lecules, due to the highly anisotropic potential. Even with the rotational excitation, the
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system undergoes effective rotational energy transfer, and elastic depolarization. Compa-
rision with experimental results shows good agreement between theory and experiments,
except in the lowest rotational states of reactants, where the non-adiabatic effects are
supposed to be more significant.
Experimental results demonstrate that the collisions between excited OH(A 2Σ+) ra-
dicals with He, Ne and Ar can be successfully described using single-PES calculations.
However, this is not the case for the heaviest rare gas atoms, Kr and Xe. In fact, the
electronic quenching competes effectively with the mechanisms in the excited PES. A
considerable amount of population ends up in the ground X2ΠΩ electronic state.
As the system presents an avoided crossing between the 1A′ and 2A′ PES, at the
bottom of the oxygen well of the excited PES, we initially studied the effect of the
electrostatic couplings in the dynamics using the TSH method.
Comparison with experimental results obtained in two different laboratories [13, 13],
shows that the two-state TSH only accounts for the quenching in a qualitative way. Not
only because of the extension of the electronic quenching (2states TSH underestimates
quenching cross section), but also because the system equally populates the two Π Λ-
doublet states and the 2-states TSH cannot explain this effect.
The inclusion of roto-electronic couplings as well as the 1A′′ symmetry PES in the
TSH calculations [14] provides an accurate description of the dynamics, giving a correct
extension of the electronic quenching and the split of the products population between
the two Λ-doublet components of the Pi state.
11.5. Conclusions
Throughout this work we have studied the dynamics of three different systems, in
terms of Scattering Theory. Quantum mechanical (QM) and quasiclassical trajectories
(QCT) calculations, over single Born-Oppenheimer potential energy surfaces, have been
used for this purpose.
To deal with non-adiabatic interactions a trajectory surface hopping (TSH) based code
has been developed. This code considers both electrostatic and roto-electronic couplings
between electronic surfaces.
The analysis of vector correlations, involving rotational angular momentum of the
diatomic molecules, have been used to describe the collision mechanisms, and describe
the dynamics of collisions involving 2Σ open-shell radicals.
The dynamics of the H+D2 system, at collision energies far above the threshold energy,
were evinced. The anomalous angular distributions observed when the recoil energy goes
to zero were explained in terms of the prevalence of two different mechanisms together
with the effect of the dynamical barriers over them.
The second reactive system studied is the Br + H2 reaction. A quantum description
of the reaction mechanism and stereodynamical restrictions have been presented, as well
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as the description of a possible experiment to control the reactivity throughout the use
of the polarization of the rotational angular momentum.
Finally, the dynamics of the Kr + OH(A) system in the first excited electronic state has
been studied, focusing on the mechanisms of rotational energy transfer and rotational
angular momentum polarization. TSH calculations were used to determine quenching
cross section and products state populations in the Λ-doublet states.
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Ape´ndice A
Distribuciones angulares reaccio´n H
+ D2
En este ape´ndice se presentara´n las secciones eficaces diferenciales (DCS) para la
reaccio´n H + D2(v = 0, j = 0) −→ D + HD(v′, j′), obtenidas con los me´tdos QCT-GB
y QM, a la energ´ıa de colisio´n de Ecol = 1.97 eV.
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Figura A.1
Secciones eficaces diferenciales para las reacciones H + D2(v = 0, j = 0) −→ D + HD(v′
= 0, j′ = 0-5), obtenidas por los me´todos QCT-GB (l´ıneas discontinuas de color rojo) y los
me´todos QM (l´ıneas continuas negras)
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Figura A.2
Secciones eficaces diferenciales para las reacciones H + D2(v = 0, j = 0) −→ D + HD(v′
= 0, j′ = 6-11), obtenidas por los me´todos QCT-GB (l´ıneas discontinuas de color rojo) y
los me´todos QM (l´ıneas continuas negras)
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Figura A.3
Secciones eficaces diferenciales para las reacciones H + D2(v = 0, j = 0) −→ D + HD(v′
= 0, j′ = 12-17), obtenidas por los me´todos QCT-GB (l´ıneas discontinuas de color rojo) y
los me´todos QM (l´ıneas continuas negras)
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Figura A.4
Secciones eficaces diferenciales para las reacciones H + D2(v = 0, j = 0) −→ D + HD(v′
= 1, j′ = 18-20), obtenidas por los me´todos QCT-GB (l´ıneas discontinuas de color rojo) y
los me´todos QM (l´ıneas continuas negras)
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Figura A.5
Secciones eficaces diferenciales para las reacciones H + D2(v = 0, j = 0) −→ D + HD(v′
= 1, j′ = 0-5), obtenidas por los me´todos QCT-GB (l´ıneas discontinuas de color rojo) y los
me´todos QM (l´ıneas continuas negras)
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Figura A.6
Secciones eficaces diferenciales para las reacciones H + D2(v = 0, j = 0) −→ D + HD(v′
= 1, j′ = 6-11), obtenidas por los me´todos QCT-GB (l´ıneas discontinuas de color rojo) y
los me´todos QM (l´ıneas continuas negras)
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Figura A.7
Secciones eficaces diferenciales para las reacciones H + D2(v = 0, j = 0) −→ D + HD(v′
= 1, j′ = 11-16), obtenidas por los me´todos QCT-GB (l´ıneas discontinuas de color rojo) y
los me´todos QM (l´ıneas continuas negras)
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Figura A.8
Secciones eficaces diferenciales para las reacciones H + D2(v = 0, j = 0) −→ D + HD(v′
= 2, j′ = 0-5), obtenidas por los me´todos QCT-GB (l´ıneas discontinuas de color rojo) y los
me´todos QM (l´ıneas continuas negras)
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Figura A.9
Secciones eficaces diferenciales para las reacciones H + D2(v = 0, j = 0) −→ D + HD(v′
= 2, j′ = 6-11), obtenidas por los me´todos QCT-GB (l´ıneas discontinuas de color rojo) y
los me´todos QM (l´ıneas continuas negras)
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Figura A.10
Secciones eficaces diferenciales para las reacciones H + D2(v = 0, j = 0) −→ D + HD(v′
= 2, j′ = 12-14), obtenidas por los me´todos QCT-GB (l´ıneas discontinuas de color rojo) y
los me´todos QM (l´ıneas continuas negras)
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Figura A.11
Secciones eficaces diferenciales para las reacciones H + D2(v = 0, j = 0) −→ D + HD(v′
= 3, j′ = 0-5), obtenidas por los me´todos QCT-GB (l´ıneas discontinuas de color rojo) y los
me´todos QM (l´ıneas continuas negras)
275
0 30 60 90 120 150 180
0.0
0.5
1.0
1.5
2.0
0 30 60 90 120 150 180
0.0
0.5
1.0
1.5
2.0
0 30 60 90 120 150 180
0.0
0.5
1.0
1.5
0 30 60 90 120 150 180
0.0
0.5
1.0
1.5
0 30 60 90 120 150 180
0.0
0.1
0.2
0.3
0.4
0.5
0 30 60 90 120 150 180
0.00
0.01
0.02
0.03
0.04
HD (v' = 3, j' = 11)HD (v' = 3, j' = 10)
HD (v' = 3, j' = 9)HD (v' = 3, j' = 8)
HD (v' = 3, j' = 7)HD (v' = 3, j' = 6)
D
C
S
 (Å
2  s
r-1
) x
 1
03
 
SCATTERING ANGLE (deg)
 QCT-GB
 QM
D
C
S
 (Å
2  s
r-1
) x
 1
03
 
SCATTERING ANGLE (deg)
D
C
S
 (Å
2  s
r-1
) x
 1
03
 
SCATTERING ANGLE (deg)
D
C
S
 (Å
2  s
r-1
) x
 1
03
 
SCATTERING ANGLE (deg)
D
C
S
 (Å
2  s
r-1
) x
 1
03
 
SCATTERING ANGLE (deg)
D
C
S
 (Å
2  s
r-1
) x
 1
03
 
SCATTERING ANGLE (deg)
Figura A.12
Secciones eficaces diferenciales para las reacciones H + D2(v = 0, j = 0) −→ D + HD(v′
= 3, j′ = 6-11), obtenidas por los me´todos QCT-GB (l´ıneas discontinuas de color rojo) y
los me´todos QM (l´ıneas continuas negras)
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Figura A.13
Secciones eficaces diferenciales para las reacciones H + D2(v = 0, j = 0) −→ D + HD(v′
= 4, j′ = 0-5), obtenidas por los me´todos QCT-GB (l´ıneas discontinuas de color rojo) y los
me´todos QM (l´ıneas continuas negras)
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