In this paper we study both analytic and numerical solutions of option pricing equations using systems of orthogonal polynomials. Using a Galerkin-based method, we solve the parabolic partial diferential equation for the Black-Scholes model using Hermite polynomials and for the Heston model using Hermite and Laguerre polynomials. We compare obtained solutions to existing semi-closed pricing formulas. Special attention is paid to the solution of Heston model at the boundary with vanishing volatility.
Introduction
One of the fundamental tasks in financial mathematics is derivative pricing, in particular option pricing. An option is a type of contract between two parties which gives the holder the right (but not the obligation) to buy or sell the underlying asset under certain conditions on or before a specified future date. The price that is paid for the underlying when the option is exercised is called strike price. The last day on which the option may be exercised is called expiration date or maturity date. Whether the holder has the right to buy or sell the underlying asset depends on the type of option to which the contract is signed. There is either a call option which allows the holder to buy the asset at a stated price within a specific time-frame or a put option which allows the holder to sell the asset. An American option can be exercised at any time up to the maturity date. A European option is one that can be exercised only on the expiration date. In this article we will restrict ourselves to the latter.
In their Nobel-prize winning paper, Black and Scholes (1973) proposed a model for evaluating the fair value of the European call option that gives the right to buy a single share of common stock and derived a semi-closed formula for the option price, the so-called Black-Scholes formula. For the model they have assumed a frictionless market with ideal conditions like the absence of arbitrage and the possibility to borrow and lend any amount of money and to buy and sell any amount of stock, respectively. Volatility in the Black-Scholes (BS) model is assumed to be constant which has later become its most discussed feature. Constant volatility matches poorly with the observed implied volatility surface for real market data. Especially for out of the money options the market prices are significantly higher than what the model suggests. This phenomenon is widely known as the volatility smile. For a better fit to the data, Hull and White (1987) proposed to model volatility as another stochastic process. There are various stochastic volatility models from Hull and White (1987) , Stein and Stein (1991) , Heston (1993) , and many others. Later on, additional jump components were included into the models, e.g. Bates (1996) . Up to this day, the Heston model is quit popular among economists and practitioners. Heston (1993) modelled the volatility using the mean-reverting Cox, Ingersoll, and Ross (1985) process (CIR), which allowed arbitrary correlation between volatility and spot asset returns. Heston also derived a semi-closed formula close to the BS formula. Both in BS and Heston model, one can derive the pricing partial differential equation (PDE) in several different ways, for example using the Fokker-Planck equation for the transition probability density function. Although semi-closed formulas have been widely used in practice for a long time, only recently Daněk and Pospíšil (2020) showed that for certain values of model parameters these formulas can bring serious numerical difficulties especially in evaluation of the integrands in these formulas and their implementation therefore sometimes requires a demanding high precision arithmetic to be adopted.
The aim of this paper is to solve the pricing PDEs for both BS and Heston model using orthogonal polynomial expansions that are motivated by the Galerkin's method. The expansion approach offers a number of advantages as we approximate the solution by smooth functions. Therefore, it gives more insight into how parameters influence prices and to what extent and hence give a better understanding of the solution than the semi-closed form especially for the Heston model. Aubin (1967) studied Galerkin type methods and their convergence for elliptic partial differential equations and Birkhoff, Schultz, and Varga (1968) used piecewise Hermite polynomials for this problem. Time-dependent equations were investigated with the usage of Galerkin's method by Swartz and Wendroff (1969) . The initial value problem for a general parabolic equation of second order was first studied by Douglas and Dupont (1970) . They used Galerkin type methods, both continuous and discrete in time, and established a priori estimates to control the error. These articles initiated several other papers by Dupont (1972) , Fix and Nassif (1972) , Wheeler (1973) , Bramble and Thomée (1974) , Bramble, Schatz, Thomée, and Wahlbin (1977) , and Thomée (1977) . Most of the a priori estimates are formulated with regard to the L 2 norm but Bramble, Schatz, Thomée, and Wahlbin (1977) offers estimates for the maximum norm, as well. Nonlinear parabolic equations were covered by Wheeler (1973) . A survey of results can be found in Thomée (1978) and in the monograph Thomée (2006) .
The application of orthogonal polynomials expansions in option pricing was to our knowledge for the first time suggested by Jarrow and Rudd (1982) who pioneered the use of Edgeworth expansions for valuation of derivative securities. Later Corrado and Su (1996) introduced the Gram-Charlier expansions. In the recent past, Hermite polynomial expansion approaches have been used in some interesting articles regarding different aspects of the option pricing problem.
Xiu (2014) studied a closed-form series expansion of European call option prices in the time variable and this series expansion was derived using the Hermite polynomials. Xiu introduced two approaches on vanilla option and binary option. The first one has been a bottom-up Hermite polynomials approach and the second one has been a top-down lucky guess approach. The method is used to find a leading term, then to postulate an appropriate expression and plug it into the equation. In the following, he discussed extensions showing how to derive a vanilla option price expansion formula for jump diffusion models and certain multivariate models. For demonstrating the economic value of this approach, Xiu has provided closed-form expansions for a variety of models in asset pricing. Further, he has discussed several examples to show how to translate some features of underlying dynamics into option prices. As the benchmark model he has chosen BS model but stated that square-root (SQR) models for the volatility like Heston (1993) , quadratic volatility (QV) models, constant elasticity of variance (CEV) models, which introduces one additional parameter the elasticity of variance, or several jump-diffusion models can be considered, see for example a recent monograph by Lewis (2016) . Heston and Rossi (2017) showed that Edgeworth expansions for option valuation are equivalent to approximating the option payoff using Hermite polynomials. Consequently, the value of an option is equal to the value of an infinite series of replicating polynomials. Heston and Rossi provide efficient alternative moment-based formulas to express option values in terms of skewness, kurtosis and higher moments.
Polynomial expansions with Hermite and Laguerre polynomials play also a substantial role in Alziary and Takáč (2018) . The authors rigorously formulate the Cauchy problem connected to the Heston model as a parabolic PDE with a special focus on the boundary conditions which are often neglected in the literature. Alziary and Takáč provide the real analyticity of the solution which is directly connected to the problem of market completeness studied in Davis and Obłój (2008) . The polynomial expansions are used in the proof of the main results of the article. Further investigations of the boundary conditions can be found in the forthcoming work Alziary and Takáč (2019) .
The structure of the paper is the following. In section 2 we introduce system of orthogonal polynomials, studied models as well as other necessary terms and fundamental properties. In section 3 we solve the Black-Scholes and Heston PDE using the orthogonal polynomials expansion. To solve the BS PDE we use Hermite polynomials and to solve the Heston PDE we use a combination of Hermite and Laguerre polynomials. In section 4 we present all numerical results, especially comparison to the existing semi-closed form solutions. We conclude in section 5.
Preliminaries and notation

Orthogonal polynomials
Standard theory for parabolic PDEs requires initial data in a Lebesgue space. In the PDE pricing approach for European-type derivatives the initial value corresponds to the payoff function of the contract but unfortunately the payoff of many European options, e.g., the European call option, is unbounded and not Lebesgue-integrable. For this reason we consider weighted Lesbesgue spaces with a nonnegative weight function w as studied in Kufner (1980) , Kufner and Sändig (1987), Funaro (1992) .
Definition 2.1. Let w : R → [0, ∞] be the weight function such that the set w −1 ({0, ∞}) has Lebesgue measure zero. The weighted Lebesgue space L 2 (R, w dx) is the space of all measurable functions f for which
The inner product of two functions f, g ∈ L 2 (R, w dx) will be denoted simply as
(1)
As usual, we consider representatives of classes of functions which are equal almost everywhere. We will later also need weighted Lebesgue spaces L 2 (R + 0 , w dx) on the positive part of the real line R + 0 = (0, ∞) which can be defined in the same way. Furthermore, we can define weighted Sobolev spaces H k (R, w dx) and H k (R + 0 , w dx) for k ≥ 1 in analogy with Definition 2.1. Again, we refer the reader to Kufner (1980) , Kufner and Sändig (1987), and Funaro (1992) , for details about such spaces.
It can be shown that given F 0 (x) and F 1 (x), there exist functions α(n, x) and β(n, x) such that the system of orthogonal polynomials satisfies the so called three-term recurrence relation
(2)
The three-term recurrence relation is arguably the single most important piece of information for the constructive and computational use of orthogonal polynomials. For more details about general systems of orthogonal polynomials and on the proof of the three-term recurrence relation we refer the reader to the book by Gautschi (2004) .
Throughout the paper we will work especially with Hermite and Laguerre polynomials. Their properties are rather extensively mentioned in many monographs, we refer the readers for example to the books by (Abramowitz and Stegun, 1964, chap. 22) , (Lebedev, 1965, chap. 4) , (Szegö, 1975, chap. 5) , Thangavelu (1993) and (Olver, Lozier, Boisvert, and Clark, 2010, chap. 18) to name a few. The definition and basic properties of Hermite and Laguerre polynomials can be found in all of these monographs.
Hermite polynomials
Hermite polynomials are orthogonal polynomials on the real line. There exists two types of Hermite polynomials that differ slightly in the choice of weight function and that are called probabilists' (weight function e −x 2 /2 ) and physicists' (weight function e −x 2 ) Hermite polynomials. Those two types can be easily converted into each other and we will consider physicist' polynomials only.
Definition 2.3. The system of Hermite polynomials is defined by the Rodrigues formula
The three-term recurrence (2) for Hermite polynomials reads
The Hermite polynomials form a complete orthogonal system in the weighted Lebesgue space
where δ m,n is the Kronecker delta. See (Lebedev, 1965, sec. 4.14) for the orthogonality and (Szegö, 1975, sec. 5.7) for the completeness of the system, respectively. In the following lemmas we state several useful relations for the Hermite polynomials H m (x), m ∈ N 0 , and their derivatives H ′ m (x), m ∈ N 0 , that we will need later.
Lemma 2.4.
Proof. Follows from the Definition 2.3 and the three-term recurrence (3).
As a consequence of (5), the Hermite polynomials are also an orthogonal set in the weighted Sobolev space H k (R, e −x 2 dx) for k ≥ 1.
A proof can be found in the thesis (Filipová, 2019, chap. 2, Lemmas 2.5-2.9).
Laguerre polynomials
The volatility process in the Heston model is strictly positive provided that the Feller condition is satisfied. Hence, we need a system of orthogonal polynomials on the positive part of the real line for the expansion in the volatility variable. With the weight function w(v) = e −v such a system is given by the Laguerre polynomials.
Definition 2.6. The system of Laguerre polynomials is defined by
The three-term recurrence (2) for the Laguerre polynomials reads
The Laguerre polynomials form a complete orthonormal system in the weighted Lebesgue space
The orthogonality of the system is studied in (Lebedev, 1965, sec. 4.21 ) and see (Szegö, 1975, sec. 5 .7) for the completeness. Some helpful relations for the Laguerre polynomials L n (v), n ∈ N 0 , and their derivatives L ′ n (v), n ∈ N 0 are given in the following lemmas.
Proof. Follows from the Definition 2.6 and the three-term recurrence (12).
A proof can be found in the thesis (Filipová, 2019, chap. 2, Lemmas 2.12-2.15 ). It is worth mentioning that the formulas in Lemma 2.5 and Lemma 2.8 are not stated in any of the monographs listed above.
Finite-dimensional projections
In the following, we study orthogonal projections of functions in weighted Lebesgue spaces into finite-dimensional subspaces spanned by Hermite and Laguerre polynomials. See Funaro (1992) for details of the projection operators.
At first, we consider the weight function w(x) = e −x 2 on the real line R. If we denote by S H m the vector space spanned by the first m + 1 Hermite polynomials, i.e., the space of all polynomials up to order m on the real line, then we can define the orthogonal projector Π H m :
The orthogonal projector Π H m satisfies
and for every f ∈ H k (R, w dx), see (Funaro, 1992, Theorem 6.2.6) . Here, the derivatives in (22) are derivatives in the weak sense and H k (R, w dx) is a weighted Sobolev space. We will later use the orthogonal projector Π H m defined in (21) to study the Black-Scholes model. Next, we consider the weight function w(v) = e −v on R + 0 and denote by S L n the vector space spanned by the first n + 1 Laguerre polynomials, i.e., the space of all polynomial up to order n on the positive real line. The orthogonal projector Π L n : L 2 (R, w dv) → S L n defined by
satisfies the same approximation properties as Π H m but instead of (22) we have for each k ∈ N 0 the estimate (Funaro, 1992, Theorem 6.2.5) .
To treat models with non-constant volatility, we extend Definition 2.1 in the following way.
Definition 2.9. Let function w :
is the space of all measurable functions g for which
The inner product is defined in accordance with (1). For the Heston model, we will consider the weighted Lebesgue space (Reed and Simon, 1980, sec. II.4) , the products of Hermite and Laguerre polynomials
. Let S m,n denote the vector space spanned by the products of the first m + 1 Hermite polynomials and the first n + 1 Laguerre polynomials. The orthogonal projector Π m,n :
inherits the approximation properties from the projection operators Π H and Π L .
Numerical algorithms
For practical reasons, we have to evaluate the finite-dimensional projections (21) and (24) numerically, where the Clenshaw's algorithm will be of use. To evaluate the Fourier coefficients
in (21) and (24) precisely, it is necessary to choose the appropriate quadrature. Here we consider the Gauss-Hermite and Gauss-Laguerre quadratures.
Clenshaw's recurrence formula
Clenshaw's recurrence algorithm is an efficient way to evaluate a sum of coefficients multiplied by functions that obey a recurrence relation.
Theorem 2.10. Let
where c k are given and F k obeys the recurrence relation (2) for given functions α(n, x) and β(n, x). Define recurrently backward
Then
Equations (27) and (28) are referred to as downward Clenshaw's recurrence formula.
A proof of Clenshaw's recurrence formula can be found in (Press, Teukolsky, Vetterling, and Flannery, 2007, sec. 5.4 ).
Remark 2.11 (Clenshaw's recurrence formula for Hermite or Laguerre polynomials). Let us formally define y 0 by (27) with k = 0
From the comparison of y 0 with (28) we can deduce that the Clenshaw's recurrence formula can further simplify to
For the system of Hermite polynomials this condition is satisfied, because H 0 (x) = 1 and α(0, x) = 2x = H 1 (x), and also for the system of Laguerre polynomials, L 0 (x) = 1 and α(0, x) = 1−x = L 1 (x). However, not all systems of orthogonal polynomials satisfy this condition and that is the reason why the general backward recurrence (27) stops for k = 1 and the Clenshaw's formula uses (28).
Clenshaw's algorithm can be also used to efficiently evaluate
either as
apply Remark 2.11 or as
apply Remark 2.11 .
Gauss-Hermite and Gauss-Laguerre quadrature
Gauss-Hermite quadrature is a form of Gaussian quadrature. It is a quadrature method for integrands of the form f (x)e −x 2 on the real axis. It means this quadrature is designed for approximating the integrals of the following type
In Gauss-Hermite quadrature the previous integral is approximated by
where the nodes x i are roots of the m-th order Hermite polynomial H m (x), and w i are suitably chosen corresponding weights given by
Gauss-Laguerre quadrature is a Gaussian quadrature over the interval [0, +∞] with the weight function w(x) = e −x . It means this quadrature is designed for approximating the integrals of the following type
In Gauss-Laguerre quadrature the previous integral is approximated by
where the nodes x j are roots of the n-th order Laguerre polynomial L n (x), and w j are suitably chosen corresponding weights given by
More details about both Gauss-Hermite and Gauss-Laguerre quadratures can be found for example in the books (Abramowitz and Stegun, 1964, sec. 25.4) , (Szegö, 1975, sec. 14.5 -14 .7), (Olver, Lozier, Boisvert, and Clark, 2010, sec. 3.5) or (Press, Teukolsky, Vetterling, and Flannery, 2007, sec. 4.6 ).
Option pricing models
Since options are frequently traded contracts, the derivation of the option prices is an important task in mathematical finance. There exist several models for option pricing in an arbitrage-free setting. The fair prices that can be provided by these models give us an idea how the real market prices should behave. We will consider option pricing in the classical models by Black and Scholes (1973) with constant volatility and by Heston (1993) with a mean-reverting stochastic volatility process. In this article, we restrict ourselves to the pricing of European call options. The price of the corresponding European put options can be obtained by the put-call parity. Black and Scholes (1973) have studied derivative pricing for a stock price process S t with constant interest rate r and constant volatility σ > 0 dS t = rS t dt + σS t dW t that is driven by a standard Wiener process (W t ) t≥0 . The fair price V (S, t) of a European call option with maturity T and strike price K satisfies the Black-Scholes partial differential equation
Black-Scholes model
We introduce new variables τ = T − t and x = ln S, for the time till maturity and the logarithm of the stock price, respectively. For the function u(x, τ ) = V (S, t) we obtain the parabolic Cauchy
with the Black-Scholes operator
Black and Scholes (1973) formula for the fair price V (S, t) of a European call option reads
where
and N (·) denotes the cumulative distribution function of the standard normal distribution.
Heston model
In contrast to BS model, in Heston's model the volatility is modelled as a stochastic process. The model introduced by Heston (1993) makes use of a mean-reverting stochastic volatility process v t
where the Wiener processes (W v t ) t≥0 and (W S t ) t≥0 are correlated by a factor ρ ∈ [−1, 1]. The interest rate r and parameter (also called volatility of volatility) σ > 0 are constant. According to Feller (1951) , the mean-reverting stochastic volatility process v t with positive constants κ and θ is strictly positive provided that 2κθ > σ 2 holds. The fair option price V (S, v, t) satisfies the partial differential equation
where λ > 0 denotes the constant price of the volatility risk. As above, we introduce the new variables τ = T − t and x = ln S. For the function u(
with the partial differential operator
In the book by Lewis (2000) , the author presents the so called fundamental transform approach for solution of the initial value problem (H). We present here only the pricing formula that has among others one numerical advantage in the sense that we have to calculate only one numerical integral for each price of the option (compared to the two-integrals formula by Heston). The price of the European call option can be expressed as
where X = x − ln(K) + rτ and
To show that the original Heston (1993) pricing formula and (31) are equivalent, we refer to the recent paper by Baustian, Mrázek, Pospíšil, and Sobotka (2017) , where the authors also extended Lewis's approach to models with jumps.
Methodology
In this section we present the major novelty of the paper, in particular we introduce our Galerkinbased method. First, we establish the weak formulation of the Black-Scholes equation in a weighted Lebesgue space and show how we can solve the equation in finite-dimensional subspaces spanned by Hermite polynomials. The smooth solutions in the finite-dimensional subspaces approximate the weak solution of the Black-Scholes equation. Although the Black-Scholes model has already been studied in detail, Section 3.1 gives us a good understanding how the method should work for the more complicated Heston model. Second, we establish the method for Heston's model and study the equation for vanishing volatility.
As we have pointed out in the introduction, Galerkin's method for parabolic equations and their convergence properties were widely studied in the past. Even so, our applications are special in the sense that we have an unbounded domain and unbounded initial data. Most numerical schemes for unbounded domains just cut the domain at a certain point. Contrary to this, we use an orthogonal base on the whole unbounded domain. To treat the unbounded initial condition we consider weighted Lebesgue spaces.
Solution of the Black-Scholes PDE
Let us now consider the parabolic Cauchy problem for the function u(x, τ ) = V (S, t) introduced in section 2.3.1
The initial data u 0 is obviously not in L 2 (R) but in the weighted Sobolev space L 2 (R, w dx) with the weight function w(x) = e −x 2 and even in the weighted Sobolev space H 1 (R, w dx). We want to obtain a weak formulation of the problem in the weighted space. Therefore, we multiply the partial differential equation (32) with a test function φ ∈ C ∞ 0 (R) and the weight function w and integrate over R
Integration by parts yields
Following the standard procedure described for example in (Evans, 2010, p. 296) , we define the bilinear form
for ϕ, ψ ∈ H 1 (R, w dx). We call
for each test function φ ∈ H 1 (R, w dx) and a.e. time 0 ≤ τ ≤ T , and u(0) = (e x − K) + . Here, H −1 is the dual space of the Sobolev space H 1 and can be canonically identified with it by the Riesz representation theorem. Following Galerkin's method, we want to approximate the weak solution u with solutions u M of the Cauchy problem (32) in the finite-dimensional subspace S H M , i.e., we look for a solution u M in the form
with a given initial condition
where c(τ ) is a column vector of Fourier coefficients
where T denotes the transposition. The natural choice for the initial condition is the orthogonal projection of the payoff function Π H m u(x, 0) defined in (21). For instance, the coefficients in the initial condition (36) satisfy
or in vector form c(0) = c 0 = [c 0,0 , c 0,1 , . . . , c 0,M ] T .
Let us now substitute ϕ = H i (x), ψ = H j (x) into the bilinear form (33). In the view of Lemma 2.5 we can simplify the formula
by using (7), (8) and (10) and obtain
We plug u M into (34) and choose the Hermite polynomial H j as the test function
We make use of the orthogonality of the Hermite polynomials and multiply with the constant
for all j = 0, 1, ..., M . Let us introduce a matrix B = [B k,j ], k, j = 0, 1, . . . , M , with elements
and denote by B T the transposed matrix. From (38) we can easily see that B T is a sparse upper triangular matrix with entries on the main diagonal and two minor diagonals. With the matrix B T we can rewrite the system of ODEs (39) in the matrix form as
We can write the solution in terms of the matrix exponential as
Solution of the Heston PDE
Let us now consider the Heston (1993) model with stochastic volatility. As above, we can use the Hermite polynomials for the polynomial expansion in the variable connected to the logarithm of the stock price. However, for the volatility variable we prefer Laguerre polynomials due to the fact that the volatility is strictly positive. The Cauchy problem connected to the model of Heston (1993) is
with the Heston operator
To obtain a weak formulation of the solution we multiply (44) with a test function φ ∈ C ∞ 0 (R × (0, ∞)) and the weight function w(x, v) = e −x 2 −v . Integration over the domain R × (0, ∞) and application of Gauss's theorem then yields the variational formulation of the problem
We define the bilinear form
for all ϕ, ψ ∈ H 1 (R × R + 0 , w dx dv). Similarly as for the BS model, we substitute the elements of the complete orthogonal set
into the bilinear form (45). For the purpose of better clarity, we study all seven integral terms separately. In particular, let
where each B r (P i,j (x, v), P k,l (x, v)), r = 1, 2, ..., 7, represents individual integral terms.
Theorem 3.1. The integrals in (46) satisfy
Proof. For the calculation of B 1 we apply (7) and (17). For B 2 we use (8) and (18). B 3 is derived with the help of (9) and (18). For B 4 we need (19). In the calculation of B 5 and B 6 we make use of (9), (10) and (17). B 7 is trivial. More detailed calculations can be found in the thesis (Filipová, 2019, sec. 3.2) .
In analogy to the previous section, we say that
for each test function φ ∈ H 1 (R × R + 0 , w dx dv) and a.e. time 0 ≤ τ ≤ T , and u(0, v) = (e x − K) + for all v > 0.
Again, we study solutions of the Cauchy problem (44) in finite-dimensional subspaces. The space S M,N is spanned by combinations of Hermite and Laguerre polynomials, i.e. we look for the solution u in the form
and c i,j (τ ), i = 0, 1, . . . , M ; j = 0, 1, . . . , N ; are (yet unknown) Fourier coefficients. Let c(τ ) = [c a (τ )] T , a = 0, 1, . . . , (M + 1)(N + 1), be a column vector of these coefficients, where a = i(N + 1) + j, i = 0, 1, . . . , M ; j = 0, 1, . . . , N ; i.e. For the initial data we choose the orthogonal projection of the payoff function Π m,n u(0, v), where for i = 0, 1, . . . , M , j = 0, 1, . . . , N 
We use the orthogonality property of the polynomials and multiply with the constant
Let us introduce a matrixB = [B a,b ], a, b = 0, 1, . . . , (M + 1)(N + 1) defined as
where a = i(N + 1) + j; b = k(N + 1) + l; i, k = 0, . . . , M ; j, l = 0, . . . , N . Using this assembly it can be shown (by using Theorem 3.1) that the transposed matrixB T is a sparse upper triangular matrix with elements on the main diagonal and 2N + 3 minor diagonals. We obtain the system of ODEs
Solution of (51) can be written in terms of the matrix exponential as
Remark 3.2.
1. It is worth to mention that different programming languages index arrays (i.e. vectors and matrices) from zero (e.g. C, C++, Python, etc.) while others index from one (R, MATLAB, Mathematica, etc.). Here we use indexing from zero, i.e. one has to be careful if implementation is performed in a language from the latter group.
2. Note that the matrix e −B T τ is upper triangular. Another possibility is to write the solution as [c(τ )] T = c T 0 e −Bτ , where the matrix e −Bτ is lower triangular.
Solution behaviour analysis near v = 0
We are interested in the behaviour of the solution of the Heston PDE for small volatility, especially at the boundary v = 0. Motivated by Alziary and Takáč (2019) , we study the partial differential equation for v → 0+.
The solution u = u(x, v, τ ) satisfies the Heston PDE
and can be rewritten as
For v → 0+ the equation degenerates to a first order equation as shown in (Alziary and Takáč, 2019, cor. 4 .3)
Since we want to study the problem for vanishing volatility, we replace the derivative with respect to v by the differential quotient 1 h (u(x, h, τ ) − u(x, 0, τ )), where h > 0 denotes a small distance to the boundary. By doing this, we obtain an initial value problem on the boundary
with the unknown function u(x, 0, τ ) for fixed volatility v = 0 and with the differential operator
We can derive a solution of the Cauchy problem in dependence of the inhomogeneity which consists of values of the solution of the Heston equation away from the boundary. We introduce a new variable y = x + rτ and the functionũ(y, τ ) = u(x, 0, τ ) that satisfies the inhomogeneous transport equation 
Results
In this section we present numerical results for several particular examples and subsequently we comment on general numerical analysis considerations. All supporting codes are implemented in MATLAB.
Parameter values in considered examples are chosen consistently with other cited resources in order to demonstrate the functionality of proposed method. To provide a thorough analysis of the numerical solution for all possible parameter values combinations goes beyond the scope of present paper.
Numerical results
In this section we present numerical results for both models. We present the orthogonal projections of the initial condition and of the semi-closed formulas using orthogonal polynomials expansion and then the solutions of the corresponding PDEs. In the following, when we refer to the L 2 error it is the error with respect to the norm of the weighted Lebesgue spaces L 2 (R, e −x 2 dx) and L 2 (R × R + 0 , e −x 2 −v dx dv), respectively.
Black-Scholes model
The following setting for BS model is the same for all examples. BS parameters are chosen as follows:
• volatility σ = 0.03,
• risk free interest rate r = 0.1, and options parameters are the following:
• maturity T = 1,
• strike price K = 100,
• stock price S ∈ [0.5; 2K] discretized with time step ∆t = 0.1, and we impose x = ln(S). In the case of BS model, we choose Hermite polynomials as the complete orthogonal system of polynomials.
Example 4.1 (Projection of the payoff function). Initial data for a European call options is given by u(x, 0) = max(e x − K, 0) and its orthogonal projection iŝ
where M is the order of Hermite polynomials and c 0 is a vector of Fourier coefficients for the initial condition gained by formula (37). Since we approximate the function in the form (36) where Hermite polynomials obey a recurrence formula (3), we utilize the Clenshaw's recurrence formula from Remark 2.11. In this example, the payoff is estimated by Hermite polynomials up to order M = 120 with the above mentioned setting for the BS model. Both projections of the payoff are shown in Figure 1 along with the initial condition as a function of x (on the left one) and S (on the right one). For visual comparison purposes we depict only the projection for orders M = 20 and M = 120.
In addition to the visual comparison, we make a comparison using L 2 error for order M = 5, 30, 50, 100 and 120. Its computation is derived below and obtained values of L 2 error are stated in the first column of Table 2 . Since the derivative of the payoff is discontinuous at the strike price we cannot expect good pointwise convergence of the projection close to the strike price, see Figure 1 . On the other hand, from Table 2 we can see that the value of the L 2 error is reasonably small even for low M . Also now we utilize the Clenshaw's recurrence formula for Hermite polynomials from Remark 2.11.
Both projections are shown in Figure 2 along with the BS formula. On the left, BS formula is shown as a function of x and on the right as a function of S.
The values of L 2 error depending on the order of polynomials for projection of BS formula are stated in the second column of Table 2 . Thanks to the smoothing effect of the diffusion we observe much better pointwise convergence of the projection for the BS formula, see Figure 2 , and for the solution of the PDE derived with our Galerkin-based method, see Figure 4 , than for the payoff. Particularly, the solution of the Black-Scholes equation is real analytic, which was proved in detail in the Master's thesis of Schmidt (2018) .
Example 4.3 (The projections for more polynomial orders). In this example, we show dependence of accuracy on the order of polynomials used in the expansion. Considered orders are M = 10, 30, 80 and 120. The projections of payoff (on the left) and BS formula (on the right) are shown in Figure 3 . We see that the higher order of the polynomials results in higher accuracy of the approximation. This is confirmed by L 2 error values, see below.
Example 4.4 (Solution of the BS PDE). Using the setting from Example 4.1 we focus on solving the Black-Scholes PDE. Our numerical solution of the BS PDE (32) is considered in the form
Fourier coefficients for τ = T are obtained by solving the system of ODEs (41)
where B is given by (38) and (40). Both ODE solvers stated below in 4.3 were used to solve this equation and the L 2 errors were calculated. The ode45 solver was chosen as the recommended solver since its values of L 2 error are the smallest.
The BS formula and solutions obtained by ode45 for M = 20 and M = 120 are shown in Figure 4 . In the third column of Table 2 we list the corresponding L 2 errors. Using the L 2 error we can study the dependence of approximation accuracy on the order of polynomials. We compute the L 2 error using the Gauss-Hermite quadrature as
where x i are roots of the mth order Hermite polynomial and w i are corresponding weights.
At first, we use the computation of L 2 error to compare the ODE solvers, see section 4.3 below. Functionsf (x) are then estimated using the coefficients c k gained by the solvers expm and ode45, respectively.
As the order of polynomials increases, the L 2 errors decrease. Both functions have comparable results, see in Table 1 for several chosen orders. The solver ode45 was chosen for its low computational time and the smallest L 2 error values. Convergence of the L 2 error of ODE solvers is shown in Figure 5 . 2,92795837552037e-10 2,92795837548021e-10 100 4,23170003102352e-11 4,23170002381045e-11 120 3,00779303925798e-11 3,00779302962670e-11 Figure 5 : The convergence of L 2 error of ODE solvers. Verical axis has the logarithmic scale. Now we use the computation of L 2 error to illustrate the dependence of the approximation accuracy on the order of polynomials. Convergence of the L 2 error values for projections of the payoff and the exact formula and of the PDE solution are shown in the Figure 6 . Some of the values shown in Figure 6 are also listed in Table 2 . Figure 6 : The convergence of L 2 error for M = 120.
Heston model
The following setting of the Heston model is the same for all examples. The parameters are chosen as in Rouah (2013) • initial variance v 0 = 0.05
• volatility v t ∈ [v 0 ; 0.5] discretized with time step ∆t = 0.1,
• mean reversion rate κ = 5
• long-run variance θ = 0.05
• volatility of volatility σ = 0.5
• correlation ρ = −0.8
• the price of volatility risk λ = 0
• risk free interest rate r = 0.03 and the parameters of the options are the same as for the BS model 4.1.1. We also impose x = ln(S t ). Combinations of Hermite and Laguerre polynomials are chosen for the orthogonal polynomial expansion. In order to evaluatê
we apply the Clenshaw's recurrence formula as in (29). Example 4.6 (Projection of the semi-closed Heston formula). Using the same setting from Example 4.5 we obtain the projections of the semi-closed Heston formula given by (31) for τ = T . This formula is approximated by the following form
where M and N are orders of Hermite and Laguerre polynomials, respectively. Fourier coefficients c T,i,j are obtained by (25) (ii). Heston formula with its orthogonal projection into the complete orthogonal system given by a combination of Hermite and Laguerre polynomials is shown in Figure 8 .
Example 4.7 (The projections for more polynomial orders). In this example, we show dependence of accuracy on the order of polynomials used in the expansion. Considered orders are M = 25, N = 10 and M = 50, N = 25. We depict only results for the smallest value of volatility, i.e. v = 0.05, for illustration of accuracy. The payoff (on the left) and the Heston formula (on the right) and their projections are shown in Figure 9 . We see that the higher orders of the polynomials result in higher accuracy of the approximation. This is confirmed by L 2 error values, see below. Using the L 2 error we can study the dependence of the accuracy on orders polynomials for Heston model in the following way
. . , M, Q = 1, . . . , N, i = 0, . . . , P, j = 0, . . . , Q, where x i and v j are roots of mth and nth order of Hermite and Laguerre polynomials, respectively, and w i , w j are corresponding weights. In Figure 10 we show the convergences of L 2 error of the payoff and the exact formula depending on the order of Hermite polynomials M (on the left one) and Laguerre polynomials N (on the right one). L 2 error decreases with the increasing orders M and N . However, the rate of this decline for the Heston-Lewis formula depending on N slows down. For that reason, the order N was chosen to equal 25, because the values of L 2 error are decreasing very slowly for larger N . The L 2 error of the projection of the initial condition is the same for all orders of Laguerre polynomials N in view of the fact that the payoff does not depend on variable v. And as we see on the left one in Figure 10 , the increasing order M is more influential in the Heston formula than in the payoff, thanks to the analyticity of the solution proved in Alziary and Takáč (2018) .
Example 4.8 (Solution of the Heston PDE). In this example, we focus on solving the Heston PDE.
We look for solutions of the partial differential equation (44) in the finite-dimensional subspace S M,N , i.e., in the form
where M and N are orders of Hermite and Laguerre polynomials, respectively. We get the Fourier coefficients for τ = T by solving the system of ODEs (51)
whereB T is given by (50), (46) and Theorem 3.1. Both considered MATLAB ODE solversexpm and ode45 were used to calculate the Fourier coefficients. Since the results obtained by both functions are very similar, we state only results gained by ode45.
The exact Heston formula given by (31) and its PDE solution obtained by ode45 for M = 35, N = 30 are shown in Figure 11 . This chosen combinations of polynomial orders present anticipated behaviour of the solution.
Example 4.9 (Solution behaviour near v = 0). According to the theory in Section 3.2.1 we can also get the solution close to the boundary v = 0. We consider h = v 0 = 0.001 and polynomial orders M = 35, N = 30. In Figure 12 , there is the Heston-Lewis formula for v = 0, PDE solution for the smallest value of volatility v, i.e. v = 0.001 and the solution gained by application of theory in Section 3.2.1. 
Numerical analysis considerations
Quadrature selection
In order to calculate the projection of the function f (x) into the complete orthogonal system of Hermite polynomials for BS model and the function f (x, v) into the complete orthogonal system of combinations of Hermite and Laguerre polynomials for Heston model, we apply the Gauss-Hermite quadrature in order to evaluate the inner product in (25) (i) and Gauss-Hermite and Gauss-Laguerre quadrature in order to evaluate the inner product in (25) (ii). Following Section 2.2.2 we write
where x i , v j are roots of Hermite and Laguerre polynomials, respectively, and w i,j = w i w j are weights for Gauss-Hermite and Gauss-Laguerre quadratures, respectively.
If we put f (x) = f (x, v) = max(e x − K, 0), we get Fourier coefficients c i and c i,j for the initial condition. We obtain Fourier coefficients for BS formula and Heston formula if we put f (x) equal to BS formula which can be obtained by MATLAB function blsprice and f (x, v) equal to Heston-Lewis formula which is obtained by own function HestonLewis.
For comparison purposes also the trapezoidal rule for numerical integration was chosen to evaluate the inner product in (25). The trapezoidal rule is a technique for approximating the definite integral. So we want to evaluate the same terms (for Heston model) in following way:
where a = ⌊ln(K)⌋, because the integrand is zero for values smaller than a, and b is chosen so that the integrand (and hence the integral) value is of the order of magnitude of machine precision. The values v 0 and v end correspond to the initial and terminal values of the interval of the volatility v. Firstly, the optimal value of upper bound b is determined for every order of Hermite polynomials up to order M . Subsequently, the given integral is evaluated by MATLAB function trapz and so we gain the values of the required inner products.
ODEs solver
In order to solve the system of ODEs (41) for BS model and (51) for Heston model we have several possibilities. In particular in MATLAB there are among others two possibilities: we can use either the function expm calculating the matrix exponential or the solver ode45, designed for non-stiff differential equations. The difference of values obtained using both of functions is lower than machine precision for standard double arithmetic used in MATLAB.
The solver ode45 is based on an explicit Runge-Kutta method, specifically on Dormand-Prince method. It is a one-step solver. This solver is chosen because the matrix B is non-stiff. We use the ode45 solver for τ = T in the following way 
Conclusion
The analyticity of the solution of the Heston model has been shown in the recent paper of Alziary and Takáč (2018) . A crucial step in their proof is the approximation of the payoff by a sequence of entire functions, in particular Hermite and Laguerre functions (Alziary and Takáč, 2018, sec. 11 .1), with Galerkin's method (Alziary and Takáč, 2018, sec. 11.2) . The aim of our paper was to make use of these theoretical results to study an alternative method for the option pricing problem for the Black and Scholes (1973) model and the Heston (1993) model. Moreover, we were interested in the behavior of the solution near the zero volatility boundary and considered the equation for vanishing volatility. This approach was also motivated and theoretically justified by results of Alziary and Takáč (2019) .
For the numerical implementation of Galerkin's method for parabolic partial differential equations with unbounded initial data we had to study complete systems of orthogonal polynomial in weighted Lebesgue spaces, i.e., Hermite and Laguerre polynomials, and the orthogonal projections into finite-dimensional subspaces.
We presented main theoretical results in Section 3. By utilizing a Galerkin-based method we expressed the weak solution of both studied PDEs using orthogonal polynomials expansion, namely by Hermite polynomials for BS model and Hermite and Laguerre polynomials for Heston model. In Section 3.2.1 for Heston model we analyzed solution behavior near the zero volatility boundary.
In Section 4 we presented all numerical results. Using MATLAB we firstly found the finitedimensional projections of the initial condition and existing semi-closed formulas into complete orthogonal systems of Hermite polynomials for BS model and combinations of Hermite and Laguerre polynomials for Heston model. This fit improves with increasing order of polynomials, as proved also by diminishing L 2 error for rising polynomial order. Subsequently, we compared the obtained solutions of both PDEs to the existing semi-closed formulas. Although the presented results looks promising, more thorough numerical analysis has to be performed in order to understand properly the misbehavior of the solutions for some of the polynomials orders. There are different possibilities how one could try to improve the method, for example to use other procedures to solve the system of ordinary differential equations especially such that take into consideration the specific triangular form of the matrix. A detailed error analysis and the application of additional procedures were beyond the scope of this paper and is left as an open issue. In the second part of the last section we included at least the discussion about the quadrature selection and a small choice of appropriate ODEs solver.
A considerable advantage of the presented approach is that it can be easily adapted to other stochastic volatility models by following the steps at the beginning of Section 3.2 and using the calculations of Theorem 3.1. Aside from that, different payoff functions can be used as long as they are in the weighted Lebesgue space which applies to all generally used payoffs.
