Abstract. We study a new approach to search periodic orbits in the planar circular restricted three-body problem. The validity of this approach will be shown by comparing the J + -like invariants of periodic orbits, introduced by Cieliebak-Frauenfelder-van Koert [7] , in the rotating Kepler problem and in the Euler problem which are special cases of the planar circular restricted three-body problem.
Introduction
Since the work of Poincaré, periodic orbits have been considered as being significant and the search for periodic orbits is of fundamental importance in studying dynamical systems. However, it is in general notoriously difficult. In this paper, we consider periodic orbits in the planar circular restricted three-body problem (PCR3BP). Many periodic orbits in the PCR3BP have been found by constructing families of periodic orbits which start at obvious periodic orbits. In particular, one can construct such families starting from periodic orbits in the rotating Kepler problem by switching on the Moon (the family parameter will be the mass ratio of the two primaries), for example see
• (Poincaré [16] ) found the method to obtain periodic orbits in the PCR3BP by varying the mass ratio (and fixing energy);
• (Birkhoff [5] ) studied the existence of periodic orbits which are obtained from circular orbits in the rotating Kepler problem, called periodic orbits of first kind ; • (Arenstorf [2] , Barrar [4] ) established the existence of periodic orbits which are obtained from elliptic orbits in the rotating Kepler problem, called periodic orbits of second kind ; • (Bruno [6] , Hénon [9] ) provided numerical investigations for periodic orbits of second kind.
In this paper, we study a new approach to obtain families of periodic orbits. Recall that by switching off the rotating terms from the PCR3BP, instead of the Moon, we obtain the Euler problem of two fixed centers. The new approach then relates with the following questions Questions. (i) Can one find a family of periodic orbits starting at a periodic orbit γ
Euler in the Euler problem and ending at a periodic orbit γ 3BP in the PCR3BP?; and (ii) can γ 3BP be connected with a periodic orbit of the second kind by a family of periodic orbits in the PCR3BP?
Assume that the answer to the question (i) is affirmative. If the answer to (ii) is also yes, i.e., α is always connected with some periodic orbit, which is obtained from one in the rotating Kepler problem, through periodic orbits in the PCR3BP, then our new approach is not (topologically) worthy enough to carry out. It just gives rise to homotopic periodic orbits with already known ones. Above all, the rotating Kepler problem is much more tractable than the Euler problem.
Therefore, we focus on the second question. It is worth mentioning that this problem is highly nontrivial since periodic orbits in the Euler problem and in the rotating Kepler problem behave quite differently. The strategy of this paper towards the problem is to determine the Cieliebak-Frauenfelder-van Koert invariants which do not change along generic families of periodic orbtis in the PCR3BP, called StarkZeeman homotopies, see Section 2. Let (γ 
. Let γ
Euler and γ 3BP be as in the question. If γ Euler is contractible, then γ 3BP is never connected with any periodic orbit of second kind through periodic orbits in the PCR3BP.
We remark that having the same invariants does not imply that periodic orbits under consideration are homotopic.
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J + -like invariants for planar closed curves
In this section we recall some results on periodic orbits in planar Stark-Zeeman systems [7] and generalize them.
2.1. Planar Stark-Zeeman systems. Let U 0 ⊂ R 2 be an open neighborhood of the origin and put U = U 0 \ {(0, 0)}. The standard symplectic form ω 0 on T * U 0 is given by dp ∧ dq. Fix a 2-form σ B := B(q)dq 1 ∧ dq 2 ∈ Ω 2 (U 0 ) which is called a magnetic form. Since the second de Rham cohomology group of U 0 is trivial, the 2-form σ B is exact, i.e., one finds a 1-form A = A 1 (q)dq 1 + A 2 (q)dq 2 ∈ Ω 1 (U 0 ) such that dA = σ B . Note that A 1 and A 2 satisfy
The twisted symplectic form on T * U 0 is defined to be
where π : T * U 0 → U 0 is the footpoint projection. Note that if the smooth function B is identically zero, then the twisted symplectic form equals the standard symplectic form.
Let V 1 : U 0 → R be a smooth function and consider the Hamiltonian
Define the diffeomorphism Φ A : (T * U, ω 0 ) → (T * U, ω B ) by Φ A (q, p) := (q, p − A(q)).
One can easily see that the map Φ is in fact a symplectomorphism which implies that Φ transforms the Hamiltonian equations of H with respect to the twisted symplectic form ω B into the Hamiltonian equations of
with respect to the standard symplectic form ω 0 .
Definition 2.1. (Cieliebak-Frauenfelder-van Koert, [7] ) A planar Stark-Zeeman system is a Hamiltonian system associated with a Hamiltonian of the form (1) defined on (T * U, ω 0 ).
In other words, a planar Stark-Zeeman system describes the dynamics of a particle which moves along integral curves of the Hamiltonian flow X H A which is defined by ι X H A ω 0 = −dH A . Remark 2.2. One may call a Hamiltonian system associated with a Hamiltonian of the form (1) with A ≡ 0 a planar Stark system.
2.2.
Periodic orbits in Stark-Zeeman systems. Let γ : S 1 → R 2 be an immersion. By abuse of notation we also call the image K := im(γ) of γ an immersion. An immersion K is said to be generic if it has only transverse double points. A generic homotopy is a homotopy of immersions (K s ) s∈ [0, 1] such that each member K s is a generic immersion except for crossings through either a triple point or a self-tangency at finitely many s ∈ (0, 1). A self-tangency is said to be direct and inverse if the two tangent vectors at the intersection point have the same direction and the opposite directions, respectively. One can ask a natural question if families of periodic orbits in planar Stark-Zeeman systems are generic homotopies.
Let c 1 ∈ R ∪ {∞} be the energy level such that for any c < c 1 the following are satisfied:
• c is a regular value of the effective potential V (q) := − 1 |q| + V 1 (q); and
in a planar StarkZeeman system of fixed energy c < c 1 . We assume that the orbits are allowed to pass through the origin. Indeed, this is always possible by regularizing the system, see [7, Section 3] . Consider a point q 0 = q 0 (t 0 ). Assume that the component ofq s (t 0 ) which is normal to ∇V (q s (t 0 )) changes sign through the point q 0 . We distinguish the following three cases:
In this case, the point q 0 satisfies V (q 0 ) = c and then p = A(q). In particular, in view of the Hamiltonian equations, the velocity vanishes at t = t 0 :q 0 (t 0 ) = 0.
(i) if B(q 0 ) = 0, then by [7, Lemma 1] , we see that the orbit q 0 has a cusp at t = t 0 and during the family q s , birth or death of an exterior loop happens through the cusp, see Figure 3a Proof. The proof is nothing but a rephrase of that of [7, Lemma 1] . Without loss of generality, we may assume that t 0 = 0. Consider an orbit q s0 in a family q s near q 0 . In view of the Hamiltonian equations we havë
Since c is a regular value of the effective potential V , the second derivativeq s0 (0) does not vanish. Moreover, since q s0 is close enough to q 0 , we see that ... q s0 (0) is very small. Choose complex coordinates in which q s0 (0) = 0,q s0 (0) = a + ib and q s0 (0) = 2. The Taylor expansion of q s0 in these coordinates is then given by
Passing through a touch the boundary of the Hill's region
Writing z = x+iy and ignoring the terms whose orders are higher than 2, we obtain
for b = 0 and q s0 (t) = (at + t 2 , 0) for b = 0. This shows that for b = 0, the orbit q s0 is a parabola and its width becomes narrower as b tends to zero. Finally, the width becomes zero which means that the orbit q 0 is a line in the chosen coordinates. Moreover, the assumption that the component ofq s (0) normal to (∂V /∂q)(q s (0)) changes sign through q 0 implies that b changes sign. Therefore, the orientation of the orbit changes through the point q 0 . This phenomenon persists under higher order perturbations. This completes the proof of the lemma.
Case 2. q 0 = (0, 0). The orbit q 0 collides with the origin at time t = t 0 .
(i) if B(q 0 ) = 0, then by [7, Lemma 2] the orbit q 0 has a cusp at t = t 0 and birth or death of a loop around the origin happens through the cusp, see Figure 3b ; (ii) if B(q 0 ) = 0, then it is obvious that the orbit q 0 bounces back from the origin, see Figure 2 . (I ∞ ) birth or death of exterior loops through cusps at the boundary of (the bounded component of) the Hill's region, see Figure 3a ; (I 0 ) birth or death of loops around the origin through cusps at the origin, see Figure 3b ; (II + ) crossing through an inverse self-tangency, see Figure 3c ; (III) crossing through a triple point, see Figure 3d .
We remark that since periodic orbits in planar Stark-Zeeman systems are solutions of the Hamiltonian equations corresponding to the Hamiltonian (1), by the existence and uniqueness theorem of O.D.E. no direct self-tangencies happen along them.
We now study planar Stark systems, i.e., planar Stark-Zeeman systems with B ≡ 0, in detail. Let q s be a family of periodic orbits given as before. The previous arguments show that the disaters (I ∞ ) and (I 0 ) do not happen for planar Stark systems. In particular, no additional loops appear from which we see that the absolute value of the winding number around the origin does not change during Stark-Zeeman homotopies. Note that sign of the winding number might change, see Figure 2 . The following lemma concerns the disaster (II + ).
Lemma 2.5. Assume that the orbit q = q 0 admits an inverse self-tangency at one point, say q(t 0 ). Then every point on the orbit q is an inverse self-tangency. Moreover, either q touches the boundary of the Hill's region or it collides with the origin.
Proof. The proof is similar to that of Lemma 2.3. Without loss of generality we may assume that t 0 = 0 and q(0) = q(1) is an inverse self-tangency. A short computation shows that
We choose any complex coordinates near q(0) = q(1) in which q(0) = q(1) = 0. Then the Taylor expansion of q in that coordinates is given by
In view of (2) we see that the orbit q| (1− ,1+ ) restricted to the interval (1 − , 1 + ) is nothing but a time reverse reparametrization of the restriction q| (− , ) . This implies that all point in this chart are inverse self-tangencies. Since im(q) is compact, we can cover it by finitely many chart neighborhoods and consequently, all points on q are inverse self-tangencies except for two points at which the orbit q bounces back. In view of the arguments in Cases 1 and 2 it follows that each of these two points represent either a touch the boundary of the Hill's region or a collision with the origin. This finishes the proof of the lemma.
In view of the previous lemma we define
(a) A death of an exterior loop through a cusp
A birth of a loop around the origin through a cusp
(c) A negative crossing through an inverse self-tangency • brake-brake orbits if the satellite touches the boundary of the Hill's region at two points; • collision-collision orbits if the satellite collides with the origin twice; and • brake-collision orbits if the satellite touches the boundary of the Hill's region and also collides with the origin, see Figure 4 . Therefore, if B ≡ 0, then the event (II + ) is equivalent to the appearance of one of the three distinguished periodic orbits in Definition 2.6. It is worth pointing out that if the images of the three distinguished orbits have double points, since these orbits are periodic, the double points are in fact quadruple points of the orbits. (II + ) appearance of the distinguished periodic orbits in Definition 2.6; (III) crossing through a triple point.
2.3.
Invariants for Stark-Zeeman homotopies. In order to define invariants of Stark-Zeeman homotopies, we first recall Arnold's J + -invariant of a generic immersion, which is independent of the choice of orientation of an immersion [3] . We define the standard curves K j , j ∈ N ∪ {0}: K 0 is the figure eight, K 1 is the circle, and for j ≥ 2 the curve K j is given as in the following figure. We determine j − 1 the J + -invariants for the standard curves by
Let K be a generic immersion. Then one computes its J + -invariant J + (K) by homotoping it to one of the standard curves in a suitable way under the following rules:
• it is invariant under the disasters (II + ) and (III), which are decribed in Definition 2.4; and • under a positive crossing through a direct self-tangency, which increases the number of double points, it is increased by two; • similarly, under a negative crossing through a direct self-tangency, which decreases the number of double points, it is decreased by two.
Example 2.8. Consider the generic immersion K given in the left-hand side of Figure 5 . We homotope K to the standard curve K 2 by pulling down the top vertex of K. During the homotopy a negative crossing through a direct self-tangency happens which implies that the J + -invariant decreases by two. Since
Figure 5. Homotopy with a negative crossing through a direct self-tangency. Thus, the J + -invariant decreases by two.
It is worth pointing out that J + ∈ 2Z. Moreover, the J + -invariant is additive under connected sums, see [3, Chapter 1] . In particular, in view of J + (K 1 ) = 0 we see that the J + -invariant does not change under the disaster (I ∞ ). We are now in position to define an invariant which also does not change under the disaster (I 0 ). Let K be a generic immersion in C \ {(0, 0)}. Abbreviate by w 0 (K) ∈ Z the winding number of K around the origin. The J 1 -invariant is then defined to be
Recall that the Levi-Civita mapping is defined as the complex squaring map
Note that the preimage L −1 (K) is also a generic immersion in C \ {(0, 0)}. By definition, the restriction of the map L to the preimage L −1 (K) is a 2-1 covering. According to the parity of the winding number w 0 (K), the second invariant J 2 is defined as follows: if w 0 (K) is even, then the preimage L −1 (K) consists of two connected components. We then choose one component K and define
This definition is well-defined since the definition of L implies that the two connected components of L −1 (K) are related by a 180 o -rotation in C \ {(0, 0)}. Therefore, J 2 does not depend on the choice of components. If w 0 (K) is odd, then L −1 (K) consists of a single component and we define If w 0 (K) is even, J 1 and J 2 are in general completely independent, see [7, Proposition 7] . However, if w 0 (K) is odd, then they have the following relation:
Even though the three distinguished orbits in Definition 2.6 are not generic immersions, their J + -invariants are defined as follows: let (K s ) s∈[0,1] be a StarkZeeman homotopy in a planar Stark-Zeeman system with B ≡ 0 and let K s0 be one of the three distinguished orbits for some s 0 ∈ (0, 1). We perturb K s0 slightly so that the perturbed curve K s0 is a generic immersion. Note that since a planar Stark-Zeeman system is close to the Kepler problem if the particle is sufficiently close to the origin, for a collision orbit we take a perturbation by the one which encircles the origin, see Figure 6 . We define the J + -invariant of K s0 by
and claim that it is well-defined, i.e., it is independent of the choice of perturbation. Indeed, any two perturbed curves only differ from each other by orientation and the numbers of exterior loops and crossings through a triple point, see Figure 7 .
Since the J + -invariant does not change under birth or death of exterior loops, this proves the claim. Figure 6 . Two perturbations of the brake-collision orbit (gray). Since a Stark-Zeeman system is close to the Kepler problem when the particle moves near the origin, the particle rotate the origin as in the left figure. Thus, the J + -invariant of this brake-collision orbit equals 0.
Since K s0± are generic immersions and small perturbations of K s0 , provided that > 0 is small enough, by the claim we have
. This implies that J 1 and J 2 are invariants for (K s ) s∈[0,1] . The previous argument shows that one can generically homotope a brake-brake orbit to a circle which does not encircle the origin and a brake-collision orbit can be generically homotoped to a circle which encircles the origin. This implies the following = = = Figure 7 . Two perturbations of the brake-brake orbit in Figure  4 . The above perturbation homotopes to the standard curve K 1 with four negative crossings through a direct self-tangency and the below one with four negative crossings through a direct selftangency, two crossings through a triple point, and four deaths of an exterior loop. Consequently, they have the same invariant and hence the J + -invariant of the brake-brake orbit is given by 8.
Lemma 2.11. The winding number of a brake-brake orbit around origin is given by zero. On the other hand, that of a brake-collision orbit is given by either plus one or minus one.
We conclude this section with the following proposition which provides formulas for the J 1 and J 2 invariants of brake-brake orbits and brake-collision orbits which will be used to prove the main result in Section 4. Proposition 2.12. Let γ be a brake-brake orbit or brake-collision orbit. Assume that γ has precisely N quadruple points. Then we have
if γ is a brake-brake orbit 2N + 1/2 if γ is a brake-collision orbit and J 2 (γ) = 2N if γ is a brake-brake orbit 4N if γ is a brake-collision orbit.
Proof. Let γ be as in the assertion. By the previous argument, after a small perturbation, each quadruple point gives rise to four double points and then one crossing through a direct self-tangency and one crossing through an inverse self-tangency possibly with a finite number of crossings through a triple point. Since the perturbed γ is generically homotoped to a circle, we conclude that J + (γ) = 2N . This fact together with Lemma 2.11 give rise to the formulas of the J 1 invariants.
Assume that the winding number is even. We first consider a brake-brake orbit which has winding number zero. Recall that the preimage L −1 (γ) of γ under the Levi-Civita embedding consists of two components γ 1 and γ 2 , where they are related by a 180 0 -rotation in a complex plane. It is obvious that both γ 1 and γ 2 are also brake-brake orbits. Since the J 2 invariant of γ is defined to be the J + -invariant of γ 1 (or γ 2 ), it suffices to determine the number of quadruple points of γ 1 . Since γ 1 and γ 2 have the same shape, they have the same number of quadruple points. By definition of the Levi-Civita regularization map, it follows that the number of quadruple points along γ 1 (or γ 2 ) equals to that of γ. If γ is a brake-collision orbit, then the preimage consists of a single brake-collision orbit. By definition of the map L, the number of quadruple points along L −1 (γ) is given by 2N . This proves the formulas for the J 2 invariants and completes the proof of the proposition. Remark 2.13. We remark that the formula of the J 2 invariant for odd winding number given in the previous Proposition matches up with the relation given in Proposition 2.10.
Special cases of the planar circular restricted three body problem
The describing Hamiltonian of the PCR3BP is given by
where E = (0, 0), M = (1, 0) and µ ∈ (0, 1). The point E is referred to as the Earth and the point M is referred to as the Moon. The moving particle is called the satellite. The parameter µ is the mass ratio of the two primaries. Note that the PCR3BP is a planar Stark-Zeeman system with A = (A 1 , A 2 ) = (q 2 , −q 1 ). In this section, we study two friends of the PCR3BP. The first friend, which is called the rotating Kepler problem, is obtained by switching off the Moon, i.e., we take µ = 0 in the PCR3BP. The second friend, which is called the Euler problem of two fixed centers, is obtained by switching off the rotating terms q 1 p 2 − q 2 p 1 .
3.1. The rotating Kepler problem. In this subsection, we recall some results on the rotating Kepler problem. For more details, we refer to [1, 11] . The Hamiltonian of the rotating Kepler problem is given by
The rotating Kepler problem is also a planar Stark-Zeeman system with A = (q 2 , −q 1 ). The Hamiltonian H RKP has a unique critical value −3/2 which satisfies the same properties as c 1 in Section 2.2. Indeed, for c < −3/2 the Hill's region consists of two connected components: a bounded component whose closure is homeomorphic to a closed unit ball centered at the origin and a unbounded component.
One can easily see that the angular momentum L = q 1 p 2 −q 2 p 1 and the (inertial)
|q| are integrals of the system. In the following we assume that the Kepler energy is negative: E < 0 and hence any (inertial) Kepler orbit is either an elliptic orbit(including a collision orbit) or a circular orbit. Since L and E Poisson commute, i.e., {L, E} = 0, where {·, ·} is the Poisson bracket of smooth functions, the flows of the Hamiltonian vector fields X L and X E commute. Hence, the Hamiltonian flow of H RKP = L + E coincides with the composition of the two Hamiltonian flows
. It follows that any orbit γ in the rotating Kepler problem has the form γ(t) = exp(it)γ 0 (t), where γ 0 is a Kepler orbit. Note that even though γ 0 is always periodic, γ is not necessarily periodic.
We first assume that γ 0 is an ellipse of period T > 0. For γ to be periodic, a suitable resonance condition has to be satisfied: γ is periodic if and only if the periods of exp(it) and γ 0 are commensurable, i.e., there exist positive integers k, l ∈ N which are relatively prime and satisfy kT = 2πl. If this resonance condition is satisfied, the 2πl-peridic orbit γ is a k-fold covered Kepler ellipse in an l-fold covered coordinate system. This observation gives rise to the following definition.
and γ 0 is a Kepler ellipse of period T satisfying kT = 2πl for some relatively prime k, l ∈ N. A Liouville torus on which T k,l -type orbits lie is called a T k,l -torus. Finally, a smooth family of T k,l -tori is called the T k,l -torus family.
Again by the fact that L and E Poisson commute, along the T k,l -torus family the Kepler energy E is constant. Indeed, the Kepler energy E k,l of the T k,l -torus family is given by
, see for example [1, Section 6] or [11, Lemma 3.3] . Throughout this paper, we make the following assumption Assumption. E k,l < −1/2, or equivalently k > l. It turns out that the T k,l -torus family bifurcates from the (k − l)-fold covered circular orbit of angular momentum L = −(l/k) 1/3 and dies at (k + l)-fold covered circular orbit of angular momentum L = (l/k) 1/3 , see for example [1, Section 6 and Appendix B] or [11, Proposition 3.4] . We call the circular orbits of positive momentum and negative angular momentum the retrograde circular orbit and the direct circular orbit, respectively.
The
It has a unique critical value c = −1 − 2 µ(1 − µ) which also satisfies the same properties as c 1 in Section 2.2. In the following we continue to denote the critical value by c 1 . Note that for c < c 1 the Hill's region consists of two bounded components: one is around the Earth, which is abbreviated by K E c , and the other is around the Moon, which is abbreviated by K M c . The Euler problem is also integrable and the first integral is given by
We apply the translation (q 1 , q 2 , p 1 , p 2 ) → (q 1 − 1/2, q 2 , p 1 , p 2 ) under which the dynamics does not change. Note that we now have E = (−1/2, 0) and M = (1/2, 0). We introduce the double covered elliptic coordinates (λ,
is a 2-to-1 branched covering with branch points at E, M . The two sheets are related by (λ, ν) → (−λ, −ν). This involution extends to the phase space by
The Hamiltonian in the elliptic coordinates is given by
where H λ = 2p 
In this paper we consider negative energy values H Euler = c < 0 so that every motion is bounded. The classically allowed region in the lower half (G, H Euler ) = (g, c)-plane is given in Figure 8 . Points in the four regions, labeled by P , L, S, and S , are regular values of the map (G, H Euler ) : T * R 2 → R 2 and points on the five black curves, which are given by 1,2 : c = −g ± 2(1 − 2µ), 3 : c = −g − 2,
4 : gc = (1 − 2µ) 2 , c 1 < c < c 3 , 5 : gc = 1, c 2 < c, are its critical values. Note that c 1 , c 2 , and c 3 are the enegy values at which 3 and 4 , 3 and 5 , and 2 and 4 , respectively. This shows that for c < c 1 only the two regions S and S appear. For more details, we refer to [12, 17, 19] .
Given (G, H Euler ) = (g, c), the momenta p λ and p ν are expressed by
Fix c < c 1 and consider points in the region S or S . The phase portrait for λ is then a simple closed curve which is symmetric with respect to both λ-and p λ -axes and centered at (λ, p λ ) = (0, 0). If (g, c) ∈ S, the ν-phase portrait consists of a disjoint union of two simple closed curves: one is associated with the Earth component and the other is associated with the Moon component. The curve corresponding to the Earth component (or the Moon component) is symmetric with respect to the ν-axis and the line p ν = −π (or the line p ν = 0) and centered at (ν, p ν ) = (0, −π) (or (ν, p ν ) = (0, 0)). If (g, c) ∈ S , only one simple closed curve corresponding to the Earth component appears, see Figure 9 . This implies that the preimage of a regular level (g, c) ∈ S or (g, c) ∈ S represents a disjoint union of two tori and a single torus, respectively. Therefore, in the S-region the satellite moves near either the Earth or the Moon while in the S -region it is confined to a neighborhood of the Earth. In view of (8), the λ-phase portraits are oriented in counterclockwise for {λ > 0} and in clockwise for {λ < 0}. The ν-phase portraits are oriented in a similar way. This picture holds because the two sheets of the double covering of the phase space are related with each other by (7). Fix an energy level H Euler = c < 0. Due to collisions, the energy hypersurface H
−1
Euler (c) is noncompact. However, one can regularize the dynamics on the energy hypersurface: define the new Hamiltonian
where K λ = 2p In particular, the satellite is now allowed to pass through the primaries. Since K λ and K ν Possion commute, as in the rotating Kepler problem we have
Kν . It follows that for an orbit to be periodic, we need a resonance condition for the λ-period T λ and the ν-periods T ν . More precisely, an orbit is periodic if and only if the ratio R = T ν /T λ , which is called the rotation number, is rational. It turns out that the rotation number only depends on the value (G, H Euler ) = (g, c), i.e., every periodic on a given Liouville torus has the same rotation number. Varying (g, c) we obtain the rotation function R. The rotation functions of Liouville tori are computed by means of complete elliptic integrals of the first kind, see [8, 14] . We do not study the rotation function R in detail but give the following definitions: fix k and l which are relatively prime. A Liouville torus with R = k/l is called a T k,l -torus. Periodic orbits which lie on a T k,l -torus is called T k,l -type orbits. Fixing R = k/l and varying (G, H Euler ) = (g, c) gives rise to a smooth family of T k,l -tori of fixed rotation number, which will be referred to as the T k,l -torus family, cf. Section 3.1. We illustrate some periodic orbits in Figure 10 . In the following we only consider energy levels c < c 1 . Note that the energy hypersurface H
Euler (c) consists of two bounded components: one is around the Earth and the other is around the Moon. By abuse of notation, we also call them the Earth component and the Moon component, respectively. Without loss of generality, we only consider the Earth component. On the Earth component, there exist precisely two critical periodic orbits along which dG and dH Euler are linearly dependent: the exterior and interior collision orbits, see Figure 11 . In the Euler problem, the exterior collision orbit and interior collision orbit play roles as the retrograde circular orbit and the direct circular orbit in the rotating Kepler problem, respectively, see [14] .
Remark 3.3. The properties of families of periodic orbits in planar Stark systems described in Section 2.1 can be obtained by means of the elliptic coordinates. Fix (G, H Euler ) = (g, c) and consider motions near the Earth. For collisions: suppose that the satellite collides with the Earth, i.e., we have (λ, ν) = (0, −π). Plugging this point into (8) shows that p λ and p ν vanish only if the value (g, c) lies on the line 2 and 3 which implies that the satellite moves along the exterior collision orbit and the interior collision orbit, respectively, see [14, Section 2] . If the satellite does not move along those orbits, then the momenta do not vanish and hence λ and ν + π change signs before and after the collision. Since p λ and p ν are symmetric near λ = 0 and ν = −π, respectively, the satellite retraces its former journey. For touching the boundary of the Hill's region: in a similar way as above, we see that the momenta p λ and p ν change their signs if the satellite touches the boundary of the Earth component. Since the variables λ and ν are symmetric with respect to p λ = 0 and p ν = 0, respectively, the satellite also retraces its former journey, cf. Lemma 2.3. For inverse self-tangencies: suppose that a periodic orbit has an inverse selftangency. Since (λ, ν) → (q 1 , q 2 ) is a branched double covering whose two sheets are related by (λ, ν) → (−λ, −ν) and the phase portraits are symmetric to the position axes, i.e., p → −p, it follows that the inverse self-tangency is not isolated. Then by the compactness of the image of the periodic orbit we conclude that every point on the orbit under consideration is an inverse self-tangency, cf. Lemma 2.5.
For intersection points: consider an intersection point along a torus-type orbit γ.
Then by (8) it is at most a quadruple point. Assume that it is a triple point: there exist t 0 , t 1 , t 2 ∈ S 1 such that γ(t 0 ) = γ(t 1 ) = γ(t 2 ). Again by (8) we may assume thatγ(t 0 ) = −γ(t 1 ) andγ(t 2 ) = ±γ(t 0 ). It follows that γ is either a brake-brake, a collision-collision or a brake-collision orbit and hence there must exist t 3 ∈ S 1 such thatγ(t 3 ) = ±γ(t 0 ) andγ(t 3 ) = −γ(t 2 ). This contradicts the assumption and hence the intersection point must be either a double point or a quadruple point. Moreover, if γ is not one of the three distinguished orbits, then it admits only double points. (i) each T k,l -torus in the S-region contains precisely two collision orbits and they are obtained from each other by the reflection with respect to the q 1 -axis. If k + l is even, they are brake-collision orbits, while if k + l is odd, they are collision-collision orbits; (ii) if k + l is odd, then any T k,l -torus in the S-or S -region contains a unique brake-brake orbit which is symmetric with respect to the q 1 -axis. If k + l is even, there exist no brake-brake orbits.
Proof. (i) Plugging (λ, ν) = (0, −π) into the equation (8) gives rise to
Recall that a point (g, c) in the S-region satisfies −2 < g + c < −2(1 − 2µ) which shows that the equations in the square roots are positive. It follows that a collision orbit exists on a T k,l -torus in the S-region. Let us suppose that R = T ν /T λ = k/l which means that along a T k,l -type orbit the satellite has k cycles in λ and l cycles in ν. Put T = kT λ = lT ν and abbreviate by γ a periodic orbit in the phase space corresponding to a T k,l -type collision orbit. We choose the initial condition by the collision with the Earth: γ(0) = (0, −π, p λ , p ν ). Assume that the second collision happens at t = T /2, i.e., we have γ(T /2) Figure 12 . Note that for each σ = λ, ν that p σ → p σ and p σ → −p σ for t = T /2 imply that the time t = T /2 equals some even and odd multiple of T σ /2, respectively.
The first case, i.e., γ(T /2) = (0, −π, p λ , p ν ), implies that both k and l are even which contradicts the fact that they are relatively prime. Therefore, this case is impossible.
Assume that the second case γ(T /2) = (0, −π, −p λ , p ν ) which implies that k is odd and l is even. It follows that γ is a (simple covered) T -periodic collision-collision orbit. Note that the Hamiltonian K admits two anti-symplectic involutions
The involution I 1 corresponds to the time reversal and the involution I 2 corresponds to the q 1 -axis reflection, see (6) . Note that under I 1 the image of the orbit does not change. Therefore, with regard to the image, the equation (9) shows that there exist precisely two initial conditions for collision-collision orbits, i.e., there exist Figure 12 . Four possibilities for the collision at t = T /2. The first case is excluded by the fact that k and l are relatively prime. The second and the third cases imply that the orbit under consideration is a (simple covered) collision-collision orbit. The last case means that the orbit is a (double covered) brake-collision orbit.
precisely two collision-collision orbits. Moreover, the existence of I 2 implies that they are obtained from each other by the reflection with respect to the q 1 -axis. For the third case, i.e., k is even and l is odd, we obtain a similar result. Finally assume that the last case which means that both k and l are odd, i.e., k + l is even. Note that in this case the satellite comes back to the Earth at t = T /2 by retracing its trajectory which implies that the satellite touches the boundary of the Hill's region at t = t 0 for some t 0 ∈ (0, T /2). Consequently, the orbit under consideration is a (double covered) T -periodic brake-collision orbit. As in the previous case, there exist precisely two brake-collision orbits and one is obtained from the other by the q 1 -reflection. This first assertion is proved.
(ii) Similarly, plugging (p λ , p ν ) = (0, 0) into (8) leads to c cosh 2 λ+2 cosh λ+g = 0 and c cos 2 ν + 2(1 − 2µ) cos ν + g = 0 from which we obtain that
For the values of cos ν in the S-region, the smaller and bigger one correspond to the Earth and Moon components, respectively. Therefore, a brake orbit exists on a T k,l -torus. Let us denote by γ a brake-brake orbit on a T k,l -torus. Choosing the initial condition by the braking point: γ(0) = (λ, ν, 0, 0), we obtain four possibilities for the second braking as in the proof of the first case, which are illustrated by π/2-rotations of the figures in Figure 12 . The second assertion is then proved in a similar way. This completes the proof of the proposition.
Remark 3.5. In [8, Corollary 8] Dullin and Montgomery proved that any T k,l -torus in the S-region contains precisely two collision orbits by using symbolic dynamics. Moreover, they also observed the existence of brake-brake orbits, see [8, Section 9] .
We conclude this section with the following lemma. Lemma 3.6. Suppose that k + l is even. Then the T k,l -torus family bifurcates from the l-fold covered interior collision orbit and dies at the k-fold covered exterior collision orbit. If k + l is odd, then it bifurcates from the 2l-fold covered interior collision orbit and ends at 2k-fold covered exterior collision orbit.
Proof. We need to determine how many T k,l -type orbits intersect the negative and positive q 1 -axis. It turns out that these intersection numbers only depend on k and l, see [8, Theorem 1] . Thus, it suffices to prove the assertion for a suitable representative. Let γ be either a brake-collision orbit if k + l is even or a collisioncollision orbit if k + l is odd. Recall that along a T k,l -type orbit the variable λ makes k cycles and the variable ν makes l cycles. Since (λ, ν) is a 2-1 (branched) covering, this shows that γ intersects the positive and negative q 1 -axis at which we have λ = 0 precisely 2k-times and ν = −π precisely 2l-times, respectively. In view of the proof of Proposition 3.4 we see that γ is single covered and doubly covered for the case that k + l is odd and k + l is even, respectively. This finishes the proof of the lemma.
Main argument
In this section we shall prove the main result of this paper.
4.1.
Invariants for the rotating Kepler problem. In view of the equation (3), we see that on a fixed T k,l -torus, the trajectories of any two orbits can be obtained from each other by a rotation in the q-plane. In particular, they have the same shape. This implies that on each T k,l -torus the invariants J 1 and J 2 are constant. In other words, in studying these invariants without loss of generality we may consider each T k,l -torus family as a one-parameter family.
Recall that we assume that E = E k,l < 1/2 (or equivalently k > l). The T k,l -torus family in the rotating Kepler problem is a Stark-Zeeman homotopy and its invariants are given by
Remark 4.2. As mentioned in [11, Remark 3.15] , one can prove the previous theorem in an elementary way (but with more work) by means of the ideas of Ptolemy and Copernicus. The elementary proof will be given in [15] .
Invariants for the Euler problem.
From now on we will compute the invariants of the T k,l -torus families in the Euler problem. Without loss of generality, we focus on the Earth component. Note that on each T k,l -torus, periodic orbits form a S 1 -family. In view of Remark 3.3 and Proposition 3.4 the S 1 -family is a Stark(-Zeeman) homotopy. Consequently, in view of calculating the invariants, as for the rotating Kepler problem, we may consider each T k,l -torus family, which is in fact a two-parameter family, as a one-parameter family. The same remark and lemmas imply Proposition 4.3. Each T k,l -torus family in the S-or S -region is a Stark-Zeeman homotopy.
Thus, in order to calculate the invariants for the T k,l -torus families in the Euler problem it suffices to compute for a suitable periodic orbit in that familiy.
Recall that the squared winding number w 2 0 is an invariant for a Stark-Zeeman homotopy with B ≡ 0. The following lemma shows that w 2 0 of a periodic orbit on a T k,l -torus is determined by the parity of k + l. Lemma 4.4. Let γ be a periodic orbit on a T k,l -torus. If k+l is odd, then w 0 (γ) = 0 and if k + l is even, then w 0 (γ) 2 = 1.
Proof. The assertions follow immediately from Lemma 2.11 and Proposition 3.4.
Corollary 4.5. Fix relatively prime k > l. Let γ be a brake-brake orbit or a brakecollision orbit if k + l is odd or even, respectively. Assume that γ has precisely N quadruple points. Then we have
It remains to determine the number of quadruple points on brake-brake orbits or brake-collision orbits. Proposition 4.6. Fix any T k,l -torus and let γ be a brake-brake orbit or a brakecollision orbit if k + l is odd or even, respectively.
(i) if k + l is odd, then γ has precisely (k − 1)(l − 1) + (k + l − 1)/2 quadruple points; (ii) if k + l is even, then γ has precisely (k − 1)(l − 1)/4 quadruple points.
Proof. (i) we only consider the case that k is even and l is odd. The other case is proved in a similar way. Recall that all intersection points along γ are quadruple points. Let T > 0 be the minimal period of γ. Note that the restriction γ| [0,T /2] has the same image with γ and a quadruple point of γ is a double point of γ| [0,T /2] . In the following we study the restriction γ| [0,T /2] instead of γ. By abuse of notation, we use the same symbol γ for the restriction and we identify the orbit γ with its image.
Recall that γ intersects the q 1 -axis if and only if we have λ = 0 or ν = −π. Since (k, l) ∈ 2Z × (2Z + 1) and λ and ν make k/2 cycles in λ and l/2 cycles in ν along γ, respectively, λ = 0 and ν = −π are attained precisely k times and l + 1 times, respectively. Since γ is a brake-brake orbit which is symmetric with respect to the q 1 -axis, those points give rise to (k + l − 1)/2 double points and a single point of γ on the q 1 -axis.
Let γ ± = γ ∩ {±q 1 ≥ 0} be the positive and negative parts of γ, respectively, so that γ = γ + + γ − . Since γ is symmetric with respect to the q 1 -axis, γ + and γ − have the same number of double points and they do not have any double points on the q 1 -axis. Therefore, it suffices to count double points on γ + . Note that the period of γ + is given by T /4. Choose the initial point of γ + by the braking point (λ, ν) = (λ max , ν max ), i.e., the point at which the satellite touches the boundary of K E c . Note that along γ + the variables λ and ν make k and l quarter-cycles, respectively. Each quarter-cycle for λ (or for ν) corresponds to increase or decrease of λ (or of ν) between λ = 0 and λ = λ max (or between ν = −π and ν = ν max ). By abuse of notation, we use the symbol ν for ν + π so that the collision with the Earth corresponds to (λ, ν) = (0, 0). We now view the variables λ and ν as functions of time. More precisely, the horizontal axis represents the time duration t ∈ [0, T /4] and the vertical axis represents the values of λ or ν. Since we consider the positive part of γ, we reflect the negative part of the graphs with respect to the horizontal axis, see Figure 13a . Since k is even and l is odd, at the rightmost points of the graphs, i.e., at t = T /4, we have λ = λ max and ν = 0. Note that this point corresponds to the single point of γ which lies on the q 1 -axis. Claim 1. If t = t 0 ∈ (0, T /4) represents a double point of the positive part γ + , then t 0 ∈ (T /4kl)Z. Proof of Claim 1. Abbreviate λ 0 = λ(t 0 ) and ν 0 = ν(t 0 ). We find
at which λ = λ 0 , where 0 < t 1 < T /4k, and
at which we have ν = ν 0 , where 0 < t 2 < T /4l. We only consider the case that (10)
for some 0 ≤ i ≤ k/2 − 1 and 0 ≤ j ≤ (l − 1)/2 from which we obtain
The other cases can be proved in a similar way. Since (λ 0 , ν 0 ) is a double point, there must exist m = i and n = j satisfying either (i) 2mlT /4kl
Assume the first case from which it follows that
This together with (11) gives rise to
Since k and l are relatively prime, this implies that k and l divide m − i and n − j, respectively. However, this is not the case since |m − i| < k and |n − j| < l. Thus, the first case is impossible. A similar result holds for the last case. We now assume the second case. The third case is proved in a similar way. Proceeding as the first case we obtain that
and hence in view of (10) it follows that
This proves the claim.
We divide the time interval [0, T /4] by kl subintervals such that each subinterval has length T /4kl, see Figure 13a . Consider the kl + 1 points t = jT /4kl, j = 0, 1, 2, · · · , kl. By Claim 1, each double point of γ + must correspond to one of those points. The (k + 1) points t = iT /4k, 0 ≤ i ≤ k, correspond to the maximum or the minimum of λ and the (l + 1) points t = iT /4l, 0 ≤ i ≤ l, correspond to the maximum or the minimum of ν. Since k and l are relatively prime, we have (12) iT
It is obvious that the points corresponding to the maximum of λ or ν do not represent double points of γ + . For the points corresponding to the minimum which represent points of γ + on the q 1 -axis, we already showed that except for one point, they are double points. The following claim shows that the remaining (k − 1)(l − 1) points correspond to double points. Once this is proved, the first assertion of the proposition follows.
Claim 2. Among the (kl + 1) points described as above, (k − 1)(l − 1) points, which do not represent the maximum or the minimum of λ or ν, correspond to double points of γ + . Proof of Claim 2. We fix t 0 = N T /4kl for some 0 < N < kl which is not contained in the two sets in the left-hand side of (12) . Abbreviate by (λ(t 0 ), ν(t 0 )) = (λ 0 , ν 0 ). As in the previous claim, we find
at which λ = λ 0 , where 1 ≤ m ≤ l − 1, and
at which we have ν = ν 0 , where 1 ≤ n ≤ k − 1. We need to show that #A ∩ B = 2. Since γ + has only double points, it suffices to show that A and B have an intersection point other than t 0 .
As in Claim 1, we only consider the case N = 2al + m = 2bk + n for some 0 ≤ a ≤ k/2 − 1 and 0 ≤ b ≤ (l − 1)/2 from which we obtain (13) 2(al − bk) = n − m.
The other cases can be proved in a similar way. We observe that there exist no r = a and s = b satisfying 2rl + m = 2sk + n or 2rl − m = 2sk − n since k and l are relatively prime. On the other hand, since 1 ≤ m ≤ l − 1, there exist P, Q ∈ Z such that m = kP − lQ. We then define i, j to be
Consider the case (i, j) = (P − b, Q − a). We then have m = k(i + b) − l(j + a) and n = k(i − b) − l(j − a) from which 2jl + m = 2ik − n. Therefore, we have
It remains to show that a = j. Assume by contradiction that a = j. We then have n = k(i − b). Since 1 ≤ n ≤ k − 1, this is not the case. This shows that (λ 0 , ν 0 ) is a double point. For the cases (i, j) = (P − b, 0), (b − P, a − Q), or (0, a − Q), the assertion can be proved in a similar way. The other five cases never happen. This proves the claim and hence the first assertion.
(ii) Since k and l are relatively prime, both k and l are odd. As in the proof of the previous case, by abuse of notation we use the symbol γ for the restriction γ| [0,T /2] which has the same image as γ. Different from the previous case points of γ on the q 1 -axis are not necessarily double points since γ is not symmetric with respect to the q 1 -axis. As before, we consider λ and ν as functions of time. Since we are not considering the positive part of γ, but γ itself, we do not need to reflect the negative part of the graphs. Then a similar argument as in the proof of the first case proves the second assertion. This completes the proof of the proposition.
Remark 4.7. The assertions of the previous proposition hold for all brake-brake orbits or brake-collision orbits in any separable Stark systems, provided that the phase portrait of each variable is given by a simple closed curve which is symmetric with respect to both horizontal and vertical axes.
Remark 4.8. The proof of the previous proposition carries over to symmetric periodic orbits for the case k + l is even: the corresponding symmetric periodic orbit on a T k,l -torus has precisely (k − 1)(l − 1) + (k + l − 2)/2 double points. correspond to the maximum or the minimum of the variable λ or ν. The first point is the braking point of γ + and the last point is the single point of γ which lies on the q 1 -axis. Among the other five points, (4 + 3 − 1)/2 = 3 points represent double points and the remaining two points are single point of γ, see Figure 13b .
In view of the proof of Proposition 4.6, the six points t = jT /48, j = 1, 2, 5, 7, 10, 11, make the three pairs (1, 7), (2, 10), (5, 11) which correspond to three double points of γ + . Indeed, for example if we take N = 1 in the proof of Claim 2 of the same proposition, then we have m = n = P = Q = i = j = 1 and a = b = 0. It follows that 2jl + m = 2 · 1 · 3 + 1 = 7 = 2 · 1 · 4 · −1 = 2ik − n frow which we conclude that t = T /48 and t = 7T /48 represent a double point. Consequently, the brake-brake orbit for (k, l) = (4, 3) has precisely nine quadruple points, see Figure 13b .
We have proven Theorem 4.10. For the T k,l -torus family in the S-or S -region in the Euler problem, we have (i) if k + l is odd, then k + l and k − l are relatively prime; (ii) if k + l is even, then (k + l)/2 and (k − l)/2 are relatively prime.
Proof. (i) Assume that k + l and k − l are not relatively prime. Then there exists a ≥ 2 and x, y ∈ N such that k + l = ax and k − l = ay from which we obtain that k = a(x + y)/2 and l = a(x − y)/2. Since k ± l are odd, all a, x, and y are odd. Note that x ± y are even and hence (x ± y)/2 are integers. Since k and l are relatively prime, we obtain that a = 1 which contradicts the assumption. This proves the first assertion.
(ii) Similarly, assume that the greatest common divisor of (k+l)/2 and (k−l)/2 is given by a ≥ 2. Then there exist x, y ∈ N such that (k+l)/2 = ax and (k−l)/2 = ay which imply that k = a(x + y) and l = a(x − y). Again by the fact that k and l are relatively prime, we obtain a = 1 which contradicts the assumption. This proves the second assertion and completes the proof of the lemma.
We first consider γ RKP . Recall that the T k,l -torus family bifurcates from (k − l)-fold covered direct circular orbit. This implies that γ RKP is noncontractible if k − l is odd and contractible if k − l is even. Assume that k − l is odd. Then by Lemma 4.11 we see that k − l and k + l are relatively prime. By abuse of notation, we use the symbol γ RKP for the corresponding orbit in the phase space. Since γ RKP is not contractible, its double cover lifts to a periodic orbit γ RKP in S 3 . Note that the knot type is an invariant for the T k,l -torus family. To determine the knot type, we choose two T k,l -type orbits γ 1 and γ 2 which are sufficiently close to the (multiple covered) direct and retrograde circular orbits, respectively. To explain in detail about these two orbits, we abbreviate by (c 1 , c 2 ) the interval of energies in which the T k,l -torus family takes values. At H RKP = c 1 and H RKP = c 2 , torus-type orbits become the (k − l)-fold covered direct circular orbit and the (k + l)-fold covered retrograde circular orbit, respectively. Then the two orbits γ 1 and γ 2 are defined to be T k,l -type orbits having H RKP = c 1 + and H RKP = c 2 − , respectively, for > 0 small enough. Consider the interval [c 1 , c 1 + ] corresponding to the solid torus in S 3 whose boundary is a T k,l -torus T 1 on which the lift of the double cover γ 1 of γ 1 lies and the core is the 2(k − l)-fold covered direct circular orbit. Since > 0 is small enough, it follows that γ 1 is a (2(k − l), n)-torus knot for some n > 0. A similar argument to γ 2 and [c 2 − , c 2 ] shows that the lift γ 2 is a (2(k + l), m)-torus knot. Since γ 1 and γ 2 have the same knot type, it follows that n = 2(k + l) and m = 2(k − l). Consequently, γ RKP is a (k + l, k − l)-torus knot. We now consider the case that k − l is even and hence γ RKP is contractible. Therefore, the lift of the corresponding orbit in RP 3 in S 3 consists of two components γ 1 and γ 2 . Without loss of generality, we may consider only one component, say γ 1 . A similar argument as in the previous case and Lemma 4.11 show that γ 1 (and hence the lift γ RKP ) is a ((k + l)/2, (k − l)/2)-torus knot. In view of Lemma 3.6, proceeding a similar business for γ
Euler shows that its lift is a (k, l)-torus knot regardless of the parity of k + l.
We have proven Noncontractible case. In this case, we have that k + l is odd for the rotating Kepler problem and k + l is even for the Euler problem. By Proposition 4.12, T k,ltype orbits in the rotating Kepler problem and T k+l,k−l -type orbits in the Euler problem have the same knot type. Plugging (k + l, k − l) instead of (k, l) into the equation (14) for k + l even gives rise to
Since the J 2 invariant is determined by the J 1 invariant, see Proposition 2.10, we also obtain that
We have proven Theorem 4.13. Let γ RKP and γ Euler be torus-type orbits in the rotating Kepler problem and in the Euler problem, respectively. Assume that they have the same knot type. Then their J 1 invariants coincide with each other. Moreover, they have the same J 2 invariant if they are noncontractible. However, if they are contractible, then their J 2 invariants are different.
