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For a population genetic model with differential fertility it is shown that every 
solution tends to equilibrium. A simple argument for quasimonotone systems. 
which is interesting itself, allows the extension of earlier partial results. obtained via 
Dulac’s criterion, to the entire parameter space. A similar argument excludes stable 
limit cycles in higher dimensions. 
In the classical selection model for n alleles at an autosomal locus it is 
assumed that to each genotype a fitness parameter is attributed, also called 
viability, fertility, or Malthusian parameter. In the case of discrete time, i.e., 
of separated generations, this assumption together with the hypothesis of 
random mating or Hardy-Weinberg equilibrium leads to a model, where the 
state of the population at birth can be described by the gene frequencies 
alone. Let JIM, pi be the frequencies at birth of the gene a;. j = l..... n. in the 
parental and in the filial generation, respectively, and let Fiji, be the fitness 
parameter of the genotype U.jUk. Then the Fisher-Wright-Haldane model 
(4-6 1 reads 
(1) 
Similarly, under the additional hypothesis of slow selection, a model for 
continuous time depending only on gene frequencies can be derived. 
Pi= 2 fikP,jPk- 2 fryprpspi. j = l..... n. (2) 
k-l r. s-l 
The dot denotes differentiation with respect to time. Equation (1) can be 
interpreted as a discretization of Eq. (2) with variable time step. 
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For both models (1) and (2) the mean fitness 
@(PI= f fjkPjPk 
j.k= I 
(3) 
serves as a Lyapunov function. The fact that the mean fitness increases along 
trajectories is usually called the “fundamental law of natural selection.” The 
Lyapunov function guarantees that every trajectory approaches a continuum 
of stationary states. In particular, there are no periodic solutions except 
constants. In general, in population genetic models solutions appear to 
stabilize to equilibrium, quite in contrast to ecology, where periodic solutions 
and “chaotic” solutions are abundant. 
We mention that recently Akin [ I] has exhibited periodic solutions in a 
two locus model, and Hunt [9] has found such solutions in a model, where 
the fitness parameters depend on the population size, a “genetic feedback 
loop.” Bodmer [2] has designed a model with differential fertilities (and 
viabilities), where a fitness parameter is attributed not to the individual 
genotype, but to each pair of mating genotypes. Hadeler and Liberman [7] 
have investigated this model for certain symmetric choices of the parameters 
and also discussed the related continuous time model (4). Recently, Polak 
[ 151 has given an extensive survey on such models. 
With two alleles a, and a, at a locus there are three genotypes G, = a, a,, 
G, = a, a2, G, = a2u2. Let fjk > 0 be the fertility of the pair G,G,. In [7] it 
has been shown that only the averages (fi, +5,)/2 enter the model 
equations. Therefore we assume symmetric coefficients fjk =fkj from the 
beginning. Let x1, x2, xj be the frequencies of the genotypes G, , G,, G,. 
Then the equations for the continuous time model read 
where @ is the mean fertility 
@ =“fx + v-nx,x* +f**-G 
+ 2f,i3XlX3 + 2f2,,x,x, +fX. (5) 
Of course the set of frequency vectors 
S={X=(X,,X*,XJ):X,,X*,XJ>O,X,+X~+Xj=l} (6) 
is a positively invariant set for Eqs. (4). 
Recently Butler et al. [3] have shown that for a three parameter manifold 
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of the parameter space system (4) has no nontrivial periodic solutions. They 
introduce x, and x, as coordinates in S and apply Dulac’s criterion 
(Bendixson’s negative criterion). This approach leads to rather diffkult, 
though elementary, calculations, and there seems no way to treat the general 
case. 
We prove 
THEOREM 1. For any choice of the parameters fik, every solution of 
system (4) converges to a stationary point. 
The result is a consequence of Theorem 2. Let R” be the usual coordinate 
space with the partial ordering induced by the cone C of vectors with 
nonnegative components. Let 
i=f(x) (7) 
be an autonomous system in R”, where f: R” --$ R” is continuously differen- 
tiable. Let f ‘(x) be the Jacobian of the right-hand side. The system is called 
quasimonotone (system with property K) iff the off-diagonal elements of the 
matrix f'(x) are nonnegative for all x. In other words, the system is 
quasimonotone iff exp(f ‘(x)) C c C. 
We prove the following two results: 
THEOREM 2. Let (7) be a quasimonotone system in the plane. Then ecer.s 
trajectory, for t + *co, either goes to injinity or converges to a point. 
THEOREM 3. Let (7) be a quasimonotone system in R”. n > 3. Then the 
system cannot have an exponentially stable limit cycle. 
Proof of Theorems 2 and 3. Let G be the solution operator, as far as it 
exists, i.e., G(t, t,. x) is the solution which starts at time t,, at the point x. 
evaluated at time t. Then 
G(t, t,,y) = G(t, t,, x) + Q(t, t,, X)(J) -x) + o(I I’ - sl), 
in particular, for fixed t,, t, 
G(t + r, t,, x) - G(t, t,, x) 
= Q<t, t,, , x)(G(t, + r, to, x) - x) + o(l r I). (8) 
From the hypothesis on f '  it follows immediately that Q(t, t,, x) C c C for 
t > t, and all x, i.e., Q(t, t,, x) is represented by a matrix with nonnegative 
elements (a nonnegative matrix in the sense of Perron-Frobenius). We 
introduce a moving coordinate frame along the trajectory. 
From (8) we see: If the trajectory starting at x(t,) moves into C, then it 
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remains in C for I > c,, and each component of the solution is 
nondecreasing. Equivalently, we can consider the curve t + i(t) in the fixed 
space R” with cone C: If i(t,) tZ C, then x(t) E C for t > t,. Similarly, if the 
trajectory enters -C, then it remains in 4. 
Now suppose x(t) is a nonconstant periodic solution with period W. Then 
Q(t + cc), t, x(t)) is the linearized Poincare operator at x(t). Its eigenvalues 
are constant in t, the eigenvectors rotate, if x(t) follows the orbit. In view of 
the Perron-Frobenius theorem, the spectral radius p of Q(t + cc), t. x(t)) is an 
eigenvalue, and there is an eigenvector z(t) in C. On the other hand 
Q(t + w, t, x(t)) i(t) = i(t). Thus 1 is an eigenvalue, and the eigenvector is 
not in C U {-C}. It follows that p 2 1. Now there are two cases. If p > I, 
then the periodic orbit is exponentially unstable. If p = I, then z(t) and i(t) 
are independent, p = 1 has multiplicity at least 2, and the orbit is not 
exponentially stable. Thus Theorem 3 is proved. 
Now let n = 2. We number the four orthants by C, = C, C,, C, = -C, C,. 
Consider any trajectory. If the trajectory enters the orthant C,, then it even- 
tually enters C, or C,, or it remains in C,. In the latter case the first 
component is nonincreasing and the second is nondecreasing. A similar 
argument holds for C,. Thus either the trajectory tends to infinity or 
converges to a point for t + +co. In particular there are no periodic orbits. If 
time is reversed, then the off-diagonal elements of the Jacobian are 
nonpositive, expf’(x) is a positive operator with respect to the cone C?, and 
the same argument can be applied with C, U C, and C, U C, interchanged. 
Thus Theorem 2 is proved. 
On the other hand it is easy to see that quasimonotone systems can have 
periodic orbits. Let g: [0, co) + R be a continuously differentiable function 
such that g(7) = 0 for some J > 0. Then the system 
9, =&)Y, -Y23 
4’2 =g(r)JJ, +JJ,, r = <y: + Y:)“*, (9) 
it, =w,, a > 0, 
has an unstable periodic orbit whose trajectory is given by r = f, y, = 0. 
Apply a rotation U with axis y, + y, = 0, y, = 0 such that the vector (0, 0, 1) 
is carried into (I, 1, 1)/d. A n explicit representation of U is given by the 
matrix 
V=L 
a 
1 -2-d a/a 
-2-fi 1 aI& 
1+fi l+fi a/a 
5 a = (12 + 6 fi)“*. 
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If system (9) is written j, =f(y), then the transformed system for x = C!l, 
reads 
1 =f(x), f(x) = Uf( u*x), (10) 
and the Jacobian is 
f’(x) = Uf’(U”x) U” = H(x) + 4 ee*. ( I 1 j 
where H(x) is some continuous function of x and e* = (1, 1, 1). For any 
bounded domain R t R 3, in particular, any bounded neighborhood of the 
orbit, the constant a can be chosen so large that the system is 
quasimonotone in Q. 
The argument exposed here in some detail is essentially contained in 
Eq. (8). A few remarks are appropriate. A matrix A has a nonnegative 
exponential exp(tA) for t > 0 iff its off-diagonal elements are nonnegative. 
Differential equations for which the Jacobian at each point has this property 
are usually called quasimonotone. They have been introduced by Muller 113. 
14 ] and Kamke [ 10, 111. A detailed account has been given by Walter I18 I. 
Recently, de Mottoni and Schiaffino [ 121 had used these arguments to prove 
existence of periodic solutions in a competition model with periodic coef- 
ficients. Theorem 2 also implies convergence to equilibrium in the general 
autonomous competition model. The proofs, e.g.. in [8, p. 265 ff. 1, and in 
(161 can be greatly simplified. Our arguments are close to some remarks in 
1 171 on competition models constructed from arbitrary dynamics. 
Proof of Theorem 1. Let .!?= (X E S: x2 > O}. The transformation 
ll = x,/x2. v =x,/x2 (121 
carries S onto the quadrant u > 0, c’ > 0. The differential equation is 
transformed into 
ti =j-,,u’ +f,*u + $fz2 -f*,d - 2f,,,u5 
- If,+ -f23w 
d =f33LJz +f,zv + $fiZ -f,2ur - 2f,,,zA4 
- 5f2,v -f2,v2, 
where the time variable has been resealed according to 
(1.11 
t = 
J 
-’ x2(s) ds. 
0 
(14) 
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The right-hand side of (13) is again regular in the whole plane. Along the 
edge x2 = 0, x1x3 > 0 vector field (4) is pointing strictly inward. 
Application of Theorem 2 (with time reversed) shows that for each 
trajectory in u > 0, u > 0, the o-limit set is either empty or is a single point. 
Thus for any trajectory of (4) the o-limit set is a single point in S or it is a 
subset of (x, = 0). In the latter case the limit set is one of the points x, = 1 
or x3 = 1. 
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