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Introduccio´n
Las wavelets son funciones que en el procesamiento de sen˜ales tienen
ciertas caracter´ısticas especiales que las vuelven u´tiles en este campo de la
ingenier´ıa. Por ejemplo, ellas pueden separar la informacio´n en diferentes
componentes frecuenciales, estudiando cada componente con una cierta
resolucio´n asociada a la escala. Con el nombre wavelet nos estaremos
refiriendo en este trabajo a los vocablos: “onditas”, “ond´ıculas”, “ondelletes”,
“ondas de corta duracio´n”o´ “de soporte compacto”; usados por otros autores
en los distintos trabajos de investigacio´n sobre el tema. Las wavelets y el
ana´lisis multirresolucio´n actualmente se han convertido en una herramienta
de gran potencia para afrontar algunos problemas fundamentales del
tratamiento de las sen˜ales (ver, p.e.[2, 32]). Problemas como: la reduccio´n
del ruido, la compresio´n de sen˜ales (de mucha importancia tanto en la
transmisio´n de grandes cantidades de datos como en su almacenamiento) y la
deteccio´n de determinados patrones o irregularidades locales en ciertos tipos
de sen˜ales como las electroencefalo´gra´ficas, las producidas por las huellas
digitales, las producidas por las vibraciones de motores, las producidas por
los defectos de soldadura entre placas de distintos materiales. Las sen˜ales
electroencefalogra´ficas producidas por la actividad ele´ctrica anormal en el
cerebro de los pacientes que sufren de epilepsia (ver, p.e., [1, 8, 15, 19, 20]),
corresponden a un trastorno del cerebro en el cual grupos de ce´lulas nerviosas
o neuronas en el cerebro, transmiten a veces sen˜ales en una forma anormal.
Las neuronas normalmente generan impulsos electroqu´ımicos que actu´an
sobre otras neuronas, gla´ndulas y mu´sculos para producir pensamientos,
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sentimientos humanos y acciones. La epilepsia perturba el patro´n normal de la
actividad neuronal y esto causa sensaciones, emociones y comportamientos
extran˜os o a veces, crisis epile´pticas, contracciones musculares y pe´rdidas
del conocimiento. Durante una crisis epile´ptica, las neuronas pueden emitir
sen˜ales hasta 500 veces por segundo, lo cual es mucho ma´s ra´pido que la tasa
normal. En ciertas personas, esto so´lo ocurre ocasionalmente, pero en otras,
puede ocurrir hasta varias veces al d´ıa. Las sen˜ales electroencefalogra´ficas
son de baja frecuencia e intr´ınsecamente no estacionarias. A ellas se le suman
ruidos, que se llaman artefactos y suelen ser sen˜ales de altas frecuencias, como
las producidas por la contraccio´n muscular o actividad ele´ctrica externa.
Es ampliamente conocida la funcionalidad de la transformada de
Fourier en el estudio de este tipo de patolog´ıa, permitiendo en nuestro
caso realizar una primera aproximacio´n a la caracterizacio´n de sen˜ales
electroencefalogra´ficas. Sinembargo, esta transformada presenta una fuerte
debilidad en el tratamiento de sen˜ales no estacionarias, es decir, en el
tratamiento de aquellas sen˜ales cuyas componentes espectrales var´ıan en
el transcurso del tiempo como el EEG. La transformada de Fourier realiza
una descomposicio´n de las sen˜ales en sus componentes frecuenciales pero no
facilita la informacio´n temporal de e´stas. Como alternativa a la transformada
de Fourier, se desarrollan investigaciones utilizando la transformada wavelet
que permite localizar simulta´neamente en el dominio del tiempo y la
frecuencia estas u´ltimas componentes no deseadas, y adema´s, se conoce
de forma precisa las sen˜ales de baja frecuencia, que son las que mejor
informacio´n aportan acerca del estado mental del paciente. Las familias
o tipos de funciones wavelets disponibles viene en aumento. Con ellas se
ha realizado numerosos estudios comparativos, delimitando cual permite
realizar un ana´lisis ma´s adecuado del electroencefalograma. Concre´tamente
se ha empleado la transformada wavelet discreta comparando las familias
Haar, Daubechies, Coiflets, Symlets, Dmeyer, Biortogonal, Rbiortogonal y
sus subfamilias correspondientes. Pero sin duda, las waveletes biortogonales
son las que por sus caracter´ısticas como tener un soporte compacto y simetr´ıa
permiten la reconstruccio´n exacta de la sen˜al a trave´s de filtros FIR (filtro con
impulso de respuesta finita), lo cual en las wavelets ortogonales es imposible,
excepto en la wavelet de Haar.
La representacio´n multirresolucio´n obtenida de la transformada wavelet
combinada con los filtros digitales permiten la localizacio´n en el tiempo de
la actividad epileptiforme y ayudan a optimizar la carga computacional.
De acuerdo con todo lo dicho anteriormente, vemos que las wavelets
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proporcionan un conjunto de herramientas flexibles para detectar problemas
pra´cticos tanto en la ciencia como en la ingenier´ıa y particularmente en
la bioingenier´ıa. Entre estas herramientas se tiene la transformada wavelet
asociada con el ana´lisis multirresolucio´n de una sen˜al, es decir, a distintos
niveles de resolucio´n se tendra´ una base wavelets. Concretamente, cuando se
pretenda obtener un mayor detalle en una sen˜al (mayor resolucio´n), mayor
nu´mero de funciones por unidad de longitud se tendra´n en la base wavelets.
Es importante tener en cuenta que no existe una transformada wavelet
u´nica, ni una funcio´n wavelet que resuelva todos los problemas. Es a partir de
la modelacio´n del proceso, de un ana´lisis a priori del tipo de sen˜al tratada y
del objetivo que se pretenda (compresio´n, eliminacio´n del ruido, deteccio´n de
eventos) se busca la familia de wavelets (Haar, Daubechies, Coiflets, Spline...)
que mejor coincida con las caracter´ısticas de la sen˜al a estudiar (ver, p.e.,
[7, 10, 21, 29, 30]). En este trabajo se toma la transformada discreta wavelet
cuyo propo´sito es el mismo de la transformada wavelet continua, so´lo que
aqu´ı se utilizan las te´cnicas del filtrado digital.
El electroencefalograma se pasa a trave´s de una serie de filtros, donde los
pasa altas se utilizan para separar las altas frecuencias y los pasa baja para
separar bajas frecuencias. La resolucio´n depende tanto de las operaciones de
filtrado como de las variaciones de la escala determinadas por las operaciones
de muestreo (downsampling y el upsampling). Con la primera se descartan
ciertas muestras durante el ana´lisis de la sen˜al, reduciendo en un factor de n
el nu´mero de muestras del EEG que se esta´ analizando. Por el contrario, con
el upsampling significa que an˜adimos nuevas muestras al EEG. Al pasar la
sen˜al del EEG por un filtro pasa baja y luego por uno pasa alta, la mitad de
la sen˜al que sale del filtro pasa altas forma los primeros coeficientes wavelets
de la sen˜al, pues se tiene un proceso de descomposicio´n mediante filtros pasa
altas y pasa bajas. Se sigue con el proceso hasta alcanzar el nivel de resolucio´n
que se requiera.
En virtud a la biortogonalidad de los Spline-B cu´bicos escogidos como
wavelets, en este trabajo podemos garantizar la deteccio´n de eventos
epile´pticos o puntas presentados en un EEG. Los estudios desarrollados en
torno al tratamiento de los EEG muestran que es suficiente trabajar con ocho
niveles de resolucio´n para una buena deteccio´n de los eventos epile´pticos.
El algoritmo se construye aprovechando la energ´ıa de la sen˜al, con la
distribucio´n uniforme de la energ´ıa en cada nivel de resolucio´n, se puede
calcular una serie de para´metros estad´ısticos (media y desviacio´n) que
permiten fijar un umbral el cual detecta la presencia de puntas o eventos
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epile´pticos en el EEG.
En el presente trabajo mostramos el proceso completo, partiendo de un
electroencefalograma y haciendo todo el desarrollo matema´tico y algor´ıtmico,
hasta encontrar los eventos o puntas usando la wavelet seleccionada que
en nuestro caso es la spline cu´bica biortogonal. Finalmente hacemos la
comparacio´n con la wavelet Daubechies 4, para mostrar que esta segunda
es menos eficiente que la elegida para nuestro estudio, debido a que genera
muchos picos y conduce posiblemente a falsos positivos.
CAP´ITULO 1
Introduccio´n a las wavelets
Introduccio´n
El or´ıgen de la descomposicio´n de una sen˜al en wavelets esta´ en la
necesidad de conocer las caracter´ısticas y particularidades de la sen˜al en
diferentes instantes de tiempo. La principal virtud de las wavelets es que
permiten modelar procesos que dependen fuertemente del tiempo y para los
cuales su comportamiento no tiene por que´ ser suave [1, 8, 11, 14, 15, 19].
Una de las ventajas de las wavelets frente a los me´todos cla´sicos, como la
transformada de Fourier, es que en el segundo caso se maneja una base de
funciones bien localizada en frecuencia pero no en tiempo, esto es, el ana´lisis
en frecuencia obtenido del ana´lisis de Fourier es insensible a perturbaciones
que supongan variaciones instanta´neas y puntuales de la sen˜al como puntas
debido a conmutaciones o variaciones muy lentas como tendencias. En otras
palabras, si f es una sen˜al (f es una funcio´n definida en todo R y tiene
energ´ıa finita
∫∞
−∞ |f(t)|2dt), la transformada de Fourier fˆ(ω) proporciona la
informacio´n global de la sen˜al en el tiempo localizada en frecuencia. Sin
embargo, fˆ(ω) no particulariza la informacio´n para intervalos de tiempo
espec´ıficos, ya que
fˆ(ω) =
∫ ∞
−∞
f(t)e−iω tdt
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y la integracio´n es sobre todo tiempo. As´ı, la imagen obtenida no contiene
informacio´n sobre tiempos espec´ıficos, sino que so´lo permite calcular el
espectro de amplitud total |fˆ(ω)|, mientras que la mayor´ıa de las wavelets
interesantes presentan una buena localizacio´n en tiempo y en frecuencia,
disponiendo incluso de bases de wavelets con soporte compacto. En este
cap´ıtulo se presenta una introduccio´n a la teor´ıa wavelets, en particular se
estudiara´ la transformada wavelet y el ana´lisis multirresolucio´n en L2(R).
Con este concepto se ilustra co´mo construir otras bases wavelets, y adema´s,
permite analizar funciones (sen˜ales) en L2(R) en varias escalas (niveles de
resolucio´n) [6, 8, 10, 15]. Para ello, se utiliza versiones escaladas de un
conjunto ortonormal en L2(R). Para tal descomposicio´n de una funcio´n
f ∈ L2(R), so´lo se necesitan los coeficientes de la expansio´n de f en dicho
conjunto ortonormal.
1.1. Una representacio´n adecuada
A continuacio´n se presenta una breve explicacio´n del por que´ la
Transformada de Fourier no es una representacio´n adecuada para sen˜ales
no estacionarias (como las electroencefalogra´ficas) cuando se desea obtener
informacio´n de la correspondencia tiempo - frecuencia. Revisando la
literatura sobre el tratamiento de sen˜ales vemos que son muchos los
feno´menos f´ısicos que pueden describirse mediante una sen˜al en el dominio
del tiempo; es decir, una de las variables es el tiempo (variable independiente)
y la otra es la amplitud (variable dependiente). Cuando se dibuja esta sen˜al
se obtiene una funcio´n tiempo - amplitud; sinembargo, la informacio´n que
se puede obtener directamente de esta representacio´n no siempre es la ma´s
apropiada, puesto que la informacio´n que caracteriza a la sen˜al, en muchos
casos, puede observarse ma´s claramente en el dominio de la frecuencia,
es decir, mediante el espectro de frecuencias que muestre las frecuencias
existentes en la sen˜al. Entonces, ¿cua´l es la representacio´n adecuada para
reconocer la correspondencia tiempo - frecuencia de la sen˜al? Para una mejor
representacio´n de la sen˜al se hace necesario disponer de una representacio´n
en el dominio del tiempo y de la frecuencia. En la figura 1 se muestra una
sen˜al sinusoide en el dominio del tiempo de la cual se desconoce su contenido
de frecuencia.
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Figura 1. Sen˜al sinusoide
Para encontrar el contenido de frecuencia de esta sen˜al se hace uso de la
Transformada de Fourier. Esta transformada parte de una representacio´n en
el dominio del tiempo de la sen˜al y obtiene la representacio´n en frecuencias de
la misma, es decir, si se representara esto gra´ficamente, en un eje se mostrar´ıa
la frecuencia y en el otro eje la amplitud. En la figura 2 la transformada de
Fourier muestra el espectro de frecuencias. En todo el espectro de frecuencias
se aprecia una sola componente de frecuencia de 50Hz.
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Figura 2. Sen˜al con contenido de 50 Hz
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Se ve que el espectro de frecuencias de una sen˜al es sime´trico y por lo tanto
la segunda mitad es redundante. Hasta aqu´ı se tiene que la Transformada de
Fourier, entrega la informacio´n del contenido en frecuencia de la sen˜al, pero
no indica el instante de tiempo en el que aparece. Esta informacio´n no ser´ıa
necesaria cuando la sen˜al es estacionaria; pero es de vital importancia si la
sen˜al es no estacionaria. El concepto de sen˜al estacionaria es muy importante
en el ana´lisis de sen˜ales. Las sen˜ales cuyo contenido de frecuencia no cambia
en el tiempo se denominan sen˜ales estacionarias, por lo cual no se necesita
saber en que´ instante de tiempo existen esas componentes de frecuencias, ya
que todas las componentes de frecuencias esta´n presentes en todo instante
de tiempo.
En la figura 3. se muestra una sen˜al estacionaria cuyos componentes de
frecuencia de 10, 50, 100 y 150 Hz., esta´n presentes en cualquier instante de
tiempo.

0 100 200 300 400 500 600 700 800 900 1000
-4
-3
-2
-1
0
1
2
3
4
Tiempo [ms]
x(t)
Figura 3. Sen˜al estacionaria
En la figura 4 se observa la Transformada de Fourier mostrando las
respectivas componentes de frecuencias.
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Figura 4. Espectro de frecuencia de la sen˜al de la figura 3.
Frecuencias de 10, 50, 100 y 150 Hz.
La figura 5 muestra una sen˜al no estacionaria con cuatro componentes de
frecuencias distintas para cuatro intervalos de tiempo diferentes. El intervalo
de 0 a 200 ms. contiene una sen˜al sinusoidal de 150 Hz. El intervalo de 200
a 500 ms. contiene una sen˜al sinusoide de 100 Hz. El intervalo de 500 a 800
ms. contiene una sen˜al sinusoide de 50 Hz. El u´ltimo, el intervalo de 800 a
1000 ms. con contenido de frecuencia de 10 Hz.
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Figura 5. Sen˜al no estacionaria
Frecuencias de 150, 100, 50 y 10 Hz
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En la figura 6 se observa la Transformada de Fourier mostrando el contenido
de frecuencia de la sen˜al no estacionaria.
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Figura 6. Espectro de frecuencia de la sen˜al no estacionaria
Si se analizan los espectros de las figuras 4 y 6 vemos que ambos muestran
cuatro componentes espectrales para las mismas frecuencias 10, 50, 100 y 150
Hz. Aparte del rizado y de la diferencia de amplitud que siempre es posible de
normalizar, los dos espectros son pra´cticamente ide´nticos, aunque se tratan
de sen˜ales en el dominio del tiempo diferentes. Ambas sen˜ales contienen las
mismas componentes de frecuencias pero la sen˜al estacionaria contiene estas
frecuencias todo el tiempo, mientras que la sen˜al no estacionaria presenta
estas frecuencias en distintos intervalos de tiempo. Esto se debe a que la
Transformada de Fourier solo proporciona el contenido espectral de la sen˜al y
no la localizacio´n de las componentes espectrales. Esta es la razo´n por la cual
la Transformada de Fourier no es una representacio´n adecuada para sen˜ales
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no estacionarias cuando se desea obtener una correspondencia frecuencia -
tiempo.
Las sen˜ales electroencefalogra´ficas presentan formas muy irregulares o
cambios abruptos siendo la representacio´n wavelet una buena eleccio´n para
el tratamiento de este tipo de sen˜ales. Las wavelets proporcionan adema´s
bases de funciones bien localizadas en el tiempo([9, 13, 17, 28, 34]).
1.2. Transformadas wavelets
El ana´lisis wavelets es un me´todo de descomposicio´n de una funcio´n o
sen˜al usando funciones especiales, las wavelets. La descomposicio´n es similar
a la de la transformada de Fourier, en donde una sen˜al f(t) se descompone en
una suma infinita de armo´nicos eiωt de frecuencias ω ∈ R, cuyas amplitudes
son los valores de la transformada de Fourier de f , fˆ(ω)
f(t) =
1
2pi
∫ ∞
−∞
fˆ(ω)eiω tdω, donde fˆ(ω) =
∫ ∞
−∞
f(t)e−iω tdt.
El ana´lisis de Fourier tiene el defecto de la no localidad: el comportamiento
de una funcio´n en un conjunto abierto, no importa cua´n pequen˜o, influye
en el comportamiento global de la transformada de Fourier. No se captan
los aspectos locales de la sen˜al tales como cambios bruscos, saltos o puntas,
que se han de determinar a partir de su reconstruccio´n. En la transformada
wavelet estos aspectos locales s´ı son observados, debido a que las wavelets
se representan en te´rminos de una familia biparame´trica de dilataciones y
traslaciones de una funcio´n fija ψ, la wavelet madre que, en general, no es
senoidal [45, 49]. Esto es,
f(t) =
∫
R2
1√|a|ψ
(t− b
a
)
Wψf(a, b)dadb (1.2.1)
en donde Wψf es una transformada de f definida adecuadamente. Tambie´n
se tiene de modo alterno un desarrollo en serie
f(t) =
∑
j,k
cj,k2
j/2ψ(2jt− k)
en donde se suma sobre las dilataciones en progresio´n geome´trica. Para
conservar la norma en L2(R) de la wavelet madre ψ, se insertan los factores
1√
|a| y 2
j/2, respectivamente.
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Sea ψ ∈ L2(R). La funcio´n dilatada y trasladada se define por
ψa,b(t) :=
1√|a|ψ
(t− b
a
)
, a, b ∈ R, a 6= 0.
Esta funcio´n se obtiene a partir de ψ, primero por dilatacio´n en el factor a
y, luego, por traslacio´n en b. Es claro que ‖ψa,b‖2 = ‖ψ‖2.
1.2.1. Transformada wavelet discreta
La transformada wavelet continua (1.2.1)introduce cierta redundancia,
pues la sen˜al original se puede reconstruir completamente calculando
Wψf(a, ·) para una cantidad numerable de escalas, por ejemplo, potencias
enteras de 2. Esto es, si se elige la escala a = 2−j para cada j ∈ Z, y tambie´n
se discretiza en el dominio del tiempo en los puntos b = 2−jk, k ∈ Z, la
familia de wavelets sera´ ahora dada por
ψ2−j ,2−jk(t) =
1√
2−j
ψ
(t− 2−jk
2−j
)
= 2j/2 ψ(2jt− k), ∀j, k ∈ Z.
Se utilizara´ la notacio´n ψjk para denotar la wavelet ψ comprimida 2
j y
trasladada el entero k, es decir, ψjk(t) = 2
j/2 ψ(2jt− k).
Con la eleccio´n de a = 2−j y b = 2−jk, observe que el muestreo en el
tiempo se ajusta proporcionalmente a la escala, es decir, a mayor escala se
toma puntos ma´s distantes, ya que se busca informacio´n global, mientras
que a menor escala se buscan detalles de la sen˜al, por tal motivo se muestrea
en puntos menos distantes entre si. Para otras elecciones de a y b se puede
consultar [7, 43].
Definicio´n 1.2.1. Una funcio´n ψ ∈ L2(R) es una wavelet si la familia de
funciones ψjk definidas por
ψjk(t) = 2
j/2 ψ(2jt− k), ∀j, k ∈ Z, (1.2.2)
es una base ortonormal en el espacio L2(R).
Una condicio´n suficiente para la reconstruccio´n de una sen˜al f es que
la familia de dilatadas y trasladadas ψjk forme una base ortonormal en el
espacio L2(R), ver [10] y [21] para ma´s detalles. Si esto se tiene, cualquier
funcio´n f ∈ L2(R) se puede escribir como
f(t) =
∑
j,k
dj,kψjk(t) (1.2.3)
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o teniendo en cuenta (1.2.2) como
f(t) =
∑
j,k
dj,k2
j/2ψ(2jt− k),
donde dj,k = 〈f, ψ2−j ,2−jk〉 =Wψf(2−j, 2−jk).
Definicio´n 1.2.2. Para cada f ∈ L2(R) el conjunto bidimensional de
coeficientes
dj,k = 〈f, ψjk〉 =
∫
R
2j/2f(t)ψ(2jt− k)dt
se llama la transformada wavelet discreta de f .
En consecuencia, la expresio´n (1.2.3) se puede escribir en forma alterna
como
f(t) =
∑
j,k
〈f(t), ψjk(t)〉ψjk(t). (1.2.4)
La serie (1.2.4) se llama representacio´n wavelet de f .
Ejemplo 1.2.1. Un ejemplo cla´sico es la wavelet de Haar, la cual es dada
por
ψ(t) = χ[0, 1
2
) − χ[ 1
2
,1) =
{
1, 0 ≤ t < 1
2
;
−1, 1
2
≤ t < 1.
-
6
t
y
1 ◦
0
◦
1
•
•
−1 • ◦
...
...
...
...
1
2
...
...
Figura 7. Wavelet de Haar
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Observacio´n 1.2.1. 1) ψjk(t) es ma´s apropiada para representar detalles
finos de la sen˜al como oscilaciones ra´pidas. Los coeficientes wavelet dj,k
miden la cantidad de fluctuacio´n sobre el punto t = 2−jk con una frecuencia
determinada por el ı´ndice de dilatacio´n j.
2) Las wavelets gozan de la “propiedad zoom,” esto hace que las bases
wavelet sean excelentes detectores de singularidades, en otras palabras, las
singularidades producen coeficientes wavelet grandes.
3) La propiedad zoom es comu´n en todos los sistemas wavelet, constituye
la mayor diferencia con los sistemas de Fourier para la deteccio´n de
singularidades. En problemas de teor´ıa de sen˜ales, las singularidades llevan
informacio´n esencial como la presencia de esquinas en las ima´genes. Esto
hace de las bases wavelet una herramienta muy u´til para el procesamiento
de ima´genes, en detrimento del ana´lisis de Fourier.
4) Es interesante notar que
dj,k =Wψf(2−j, 2−jk)
es la transformada wavelet de f en el punto (2−j, 2−jk). Estos coeficientes
analizan la sen˜al mediante la wavelet madre ψ.
1.3. Ana´lisis multirresolucio´n
El sistema de Haar no es muy apropiado para aproximar funciones
suaves. De hecho, cualquier aproximacio´n de Haar es una funcio´n discontinua
[5, 10, 21]. Se puede probar que si f es una funcio´n muy suave, los coeficientes
de Haar decrecera´n muy lentamente. Por tanto se pretende construir wavelets
que tengan mejor propiedades de aproximacio´n, y una forma de hacerlo es a
trave´s del ana´lisis multirresolucio´n (AMR) [10, 27, 28, 29, 30].
Sea ϕ ∈ L2(R), la familia de trasladadas de ϕ,
{ϕ0k, k ∈ Z} = {ϕ0k(· − k), k ∈ Z}
es un sistema ortonormal (con el producto interno de L2(R)). Aca´ y en lo
que sigue
ϕjk(t) = 2
j/2ϕ(2jt− k) = D2jTkϕ(t), j ∈ Z, k ∈ Z,
recuerde que Daf(t) = a
1/2f(a t) y Taf(t) = f(t − a) son los operadores
dilatacio´n y traslacio´n, respectivamente.
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Se definen los espacios vectoriales
V0 =
{
f(t) =
∑
k
ckϕ(t− k) :
∑
k
|ck|2 <∞
}
,
V1 =
{
h(t) = f(2t) : f ∈ V0
}
,
...
Vj =
{
h(t) = f(2jt) : f ∈ V0
}
, j ∈ Z
= gen{ϕjk(t) = 2j/2ϕ(2jt− k) : k ∈ Z}.
Note que ϕ genera la sucesio´n de espacios {Vj, j ∈ Z}. Suponga que la funcio´n
ϕ se escoge de tal forma que los espacios este´n encajados Vj ⊂ Vj+1, j ∈ Z,
y
⋃
j≥0 Vj es denso en L2(R), estos dos hechos fundamentales hacen parte de
la definicio´n de ana´lisis multirresolucio´n.
Definicio´n 1.3.1. Un ana´lisis multirresolucio´n en L2(R) es una sucesio´n
creciente de subespacios cerrados Vj en L2(R), j ∈ Z, · · · ⊂ V−2 ⊂ V−1 ⊂
V0 ⊂ V1 ⊂ V2 ⊂ · · · tales que
1.
⋃
j∈Z Vj es denso en L2(R), e.d,
⋃
j∈Z Vj = L2(R)
2.
⋂
j∈Z Vj = {0},
3. f(t) ∈ Vj ⇔ f(2t) ∈ Vj+1, j ∈ Z,
4. f(t) ∈ V0 ⇔ f(t− k) ∈ V0, j ∈ Z,
5. Existe una funcio´n ϕ ∈ L2(R) tal que el conjunto de funciones
{ϕ(t− k)}k∈Z es una base ortonormal para V0.
La funcio´n ϕ se llama funcio´n de escala. En el espacio Vj+1 las funciones
(sen˜ales) se describen con ma´s detalle que en el espacio Vj, la resolucio´n es
mejor en el espacio “ma´s grande”. Esto es, las funciones en Vj+1 que no esta´n
en Vj realzan la resolucio´n [8, 15]. Es usual reunir estos “sintonizadores finos”
en un nuevo subespacio Wj = Vj+1 \ Vj. Sin embargo, la eleccio´n de estos
subespacios no es u´nica. Pero se puede escoger a Wj como el complemento
ortogonal de Vj en Vj+1. Es decir,
Wj = Vj+1 ∩ V ⊥j , j ∈ Z,
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o de manera equivalente
Vj+1 = Vj ⊕Wj, j ∈ Z. (1.3.1)
Informalmente, esto quiere decir que si se tiene una funcio´n (sen˜al) f a
resolucio´n 2j+1 y se proyecta a resolucio´n inferior 2j entonces
f = Pjf +
∑
k∈Z
〈f, ψjk〉ψjk,
aca´ Pj representa la proyeccio´n ortogonal en el espacio Vj donde se recoge la
versio´n “suavizada” de f y la diferencia f − Pjf representa el “detalle” de
f , que esta´ en Wj y se expresa como
∑
k∈Z〈f, ψjk〉ψjk. Recuerde que
Pjf =
∑
k∈Z
〈f, ϕjk〉ϕjk, j ∈ Z.
En otras palabras, Wj contiene los detalles en Vj+1 que no se representan en
Vj, y cada funcio´n (sen˜al) en Wj es ortogonal a toda funcio´n en Vj (ver p.e.,
[4]).
1.4. Wavelets biortogonales
Una base que genera un espacio no tiene que ser ortogonal. La expansio´n
ortogonal de una funcio´n es una importante herramienta para el ana´lisis
de sen˜ales. Los coeficientes de expansio´n representan las magnitudes de
esas componentes de sen˜ales. Con el fin de ganar una gran flexibilidad en
la construcio´n de bases wavelets se tiene como recurso el relajamiento de
la condicio´n de ortogonalidad y permitiendo la no ortogonalidad de las
bases wavelets. Por ejemplo, es bien conocido que la wavelet de Haar es la
u´nica conocida que esta´ soportada compactamente, es ortogonal y sime´trica
[37, 42, 44, 52].
Base dual
Antes de hacer una discusio´n sobre las wavelets biortogonales, es
importante revisar el concepto de base dual. Por simplicidad se considera
un espacio de coordenadas bidimensional. Cualquiera de dos vectores (e1, e2)
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que no son paralelos pueden formar una base para el espacio. Si el a´ngulo
entre los dos vectores es de 90 grados, se tiene una base ortogonal. Cualquier
vector ~A en este espacio puede ser escrito u´nicamente como una superposicio´n
de dos bases de vectores ~A = A1e1 + A2e2. Si la base es ortogonal, se tiene
que ei.ej = δij y la componente Ai a lo largo de ei esta´ dada por el producto
interno ei. ~A = A1ei.e1+A2ei.e2 = Ai. Sinembargo, si la base no es ortogonal,
el Ai dado no es ma´s largo que el dado por el producto interno de ~A y ei. En
orden al calcular la componente Ai se introduce otro conjunto de vectores
base (e˜1, e˜2) llamado el dual de (e1, e2). La base dual satisface que e˜i.ej = δij
y el espacio generado por la base dual se llama el espacio dual del espacio
original.
En te´rminos de la base dual, las componentes de un vector a lo largo de
la base (e1, e2) puede ser calculado como
e˜i. ~A =
∑
j
Aj e˜i.ej = Ai
as´ı vemos que la introduccio´n de la base dual y el espacio dual nos habilita
para descomponer un vector como una combinacio´n lineal o superposicio´n
de bases no-ortogonales. Similarmente para una base no ortogonal {φi(t)} de
un espacio de funcio´n, se introduce la base dual {φ˜i(t)} por
〈φ˜i, φj〉 =
∫ ∞
−∞
φ˜i(t)φj(t)dt = δij.
Una funcio´n f(t) puede ser descompuesta como una superposicio´n de la base
no ortogonal {φ˜i(t)}
f(t) =
∑
j
fiφi(t) =
∑
j
〈φ˜i, f〉φi(t).
Se asume que el espacio de la funcio´n y su dual son el mismo, una condicio´n
satisfactoria por L2; sinembargo, las reglas de la base dual y la base original
puede ser intercambiada y se obtiene
f(t) =
∑
j
〈φi, f〉φ˜i(t)
cuando {φi(t)} es ortogonal, se tiene la relacio´n obvia φ˜ = φ.
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Recordemos que las dilataciones y translaciones de la familia escala {φjk}
constituye una base para Vj y similarmente {ψjk} paraWj. Ahora focalizamos
la atencio´n en el caso que ellas no son ortogonales.
Se puede definir un ana´lisis multirresolucio´n dual con los subespacios duales
{V˜j} y {W˜j}, generados de una funcio´n escala dual φ˜ y una wavelet madre
ψ˜, respectivamente.
Ahora en cambio de
〈φjk, φkl〉 = δkl
〈ψjk, ψj′l〉 = δjj′δkl
y
〈φjk, ψjl〉 = 0
como un cambio ortonormal, se tiene que
〈φ˜jk, φjl〉 = δkl
y
〈ψ˜jk, ψj′l〉 = δjj′δkl
y
〈ψ˜jk, φjl〉 = 0
y
〈φ˜jk, ψjl〉 = 0
donde
φ˜jk = 2
j/2φ(2jt− k)
y
ψ˜jk = 2
j/2ψ˜(2jt− k).
Estos conjuntos constituyen bases para el subespacio dual {V˜j} y {W˜j}.
Las condiciones mostradas esta´n referidas a condiciones de biortogonalidad
en donde ψ y ψ˜ son wavelets biortogonales. En te´rminos de subespacios, las
condiciones de biortogonalidad pueden ser expresadas como Vj⊥W˜ ′j ; V˜j⊥Wj
y Wj⊥W˜j para j 6= j′.
Por definicio´n, una funcio´n escala y una wavelet madre satisface la ecuacio´n
de dilatacio´n y la ecuacio´n wavelet respectivamente. As´ı se tiene que
φ(t) =
√
2
∑
k
hkφ(2t− k)
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ψ(t) =
√
2
∑
k
gkφ(2t− k)
y
φ˜(t) =
√
2
∑
k
h˜kφ˜(2t− k)
ψ˜(t) =
√
2
∑
k
g˜kφ˜(2t− k).
Los coeficientes en las ecuaciones anteriores se pueden obtener haciendo
producto interno con la funcio´n dual apropiada. Por ejemplo,
hk = 〈φ˜1,k, φ〉 =
√
2
∫ ∞
−∞
φ˜i(2t− k)φ(t)dt
y
gk = 〈φ˜1,k, ψ〉 =
√
2
∫ ∞
−∞
φ˜i(2t− k)ψ(t)dt.
Los papeles de estas dos ecuaciones φ y φ˜ y ψ y ψ˜ pueden ser intercambiados.
1.4.1. Transformadas wavelets biortogonales
Las funciones que califican como wavelets ortonormales con soporte com-
pacto carecen de propiedades deseables de simetr´ıa. Podra´ resultar conve-
niente, por ejemplo, de que ψ(t) fuese una funcio´n par o impar. Utilizando
dos diferentes wavelets base ψ(t) y ψ˜(t), una para la descomposicio´n(ana´lisis)
y otra para la reconstruccio´n (s´ıntesis), se pueden tener wavelets sime´tricas
con soporte compacto. Las wavelets son duales y las dos familias {ψj,k(t)} y
{ψ˜j,k(t)} son biortogonales, es decir,
〈ψj,k, ψ˜l,m〉 = δj,lδk,m
y se tiene por lo tanto que
cj,k = 〈f(t), ψj,k(t)〉
y
dj,k = 〈f(t), ψ˜j,k(t)〉
son utilizadas para la descomposicio´n de la sen˜al f(t) y
f(t) =
∑
j,k
cj,kψj,k(t) =
∑
j,k
dj,kψ˜j,k(t)
para la reconstruccio´n.

CAP´ITULO 2
Introduccio´n a la teor´ıa spline
Introduccio´n
Despue´s de un estudio riguroso sobre la estructura interna de la sen˜al
electroencefalogra´fica (ver, p.e.,[3, 18, 25, 39, 48]) y de la revisio´n de algunos
trabajos realizados sobre la deteccio´n de puntas de dicha sen˜al (ver, p.e.,[13,
24, 26, 41, 54]) vemos que la wavelet que mejor se adecu´a o se acomoda
a esta sen˜al es la wavelet biortogonal spline cu´bica con soporte compacto.
En la reciente teor´ıa wavelet se plantea que cuando la funcio´n inicial ψ es
elegida adecuadamente, entonces cada sen˜al de energ´ıa finita resulta ser una
superposicio´n de estos a´tomos cada uno multiplicado por un coeficiente. Esta
representacio´n de la sen˜al es u´nica y conserva en los coeficientes la energ´ıa
de la sen˜al. El ana´lisis multirresolucio´n que se construye en este trabajo
para el tratamiento de la sen˜al electroencefalogra´fica tiene su fundamentacio´n
teo´rica en los trabajos desarrollados por Michael Unser, Akran Aldroubi y
Murray Eden (ver, p.e.,[44, 45, 46]). De la familia de polinomios spline-B
que ellos presentan, se escoge el caso particular de los polinomios splines
cu´bicos biortogonales. Por medio del ana´lisis multirresolucio´n se obtienen
los coeficientes wavelets y los respectivos coeficientes wavelets duales de la
sen˜al electroencefalogra´fica. Estos coeficientes permiten construir la funcio´n
de energ´ıa de la sen˜al en estudio. Los splines biortogonales actu´an como filtros
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cortos que mejoran la carga computacional y son ma´s estables.
2.1. Funcio´n spline
Una funcio´n spline esta´ formada por varios polinomios, cada uno definido
sobre un subintervalo, que se unen entre s´ı, obedeciendo a ciertas condiciones
de continuidad. El nombre Spline es una palabra del idioma ingle´s que
significa listo´n ela´stico. Estos listones eran usados por artesanos para crear
curvas, que describen superficies a construir, como cascos de barcos y
fuselajes de aviones. Constren˜idos por pesos, estos listones ela´sticos o splines
asumen una forma que minimizan su energ´ıa ela´stica, propiedad que heredan
los splines matema´ticos de grado tres.
2.1.1. Los splines-B
Se le llama as´ı a un sistema de funciones spline a partir de las cuales se
pueden obtener, mediante combinaciones lineales, todas las dema´s funciones
spline. Es decir, dichos polinomios spline constituyen bases para ciertos
espacios de splines. La utilizacio´n de splines-B tiene muchas ventajas con
respecto a otros tipos de aproximaciones. La ma´s importante de las ventajas
tiene que ver con la facilidad de procesamiento de las mismas con un
ordenador. Algunas caracter´ısticas de los splines - B: son funciones sime´tricas,
son funciones en forma de campana, los splines-B forman una base de splines.
2.1.2. Splines de Schoenberg
Son splines-B centrados, sime´tricos y poseen soporte compacto. Schoen-
berg [46] introdujo una de las muchas representaciones de las funciones spline,
las llamadas B-splines central de orden n, definidas de la siguiente manera
βn(t) =
1
n!
n+1∑
k=0
(
n+ 1
k
)
(−1)k(t− k + n+ 1
2
)n · µ(t− k + n+ 1
2
)
.
Consideremos el espacio Vj, que es el formado por las funciones spline,
donde cada polinomio definido sobre el intervalo [k2j, (k+1)2j), donde k ∈ Z,
es de grado tres. El ı´ndice j sera´ usado para denotar el nivel de resolucio´n.
Espec´ıficamente, Vj es el conjunto de funciones spline cuadrado integrables de
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una dimensio´n, es decir, funciones que pertenecen a L2(R). Estas funciones
son continuas de clase C2. Tambie´n podemos denotar de Vj de la siguiente
manera
Vj = {s(t) : s(t) =
∞∑
k=−∞
cj(k)φ(2
−jt− k), t ∈ R, cj ∈ l2}
l2 es el espacio de las sucesiones cuadrado sumables a(k), k ∈ Z.
La funcio´n escalada φ(t) se disen˜a tomando la suma promedio de los
splines-B cu´bicos con el filtro identidad δ0(k)
φ(t) =
∞∑
k=−∞
δ0(k)β
3(t− k).
El filtro identidad o delta Kronecker se define como
δ0(k) =
{
1, si k = 0,
0, si k 6= 0,
-4 -3 -2 -1 0 1 2 3 4
-1
-0.5
0
0.5
1
1.5
2
n
x[n]
Figura 8. El filtro identidad
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2.1.3. La spline β3(t)
Es la spline - B central de schoenberg de orden tres. Se disen˜a utilizando la
propiedad de convolucio´n de los splines - B, o se puede obtener directamente
la definicio´n del spline-B central de Schoenberg para n = 3. En este caso se
suaviza el spline de orden cero con tres convoluciones
β3(t) = β0 ∗ β0 ∗ β0 ∗ β0(t).
A continuacio´n se presentan algunas propiedades de los splines.
La propiedad de convolucio´n se expresa como
βn(t) = βn−1 ∗ β0(t)
= β0 ∗ β0 ∗ ... ∗ β0(t)︸ ︷︷ ︸
(n+1)veces
.
Para demostrar esta propiedad, se parte de β0(t) (funcio´n caracter´ıstica de
los splines o spline de orden 0)
β0(t) =
{
1, si t ∈ [−1/2, 1/2),
0, en otro caso.
Ahora supongamos que la propiedad es va´lida e intentaremos llegar a la
definicio´n de Spline-B dada anteriormente
βn(t) =
1
n!
n+1∑
k=0
(
n+ 1
k
)
(−1)k(t− k + n+ 1
2
)n · µ(t− k + n+ 1
2
)
.
Se tiene en cuenta que t ∈ R, µ la funcio´n escalo´n unitario y el
super´ındice se refiere al orden de los polinomios. En esta definicio´n aparece un
desplazamiento que no modifica en nada el ana´lisis posterior, dado que sino
los filtros digitales que necesitamos implementar para buscar los coeficientes
de la base spline-B, resultan inestables (la transformada Z con polos en el
c´ırculo unitario.
La transformada de Fourier de
β0(t) =
{
1, si t ∈ [−1/2, 1/2),
0, en otro caso,
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es
B0(w) =
∫ ∞
−∞
β0(t)e−jwtdt
=
∫ 1/2
−1/2
(1)e−jwtdt =
∫ 1/2
−1/2
e−jwtdt
=
e−jwt
−jw |
1/2
−1/2
= − 1
jw
[e
−jw
2 − e jw2 ]
por tanto
B0(w) =
ejw/2 − e−jw/2
jw
ahora tenemos que
βn(t) = β0 ∗ β0 ∗ β0 ∗ ... ∗ β0(t)︸ ︷︷ ︸
(n+1)veces
pasando al dominio de la frecuencia se obtiene
Bn(w) = B0(w).B0(w).B0(w).....B0(w)︸ ︷︷ ︸
(n+1)veces
donde
Bn(w) = [B0(w)]n+1
pero
B0(w) =
ejw/2 − e−jw/2
jw
entonces, reemplazando en la anterior se tiene
Bn(w) = [
ejw/2 − e−jw/2
jw
]n+1
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o mejor
Bn(w) =
[ejw/2 − e−jw/2]n+1
[jw]n+1
,
ahora se tiene que β0+(t) es la spline-B de grado cero para t ≥ 0. Derivando
de manera sucesiva a β+(t) se obtiene
D1(β0+(t)) = 0!δ(t)
D2(β1+(t)) = 1!δ(t)
D3(β2+(t)) = 2!δ(t)
...
Dn+1(βn+(t)) = n!δ(t),
pasamos al dominio de la frecuencia aplicando la transformada de Fourier
a ambos lados de la igualdad, tanto a la derecha como al delta Dirac,
obtenie´ndose
(jw)n+1(Bn+(w)) = n!1
(jw)n+1(Bn+(w)) = n!
ahora hacemos B0+(w) = X
n
+(w), y de esta forma llegamos a
Bn(w) =
[ejw/2 − e−jw/2]n+1
[jw]n+1
· 1
=
[ejw/2 − e−jw/2]n+1
[jw]n+1
· [jw]
n+1Xn+(w)
[jw]n+1Xn+(w)
=
[ejw/2 − e−jw/2]n+1
[jw]n+1
· [jw]
n+1Xn+(w)
n!
= [ejw/2 − e−jw/2]n+1X
n
+(w)
n!
=
1
n!
[ejw/2 − e−jw/2]n+1Xn+(w)
=
1
n!
n+1∑
k=0
(
n+ 1
k
)
(−1)ke−jw[k−n+12 ]Xn+(w)
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donde solo resta volver al dominio del tiempo
βn(t) =
1
n!
n+1∑
k=0
(
n+ 1
k
)
(−1)k(t− k + n+ 1
2
)n+
llegando as´ı a la expresio´n final
βn(t) =
1
n!
n+1∑
k=0
(
n+ 1
k
)
(−1)k(t− k + n+ 1
2
)n · µ(t− k + n+ 1
2
)
,
donde la funcio´n escalo´n unitario
µ(t) =
{
1, si t = 0,
0, si t < 0,
se desplaza (k − n+1
2
), quedando demostrada la propiedad.
En la propiedad de construccio´n recursiva cada Spline-B de orden n
puede ser calculada a partir de la Spline-B desplazada de orden n− 1
βn(t) =
( t+1
2
+ t)βn−1(t+ 1
2
) + (n+1
2
− t)βn−1(t− 1
2
)
2
Para la propiedad de derivacio´n recursiva se dice que la primera derivada
de una spline-B de orden n puede ser calculada a partir de la spline-B
desplazada de orden menor
dβn(t)
dt
= βn−1(t+
1
2
)− βn−1(t− 1
2
).
La segunda derivada de una spline-B de orden n puede ser calculada a partir
de la spline-B desplazada de orden menor
d2βn(t)
dt2
= βn−2(t+ 1)− 2βn−2(t) + βn−2(t− 1)
En la propiedad de integracio´n recursiva, la integral de una spline-B de
orden n puede ser calculada a partir de la propiedad de construccio´n recursiva
βn(t) =
( t+1
2
+ t)βn−1(t+ 1
2
) + (n+1
2
− t)βn−1(t− 1
2
)
2
,
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ahora integramos a cada lado as´ı,∫ x
−∞
βn(t)dt =
∫ x
−∞
(
( t+1
2
+ t)βn−1(t+ 1
2
) + (n+1
2
− t)βn−1(t− 1
2
)
2
)dt,
resolviendo las integrales por partes se llega a∫ x
−∞
βn(t)dt =
∞∑
k=0
βn+1(t− 1
2
− k).
Basa´ndose en la propiedad de la convolucio´n, es fa´cil ver que todas las
splines-B son positivas y el valor de su integral es igual a uno.
A continuacio´n se presentara´n las splines de ordenes cero, uno, dos y tres
con sus respectivas gra´ficas.
La spline de orden cero o funcio´n caracter´ıstica β0(t) en el intervalo
[-1/2,1/2), se definio´ anteriormente como
β0(t) =
{
1, si t ∈ [−1/2, 1/2),
0, en otro caso
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Figura 9. Spline de orden cero
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La spline de orden uno se expresa como β1(t) = β0 ∗ β0(t).
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Figura 10. Spline de orden uno
La spline de orden dos se expresa como β2(t) = β0 ∗ β0 ∗ β0(t).
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Figura 11. Spline de orden dos
La spline de orden tres se expresa como β3(t) = β0 ∗ β0 ∗ β0 ∗ β0(t)
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Figura 12. Spline de orden tres
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La funcio´n escalada φ(t) en nuestro caso, es la spline cu´bica
β3(t). Desarrollando las respectivas operaciones se obtiene
φ(t) = β3(t) =

0, si t < −2,
1/6(2 + t)3, si −2 ≤ t ≤ −1,
1 + t− (1/6)t3 − (1/3)(1 + t)3, si −1 ≤ t ≤ 0,
1− t+ (1/6)t3 − (1/3)(1− t)3, si 0 ≤ t ≤ 1,
1/6(2− t)3, si 1 ≤ t ≤ 2,
0, si t ≥ 2
2.2. Splines-B discretas
Para encontrar los coeficientes de la base de splines-B, es de gran utilidad
analizar las propiedades del muestreo de las Splines-B.
Spline-B discreta centrada bnm(k) := β
n( k
m
). La spline-B discreta con
kernels de orden n y con factor de expansio´n m son obtenidos por muestreo
de los splines-B continuos.
Spline-B discreta desplazada cnm(k) := β
n( k
m
+ 1
2
), donde el sub´ındice se
refiere a la cantidad de muestras entre nodos (dado que hemos tomado a los
mismos con una distancia unitaria de separacio´n) y el super´ındice se refiere
al orden de la spline-B.
Las spline-B poseen propiedades importantes como [23, 44, 46] la
propiedad de construccio´n recursiva. Como en el caso de la spline-B con-
tinua, podemos construir la spline-B discreta de orden n a partir de la de
orden n− 1
bnm(k) =
( k
m
+ n+1
2
)cn−1m (k) + (
n+1
2
− k
m
)cn−1m (k −m)
n
cnm(k) =
( k
m
+ n+2
2
)bn−1m (k +m) + (
n
2
− k
m
)bn−1m (k)
n
.
El super´ındice n se refiere al orden del spline y el sub´ındice m se refiere al
espacio entre los nodos o taman˜o de etapa. Esta propiedad se demuestra en
32 Introduccio´n a la teor´ıa spline
forma discreta a partir de la construccio´n recursiva de la spline-B continua.
Tomando como punto de partida las splines-B discretas de orden cero se tiene
b0m(k) =
{
1, si k ∈ [−m/2,m/2],
0, en otro caso,
c0m(k) =
{
1, si k ∈ [1−m, 0],
0, en otro caso
Cuando se da la igualdad, el muestreo hace que la funcio´n tome el valor
de 1
2
, esto casi no se menciona pero al implementar los algoritmos es necesario
tenerlo en cuenta. Ahora s´ı, podemos calcular las de orden superior utilizando
la propiedad anterior.
La otra propiedad importante es la de convolucio´n. Para las splines-B
discretas con sobremuestreo entero m mayor que 1, podemos encontrar una
propiedad similar a la de las continuas.
Para m impar
bnm(k) =
1
m2
(b0m ∗ b0m ∗ ... ∗ b0m)︸ ︷︷ ︸
(n+1)veces
∗bn1 (k).
Para m par y para n impar
bnm(k) =
1
mn
δn+1
2
∗ (b0m ∗ b0m ∗ ...b0m)︸ ︷︷ ︸
(n+1)veces
∗bn1 (k).
Para m par y n par
bnm(k) =
1
mn
δn+1
2
∗ (b0m ∗ b0m ∗ ...b0m)︸ ︷︷ ︸
(n+1)veces
∗cn1 (k).
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La sucesio´n de espacios anidados Vj y la funcio´n escalada φ(t) = β
3(t)
definen el ana´lisis multirresolucio´n en el presente trabajo. Este ana´lisis
multirresolucio´n recibe el nombre de “Polinomio spline pira´mide”.
La relacio´n de escala viene dada de la siguiente manera
β3(
t
2
) =
∞∑
k=−∞
µ32(k)β
3(t− k).
El filtro binomial Kernel µ32(k) es un filtro discreto FIR, es decir, un filtro
con impulso de respuesta finita. Se define como
µ32(k) =

0, si k < −2,
1
8
, si k = −2,
1
2
, si k = −1,
3
4
, si k = 0,
1
2
, si k = 1,
1
8
, si k = 2,
0, si k ≥ 2
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Figura 13. Filtro Binomial Kernel
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2.3. Operacio´n de reduccio´n
La operacio´n de reduccio´n se disen˜a para descomponer la sen˜al elec-
troencefalogra´fica en los coeficientes de aproximacio´n. Se define como
cj+1(k) := [v
0 ∗ cj] ↓ 2(k).
Esta operacio´n toma la sucesio´n de coeficientes de aproximacio´n; primero
la filtra y despue´s la muestrea hacia abajo por un factor de 2 (downsampling).
Los respectivos coeficientes de aproximacio´n del polinomio spline pira´mide se
construyen de manera recursiva por las repetidas operaciones de la operacio´n
de reduccio´n. Este procedimiento computacional es una extensio´n del
algoritmo de aproximacio´n multirresolucio´n de funciones bases no ortogonales
de mallat.
2.3.1. Prefiltro v0
El impulso de respuesta finita del prefiltro v0 es
v0(k) =
1
2
[(b7)−1] ↑ 2 ∗ b7 ∗ µ32(k).
El spline discreto de orden siete b7 se obtiene muestreando el spline β7 en los
enteros, as´ı
b7(k) = β7(t)|t=k,
donde, β7 es el spline-B de orden siete que se obtiene por repetidas
convoluciones del spline de orden cero; exa´ctamente siete convoluciones.
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Figura 14. Spline B de orden siete
Muestreando β7, el spline discreto de orden siete queda de la siguiente manera
b7(k) =

0, si k < −3,
0,000204, si k = −3,
0,0235, si k = −2,
0,2377, si k = −1,
0,4794, si k = 0,
0,2377, si k = 1,
0,0235, si k = 2,
0,000204, si k = 3,
0, si k ≥ 3,
este es un filtro FIR.
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Figura 15. Spline discreto de orden siete
El filtro (b7)−1 se obtiene de la funcio´n de transferencia
B7(z) =
5040
z3 + z−3 + 2416 + 1191(z + z−1) + 120(z2 + z−2)
2.4. Operacio´n de expansio´n
La operacio´n de expansio´n se disen˜a para reconstruir la sen˜al electroence-
falogra´fica a partir de sus coeficientes de aproximacio´n. Se define como
cˆi(k) := v ∗ [ci+1] ↑ 2(k),
esta operacio´n toma la sucesio´n de coeficientes de aproximacio´n, primero la
muestrea hacia arriba por un factor de dos (upsampling) y despue´s la filtra.
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El post-filtro v se define como
v = [δ0] ↑ 2 ∗ µ32 ∗ (δ0)−1
2.5. El espacio de detalles W
La pe´rdida de informacio´n o residuo que resulta despue´s de aplicar la
operacio´n de reduccio´n en el polinomio spline pira´mide se denota
rj+1 := sj − sj+1
Por construccio´n, el residuo rj+1 se incluye en Vj, de manera que sea
perpendicular a Vj+1; esto es,
rj+1 ∈ Wj+1
donde
Vj+1
⊕
Wj+1 = Vj
y
Wj+1⊥Vj+1
Wj+1, es llamado el espacio de detalles o espacio residual de resolucio´n 2
j+1.
2.6. La wavelet biortogonal spline ψ(t)
La wavelet spline ψ( t
2
) se construye tomando la suma promedio de las
splines-B cu´bicas con la sucesio´n w(k)
ψ(
t
2
) =
∞∑
k=−∞
w(k)β3(t− k).
Esta es ortogonal con el conjunto de funciones spline-B expandidas
{β3( t
2
− k)}.
Ahora se determina una fo´rmula expl´ıcita para la wavelet spline - B de
orden tres.
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Con la sucesio´n w(k) finita.
Usando la representacio´n de funciones bases expandidas
β3(
t
2
) =
∞∑
k=−∞
µ32(k)β
3(t− k)
y la propiedad
〈β3(t), β3(t− y)〉 = β7(y).
Propiedad que es una consecuencia directa de
βn = β0 ∗ β0 ∗ ... ∗ β0(t)︸ ︷︷ ︸
(n+1) veces
La restriccio´n de ortogonalidad puede ser expresada como una ecuacio´n
de convolucio´n,
〈ψ( t
2
), β3(
t
2
− k)〉 = [w ∗ µ32 ∗ b7] ↓ 2(k) = 0; k ∈ Z.
La transformada Z es
1
2
(W (z)U32 (z)B
7
1(z) +W (−z)U32 (−z)B71(−z)) = 0.
Aplicando la transformada inversa z se obtiene la siguente expresio´n para
la wavelet spline-B de orden tres
ψ(
t
2
) =
∞∑
k=−∞
(µ3
2
∗ b7 ∗ δ−1)(k)β3(t− k)
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2.6.1. Filtro binomial kernel modulado
La modulacio´n del filtro binomial kernel modulado produce
µ3
2
(k) =

0, si k < −2,
1
8
, si k = −2,
−1
2
, si k = −1,
3
4
, si k = 0,
−1
2
, si k = 1,
1
8
, si k = 2,
0, si k ≥ 2
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Figura 16. Filtro binomial modulado
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2.6.2. Spline discreto de orden siete modulado
La modulacio´n del filtro spline discreto de orden siete produce
b72(k) =

0, si k < −3,
−0,000204, si k = −3,
0,0235, si k = −2,
−0,2377, si k = −1,
0,4794, si k = 0,
−0,2377, si k = 1,
0,0235, si k = 2,
−0,000204, si k = 3,
0, si k ≥ 3
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Figura 17. Spline discreto de orden siete modulado
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2.6.3. Delta Kronecker δ−1(k)
El delta kronecker corrido hasta menos uno se define como
δ−1(k) =
{
1, si k = −1,
0, si k 6= −1.
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Figura 18. Delta Kronecker corrida
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Cambiando t por 2t en
ψ(
t
2
) =
∞∑
k=−∞
(µ3
2
∗ b7 ∗ δ−1)(k)β3(t− k)
se obtiene la wavelet biortogonal spline
ψ(t) =
∞∑
k=−∞
(µ3
2
∗ b7 ∗ δ−1)(k)β3(2t− k).
Desarrollando las operaciones respectivas, la wavelet queda definida as´ı
ψ(t) =
1
40320
[−φ(2t+ 6) + 124φ(2t+ 5)− 1677φ(2t+ 4) + 7904φ(2t+ 3)
− 18482φ(2t+ 2) + 24264φ(2t+ 1)− 18482φ(2t) + 7904φ(2t− 1)
−1677φ(2t− 2) + 124φ(2t− 3)− φ(2t− 4)].
Esta wavelet es de medida nula, es decir,
∫∞
−∞ ψ(t)dt = 0; es oscilante,
adema´s es cuadrado integrable, es una funcio´n de energ´ıa finita, esta´ bien
localizada en un intervalo finito de tiempo y se desvanece en el tiempo.
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Figura 19. Wavelet B-Spline
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2.7. La funcio´n escalada dual φ˜(t)
La funcio´n escalada dual es en s´ı misma una funcio´n escalada y se define
como
φ˜(t) =
∑
k
(b3)−1(k)φ(t− k)
2.7.1. El filtro (b3)−1
El filtro (b3)−1 se obtiene de la funcio´n de transferencia
B3(z) =
z + z−1 + 4
6
2.8. La wavelet dual ψ˜(t)
La wavelet dual es en s´ı misma una wavelet y se define como
ψ˜(t) =
∑
k
(b3 ∗ [b3 ∗ b3] ↓ 2)−1(k)ψ(t− k)
CAP´ITULO 3
Algoritmo de deteccio´n de los eventos epile´pticos
Introduccio´n
En esta seccio´n se presenta una breve introduccio´n a la epilepsia,
como una de las enfermedades neurolo´gicas mas prevalentes y a los
electroencefalogramas que han logrado ganar un lugar indiscutible en la
exploracio´n del sistema nervioso central (SNC); adema´s se presenta una
s´ıntesis del procedimiento de deteccio´n de puntas o eventos epile´pticos.
La primera mencio´n conocida de la epilepsia proviene alrededor de los
an˜os 500 a 700 A.C. La epilepsia es un trastorno del cerebro en el cual
grupos de ce´lulas nerviosas o neuronas en el cerebro, transmiten a veces
sen˜ales en una forma anormal; las neuronas normalmente generan impulsos
electroqu´ımicos que actu´an sobre otras neuronas, gla´ndulas y mu´sculos para
producir pensamientos, sentimientos humanos y acciones.
Durante una crisis epile´ptica, las neuronas pueden emitir sen˜ales hasta
500 veces por segundo. Luego de realizar la historia del paciente y el exa´men
f´ısico, se necesitan de acuerdo con los hallazgos, unos estudios que son u´tiles,
entre los cuales podemos destacar el electroencefalograma (EEG), que es el
registro de la actividad ele´ctrica cerebral obtenida por medio de electrodos
colocados en diferentes puntos de la cabeza.
Los tipos de epilepsia en las personas epile´pticas pueden clasificarse
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de muchas formas: por sistemas, por la causa de la epilepsia, por el a´rea
del ence´falo donde se originan las descargas ele´ctricas anormales o por los
cambios observados en el electroencefalograma.
La clasificacio´n internacional tiene en cuenta los s´ıntomas observados
durante una crisis [31, 47] y la localizacio´n de la actividad ele´ctrica ano´mala
en el ence´falo.
Fue Hans Berger, quien en 1929 logro´ medir la actividad cerebral del
ser humano; detecto´ comportamientos oscilatorios que denomino´ ritmos
de Berger. La sen˜al electroencefalogra´fica pertenece a las sen˜ales no
estacionarias, lo que significa que no se puede expresar como una funcio´n
matema´tica y que son eventos estrictamente no perio´dicos. Se puede ver
como una combinacio´n de sen˜ales superpuestas con diferentes caracter´ısticas
frecuenciales y temporales. Estas sen˜ales se denominan ritmos de la
sen˜al electroencefalogra´fica y de acuerdo al rango de frecuencias tiene su
clasificacio´n en cuatro ritmos [18] a saber: ritmo Alfa (8-13 Hz) asociado al
estado de vigilia, su voltaje oscila entre 20µV y 80µV ; ritmo Beta (14-30
Hz), tiene menor amplitud que el alfa y su voltaje oscila entre 5µV y 10µV ;
ritmo Theta (4-7 Hz, su voltaje promedio es de 50µV ; ritmo Delta (0-4 Hz),
es el ma´s lento de todos los ritmos, su voltaje oscila entre 70µV y 100µV .
Los eventos epile´pticos o signos de enfermedad en electroencefalograf´ıa (ver
p.e, [17, 18, 20, 25, 26, 48, 53, 54]) pueden sintetizarse en tres grafoelementos
(eventos) como puntas (deflexiones de curso ra´pido), ondas (feno´menos de
curso lento) y puntas-ondas, polipuntas-ondas (asociacio´n de dichos eventos)
como se ilustran en las figuras 20, 21 y 22.
Figura 20. Puntas
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Figura 21. Ondas
Figura 22. Complejos puntas - Ondas
3.1. Base de datos de EEG
Las pruebas estad´ısticas para determinar los umbrales del algoritmo de
deteccio´n de puntas se hicieron sobre dos bases de datos.
La base de datos del Centro de Epilepsia del Hospital de la Universidad
de Freiburg, en Alemania.
La base de datos de la Universidad de California Irvine, en Estados
Unidos.
3.1.1. Base de datos de EEG de la Universidad de
Freiburg
Para la base datos de la Universidad de Freiburg se recibio´ el permiso
correspondiente para lo que asignaron clave y contrasen˜a. Las caracter´ısticas
de esta base de datos se describen a continuacio´n.
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La base contiene los registros de EEG de 21 pacientes que sufren de
epilepsia focal me´dicamente intratable. Los datos fueron registrados durante
un seguimiento de epilepsia pre - invasiva quiru´rgica en el Centro de Epilepsia
del Hospital de la Universidad de Freiburg, Alemania. En once pacientes,
el foco epile´ptico se encuentra en las estructuras del cerebro neocortical,
en ocho pacientes en el hipocampo, y en dos pacientes en ambos. Con el
fin de obtener una sen˜al de alto-a-ruido, menos artefactos, y para grabar
directamente desde las esferas de actividad, la red intracraneal, strip-, y la
profundidad-se utilizaron electrodos. Los datos de EEG fueron adquiridos
mediante un v´ıdeo Neurofile NT EEG sistema digital con 128 canales, 256
Hz tasa de muestreo, y un ana´logo de 16 bits-convertidor digital. Notch o
filtros de banda de paso no se han aplicado. Por razones te´cnicas, el registro
esta´ temporalmente pausado despue´s de cada bloque, dando lugar a lagunas,
con una duracio´n de 1-3 segundos. Para cada uno de los pacientes, existen
conjuntos de datos llamados “durante la crisis o ictal” y “interictal”, los
primeros archivos contienen crisis epile´pticas y al menos 50 minutos antes de
los datos durante la crisis. Los segundos contienen aproximadamente 24 horas
de grabaciones de EEG sin actividad epile´ptica. Por lo menos 24 horas de
grabaciones continuas interictal esta´n disponibles para 13 pacientes. Para el
resto de los pacientes los datos interictal del EEG invasivo consiste en menos
de 24 h que se unieron, para terminar con al menos 24 horas por paciente.
Los seis contactos de la red de todos los implantados, bandas y electrodos de
profundidad fueron seleccionados mediante inspeccio´n visual de los datos en
bruto por un epilepto´logo certificado. Tres contactos fueron seleccionados de
la zona de inicio de la crisis, es decir, de las a´reas afectadas a principios de la
actividad durante la crisis. Los otros tres contactos de los electrodos fueron
seleccionados como que no participan o que participan a ma´s tardar durante
la extensio´n de crisis. Los per´ıodos durante la crisis de consumo determinado
con base en la identificacio´n de patrones de ataque t´ıpicos de anteriores crisis
se manifiestan cl´ınicamente en grabaciones intracraneal mediante inspeccio´n
visual de epilepto´logos con experiencia.
3.1.2. Base de datos de EEG de la Universidad de
California Irvine
Este es un repositorio en l´ınea de los grandes conjuntos de datos que
abarca una amplia variedad de tipos de datos, las tareas de ana´lisis, y
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a´reas de aplicacio´n. La funcio´n principal de este archivo es permitir a los
investigadores en el descubrimiento de conocimiento y miner´ıa de datos a
escala existentes y futuros algoritmos de ana´lisis de datos muy grandes y
complejos conjuntos de datos. Cada archivo corresponde a la grabacio´n de
un tema diferente en el electrodo occipital izquierdo (O1), con referencia
vinculada lo´bulos de las orejas. Cada archivo contiene varios ensayos libres
de artefactos, cada uno de ellos con 512 puntos de datos (256 antes y 256
despue´s de la estimulacio´n) almacenados con una frecuencia de muestreo de
250 Hz. Los ensayos se almacenan en forma consecutiva en un archivo de
1 columna. Los datos fueron pre-filtrada en el rango de 0,1-70Hz. En las
figuras 23 y 24 se muestra la base de datos de la Universidad de Freiburg en
Alemania.
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Figura 23. Base de Datos. U. Freiburg
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
Figura 24. Base de Datos. U. Freiburg
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3.2. El algoritmo de deteccio´n
A continuacio´n se presenta una s´ıntesis del algoritmo de deteccio´n de
puntas o eventos epile´pticos. Las subrutinas y las rutinas codificadas en
MATLAB que componen el algoritmo de deteccio´n de puntas se ilustran
respectivamente con un EEG de 1000 puntos tomados de un solo canal. Se
explica la construccio´n estad´ıstica de los umbrales tomando como referencia
un nivel de resolucio´n. Las cartas se elaboraron con el paquete estad´ıstico
STATGRAPHICS Plus 5.1. Los co´digos de las gra´ficas que aparecen a lo
largo de los cap´ıtulos fueron escritos en MATLAB. Se escoge MATLAB por
ser un paquete computacional muy completo y robusto en lo que tiene que
ver con el tratamiento de las sen˜ales. Dentro de las cajas de herramientas
(toolbox) que ofrece se encuentra una que contiene el ana´lisis multirresolu-
cio´n programado con muchas wavelets cla´sicas como las Daubechies4. La
lectura de los EEG se realizo´ con EEGLAB [2, 16, 32, 33, 35, 51].
MATLAB 7.4.0(R2007a)
EEGLAB 2008
STATGRAPHICS Plus 5.1
Los co´digos para el algoritmo de deteccio´n de puntas no fueron tomados
del toolbox de wavelets. Son co´digos disen˜ados por los autores de la tesis.
Para mayor informacio´n consultar en los correos: rarmas@usbbog.edu.co -
blopezgo@eafit.edu.co
3.3. S´ıntesis del algoritmo
Los registros de la actividad ele´ctrica del cerebro a trave´s de los electrodos
profundos o colocados en el cuero cabelludo son usados para localizar las
descargas de los ataques epile´pticos de los pacientes, quienes son candidatos
a tratamientos quiru´rgicos para remover el foco del ataque. En la pra´ctica
cl´ınica, la localizacio´n epile´ptica es deducida del ana´lisis visual de las
descargas interictales e ictales. En este trabajo se introduce un algoritmo
para localizar puntas que es el grafoelemento de la irritacio´n cortical y por
ello la representacio´n bioele´ctrica por excelencia de la epilepsia. Este evento
epile´ptico en un EEG lo ubicamos dentro de un marco multirresolucio´n como
inicialmente fue introducido por Unser ([46]). Este me´todo es adecuado para
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el tratamiento digital de sen˜ales no estacionarias y en particular para el
ana´lisis EEG. El me´todo aqu´ı presentado ([13]) esta´ basado en la funcio´n
energ´ıa que provee una solucio´n a algunos problemas de deteccio´n de
registros electroencefalogra´ficos como
La localizacio´n de eventos en el dominio tiempo-frecuencia.
La localizacio´n en el tiempo y la caracterizacio´n de los diferentes tipos
de eventos de las formas epile´pticas.
La posibilidad de la implementacio´n de algoritmos ra´pidos en tiempo
real.
Un orden para implementar un algoritmo ra´pido de multirresolucio´n,
para detectar puntas o eventos epile´pticos, es introducir una descomposicio´n
simple de la funcio´n energ´ıa en cada nivel de resolucio´n. Por este camino, se
obtiene un detector de eventos basado en filtros digitales, disen˜ados bajo
un esquema dia´dico. Para ello nos fundamentamos en los elementos teo´ricos
como el ana´lisis wavelets y filtros expresados en ([46]).
Se analizara´ el problema de la localizacio´n de eventos epile´pticos en el marco
dado por la transformada wavelet del spline polinomial ([13]), usando el
spline cu´bico φ(t) con soporte compacto como una funcio´n escala que fue
obtenida a trave´s de convoluciones repetidas de orden cero a partir de la
funcio´n caracter´ıstica en el intervalo [−1/2, 1/2) como ya se mostro´ en la
seccio´n 2.1.3.
Para construir la correspondiente funcio´n wavelet ψ(t), procedemos como
se indica en [12].
La fo´rmula general para construir la wavelet spline-B de orden n es
ψnb (t/2) =
∞∑
k=−∞
(u
¯
n
2 ∗ b¯
2n+1 ∗ δ−1)(k)βn(t− k)
donde
un2 (k) =
{
1
2n
(
n+1
k+(n+1)/2
)
, si | k |≤ (n+ 1)/2,
0, en otro caso
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ψnb : Funcio´n wavelet
u
¯
n
2 (k) = (−1)kun2 (k) : Kernel binomial modulado
b2n+1(t) = β2n+1(t)|t=k: Spline discreto
δ(k): Distribucio´n delta, en caso discreto (en procesamiento de sen˜ales se
llama impulso unitario), donde δi ∗ a(k) = a(k − i)
βn(x− k): Spline de orden n
k ∈ Z
para n = 3 se tiene lo siguiente
ψ3b (t/2) =
∞∑
k=−∞
(u
¯
3
2 ∗ b¯
7 ∗ δ−1)(k)β3(t− k),
de esta manera se construye la wavelet madre, que en nuestro caso
corresponde a una wavelet de orden 3, que se obtiene a partir del spline
cu´bico que hizo de funcio´n escala.
Haciendo uso del procedimiento anterior se obtuvo ψ(t)
ψ(t) = ψ3b =

0, si t < −4
−1
241920
(2t+ 8)3, si −4 ≤ t < −3,5
−1
241920
(2t+ 8)3 + 128
241920
(2t+ 7)3, si −3,5 ≤ t < −3
−1
241920
(2t+ 8)3 + 128
241920
(2t+ 7)3 − 2179
241920
(2t+ 6)3, si −3 ≤ t < −2,5
...
...
0, si t ≥ 3
La seleccio´n de esta wavelet garantiza una buena localizacio´n en el plano
tiempo-frecuencia.
La descomposicio´n wavelet para una sen˜al electroencefalogra´fica dada
S(t), inicialmente representada por los coeficientes del spline polinomial a
resolucio´n cero (0) es
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S(t) =
∞∑
−∞
C0(k)φ(t−k) =
∞∑
−∞
CN(k)φ(2
−N t−k)+
N∑
j=1
∞∑
k=−∞
dj(k)ψ(2
−jt−k)
donde los valores d1(k), d2(k), ..., dN(k) son los coeficientes wavelets y la
sucesio´n {CN(k)} representa la resolucio´n no muy buena de la sen˜al en el
nivel de resolucio´n N . Si esta descomposicio´n se lleva sobre todos los niveles
de resolucio´n, se obtiene la siguiente expansio´n wavelet
∞∑
j=−∞
∞∑
k=−∞
dj(k)ψ(2
−jt− k)
En cada nivel j, esta serie tiene la propiedad de oscilacio´n completa, la cual
hace la descomposicio´n u´til en aplicaciones en la localizacio´n del tiempo del
evento.
En este punto es conveniente introducir dos filtros digitales que sera´n usados
en el algoritmo. Ellos esta´n dados por las funciones de transferencia
B−1(z) =
6
z + z−1 + 4
=
6z
1 + 4z + x2
A−1(z) =
5040z3
z6 + 120z5 + 1191z4 + 2416z3 + 1191z2 + 120z + 1
.
Con b−1(k) y a−1(k) representamos la respuesta al impulso de estos filtros.
Desarrollando ([46]) un sistema recursivo ra´pido para obtener los coeficientes
de expansio´n procedemos de la siguiente manera
c0(k) = [b
−1 ∗ S](k)
ci+1(k) = [v
∗ ∗ ci] ↓ 2(k)
di+1(k) = [w
∗ ∗ ci] ↓ 2(k)
v∗ y w∗ son filtros digitales, donde
v∗(k) = (
1
2
)[[a−1] ↑ 2 ∗ a ∗ u](k)
w∗(k) = (
1
2
)[[a−1] ↑ 2 ∗ us ∗ δ1](k)
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donde
us(k) = (−1)ku(k)
δ1 ∗ a(k) = a(k − 1)
[a] ↑ 2(k) =
{
a(k/2), si k es par,
0, si k es impar,
[a] ↓ 2(k) = a(2k).
Con el procedimiento anterior y los filtros presentados, se construira´ el
algoritmo que nos permitira´ detectar las puntas o eventos epile´pticos en un
EEG. Como el procedimiento a seguir es la formulacio´n del algoritmo para
la deteccio´n basada en la funcio´n energ´ıa y para ello, iniciamos diciendo
que la familia
ψk,j(t) = ψ(2
−jt− k)
es una base ortonormal en L2(R). El concepto de energ´ıa esta´ ligado con la
nocio´n usual derivada de la teor´ıa de Fourier y la suma del cuadrado de los
coeficientes de las series, es la energ´ıa de la funcio´n, es decir,
‖S‖2 =
∑
k,j
|dk,j|2 =
∑
k,j
|〈S, ψk,j〉|2
cuando la descomposicio´n wavelet esta´ dada por
S(t) =
∞∑
j=−∞
∞∑
k=−∞
dj(k)ψ(2
−jt− k).
Pero las wavelets que estamos usando pertenecen a la clase ma´s general de
las wavelets biortogonales([13]). Esto significa que existe una funcio´n ψ˜(t) tal
que
〈ψ(2−it− k), ψ˜(2−jt− l)〉 =
{
2i, si i = j,
0, en otro caso.
La familia ψ˜j,k = ψ˜(2
−jt− k) se llama la base dual de ψj,k.
Cada sen˜al S(t) se puede escribir como
S(t) =
∑
k,j
dj(k)ψj,k(t) =
∑
k,j
d˜j(k)ψ˜j,k(t)
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donde
dj(k) = 〈S, ψj,k〉
y d˜j(k) = 〈S, ψ˜j,k〉. En este caso, o sea en el biortogonal, la energ´ıa de la
sen˜al S(t) esta´ dada por
‖S‖2 =
∑
j,k
2jdj(k)d˜j(k).
La dual ψ˜(t) es en si misma una wavelet dada por [12],
ψ˜(t) =
∑
k
(a ∗ [as ∗ a] ↓ 2)−1(k)ψ(t− k)
y la correspondiente funcio´n escala, φ˜(t) es
φ˜(t) =
∑
k
a−1(k)φ(t− k).
Los filtros digitales correspondientes al ana´lisis de la wavelet dual son
v∗(k) = (1/2)u(k)
w∗(k) = (1/2)[as ∗ us ∗ δ1](k)
y la sucesio´n de inicializacio´n es
C˜0(k) = [a ∗ b−1 ∗ S](k).
Las ecuaciones anteriores se aplican recursivamente en sus ca´lculos para
encontrar los coeficientes de la funcio´n energ´ıa.
Desde luego que se esta´ utilizando una descomposicio´n dia´dica del rango de
frecuencias de una sen˜al de M muestras en donde se tienen M
2j
coeficientes
en el nivel j.
En orden a obtener una deteccio´n exacta de los eventos epile´pticos, uniforme-
mente se distribuyen los a´tomos de energ´ıa en ‖S‖2 =∑
j,k
2jdj(k)d˜j(k), lo
que significa que los te´rminos 2jdj(k)d˜j(k) son distribuidos a lo largo de los
2j puntos.
Definiendo
ej(r) = dj(k)d˜j(k)
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para r ∈ Z en el intervalo (k − 1)2j < r ≤ k2j. La energ´ıa en cada nivel de
resolucio´n j = 1, 2, ..., N es
Ej =
M∑
r=1
ej(r)
y la energ´ıa en cada muestreo en tiempo r = 1, 2, ...,M es
E(r) =
∑
j
ej(r).
Los diferentes tipos de eventos epile´pticos pueden ser caracterizados para los
valores ej(r) a diferentes niveles de resolucio´n.
Con el procedimiento anterior se construye el programa que nos permite
calcular la funcio´n energ´ıa de la sen˜al no estacionaria en los ocho niveles de
resolucio´n.
Para la deteccio´n de los eventos epile´pticos se requiere del siguiente ana´lisis
estad´ıstico: se toman las frecuencias de energ´ıa en cada nivel de resolucio´n y
se realizan los siguientes ca´lculos
Dj = x+ kjσ
donde
x: es el valor medio de la funcio´n energ´ıa ej en cada nivel de energ´ıa.
σ: es la desviacio´n esta´ndar de los valores ej.
k: valor arbitrario en cada nivel de energ´ıa. Siguiendo en detalle los
procedimientos anteriores se logra construir los diferentes algoritmos para
llegar a obtener el detector de eventos epile´pticos a partir de la funcio´n de
energ´ıa obtenida.
A continuacio´n se presentan las diferentes rutinas que fueron elaboradas
mediante el uso del MATLAB y que soportan el algoritmo.
3.3.1. Retener
Rutina que mantiene parte del EEG. Toma el EEG y crea uno de
longitud N, extrayendo en forma alternada elementos de ambos extremos.
Haciendo uso de dicha rutina, se obtienen los siguientes resultados. La figura
25 muestra un EEG con 1000 puntos y despue´s el EEG con 500 puntos.
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Figura 25. Electroencefalograma de 1000 y 500 puntos respectivamente
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3.3.2. Downsampling
Rutina que elimina todos los coeficientes de ı´ndice impar pertenecientes
al EEG. Disminuyendo la longitud del EEG a la mitad o a la mitad menos
1/2, dependiendo si la longitud original es par o impar. La figura 26 muestra
un EEG con 1000 puntos y despue´s el EEG con 500 puntos sin los datos
impares.
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Figura 26. EEG de 1000 y 500 puntos respectivamente sin datos impares
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3.3.3. Upsampling
Rutina que inserta ceros entre los coeficientes del EEG, aumentando la
longitud del EEG al doble mas uno. La figura 27 muestra un EEG con 1000
puntos y despue´s el EEG con 1000 puntos mas de ceros.
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Figura 27. EEG con 1000 puntos y 1000 puntos mas de ceros
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3.3.4. Spline B
Rutina que construye los Splines B desde el orden cero hasta el orden
siete. Discretizando el Spline cubico se obtiene la funcio´n escalada o filtro
FIR b−1. Discretizando el Spline B de orden siete se obtiene el filtro FIR a.
La figura 28 muestra los splines desde al grado cero hasta el grado siete. De
estos splines en el algoritmo de deteccio´n se usan como filtros FIR los splines
de grado tres y de grado siete.
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Figura 28. Splines del grado cero al grado siete
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3.3.5. Funcio´n escalada corrida
Rutina que toma la funcio´n escalada en el nivel de resolucio´n cero y la
corre K unidades. Para los otros niveles de resolucio´n se cambia la escala
dia´dica en el co´digo. La figura 29 muestra la funcio´n escalada, la funcio´n
escalada corrida tres unidades a la derecha y tres unidades a la izquierda.
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Figura 29. Funcio´n escalada y escalada corrida a la derecha y a la izquierda
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3.3.6. Funcio´n wavelet
Rutina que construye la funcio´n wavelet. La figura 30 muestra la Funcio´n
Wavelet usada como filtro FIR paso altas para la construccio´n de los
coeficientes de detalles del algoritmo.
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Figura 30. Funcio´n Wavelet
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3.3.7. Funcio´n wavelet corrida
Rutina que construye la funcio´n wavelet y la corre K unidades en el
nivel de resolucio´n cero. Para la rutina en los otros niveles de resolucio´n
se procede de manera ana´loga. La figura 31 muestra la funcio´n wavelet,
la funcio´n wavelet corrida tres unidades a la derecha y tres unidades a la
izquierda.
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Figura 31. Funcio´n Wavelet y Wavelet corrida a la derecha y a la izquierda
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3.3.8. Coeficientes de detalles
Rutina que determina los coeficientes de detalles de la sen˜al electroence-
falogra´fica EEG. Desde el primer nivel de resolucio´n hasta el nivel ocho de
resolucio´n. La figura 32 muestra los coeficientes de detalles de un EEG, desde
el nivel de resolucio´n uno hasta el nivel de resolucio´n ocho.
Figura 32. Coeficientes de Detalles
3.3.9. Funcio´n escalada dual
Rutina que calcula la funcio´n escalada dual. La figura 33 muestra la
funcio´n escalada dual.
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Figura 33. Funcio´n Escalada Dual
68 Algoritmo de deteccio´n de los eventos epile´pticos
3.3.10. Funcio´n wavelet dual
Rutina que muestra la funcio´n wavelet dual. La figura 34 muestra la
funcio´n wavelet dual.
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Figura 34. Funcio´n wavelet dual
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3.3.11. Coeficientes de detalles duales
Rutina que determina los coeficientes de detalles duales de la sen˜al
electroencefalogra´fica EEG, desde el primer nivel de resolucio´n hasta el nivel
ocho de resolucio´n. En la figura 35 aparecen los coeficientes de detalles duales
de un EEG desde el nivel de resolucio´n uno hasta el nivel de resolucio´n ocho.
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Figura 35. Coeficientes de detalles duales desde los niveles uno al ocho
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3.3.12. Gra´ficas de detalles
Rutina que muestra la sen˜al electroencefalogra´fica, la gra´fica de los
coeficientes de detalles y la gra´fica de los coeficientes de detalles duales. La
figura 36 muestra un EEG y la gra´fica de los coeficientes de detalles y de
detalles duales.
0 100 200 300 400 500 600
-0.1
-0.05
0
0.05
0.1
EEG
512 puntos
0 50 100 150 200 250 300
-0.4
-0.2
0
0.2
0.4
Coeficientes de detalles nivel 1
256 puntos
0 50 100 150 200 250 300
-0.4
-0.2
0
0.2
0.4
Coeficientes de detallesduales nivel 1
256 puntos
Figura 36. EEG y gra´ficas de coeficientes de detalles y detalles duales
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3.3.13. Funcio´n de energ´ıa
Rutina que construye la funcio´n de energ´ıa para cada nivel de resolucio´n
en que se ha descompuesto el EEG. Distribuye los a´tomos de energ´ıa en
cada nivel multiplicando primero los respectivos coeficientes de detalles y de
detalles duales, despue´s suma dichos productos. La figura 37 ilustra el EEG
y la distribucio´n de energ´ıa en el segundo nivel.
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Figura 37. EEG y la distribucio´n de energ´ıa en el segundo nivel
72 Algoritmo de deteccio´n de los eventos epile´pticos
3.3.14. Distribucio´n de energ´ıa
Rutina que indica la cantidad de energ´ıa en cada nivel de resolucio´n. En
el pro´ximo cap´ıtulo se presentara´n las gra´ficas.
3.3.15. Umbrales (thresholds)
Los valores de los umbrales en cada nivel de resolucio´n se escogieron a
partir de un tratamiento estad´ıstico de la serie EEG. Con la autorizacio´n
de la Universidad de Freiburg en Alemania se tomaron de su base de datos
40 EEG. Esta base de datos se describio´ en la seccio´n 3.1.1. Se tomaron
10 muestras de la base de datos de la Universidad de California Irvine.
Esta base esta disponible en la Internet y no requiere de permiso porque
se monto´ para fomentar la investigacio´n. Las cartas se elaboraron con un
total de 50 muestras. El procedimiento fue el siguiente:
1) Para cada EEG se tomaban los datos arrojados por la funcio´n de
energ´ıa en cada nivel de resolucio´n. 2) Por cada EEG se originaban ocho
conjunto de vectores o datos. 3) Se agrupaban segu´n el nivel de resolucio´n
en EXCEL. 4) Para cada EEG en cada uno de los niveles de resolucio´n se
elaboraron las respectivas cartas de control. Esto se hizo usando el paquete
STATGRAPHICS Plus 5.1. 5) Por u´ltimo se promedian todos los LCU
(L´ımite Central Superior) obtenidos de todas las cartas y este es el respectivo
umbral. La figura 38 ilustra una de las tablas de control en el nivel uno para
una de las muestras de EEG.
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Figura 38. Tabla de control en el nivel uno
3.3 S´ıntesis del algoritmo 73
3.3.16. Algoritmo de deteccio´n usando una wavelet
spline biortogonal
Rutina que analiza dos segundos de un EEG a razo´n de 256 Hz.
Lo descompone en ocho niveles de resolucio´n usando una wavelet spline
biortogonal. Para cada nivel de resolucio´n determina los coeficientes de
detalles y los coeficientes de detalles duales. Multiplica los respectivos
coeficientes de detalles y de detalles duales y luego los suma. En cada nivel se
construyen unos umbrales a partir de procedimientos estad´ısticos, mediante
las cartas de control. Por u´timo determina las puntas (evento caracter´ıstico
de epilepsia) en un EEG. Con una confiabilidad alta en algunos niveles de
resolucio´n para un paciente que sufre de Epilepsia. Recordemos que estas
puntas solo pueden ser le´ıdas por un experto o por el epilepto´logo para un
diagno´stico cl´ınico. El detector trata de evitar esto, mostrando las puntas
contenidas en esa muestra de EEG. En el pro´ximo cap´ıtulo se presentara´n
las gra´ficas.
3.3.17. Algoritmo de deteccio´n usando una wavelet
Daubechies4 ortogonal
Rutina que analiza dos segundos de un EEG a razo´n de 256 Hz. Lo
descompone en ocho niveles de resolucio´n usando una wavelet Daubechies4
ortogonal. Para cada nivel de resolucio´n determina los coeficientes de detalles
y los coeficientes de detalles duales. Multiplica los respectivos coeficientes de
detalles y de detalles duales y luego los suma. En cada nivel se construyen
unos umbrales a partir de procedimientos estad´ısticos, mediante las cartas de
control. Por u´timo determina las puntas (evento caracter´ıstico de epilepsia)
en un EEG. Con una confiabilidad alta en algunos niveles de resolucio´n para
un paciente que sufre de Epilepsia. Recordemos que estas puntas solo pueden
ser le´ıdas por un experto o por el epilepto´logo para un diagno´stico cl´ınico.
El detector trata de evitar esto.
La figura 39 ilustra la Daubechies 4.
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Figura 39. Daubechies4
CAP´ITULO 4
Resultados y comparaciones
Introduccio´n
En esta seccio´n se ilustra la forma como se distribuyen los a´tomos de
energ´ıa de manera uniforme en los coeficientes en cada nivel de resolucio´n. Se
aprecia la relacio´n entre las frecuencias altas y bajas con la energ´ıa distribuida
en algunos niveles de resolucio´n. Se analizan los resultados obtenidos con
el me´todo propuesto para la deteccio´n de puntas (evento epile´ptico) usando
splines biortogonales. Se usa una de las wavelets Daubechies, el miembro ma´s
simple y ma´s localizado del juego de Daubechies, a menudo llamado Daub4.
Esta es una wavelet que por ser ortogonal su dual es la misma wavelet. La
wavelet Daubechies nos sirve como referente para comparar el algoritmo de
deteccio´n usando los mismos umbrales y justificar como a pesar del hecho que
diferentes wavelets podr´ıan ser usadas en el algoritmo de deteccio´n propuesto
en este trabajo, las splines cu´bicas biortogonales presentan un nu´mero de
propiedades atractivas como la deteccio´n de puntas (eventos epile´pticos).
4.1. Distribuccio´n de energ´ıa
En las figuras 40, 41, 42 y 43 se ilustra la relacio´n entre las frecuencias
altas y bajas con la energ´ıa distribuida en algunos niveles de resolucio´n. Estas
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frecuencias que corresponden con las puntas, hacen juego en algunos niveles
respectivamente.
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Figura 40. EEG y su distribucio´n de energ´ıa en el nivel 1
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Figura 41. EEG y su distribucio´n de energ´ıa en el nivel 2
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Figura 42. EEG y su distribucio´n de energ´ıa en el nivel 3
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Figura 43. EEG y su distribucio´n de energ´ıa en el nivel 2
80 Resultados y comparaciones
4.2. Resultados del detector con spline bior-
togonal
En las figuras 44, 45, 46, 47 y 48 se ilustra los resultados obtenidos con
el me´todo propuesto usando una wavelet spline cu´bica biortogonal.
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Figura 44. EEG y su detector de puntas en el nivel 1
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Figura 45. EEG y su detector de puntas en el nivel 2
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Figura 46. EEG y su detector de puntas en el nivel 1
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Figura 47. EEG y su detector de puntas en el nivel 2
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Figura 48. EEG y su detector de puntas en el nivel 2
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4.3. Resultados del detector con Daubechies4
En las figuras 49, 50, 51, 52 y 53 se ilustra los resultados obtenidos
con el me´todo propuesto usando una wavelet Daubechies; la Wavelet Daub4
Ortogonal. Los EEG que aparecen son los mismos que se usaron en las figuras
42, 43, 44 y 45.
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Figura 49. EEG y su detector de puntas en el nivel 1
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Figura 50. EEG y su detector de puntas en el nivel 2
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Figura 51. EEG y su detector de puntas en el nivel 1
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Figura 52. EEG y su detector de puntas en el nivel 1
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Figura 53. EEG y su detector de puntas en el nivel 2
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4.4. Conclusio´n
En este trabajo vemos como a partir de la funcio´n de energ´ıa construida en
un marco multiresolucio´n wavelet, se pueden localizar en el tiempo feno´menos
contenidos en la sen˜al no estacionaria EEG. Observamos como diferentes
eventos epileptoge´nicos que tienen localizaciones de frecuencias diferentes
corresponden a niveles diferentes de resolucio´n. La deteccio´n de puntas
(eventos epile´pticos) en este trabajo se presenta en un alto porcentaje en los
tres primeros niveles de resolucio´n. Se uso´ una de las wavelets Daubechies,
el miembro ma´s simple y ma´s localizado del juego de Daubechies, a menudo
llamada DAUB4. Siendo e´sta una wavelet ortogonal, su dual es la misma.
Como se muestra en las comparaciones, el algoritmo de deteccio´n que
usa una DAUB4, tratando de descubrir las puntas y usando los mismos
umbrales del algoritmo de deteccio´n con wavelets biortogonales proporciona
un nu´mero grande de eventos positivos falsos. Esta comparacio´n muestra que
a pesar del hecho de que wavelets diferentes podr´ıan ser usados en nuestro
algoritmo, los polinomios spline tiene un nu´mero de propiedades que los
hacen atractivos en el presente trabajo. Hay que tener en cuenta que a
las sen˜ales electroencefalogra´ficas se le suman muchas veces ruidos que se
llaman artefactos y que suelen ser sen˜ales de altas frecuencias o bien sen˜ales
patolo´gicas. Un posible artefacto es la contraccio´n de la musculatura de los
temporales y frontales, que generan puntas de alta frecuencia y voltaje bajo
a intermedio, otros artefactos son la masticacio´n, el parpadeo, el movimiento
de golpe de la cabeza contra la camilla, el rascado del cuero cabelludo e
incluso la sen˜al de un celular; y todas pueden generar puntas, ondas agudas
o puntas onda lenta. Las sen˜ales electroencefalogra´ficas tratadas en este
trabajo no contienen artefactos como se especifico´ en la descripcio´n de las
respectivas bases de datos de la Universidad de Freiburg y de la Universidad
de California. Sinembargo se debe tener en cuenta estas variables para la
obtencio´n, el procesamiento y el ana´lisis de la sen˜al, utilizando el algoritmo
propuesto en este trabajo; ya que de lo contrario es probable que el algoritmo
no funcione tan eficientemente.
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4.5. Perspectivas futuras de aplicacio´n en la
pra´ctica me´dica
El problema a resolver en este trabajo de maestr´ıa tiene gran relevancia
desde el punto de vista diagno´stico para aplicacio´n en el a´rea de la
neurofisiolog´ıa y epilepsia, ya que continuamente en la pra´ctica diaria, el
especialista intenta detectar visualmente las anormalidades presentes en
un registro electroencefalogra´fico, el cual puede tener una duracio´n de 40
minutos hasta 120 horas; esto genera un riesgo de no detectar algunas
anormalidades ocasionales por el agotamiento y la gran inversio´n en tiempo
que necesita el especialista para leer completamente informacio´n de ma´s de
dos horas. La adecuacio´n de un algoritmo que aproveche las ventajas de
localizacio´n tiempo-frecuencia de las diferentes anormalidades que se buscan,
ahorrar´ıa en un gran porcentaje el tiempo de lectura, ya que solo arrojar´ıa
los sitios donde probablemente se encuentre la anormalidad (de ah´ı que sea
muy importante un me´todo con gran sensibilidad diagno´stica, sacrificando
por lo tanto su especialidad). Mirando las perspectivas futuras de aplicacio´n
en la pra´ctica me´dica tenemos por ejemplo, el disminuir el tiempo de lectura
de registros prolongados, la deteccio´n en tiempo real de puntas epile´pticas y
feno´menos ictales con una alarma asociada, pues muchas veces en un estudio
se presentan convulsiones subcl´ınicas, es decir, sin ningu´n s´ıntoma que avise
al personal de salud, cuantificacio´n de estudios de electroencefalograf´ıa para
un seguimiento a la terapia o deterioro de su condicio´n, entre otros. Siguiendo
este trabajo de tesis se puede continuar explorando ma´s utilidades en ana´lisis
de registros electroencefalogra´ficos de pacientes con epilepsia, idealmente
utilizando registros y bases de nuestra poblacio´n, proponiendo a instituciones
de salud que cuentan con estos recursos, trabajos de investigacio´n con este
algoritmo y sus derivados.
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