INTRODUCTION
Ž w This paper is motivated by the problem arising from quantum gravity 9, x. 2 of counting combinatorial types of triangulations ⌺ of a Riemann surface X with given degrees of vertices. Let us color 2-simplexes of the barycentric subdivision ⌺Ј in black and white, so that adjacent simplexes are of different color, and consider a mapping : X ª ‫ސ‬ 1 onto the Riemann sphere ‫ސ‬ 1 which send white simplexes onto the northern hemisphere, black simplexes onto the southern hemisphere, and centers k-simplexes of ⌺ into an equatorial point y , k s 0, 1, 2. Then deg s 3n, n is k the number of 2-simplexes in ⌺, and is unramified outside y , y , y . It In Section 2 we recall a connection between ramified coverings : X ª Y of a Riemann surface Y of genus g and irreducible characters of the Y symmetric group S , n s deg . The starting point is the following forn w x Ž w x . mula, essentially owing to Hurwitz 6 see also 10, 4, 2 :
Ž . Ž . Ž . where l is the mean value of cycle length of the monodromy g .
i i
In Section 3 we consider elliptic and parabolic coverings for which the Ž . transformations g consist of cycles of the same length s l . 
Ž .
Under the same condition, parabolic formulas 1.1 relate to root systems of rank 2. They give identities like 3 3 n 3
. which corresponds to root system A Theorem 3.9 . In general under our 2 Ž . assumptions parabolic character sums 1.1 in essence coincide with Fourier coefficients of some negative power of Dedekind function. There is an w x explicit Rademacher᎐Zukerman formula 11 for these coefficients, similar Ž . to that of for partition function p n .
Ž . Geometrically, these two types of identities correspond to coverings 1.1 of positive or zero Euler characteristic, but in the most interesting case of negative Euler characteristic, almost nothing is known about the corresponding character sums.
Of course in the hyperbolic case we have no chance to get an explicit Ž . Ž . formula similar to 1.3 or 1.4 . The main problem we keep in mind is an Ž . asymptotic formula for the character sum in 1.1 . We have not yet succeeded completely in solving this problem, mainly because we do not know leading terms of the sum. Let us observe that in view of Ž . Ž . Riemann᎐Hurwitz formula 1.2 , the character sum in 1.1 may be written as
If genus g of Riemann surface X is fixed, while n ª ϱ, then the first X Ž . Ž2y2 g X .r n factor 1 decreases or increases as a power of n. So in essence Ž . Ž . 1r l the problem reduces to studying for large n the ratio g r dim , where l is the mean value of cycles length g g S . This ratio may be n Ž . Ž. compared with or opposed to normalized character g rdim treated w x in 15, 16, 12 .
As a contribution to this problem, we give in Section 4 an asymptotic formula for characters of S under some restrictions. More specifically, Ž .
i-j j i
; ,
Ž . Ž .
is1 ii where we suppose ␤ / ␤ and lengths of all cycles involved in g S are
Ž . The asymptotic formula may be extended to diagrams ␤ with multiple rows by making use of an integral, which is a special case of Macdonald Ž . conjecture. The resulting formula differs from 1.6 only in pre-exponential factor, which becomes more complicated. To avoid technicalities we con- is given by the same formula s min L .
␣␤
In conclusion we give a useful estimation of the critical value Ž . Theorem 4.6 ,
where l and l are mean value and minimal value of cycle lengths in min Ž . , and H ␤ s yÝ ␤ log ␤ is an entropy function. It follows that for
provided diagram ␤ is not rectangular and not all cycle lengths of are ␣ equal.
CONNECTION WITH CHARACTERS
As explained in the Introduction, the problem of counting triangulations is a particular case of counting ramified coverings with prescribed ramifiw x cation indices 2 . In this section we recall some results on interrelation of w x the last problem with characters of symmetric groups 10, 4, 2 . This connection follows from two basic facts: which is known to be defined by the unique relation
where g s g is the genus of Y and the brackets denote the commutator 
Fact 2. The Burnside theorem gives the number of solutions of the Ž . Ž . equations 2.1 and 2.2 for an arbitrary group G in terms of irreducible w x characters 1 ,
Ž .
where the sums extend over all irreducible characters of G and g g C i i
are elements from fixed conjugacy classes C .
i
Combination of these two results gives the following formula for Eisenw x stein number of ramified coverings 4, 2 . THEOREM 2.1. In the pre¨ious notation the following formula for Eisenstein number of co¨erings : X ª ‫ސ‬ 1 with prescribed ramification indices holds:
Proof. In view of the Burnside formula 2.3 it is sufficient to show that
left-hand side of 2.5 corresponds to a ramified covering : X ª ‫ސ‬ and
Hence the number of solutions conjugate to g , g , . . . , g is equal to
and 2.5 follows.
The same arguments give a similar result for Eisenstein number of coverings of an arbitrary Riemann surface Y. THEOREM 2.2. In the pre¨ious notation,
Theorems 2.1 and 2.2 may be used in both directions, i.e., information on coverings may be transformed into information on characters and vice versa. When the structure of the covering is known, it is easier to carry information on coverings to characters. In the next we give some examples.
EXPLICIT FORMULAE
There exist several remarkable cases in which the number of coverings can be evaluated explicitly. In essence these are the elliptic and parabolic y1 Ž . coverings : X ª Y with equal ramification indices in each fiber y . Let us consider such a covering : X ª ‫ސ‬ 1 of Riemann sphere unramified outside y , y , . . . , y with ramification index m in points over y . To It turns out that all such coverings may be explicitly described in terms of finite groups of Mobius transformations or affine Coxeter groups. Sincë Ž . the structure of these groups is known, explicit formulae for 2.4 can be obtained.
Elliptic Case
In this case we have strict inequality, Remark 3.1. The fundamental group of a sphere with two punctures is ‫.ޚ‬ Hence in the case k s 2 there should be m s m , and we may 1 2 Ž . disregard other solutions of 3.1 . To each of these cases corresponds a unique covering that may be described in terms of a finite group of Mobius Ž . transformations we use to label solutions of 3.1 . 
Tetrahedral:
Octahedral:
Icosahedral: < < ‫ސ‬ ª ‫ސ‬ rG. So for each n such that G divides n there exists only one such covering and Aut is a wreath product of G and symmetric group < < S , m s nr G , of permutation of the components of X. As result the m Ž . left-hand side of the formula 2.4 contains only one term,
and the theorem follows.
Parabolic Case
In this case we have
with the solutions Proof. We will need the following information:
G G y y
Ž . where N G is the normalizer of stabilizer G of a point y g Y. G y y
Ž .
ii Let H ; T be a sublattice of index n in a lattice T of rank 2. Then
Ž . Using i and Proposition 3.4 we can write the Eisenstein number of connected parabolic coverings as
where summation on the right-hand side extends over conjugacy classes of torsion-free subgroups H ; G of index n. Since such a subgroup H is contained in the translation group T, which is a lattice of rank 2, we can Ž . use ii and end the proof as
So we have a simple formula for the Eisenstein number of connected parabolic coverings. The number of all coverings may be easily deduced Ž w x. from here cf. 4 . Proof. Let X s " d X be a disjoint union of pairwise nonisomorphic i i i < connected components X of multiplicity d and let s . Then
Ž . side of 3.4 may be written as
Combining this lemma with the previous proposition, we get the following formula. Proof. Let N s n, n G 1. Then
In the second equality we use Proposition 3.5. The corollary follows by taking exponents and applying Lemma 3.6. 
. Ł k Ž where the sum is extended over all e¨en diagrams of order 2 n i.e., . diagrams which may be tiled by n dominos .
Ž . Let us observe that in view of estimation 3.6 the character sums of the Ž . theorem are of subexponential growth in n, while the dimension 1 Ž . 1r2 generically is superexponential. Hence the first identity implies that 1 Ž . in general is a good estimation for . We may suppose that a similar 2 Ž .
Ž . result is valid for , as suggested by formula 3.7 , and moreover
for ''general'' character and n ª ϱ. Here d is the mean value of cycle length of g g S . The characters we consider in the next section have n exponential growth of dimension and thus are not general.
ASYMPTOTIC FORMULAE
Let : X ª Y be a ramified covering of degree n, of surface Y of genus g by surface X of genus g , ramified over k points y , . . . , y in Y. The
Riemann᎐Hurwitz formula connecting the genus of X and Y may be written in the form
where l is the mean value of ramification indices in the fiber y i i
Žequal to the mean value of the cycle length of the monodromy g around i . y . Hence, Theorem 2.2 may be written as
Ž . Ž2yg X .r n If the genus g is fixed, then the first factor 1 decreases or X increases at most as some power of n. So the main problem is in Ž . Ž . 1r l estimation of the quotient g r 1 , where l is the mean value of cycle length of g g S , as n ª ϱ. n Let us denote by
the Young diagram of s and by g S an element with cycle
In subsequent text, we restrict ourselves to sequences of characters and Ž . Under these conditions we will find asymptotics for and
. It follows that the last quotient exponentially increases
for n ª ϱ, provided not all rows of ␤ are equal and not all cycles of ␣ are of the same length.
Frobenius Formula
Let z , z , . . . , z be independent variables and let
In this notation we have the following Frobenius formula for irreducible characters:
Making use of the residue theorem we can rewrite it in integral form,
Asymptotics of Characters
w x According to general principles 5 , in order to find asymptotics of the Ž . integral 4.5 , we have to deform the surface of integration S in such a way Ž . that it passes through a critical point z of z with maximal value Re . 
Proof. Really, since
it suffices to show that
and equality is possible only for X s X s иии s X . 
is locally invertible on the hyperplane Ýt s 0. Step 3. The mapping
gives a homeomorphism between simplexes
Proof. We will proceed by induction on m. Without loss of generality we may suppose restriction of ⍀ on a face of the simplex ⌬ , x ⍀ : log x , . . . , log x , 0, log x , . . . , log x Ž .
to be a homeomorphism. Then ⍀ induces a homeomorphism of the boundaries Ѩ ⍀: Ѩ⌬ ª Ѩ⌬ , and by Brouwer theorem the mapping ⍀ is 
where x is a positi¨e critical point from Theorem 4.1,
and H is ith principle minor of the form
Proof.
Step 2 below is crucial. It ensures that only critical points proportional to the positive one are essential for asymptotics. The rest is w x an exercise in the multidimensional saddle point method 5 , with a minor complication due to nonisolated critical points.
Step 1. Deformation of the surface of integration. By deformation of Ž . the contour in integral 4.5 we can write
The surface of integration now passes through the positive critical point x.
Step 2. The asymptotics of integral 4.13 depends on an arbitrary small < < neighborhood of the set of critical points z s x, s 1 proportional to Ž Ž .. the positive one x. It suffices to show that the maximum of Re z on < <
the contour z s exp is attained only at x. In order to see this, write Ž . This should be valid for all k that enter 4.14 with nonzero coefficient ␣ / 0, i.e., for all cycle lengths of g S which are supposed to be k ␣ n coprime. As a result, we get s 1, and hence any critical point z with i Ž . maximal value of Re z should be proportional to x.
Step 3. The final formula. Let us write the positive critical point in the form x , x , . . . , x s exp , exp , . . . , exp Ž . Ž . Ž . Ž .
Ž . 
