This study evaluates the dosimetric impact caused by an air cavity located at 2 mm depth from the top surface in a PMMA phantom irradiated by electron beams produced by a Siemens Primus linear accelerator. A systematic evaluation of the effect related to the cavity area and thickness as well as to the electron beam energy was performed by using Monte Carlo simulations (EGSnrc code), Pencil Beam algorithm and Gafchromic EBT2 films. A home-PMMA phantom with the same geometry as the simulated one was specifically constructed for the measurements. Our results indicate that the presence of the cavity causes an increase (up to 70%) of the dose maximum value as well as a shift forward of the position of the depthedose curve, compared to the homogeneous one. Pronounced dose discontinuities in the regions close to the lateral cavity edges are observed. The shape and magnitude of these discontinuities change with the dimension of the cavity. It is also found that the cavity effect is more pronounced (6%) for the 12 MeV electron beam and the presence of cavities with large thickness and small area introduces more significant variations (up to 70%) on the depthedose curves.
Introduction
The presence of air cavities in regions irradiated with radiotherapy beams is very common in clinical applications, especially in the head and neck region [1, 2] . Over the last years, the evaluation of the impact of air inhomogeneities on the absorbed dose has been a subject of many research investigations either by experimental measurements or by using Monte Carlo (MC) simulations [3e12] . All previous works reported that the perturbation caused by the air inhomogeneity near the tissueeair interfaces can be responsible for significant overdosing and underdosing, whose magnitude can be of clinical interest in some cases. Accurate knowledge of this effect becomes critical for treatment planning dose calculations in order to reduce the dose to healthy tissue and organs at risk and to avoid posterior complications in these structures as well as to avoid underdosing of target volumes.
In the early 70s, a systematic study was performed to assess the air effect with the variation in cavity dimension and energy beam by using experimental measurements [9] . The work was performed for electron beams produced by a Siemens Betatron with energies of 10 and 42 MeV and it reported a significant increase of dose (up to 60%) adjacent to the air cavity (1 cm radius and 2 cm height located at 1 cm depth from the surface).
Experimentally the evaluation of the dose perturbation in the presence of air is a complex task due to the difficulty of measuring accurately the airetissue interface effect. In contrast, Monte Carlo simulations are well suited for these cases as they provide a better assessment of interface doses and they can handle electron multiple scattering in the presence of inhomogeneities much more accurately than any existing analytical dose models, which can give errors in calculated dose as high as 20% [13] .
Accurate dose calculation of the perturbation caused by the presence of air inhomogeneities can be an important factor for the widespread clinical used of new electron therapy techniques, such as electron and mixed electronephoton beams intensity modulated therapy, which are expected to improve the conformality of the delivered dose distribution to the target volume.
To date, a large number of works has been published on the influence of air cavities as function of beam energy or cavity configuration for radiotherapy photon beams [3e8] . However, there is a lack of studies accounting the dependence of the air cavity effect on its geometry, position and energy for electron beams [10e 12]. Most of the published studies for electron beams [14, 15] were focused benchmarking the accuracy of a commercial treatment planning system incorporating Monte Carlo dose calculation. Although the results of these works have shown a dosimetric effect, both experimentally and with Monte Carlo simulations, in air cavity phantoms for different energy of electron beams, the magnitude of the dose perturbation depending on the geometry and location of the cavity was not reported.
Recently, Chow and Grigorov [12] published an investigation of the dosimetric impact of an air cavity for electron beams by using Monte Carlo calculations. They evaluated the variation of the cavity effect versus beam energy as well as size and position of the cavity, considering always the cavities located at depths deeper than 5 mm. This work also included a comparison of the MC dose distributions with experimental measurements; however, the comparison was restricted for one specific geometry of the inhomogeneous phantom studied in the work.
To our knowledge, the effect of air inhomogeneities shallower than 5 mm has not been systematically studied. However, shallow cavities can affect the clinical result in several radiotherapy treatments [14, 16] . Furthermore, Ding et al. [13] reported that the accuracy of pencil beam calculations may depend not only on the geometry of the 3D inhomogeneity, but also on the location of the inhomogeneity.
The goal of present work is to perform a systematic study assessing the air cavity perturbation on electron dose distributions for air cavities located at 2 mm depth from the phantom surface. The dependence of the effect on cavity size (area and thickness) and beam energy is evaluated by using Monte Carlo simulations (EGSnrc code), pencil beam (PB) algorithm and experimental measurements (Gafchromic EBT2 films) for a 10 Â 10 cm 2 field size.
Material and methods

Phantom geometry
An air cavity phantom of PMMA was specifically built for this investigation. (Fig. 1a and b) were arranged using small solid blocks of PMMA. The dimensions of these cavities were chosen as representative geometries of cavities presented in the head and neck region [7, 14] and are summarized in Table 1 . For all phantom configurations, a PMMA plate (15 Â 15 cm 2 area) with thickness of 0.2 cm was located at the top of the phantom block containing the cavities. Additionally, four thick PMMA pieces were inserted around the phantom to press tightly together the structure and avoid possible air gaps between PMMA slabs or between the small pieces building each arranged cavity. Two set-ups were used to perform the dosimetric measurements as illustrated in Fig. 1a and b. In one case, the 0.3 cm thickness slabs were positioned parallel to the beam axis in order to acquire the depth dose curve (Fig. 1a) . In the other case, the slabs were positioned perpendicularly to the beam for the acquisition of the transversal dose profiles (Fig. 1b) . In both cases, the total thickness below the cavity was about 10 cm in order to consider Figure 1 . Scheme of sagittal (aeb) views of the home-built PMMA phantom including an air cavity with area S and thickness L used for experimental measurements and modeled for MC dose calculations (drawings not in scale). The cavities were located at 2 mm depth from the phantom surface. The white line indicates the position of the radiochromic film during experimental measurements. The electron beam was incident perpendicularly to the phantom surface, except for experimental acquisition of depth dose distribution (a) that a beam gantry angle of 2 in respect to the film axis was to avoid the self-attenuation of the film. the backscatter contribution. Further details of the experimental set-ups are described in Section 2.2.
Radiochromic film measurements
Radiochromic films type Gafchromic EBT2 were irradiated to determine the depth dose curves along the central axis and dose profiles at various depths for homogeneous and heterogeneous geometries. Measurements in the above described home-built PMMA phantom were carried out for electron beams of 12 MeV and 18 MeV from the Siemens Primus accelerator installed at the Virgen Macarena Hospital in Seville (Spain). A 10 Â 10 cm 2 applicator size was applied at a source-to-surface distance (SSD) equal to 100 cm. For the depth dose curves acquisition in heterogeneous phantoms, pieces of radiochromic films (12.5 Â 10 cm 2 ) were individually exposed parallel to the central axis of the incident beams (150 MU) between two central PMMA slabs of 0.3 cm thickness, which were vertically placed as illustrated in Fig. 1a . Depth dose curves were measured at depths below the PMMA block containing the cavity, i.e. beyond 3 cm. A beam gantry angle of 2 respect to the film axis was applied in order to avoid the self-attenuation of film and to reduce the effect of possible gaps between the phantom slabs [17, 18] .
For measurements of depth dose curves in a homogeneous phantom, the PMMA block with the air cavity as well as the 2 mm thick plate were removed. Thus, a total depth dose distribution from the top surface of the phantom was registered in this case. Film samples were exposed following the same conditions described above for the heterogeneous phantom.
For transverse dose profile measurements, film samples (12.5 Â 10 cm 2 ) were irradiated horizontally on the central beam axis with 150 MU, supported between two PMMA slabs, at 3.3 cm and 4.2 cm depths. Dose calibration curves of the film were obtained for both electron beam energies, 12 and 18 MeV, in order to evaluate the energy dependence of the film reported by previous studies [19e 22] . Overall, no significant differences (1.5%) in film response for the entire dose range were observed between both energies. However, in order to minimize the energy dependence, the measurements were obtained by using the calibration curve for each corresponding energy.
An Epson 10000 XL Expression flatbed scanner was used to study the films response. After irradiation, the films were left for a period of 12 h before the scanning. During the scanning process, each film sample was placed on the center of the scan bed always with a portrait orientation and with the same side of the film facing the light source [22] . The images were scanned in transmission mode with a resolution of 75 dpi (0.34 mm/pixel) in the 48 bit RGB uncompressed tagged image file format TIFF. Scanner warm-up effects were reduced by doing five successive pre-scans before the final reading of the film. The dosimetric analyses of scanned images were carried out using the ImageJ [23] and UTOPIA [24] software. A median and mean filter (3 Â 3) was applied to reduce noise. Moreover, the scanned images were converted into dose maps using a new method using multiple color channels, which compensates for a variety of anomalies, artifacts, and other disturbances, such as variations of the thickness of the active layer, scanner nonlinearity and process noise and enables the use of the entire available sensitivity range of the film in the same procedure [25] .
In addition to the cares mentioned above, other reported guidelines and precautions about radiochromic dosimetry [26e28] were taken into account to ensure maximum reproducibility and accuracy of the results. All films used in this study were from the same batch to remove any variability between batches. They were always handled with gloves, and care was taken to avoid mechanical strain where possible. While not in use, films were stored in light-tight envelopes under constant atmospheric conditions. The EBT2 film uncertainty is considered to be about 3% according to recent work [22] .
Monte Carlo simulations
The EGSnrc Monte Carlo (MC) system code [29] was used for our MC calculations. The previous BEAMnrc/EGSnrc [30] simulated phase-space file [16] for a Siemens Primus linear accelerator installed at the Virgen Macarena Hospital in Seville was used as input of the DOSXYZnrc code [31] in order to calculate dose distributions in both homogeneous and heterogeneous phantom. These phase-space files correspond to the surface of the phantom (SSD of 100 cm) for a 10 Â 10 cm To benchmark the matching degree of the accelerator simulations, the phase-space files were checked by comparing against experimental measurements, the phase-space files were indirectly checked by comparing against ionization chambers and film measurements. Overall, the MC calculated PDD and lateral profiles agree within 2% with ionization chamber measurements.
Monte Carlo phantoms were built using the same dimensions and materials as those phantoms described previously in the experimental setup (Table 1 ). The relative numbers of elemental compositions of PMMA, namely H ¼ 8; C ¼ 5 and O ¼ 2, and density of 1.19 g/cm 3 were considered by the PEGS4 data-preprocessing code [29] to create the data files containing information of material cross section and branching ratios. The low energy thresholds for the production of knock-on electrons were set to AE ¼ 0.521 MeV (total energy) and the threshold for bremsstrahlung events was set to AP ¼ 0.010 MeV. In all EGSnrc calculations, the global electron energy cut-off (ECUT) and the global photon energy cut-off (PCUT) were set to 0.561 MeV and 0.01 MeV, respectively and the default parameters for PRESTA were used, e.g. PRESTA-II for the electron-step algorithm and PRESTA-I for the boundary crossing algorithm. The low energy thresholds for the production of knock-on electrons and bremsstrahlung events were set to AE ¼ 0.521 MeV (total energy) and AP ¼ 0.010 MeV. Auxiliary simulations considering an ECUT of 0.521 MeV were also performed in order to analyze the impact of this parameter on the results. No significant dose differences were observed, whereas the simulation time was approximately halved.
The calculation dose-scoring voxel was set to 0.3 cm in X, Y direction and 0.2 cm along Z direction for the simulations performed in the homogeneous phantoms for both energies. For the heterogeneous phantoms, the same voxel size as used for the homogeneous phantom was set (0.3 Â 0.3 Â 0.2 cm 3 ) in the lateral regions out the edges of the cavity. Inside and below the cavity (i.e. the acrylic region along the Z axis limited by the cavity edges), the voxel size was set to Table 1 Thicknesses (L) and areas (S) of the cavities considered in the study and illustrated schematically in Fig. 1 .
Thickness, L (cm) [33] . The statistical uncertainty of calculated dose distributions was 1% (12 MeV) and w1.7% (18 MeV) at the maximum dose value for the homogeneous phantom. For the heterogeneous phantoms, the statistical uncertainty at the position of the maximum dose increased up to 1.7% (12 MeV) and 2.2% (18 MeV); whereas inside the cavity, the average uncertainty was about 3 and 4% for 12 MeV and 18 MeV, respectively.
Pencil beam dose calculations
The Hogstrom pencil beam (PB) algorithm [34] implemented in the Philip Pinnacle (version 8.0) treatment planning system was used to calculate the dose distributions for the same phantom geometries as previously calculated with Monte Carlo simulations. Dose distributions were performed for electron beams of 12 and 18 MeV and a 10 Â 10 cm 2 field size. The phantoms were directly created in the TPS and the calculation voxel size was 0.2 Â 0.2 Â 0.2 cm 3 for all phantoms.
Results and discussion
Dosimetric effect of an air cavity for 10 Â 10 cm 2 electron beams Central-axis PDD variation Figures 2 and 3 compare the calculated central-axis PDD curve with the measured PDD curve for heterogeneous phantoms irradiated by electron beams of 12 MeV and 18 MeV, respectively. The heterogeneous phantoms included an air cavity of varying size of thickness L or area S, as presented in Table 1 . The beams were incident perpendicular to the phantom surface with a field size of 10 Â 10 cm 2 at a SSD of 100 cm. In addition, the PDD curve for the homogeneous phantom without air cavity (labeled as "without cavity") is also shown in these figures. All curves were normalized to the dose at the depth of dose maximum in the homogeneous phantom, i.e. 2.3 cm for 12 MeV and 2.7 cm for 18 MeV. Note that the position of the cavities is kept at the same depth (2 mm from phantom surface) while the dimensions S or L vary. In Figs. 2 and 3 , it can be clearly seen that the PDD is strongly dependent on the thickness L of the cavity for both energies. As shown in Fig. 2a for 12 MeV electron beams, the presence of an air cavity of 2.8 cm thickness leads to an enhancement of about 72% of the dose maximum with respect to the "without cavity" curve. Because of the small area of the cavity (S ¼ 1 Â 1 cm 2 ), electrons scattered from the two PMMA sides surrounding the cavity can escape from the air cavity and contribute to the electron on-axis fluence at the first centimeters depths beyond the air-PMMA interface. As the cavity thickness decreases, the scatter contribution from the PMMA adjacent to the cavity decreases and hence the perturbation of the dose maximum is reduced along the central axis. For instance, the increase of dose maximum relative to the curve for the homogeneous phantom is only about 27% for the cavity phantom of L ¼ 0.8 cm irradiated by a 12 MeV beam. It can be also seen from Fig. 2a that the presence of the air cavity with varying thickness causes a shift of the PDD curve to downstream direction. The reduced attenuation of electrons passing through the air compared to those through PMMA results in higher energy and forward electrons. This contribution of high energy electrons leads to the forward shift of the depth dose to deeper positions. As expected, the depth dose displacement becomes much pronounced for larger cavity thickness. As shown in Fig. 2a , the position of the dose maximum changes from 2.3 cm to 3.3 cm for the cavity of larger thickness (L ¼ 2.8 cm), whereas a small shift (2 mm) occurs for the cavity with thickness of 0.8 cm.
Similar cavity effects on the PDD curves with the cavity thickness are also observed for the electron beam of 18 MeV, as illustrated in Fig. 3 for the cavity of 1 Â 1 Â 2.8 cm 3 . However, it is evident from this figure that the effect on the dose maximum is not so strong as those observed for the previous energy. In particular, the enhancement of the dose maximum due to the air cavity is reduced about 6% compared to 12 MeV case for all heterogeneous phantoms. This reduction is probably due to the contribution of the electrons scattered from the PMMA sides surrounding the cavity to the on-axis electron fluence decreasing with the energy of the electron beam. Figures 2b and 3 show the dependence of the perturbation of depth dose on the variation of the square area S of the cavity for 12 and 18 MeV electron beams, respectively. As seen, the presence of these air cavity configurations results in an increase of dose maximum as well as a shift forward of the PDD, analogously to the previous effect of cavities with varying thickness. In particular, it is observed that the perturbation on the dose maximum value is reduced with the area of the cavity. For the 12 MeV electron beam, the dose maximum increases about 57% for the cavity of S ¼ 1 Â 1 cm 2 . This increase is smaller for higher values of S, attaining 32% for S ¼ 1.8 Â 1.8 cm 2 ( Fig. 2b) ). This is because the contribution at the central axis of the electrons scattered from the two PMMA lateral boundaries of the cavity is reduced significantly as the area increases.
On the other hand, it can be also noted that when the energy of the electron beam is increased to 18 MeV, the dose maximum perturbation for the cavities of 1 Â 1 and 1.8 Â 1.8 cm 2 is less pronounced (6e10%) than that for the 12 MeV beam. This behavior changes however for the largest cavity (3.8 Â 3.8 cm 2 ) where the dose maximum leads to an increase of 6% of the maximum dose in comparison with the increase of 1% previously obtained for the beam energy of 12 MeV.
Comparing the dose curves for homogeneous and heterogeneous phantoms in Figs. 2b and 3 , it is observed a shift of the PDD to deeper positions of the phantom caused by the presence of air cavities with varying area and this displacement of the PDD increases with the area of the cavity and the energy. So, for the 12 MeV electron beam, a change of about 1.4 cm in the maximum dose position is observed when an air cavity of 3.8 Â 3.8 cm 2 is embedded in the phantom with respect to that dose maximum position for the homogeneous phantom. Larger displacement (about 2.4 cm) of dose maximum is found for 18 MeV electron beam due to the longer range of the electrons for this energy.
The agreement between calculated and measured central-axis PDD is within 2% for all heterogeneous phantoms irradiated by a 12 MeV electron beam as seen in Fig. 4. For 18 MeV, an agreement of 5% is found for all heterogeneous phantoms, except for the phantom with the 1 Â 1 Â 1.8 cm 3 cavity where discrepancies between the measured and calculated values reach up to 7% in the region of maximum dose value (Fig. 3) . These discrepancies may be caused by the inhomogeneity and non-uniform response of the film as reported by Hogstrom et al. [34] . Figure 4 shows the comparison between central PDD curves calculated with MC and PB algorithms for 12 MeV electron beam incident on a heterogeneous phantom with a 1 Â 1 Â 2.8 cm 3 and 3.8 Â 3.8 Â 1.8 cm 3 cavity. As seen, the PB algorithm underpredicts the maximum dose up to 40% with relation to the MC algorithms for the cavity of 1 Â 1 Â 2.8 cm
3
. Moreover, the dose displacement is reduced about 3 mm in the backward direction for the PDD curve calculated for the PB algorithm. These discrepancies between the PB and the MC become less significant as the thickness of the cavity decreases. For the cavity of 1 Â 1 Â 0.8 cm 3 , it was observed that the agreement between PB and MC PDD curves is within 2%/2 mm. These disagreements between both calculations may be attributed to the lack of electron scattering modeling of the PB algorithm, resulting therefore in a decrease of the scatter contribution to the central axis from the PMMA side adjacent to the cavity.
For the cavities with the largest area (3.8 Â 3.8 cm 2 ), the PDD curve calculated with the PB algorithm shows discrepancies of about 5% along the first centimeters after the cavity end in comparison with the MC-calculated PDD curve (Fig. 4b) . In this case, it can be also observed that the maximum dose is shifted forward 3 mm with respect to MC calculations. These differences are reduced as the area of the cavity increases. The same behavior has been found for the electron beam of 18 MeV. Figure 5a and b shows dose profiles calculated along the crossplane (X axis) of the PMMA heterogeneous phantoms (Table 1) and irradiated with electron beams of 12 and 18 MeV, respectively. The profiles are presented below the cavity at a depth of 3.3 cm for all cavity sizes. The figures include also the experimental profiles measured in the home-built PMMA phantom using EBT films at the same location as the calculated profiles. All curves were normalized to the central dose value of the homogeneous profile.
Off-axis dose variation
For 12 MeV, it is clearly seen that two small dips and peaks appear on the dose distribution near the lateral edge of the cavity with 3.8 Â 3.8 cm 2 area and 1.8 cm thickness at the depth of 3.3 cm (Fig. 5a ). This effect is caused by the existence of fewer electrons scattered from the air cavity into the surrounding PMMA than scattered into the air from the PMMA. For the other heterogeneous phantoms, it is observed a unique sharp peak along the central axis. For these cases, the decrease in cavity area leads to the increase in the fluence along the central axis of electrons scattered from the lateral cavity boundaries. The largest dose increase at the central . An electron beam of 12 MeV (10 Â 10 cm 2 ) was incident perpendicular to the phantom surface at a SSD of 100 cm. All curves were normalized to the central dose value of the homogeneous profile (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) axis is caused by the presence of the largest thickness, L ¼ 2.8 cm, as exhibited previously by the PDD curves.
The effects of the electron disequilibrium caused by the air become less dramatic at greater distances below the cavity as shown in Fig. 6 for 18 MeV. At 4.2 cm depth, the characteristic dip and peak just around the cavity edges are significantly reduced and a sharp dose peak is clearly seen for all heterogeneous phantoms as a result of the increase of electron fluence at the center due the reduced attenuation of the electrons passing through the air cavity.
For 18 MeV, a similar behavior as previously mentioned for 12 MeV is observed for the dose profiles at the depth of 3.3 cm in Fig. 5b .
From Figs. 5 and 6, it is also remarkable that experimental results show well the fine details of the dose near the interface of the cavity. For both energies, the agreement between measured and calculated is within 4e5% for all cavity sizes at both considered depths, except for the case of the 1 Â 1 Â 1.8 cm 3 cavity at 12 MeV, where the difference between experimental and calculated profile at 3.3 cm depth reaches up to 10%. Again, these discrepancies may be due to the nature of the measurement [34] . Figure 7 compares PB and MC calculated cross-plane dose profiles for the heterogeneous phantoms containing the cavity with the largest thickness (1 Â 1 Â 2.8 cm 3 ) and the largest area 
Conclusions
Experimental measurements (Gafchromic EBT2 film), Pencil Beam and Monte Carlo simulations were used to evaluate systematically the dosimetric effect of a shallow air cavity embedded in a PMMA phantom as irradiated by electron beams of 12 and 18 MeV. The influence of this effect as a function of the cavity geometry and beam energy was specifically investigated using both methods for electron beams of 12 and 18 MeV with the standard field size of 10 Â 10 cm 2 .
Significant dose increases up to 70% of the dose maximum were observed at depths below the cavities for both energies with respect to the homogeneous phantom. In addition to this perturbation, there was observed a shift on the depthedose curve to larger depths which depends on the cavity geometry. Our results indicate that the variation and shift of the dose maximum caused by the presence of the air cavity on the depth dose curves were more pronounced for the low electron energy (12 MeV), large cavity thickness and small cavity area.
On the other hand, the shape of dose transversal profiles changes significatively due to the presence of an air cavity. In comparison to the homogeneous profile obtained for the phantom without air cavity, two small dips and peaks (about 10e20%) for heterogeneous phantoms appear on the dose distributions near the lateral edge of the cavity.
The overall agreement between the MC calculations and EBT2 film measurements was about 4% for the depthedose curves and offaxis profiles for the homogeneous and heterogeneous phantoms.
For both electron beam energies, the PB calculations have shown the same limitations to predict sharp high-dose variations for the heterogeneous phantom, in particular containing a cavity with a thickness of 2.8 cm (1 Â 1 cm 2 area). Compared to MC results, the PB shows discrepancies of about 40% in the maximum dose for this cavity, decreasing with the cavity thickness. For the phantoms with wider cavities (3.8 Â 3.8 cm 2) , the PB reproduce well the increase of the maximum dose, however, it does not predict the displacement of the depthedose curve.
In conclusion, MC calculations show much better agreements with Gafchromic EBT2 measurements and accurately predict the sharp dose increase behind the air cavities as well as the dose perturbation near the lateral edge of the cavities. However, it can be clearly seen how the PB calculations underpredict the dosimetric effects and their accuracy depends on the geometry of the air cavity.
The variations of the dose presented in this work due to the presence of shallow cavities can be therefore of clinical relevance. Treatment plans based on PB algorithm for cases of head and neck and others cases with shallow air inhomogeneities treated with electron beams should be carefully verified to avoid unaverted under or overdosage.
