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Abstract
We consider the inverse problem of recovering an isotropic quasilin-
ear conductivity from the Dirichlet-to-Neumann map when the conduc-
tivity depends on the solution and its gradient. We show that the con-
ductivity can be recovered on an open subset of small gradients, hence
extending a partial result to all real analytic conductivities. We also
recover non-analytic conductivities with additional growth assumptions
along large gradients. Moreover, the results hold for non-homogeneous
conductivities if the non-homogeneous part is assumed known.
1 Introduction
1.1 Statement of results
Let Ω ⊂ Rn, n ≥ 2, be a smooth bounded domain, and u(x) ∈ C∞(Ω) be the
smooth solution of the quasilinear boundary value problem
∇ · (a(u,∇u)∇u) = 0, x ∈ Ω,
u|∂Ω = f,
(1)
where a(s, p) ∈ C∞(R × Rn) satisfies standard conditions to make this BVP
wellposed, see [MU] and [GT]. We assume summation over repeated indices.
Ellipticity:
0 < λ(s, p)|ξ|2 ≤ aij(s, p)ξiξj, (s, p, ξ) ∈ R× Rn × (Rn \ {0}),
aij := a δij +
1
2
(apipj + apjpi).
(2)
1
Coercivity:
λ(s, p) ≥ λ0(|s|) > 0,
a(s, p) ≥ 1. (3)
Growth:
|p||∇pa|+ |a| ≤ µ0(|s|),
(1 + |p|)|as| ≤ µ0(|s|)|p|. (4)
The bounds λ, µ0, λ0 and domain Ω are known quantities. Positive functions
λ0 and µ0 are non-increasing and non-decreasing in |s|, respectively. We also
assume known bounds on the Ck(K) seminorms of a for all k ≥ 0 and all
compact subsets K of the domain of a.
Now, the Dirichlet-to-Neumann (DN) map is defined by
f 7→ Γa(f) = a(u,∇u)∂u
∂ν
dS, (5)
where dS is the Euclidean area form on ∂Ω, and ∂u
∂ν
= ν · ∇u is the Euclidean
normal derivative.
Under no additional assumptions, we can recover a from Γa along suffi-
ciently small gradient values.
Theorem 1. If Γa = Γa˜, then a(s, p) = a˜(s, p) on an open set:
{(s, p) : |p| < Π(s)},
where Π : R → (0,∞) is a positive continuous function which depends on the
known quantities.
We next recover two classes of a(s, p) along large gradients. The first follows
immediately from Theorem 1.
Theorem 2. Let a(s, p) and a˜(s, p) be real-analytic. If Γa = Γa˜, then a(s, p) ≡
a˜(s, p).
Theorem 2 extends the result of [MU], which assumed conditions on the
holomorphic extension of real analytic a(s, p) in order to solve a complex-
valued BVP.
Theorem 3. Let a and a˜ satisfy two additional conditions:
1. Uniform elliptic lower bound:
aij(s, p), a˜ij(s, p) ≥ λ0 > 0, (s, p) ∈ R× Rn, (6)
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where the inequality is in the quadratic form sense, and λ0 is constant.
2. Decay along large gradients:
|as(s, p)|, |a˜s(s, p)| ≤ ε0|p| , (s, p) ∈ R× R
n, (7)
for some sufficiently small ε0 > 0 depending on Ω and λ0.
If Γa = Γa˜, then a(s, p) ≡ a˜(s, p).
This seems to be the first example of global uniqueness of a non-analytic
conductivity depending on (u,∇u).
Finally, as shown in Remarks 2, 3, and 4, the above results hold for non-
homogeneous conductivities a = a(x, s, p) as well, provided the “x-dependent
part” is either known (i.e. is the same for both a and a˜) or symmetric along a
direction, say (0, . . . , 0, 1) ∈ Rn. We assume the known quantities in (2), (3),
and (4) are unchanged and do not depend on x, for simplicity.
Corollary 1. If n ≥ 3, suppose also Ω is convex and a and a˜ are of the form
a(x, s, p) = F (x, s, p, b(x1, . . . , xn−1, s, p)),
a˜(x, s, p) = F (x, s, p, b˜(x1, . . . , xn−1, s, p)),
(8)
where t 7→ F (x, s, p, t) is injective for each fixed (x, s, p). (If n = 2, remove
convexity of Ω and assume b and b˜ are functions of (s, p) only).
Then the statements of Theorems 1, 2, and 3 are true with replacements
of (s, p) by (x, s, p), with x ∈ Ω.
The fully general case where b = b(x, s, p) is unclear to the author and may
require new methods.
1.2 Discussion
The classical Caldero´n problem considers an isotropic linear elliptic equation
and its Dirichlet-to-Neumann map
∇ · (a(x)∇u) = 0,
Γa : u|∂Ω 7→ a(x)∂u
∂ν
∣∣∣
∂Ω
.
(9)
The problem is to determine a(x) from Γa. See [U] for a survey of this problem
and its extensions. The matrix extension a(x) = aij(x), or the anisotropic
Caldero´n problem, is still unsolved in general for dimension three or higher.
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Recent work has featured the quasilinear generalization a = a(x, u,∇u).
The case a = a(x, u) was considered in [S1], using a linearization technique
similar to that originally introduced in [I1]. This was extended in [SU] to
the anisotropic case a = aij(x, u) (matrix). See [HS] for analysis in the case
a = aij(x,∇u) in dimension two, and [KN] for the recovery of a Taylor poly-
nomial of a = aij(x,∇u). The linearization technique was also applied to the
semilinear equations ∆u + a(x, u) = 0 and ∆u + a(x,∇u) = 0 by [IS] and
[S2], respectively. More recently, a multilinearization technique was developed
for ∆gu + a(x, u) = 0 in [FO, KU, LLLS], where a is analytic in u. The
equation ∆u + f(x)|∇u|2 + V (x, u) = 0 with V analytic was determined in
the partial data case in [KU1] using multilinearization. In [I2], the equation
∆u + c(u,∇u) = 0 was considered using singular solutions of the linearized
equation which concentrate at the boundary. The gradient structure was used
for the quasilinear equation ∇ · (a(u)∇u) + c(x)u = 0 with lower order term
in [EPS].
In the work [MU] by Mun˜oz and Uhlmann, attention was brought to the
quasilinear case a = a(u,∇u), and results were obtained assuming conditions
on the holomorphic extension of a. These conditions ensure that linearization
is possible around complex-valued affine solutions. The question is raised
whether we can allow for arbitrary a(s, p) real analytic, a(s, p) smooth but
non-analytic, and non-homogeneous ∂a(x, s, p)/∂x 6= 0.
The purpose of this work is to extend the results of [MU] to several new
classes of quasilinear conductivities:
1. a(u,∇u) real analytic, without additional hypotheses, Theorems 1 and
2.
2. a(u,∇u) smooth, assuming additional conditions (6) and (7), Theorem
3.
3. Non-homogeneous cases a = a(x, u,∇u) with known x part, Corollary
1.
An apparent a priori difficulty of the inverse problem for a = a(u,∇u) (and
truly one for general a = a(x, u,∇u)) is that the linearized inverse problem is
anisotropic. Not only is the anisotropic problem not understood in dimension
three or higher, but the matrix aij(x) can only be recovered up to pushforward
by a boundary-preserving diffeomorphism; see [SU] and [S2] for similar diffi-
culties. In the p-Laplace case a = A(x)|∇u|p−2∇u, the “nonlinear part” of the
quasilinearity is known, unlike for equation (1), and boundary determination
was possible in [SX] using explicit Wolff-type oscillatory solutions, with full
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recovery using a monotonicity identity [GKS]. If instead the anisotropic and
nonlinear part is small, then one may linearize near the zero solution as in
[KN] and recover the x-dependent Taylor coefficients using linear theory. This
is similar to the idea of the multilinearization approach [FO, KU, KU1, LLLS]
for which dependence on u or ∇u is analytic. Constant solutions were used
for linearizing the conductivity equation in [SU], and complex-valued affine
solutions were used for linearization in [MU]. However, it is not clear what
non-constant, explicit solutions quasilinear equation (1) has in full generality.
If a(s, p) is smooth but not real analytic, then complex-valued affine solutions
no longer make sense.
Our approach is to use classical boundary determination theory, which is
well understood even in the anisotropic case. We first linearize the equation
around any solution with a prescribed boundary jet, then recover the tangential
part of the linearized conductivity matrix (2) using boundary determination
theory. Next, the isotropic structure of the linearized conductivity matrix
yields a solvable algebraic system for the conductivity evaluated at the jet.
According to the comparison principle, we can use logarithmic barriers to
prescribe boundary jets on a small open subset, which will complete the proof
of Theorem 1. For Theorem 3, decay condition (7) ensures that exponential
barriers exist, hence solutions with any prescribed boundary jet in R× Rn.
This work is organized as follows. In Section 2.1, we show that the lin-
earized BVP is wellposed and has a well-defined DN map. In Section 2.2, we
use the comparison principle to construct solutions with prescribed bound-
ary jets. In Section 2.3, we geometrically reformulate the linearized problem,
which allows us to invoke known boundary determination theory in Section
2.4. In Section 3, we complete the proofs of Theorems 1 and 3.
2 Preliminaries
2.1 The linearized problem
For arbitrary solutions to the quasilinear equation (1), the linearized Dirichlet
problem centered at that solution may not be solvable. Under a small gradient
assumption or the decay assumption (7), we will show the uniqueness of weak
solutions to the linearized equation, and standard techniques will again apply
after invoking higher regularity. Note that the non-homogeneous case a =
a(x, u,∇u) applies here without change as well.
We denote by u = u[f ] the solution of the BVP (1). If f, h ∈ C∞(∂Ω),
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then formally, we let
v(x) :=
d
dt
∣∣∣
t=0
u[f + th](x) = lim
t→0
u[f + th](x)− u[f ](x)
t
(10)
solve the linearized Dirichlet problem
∂i(asvui + apjvjui + avi) = 0,
v|∂Ω = h.
(11)
The linearized DN map:
Γa[u](h) :=
d
dt
∣∣∣
t=0
Γa(f + th) = (asv
∂u
∂ν
+ apjvj
∂u
∂ν
+ a
∂v
∂ν
)dS. (12)
For brevity, we say that the linearization of (1) exists at u if the limit
(10) is well defined in C1(Ω) and the Dirichlet problem (11) for v is uniquely
solvable in W 1,2(Ω). If Γa = Γa˜ and the linearization exists at u and u˜, it then
follows that Γa[u] = Γa˜[u˜].
To show that the linearization of (1) exists, we first specialize to solutions
u with small gradients, under no additional assumptions on a(s, p).
Proposition 1. Given s ∈ R, there exists Π1 > 0 sufficiently small such that
if f ∈ C∞(∂Ω) satisfies
‖f − s‖C2,α(∂Ω) ≤ Π1,
then the linearization of (1) exists at u = u[f ]. Here, α ∈ (0, 1) is as in [MU,
Theorem 2.10] and depends on the known quantities and s.
To linearize near constant solutions, we need to verify the solution operator
is Lipschitz continuous at constants.
Lemma 1. Given k ∈ R and h ∈ C2,α(∂Ω), there exists α ∈ (0, 1) sufficiently
small such that the following estimate holds:
‖u[k + h]− k‖C2,α ≤ C(k, ‖h‖C2)‖h‖C2,α . (13)
Proof. Letting f = k + h and u = k + w in (1), we obtain the BVP
∇ · (a(k + w,∇w)∇w) = 0,
w|∂Ω = h.
(14)
The structural conditions (2), (3), and (4) are still satisfied, with lower and
upper bounds now also depending on a parameter k. It was shown in [MU]
6
that (1) has an a priori C1,α estimate in terms of ‖f‖C2 for some α ∈ (0, 1)
depending on a and ‖f‖C2, which means each coefficient in the nondivergence
form of (14),
aij(k + w,∇w)wij + (aw(k + w,∇w)wi)wi = 0, (15)
has a Cα estimate also in terms of ‖f‖C2. Therefore, the linear Schauder C2,α
estimate [GT, Theorem 6.6] yields
‖u‖C2,α(Ω) ≤ C(a,Ω, ‖f‖C2(∂Ω))‖f‖C2,α(∂Ω). (16)
In the case of (14), the same estimate is therefore true, with C(a,Ω, ‖f‖)
replaced by C(k, a,Ω, ‖h‖) =: C(k, ‖h‖), and α depending also on k and ‖h‖C2 .
Substitution of w = u− k into the above completes the proof.
We also need the continuity of the solution operator near any small solu-
tion, which we record for completeness. GivenM > 0 and the sufficiently small
α = α(M) of (16), we give the subset BM = {f ∈ C2,α(∂Ω) : ‖f‖C2(∂Ω) < M}
the C2,α(∂Ω) norm.
Lemma 2. For each M > 0 and β ∈ (0, α(M)), the operator BM → C2,β(Ω)
given by f 7→ u[f ] is continuous.
Proof. If not, then there exists a sequence fk ∈ C2,α(∂Ω) with ‖fk‖C2 ≤ M
converging to f ∈ C2,α(∂Ω) but with ‖u[fk] − u[f ]‖C2,β(Ω) ≥ 1, say. By (16),
the solutions u[fk] are uniformly bounded in C
2,α(Ω), so the Arzela-Ascoli
theorem yields a subsequence, also named u[fk], which converges in C
2,β(Ω)
to some v. It follows that ‖v − u[f ]‖C2,β(Ω) ≥ 1. However, since each u[fk]
solves (1) with boundary data fk, sending k → ∞ in (1) shows that v solves
(1) as well with boundary data f . By the comparison principle [GT, Theorem
10.7] for quasilinear divergence form operators, it follows that C2,β solutions
are unique, hence v = u[f ], a contradiction.
Proof of Proposition 1. Defining t-dependent quantities,
u(x; t) := u[f + th](x), v(x; t) :=
u(x; t)− u(x; 0)
t
,
a(x; t) := a[u(x; t)], u(; σ; t) = u(; 0) + σ(u(; t)− u(; 0)),
(17)
with a[u] := a(u,∇u), we take a “discrete derivative”:
a(; t)ui(; t)− a(; 0)ui(; 0) = ta(; t)vi(; t) + (a(; t)− a(; 0))ui(; 0)
= tavi + tas(; t)v(; t)ui + tapj (; t)vj(; t)ui,
(18)
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where, by the fundamental theorem of calculus,
as(; t) :=
∫ 1
0
as[u(; σ; t)]dσ, apj(; t) :=
∫ 1
0
apj [u(; σ; t)]dσ. (19)
We see that v(; t) then solves the Dirichlet problem
∂i
(
as(; t)v(; t)ui(; 0) + apj(; t)vj(; t)ui(; 0) + a(; t)vi(; t)
)
= 0,
v(; t)|∂Ω = h,
(20)
with associated Cauchy data (DN map)(
as(; t)v(; t)
∂u
∂ν
(; 0) + apj(; t)vj(; t)
∂u
∂ν
(; 0) + a(; t)
∂v
∂ν
(; t)
)
dS. (21)
Step 1:
We verify the Dirichlet problem (20) for v(; t) has a unique weak solution
in W 1,2(Ω) which is uniformly bounded in t. Let w ∈ W 1,20 solve
∂i
(
as(; t)wui(; 0) + apj (; t)wjui(; 0) + a(; t)wi
)
= 0. (22)
Multiplying (22) by w and integrating by parts, we obtain∫
Ω
aij(; t)wiwj dx = −
∫
Ω
as(; t)ui(; 0)wwi dx, (23)
where we defined
aij(; t) := a(; t)δij +
1
2
∫ 1
0
ui(; 0)apj [u(; σ; t)] + uj(; 0)api[u(; σ; t)] dσ. (24)
For |t| ≤ 1, estimate (16) shows u(; t) is uniformly bounded in C2,α with
respect to t, for α sufficiently small. Moreover, Lemma 2 shows that t 7→ u(; t)
is continuous in C2,β if β ∈ (0, α), so by the smoothness of a, we can write
aij(; t) = aij(; 0) + r1(t), where remainder r1(t) vanishes in C
1,β as t→ 0. By
(4), we can therefore suppose t is sufficiently small so that
aij(; t)ξiξj ≥ 1
2
λ0(|u(; 0)|)|ξ|2, ξ ∈ Rn. (25)
Similarly, we write as(; t) = as(; 0) + r2(t), and recalling (4), we suppose t is
sufficiently small so that
|as(; t)| ≤ 2µ0(|u(; 0)|). (26)
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The Cauchy-Schwarz inequality then yields∫
Ω
λ0(|u(; 0)|)|Dw|2 dx ≤ 4
∫
Ω
µ20
λ0
(|u(; 0)|)|Du(; 0)|2w2 dx (27)
Since Du = D(u− s), the estimate (13) implies the gradient is small:
‖Du(; 0)‖L∞ ≤ C(s)‖f − s‖C2,α ≤ C(s)Π1. (28)
If Π1 ≤ 1, then ‖f‖C2,α ≤ |s|+ C(s), and C2,α estimate (16) yields
‖u(; 0)‖L∞ ≤ C(s), λ0(|u(; 0)|) ≥ λ0(C(s)), µ0(|u(; 0)|) ≤ µ0(C(s)), (29)
for another C(s). Substituting these and the Poincare´ inequality for w ∈
W 1,20 (Ω) into (27) yields∫
Ω
|Dw|2 dx ≤ µ
2
0
λ20
(C(s)) · C(s,Ω) ·Π21
∫
Ω
|Dw|2 dx. (30)
Choosing Π1 small depending on s,Ω confirms that w = 0. The Fredholm
alternative [GT, Theorem 5.3] shows that Dirichlet problem (20) has a unique
solution v(; t) ∈ W 1,2(Ω), and [GT, Corollary 8.7] yields the W 1,2 estimate
‖v(; t)‖W 1,2(Ω) ≤ C((20),Ω)‖h‖W 1,2(Ω), (31)
where C((20),Ω) indicates (uniform) dependence on the coefficients of the
differential operator in (20). For small t, the coefficients and their derivatives
have controlled t dependence in the Cβ norm, so we conclude that v(; t) has
a uniform-in-t W 1,2 bound. Moreover, since f, h ∈ C∞, standard Schauder
bootstrapping yields higher regularity Ck,α(∂Ω)→ Ck,α(Ω) estimates for u(; t)
as in (16), so the t dependence of the coefficients in (20) is uniform in any Ck
norm. Therefore, the higher regularityW k+2,2(Ω) estimate [GT, Theorem 8.13]
combined with Sobolev embeddings yield uniform-in-t estimates for v(; t) in
any Cℓ norm.
Step 2:
We now show v(; t) converges to v in C1, where v is the unique solution
of Dirichlet problem (11). Note that the unique solvability for v is similar to
that for v(; t) in Step 1, so we omit the proof. In (20), as before, we split
as(; t) = as(; 0) + r2(t), apj(; t) = apj(; 0) + r3(t), a(; t) = a(; 0) + r4(t),
(32)
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where each ri(t) vanishes in C
1,β(Ω) as t→ 0. Thus, omitting t = 0 arguments,
v(; t) solves the inhomogeneous equation
∂i(asv(; t)ui + apjvj(; t)ui + avi(; t)) = o(1)Cβ(Ω), (33)
where o(1)Cβ(Ω) indicates a quantity vanishing as t → 0 in Cβ(Ω), and its
uniformity in t with respect to terms including v or vi follows from Step 1. We
then put w(; t) = v(; t) − v and see that w(; t) uniquely solves the Dirichlet
problem
∂i(asw(; t)ui + apjw(; t)jui + aw(; t)i) = o(1)Cβ(Ω),
w(; t)|∂Ω = 0. (34)
The right hand side clearly vanishes in Lp for any p > 1, so it follows from the
strong W 2,p estimate [GT, Theorem 9.13] that ‖w(; t)‖W 2,p(Ω) → 0 as t → 0.
By Sobolev embedding, we deduce that v(; t)→ v in C1, as desired.
We next linearize around solutions u with large gradients if we assume that
a(s, p) satisfies additional conditions.
Proposition 2. Let a satisfy uniform lower bound (6) and decay condition (7).
Then for any solution u to (1) with smooth boundary data f , the linearization
of (1) exists at u.
Proof. The proof of Step 2 in Proposition 1 is unchanged, and we repeat Step
1 until (25). To proceed further, we invoke additional conditions (6) and (7).
We suppose t is sufficiently small so that
|as(; t)Du(; 0)| ≤ ε0 + o(1)C1,β‖Du(; 0)‖L∞ ≤ 2ε0. (35)
Applying the Cauchy-Schwartz inequality and the Poincare´ inequality, we ob-
tain ∫
Ω
|Dw|2 dx ≤ 4ε
2
0
λ0
· C(Ω)
∫
Ω
|Dw|2 dx. (36)
Choosing ε0 small depending on λ0,Ω yields the desired conclusion. The rest
of the proof proceeds identically.
2.2 Solutions with prescribed boundary jets
We first introduce a coordinate normalization.
Definition 1. We say that Ω sits above the origin, if {xn = 0} is a supporting
hyperplane for Ω with 0 ∈ ∂Ω, and Ω ⊂ {xn > 0}.
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The class of PDEs (1) with conditions (2) and (4) considered is invariant
under Euclidean isometries. Let I = R ◦ T be a Euclidean isometry (rotation
R plus translation T ) such that I−1(Ω) sits above the origin. The resulting
PDE for I∗u(x) := u(Ix) is also of class (1):
∇ · [R∗a(I∗u,∇I∗u)∇I∗u] = 0, x ∈ I−1(Ω), (37)
where R∗a(s, p) = a(s, R
−1p). It is clear that R∗a satisfies any of conditions
(2), (4), or (7) if and only if a does.
We now construct solutions with prescribed boundary jet, provided the
gradient at the boundary point is sufficiently small compared to the solution.
No additional assumptions on a are needed. Recall Π1(s) as in Proposition 1.
Proposition 3. Let Π : R→ (0,∞) be the positive continuous function defined
in (55). Then for any x0 ∈ ∂Ω and (s, p) ∈ R×Rn such that |p| < Π(s), there
exists boundary data f ∈ C∞(∂Ω) for (1) such that u(x0) = s and ∇u(x0) = p,
with ‖f − s‖C2,α ≤ Π1(s).
Proof. Step 1. We construct sub/super-solutions.
First suppose Ω sits above the origin and x0 = 0. Given (s, p) ∈ R × Rn
with p = p′ + pnen, we define
us,p(x) := s+ p′ · x− Apn log(1− xn/A), (38)
where A is the sufficiently large constant
A := 2 diam Ω ≥ 2max
x∈Ω
xn. (39)
We have us,p(0) = s and Dus,p(0) = p. The derivatives:
Dus,p(x) = p′ +
pn
A− xn en, D
2us,p(x) =
pn
(A− xn)2 en ⊗ en. (40)
The expanded form of equation (1) is
aijuij + as|∇u|2 = 0. (41)
For ±1 = sign pn, we thus obtain
±(aijus,pij + as|Dus,p|2) ≥ λ0(|us,p|)
|pn|
(A− xn)2 − µ0(|u
s,p|)(|p′|2 + p
2
n
(A− xn)2 )
≥ µ0(U
′)
(A− xn)2
[
λ0(U
′)
µ0(U ′)
|pn| − (A
2
4
|p′|2 + p2n)
]
,
(42)
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where
U ′ := s+
A
2
|p′|+ A|pn| log 2
satisfies |us,p(x)| ≤ U ′ on Ω.
Let us now restrict p to satisfy
max(|p′|, |pn|) ≤ 1, U ′ ≤ U := s+ 2A. (43)
Then we obtain
±(aijus,pij + as|Dus,p|2) ≥
µ0(U)
(A− xn)2
[
λ0(U)
µ0(U)
|pn| − (A
2
4
|p′|2 + p2n)
]
. (44)
Choosing now p to be any vector defined in the paraboloid(
2λ0(U)
A2µ0(U)
)−1
|p′|2 ≤ |pn| ≤ λ0(U)
2µ0(U)
, max(|p′|, |pn|) ≤ 1, (45)
we find that us,p is a one-sided solution:
±(aijus,pij + as|Dus,p|2) ≥ 0. (46)
To remove the “corners” of the paraboloid (45), we denote by U = Us the
constant in (43), and denote the various constants by
C1s := min(
λ0(U
s)
2µ0(Us)
, 1), C2s := min(
2λ0(U
s)
A2µ0(Us)
, 1),
so that after shrinking the bounds, the paraboloid becomes
1
C2s
|p′|2 ≤ |pn| ≤ C1s . (47)
To satisfy the smallness condition of Proposition 1, we shrink the bounds
again. Defining
B1s := min(C
1
s ,
Π1(s)
N diam Ω
), B2s := C
2
s ,
for some sufficiently large N , it is easy to verify that us,p satisfies the desired
estimate
‖us,p − s‖C2,α(∂Ω) ≤ Π1(s)
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provided p = (p′, pn) lies within the paraboloid
1
B2s
|p′|2 ≤ |pn| ≤ B1s . (48)
We next construct solutions with boundary jet inside this paraboloid, and
more generally in the smallest rectangle containing it.
Step 2. A comparison principle argument.
Given s, we let p ∈ Rn−1 be any vector in the vertical boundary of the
paraboloid (48):
|p′|2 < B1sB2s , pn = B1s . (49)
Since pn > 0, it follows that u
s,p is a subsolution of (1). Choosing boundary
data f ∈ C∞(∂Ω) of the form
f s,p(x) := us,p(x), x ∈ ∂Ω, (50)
the comparison principle [GT, Theorem 10.7] shows that
u[f s,p](x) ≥ us,p(x), x ∈ Ω, (51)
with equality at x = 0, so the inner normal derivatives satisfy the same in-
equality:
∂u[f s,p]
∂xn
(0) ≥ ∂u
s,p
∂xn
(0) = pn. (52)
If we instead choose
pn = −B1s ,
then the inequalities reverse because us,p becomes a supersolution. This means
that the set of normal derivatives with tangential jet (s, p′) and small boundary
data,
N s,p′ := {∂u[g]
∂xn
(0)
∣∣∣g ∈ C∞(∂Ω), g(0) = s,∇g(0) = p′, and
‖g − s‖C2,α(∂Ω) ≤ Π1(s)},
(53)
contains numbers at least as large as B1s and at least as small as −B1s . Since
the set of g with boundary jet (g,∇g)(0) = (s, p′) is convex, it is connected.
So, of course, is the set of such g also satisfying the smallness estimate
‖g − s‖C2,α(∂Ω) ≤ Π1(s). (54)
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By the smoothness of solutions to (1), we deduce that N s,p′ is connected, and
it therefore contains the interval [−B1s , B1s ]. Varying p′ according to (49), we
conclude that for each s and any vector p in the rectangle
|p′|2 ≤ B1sB2s , |pn| ≤ B1s ,
there exists a solution with boundary jet (u(0),∇u(0)) = (s, p) with boundary
data g satisfying (54). Defining Π by the radius of the largest sphere inside
the rectangle,
Π(s) = min(
√
B1sB
2
s , B
1
s ). (55)
This completes the proof of the Proposition, in the case that Ω sits above the
origin.
Step 3. Rotational invariance.
Now suppose Ω ⊂ Rn is any smooth domain, and choose s, p such that
|p| < Π(s), and x0 ∈ ∂Ω. Letting T (x) = x − x0 translate x0 to the origin,
we choose a rotation R ∈ O(n) such that the inner normal vector is mapped
to en, i.e. R(−ν|x0) = en. Then for Euclidean isometry I = R ◦ T , we see
that I−1(Ω) sits above the origin. Moreover, inequalities (2), (3), and (4) and
the constant A in (39) are preserved under the isometry. Since |Rp| < Π(s),
we can find a solution I∗u of the rotated equation (37) such that I∗u(0) = s
and ∇I∗u(0) = Rp. In original variables, we have u(x0) = s and ∇u(x0) = p,
which completes the proof.
If we also assume the decay condition (7), then we can choose Π = +∞.
That is, we can find a solution with any prescribed boundary jet. We can also
weaken conditions (6) and (7), in this proof, to
|as(s, p)| ≤ C λ(s, p)|p| , (56)
where λ(s, p) is in (2), and C > 0 is arbitrary. This condition makes (1) behave
similar to a linear equation which admits exponential solutions.
Proposition 4. Let a satisfy (56), or in particular (6) and (7). For any
(s, p) ∈ R× Rn and x0 ∈ ∂Ω, there exists boundary data f ∈ C∞(∂Ω) for (1)
such that u(x0) = s and ∇u(x0) = p.
Proof. As in Step 3 in the proof of Proposition 3, by the invariance of the
problem under Euclidean isometries, it suffices to assume that Ω sits above
the origin.
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Fix (s, p) ∈ R × Rn with pn 6= 0 and p′ := p − pnen, and for h > 0 small
depending on the constant C in (56) and p, we introduce the function
us,p(x) := s+ p′ · x+ h pn (exn/h − 1). (57)
If pn > 0 (resp. pn < 0) then we claim that u
s,p is a subsolution (supersolution)
of (1), with jet
us,p(0) = s, ∇us,p(0) = p. (58)
We have
|∇us,p|2 = |p′|2 + p2ne2x
n/h, us,pij =
pn
h
ex
n/hδinδjn, (59)
so ellipticity (2) yields, for ±1 = sign pn,
±(as|∇us,p|2 + aijus,pij ) ≥ ±as|∇us,p|2 + λ
|pn|
h
ex
n/h. (60)
Applying decay condition (56), we obtain
±(as|∇us,p|2 + aijus,pij ) ≥ λex
n/h
( |pn|
h
− C
√
|p′|2e−2xn/h + p2n
)
. (61)
Choosing h such that |pn|/h ≥ C
√|p′|2 + p2n verifies the claim.
We next observe that by continuity, the set of possible normal derivatives
with tangential jet (s, p′)
{∂u[g]
∂xn
(0)| g ∈ C∞(∂Ω) and g(0) = s,∇′g(0) = p′} (62)
is connected and nonempty, so to show it is R, we need only show it is un-
bounded from above and below. If pn ≫ 1 is large, we let f = us,p|∂Ω and u
solve (1) with boundary value f . Then us,p is a subsolution, and the compar-
ison principle [GT, Theorem 10.7] says
u(x) ≥ us,p(x), x ∈ Ω,
with equality at x = 0, so
∂u
∂xn
(0) ≥ ∂u
s,p
∂xn
(0) = pn.
Repeating the argument with pn ≪ −1 and using supersolution us,p yield the
desired conclusion.
Remark 1. The results of this section hold true unchanged for non-homogeneous
conductivities a = a(x, s, p), provided the inequalities (2) and (4) remain in-
dependent of x. We instead define the transformed conductivity in (37) by
I∗a(x, s, p) = a(Ix, s, R
−1p).
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2.3 Geometric reformulation of the linearized problem
We next geometrically reformulate the linearized equation (11) and its DN
map (12), see e.g. [LU] for the same with the conductivity equation via the
Laplace operator. We assume throughout this section that the linearization of
(1) exists at a given solution u, which we addressed in Section 2.1.
Let us first rewrite the equation. We can decompose the principal part of
(11), namely
∂i(apjvjui + avi),
into its symmetric and anti-symmetric parts and rewrite the linearized differ-
ential operator as:
La[u]v := ∂i(asvui + apjvjui + avi)
= ∂i(aijvj + b
iv),
(63)
where linearized conductivity aij, given in (2), is the symmetric part, and
bi := asui − ∂jAij , Aij := 1
2
(apjui − apiuj) (64)
accounts for the anti-symmetric part. We can also rewrite the linearized DN
map (12):
Γa[u](h) = (aijνivj + Aijνivj + asv uini)dS. (65)
Henceforth in this section only, we distinguish Euclidean coordinates from or-
dinary subscripts (which will denote local coordinates) unless otherwise stated.
We next rewrite this equation in terms of geometric quantities. Let xi
denote local coordinates on Ω, and denote xie to be global Euclidean coordi-
nates. We define a (2, 0) tensor field G ∈ T 20 (Ω) by its values in Euclidean
coordinates, using the symmetric part aij in (2) of the linearized operator. If
n ≥ 3,
Gije := G(dx
i
e, dx
j
e) = (det akℓ)
1
2−naij , G = G
ij∂i∂j . (66)
If n = 2, we first define a conductivity function σ ∈ C∞(Ω) by
σ := det akℓ. (67)
We can then define G as follows:
Gije := G(dx
i
e, dx
j
e) = (det akℓ)
−1/2aij , G = G
ij∂i∂j . (68)
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In each case, the relationship can be written as
n ≥ 3 : 1√
detGkℓe
Gije = aij,
n = 2 : σGije = aij , detG
kℓ
e = 1.
(69)
We next define a Riemannian metric g ∈ T 02 (Ω) by the inverse of G in Eu-
clidean coordinates, which is well defined by ellipticity (2)
ge,ij := g(
∂
∂xie
,
∂
∂xje
) = (G−1e )ij, g = gijdx
idxj . (70)
We will instead denote ∂e,i = ∂/∂x
i
e. The divergence of the linearized conduc-
tivity takes two forms in various dimensions:
n ≥ 3 : ∂e,i(aij∂e,jv) = √ge∆gv,
n = 2 : ∂e,i(aij∂e,jv) = divg(σ∇gv) = σ∆gv + 〈∇gσ,∇gv〉g,
(71)
where, in local coordinates, the Laplace operator, gradient, and divergence are
given by
∆gv =
1√
g
∂i(
√
g gij∂jv), ∇gv = gij∂jv ∂i, divgA = 1√
g
∂i(
√
g Ai). (72)
To account for the lower order terms in (63), we define themagnetic Schro¨dinger
operator with potential :
∆g,A,qv :=
1√
g
(∂i + Ai)
√
g gij(∂j + Aj)v + qv
= ∆gv + 2〈A#,∇gv〉+
(
divgA
# + |A|2g + q
)
v,
(73)
where A = Aidx
i, q are to be chosen, A# = gijAjdx
i, and |A|2g = gijAiAj .
Recalling (71), we obtain the following relations:
n ≥ 3 : La[u]v = √ge∆g,A,qv,
n = 2 : La[u]v = σ∆g,A,qv,
(74)
provided the following relations are true:
n ≥ 3 : bi = 2√ge gije Ae,j, ∂e,ibi =
√
ge(divgA
# + |A|2g + q),
n = 2 : bi + gije ∂e,jσ = 2σg
ij
e Ae,j, ∂e,ib
i = σ(divgA
# + |A|2g + q).
(75)
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This system can be solved for A and q in terms of b, σ, and g. This completes
the reformulation of the linearized PDE (11) via (74).
We next reformulate the linearized DN map (65), and start with the anti-
symmetric part of the linearized operator (64). We define a (1, 1) tensor α ∈
T 11 (Ω) in terms of g:
αie,j := α(dx
i
e, ∂e,j) =
1√
ge
ge,jkAik, α = α
i
j∂idx
j . (76)
Here,
√
ge =
√
det ge,ij, and Aik is as in (64). The tensor α is anti-symmetric
in the inner product induced by g:
〈α · V,W 〉g = −〈V, α ·W 〉g, V,W ∈ TΩ, (77)
since in Euclidean coordinates, with V = V ie ∂e,i,W =W
i
e∂e,i, we have
〈α · V,W 〉g = ge,iℓ
(
1
2
√
ge
ge,jk(apkui − apiuk)V je
)
W ℓe
=: (ge,iℓT
ikge,jk)V
j
e W
ℓ
e ,
(78)
where T ik is anti-symmetric in its indices, so the claim follows.
The Riemannian volume form dVg has the Euclidean representation
dVg =
√
det ge dx
1
e ∧ · · · ∧ dxne =
√
det ge dx. (79)
The induced area form dSg on ∂Ω is
dSg = νg y dVg|∂Ω, (80)
where νg is the unit normal to ∂Ω. Letting f be a defining function for ∂Ω,
the unit normals for Euclidean and g metrics can be written in Euclidean
coordinates as
ν = (|df |e)−1∂e,if∂e,i, νg = (G(df, df))−1/2Gije ∂e,jf∂e,i. (81)
We have the following relationship between the normal vectors. This allows
us to reformulate the part of the linearized DN map with anti-symmetric part
Aij . This is likely well known, but we give the proof for completeness.
Lemma 3. As sections of the product bundle ∂(TΩ)⊗Λ0n−1(∂Ω), the following
equality holds:
n ≥ 3 : (aijνj∂i)⊗ dS = νg ⊗ dSg,
n = 2 : (aijνj∂i)⊗ dS = σ νg ⊗ dSg.
(82)
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In particular,
n ≥ 3 : (aijνivj + Aijνivj)dS = 〈∇gv + α · ∇gv, νg〉gdSg,
n = 2 : (aijνivj + Aijνivj)dS = 〈σ∇gv + α · ∇gv, νg〉gdSg, (83)
where v ∈ C∞(Ω), aij , σ are in (69), Aij is in (64), and α is in (76). The local
coordinates used in this lemma and proof are Euclidean, without subscript e.
Proof. We will show the identities at each x0 ∈ ∂Ω. The setting of the lemma
is unchanged after applying a Euclidean isometry because the class of PDEs
(1) is unchanged by such. After a Euclidean isometry, we may assume that
x0 = 0 is the origin, and that Ω sits above the origin, recall Definition 1. The
tangent space T0(∂Ω) at the origin is the span of ∂1, . . . , ∂n−1, and f = x
n is
a defining function for ∂Ω at x = 0, so the unit normal vectors are
ν|x=0 = ∂n, νg|x=0 = (Gnn)−1/2Gin∂i. (84)
Since ∂i y dVg|xn=0 = 0 for i < n, this means the area forms at x = 0 are
dS|x=0 = dx1 ∧ · · · ∧ dxn−1, dSg|x=0 =
√
Gnn
√
g dx1 ∧ · · · ∧ dxn−1. (85)
We find that
νg ⊗ dSg|x=0 = (√g Gin∂i)⊗ dS, (86)
while (69) yields
n = 3 : (aijνj∂i)⊗ dS|x=0 = (√g Gin∂i)⊗ dS,
n = 2 : (aijνj∂i)⊗ dS|x=0 = (σ Gin∂i)⊗ dS,
(87)
with det g = 1 if n = 2, which verifies (82).
That the aij ,∇gv terms in (83) are equal follows from left-contracting (82)
against the (0, 1) tensor dv. If we instead contract against (α · ∇gv)♭, where
A♭ = gijA
jdxi, and if we recall (76), then we obtain for n = 2,
〈α · ∇gv, νg〉dSg = 1
σ
gik(α
k
ℓ g
ℓmvm)aijνjdS
= gik(gℓsAksg
ℓmvm)g
ijνjdS
= AjsvsνjdS.
(88)
The n ≥ 3 case is similar. This completes the proof.
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For the final term in (65), we define a vector field β = βi∂i so that the
following equation holds on ∂Ω:
n ≥ 3 : (asuini)dS = 〈A# + β, νg〉dSg,
n = 2 : (asuini)dS = 〈σA# + β, νg〉dSg.
(89)
We now recall the magnetic Dirichlet-to-Neumann map, C∞(∂Ω)→ C∞(∂Ω) :
Λg,A,q(h) : h 7→ 〈∇gv[h] + A#v[h], νg〉,
where: ∆g,A,qv = 0,
v|∂Ω = h.
(90)
Then we have the following geometric reformulation. The linearized PDE
(63) corresponds to a magnetic Schro¨dinger operator with potential, and the
linearized DN map (65) corresponds to an oblique magnetic normal derivative
with lower order term.
Proposition 5. Let u be a solution of (1) and f ∈ C∞(∂Ω) such that the
linearization of (1) exists at u. Let also h ∈ C∞(∂Ω) and v solve the linearized
problem (11).
Then for n ≥ 3 :
La[u]v = √ge∆g,A,qv,
Γa[u](h) = Λg,A,q(h)dSg + 〈α · ∇gh+ βh, νg〉gdSg.
(91)
For n = 2:
La[u]v = σ∆g,A,qv,
Γa[u](h) = σΛg,A,q(h)dSg + 〈α · ∇gh + βh, νg〉gdSg.
(92)
Here, metric g is given by (69),(70), and σ by (67) for n = 2. Magnetic
potential A and potential q are determined by (75), anti-symmetric tensor α
is given by (76), and vector field β is defined according to (89). The map Λ is
defined by (90), and Γa[u] is defined by (65).
In particular, if Γa = Γa˜, then for n ≥ 3:
Λg,A,q(h)dSg + 〈α · ∇gh+ βh, νg〉gdSg =
Λg˜,A˜,q˜(h)dSg˜ + 〈α˜ · ∇g˜h + β˜h, νg˜〉g˜dSg˜.
(93)
For n = 2 :
σΛg,A,q(h)dSg + 〈α · ∇gh + βh, νg〉gdSg =
σ˜Λg˜,A˜,q˜(h)dSg˜ + 〈α˜ · ∇g˜h+ β˜h, νg˜〉g˜dSg˜.
(94)
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Proof. The only claim remaining to prove is the identity
〈α · ∇gv[h], νg〉gdSg = 〈α · ∇gh, νg〉gdSg, (95)
or that this term depends only on the tangential projection of ∇gv[h]. This
follows from the anti-symmetry of α, since the normal contribution is
〈∇gv[h], νg〉〈α · νg, νg〉 = 0,
which follows from (77).
2.4 Boundary determination of the linearized conduc-
tivity
In this section, we determine the tangential part of the linearized conductivity
aij at the boundary ∂Ω. The main technical tool we need is the calculation
of the symbol of the magnetic DN map (90) in boundary normal coordinates,
[DKSU, Lemma 8.6]. See [LU] for the construction in the case of the ordinary
Laplace operator.
Letting x1, . . . , xn−1 be local coordinates on a neighborhood Σ ⊂ ∂Ω, we de-
note boundary normal coordinates in a neighborhood of Σ in Ω by (x1, . . . , xn),
with xn the g-distance function from ∂Ω. The metric and its dual in boundary
normal coordinates are
g = (dxn)2 +
∑
i,j<n
gijdx
idxj , G = ∂n ⊗ ∂n +
∑
i,j<n
gij∂i ⊗ ∂j . (96)
Note that ∑
i,j<n
gijdx
idxj = g|T∂Ω,
∑
i,j<n
gij∂i ⊗ ∂j = G|T ∗∂Ω, (97)
if x ∈ ∂Ω. For two metrics g, g˜, we use the same local coordinates x1, . . . , xn−1
for Σ when defining boundary normal coordinates.
We also need the principal symbol of pseudo-differential operators on a
manifold using left quantization, see e.g. [H, Definition 18.1.20]. The differen-
tial operator C∞(∂Ω)→ C∞(∂Ω) defined by
h 7→ 〈α · ∇gh+ βh, νg〉g =
∑
k<n
(−α · νg)khk + 〈β, νg〉h,
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clearly has principal symbol
i〈α · ξ#, νg〉g =
∑
k<n
(−α · νg)k(iξ)k, (x, ξ) ∈ T ∗x (∂Ω). (98)
To compute the final term in the DN maps (91),(92), we now apply [DKSU,
Lemma 8.6], see also [LU], where the symbol of the magnetic DN map (90)
is computed in boundary normal coordinates in n ≥ 3 dimensions. The proof
there goes through unchanged for the case of n = 2, although the subsequent
boundary determination problem is different due to conformal invariance; see
the remark in [LU].
Lemma 4 (From Lemma 8.6 in [DKSU]). Let (Ω, g) be a compact Rieman-
nian manifold with boundary with dimension n ≥ 2. Then Λg,A,q is a pseudo-
differential operator of order 1 on ∂Ω, and its principal symbol is
−|ξ|g := −
√∑
i,j<n
gij(x)ξiξj, (x, ξ) ∈ T ∗x∂Ω. (99)
We thus obtain the principal symbol of Γa[u], thought of as a form-valued
pseudo-differential operator:
n ≥ 3 : (−|ξ|g + i〈α · ξ#, νg〉)dSg,
n = 2 : (−σ|ξ|g + i〈α · ξ#, νg〉)dSg.
(100)
In dimension n ≥ 3, we can recover the tangential projection of the metric
on ∂Ω. In dimension n = 2, we can recover the “effective conductivity” σ
on the boundary. In both cases, we can recover the normal elements of the
anti-symmetric tensor.
Lemma 5. If Γa = Γa˜, then G|T ∗∂Ω = G˜|T ∗∂Ω if n ≥ 3, where G is given in
terms of a in (69). If n = 2, then σ = σ˜ on ∂Ω, where we defined σ by (67).
In both cases, we have
(α · νg) dSg = (α˜ · νg˜) dSg˜ (101)
on ∂Ω.
Proof. By Proposition (5), equalities (91), (92) hold, so the principal symbols
on T ∗∂Ω of the associated pseudo-differential operators on ∂Ω must coincide.
By (100) and (93)-(94), we obtain
n ≥ 3 : (−|ξ|g + i〈α · ξ#, νg〉)dSg = (−|ξ|g˜ + i〈α˜ · ξ˜#, νg˜〉)dSg˜,
n = 2 : (−σ|ξ|g + i〈α · ξ#, νg〉)dSg = (−σ˜|ξ|g˜ + i〈α˜ · ξ˜#, νg˜〉)dSg˜,
(102)
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where we denote ξ˜# = g˜ijξj∂i. In boundary normal coordinates, we have
dSg = ∂n y dVg|xn=0 = √g dx1 ∧ · · · ∧ dxn−1 =
√
g|T∂Ω dx1 ∧ · · · ∧ dxn−1,
so equating the real parts in (102) yields
n ≥ 3 : (det g)gij = (det g˜)g˜ij, i, j < n,
n = 2 : σ = σ˜.
(103)
The imaginary parts in (102) yield (101) in both cases.
Taking the determinant of both sides of (103) shows that (det g)n−2 =
(det g˜)n−2, hence gij = g˜ij for i, j < n. The n ≥ 3 case thus recovers G|T ∗∂Ω.
We thus obtain the main result of this section, a boundary determination
result for the quasilinear PDE (1) in Euclidean coordinates.
Proposition 6. Let u be a solution of (1) and f ∈ C∞(∂Ω) such that the
linearization of (1) exists at u. Similarly with u˜, and a˜ replacing a.
If n ≥ 3 and Γa = Γa˜, then the following holds on ∂Ω:
[aI +
1
2
(∇pa⊗∇f+∇f ⊗∇pa)]
∣∣∣
T ∗∂Ω
= (104)
[a˜I +
1
2
(∇pa˜⊗∇f +∇f ⊗∇pa˜)]
∣∣∣
T ∗∂Ω
.
If n ≥ 2 and Γa = Γa˜, then we have on ∂Ω,
(∇pa⊗∇u−∇u⊗∇pa) · ν = (∇pa˜⊗∇u˜−∇u˜⊗∇pa˜) · ν. (105)
If n = 2 and Γa = Γa˜, then we also have
det aij = det a˜ij (106)
on ∂Ω, where aij is in (2).
Proof. If Γa = Γa˜, then Lemma 5 applies. Since for n ≥ 3 we have G|T ∗∂Ω =
G˜|T ∗∂Ω, the characterization (69) of aij implies (104); indeed, the restriction
of ∇u to T ∗∂Ω is precisely ∇f by (1). Recalling the definition (67) of σ shows
that det aij = det a˜ij on ∂Ω.
For (101), we recall Lemma 3 and (88), in the form
−(α · νg)sdSg = (Ajsνj)dS, (107)
and (101) yields
Aijνj = A˜ijνj , (108)
which is precisely (105), recalling the definition (64) of Aij .
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3 Proofs of Theorems
Suppose first that Ω sits above the origin, see Definition 1. Evaluating equal-
ities (104), (105), (106) at x = 0 and identifying T ∗0 ∂Ω with R
n−1 × {0}, we
obtain the following equalities at x = 0:
If n ≥ 3 :
aδij +
1
2
(apjfi + apifj) = a˜δij +
1
2
(a˜pjfi + a˜pifj), i, j < n. (109)
If n ≥ 2 :
apiun − apnfi = a˜piu˜n − a˜pnfi, i < n. (110)
If n = 2 :
(a+ ap1f1)(a + ap2u2)−
1
4
(ap1u2 + ap2f1)
2 = (a˜ + a˜p1f1)(a˜+ a˜p2u˜2)
− 1
4
(a˜p1 u˜2 + a˜p2f1)
2.
(111)
Our approach is to use convenient choices of f to deduce a = a˜ along a subspace
of R×Rn, then use Euclidean isometry invariance to rotate this subspace and
deduce the full result. The homogeneity assumption ∂a(x, s, p)/∂x = 0 is
used in the last step, but we remark in each case how to weaken it to obtain
Corollary 1. Theorem 3 is an immediate consequence of the below proof once
we replace Π(s) with +∞.
The case n ≥ 3
Fixing s ∈ R, we choose p ∈ Rn−1 × {0} such that 0 < |p| < Π(s). Using
Proposition 3, we can find f ∈ C∞(∂Ω) such that the solution u = u[f ] to (1)
has the following properties:
f(0) = s, ∇f(0) = p, ∂u
∂xn
(0) = 0, ‖f − s‖C2,α(∂Ω) ≤ Π1(s). (112)
By Proposition 1, the linearization thus exists at u = u[f ], and we can invoke
Proposition 6.
Since Γa = Γa˜, we infer at x = 0,
a˜
∂u˜
∂xn
(0) = a
∂u
∂xn
(0) = 0, (113)
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and hence u˜n(0) = 0 as well. Substituting this into (109) yields
aδij +
1
2
(apjpi + apipj)|(s,p) = a˜δij +
1
2
(a˜pjpi + a˜pipj)|(s,p), i, j < n. (114)
Let us put A = a− a˜:
Aδij + 1
2
(Apjpi +Apipj)|(s,p) = 0, i, j < n. (115)
The spectrum of this matrix, listed in increasing order, is
A+ 1
2
p · ∇′pA−
1
2
|p||∇′pA|, A, . . . ,A, A+
1
2
p · ∇′pA+
1
2
|p||∇′pA|,
(116)
where ∇′pA = (Ap1, . . . ,Apn−1), and middle eigenvalue A is listed n− 3 times.
From (115), these eigenvalues are all zero. Subtracting the largest and smallest
eigenvalues yields
|∇′pA(s, p)| = 0, s ∈ R, p ∈ Rn−1 × {0}, |p| < Π(s) (117)
so the smallest eigenvalue yields
A(s, p) = 0, s ∈ R, p ∈ Rn−1 × {0}, |p| < Π(s). (118)
Now choose any Euclidean isometry I = R ◦ T such that I−1(Ω) sits above
the origin. Then the above argument applies to the rotated PDE (37), and we
obtain
R∗A(s, p) = 0, s ∈ R, p ∈ Rn−1 × {0}, |p| < Π(s). (119)
The set of such rotations R is all of O(n). Recalling that
R∗A(s, p) = A(s, R−1p)
and varying R ∈ O(n), we conclude that
A(s, p) = 0, s ∈ R, p ∈ Rn, |p| < Π(s). (120)
This completes the proof of Theorem 1 if n ≥ 3.
Remark 2. Theorem 1 still holds if n ≥ 3 and we replace a(s, p) and a˜(s, p)
by
F (x, s, p, b(s, p) and F (x, s, p, b˜(s, p)),
where t 7→ F (x, s, p, t) is injective for each fixed (x, s, p). To see this, we merely
observe that (118) and the injectivity of F imply
b(s, p) = b˜(s, p), s ∈ R, p ∈ Rn−1 × {0}, |p| < Π(s).
The Euclidean invariance argument completes the proof.
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Remark 3. Another non-homogeneous extension. Let a be non-homogeneous
with a symmetry in one direction:
a = a(x1, . . . , xn−1, s, p).
If Ω is convex, then Theorem 1 still holds. Indeed, instead choosing a general
vector p ∈ Rn with |p| < Π(s), we simply repeat the proof starting at (115)
and deduce
A(0, 0, . . . , 0, s, p) = 0
directly. Since Ω is convex, we can place Ω above a hyperplane at any point
x ∈ ∂Ω, so a Euclidean invariance argument means there holds
A(piRn−1×{0}(x), s, p) = 0
for any x ∈ ∂Ω. Since ∂A/∂xn = 0, this completes the proof. It is not clear
whether this works for n = 2 or Ω non-convex.
The case n = 2
Fixing s ∈ R, we choose p ∈ R such that 0 < |p| < Π(s). Using Proposition
3, we can find f ∈ C∞(∂Ω) such that the solution u = u[f ] to (1) has the
following properties:
f(0) = s,
∂f
∂x1
(0) = p,
∂u
∂x2
(0) = 0, ‖f − s‖C2,α(∂Ω) ≤ Π1(s). (121)
Since Γa = Γa˜, we infer at x = 0,
a˜
∂u˜
∂x2
(0) = a
∂u
∂x2
(0) = 0, (122)
and hence u˜2(0) = 0 as well. Substituting into (110) yields
pap2(s, p, 0) = pa˜p2(s, p, 0). (123)
Substituting this and u2 = u˜2 = 0 into (111) yields
(a+ pap1)a|(s,p,0) = (a˜ + pa˜p1)a˜|(s,p,0). (124)
Putting
A(s, p) := a(s, p, 0)2 − a˜(s, p, 0)2, (125)
we deduce
A+ 1
2
pAp = 0, (126)
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and hence
A(s, p) = c(s)|p|−1/2. (127)
Since A(s, p) is smooth, we conclude c = 0:
A(s, p) = 0, s ∈ R, |p| < Π(s). (128)
As in the proof for n ≥ 3, since O(2) · e1 = S1, where e1 = (1, 0) and O(2) is
the group of orthogonal transformations on R2, invoking Euclidean isometries
completes the proof.
Remark 4. As in Remark 2, Theorem 1 still holds for n = 2 if we replace a
and a˜ by
F (x, s, p, b(s, p)) and F (x, s, p, b˜(s, p)),
where t 7→ F (x, s, p, t) is injective for each fixed (x, s, p). Indeed, from (128),
we obtain
F (0, s, p, 0, b(s, p, 0))2 = F (0, s, p, 0, b˜(s, p, 0))2, s, p ∈ R, |p| < Π(s).
By (3), we have F ≥ 1, so the map t 7→ F (x, s, p, t)2 is also injective for fixed
(x, s, p), and we obtain
b(s, p, 0) = b˜(s, p, 0), s, p ∈ R, |p| < Π(s).
As before, the Euclidean invariance argument completes the proof.
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