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Abstract
Let F be a field of characteristic 0. We investigate the rationality of the center Cn of the division
algebra of two n × n generic matrices over F for n = 13. If n is a prime power, then the only cases
for which Cn is known to be stably rational over F are n = 2,3,4,5, and 7 with rationality proven
for 2, 3, and 4. There is a certain ZSn-lattice, denoted A∗, which has played an essential role in the
proofs of these results. Formanek proved the case n = 4 by showing that Cn is stably isomorphic to
F(A∗−)Sn , the invariants of F(A∗−) under the action of Sn. Here A∗− is A∗ ⊗ Z− and Z− is the
sign representation of Sn. Lebruyn and Bessenrodt proved the cases n = 5 and 7 by showing that
Cn is stably isomorphic to F(A∗)Sn . We show that for n = 13 there exists a ZSn-lattice M , which
is stably permutation when restricted to the alternating group, such that F(A∗− ⊕M)Sn and Cn are
stably isomorphic. We then show that a field extension of degree 2 of Cn is stably isomorphic to a
field extension of degree 2 of a rational extension of F .
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Introduction
Let Cn denote the center of the division ring of two n × n generic matrices over a
field F . The question of whether Cn is stably rational over the base field F , has been
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such as geometric invariant theory and Brauer groups. For the span of more than a century,
stable rationality of the center has been proved for the primes powers 2, 3, 4, 5, and 7,
[3,10,11,17], with rationality proven for 2, 3, and 4. It was also shown that Cn is retract
rational over F for all n square-free [16].
The methods used to solve the problem for 3, 4, 5, and 7 are based on a result of Procesi
[15] and Formanek [10], which we now describe. Let G be a finite group and let F be
a field. Given a ZG-lattice M , let F [M] be the group algebra of the abelian group M .
There is an action of G on its quotient field F(M) via the G-action on M . Let Sn be the
symmetric group on n letters. Procesi and Formanek have shown that for all integers n,
there is a ZSn-lattice, which we denote by V in this article, such that F(V )Sn is stably
isomorphic to the center Cn. The lattice V is defined as follows. Let U be the standard rank
n integral permutation representation of Sn, that is U has as Z-basis the set {u1, . . . , un},
and its Sn-action is given by gui = ug(i) for all g ∈ Sn. We define A to be the ZSn-lattice
given by the exact sequence
0 → A →U →Z → 0,
where the map U →Z sends ui to 1 for all i . Then V ∼= A⊗A.
Let A∗ = HomZ(A,Z), let Z− denote the sign representation of Sn, and let A∗ =
A∗ ⊗Z−. The cases n = 5 and 7 were solved by proving that F(V ) and F(A∗) are stably
isomorphic as Sn-fields, and the case n = 4 by proving that F(V ) and F(A∗−) are stably
isomorphic as Sn-fields. It was then easy to show that F(A∗)Sn and F(A∗−)Sn are rational
over F . It was also shown in [3], that for any prime n > 7, F(V ) and F(A∗) could not be
stably isomorphic as Sn-fields; the same proof applies to F(V ) and F(A∗−).
The main result of this paper is as follows. For n = 13, F(V ) and F(A∗−) are stably
isomorphic as A13-fields, where A13 is the alternating on 13 symbols. More precisely, we
show that there exists a ZS13-lattice M , whose restriction to A13 is stably permutation,
such that F(V13) and F(A∗− ⊕M) are stably isomorphic as S13-fields. Consequently C13
is stably isomorphic to F(A∗− ⊕ M)Sn . We then show that a field extension of degree 2
of Cn is stably isomorphic to a field extension of degree 2 of a rational extension of F .
1. This section consists mostly of preliminary results and definitions. Henceforth we
will use the following notation unless otherwise specified:
• F will be a field of characteristic 0.
• p will be a fixed prime.
• G will denote the symmetric group on p letters.
• Ap will denote the alternating group on p letters.
• U will be the standard rank p integral permutation representation of G, and A will be
the ZG-lattice given by the exact sequence 0 → A → U → Z → 0, as defined in the
introduction; A∗ = HomZ(A,Z).
• Z− will denote the sign representation of G and for any ZG-lattice M , M− =
M ⊗Z−.
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and M̂q its completion.
• For any ZG-module M , Mp will denote the localization of M at p, and M̂ its com-
pletion.
Definition. Let G be a finite group and let M be a ZG-lattice. M is a permutation module
if it has a Z-basis permuted by G. M is invertible, or permutation projective, if it is a
direct summand of a permutation lattice. M is stably permutation if there exist permutation
modules P and R such that M ⊕P ∼= R. M is quasi-permutation if there exist a ZG-exact
sequence 0 →M → P →R → 0 with P and R permutation.
The normalizer, N , of a p-Sylow subgroup, H , of G is the semi-direct product of H by
its automorphism group which we denote by C. Throughout this article, we let h generate
H and c generate C. So chc−1 = ha , where a is a primitive (p − 1)st root of 1 mod p.
Since ZN/H ∼= ZC ∼= Z[x]/(xp−1 −1) as ZN -lattices, the decomposition of ẐN/H into
indecomposables is given by
ẐN/H ∼=
p−1⊕
k=1
Ẑ[x]/(x − θk)∼=
p−1⊕
k=1
Zk,
where θ is a primitive (p − 1)st root of 1 in Ẑ , which is congruent to a mod p, and Zk is
the trivial ẐN -module of Ẑ rank 1 with trivial H action, and such that c1 = θk .
The ZN -lattice ZN/C is isomorphic to ZH via the map hiC → hi as ZN -modules,
and it is clear that ZH ∼= Re sGNU and that IH ∼= Re sGNA , where IH is the augmentation
ideal of ZH . Therefore
ẐN ∼=
p−1⊕
k=1
U ⊗Zk.
As mentioned in the introduction, Procesi [15] and Formanek [10] have shown that the
center Cn, of the division algebra of two n× n matrices over a field F is isomorphic to the
fixed field under the action of Sn of F(A ⊗A⊕U ⊕U). Since U is a permutation lattice
F(A⊗A)Sn is stably isomorphic to Cn by [12, Proposition 1.4], and we will denote A⊗A
by V .
Notation. For k = 1, . . . , p − 1, we set
• Uk = U ⊗Zk .
• Ak = ẐH(h− 1)k .
• Vk = Aˆ∗ ⊗ ẐH(h− 1)k .
• Xk = Zk/pZk .
• The subgroup of C generated by c2 will be denoted by C′.
• For all k = 2, the subgroup of C generated by ck will be denoted by Ck .
• The subgroup of C′ generated by c2k will be denoted by C′ .k
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We will need the following results from [1] and [2], which we restate for the reader’s
convenience.
Theorem 1.1 [2, Theorem 2.1]. For each k = 1, . . . , p − 1 we have Aˆ∗ ⊗Zk = Ak .
Remark 1.2. A consequence of this result is that for each k = 1, . . . , p − 1 we have Vk =
Aˆ∗ ⊗ Aˆ∗ ⊗Zk . Also note that for all i and j , Zi ⊗Zj ∼= Zi+j .
Proposition 1.3 [1, Proposition 1.1]. The ZG-lattice B = A∗ ⊗A is a stably permutation
lattice. More precisely, we have
B ⊕U ∼= ZG/Sp−2 ⊕Z.
Lemma 1.4. Let G be any finite group containing a subgroup G′ of index 2. Let M be an
invertible ZG-lattice such that M2 is Z2K-free for a 2-Sylow subgroup K of G. Let I be
the kernel of the augmentation map ZG/G′ →Z. Then
ZG/G′ ⊗M ∼= M ⊕M ⊗ I.
Proof. For all primes q different from 2 the ZG-sequence
0 → Iq →ZqG/G′ →Zq → 0
splits since [G : G′] = 2. So the following sequence splits:
0 → (M ⊗ I)q →ZqG/G′ ⊗Mq →Mq → 0.
Furthermore,
0 → (M ⊗ I)2 → Z2G/G′ ⊗M2 →M2 → 0
splits, since it splits when restricted to the 2-Sylow subgroup K , as M2 is Z2K-free. So
0 → M ⊗ I →ZG/G′ ⊗M →M → 0
splits and hence ZG/G′ ⊗M ∼= M ⊗ I ⊕M . 
2. Let G be a finite group. An equivalence relation is defined in the category LG of
ZG-lattices as follows. The ZG-lattices M and M ′ are said to be equivalent if there exists
permutation modules P and P ′ such that M ⊕P ∼= M ′ ⊕P ′ . The set of equivalence classes
forms an abelian monoid, SG, under the direct sum. The zero element is the class of stably
permutation lattices. We denote the class of M ∈ LG, by [M].
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coefficients in M . A ZG-lattice M is flasque if H−1(H,M) = 0 for all subgroups H of G.
A flasque resolution of a ZG-lattice M is a ZG-exact sequence
0 →M → P →E → 0
with P permutation, and E flasque. It follows directly from [8, Lemma 1.1], that any ZG-
lattice M has a flasque resolution. The flasque class of M is [E], the class of E under the
equivalence relation defined above, and will be denoted by ΦG(M), or simply Φ(M) when
no confusion can arise. By [7, Lemma 1.4], Φ(M) is independent of the flasque resolution
of M . The lattices whose flasque class is 0 are the quasi-permutation lattices. Furthermore,
Φ is an additive map from SG to FlasG, the monoid of equivalence classes of flasque ZG-
lattices. In particular, if M is invertible, then Φ(M) = −[M]. Flasque classes play a very
important role in rationality problems. This is due to the following result which is a direct
consequence of work of Swan [18], Lenstra [12], and Endo and Miyata [8]. Let M and M ′
be G-faithful ZG-lattices, then F(M) and F(M ′) are stably isomorphic as G-fields if and
only if Φ(M) = Φ(M ′) [2, Theorem 1.1].
We keep all the notations of Section 1. Recall that G is the symmetric group on p letters,
unless otherwise specified.
Proposition 2.1. Let V ∗ = Hom(V ,Z) be the dual of the ZG-lattice V . Then
(1) Φ(ZG⊗ZN V ) = Φ(V ).
(2) Φ(ZG⊗ZN V ∗) = Φ(V ∗) and Φ(A∗) = [V ∗] = −Φ(V ∗).
(3) Φ(ZG⊗ZN V ∗−) = Φ(V ∗−) and Φ(A∗−) = [V ∗−] = −Φ(V ∗−).
Proof. The first statement is given in [1, Theorem 2.6] and [2, Theorem 1.1]. We now
prove (2) and (3).
The defining sequence of V is obtained as follows. Consider the exact sequence
0 →A → U → Z → 0.
Tensoring by A over Z, we get
0 →A⊗A → U ⊗A →A → 0. (1)
There is an isomorphism between U and ZG/Sp−1 given by ui → hiSp−1, where h is a
p-cycle. Now a Z-basis for A is {ui − up: i = 1, . . . , p − 1} and hence as ZSp−1-module
A ∼= ZSp−1/Sp−2. Therefore U ⊗A = ZG/Sp−2. The sequence (1) becomes
0 → V →ZG/Sp−2 →A → 0.
Dualizing, we get
0 → A∗ →ZG/Sp−2 → V ∗ → 0. (2)
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invertible and so they are both flasque by [7, Lemma 1, Section 1]. Consequently Φ(A∗) =
[V ∗], and Φ[V ∗] = −[V ∗]. Thus Φ(A∗) = −Φ[V ∗]. Tensoring (2) by Z− and restricting
it to ZN , it becomes
0 → A∗− → ZN → V ∗− → 0.
As a ZC-module A is isomorphic to ZC, therefore so is A∗, and hence
V ∗− ∼= A∗ ⊗A∗ ⊗Z−
is also ZC-free. By Lemma 1.4, ZN ⊗N ′ V ∗− ∼= V ∗− ⊕ V ∗ which in turn is isomor-
phic to ZN ⊗N ′ V ∗. Therefore V ∗− is an invertible ZN -lattice, and hence ΦN(A∗−) =
−ΦN(V ∗−). Consequently ΦG(ZG ⊗ZN A∗−) = −ΦG(ZG ⊗ZN V ∗−). By [1, Corol-
lary 2.5] and [2, Theorem 1.1] ΦG(A∗−) = ΦG(ZG ⊗ZN A∗−). By (1), ΦG(V ) =
ΦG(ZG⊗ZN V ), and since V is invertible this means that
−[V ] = −[ZG⊗ZN V ].
Thus
[V ] = [ZG⊗ZN V ].
Therefore there exist permutation modules P and R such that
V ⊕ P ∼= ZG⊗ZN V ⊕R,
and hence
V ∗− ⊕P− ∼= ZG⊗ZN V ∗− ⊕R−.
This implies that Φ(V ∗−) = Φ(ZG ⊗ZN V ∗−) since P− and R− are quasi-permutation.
Therefore ΦG(A∗−) = −ΦG(V ∗−). 
Recall that for all k dividing p − 1, Ck denotes the subgroup of C generated by ck .
N ′ denotes the subgroup of N generated by h and c2, that is N ′ is the intersection of N
with the alternating group, and C′k will be the subgroup of C generated by c2k . We now let
G = S13, unless otherwise specified.
The following lemma is a generalization of [1, Theorem 2.7]. Its proof is direct adapta-
tion of the proof of [1, Theorem 2.7].
Lemma 2.2. Let K be the semi-direct product of H by a subgroup S of C. Let M and M ′
be ZK-lattices such that
(1) M̂ ∼= M̂ ′.
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and M ′ are in the same genus, and the flasque classes of ZG⊗ZK M and ZG⊗ZK M ′
are equal.
Proof. By [5, Proposition 30.17], we have Mp ∼= M ′p , and by [5, Lemma 31.4] there exist
a ZK-exact sequence
0 →M → M ′ → Y → 0
with Y finite of order prime to p. So H 1(H,Y ) = 0, and since both Mq and M ′q are ZqS-
projective, Y is cohomologically trivial. Now let
0 → P → Fr → Y → 0
be an exact sequence with Fr free. Then P is cohomologically trivial, and hence projective
by [4, Theorem 8.10]. We form the commutative diagram
0 0
0 M M ′ Y 0
0 M Y ′ Fr 0
P P
0 0 .
Since Fr is free, the middle horizontal sequence splits. Since P is projective and since
projective are injectives in the category of ZG-lattices, the middle vertical sequence also
splits. Therefore M ′ ⊕ P ∼= M ⊕ Fr, and so M and M ′ are in the same genus. By [3,
Proposition 2, Section 3], ZG⊗ZK M and ZG⊗ZK M ′ are in the same flasque. 
Let R be a Dedekind domain with quotient field K , and let Λ be and R-order in a
separable K-algebra A. Let Cl(Λ) denote the locally free class group of Λ, and let D(Λ)
denote the kernel of the epimorphism Cl(Λ) → Cl(Λ′) for a maximal R-order Λ′ in A.
Lemma 2.3. The class group CL(ZN ′) is equal to D(ZN ′), and any projective ideal in
ZN ′ is a stably permutation ZN ′-module.
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cyclotomic polynomial, and let ϕ = ϕ(h). Then QN ′/(ϕ) ∼= Q(ε).C′, the skew group al-
gebra. Let K be the fixed subfield of Q(ε) under the action of C′, and let S be the ring of
algebraic integers of K . By [6, Theorem 50.25] there are exact sequences
0 →D0 → Cl(ZN ′) → Cl(S)⊕ Cl(ZC′) → 0,
0 →D0 →D(ZN ′) → D(ZC′) → 0.
By [6, Theorem 50.17], Cl(ZC′) = 0 since C′ is cyclic of order 6, therefore D(ZC′) is also
equal to 0. We have K = Q(z) where z is the trace of ε, that is z =∑5i=0 c2i(ε). Now z is
in fact a real number since for each term appearing in the sum its conjugate also appears,
and it follows directly from [13, Theorem 3.3] that in fact z = (−1 + √13)/2. Therefore
K = Q(√13), and by [14, Example 3.62], Cl(S) = 0. Thus Cl(ZN ′) = D(ZN ′), and by
[9, Proposition 3.5], D(ZN ′) = {[I ] ∈ CL(ZN ′): I is stably permutation} since N ′ is
meta-cyclic. 
Remark. For all k = 1, . . . , p − 2, there exists a ZN -exact sequence
0 → ZH(h− 1)k+1 →ZH(h− 1)k →Xk → 0,
where the map ZH(h−1)k → Xk is given by (h−1)k → 1. Since Re sNC ZH(h−1)∼= ZC
this implies that ZH(h− 1)k is ZC-projective for all k.
Theorem 2.4. The center of the division algebra of 13 × 13 generic matrices is stably
isomorphic to F(A∗− ⊕M)G where M is a ZG-lattice whose restriction to the alternating
group, A13, is stably permutation.
Proof. We have
ẐN/HC3 ∼= Ẑ ⊕Z4 ⊕Z8. (1)
Therefore
ẐN/HC3 ⊗ V2 ∼= V2 ⊕ V6 ⊕ V10 (2)
and clearly
ẐN/HC3 ⊗ V10 ∼= V2 ⊕ V6 ⊕ V10. (3)
Adding V4 to both sides of (3), we have
ẐN/HC3 ⊗ V10 ⊕ V4 ∼= V2 ⊕ V6 ⊕ V10 ⊕ V4.
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M ⊕M− ∼= ẐN/N ′ ⊗M . Thus
ẐN/HC3 ⊗ V10 ⊕ V4 ∼= V2 ⊕ V6 ⊕ ẐN/N ′ ⊗ V4.
Let E be the ZN -lattice E = A∗ ⊗ZH(h− 1)4. Then Ê ∼= V4 and Ê− ∼= V10. Therefore
ẐN/HC3 ⊗ Ê− ⊕ Ê ∼= V̂ ⊕ V̂ ∗− ⊕ ẐN ⊗ZN ′ Ê.
Since Re sNC ZH(h− 1)k is ZC-projective for all k, the lattices E, V , and B are all ZC-
projective. By Lemma 2.2, V ⊕V ∗− ⊕ZN ⊗ZN ′ E is in the genus of ZN/HC3 ⊗E− ⊕E
and,
Φ
(
ZG⊗ZHC3 E− ⊕ZG⊗ZN E
)= Φ(ZG⊗ZN V ⊕ZG⊗ZN V ∗−
⊕ZG⊗ZN ′ E
)
, (4)
where we remind the reader that for any ZG-lattice M , Φ(M) denotes its flasque class.
Now C4 is the group of index 4 in C, and so
ẐN/HC4 ∼= Ẑ ⊕Z3 ⊕Z6 ⊕Z9.
Therefore
ẐN/HC4 ⊗ V1 ∼= V1 ⊕ V4 ⊕ V7 ⊕ V10.
Let B be the ZG-lattice of Proposition 1.3. Now as ẐN -lattices V1 ∼= B̂ and V2 ∼= V̂ . We
have
ẐN/HC4 ⊗ B̂ ∼= B̂ ⊕ B̂− ⊕ V4 ⊕ V −4 ∼= ẐN/N ′ ⊗ B̂ ⊕ ẐN/N ′ ⊗ V4.
Therefore by Lemma 2.2, ZN/HC4 ⊗B and ZN/N ′ ⊗B ⊕ZN/N ′ ⊗E are in the same
genus, and
Φ(ZG/HC4 ⊗B) = Φ(ZG/N ′ ⊗B ⊕ZG⊗ZN ′ E).
Now since B is stably permutation by Proposition 1.3, Φ(ZG⊗ZN ′ E) = 0, and by Propo-
sition 2.1,
Φ
(
V ⊕ V ∗−)= Φ(ZG⊗ZN (V ⊕ V ∗−)).
It then follows from (4) that
Φ
(
V ⊕ V ∗−)= Φ(ZG⊗ZHC3 E− ⊕ZG⊗ZN E).
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0 → I → ZN ′/HC′2 → Z → 0 (5)
and consider the restriction to N ′, of the ẐN -lattice Z3. We have c2(1Z3) = −1, and hence
it follows directly that Re sN
N ′Z3 = I . Therefore as ẐN ′-lattices V4 = V10 ∼= B̂ ⊗ I , since
V4 ∼= B̂ ⊗Z3. Tensoring (5) by B , we get
0 → B ⊗ I → ZN ′/HC′2 ⊗B → B → 0.
Now this sequence splits when localized at p, since (5) does, and it splits at all other
primes q , since the restriction of B to any q-Sylow subgroup is free. So B ⊗ I is a stably
permutation ZN ′-lattice. Now Re sN
N ′ Ê
∼= B̂ ⊗ I , and so by Lemma 2.2, E and B ⊗ I are
in the same genus as ZN ′-lattices. By [5, Theorem 31.28], there exist a projective ideal J
in ZN ′ such that
E ⊕ J ∼= B ⊗ I ⊕ZN ′.
Therefore E is stably permutation as a ZN ′-lattice, by Lemma 2.3. Furthermore,
Re sNN ′ZN ⊗ZHC3 E− ∼= ZN ′ ⊗ZHC ′3 E
and so it is also stably permutation. If we set M = ZG⊗ZHC3 E− ⊕ZG⊗ZN E, then the
restriction of M to A13 is ZA13 ⊗ZHC ′3 E− ⊕ZA13 ⊗ZN ′ E and it is stably permutation.
Therefore
Φ
(
V ⊕ V ∗−)= Φ(M),
where M is a ZG-lattice whose restriction to the alternating group A13 is stably permuta-
tion. This implies that Φ(V )⊕Φ(V ∗−) = Φ(M) and thus Φ(V ) = Φ(M)⊕ (−Φ(V ∗−)).
By Proposition 2.1, we have Φ(V ) = Φ(M) ⊕ Φ(A∗−) = Φ(M ⊕ A∗−). Finally by [10,
Theorem 3] and by [12, Proposition 1.4], this implies that C13 is stably isomorphic to
F(M ⊕A∗−)G. 
Proposition 2.5. Let n be an odd positive integer congruent to 1 mod 4, and let G be the
symmetric group on n letters. Then F(A∗−)G is rational over F .
Proof. Let F [U−] = F [x±11 , . . . , x±1n ] where for any g ∈ G, gxi = x−1g(i) if g is an odd
permutation, and gxi = xg(i) otherwise. The G-map U− → A∗− induces a ring homomor-
phism f :F [U∗−] → F [A∗−] whose kernel is the ideal generated by ∏ni=1 xi − 1. Now
F [U−] = F [x1, . . . , xn,∏ni=1 x−1i ]. Let e1, . . . , en be the elementary symmetric func-
tions in the xi ’s and let ∆ = ∏i<j (xi − xj ). Then F [U−] = F [x1, . . . , xn, e−1n ], and it
follows directly that F [U−]An = F [e1, . . . , en, e−1n ,∆]. Now let g = 1 be an odd permu-
tation. Then a computation shows that gei = en−i e−1n for i = 1, . . . , n − 1, gen = e−1n and
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vi = ei − en−i e−1n for i = 1, . . . , (n− 1)/2, then
F [U−]An = F [w1, . . . ,w(n−1)/2, v1, . . . , v(n−1)/2, e±1n , z±1],
gwi = wi and gvi = −vi . Now set wi = viz for i = n−12 + 1, . . . , n− 1, then gwi = wi for
all i , and
F [U−]An = F [w1, . . . ,wn−1, e±1n , z±1].
Let I = kerf ∩ F [A∗−]An , let yi = wi mod I for all i , and let δ = z mod I , then
F
[
A∗−
]An = F [y1, . . . , yn−1, δ]
with gδ = −δ and δ2 ∈ F [y1, . . . , yn−1]. Therefore F(A∗−)Sn = F(y1, . . . , yn−1) is ratio-
nal over F . 
Theorem 2.6. Let C13 be the center of the generic ring of two 13 × 13 generic matrices.
Then a field extension of degree 2 of C13 is stably isomorphic to a field extension of degree
2 of a rational extension of F .
Proof. Recall that Cn is the center of the division ring of two n × n generic matrices, X
and Y , over F . In [10] it was shown that Y can be taken to be diagonal, and in the proof
[10, Theorem 3] it was shown that, for all n, F(V ⊕ U ⊕U) is isomorphic as an Sn-field
to Cn(x1, . . . , xn) where x1, . . . , xn are the distinct characteristic roots of X, and Sn is the
Galois group of Cn(x1, . . . , xn) over Cn. By Theorem 2.4, F(V ) is stably isomorphic to
F(A∗−⊕M) as G-fields. By [1, Lemma 2.1], F(A∗−⊕M) is stably isomorphic to F(A∗−)
as an A13-field since M is a stably permutation ZA13-module. Therefore F(A∗−)A13 and
C13(x1, . . . , xn)A13 are stably isomorphic, and the latter is isomorphic to an extension of
degree 2 of C13. By Proposition 2.5, F(A∗−)A13 is isomorphic to an extension of degree 2
of a rational extension of F . 
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