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Abstract. The notion of successive aitproximation is introduced in the context of parallel graph 
algorithms. The implementation of graph algorithms on Leighton’s mesh of trees network model 
is considered. The implementations that have appeared so far in the literature are relatively 
straightforward. A common characteristic of these algorithms is that, in each iteration, for each 
vertex t: at most one edge is selected from the edges incident on t’. This selection is based purely 
on local information such as the weights of the edges incident on ty or the labels of the neighboring 
verttces of L‘ etc. As this sort of information appears on the same row of a mesh, these algorithms 
lend themselves to a direct imfJementation. In this paper we present an implementation of the 
open ear decomposition algorithm of Maon, Schieber and Vishkin. Some applications of open 
ear decomposition include paralle: pi’lanarity testing, triconnectiviiy aud 4-connectivity testing. 
This algorithm is different from the other algorithms considered for implementation on a mesh 
of trees in that a direct implementation is ruled out due to the communication problems posed 
by the network. Our implementation uses a technique of successive approximation. The process 
starts by finding an open ear decomposition of a subgraph of at most 211 edges: the edges of two 
edge-disjoint forests of G. Each subsequent iteration uses the decomposition from the previous 
step to obtain an open ear decomposition of an enlarged subgraph. This enlarged subgraph 
consists of the edges that received an ear label in the previous step together with at least as many 
new ones. Therefore the process converges in Ot log II 1 iterations. The decomposition algorithm 
for each iteration can be distributed on the network. The whole algorithm takes OClog’ n) time 
using O( n/log IZ x rr/log II) processors. Assuming adjacency matrix representation of the graph, 
the achieved speedup is O(log n ) factor off the optimal, which i% the best known 
I. Introduction 
Parallel algorithms for graph problems have been the subject of much interest in 
recent years. Since graph algorithms are of such widespread utility as building blocks 
for other algorithms, it is of particular interest to determine efficient ways to perform 
these computations on universal parallel machines, i.e. those machines which can 
simulate any other parallel machine built using the same hardxlare resources within 
a polylog time factor. The most commonly studied universal machine is the Parallel 
RAM (PRAM) shared memory model, which is the most powerful parallel machine. 
* This work was supported in part by the Office of Naval Research under Contracts NOOO14-86-K-0597 
and NOOOl4-86-K-0763. 
** Present address: UMIACS, A.V. Williams Bldg., University of Maryland. College Park, MD 20742, 
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Fig. 2. A biconnected graph and its open ear decompositiox 
Fig. 3. An open ear decomposition of a graph that is not biconnected. 
Articulation points: d and e. 
Closed ears: 1, S and 8. 
Block labeling for edges: (a, h 1, ( h, cl, ( h, e), ( h, d I. ( e, d I, ( c, u ), I c, d ) receive 1; ( e, i 1. f c. k 1, ( c, 1). 
(1, kl, (k, I), ( j, 6) receive 5; and (d,.J ), (d,g), (4 h), (.f; f:), IK, It), (g, i), (j, i), (i, h), (.I, 11) receive the 
block label 8. 
Block Isheling for vertices: a, h, c, d, e receive 1; j, k, I receive 5; and ji g, h, i receive the Black 
label I;. 
Ear labels: P,,=(a), P, = (a, d, b, a), f2 = (d, e, h), P3 = (e, c’, hj, P4 = (d, c’), P5 = (e, k, i, c), Pf, = (e,.j. kj, 
P, = (.j, l), P, = (d, g, i, k, d), P9 = (d..L g), P,,, = (.f; i. p), P,, = l.11 it), B,, = (g, hi, P, 3 = (i. )I>. 
ecomposition of a graph that is biconnected (resp. bridgeless b 
netted). 
Let G be some connected graph that is not necessarily biconnected. Let G’ be a 
ubgraph such that V(G)= V(G’) and E(G’)s E(G). T bgraph G’ is called 
a biconnectivity preserving subgraph if it satisfies t e fol!owing condition. For any 
two nodes u and v in G, if there are two vertex disjoint paths between u and v in 
G then there are two vertex disioint paths between u and v in 6’. 
3. pen ear dec osition on a mes 
3.1. MSV’s algorithm 
Let T be a spanning ttee of G rooted at r. For v E V(G), lev( o) is the length (the 
number of the edges) of the unique path in T from r to v. For U, v E V(G), Ica( u, v) 
is the least common ancestor of II and u in T. 
The following algorithm, from [ 101, finds an ear decomposition of an undirected 
graph on a CRCW PRAM. Assume each edge (x, y) E E(G) has a serial number 
serial( x, y ), 1 S serial( x, y ) C m. 
Algorithm 3.1 (Ear decomposition). (1) Find a spanning tree T and fix a vertex to 
be the root r of the tree. Also, find the level of each vertex in the tree with respect 
to r. 
(2) For each non-tree edge (u, v), find lev(lca( u, v)): the level of the least common 
ancestor of u and v in T. The ear number ear( u, v) of (u, v) is a 2-tuple (lev(lca( u, v)), 
serial( 24, v)). 
(3) Assume we have a lexicographic ordering on the 2-tuples, defined in the usual 
way. Now, for each (p, q) E E( T), ear( p, q) is the minimum of (ear( u, 1.7) 1(u, v) E 
E (G - T) and the fundamental cycle created by (u, v) when included in T contains 
(Pv dh 
Applying the above algorithm may result in some closed ears. Refer to [lo] for 
an example that illustrates this phenomenon. Le open-ear(u, v) represent the ear 
label of the edge (u, v) in an open ear decompo ition. It turns out that by having 
a meaningful second component, instead of an arbitrary serial number as in the 
above algorithm, it is le to obtain an open ear decomposition. The following 
algorithm, from [lo], is based on this idea. 
orit ( Open ear decomposition ! D (1) Find an ear decomposition that is not 
necessarily open. 
(2) Construct n bipartite graphs I&,, HL,, . . . , HC,,, corresponding to the n vertices 
01, v-,, . . . ) v,, as follows. For x E { vl, . . . , (H,) to be the union of V’( H.y) 
,)={[u, Y]l(U.? vk E( - T) and lca(u, v) = X} and 
Refer to the vertices of V’( H,) and W’( H, non-tree and tree vertices, r 
tively. The edges ale added as shown in the owing. Let (w, x) be the fi 
in the unique path in T from lca( u, U) TV u. Then the edge ([M, ~91, [MT? x]) E 
(3) For each H,.,, 1 s is n, compute the connected components and a spanning 
rest. 
(4) Root the spanning tree in each component of H,. at a vertex [w, x] such that 
(a) [w, x] is a tree vertex in H,, i.e. [w, X]E v”( H,) and 
(b) ear( w, x).1 < lev(x) where ea w, x).1 is the first component of the ear 
label of (w, x) found in Step 
For the proof of existence of such a tree vertex [w, x], refer to the main lemma in [IO]. 
(5) Preorder the vertices of the spanning tree. 
(6) Define open-ear( u, u) for all non-tree edges as follows. Let lca( t4, t’) = w and 
let pre,([u, v]) be the preorder label [u, U] E V’( I-f,,.) received in the previous ste 
Then open-ear( u, U) = (lev( w), preH ([ u, u])). 
(7) Find the ear labels of tree edges using the new ear labels of non-tree edges 
!jy repeating Step 3 of Algorithm 3.1. 
3.2. An algorithm on a mesh of trees 
The difficulty in implementing MSV’s open ear decomposition algorithm directly 
is that it requires the least common ancestor (lea) of potentially O( 11’) pairs of 
vertices. More precisely, for a given graph G and a spanning tree T of G, MSV’s 
algorithm requires the value of lca(x, 1;) for each (x, y) E E( G - T). If the graph is 
dense, then the value of m and, hence, m - IE( T)I is 0( n’). That is, assuming the 
load can be distributed, each row needs to compute the lea of O(n) pairs of vertices 
in polylog time. There appears to be no way of performing this computation 
efficiently. 
Assuming each row cannot perform more than a constant number of lea computa- 
tions in logarithmic time, the two conditions that need to be satisfied in order to 
have a direct implementation MSV’s algorithm are: first, there are at most 0( n ) 
non-tree edges; secondly, there is a way to distribute the lea computation of O(n) 
pairs uniformly over the network. The following argument shows even if the first 
condition is met, i.e. G is sparse, it is not always possible to satisfy the second 
condition du: the communication problems posed by the network model. Notice 
that a mesh of trees of size n x n has a square mesh of size AX fi in the upper 
left corner. The processors from this smaller mesh are connected to the rest of the 
processors of the mesh by only 276 links. Now consider a graph G whose adjacency 
matrix is such that all the entries belong to t 
upper left corner of the mesh. Obviously G is 
be distributed u iformly over t 
from the upper left corner to the rest of 
links to carry this information it takes ai 
One way to get around this di 
graph has no more than a constant nu 
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degree graphs are too restrictive to be of any practical interest. e circumvent this 
focusing on the subgr s 6’ of G where E(G’) can be partitioned 
ing tree T and two spa he tree and the two forests 
such that their edge sets are mutalky disjoint. on-tree edges of 
re the edges of F and F’. The oad distribution is achieved by assigning to ro-w 
i the task of finding the Ica of (i, x) and (i, y) where x and y are the parents of 
node i, respectively, in F and F’. 
The following algo:ithm employs the technique of succ ssive approximation to 
implement MSV’s algorithm on a mesh of trees. Corollary 3.4 and Observation 3.5 
are crucial to the un erstanding of the algorithm that fo ows. Corollary 3.4 follows 
from Whitney’s the em [15, Theorem I] while Observation 3.5 can be deduced 
from the definition of ears. Assume (x,, vi) to be an e d edge of Pi, for all 1_ 5 f s k, 
where Pi is a many-edge ear of an ear decomposition. Let 6, be the subgraph 
of G consisting of the edges of the many-edge ears, .e. the edges of pi, for all 
lSji:'.k 
T em 3.3 (Whitney [ 151). A graph has an open ear decomposition iff it is bicon- 
netted. 
or0 . G,, is a biconnectivity preserving SM 
seavation 3.5. G,,z consists of two edge disjoint forests: (a) a spanning tree of G; 
a forest t~f G. Specifically, E ( G, ) - ((Xi 7 yi ) 11 is the edge set of a spanning 
tree, say T,, qf G and, furthermore, ((xi, yi) 1 ) constjfutes a forest, say 
K, M-G. 
( OELI-on-a-mes h-oJf-trees). ( I ) Find a spanning tree T and a spanning 
ectively, in G and G - T. 
(2) Find an open ear decomposition of T + E Make an edge (x, y) of G - ( T + F) 
a single-edge ar provided there is a block of T+ F that contains both x and y. 
(3) Find the subgra G’ by discarding those edges of G that received an ear label. 
(a) Find a spanning forest F’ in G’. 
(b) Find an open ear decomposition of T-I- F-b F’. Make an edge (x, y) of 
G - ( T + F + F’) a single-edge ear provided there is a block of T + F + F’ 
that contains both _Y a~sd V. 
(c) Find the subgra h G !~y discarding Q ges of @ t,hat received an 
ear label. 
edefine T and F to be, respectively, T, and I??. (Observation 3.5). 
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Fig. 4. Different stages in the execution of Algorithm 3.6. (a) A ;~:a@ 6; (b) T + F-t G’, where T: -9 
F:----andG’: m; (c) T+ F+ F’, where T: -, F: - ar,d F’ : - - - - ; an OED where + stands 
for a many-edge ear; the rest are single-edge ears; (d) T, + F, , where T, : - and F, : - - - -. 
argument indepen- 
F and F” that are 
biconnected, it is 
ause, once T+ F 
n have at most 
er of blocks of 
Bk, for some k > 1. We claim that for 
I s i f j s k, such that V( & ) and V( Bi) belong to a single 
block in 7% F+ F”. t is, each block of T+ F is merged with at least one other 
block of T+ F when the edges of F” are included in T+ F. In other words, the 
number of blocks goes down at least by one-half in each iteration. Refer to Fig. 4. 
The graph G has three biconnected components. The number of blocks of T+ F is 
six. Two of these six blocks are biconnectivity preserving subgraphs of the corre- 
sponding blocks of G; the vertices of the other four blocks of T+ F are in a single 
block in G. These four of the six blocks of T+ F become two blocks when the 
edges of F’ are introduced, and thus reduce the totai block count to four. 
Consider an articulation point u E V( Bi ), for some B;, 1 s I d k, of T + E The 
deletion of u from T + F results in more than one component: let C1 be the connected 
(not necessarily biconnected) component hat contains the vertices V( Bi) - {u}; let 
Cz by any other connected component. Define couering-edges( v) = {(c, d) 1 c E V( C,) 
and d E V(C)}. Our assumption that G is biconnected guarantees that covering- 
edges(v) f (b. Let (x, _v) E covering-edges(~) such that x E V( C,) and y E V( C,). Now, 
consider two cases: (1) E( F’) n covering-edges( u)# (d, and (2) E( F’) n 
covering-edges(u) = 8. In either case, we will show that each Bi is merged with at 
least one other block in T + F + F’. This is done by showing that an edge of B, and 
an edge of Bi, for some Bi f Bi, are on a simple cycle in T+ F+ F’. 
Case 1: E( F’) n covering-edges(u) # 8. Assume wlog that (x, y) E E( F’) n 
covering-edges( 0). Let PO be the unique tree path in T from Y to y. Notice that 
every path between a vertex of C, and a vertex of C1 in T+ F must go through u 
as u is an articulation point in T + F. Therefore, v must appear on PO; let (u, u)( (v, w)) 
be the last (first) edge on the unique tree path in T from y(v) to u (resp. x). We 
that (v, W) E Bi and (u, U) e Bi. Assume (v, w) ti Bi. Let B, be any path between 
x that starts with an edge of Bi in th subgraph induced by V( C,) u (v>. 
Assume ) and P, are directed from v to x. et p be the first common vertex to 
P0 and P,. Now, the part of PO from v to p plus the part of P, from p to tj 
simple cycle in T + F. As the first edge of P, and (v, w) are on this simple 
T+ F, we can conclude that (v, w) c I&. It remains to show that (u, V) E B, 
that the part of P,, between u and y cannot contain any occurrences of v ac P(, is 
a simple path. If (u, v) E Bi, then t? E Bj. Therefore, there is a path between x and 
y in the subgraph induced by V( T+ F) -(Y} which is a contradiction to our 
assumption that x and y belong to different components when v is deleted from 
T+ F. Hence we can conclude that the edges (v, w) and (u, v) that are in different 
blocks in T+ F are on a simple cycle (for exam le, the fundamental cycle created 
by (x,y) in T) in T+ F-I- F’. 
Case 2: E( F’) n covering-edges(v) = 0. Clearly v is an articulation point in T+ F 
T’. Let Q be the path between x and y in F’. The vertex v should appear GIG Q or 
else v would not be an articulation point in T t F + F’. Let (v, w) be the edge of Q 
where w E V( C,). From the definition of F’ we know that if an edge (p, q) belongs 
to F’, then p and 9 belong to different blocks of T+ F. As (v, w) c E( F’) and 
v E V( B,) we can conclude that w e V( Bi). Assume w E V( B,,, ), for some & Z B,. 
Now consider the fundamental cycle created by adding (v, w) to TI. Using an 
argument similar to that of the previous paragraph, we conclude thai B, is merged 
with B,,,. Cl 
4. Implementation 
4.1. Overview 
Algorithms that run in O(log’ n) time on a mesh of trees of size O(n/log n x 
n/log n) for finding a spanning tree, directing a tree, finding a preorder labeling of 
a directed tree, finding the connected components and finding the biconnected 
components of a graph are given in [4]. Qur goa is to show that Algorithm 3.6 can 
be implemented to run in O(log’ n) time using no more than O(n/log n x n/log n) 
processors. Steps 1 and 4a can be implemented as shown in [ 1. Steps 3,4c and 4d 
are trivial given Steps 2 and 4b. Steps 2 and 4b have two parts: first, finding an 
open ear decomposition; second, deciding if an edge should be a single-edge ar 
for that decomposition. Step 2 is a special case of Step 4b with E( F’) = 0. Section 
4.4 shows how to implement he first part of Step 4. The following argument applies 
to the second part. 
Tht iask of any biconnected component algorithm is to find a block labeling for 
the edges such that, for any two edges (x, y) and (u, v), block(x, y) is equal to 
block( u, v) iff (x, y) and (u, v) are in the same block. Each block of G h:as exactly 
one closed ear in any open ear decomposition of G by Whitney’s theorem. Given 
an open ear decomposition of G and a biconnected component algorithm we can 
easiIy modify the algorithm so that the output block( u, v) is equal to the ear l&be1 
of the closed ear of the block to which (u, v) belongs. Extend the block labeling 
from the edges of G to the vertices of G by defining b!ock( u) to be the mink-m 
of the block labels of the edges incident on M. Xow, an edge f U, Z-J!) cm 
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d v in the same block iff either block(u) = block(v) or u is the starting 
and the rtex of the closed ear whose label is block(v). Figure 3 illustrates 
tile block labeli of the edges and the vertices of a graph G. 
bels for the edges that do not connect two vertices of the same block can 
be found as shown below. Assume each edge (u, v) has a serial nu ber serial! u, 0). 
For example, this could be the position of the (u, v)th entry in the lower (assuming 
1x > U) triangular matrix of the adjacency matrix when going from top to bottom 
from left to right. For (u, v), assign ear(la, v) = (n + 1, serial( u, 0)). Since no 
node is at a level greater than n in T, the first component of the ear labels of edges 
+ F’ is less than n. Hence the ear la s of single-edge ars are different 
from the ear la els of T+ F + F” as desired. ch single-edge ear haa a distinct 
label as the second component is unique for that edge. 
4.2. About the model 
For the sake of completeness, we give the detinition, from [7], of a mesh of trees 
The 2-dimensional n x n mesh of trees Mz,n (where n is assumed to be a power of 
3) is defined as follows. Starting with an n x n matrix of vertices and adding vertices 
wherever necessary, construct a complete binary tree in each row and column of 
the matrix. The trees should be constructed so that (see Fig. I ) 
(I) the leaves in each tree are precisely the vertices in the cceresponding row or 
column of the original matrix, and 
(2) the subgraph induced on the vertices in each quadrant is Mz,,lz. 
Pid stands for the processor on the ith row and jth column of the mesh. The input 
is assumed to be an n x n adjacency matrix. In the following we list the five most 
commonly used operations on a mesh of trees. 
[A] Route information: For each row (column) i, send a value from piX (resp. 
&) to Pi, (resp. &) for some 1 s x, y G n. 
[B] Bioadcast: For each row (column) i, broadcast a value from a processor on 
row (resp. column) i to all the processors on row (resp. column) i. 
[C] Find MIN, MAX or SUM: For each row (column) i, find the minimum, 
maximum or sum of the vaues stored on that row (resp. column). 
[D] Rink rows and columns: For each row (column) i, rank the entries of an 
adjacency matrix in left to right (resp. top to bottom) order from 1 to the number 
of entries on row (column) i. 
[E] Do local operations: Perform arithmetical/logical operations on the values 
stored in the local momory. 
It is easy to see that these operations can be performed in O(log n) time on a 
mesh of trees of size n x n. In fact, the processor-ti product can be improved. 
Assume the matrix is divided into log n x log n bloc bmatrices of size n/log n x 
n/log n. For 1 s i, j d log n, store the [ajlth bloc local memory of PG. This 
ut repr~se~tat~~n alo g with an invocation of t’s scheduling principle [l] 
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gives us a time complexity of O(log’ n) and a processor complexity of n’/log’ II to 
implement each of the above operations. 
For a vertex v of a rooted tree and for a preorder labeling, define high(v) to be 
the preorder number of a descendant (a vertex is a descendant of itself) 1~’ such 
that if x is a descendant of v, then the preorder number of w is greater than or 
to the preorder number of x. Refer to [d] for the implementation of tree 
operations such as root a tree T at a given vertex r, find the revel lev(v) of every 
vertex with respect to r in T, perform a transitive closure on a directed tree, find 
parent(v) for each vertex v in T, find a preorder label pre v) for each vertex v in 
a rooted tree T, find high(v) for a given preorder labeling and so on. 
The implementation is described in terms of operations where each such operation 
is one of the five types mentioned above. The types corresponding to these operations 
are listed at tire end of each step. For the sake of clarity, we assume that the size 
of the mesh is n x n. As it is possible to apply Brent’s scheduling principle to each 
individual operation of each step of our implementation, we can keep the processor 
count tc O(n’/log” n) without increasing the running time. 
4.3. Ear decomposition of T+ F+ F’ 
Step 1. Perform preliminary tree computations. Root T, F and F’ at some arbitrary 
vertices. Find the parent of nodes v in T, F and F’. Denote them by F;.;rentT( v), 
F3rentF( v) and parentF( v), respectively. Also, find pre(v), high(u) and !ev( v) for 
all v in T. Store these values on all the processors that are on row v and column 
v. Direct the edges of T from a vertex to its children and perform a transitive closure 
3n T. Assume the transitive closure algorithm marks at the (i,j)th position of the 
adjacency matrix whether j is an ancestor/descendant of i in T. 
Step 2. Ear label edges of F. For (i, j) E E(F), assume that j is the parent of i in 
E We will find the ear label for (i, j) on row i and route the output ear( i, j) to Plj 
and Pii. To find the ear label of (i, j) we need the least common ancestor of i and 
j in T and the level of the least common ancestor. We know the level from the 
previous step. In the following we show how to find Ica(i, j). 
Assume, without loss of generality, that pre( j) > pre(i). We claim that Ica( i, j) = a 
where pre(a) is the maximum of {pre(k)lpre(k)<pre(i) & high(kPhigh(j)). 
Notice that for a vertex k, if high(k) > high(j), then there are two possibilities: 
k is on the tree path from the root to j; or k comes after j in the given preorder. 
As pre( k) < pre( i) c pre( j) we can rule out the second possibility and conclude that 
k is on the tree path from the root to j. In addition, k should appear on the trPe 
path from the root to i for the following reason. Observe that, for any 1, if pre(l) < 
pre( i) and if I does not occur on the path from i to the root, then high(P) < pre( 0. 
But as high(k) 3 high(‘) 3 pre( j) > pre( i) we conclude that k should appear also 
on the path from i to the root. Therefore k is a common ancestor of i an 
the claim follows since the common ancestor with the highest preorder label is the 
least common ancestor. 
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e use the above characterization to find the least common ancestor in our 
(i) Find lca( i, j) 
Broadcast j and high(j) from I$ to all t 
(h), h)ofthe2-t 
gh( k) 2 high(j)} on the ith 
have pre( i), pre( k), high(k) and h 
Broadc& h to all the 
row. 
(ii) Find an ear label for (i, j) 
(a) Broadcast ;ev( 12) = I to all the processors on row i from Pi,,. CBI 
(b) Send I from pii to pii* [AI 
(c) Assign ear( i, j) = (I, serial i, j)) at pii anti 4,. [El 
Step 3. Ear label edges of F’. Similar to the above step. 
Step 4. EQ~ label edges T. First, we find an ear label for (i, j) E E( T) assuming 
that the only non-tree edges are the edges of F. Next, we repeat the same steps with 
F’ in place of F and find another ear label for (i, j,. The minimum of the two ear 
labels is the correct ear label of (i, j). 
Consider ear( tl, ZI) where II = parentT( u). Any non-tree edge (i, j) where exactly 
one of { i, j} is a descendant of u in T creates a cy containing both (i, j) and (u, v) 
when included in T. Also note that a vertex k is scendant of t? in T iff pre( u) < 
pre( k) < !iigh( u). 
The computations necessary for finding ear& o) are performed on the uth row, 
where u is the parent of u in T. The following steps assume that j is the parent of 
i in F. 
(a) Broadcast pre(i), pre( j) and ear( i, j) to all the processors on column i 
from pii. EBl 
(b) For all v, 1~ o s n, broadcast on t e uth row pre( v) and high( v) from ?r,. 
This step is described in interval notation. Find at Pri if 
pre(i) E [pre( u), high(u)) and pre( j) g [pre( u), high(v)) 
or 
pre( j) E [pre( v), high(u)) and pre( i) e [ re( v), high(v)). 
Find the minimum of the ear labels ear(i. j) of all edges (i, j) satisfying the above 
condition. [Bl, EC19 El
(c) At root of the uth row we have ear@, t’). Broadcast this value to all the 
processors on the 0th row. WI 
(d) At P,,, store this label as the ear la e tree edge MU. Send ear( U, v) from 
PL’c to p,,,. 
o&ion of T+ F+ F’ 
of trees of size O( n/log n x ~/lo 
0 implement Step 2, i.e. how to 
s are the bipartite graphs of Algorithm 3.2.) 
In the following, a vertex of H, is represented as [c?, 
to the edge (a, 6) of G. 
The key thing to notice is that the sum of the 
1 s i 6 n, is O(n) as explained in the followin 
number children of x in T. Therefore, t 
is n - 1. Consider the number of non-tree vertices. non-tree vertex [tr, O] corre- 
sponding to the non-tree edge (M, v) is a member of exactly one V”( 
the least common ancestor of M and v in T has precisely one value (in this case x). 
Therefore, the total number of non-tree vertices is 
no more than 2(n - 1). It is clear from the above iscussion that for i + j, 1 =G i, j s n, 
V( p_bi) n V( PI,) = 0. Therefore we can treat U:‘__, H, as a single graph H. 
In the following, we will show how to build an adjacency matrix for N on a 
mesh of trees of size 3n x 3n. The first n rows and the first n columns are allotted 
for the tree vertices. The rows and colu vws from n + 1 to 2n are used for the non-tree 
vertices corresponding to the edges of F. The rows and columns from 2n + I to 3n 
are reserved for the non-tree vertices corresponding to the edges of F’. In the 
following we give only a partial construction of N for the s& of clarity. The 
construction given below builds the part of the adjacency m rix that consists of 
the tree and non-tree vertices corresponding to the edges of T a F. The construction 
uses the first 2n rows and the first 2n columns. If full implementation is desired 
then substitute F’ in place of F, repeat the steps that involve F, and fill the rows 
and columns that are between 2n =I- 1 and 3n. 
Step 0. Preprocess. Store the values parentT(i) and parent{.(i), for 15 i 5 n, in 
the local memory at P,,. Mark each processor with its position in the matrix. 
the value of n to al1 the Frocessors. Also, store pre(i) and hi h( i) at ai1 the processors 
on the ith row. 
Step 1. Label rows and coh.hnro 
the tree vertex [i, 
the non-tree vertex [i, k] where 
1 G is n, to mark the processors 
the row j and co 
diagonal are mark 
34 D. Fussel~, R. lhrimetta 
(a) adcast he value [i, k] to all the processors on the ith row from I’##. ext, 
IXS due from Ptn+;j,i to p(n+i),(n+ij* IAl9 WI 
) For 1 s 1 s 2n, broadcast he row and CO!J.XI EDs, .P.P=. [ ;, j j r lci:Lia and 
9, !,I for ra C I < 2n from P,,. 9 ITI 
rk the entries for edges. For a non-tree v z if lca(i,j) = Q, if 
e unique path from Q to i i is not an ancestor 
sign a value of 1 to the ([i,j 11th and ([Q, 61, [iJIM 
cestor of i in T 
(i,j) = a (Step 2(i) 
WI 
e path from a to 
i, This can be found by detecting the unique child of GP that is an ancestor i in T. 
In other words, pre( b) is the minimum of {pre( c) 1 pre( c) E ( pre(w ), pre( i)) and 
high(c) b high(i)}. Perform the minimum computation on the ith row. eCI9 [El 
Finally, we mark the appropriate ntries. Broadcast [a, b] to all the processors 
e ith row and the ith colum from the root of the ith row tree. Set the edge 
entry to 1 at pl,j~.[~.~~ and p[o,h].[i.j]* I3 
rocessor-time complexity 
eorem 5.1. Open ear decomposition of an undirected graph G can be found in 
O(log’ n) time on a 0( n/lag n x n/log n ) mesh of trees. 
of. It is clear from the explanation given in Section 4.2 that each step of Section 
zDd Section 4.4 takes no more than O(log’ n) time on a mesh of trees of size 
0( n/log n x n/log n). Therefore, an open ear decomposition of T+ F+ F’ can be 
found within these bounds. Furthermore, each step of Algorithm 3.6 can be imple- 
mented within these bounds as argued in the first parag aph of Section 4.1. From 
Theorem 3.7, we know that the loop in Algorithm 3.6 terminates in at most O(log n) 
ence, the processor complexity of Algorir III 3.6 is O(n’/log* n) and 
time complexity is O(log’ n). 0 
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