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Abstract
We give a description of several classes of central extensions of the category of internal
groupoids in an exact Maltsev category. These categorical results provide, in particular, a char-
acterization of the central extensions of crossed modules and of crossed rings. We extend the
description of central extensions to the category of internal double groupoids in an exact Maltsev
category. c© 2001 Elsevier Science B.V. All rights reserved.
MSC: 18D35; 18E10; 20L17
0. Introduction
Internal groupoids in the categories of groups, rings, commutative algebras and other
varieties of algebras have an important role in homotopy theory [17] and in universal
algebra [13]. A motivation to study the category of internal groupoids in an exact
Maltsev category comes from the deep connection between internal category theory and
commutator theory. The important results obtained in [19,20], show that, by adopting
a categorical language, one has two main advantages: the simplicity and conceptual
clarity of the proofs and a wider range of examples.
In [9] it was proved that the category of internal groupoids Grpd(C) in an exact
Maltsev category C is itself exact Maltsev. This result of the exactness of Grpd(C) al-
lows to consider the categorical theory of central extensions introduced by Janelidze and
Kelly in [12]. These authors dene a notion of central extension relative to an
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adjunction
X
I −−
?−−!
H
B;
where B is an exact category and X is a full epireexive subcategory of B, satisfying
an \admissibility" condition equivalent to an exactness property of the left adjoint I .
Of course, when X is the category of abelian groups Ab, B is the category of groups
Grp, H is the forgetful functor and Ab is the \abelianisation" functor
Ab
Ab −−
?−−!
H
Grp;
a central extension in the sense of Janelidze and Kelly is the same as a usual central
extension of groups, namely a surjective homomorphism of groups with kernel con-
tained in the centre of its domain. More generally, this notion extends the notion of
central extension used by Frolich for varieties of 
-groups [8]. Some interesting results
have been proved in [12] when the category B is supposed to be not only exact but
also Maltsev (and more generally Goursat). Since any exact Maltsev category C can
be seen as an admissible subcategory of the category of its internal groupoids Grpd(C)
via the discrete functor D, it is natural to look for a description of central extensions
in Grpd(C) relative to the adjunction
C
0 −−
?−−!
D
Grpd(C) (1)
where 0 is the \connected components" functor (left adjoint to D).
Let us rst particularize our more general categorical results in the important example
when C is the category of groups: we do this in order to provide a better intuition of
the notion of central extension relative to the adjunction (1).
The category Grpd(Grp) is known [4] to be equivalent to the category of crossed
modules CrMod: via this equivalence the adjunction (1) becomes
Grp
Coker −−
?−−!
D
CrMod;
where the discrete functor D takes a group G to the discrete crossed module 0 ! G
and the cokernel functor Coker takes a crossed module  :A! B to the quotient group
B=(A). A central extension of crossed modules is an arrow (f0; f1) in CrMod
A −−!

B??y f1 f0
??y
A0
0−−! B0
(2)
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such that f1 is an isomorphism and f0 is an extension (a regular epimorphism) in
Grp. In this case of groups it is also natural to consider the admissible composite
adjunction
Ab
Ab −−
?−−!
H
Grp
Coker −−
?−−!
D
CrMod:
A central extension of crossed modules with respect to this last adjunction is an arrow
(f0; f1) in CrMod as in (2) such that f1 is an isomorphism and f0 is a central extension
of groups. Roughly speaking, this description allows to recognize, among the extensions
in CrMod, those \coming from" the subcategory Grp and those \coming from" the
subcategory Ab.
In the general case of an exact Maltsev category C there does not exist a no-
tion of crossed module, but it is the notion of internal groupoid in C that has to
be considered. By using some simple properties of pullbacks and pushouts of reg-
ular epimorphisms in an exact Maltsev category C, we prove that an extension in
Grpd(C) is central with respect to the adjunction (1) precisely when it is a discrete
bration.
It was not clear at the beginning whether there existed an \admissible subcate-
gory" of any exact Maltsev category C paralleling the admissible subcategory of
abelian groups in the category of groups. There is a positive answer to this prob-
lem: using the notion of commutator of equivalence relations introduced by Pedic-
chio in [19] we dene a full subcategory CAb of C, that we call the \subcategory
of the abelian objects" in C, given by those objects A in C that satisfy the condi-
tion [A  A; A  A] = 1A (where A  A and 1A denote the largest and the smallest
equivalence relations on A). Of course, when C is a Maltsev variety, then CAb is pre-
cisely its subvariety of the abelian algebras. We prove that the category CAb is an
\admissible" subcategory of C and that it is a \naturally Maltsev" category in the
sense of Johnstone [14]; accordingly, if C has a zero object, then CAb is an abelian
category.
There is a natural notion of central extension with respect to the admissible ad-
junction between the subcategory CAb and the exact Maltsev category C; we nd a
complete description of the extensions relative to the composite adjunction
CAb
Ab −−
?−−!
H
C
0 −−
?−−!
D
Grpd(C)
where Ab is the left adjoint to the forgetful functor H . Since Grpd(C) is not only
exact but also Maltsev, one can consider the category Grpd(Grpd(C)) of internal
\double groupoids" in C, which is itself exact Maltsev. We then characterize the central
extensions in the category Grpd2(C) of \double" groupoids in C with respect to each
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of the admissible subcategories CAb; C and Grpd(C):
CAb
Ab −−
?−−!
H
C
0 −−
?−−!
D
Grpd(C)
10 −−
?−−!
D
Grpd2(C):
1. Exact Maltsev categories
In this section we x the notations and consider some properties of exact Maltsev
categories.
A category C is regular [2] if C is nitely complete, every kernel pair has a co-
equalizer and regular epimorphisms are stable under pullbacks. If C is regular, any
arrow f :A ! B can be factored as f = i  p with p a regular epimorphism and i a
monomorphism. A well known property of regular categories, often used in this paper,
is the following (see [12]):
Proposition 1.1. Let C be a regular category and suppose that the exterior and the
left squares of the commutative diagram
A
q−−! B j−−! C
h
??y
??y g
??y f
D −−!
p
E −−!
i
F
are pullbacks. If p is a regular epimorphism; then the right square is a pullback.
An equivalence relation is eective if it is the kernel pair of a map: an exact category
is a regular category in which equivalence relations are eective.
The notion of Maltsev category was introduced in [6] as a weakening of the notion
of abelian category. Indeed, an abelian category is an exact category which happens
to be additive; in the context of exact Maltsev categories the additivity is replaced by
a weaker property, called the Maltsev axiom:
Denition 1.1. A category C is a Maltsev category if any reexive relation in C is an
equivalence relation.
We shall be interested in Maltsev categories that are also exact: under this assumption
the Maltsev axiom corresponds to some \good" properties of the calculus of relations.
More precisely, one has the following:
Theorem 1.1 (Carboni et al. [6]). Let C be a regular category. The following state-
ments are equivalent:
1. C is a Maltsev category;
2. the composite relation R  S of two equivalence relations R and S on any A 2 C
is an equivalence relation;
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3. the composition of equivalence relations is commutative: R  S = S  R,
4. for any A; B 2 C any relation R A B is difunctional:
R  Ro  R= R;
where Ro  B A denotes the opposite relation of R.
From this theorem it follows that, for any A 2 C, the lattice Eq(A) of equivalence
relations on A is modular [5].
Examples. By a classical result of Maltsev [18] a variety in the sense of universal
algebra is Maltsev precisely when its theory contains a ternary operation p(x; y; z)
satisfying the axioms p(x; y; y)= x; p(x; x; y)=y; for instance in the variety of groups
the term p(x; y; z) is given by xy−1z. Among Maltsev varieties are then those of
groups, abelian groups, modules over a xed ring, rings, commutative rings, associative
algebras and Lie algebras. The variety of quasi-groups is also Maltsev: writing  for the
multiplication, = for the right division and n for the left division, a Maltsev operation is
given by p(x; y; z)= (x=(yny))  (ynz). An example of dierent nature comes from the
variety of Heyting algebras: in this case a Maltsev operation is given by p(x; y; z) =
((x ! y) ! z) ^ ((z ! y) ! x). There are non-varietal examples of exact Maltsev
categories: any abelian category is exact Maltsev, as is the dual of the category of
sets and, more generally, the dual of any topos. If C is Maltsev, so are the comma
categories C # A and A # C and any functor-category [T;C]. Finally, the category of
topological groups is regular Maltsev [5].
Let us now recall a part of a theorem of characterization of exact Maltsev categories
among regular ones:
Theorem 1.2 (Carboni et al. [5]). Let C be an exact Maltsev category. Let r and s
be two regular epimorphisms with a common domain A as in the following
diagram:
if the exterior of the diagram is a pushout; then the comparison map w to the pullback
is a regular epimorphism.
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The following lemma describes a nice property of exact Maltsev categories, needed
in the following:
Lemma 1.1. Let C be an exact Maltsev category. Let the exterior of the following
diagram be a pullback. If the square (1) is a pushout of regular epimorphisms
then both squares (1) and (2) are pullbacks.
Proof. Let (P; 1; 2) be the pullback of  along . By Theorem 1.2. The comparison
map w to the pullback is a regular epimorphism
 and  are jointly monomorphic because  and    are jointly monomorphic. This
precisely means that w is a monomorphism and then an isomorphism. Accordingly, (1)
is a pullback and, by Proposition 1.1, the square (2) is a pullback as well.
2. Central extensions
In this section we recall the basic denitions and a few results proved in [12]
concerning the theory of central extensions developed by Janelidze and Kelly.
Let X be a reective full replete subcategory of the exact category B. Let H :X! B
be the inclusion functor and I :B! X its left adjoint. We write A :A! HIA for the
unit of the adjunction, while we suppose the counit to be an equality IH =1. It is well
known that X is closed under subobjects in B if and only if each A :A ! HIA is a
regular epimorphism. If X is closed in B under subobjects, then the image in B of a
morphism f :A! B in X lies in X; it follows that f is a regular epimorphism in X
if and only if it is so in B. Since X has nite limits formed as in B, it follows that
X is a regular category (but it is not, in general, exact).
Denition 2.1. A full reective subcategory X of an exact category B is a Birkho
subcategory if it is closed in B under both subobjects and quotients.
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Remark 2.1. Suppose that B is a variety of universal algebras: by Birkho’s classical
theorem it follows that the Birkho subcategories X of the variety B are precisely its
subvarieties.
Remark 2.2. A Birkho subcategory X of an exact category B is always exact.
Let us now introduce the category of extensions: for an object B in the exact category
B, the category Ext(B) of \extensions" of B is the full subcategory of the comma
category B # B whose objects are the regular epimorphisms with codomain B. We also
write B + B for Ext(B).
Let X be a Birkho subcategory of the exact category B. The left adjoint I to the
inclusion functor induces, for all B 2 B, a functor IB :B + B ! X + IB sending the
extension f :A! B to the extension If : IA! IB. This functor IB has a right adjoint
HB :X + IB ! B + B dened as follows: with an extension  :X ! IB it associates
the extension s :C ! B given by the pullback
C
t−−! HX
s
??y
??y H
B −−!
B
HIB:
The theory of central extensions can be developed when X is a Birkho subcategory
of the exact category B satisfying an additional property:
Denition 2.2. A Birkho subcategory X of the exact category B is admissible when
each HB :X + IB! B + B is fully faithful.
It is important to know that, although in the general case a Birkho subcategory
need not be admissible, it is admissible if the category B is Maltsev: more generally,
one has the
Lemma 2.1 (Janelidze and Kelly [12]). If the exact category B is such that the lat-
tice Eq(B) of equivalence relations on any object B 2 B is modular; then any Birkho
subcategory X of B is admissible.
Admissibility may be seen as a kind of exactness condition on the functor I : when
the subcategory X is admissible, I preserves any pullback of an arrow in B along a
regular epi between objects in X [12].
From now on X will denote an admissible subcategory of the exact category B.
Denition 2.3. An extension f :A! B is trivial if it lies in the image of the functor
HB. This precisely means that the following square is a pullback:
A
A−−! HIA
f
??y
??y HIf
B −−!
B
HIB:
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Denition 2.4. An extension f :A ! B is (E; p)-split, where p :E ! B is itself an
extension of B, when
(E
B
A; s)
in the following pullback is a trivial extension of E
Denition 2.5. An extension f :A! B is normal if it is (A; f)-split.
Denition 2.6. An extension f :A! B is central when there exists an extension (E; p)
of B such that (A; f) is (E; p)-split.
If one denotes by Triv(B), Norm(B) and Centr(B) the full subcategories of Ext(B)
given by the trivial, normal and central extensions of B, one has
Triv(B)Norm(B)Centr(B)Ext(B);
where the inclusions are proper in general. A useful property of trivial and central
extensions is that they are pullback stable:
Proposition 2.1 (Janelidze and Kelly [12]). Let g :D ! B be a morphism in B. The
pullback functor g takes trivial (central) extensions of B to trivial (central) exten-
sions of D.
As remarked in [12], from this proposition it follows that Spl(E0; p0)Spl(E; p)
whenever there is a map g : (E; p) ! (E0; p0) in Ext(B). If there exists a regu-
lar epi p : E ! B with E projective with respect to regular epimorphisms, one has
Spl(E; p)Spl( E; p) for all (E; p). When this projective extension ( E; p) exists, as is
always the case when B is a variety, the category Centr(B) is simply Spl( E; p), this
last category being the union of all Spl(E; p). We conclude this section by recalling a
special case of Theorem 4:8 in [12]:
Theorem 2.1. If B is exact Maltsev then; for any B 2 B;
Norm(B) = Centr(B):
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From this theorem it follows that, if B is exact Maltsev, then any central extension
that is a retraction is trivial.
3. Central extensions and internal groupoids
We rst recall a theorem concerning the category of internal groupoids in an exact
Maltsev category:
Theorem 3.1 (Gran [9]). If C is exact Maltsev; then Grpd(C) is exact Maltsev.
In the proof of this result a description of regular epimorphisms in Grpd(C) is also
given: an internal functor (f0; f1) from A to B as in the diagram
(3)
is a regular epimorphism in Grpd(C) if and only if f0, f1 and f2 are regular epimor-
phisms in C. In the following an internal functor as in diagram (3) will be denoted
by (f0; f1).
In this section we investigate the notion of central extension with respect to the
adjunction
C
0 −−
?−−!
D
Grpd(C)
where C is an exact Maltsev category. In the adjunction (1) the functor D is the
discrete functor assigning to an object A 2 C the discrete groupoid on A, while 0 is
the \connected components functor" sending an internal groupoid A in C
dA−−!
A1
A0
A1
mA−−! A1
eA −− A0
−−!
cA
to the coequalizer (0(A); qA) of the morphisms domain dA and codomain cA.
By Theorem 3.1 the category Grpd(C) is exact: one can then apply the general
theory of central extensions to the adjunction (1). It is quite obvious that the category
C is a Birkho subcategory of Grpd(C): the unit of the adjunction is a regular epi-
morphism and C is closed in Grpd(C) under quotients. Lemma 2.1 and Theorem 3.1
imply that C is an admissible subcategory of Grpd(C).
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In order to describe the trivial and central extensions of the internal groupoids in C
we recall that an internal functor (f0; f1) is a discrete bration if the square
A1
f1−−! B1
cA
??y
??y cB
A0 −−!
f0
B0
is a pullback. As remarked by Bourn in [3], the adjunction (1) can be thought as the
composite of two adjunctions:
0 −− Supp −−
C
?−−!
D
Eq(C)
?−−!
V
Grpd(C)
where Eq(C) is the full subcategory of Grpd(C) given by the internal equivalence rela-
tions in C, V is the forgetful functor and the \support" functor Supp is its left adjoint.
The following lemma provides a description of trivial extensions in Grpd(C):
Lemma 3.1. Let C be an exact Maltsev category. An extension (f0; f1) in Grpd(C)
is trivial with respect to the adjunction (1) if and only if
1. (f0; f1) is a discrete bration;
2. Supp(f0; f1) is a discrete bration.
Proof. A trivial extension with respect to the adjunction
C
0 −−
?−−!
D
Grpd(C)
is an extension (f0; f1) such that the front and the back faces in the cube below are
pullbacks
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This precisely means that the exterior and the right squares in the following diagram
are pullbacks
A1
cA−−! A0
qA−−! 0(A)
f1
??y f0
??y (1)
??y 0(f0 ;f1)
B1 −−!
cB
B0 −−!
qB
0(B)
Accordingly, an extension (f0; f1) is trivial if and only if
1. (f0; f1) is a discrete bration,
2. the square (1) is a pullback.
To complete the proof one just needs to prove that a discrete bration (f0; f1) satises
the condition 2 above if and only if Supp(f0; f1) is a discrete bration. This is simple
(by using Proposition 1.1) and is left to the reader.
We are now in a position to characterize central extensions:
Theorem 3.2. Let C be an exact Maltsev category. An extension (f0; f1) in Grpd(C)
is central with respect to the adjunction (1) if and only if (f0; f1) is a discrete
bration.
Proof. ()) Suppose (f0; f1) is a central extension. This means that there exists an
extension (g0; g1) as in the cube below
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such that (g0; g1)[(f0; f1)]=(l0; l1) is a trivial extension. By Lemma 3.1 the morphism
(l0; l1) is in particular a discrete bration: it is then clear that (1) and (1)+ (2) in the
following diagram are pullbacks:
The arrow g1 is a regular epimorphism, (2) is then a pullback and (f0; f1) a discrete
bration.
(() Suppose that the extension (f0; f1) is a discrete bration. We are going to prove
that (f0; f1) is normal, i.e. that the extension (s0; s1) in the cube below is trivial:
Since discrete brations are stable under pullbacks, by Lemma 3.1. we just need to
prove that the extension Supp(s0; s1)=(s0; s1) is a discrete bration. We denote by A1
the morphism (1A1 ; 1A1 ) :A1 ! A1
B1
A1, by A0 the morphism
(1A0 ; 1A0 ) :A0 ! A0
B0
A0
and by A1 ; s1; c and cA the morphisms induced by the functor Supp as in the diagram
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We rst prove that (1) is a pushout: for this, consider two morphisms  :A1 ! C
and
 :Supp(A1
B1
A1)! C
such that   s1 =   . From
  A1  s1   =   A1    s1 =     A1  s1
=   s1  A1  s1 =   s1 =   ;
it follows that   A1  s1 = , since  is a regular epimorphism. Moreover
  A1    s1 =   s1
gives
  A1   = ;
showing that   A1 is the required (necessarily unique) factorization. One nally
applies Lemma 1.1 to the diagram
the exterior of which is a pullback because (s0; s1) is a discrete bration. The square
(2) is then a pullback and Supp(s0; s1) a discrete bration.
Remark 3.1. An inspection of the proofs of the lemma and the theorem above shows
that the same arguments can be used to characterize central extensions with respect to
the more general situation of the adjunction
C
0 −−
?−−!
D
RG(C)
where RG(C) denotes the category of internal reexive graphs in C.
4. The subcategory CAb of the \abelian objects"
The categorical notion of commutator of equivalence relations was introduced by
Pedicchio in the general context of an exact Maltsev category C with coequalizers: we
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recall the denition and some basic properties, referring to [19,20] for more details.
We then prove that there always exists an admissible naturally Maltsev subcategory
CAb of C, that we call the subcategory of the \abelian objects" in C.
If f: A ! B is an arrow in C and R is an equivalence relation on A, we shall
use the notation f(R) for the image of R along f  f. The smallest and the largest
equivalence relations on an object A 2 C are denoted by 1A and AA, respectively. In
this section we sometimes use set-theoretical notations to clarify the denitions: these
statements admit an interpretation in the internal logic of any regular category [2].
Denition 4.1. Let (dR; cR) :R AA and (dS; cS) : S  AA be equivalence relations
on an object A 2 C. A double relation on R and S is an object T 2 C equipped with
morphisms
T
1−−!
−−!
2
R and T
p1−−!
−−!
p2
S
such that
1. dR  1 = dS  p1; cR  1 = dS  p2; dR  2 = cS  p1; cR  2 = cS  p2,
2. (1; 2) :T  R R is an equivalence relation on R,
3. (p1; p2) :T  S  S is an equivalence relation on S.
To denote an element of a double relation T we use the matrix notation
a b
c d

;
where aRb; cRd; aSc and bSd. Given two equivalence relations R and S on an object A
in an exact Maltsev category with coequalizers, one denes a double relation, denoted
by SR, on R and S:
Denition 4.2. Let A be an object in C, (dR; cR) :R A A and (dS; cS) : S  A A
two equivalence relations on A and eR the reection of R. The relation SR on R is
dened as the kernel pair of the coequalizer of the arrows eR  dS and eR  cS .
By denition SR is an equivalence relation on R. The Maltsev assumption implies
that it is also an equivalence relation on S. SR is a double relation on R and S and
it is the smallest equivalence relation on R containing all elements of the form (a; a)
and (b; b) if (a; b) is in S. We then recall the denition of the commutator of two
equivalence relations:
Denition 4.3. Let P0 denote the kernel pair of dR and let P0 \ SR denote the inter-
section of P0 and SR as relations on R; we write i for the inclusion of P0 \ SR in SR
and  for the morphism = (cR  1; cR  2) :SR ! A A. The commutator [R; S] of
the equivalence relations R and S is the regular image of   i.
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In terms of elements this means that (a; b) is in [R; S] if and only if there exists an
element c 2 A with
c a
c b

in SR:
This denition of the commutator of equivalence relations extends the classical one
used in universal algebra given, for example, in [11]. By denition the commutator
[R; S] is a reexive relation on A; since the category C is Maltsev, [R; S] is actually
an equivalence relation on A. Moreover, the fact that SR is a double relation on R and
S implies the basic properties of the commutator, recalled in the
Theorem 4.1 (Pedicchio [19]). Let R; R0 and S be equivalence relations on an object
A 2 C. Then the commutator [R; S] has the following properties:
1. [R; S] = [S; R];
2. if RR0; then [R; S] [R0; S];
3. for any morphism  :A! B one has [R; S] [(R); (S)]; where (R) denotes
the equivalence relation generated by the image (R);
4. if  :A! A=[R; S] is the canonical quotient on [R; S]; then [(R); (S)] = 1;
5. universal property of the commutator: for any T 2 Eq(A) such that [qT (R);
qT (S)] = 1 (where qT ! A=T is the canonical quotient); there exists a unique
 :A=[R; S]! A=T with qT =   ;
6. [R; S]R \ S.
The notion of internal pregroupoid, introduced by Kock in [15], is very important
in commutator theory [20]. An internal pregroupoid in C is an object A 2 C equipped
with two regular epimorphisms u :A B and v :A C and a partial ternary operation
pA :T ! A, where
T = A
C
A
B
A= f(a; b; c) 2 A A A j v(a) = v(b); u(b) = u(c)g;
the arrow pA :T ! A must satisfy the axioms
1. (u  pA)(a; b; c) = u(a) and (v  pA)(a; b; c) = v(c),
2. pA(a; a; b) = b and pA(a; b; b) = a,
3. pA(pA(a; b; c); d; e) = pA(a; b; pA(c; d; e)),
whenever the operations are dened. A morphism of internal pregroupoids is a mor-
phism of spans preserving the partial ternary operation. The notion of internal pre-
groupoid can be thought as a generalization of the notion of internal groupoid: an
internal pregroupoid is a groupoid if B=C and there is a common splitting e :B! A.
If C is a nitely complete Maltsev category, then the internal pregroupoid structure
on (A; u; v) is unique, when it exists [7]. It follows that the category Pgrpd(C) of
internal pregroupoids in C is a subcategory of the category T (C) of spans (A; u; v)
with u; v regular epimorphisms with the same domain A. The following property of
internal pregroupoids also depends on the Maltsev assumption:
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Proposition 4.1. If C is a nitely complete Maltsev category; Pgrpd(C) is full in
T (C).
Proof. Let (A; u; v) and (A0; u0; v0) be two internal pregroupoids in C and let
f: (A; u; v) ! (A0; u0; v0) be an arrow in T (C). We want to prove that the following
square commutes:
where f3 is the restriction to the pullback
A
C
A
B
A
of the morphism f  f  f. Dene a relation
R (A
C
A) A
as follows:
(a; b)Rc , (b; c) 2 A
B
A and (f  pA)(a; b; c) = (pA0  f3)(a; b; c):
We want to prove that, for any
(a; b; c) 2 A
C
A
B
A;
one has (a; b)Rc. From
(f  pA)(a; b; b) =f(pA(a; b; b)) = f(a) = pA0(f(a); f(b); f(b))
= (pA0  f3)(a; b; b)
it follows (a; b)Rb. In the same way one proves that (b; b)Rb and (b; b)Rc. By difunc-
tionality one has that (a; b)Rc, for any
(a; b; c) 2 A
C
A
B
A:
In the following we shall be interested in the condition [A  A; A  A] = 1A. The
internal notion related to this condition is the structure of \internal Maltsev algebra":
Denition 4.4. An internal Maltsev algebra in a category with nite products C is an
object A2C equipped with a morphism pA :A3 ! A satisfying the axioms pA(a; a; b)=b
and pA(a; b; b) = a.
A morphism in the category of internal Maltsev algebras Mal(C) is an arrow pre-
serving the Maltsev operation. An internal Maltsev algebra structure on an object A
in a Maltsev category C is unique, when it exists. Moreover, one has the following
corollary.
M. Gran / Journal of Pure and Applied Algebra 155 (2001) 139{166 155
Corollary 4.1. If C is a nitely complete Maltsev category; Mal(C) is full in C.
The result below indicates the deep connection between commutator theory and the
notion of internal Maltsev algebra. Its proof is a simple adaptation of Proposition 1:8
in [20]:
Lemma 4.1. Let C be an exact Maltsev category with coequalizers. There exists an
internal Maltsev algebra structure on A if and only if [A A; A A] = 1A.
We now dene a full subcategory CAb of any exact Maltsev category C that we
call the subcategory of the \abelian objects" in C. When C is a Maltsev variety, CAb
precisely is its subvariety of the abelian algebras.
Denition 4.5. Let C be an exact Maltsev category with coequalizers. The \subcate-
gory of the abelian objects" CAb is the full subcategory of C whose objects A satisfy
the condition [A A; A A] = 1A.
Theorem 4.2 below conrms that the denition we propose is correct: before proving
it, we recall the notion introduced by Johnstone in [14]:
Denition 4.6. A nitely complete category C is naturally Maltsev if there exists a
natural transformation  from the functor A ! A3 to the identity functor on C, such
that A is a Maltsev operation on A, for any A 2 C.
Theorem 4.2. Let C be an exact Maltsev category with coequalizers. Then
1. CAb is a Birkho subcategory of C (and then CAb is an exact category);
2. CAb is a naturally Maltsev category.
Proof. Dene the left adjoint functor Ab to the inclusion functor H :CAb ! C as
follows: if A is an object in C, then
Ab(A) =
A
[A A; A A] :
If f :A ! B is a morphism in C, then the morphism Ab(f) is dened as follows: if
h= B  f,
then
h([A A; A A]) [h(A A); h(A A)] [r;r] = 1 B
[BB;BB]
;
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where we write r for the largest equivalence relation on B=[BB; BB]; this implies
that [A  A; A  A]Ker(h). By the universal property of A there exists a unique
morphism
Ab(f) :
A
[A A; A A] !
B
[B B; B B] with Ab(f)  A = h= B  f:
CAb is then clearly a reexive subcategory of C, closed in C under subobjects. We
now prove that the category CAb is closed in C under quotients: let us consider a
regular epimorphism q :A! B with A in CAb and let
(A
B
A; r; s)
be the kernel pair of q. By Lemma 4.1, to show that B 2 CAb we only need to prove
the existence of an internal Maltsev algebra structure on B. For this, let us consider
the diagram
where we know that the object
A
B
A
belongs to CAb, since the category CAb is closed in C under products and subobjects.
The fact that
(A
B
A; r; s)
is the kernel pair of its coequalizer q implies that
((A
B
A)3; r3; s3)
is the kernel pair of its coequalizer q3. By Corollary 4.1 the two left squares in the
diagram above commute, giving
q  pA  r3 = q  r  pA
B
A = q  s  pA
B
A = q  pA  s3:
By the universal property of the coequalizer q3, it follows that there exists a unique
morphism pB :B3 ! B such that pB  q3 = q pA. This morphism pB gives an internal
Maltsev algebra structure on B. The category CAb is then exact Maltsev, being a Birkho
subcategory of the exact Maltsev C.
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We conclude our proof by observing that, for any A 2 CAb, the (necessarily unique)
internal Maltsev operation pA is the A-component of a natural transformation from the
functor A! A3 to the identity functor on C.
This theorem implies that CAb is an admissible subcategory of C. Accordingly, there
is a notion of central extension with respect to the adjunction
CAb
Ab −−
?−−!
H
C:
We conclude this section with the following corollary.
Corollary 4.2. Let C be an exact Maltsev category with coequalizers and a zero
object. CAb is then an abelian category.
Proof. If C has a zero object 0, then 0 also belongs to its Birkho subcategory CAb.
In [14] it was proved that a category with products is additive if and only if it is
naturally Maltsev and it has a zero object. By the classical theorem asserting that a
category is abelian if and only if it is exact and additive the proof is complete.
5. Extensions with respect to CAb ,! Grpd(C)
In this section we characterize trivial and central extensions in Grpd(C) relative to
the admissible subcategory CAb.
We begin with the following general and simple result concerning trivial extensions:
Lemma 5.1. Let A be an admissible subcategory of B and let B be an admissible
subcategory of the exact category C.
A
I −−
?−−!
H
B
J −−
?−−!
U
C
The following conditions are equivalent for an extension f :X ! Y in C :
1. f :X ! Y is a trivial extension with respect to the adjunction
A
IJ −−
?−−!
UH
C
2. f :X ! Y is a trivial extension with respect to the adjunction
B
J −−
?−−!
U
C
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and J (f) : JX ! JY is a trivial extension with respect to the adjunction
A
I −−
?−−!
H
B
If C is an exact Maltsev category with coequalizers, we can apply Lemma 5.1 to
the situation we are interested in:
Corollary 5.1. Consider the adjunction
CAb
Ab −−
?−−!
H
C
0 −−
?−−!
D
Grpd(C) (4)
An extension (f0; f1) in Grpd(C) is trivial with respect to this adjunction if and only
if:
1. (f0; f1) is a discrete bration;
2. Supp(f0; f1) is a discrete bration;
3. 0(f0; f1) is trivial with respect to the adjunction
CAb
Ab −−
?−−!
H
C:
In the proof of the next theorem we use the fact that, in a Maltsev category, any
central extension is normal:
Theorem 5.1. Consider the adjunction
CAb
Ab −−
?−−!
H
C
0 −−
?−−!
D
Grpd(C)
An extension (f0; f1) in Grpd(C) is central with respect to this adjunction if and
only if:
1. (f0; f1) is a discrete bration;
2. f0 is central with respect to the adjunction
CAb
Ab −−
?−−!
H
C:
Proof. ()) Let (f0; f1) be central with respect to the adjunction (4). Since Grpd(C)
is Maltsev, by Theorem 2.1 one can assume that (f0; f1) is normal. The morphism
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(s0; s1) in the diagram below is accordingly a trivial extension with respect to the
adjunction (4):
By Corollary 5.1 it follows that (s0; s1) and then (f0; f1) are discrete brations. The
fact that Supp(s0; s1) is a discrete bration implies that the diagram
(5)
is a pullback; but 0(s0; s1) is trivial with respect to the adjunction
CAb
Ab −−
?−−!
H
C
and the stability of trivial extensions under pullbacks implies that s0 is a trivial exten-
sion with respect to the same adjunction. This shows that f0 is central with respect
to
CAb
Ab −−
?−−!
H
C:
(() Suppose now that (f0; f1) is a discrete bration and that f0 is central with
respect to the adjunction
CAb
Ab −−
?−−!
H
C:
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By Theorem 3.2 we know that (s0; s1) and Supp(s0; s1) are discrete brations. Clearly
s0 is a trivial extension for the adjunction
CAb
Ab −−
?−−!
H
C:
Remark that diagram (5) is a pullback, meaning that 0(s0; s1) is qA-split. Being a
central extension that is a retraction, 0(s0; s1) is trivial with respect to
CAb
Ab −−
?−−!
H
C;
completing the proof of the triviality of (s0; s1) with respect to the adjunction
CAb
Ab −−
?−−!
H
C
0 −−
?−−!
D
Grpd(C):
Remark 5.1. An inspection of the proof above shows that this result is more general,
and holds for any admissible subcategory X of C (not necessarily its subcategory of
the \abelian objects").
6. Crossed modules
In this section we apply our results to the important case when C is the variety of
groups, obtaining a description of trivial and central extensions of crossed modules.
Denition 6.1. A crossed module is a morphism  :A ! B in the category of groups
together with an action of the group B on the group A, written ba, satisfying the axioms
1. (a)a1 = aa1a−1 8a; a1 2 A;
2. (ba) = b(a)b−1 8a 2 A; b 2 B.
A morphism in CrMod from  :A! B to 0 :A0 ! B0 is a pair (f0; f1) of morphisms
in Grp as in the diagram
A −−!

B??yf1 f0
??y
A0
0−−! B0
making the square commutative and such that f1(ba) = f0(b)f1(a).
Standard algebraic examples of crossed modules are: an inclusion of a normal sub-
group, with action given by conjugation, and the inner automorphism map  :M !
Aut(M), where [(m)](n) = mnm−1. The important fact that the category of internal
groupoids in the category of groups Grpd(Grp) is equivalent to the category of crossed
modules CrMod was published by Brown and Spencer in [4]:
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Proposition 6.1. The categories CrMod and Grpd(Grp) are equivalent.
Thanks to this result we can apply our previous results to the category of crossed
modules. Using the equivalence between the categories Grpd(Grp) and CrMod one
sees that the functor 0 corresponds to the functor Coker dened by Coker( :A !
B) = B=(A). The discrete functor D sends a group G to the discrete crossed module
0 : 0! G. Via the equivalence between CrMod and Grpd(Grp) the results of Section 3
give the following:
Corollary 6.1. An extension (f0; f1) in CrMod as in (2) is trivial with respect to the
adjunction
Grp
Coker −−
?−−!
D
CrMod
if and only if
1. f1 is an isomorphism;
2. (A) ’ 0(A0).
An extension (f0; f1) is central with respect to the same adjunction if and only if f1
is an isomorphism.
Concerning the composite adjunction
Ab
Ab −−
?−−!
H
Grp
Coker −−
?−−!
D
CrMod (6)
Corollary 5.1 and Theorem 5.1 yield the following:
Corollary 6.2. An extension (f0; f1) in CrMod as in (2) is trivial with respect to the
adjunction (6) if and only if
1. f1 is an isomorphism;
2. (A) ’ 0(A0);
3. Coker(f0; f1) is a trivial extension of groups.
An extension (f0; f1) is central with respect to the adjunction (6) if and only if
1. f1 is an isomorphism;
2. f0 is a central extension of groups.
A dierent application can be given when the category C is the variety of rings.
Similarly to the case of the category of internal groupoids in the category of groups,
the category of internal groupoids in the category of rings is equivalent to the category
of crossed rings CrRng [16]. An object in CrRng is a morphism of rings  :A ! B,
such that A is a B-bimodule,  is linear for the B-bimodule structure on A and
a0a= a0(a) = (a0)a
for all a; a0 2 A. The notion of morphism of crossed rings is natural.
162 M. Gran / Journal of Pure and Applied Algebra 155 (2001) 139{166
If R 2 Rings, then the commutator condition [R  R; R  R] = 1 precisely means
that R is a zero ring, so that x  y = 0 for any x; y 2 R. Let us denote by 0-Rings the
variety of zero rings. One can see that an extension f :A! B in Rings is central with
respect to the adjunction
0-Rings
Ab 
?!
H
Rings
if and only if k r=r k=0 for any r 2 R and k 2 Ker(f). In this situation Theorem 5.1
gives the following:
Corollary 6.3. Consider the adjunction
0-Rings
Ab −−
?−−!
H
Rings
Coker −−
?−−!
D
CrRng
An extension (f0; f1) in CrRng
A −−!

B??y f1 f0
??y
A0
0−−! B0
is central with respect to this adjunction if and only if
1. f1 is an isomorphism;
2. f0 is a central extension of rings.
A similar description of central extensions can be given, for instance, for the category
of crossed modules of commutative algebras (see [21] and [1]).
7. Grpdn(C)
An n-fold groupoid object in a category with pullbacks C is dened inductively
as a groupoid object in the category of (n − 1)-fold groupoid objects in C; a 0-fold
groupoid object in C is just an object in C. We denote by Grpdn(C) the category of
n-fold internal groupoids in C. If C is exact Maltsev, then the category Grpdn(C) is
exact Maltsev for any n by Theorem 3.1. It is then natural to consider the adjunction
Grpd(C)
10 −−
?−−!
D1
Grpd2(C)
where, for the sake of clarity, we denote by D1 the discrete functor sending an internal
groupoid
A1
A0
A1
m−−!A1
d−−!
e −−
c−−!
A0
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to the internal \double groupoid"
while 10 denotes its left adjoint. In the case of groups the category Grpd
2(C) is
equivalent to the category CrSquares of crossed squares of groups, while in the case
of commutative algebras Grpd2(C) is equivalent to the category XSquares of crossed
squares of commutative algebras (see [1,17] for more details). In the general situation
we have the following:
Proposition 7.1. Let C be an exact Maltsev category.
An extension h(f00 ; f10 ); (f01 ; f11 )i in Grpd2(C) as in the diagram
is central with respect to the adjunction
Grpd(C)
10 −−
?−−!
D1
Grpd2(C)
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if and only if the squares
A1
f11−−! A1

??y
??y 
B1 −−!
f10
B1
A0
f01−−! A0
c
??y
??y c
B0 −−!
f00
B
are pullbacks in C.
Proof. This follows from Theorem 3.2 and the fact that pullbacks in Grpd2(C) are
calculated componentwise.
With the same notation as above one also has the following:
Corollary 7.1. An extension h(f00 ; f10 ); (f01 ; f11 )i in Grpd2(C) is central with respect
to the adjunction
C
0 −−
?−−!
D
Grpd(C)
10 −−
?−−!
D1
Grpd2(C)
if and only if (f10 ; f
1
1 ); (f
0
0 ; f
0
1 ) and (f
0
0 ; f
1
0 ) are discrete brations in C.
If we further suppose that C has coequalizers we obtain the following:
Corollary 7.2. An extension h(f00 ; f10 ); (f01 ; f11 )i in Grpd2(C) is central with respect
to the adjunction
CAb
Ab −−
?−−!
H
C
0 −−
?−−!
D
Grpd(C)
10 −−
?−−!
D1
Grpd2(C)
if and only if
1. (f10 ; f
1
1 ); (f
0
0 ; f
0
1 ) and (f
0
0 ; f
1
0 ) are discrete brations in C;
2. f00 is central with respect to the adjunction
CAb
Ab −−
?−−!
H
C:
Remark 7.1. Since central extensions are pullback stable, the conditions in Corollary 7.2
are clearly equivalent to the following ones:
1. (f10 ; f
1
1 ); (f
0
0 ; f
0
1 ) (f
0
0 ; f
1
0 ) and (f
0
1 ; f
1
1 ) are discrete brations in C
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2. f00 ; f
1
0 ; f
0
1 and f
1
1 are central with respect to the adjunction
CAb
Ab −−
?−−!
H
C:
The results above give a complete description in the case n = 2. It is clear that
this process can be continued and these results can be generalized for any natural
number n.
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