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ON THE INFINITESIMAL SPACE OF UQR MAPPINGS
ALASTAIR FLETCHER, DOUG MACCLURE, JAMES WATERMAN, AND SARAH WESLEY
Abstract. Generalized derivatives and infinitesimal spaces generalize the idea of deriva-
tives to mappings which need not be differentiable. It is particularly powerful in the context
of quasiregular mappings, where normal family arguments imply generalized derivatives al-
ways exist. The main result of this paper is to show that if f is any uniformly quasiregular
mapping with x0 a topologically attracting or repelling fixed point, at which f is locally
injective, then f may be conjugated to a uniformly quasiregular mapping g with fixed point
0 and so that the infinitesimal space of g at 0 contains uncountably many elements. This
should be contrasted with the fact that f (and also g) is conjugate to x 7→ x/2 or x 7→ 2x
in the attracting or repelling cases respectively.
1. Introduction
1.1. Motivation. The notion of the derivative has driven the development of modern math-
ematics since Newton and Leibniz first developed it. It has led to countless applications in
various fields of mathematics and physics. Unfortunately, not all functions are differentiable.
In fact, one can argue that most functions are not differentiable, let alone differentiable every-
where on the function’s domain. Points where a function is not differentiable cannot always
be ignored, particularly when one is concerned with the dynamics of a function near a fixed
point. With this, we are given impetus to further study the theory of infinitesimal spaces,
constructed for quasiregular mappings by Gutlyanski, Martio, Ryazunov, and Vuorinen in
[3].
Consider a function f : R→ R. The definition of f being differentiable at x0 ∈ R implies
that f is well-approximated near x0 by the map
x 7→ f(x0) + f
′(x0)(x− x0)
on a neighborhood of x0. Indeed, for a differentiable function f : R
m → Rn, differentiability
at x0 ∈ R
m implies that f is well-approximated by the map
x 7→ f(x0) + f
′(x0)(x− x0)
on a neighborhood of x0, where f
′(x0) is the derivative matrix of f .
Viewing the derivative of a holomorphic map f : C → C at z0 as a linear map R
2 → R2,
we obtain a more specific form than an arbitrary linear map. Such derivatives are 2 × 2
matrices of the form(
a b
−b a
)
=
(
|f ′(z0)| 0
0 |f ′(z0)|
)
◦
(
cos arg f ′(z0) − sin arg f
′(z0)
sin arg f ′(z0) cos arg f
′(z0)
)
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since the Cauchy-Riemann equations are satisfied. Thus, the resulting approximating linear
map can be written as a composition of a scaling and a rotation, which maps infinitesimal
circles to infinitesimal circles.
Now, for complex-valued functions, if we allow arbitrary non-singular linear maps as
derivatives, the derivative maps circles to ellipses of uniformly bounded eccentricity. Such
maps are basic examples of quasiconformal maps. See for example [1, 2] for a more detailed
development of the theory of quasiconformal maps.
1.2. Generalized Derivatives. Now, we wish to show how we can generalize differentiabil-
ity for maps that aren’t differentiable. Gutlyanski et al [3] define the notion of the generalized
derivative at x0 ∈ R
d as locally uniformly convergent limits of the family
Fx0 =
{
Fδ(x) =
f(δx+ x0)− f(x0)
ρf(δ)
: δ > 0
}
,
where
ρf (δ) =
(
µ[f(B(x0, δ))]
µ[B(0, 1)]
)1/d
is the mean radius of the unit ball under f and µ is the standard Lebesgue measure. The
infinitesimal space of a map f at x0, denoted by T (x0, f), consists of limits of subsequences
from Fx0. For quasiregular mappings (see below for the definition), normal family arguments
imply T (x0, f) is always non-empty.
Example 1.1. To illustrate generalized derivatives, consider the function f : R→ R defined
by
f(x) =
{
x, x ≥ 0
x/2, x < 0.
If we zoom in at the origin, the geometry of the graph remains the same. So, no matter how
far we zoom in, f will always appear to be a piecewise linear function. Now, pick δ > 0.
Then the map f(δx) maps the unit ball of R, that is (−1, 1), onto the open interval (−δ/2, δ).
We then have
ρ(δ) =
δ + δ/2
2
=
3δ
4
and
gδ(x) =
f(δx)
ρ(δ)
=
{
4x/3, x ≥ 0
2x/3, x < 0,
which tells us the "shape" of f on a scale of δ, but not how much f shrinks or enlarges.
Now, consider limits gδk(x) for a sequence δk > 0, δk → 0. Since gδ is independent of δ, there
exists only one limit map, g = gδ. Hence the infinitesimal space contains only one mapping.
Definition 1.2. If T (x0, f) consists of only one mapping, then f is called simple at x0.
We remark that this terminology is slightly different to that used in [3], where the in-
finitesimal space itself was called simple. Roughly speaking, if f is simple at x0, then f is
well-behaved near x0. We first recall some notation before expanding on this idea.
Throughout, we will be using the equivalence relation ∼ as in [3]. If U ⊂ Rd is a neigh-
borhood of 0 and v, w : U → Rd are mappings, then
v(x) ∼ u(x)
2
as x→ 0 if
||v(x)− u(x)|| = o(||v(x)||+ ||u(x)||),
where α = o(β) means that given ǫ > 0, there is a neighborhood V of 0 such that |α(x)| ≤
ǫ|β(x)| for x ∈ V . Here, we are using the standard Euclidean norm | · |.
Remark 1.3. With the notation as above,
(i) gδ always preserves the measure of the unit ball, so any ψ ∈ T (x0, f) does too.
(ii) If f is differentiable at x0, T (x0, f) consists only of a scaled version of the derivative,
with the scaling so that the measure of the unit ball is preserved. In this case, f is
simple at x0.
(iii) If f is simple at x0 with T (x0, f) = {ψ}, then
(a) by [3, Proposition 4.7], f(x) ∼ ρ(|x|)ψ(x/|x|),
(b) by [3, Theorem 4.1], for all t > 0, x ∈ Rd \ {0}, there exists D > 0 such that
ψ(tx) = tDψ(x). In other words, ψ is D-positive homogeneous.
Note, the latter part of the remark implies that near a simple point x0 a quasiregular
map maps any ball of sufficiently small radius centered at x0 to a topological surface which
can be radially shrunk or expanded to the topological surface ψ(Sd−1). This is because
asymptotically, f can be expressed as a radial contraction of ψ(Sd−1).
1.3. Generalized Derivatives of Quasiregular Mappings. Next, we wish to apply the
concept of generalized derivatives to quasiconformal and quasiregular maps (see [7] for a
detailed monograph on quasiregular mappings). Quasiregular mappings are Sobolev map-
pings in W 1d,loc(R
d) where there is a uniform bound on distortion. More precisely, a mapping
f : E → Rd defined on a domain E ⊂ Rd is quasiregular if f belongs to the above Sobolev
space and there exists K ∈ [1,∞) such that
(1.1) |f ′(x)|d ≤ KJf(x)
almost everywhere. Here, Jf (x) denotes the Jacobian determinant of f at x ∈ E. The
smallest constant K ≥ 1 for which (1.1) holds is called the outer distortion KO(f). If f is
quasiregular, then we also have
(1.2) Jf (x) ≤ K
′ inf
|h|=1
|f ′(x)h|d
almost everywhere in E for some K ′ ∈ [1,∞). The smallest constant K ′ ≥ 1 for which
(1.2) holds is called the inner distortion KI(f). The maximal distortion K = K(f) of f is
the larger of KO(f) and KI(f), and we then say that f is K-quasiregular. Quasiconformal
mappings are injective quasiregular mappings.
Given a quasiregular map f : E → Rd and x ∈ E, for r such that 0 < r < d(x, ∂E) define
L(r) = max
|x−x0|=r
{|f(x)− f(x0)|},
l(r) = min
|x−x0|=r
{|f(x)− f(x0)|}
and
H(x0) = lim sup
r→0
L(r)
l(r)
.
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We call H(x0) the linear distortion of f at x0. By [7, Theorem II.4.3],
H(x0) ≤ C = C(i(x0, f)KO(f)),
where i(x0, f) denotes the local (topological) index of f at x0.
It is easy to see that l(r) ≤ ρ(r) ≤ L(r). SinceH(x0) is bounded above and, by [7, Theorem
III.4.7], quasiregular maps satisfy a bi-Hölder condition, ρ cannot behave too poorly.
The following lemma is part of [3, Theorem 2.7].
Lemma 1.4. Let f : Rd → Rd be K-quasiregular. Then for any x0 ∈ R
d, T (x0, f) is
nonempty.
Our main result concerns a special sub-class of quasiregular mappings.
Definition 1.5. A quasiregular map f : Rd → Rd is called uniformly K-quasiregular if the
maximal distortion of the iterates of f satisfy K(fn) ≤ K for all n ≥ 1.
We will abbreviate the term uniformly K-quasiregular to K-uqr, or simply uqr if we do
not need to specify the bound on the distortion of the iterates.
In [5], Hinkkanen et al considered generalized derivatives arising as limits of f(λkx)
λk
as
λk → 0. They used the fact that uqr maps are bi-Lipschitz on a neighborhood of x0 if
i(x0, f) = 1. In general quasiregular mappings are only Hölder continuous and so the idea
of infinitesimal spaces as defined above is the appropriate generalization.
Further, in [5] a classification for fixed points of uqr mappings is given in analogy with
that for holomorphic functions. If we assume that i(x0, f) = 1, then x0 is called attracting or
repelling respectively if the infinitesimal space as defined in [5] (which we remind the reader is
different from that considered in this paper and, in particular, the definition given here does
not distinguish between attracting and repelling fixed point) consists only of loxodromically
attracting or loxodromically repelling uniformly quasiconformal mappings respectively. A
map ψ : Rd → Rd is called loxodromically attracting or loxodromically repelling if ψ fixes 0
and ∞, and ψm(x)→ 0 for x ∈ Rn or ψm(x)→∞ for x 6= 0 respectively.
We will need the following lemma on radial mappings, which we record here for the sequel.
This is well-known, see for example [6, Example 6.5.1], but we include a proof for the
convenience of the reader.
Lemma 1.6. Let Bd denote the unit ball in Rd and let α > 0. The radial map given by
F (x) = x|x|α−1 is K-quasiconformal with K(F ) = max{αd−1, α1−d}.
Proof. Let x ∈ Bd \ {0}. By radial symmetry, it suffices to assume that x = (t, 0, . . . , 0) for
t ∈ (0, 1). Then F (x) = (tα, 0, . . . , 0) and
F ′(x) =

 αt
α−1 0
tα−1
0 . . .
.


Therefore the Jacobian is JF (x) = αt
d(α−1). We first assume α ≥ 1. Then the norm of the
derivative is |F ′(x)| = αtα−1 and so
|F ′(x)|d
JF (x)
= αd−1.
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Similarly, ℓ(F ′(x)) = inf |h|=1 |F
′(x)h|d = tα−1 and so
JF (x)
ℓ(F ′(x))d
= α.
Since 0 is removable for quasiconformal mappings, we have KO(F ) = α
d−1 and KI(F ) = α,
recalling (1.1) and (1.2). In particular, F is αd−1-quasiconformal.
On the other hand, if 0 < α < 1, then a similar calculation shows that KO(F ) = α
−1 and
KI(F ) = α
1−d and so F is α1−d-quasiconformal. 
1.4. Statement of results. This paper will deal with the question of whether or not map-
pings are always simple everywhere. As we have seen above, holomorphic mappings are
simple everywhere, but quasiregular mappings are only guaranteed to be simple almost ev-
erywhere.
Proposition 1.7. Let d ≥ 2, K > 1 and denote by Bd the unit ball in Rd. Then there exists
a K-quasiconformal map F : Bd → Bd so that F is not simple at 0.
This result is not hard to prove and is undoubtedly known to experts in the field. We will
provide a radial example to motivate what will follow in the sequel.
Our main result concerns uniformly quasiregular mappings. By a result of Hinkkanen and
Martin [4], if x0 is a repelling fixed point of a uqr map f , then there is a quasiconformal
map L which conjugates f in a neighborhood of x0 to the map x 7→ 2x. Correspondingly,
by taking inverses, if x0 is an attracting fixed point of a uqr map f , then f can be locally
quasiconformally conjugated to x 7→ x/2. This latter map is clearly simple, and so perhaps
this forces f to be simple at x0. We will show this is not the case.
Theorem 1.8. There exists a uniformly quasiconformal map H : Bd → Bd with an attracting
fixed point at x0 = 0 and so that f is not simple at 0.
Our construction is based on conjugating x 7→ x/2 by the quasiconformal map we will
construct in Proposition 1.7. In the proof of Theorem 1.8, we will exhibit two distinct
elements of T (H, 0), but in fact more is true.
Corollary 1.9. Both F and H, defined as in Proposition 1.7 and Theorem 1.8 respectively,
contain uncountably many elements in their respective infinitesimal spaces at 0.
It would be interesting to know if T (f, x0) is always either simple or contains uncountably
many elements. This will be the subject of future work.
Finally, as a corollary to Theorem 1.8, we will show how any uniformly quasiregular map
with an attracting or repelling fixed point can be conjugated to a non-simple one.
Corollary 1.10. Let f be a uniformly quasiregular mapping, x0 a fixed point of f with
i(x0, f) = 1 and suppose f is either repelling or attracting at x0. Then there exists a quasi-
conformal map g so that g ◦ f ◦ g−1 is not simple at g(x0).
2. Infinitesimal spaces and quasiconformal maps
In this section, we give an example to show that it is possible for a quasiconformal mapping
to not be simple at a given point.
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Proof of Proposition 1.7. Fix d ≥ 2, K > 1 and let Bd be the unit ball in Rd. We will
construct a radial quasiconformal map from Bd to itself which is not simple at 0. To that
end, we will construct a continuous increasing function f : [0, 1] → [0, 1] for which the
infinitesimal space is not simple, and then radially extend to a quasiconformal mapping.
The main idea is to construct a decreasing sequence rn → 0 so that f(rn) = 2
−n and
the behavior of f is specified by exponents kn and constants Cn so that f(r) = Cnr
kn on
subintervals of the form [rn, rn−1]. We fix f(1) = 1 so that r0 = 1 and C1 = 1.
Next, by continuity,
C2r
k2
1 = C1r
k1
1 = r
k1
1 =⇒ C2 = r
k1−k2
1
C3r
k3
2 = C2r
k2
2 =⇒ C3 = r
k1−k2
1 r
k2−k3
2
Cn = r
k1−k2
1 r
k2−k3
2 ...r
kn−1−kn
n−1 =
n−1∏
m=1
rkm−km+1m
Further, note that Cn
Cn+1
= 1
r
kn−kn+1
n
= rkn+1−knn . Since any f , as above, is an increasing
function of r, we may choose rn such that f(rn) =
1
2n
. Then
(2.1) Cn =
(
1
2
)n
r−knn .
Hence
f(rn) = (Cn+1) r
kn+1
n =
(
n∏
m=1
rkm−km+1m
)
rkn+1n =
1
2n
and
f(rn+1) =
(
n+1∏
m=1
rkm−km+1m
)
r
kn+2
n+1 =
(
n∏
m=1
rkm−km+1m
)
r
kn+1
n+1 .
Thus,
f(rn+1) = f(rn)
(
rn+1
rn
)kn+1
and therefore
(2.2) f(rn+1) =
(
1
2
)n+1
=
(
1
2
)n(
rn+1
rn
)kn+1
=⇒ rn =
(
1
2
) 1
kn
rn−1
and
rn =
(
1
2
) 1
kn
+ 1
kn−1
+...+ 1
k1
.
If (kn)
∞
n=1 is a bounded sequence of positive real numbers, then rn ↓ 0. In conclusion
f : [0, 1]→ [0, 1] is a homeomorphism.
While the general construction above is more flexible, we will use the explicit sequence
(kn)
∞
n=1 given by
(2.3) k2n−1 = K and k2n =
1
K
for a fixed K > 1. With this choice, we have
(2.4) r2n = 2
−(nK+n/K), , r2n−1 = 2
−((n−1)K+n/K),
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(2.5) C2n = 2
n(1/K2−1), C2n−1 = 2
(n−1)(K2−1).
We will need to have formulas for products in the sequence (rn)
∞
n=1. In particular, one can
check that
(2.6) r2nrm = r2n+m
for any n,m ∈ N. On the other hand,
(2.7) r2n+1r2m+1 = r2(n+m)+1
(
1
2
) 1
K
= r2(n+m)+2
(
1
2
) 1
K
−K
,
but we do have
r2n+1r2m+2 = r2(n+m)+2 < r2n+1r2m+1 < r2(n+m)+1 = r2n+1r2m.
We are now in a position to compute elements of the infinitesimal space of f . We will be
looking for limits of f(rtk)/f(tk) where tk ↓ 0 as k →∞.
First, let r ∈ [rm, rm−1] and t = r2n, then rt ∈ [r2n+m, r2n+m−1]. So, by (2.3), (2.4), (2.5)
and (2.6), we have
f(rt)
f(t)
=
C2n+m (rr2n)
k2n+m
2−2n
= 22n
(
1
2
)2n+m
r
−k2n+m
2n+m r
k2n+m
2n r
k2n+m
=
(
1
2
)m
r−k2n+mm r
k2n+m
=
{(
1
2
)m
r
− 1
K
m r
1
K , for m even(
1
2
)m
r−Km r
K , for m odd.
Next, for t = r2n−1 and r ∈ [r2m+2, 2
−K+1/Kr2m+1], then rt ∈ [r2n+m+1, r2n+m]. So, again
using (2.3), (2.4), (2.5) and (2.6), we have
f(rt)
f(t)
=
C2n+2m+1 (rr2n−1)
k2n+2m+1(
1
22n−1
)
= 22n−1
(
1
2
)2n+2m+1
r−K2n+2m+1r
K
2n−1r
K
=
(
1
2
)2m+2
r−K2m+2r
K .
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For t = r2n−1 and r ∈ [2
−K+1/Kr2m+1, r2m], then rt ∈ [r2n+m, r2n+m−1]. So, once more
using (2.3), (2.4), (2.5) and this time (2.7), we have
f(rt)
f(t)
=
C2n+2m (rr2n−1)
k2n+2m(
1
22n−1
)
= 22n−1
(
1
2
)2n+2m
r
− 1
K
2n+2mr
1
K
2n−1r
1
K
=
(
1
2
)2m+1(
1
2
)(K− 1K )(− 1K )
r
− 1
K
2m+1r
1
K
=
(
1
2
)2m+ 1
K2
r
− 1
K
2m+1r
1
K
=
(
1
2
)2m
r
− 1
K
2m r
1
K
where at the last step we have used (2.2).
In each case above, f(rt)
f(t)
is independent of n. We may therefore consider the two sequences
given by tk = r2k and tk = r2k−1 and the corresponding limit functions:
P1(r) =


(
1
2
)2m
r
− 1
K
2m r
1
K , r ∈ [r2m, r2m−1](
1
2
)2m−1
r−K2m−1r
K , r ∈ [r2m−1, r2m−2]
P2(r) =


(
1
2
)2m+2
r−K2m+2r
K , r ∈ [r2m+2, 2
−K+1/Kr2m+1](
1
2
)2m
r
− 1
K
2m r
1
K , r ∈ [2−K+1/Kr2m+1, r2m].
These are distinct elements of the infinitesimal space of f , and thus f is not simple at 0.
We then define F : Bd → Bd in terms of spherical coordinates by
F (r, σ) = (f(r), σ),
for r ∈ (0, 1) and σ ∈ Sd−1, and by F (0) = 0. By Lemma 1.6 and the fact that (n−1)-spheres
are removable for quasiregular mappings by [7, Theorem VII.1.19], we see that F is quasi-
conformal with maximal distortion Kd−1. In particular, any maximal distortion larger than
1 can be prescribed for F . Finally, by the calculation above, we see that the corresponding
quasiconformal extensions of P1 and P2 are two distinct elements of the infinitesimal space
of F . 
3. Infinitesimal spaces and uqr maps
In this section we will generalize the result of the previous section to show that we can
construct a uniformly quasiconformal map Bd → Bd which is not simple at the fixed point
0.
Proof of Theorem 1.8. Since every uniformly quasiconformal map which has an attracting
fixed point at 0 can be conjugated by a quasiconformal map to x 7→ x/2, to construct the
required uniformly quasiconformal map, we will conjugate x 7→ x/2 by the quasiconformal
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map F constructed in Proposition 1.7. The resulting map will also be radial, and so we first
consider the map [0, 1]→ [0, 1] defined by
h(r) = f−1
(
f(r)
2
)
,
where f is the map from Proposition 1.7.
We will give explicit formulas for h. To this end, we observe that h acts by mapping
the interval [rn, rn−1] to [2
−n, 2−n+1] under f , then mapping to [2−n−1, 2−n] and finally to
[rn+1, rn] by f
−1. Therefore, h may be written as
(3.1) h(r) =


(
C2n−1
2C2n
)K
rK
2
, r ∈ [r2n−1, r2n−2](
C2n
2C2n+1
)1/K
r1/K
2
, r ∈ [r2n, r2n−1]
for n ∈ N. Using the formulas for Cn from (2.5), this simplifies to
h(r) =
{
2(n−1)K
3−n/KrK
2
, r ∈ [r2n−1, r2n−2]
2n/K
3−1/K−nKr1/K
2
, r ∈ [r2n, r2n−1].
By the construction of h, the map defined in spherical coordinates by
H(r, σ) = (h(r), σ)
for r ∈ (0, 1) and σ ∈ Sd−1 with H(0) = 0 is uniformly quasiconformal, since it is a
quasiconformal conjugate (recall F is quasiconformal) of x 7→ x/2, and has an attracting
fixed point at 0. We need to show that H is not simple at 0, and it suffices to show this is
so for h.
We will be looking for limits of h(rtk)/h(tk) as tk ↓ 0, using two sequences corresponding
to tk = r2k and tk = r2k−1, as in the proof of Proposition 1.7.
Let r ∈ [rm+1, rm] and let t = r2n. Then, by (2.3), (2.7) and (3.1), we have
h (rt) =
(
1
2
) 1
k2n+m+2
r
1−
k2n+m+1
k2n+m+2
2n+m+1 (rr2n)
k2n+m−1
k2n+m+2
=
(
1
2
) 1
k2n+m+2
r
1−
k2n+m+1
k2n+m+2
m+1 r2nr
k2n+m−1
k2n+m+2
=


(
1
2
)K
r1−K
2
m+1 r2nr
K2, for m even(
1
2
) 1
K r
1− 1
K
2
m+1 r2nr
1
K
2
, for m odd
Hence, by (2.2), for r ∈ [rm+1, rm] with m even,
h(rr2n)
h(r2n)
=
(
1
2
)K
r1−K
2
m+1
(
r2n
r2n+1
)
rK
2
=
(
1
2
)K− 1
K
r1−K
2
m+1 r
K2
= r1−K
2
m r
K2
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and for r ∈ [rm+1, rm] with m odd,
h(rr2n)
h(r2n)
=
(
1
2
) 1
K
r
1− 1
K2
m+1
(
r2n
r2n+1
)
r
1
K2
= r
1− 1
K2
m+1 r
1
K2 .
Next, let t = r2n−1. As with f in Proposition 1.7, we must further partition the location
of r. For r ∈ [r2m+2, 2
−K+1/Kr2m+1] we have rt ∈ [r2n+2m+1, r2n+2m] using (2.7). Therefore
h(rt) =
(
1
2
)K
r1−K
2
2n+2m+1r
K2
2n−1r
K2.
Hence,
h(rr2n−1)
h(r2n−1)
=
(
1
2
)K
r1−K
2
2m+2r
1−K2
2n−1
(
rK
2
2n−1
r2n
)
rK
2
=
(
1
2
)K
r1−K
2
2m+2
(
r2n−1
r2n
)
rK
2
= r1−K
2
2m+2r
K2
by (2.2). For r ∈ [2−K+1/Kr2m+1, r2m], we have rt ∈ [r2n+2m, r2n+2m−1] using (2.2). Therefore
h(rt) =
(
1
2
) 1
K
r
1− 1
K2
2n+2mr
1
K2
2n−1r
1
K2 .
Hence, by (2.2),
h(rr2n−1)
h(r2n−1)
=
(
1
2
) 1
K
(
1
2
)(K− 1
K
)(1− 1
K2
)
r
1− 1
K2
2m+1 r
1− 1
K2
2n−1

r 1K22n−1
r2n

 r 1K2
=
(
1
2
) 1
K
(K2−1+ 1
K2
)
r
1− 1
K2
2m+1
(
r2n−1
r2n
)
r
1
K2
=
((
1
2
)− 1
K
r2m+1
)1− 1
K2
r
1
K2
= r
1− 1
K2
2m r
1
K2 .
Note that all these formulas are independent of n. We therefore get two different elements
of the infinitesimal space of h, given by
Q1(r) =


r1−K
2
2m r
K2, for x ∈ [r2m+1, r2m]
r
1− 1
K2
2m r
1
K2 , for r ∈ [r2m, r2m−1]
Q2(r) =


r1−K
2
2m+2r
K2, for r ∈ [r2m+2, 2
−K+1/Kr2m+1]
r
1− 1
K2
2m r
1
K2 , for r ∈ [2−K+1/Kr2m+1, r2m].
10
We conclude that h is not simple at 0, and therefore the uniformly quasiconformal mapping
H is not simple at 0.

We have exhibited two elements of the infinitesimal spaces of F and H at 0, but there are
in fact uncountably many elements.
Proof of Corollary 1.9. Recall that f : [0, 1] → [0, 1] is the radial part of F , and recall the
elements P1, P2 of T (f, 0) constructed in Proposition 1.7.
First note that there exists r0 ∈ (0, 1) such that P1(r0) 6= P2(r0). Since
f(r0t)
f(t)
is a continuous
functon of t > 0, by the Intermediate Value Theorem, it accumulates at every value between
P1(r0) and P2(r0) as t → 0. Given such a value between P1(r0) and P2(r0), say λ, there
exists a sequence tn → 0 so that
f(r0tn)
f(tn)
→ λ.
Since the family {F (xtn)
ρF (tn)
: n ∈ N} is normal (compare with [3, Theorem 2.7]), on a sub-
sequence F (xtn)
ρF (tn)
converges to some quasiconformal mapping Fλ(x) with |Fλ(x)| = λ when
|x| = r0. As λ varies, we obtain uncountably many mappings in the infinitesimal space of F
at 0.
The proof for H is similar. 
We can use Theorem 1.8 to show that any attracting or repelling fixed point x0 of a uqr
map where i(x0, f) = 1 can be conjugated to one where the fixed point is not simple.
Proof of Corollary 1.10. Assume x0 is an attracting fixed point of the uniformly quasiregular
mapping f with i(x0, f) = 1. It was shown in [4] that in a neighborhood U of x0, there exists
a quasiconformal map L such that L◦f = T ◦L and L(x0) = 0, where T is the map x 7→ x/2.
In particular,
(3.2) L ◦ f ◦ L−1 = T.
Next, by Theorem 1.8, we can conjugate T by the quasiconformal map F of Proposition 1.7
to obtain the quasiconformal map H of Theorem 1.8. In other words,
(3.3) H = F−1 ◦ T ◦ F.
Combining (3.2) and (3.3), we, locally near 0, have the equation
H = F−1 ◦ L ◦ f ◦ L−1 ◦ F.
We want to extend this to all of Rd. To that end, let G : U → Rd be the quasiconformal
mapping defined by G = F−1 ◦ L. Choose R > 0 sufficiently large that V = B(x0, R) \ U is
a ring domain. Define a map g : Rd → Rd by
g(x) =


G(x), x ∈ U
x, |x| > R
A(x), x ∈ V
where A is a quasiconformal mapping obtained from Sullivan’s Annulus Theorem (see [8]).
Then g ◦ f ◦ g−1 is a uniformly quasiregular mapping which agrees with H near 0 and hence
is not simple at 0.
The case where x0 is repelling follows similarly by observing that a local inverse to f has
x0 as an attracting fixed point.

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