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Abstract. We analyse some properties of two-dimensional iterative and cellular arrays. For 
example, we show that arrays operating in T(n) time can be sped up to operate in time 
n + (T(n) - n)/k Thus, a running time of the form n + R(n), where R(n) is sublinear (e.g., log n, 
log*n, etc.), can still be sped up to n + R( n)/k This typeof speed-up is stronger than any previously 
known speed-up for any type of device. Even for Turing machines, the speed-up is only from 
T(n) to n + T( n)/k Another interesting result is that simultaneous space-reduction and speed-up 
is possible, i.e., the number of processors of the array can be reduced while simultaneously 
speeding up its computation. Unlike previous approaches, we carry out our analyses using 
sequential machine characterizations of the iterative and cellular arrays. Consequently, we are 
able to prove our results on the much simpler sequential machine models. 
1. Introduction 
Advances in parallel processing technology have now made it feasible to actually 
build practical parallel machines that perform a variety of tasks in concurrent 
fashion. To date, a great deal of research has focused on the development of 
algorithms for various parallel models, e.g., SIMD, MIMD and systolic computers. 
An equally important issue is the theoretical analysis of the power, limitations, and 
properties of these machines. A computer designer or programmer equipped with 
such knowledge would have a better understanding ofthe type of parallel architecture 
that best suits the tasks he has at hand. Unfortunately, in a parallel environment a
formal analysis is usually much harder to carry out because one has to deal with 
the problems of concurrency and synchrrrazation, which are absent in sequential 
devices. 
A method commonly employed to simplify analysis is to characterize one computa- 
tional model in terms of another. An example is the characterization of the grammars 
in the Chomsky hierarchy in terms of various types of automata nd Turing machines 
[8]. Another is the characterization of uniform o1;lean circuits with simultaneofis 
size and depth boands in terms of simultaneous time- and reversa ring 
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machines [25]. The latter is interesting because it relates a parallel model (Boolean 
circuit) and a sequential model (Turing machine). Consequently, results concerning 
Turing machines, which are well-studied computational models, can be translated 
directly to results concerning Boolean circuits. 
In this paper we consider a class of parallel machines, called iterative amuys, and 
formally analyse their properties. Our approach differs from previous appro 
in that the analysis is carried out using sequentid machine characterizations of the 
iterative arrays. As a result, are able to use well-known sequential techniques in 
our analysis. The proofs of characterizations are constructive; i.e., there is an 
algorithm that converts a given sequential machi=le to the corresponding iterative 
array, and vice versa. Thus, if desired, our sequential-machine-based proofs can be 
directly translated to iterative-array-based proofs. 
An iterative array is a collection of finite-state machines (nodes) interconnected 
in a regular fashion, usually as a linear or mesh-connected array. It is primarily 
used as a language recognizer; i.e., an input string fed serially to the array is either 
accepted or rejected epending on whether a distinguished node enters an accepting 
or rejecting state. A related model is the cellukr army which differs from an iterative 
array in that the input string is fed in parallel to certain nodes of the array. Iterative 
and cellular arrays are not new models, as they have been studied for quite some 
time by various researchers see, e.g.,. [4,29,30,13,14,28,27,6,31]. A very similar 
model, called a systolic may [l&16] has gained tremendous popularity. The only 
essential difference between the models is that a systolic array consists of processing 
elements which are not necessarily finite-state. That is, the processing elements can 
compute functions on arbitrarily&ed numbers. To date, hundreds of papers on 
systolic algorithms for both numeric and nonnumeric problems have been developed 
(see r17] for a list of references). Moreover, various techniques have been proposed 
for the automatic synthesis of systolic designs from problem specifications [12,32, 
18, 20,21, 1, 22, 23,26,3, 5, 7, 19, 24-J. 
The characterizations of iterative arrays we introduce in this paper can be easily 
generalized to characterize systolic arrays, Indeed, in earlier papers [9,2] we have 
used the characterizations to derive new systolic algorithms for various problems, 
e.g., algebraic function computation, pattern recognition and parsing. Here, we 
present yet another application-the use of the characterizations for analysing the 
properties of these arrays. For exa le, we show that arrays with two-way communi- 
cation between processors can be converted to arrays with one-way communication 
without increasing the number of processors. Moreover, if the operating time is 
linear, the computation of the array can be sped up to as close to optimal as possible. 
we also present new speed-up results that are stronger than those that have appeared 
in the literature (e.g., [30]). For example, we show that arrays operating in T(n) 
time can be sped up to operate in time n + ( T(n) - n)/k’, for any integer k > 0. 
us, a running time of the form n + R(n), where R(n) is sublinear (e.g., log n, 
“Throughout the paper, a/b means [a/61. 
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log*n, etc.) can still be sped up to n + R(n)/ k This type of speed-up is stronger 
than any previously known speed-up result for any type of device. Even for multitape 
Turing machines, the speed-up is only from T(n) to n + T( n)/k 
The paper focuses on two-dimensionol iterative arrays and is a continuation of 
our earlier work on one-dimensional arrays [ll]. Our restriction to iterative, rather 
than systolic, arrays is only done for expository reasons; the characterizations and 
results easily extend to these more general models. The paper is organized as foliows. 
In Section 2 we define the sequential machines that characterize the two-dimensional 
iterative arrays and prove their equivalence. The results concerning simulations 
among different arrays, speed-up and space-reduction are given in Section 3. Section 
4 extends the characterizations to two-dimensional cellular arrays and establishes 
some simulation results and c10s--~~ UaU properties. Section 5 ends the paper with 
concluding remarks. 
2. Characterizations of two-dimensional iterative arrays 
A two-way iterative array (called IA) is shown in Fig. 1. It consists of a square 
array of identical finite-state machines (nodes) that operate synchronously at discrete 
time steps by means of a common clock (not shown in the figure). The input string 
ala2.. . a,, where ai is in the finite input alphabet Z, is fed serially to the node at 
the origin, which is also called the accepting node (circled twice in the figure). 
Symbol Ui, 1 s i s n, is received by the accepting node at time i - 1; after time n - 1, 
it receives the blank symbol h which is not in C. The state and outputs of a node 
at time t are functions of its state and inputs at time t - 1. At time 0, each node is 
in a distinguished start state qo, with its outputs set to h. It remains in this state 
until it receives a non-h input from at least one of its neighbors. For other nodes 
on the boundary of the array, we assume that their input terminals remain set to A 
at all times. 
If the IA has S(n) by S(n) processors, where n is the length of the input string, 
then the array is said to be S(n)-space bounded. (Thus, an S( n)-space bounded IA 
has S2(n) processors.) An input a1u2. . . a, is accepted by the IA if and only if the 
accepting node enters an accepting state at any time after consuming the input. The 
IA has time complexity T(n) if it accepts the input in T(n) steps. We assume that 
T(n) > n; otherwise, some suffix of the input cannot affect the outcome of the 
computation. 
The one-way version of an IA (called OIA) is shown in Fig. 2. For this array, 
the accepting node is the node at the upper right-hand comer of the array. Note 
that for an S(n)-space bounded OIA, the time complexity is at least n + 2S(n) - 2. 
Notation. IA( S( n), T(n)) denotes the class f S(n)-space bounded IA’s operating 
in T(n) time. Similarly for OIA( S( n), T(n)). IA@, T(n) j denotes a (n)-time 
bounded IA which is unbounded to the right and upwards SAl(S& n), T1( n)) C_ 
50 
0.0 Ob 0 n 000 1 
Fig. 1. An IA. Fig. 2. An OIA. 
, 
S~W2W, TzW) means that any language accepted by a machine in 
SA1( S,( n), TI( n)) can be accepted by a machine in SA2( S,( n), T2( n)). 
Iterative arrays can be characterized in terms of a restricted type of on-line 
single-tape Turing machine, called as shown in Fig. 3. The S has a finite-state 
control with a distinguished start state q. and an input terminal from which it 
receives the serial input al. . . a,. (We assume that after a,, is re 
reads h’s from the input terminal.) The two-di ensional worktap 
left and to the bottom, and each row is marked by a special right endmarker $. 
Initially, all cells contain h’s. 0th input and worktape alphabets of the are 
finite. The SM is a generalizati of the sequential machine with a linear w ape 
described in [ 111, which characterizes one-dimensional arrays. 
operates in sweeps as depicted in the computation profile of Fig. 4. 
sweep begins and ends with the machine in state q. and with the read-write head 
) scanning the $ of the first row. During the sweep, the 
of the worktape from top to bottom and then treat 
then returns to state q. and resets the RW to the $ of the first row 
to begin the nex ep. Fig. 5 illustrates the movement of 
complete sweep. e scanning a row from right-to-left, the 
and can rewrite the symbols it scans (see the solid lines in the figure). When the 
reaches the left end of the row, the machine returns to state q. and brings 
to the $ of the next row, without rewriting the worktape or changing 
states (see the dott 
been rewritten, the 
the left than the previous row. 
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symbol is read). The SM has sweep complexit) T(n) if it accepts the input in T(n) 
sweeps. Clearly, T(n) 2 n. SM( T(n)) denotes the class of languages accepted by 
an SM with sweep complexity T(n). 
Some variations of the SM model described a ove are given in Fig. 6. 
in the first column of the figure illustrate the shapes of the profiles generated by 
the machines. For each diagram, the solid pal n denotes the shape of the profile 
during the first n or 2n sweeps; the dotted n indicates the change in the 
shape of the profile (if any) thereafter. The string a,. . . a,, denotes where the input 
symbols are read by the machine. SMl reads the input in the same way as an SM 
(i.e., it reads a, on the leftmost cell of the first row during sweep 1, a2 on the leftmost 
cell of the second row during sweep 2, etc.). SMl enters the distinguished state t 
(the “truncate” state) after creating the bottom row of the 2nth sweep. In succeeding 
sweeps, the top row of each sweep is replaced by S’s. SM2 and SM3 generate 
rectangular profiles; during each new sweep a new leftmost column and new bottom 
row are created. For SM2, the profile continues to expand after the first n sweeps; 
for an SM3, the profile stops expanding after n sweeps. Both SM2 and SM3 read 
input symbols at only one place: on the $ of the first row of the worktapz. Additional 
details of the operation of the machines are given in the figure. 
The characterizations of the iterative arrays in terms of the sequential machines 
are summarized in Fig. For the purposes of this paper, we only give the characteri- 
zations for the 
(1) IA@, T(n)) and IA(n, T(n)), T(n)an 
(2) OIA(S(n),3S(n)-2) and OIA(n, T(n)), S(n)an and T(n)a3n-2. 
The second column of Fig. 7 gives the machine characterization of the array in 
the first column; the third column specifies the restriction (if any) on space or time 
for the characterization tohold. Fig. 7(3) for example, says that OIA( S( n), 3S( n) - 
2) = SM2(S( n)) for S(n) s n. We prove the characterizations only for unbounded 
IA’s and S(n)-space bounded OIA’s. The proofs for the other two arrays are similar. 
We first prove the equivalence of unbounded IA’s and SM’s. To simplify the 
proof, we introduce a modified version of the SM (called A&S&Q which operates 
just like an SM except hat it sweeps the worktape in the manner shown in Fig. 8. 
The MSM starts the sweep by creating a new fop row, then scans the rows from 
top to bottom. For instance, at the start of sweep 2, the MSM creates a new top 
row consisting of the single symbol 2*, then scans the next row by replacing lo by 
l”andhby3*.AsinanS an input symbol is read when scanning the leftmost 
0 1 2 3 4 
Fig. 8. Computation profile of an for four s kueeps. 
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zs = celltuthesouth 
Fig, 9. RWH of the SM can read (but not rewrite) contents ofcells to south and northeast of scanned cell. 
cell of the bottom row. Acceptance is also the same as in an S . However, the 
RWH of the MSM has the following modified capability: when scanning a cell in 
some row, it can read (but not rewrite) the contents of the cells to its south and to 
its northeast (see Fig. 9). For instance, when scanning 5’ (before it is replace 
5’) during sweep 4, the RWH can also read 4’ and 3’ (before it is replaced by 32). 
The following lemma proves that SM’s and MSM’s are equivalent. 
Lemma 2.1. For T(n) 3 n, MSM( T(n)) = SM( T(n)). 
Proof. We only illustrate the proof by means of an example. Let MSM M1 have 
the computation profile shown in Fig. 8. ‘Ihe corresponding simulation profile of 
SM M2 is shown in Fig. 10. M2 has a two-track worktape. It simulates 
(i.e., sweep by sweep) but whenever it rewrites a cell, it uses one track 
the lower track) to remember the previous contents of the cell. For instance, when 
lo is rewritten by 1’ during sweep 2, lo is remembered in the lower track of the cell. 
The simulation then proceeds as indicated by the arrows on the profile. 
For the converse, assume that A42 has the computation profile shown in Fig. 4. 
MI simulates M2 according to the blocking scheme depicted in Fig. 11. ‘Ibe blocks 
appear on the worktape of & in “shifted form” as shown in the second diagram 
of the figure. The complete simulation profile of & is illustrated in Fig. 12. lhas 
a four-track worktape. The last two tracks are used for the actual simulation of & 
while the first track is used as a temporary storage for the previous contents of the 
0 1 2 3 
$ 
Fig. 10. Simulation profile of S 
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s (15.14) (13.12) 11 
Fig. 11. Blocking scheme for the simulation of SM iUz by MSM Mt. 
fourth track. The second track is used fop recomputation, in a manner which we 
will describe later. Tracing a few steps of the simulation will be helpful. During 
sweep 1, Ml simulates I0 and 1’ by storing them in the last two tracks of the scanned 
cell. During sweep 2, l2 and l3 are simulated on the topmost row using 1’ (stored 
directly below this cell) to compute 12. When performing the second row sweep, 
simulates (2’, 3’) and (2’, 3l), these symbols being obtained according to the 
arrows shown in the figure. Note that after rewriting each cell, the previous contents 
of its fourth track are stored in the first track. At some point, however, M1 might 
need to recompute some symbol before it can continue the simulation. This situation 
is depicted in sweep 3 of the profile. Suppose & is scanning the cell indicated by 
the arrow. Before 4’ can be computed, 22 must first be known. 22 already appears 
on the cell directly above the scanned cell. However, the RWH cannot read this 
cell. Hence, & instead recomputes 22 by reading the circled symbols. M1 can then 
proceed with the simulation as before. A similar situation is illustrated in sweep 4 
of the profile. The details of the construction of AJ. are left to the reader. Cl 
We next establish the equivalence of unbounded IA’s and MSM’s. 
. For T(n)an, IA@, T(n))= 
Let Ml be the unbounded IA of Fig. 13. If we “unroll” the computation of 
each row of M1 in time and space, we obtain the two-dimensional rray of combina- 
tional circuits (henceforth called a trellis) shown in Fig. 14(a). We can modify this 
trellis to that shown in Fig. 14(b) by introducing intermediate nodes at each point 
where two diagonal ines intersect, and by removing the vertical ines. It is easy to 
0 trellises are equivalent (see, e.g., 11). The complete unrolled 
1 is then obtained by connecti trellises of the form shown 
in Fig. 14(b). This is illustrated in Fig. 15. (Actually, the lines connecting intermediate 
nodes of adjacent rellises are not necessary, but for uniformity we assume that they 
exist.) As a next step, introduce intermediate trellises between two adjacent rellises 
A2 can be converted 
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Tw~d~~ensional iterative arrays 
has time complexity 3S( n) - 2, then 
this section we analyse the properties and compare the computational power 
e iterative arrays described in Section 2. In particular, we show how to convert 
two-way co unication between processors to one-way communication with little 
or no increase in time or space (i.e., number of processors) 
speed-up theorem which is stronger than any previously 
(see, e.g. [30]). These results generalize those given in [l r one-dimensional 
start with the following theorem for converting two-way communication to 
one-way communication i terative arrays. 
For any integer c 2 1, 
T(n))cQIA(T(n),3T(n)-2); 
n,cn)sQIA(n,3n-2+cn). 
For (l), we only need to show that S From Figs. 4 
and 6(l), it is easy t 2 can directly simulate an 
at this cell (recall that the 
Two-~irne~ionQ~ iterative Q 
. 
2 . 
68 
0 
Fig. 26. Simulation by array As. 
88) - n)/k in [ll], where it was 
uages accepted by one-dimensional rrays 
n, n + log*n, etc.) but do not 
now show that similar strong 
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3( n + ( T(n) - n) J k). Informally, the idea is to simulate the first n sweeps of the 
machine faithfully, and thereafter simulate k sweeps in one sweep. 
me proofs of (2) and (3) are slightly more difficult. Observe th 
used to prove (1) does not directly apply since an S 
at the bottom row of each sweep. Thus, it does not know 
be read when it starts the sweep. ‘Thus, a diflEerent techn 
The proof of (2) is as follows; for illu 
sweep complexity T(n) and assume that has the computation profile shown in 
Fig. 28. An SM Mz simulating &fl in n + (T( n) - n)/2 sweeps can be constructed 
as follows. && groups the cells of M,‘s worktape according to t locfing scheme 
depicted in Fig. 29(a). The dotted lines indicate on what row of s work-tape the 
cells will appear. For instance, cells 1 and 2 will be simulated (as one composite 
cell) on the first row, cells 4 and 7, and 3 and 5 will be simulated on row 2, etc. 
Note that starting from the cell where & reads the first h (cell 10 in Fig. 29) four 
cells are grouped in one block (three cells if the block is the leftmost one). Figure 
29(b) ilkustrates the layout of the cells in successive sweeps of &. The numbers 
above each (composite) cell indicate the sweeps of being simulated at the cell. 
For example, in sweep 2 the numbers 3,4 above cell s that, during this sweep4 
& simulates on this cell the computation that on cells 1 and 2 during 
sweeps 3and 4. That is, & simulates ( 12, 13) and (2’, 22) (see Fig. 28). The complete 
simulation profile on M2 is shown in Fig. 30. For each triple (A, B, C), B and C 
represent the cell contents computed in Fig. 29(b), while A is used as a temporary 
storage for the previous value of C The arrows on the profile illustrate the ty&al 
operating pattern of M2 before and after reading the first L 
For an SMl (which characterizes an n-space bounded IA) even the technique 
used above does not seem to apply because in simulating k sweeps of an SMl by 
one sweep, we have to somehow know when the machine starts truncating its profile. 
Thus, a speed-up similar to an unbounded IA seems difficult to obtain. We can 
show however that SMl( T(n)) G SMl( n + T(n)/ k), thus proving (3). This is accom- 
plished as follows. The simulating SMl first reads the input during the first n sweeps, 
maintaining it in folded form as shown in Fig. 3 1. The symbols are stored in such 
a way that each cell contains two tracks, with each track holding at most k symbols. 
When the first A is read, the machine marks the scanned cell by “*” and starts 
simulating k sweeps of the original machine in one sweep. During all this time, the 
simulating machine continues folding the input so that k input symbols hifted into 
0 1 2 3 4 5 
s lo s 1’ s 1* s I3 s 1’ s 
3O 20 3’ 2’ $ 32 22 s 3’j B s 
so so 40 s 6’ 5’ 4’ 6’ 5* 4* S 
1dD 90 80 70 $ 10’ 9’ 8’ 7’ $ 
150 140 13@ YP 110 s 
Fig. 28. Computation profile of SM -44, (n = 3). 
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Fig. 29(b). Layout of cells on the worktape of SM M2. 
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the cell marked “*” at the start of each sweep. The length of the in 
to determine when the original machine starts truncating its profile 
after 2n sweeps). ct 
Although the speed-up for an n-space bounded fA is only from T(n) to n 
T(n)/ k, it is rather surprising that, for any d > 1, an In/ -space bounded IA can 
bespedupfrom T(n)ton+(T(n)-n)lkAsimilarstro speed-up can be shown 
for an [n/d]-space bounded OIA. 
. 
3.3. For any integetts d > 1 and k > I, 
(1) IA(jn/dj, T(n))rIA [n/d], n+T(nk)-‘). T(n)3 n; 
(2) OIA!ln/dJ, T!4kOIA [n/dJ,(n+2[nfdJ-2)+ 
T(n)-@ +2 [n/d] -2)\ 
k 1’ 
T(n)3 n+2[n/dj -2. 
f, We only prove (l), the proof of (2) is similar. As a direct generalization of 
the characterization for an n-space bounded IA, the machine characterizing an 
[n/d 1 -space bounded IA is an SMl which enters state d (the “truncate” state) after 
2(n/d) sweeps (see Fig. 6(l)). Let & and & be two such machines, and suppose 
that A41 has sweep complexity T(n). Mz can simulate M1 in n + (T(n) - n)/ k sweeps 
as follows. During the first 2(n/d) sweeps, M2 uses the left bottom-half of its 
worktape to hold the worktape contents of &. Each cell simulates a 2 x 2 subarray 
‘s worktape (see Fig. 32). Thus, after 2 [n/d1 sweeps, the first in/d] 
mns of &‘s worktape are empty. At this point, A42 still has to read 
n - 2 [n/d J input symbols. But since the machine reads the input only at the leftmost 
cell of the bottom row, it does not know whether the first h will be read when it 
starts the sweep. can, however, still count n - 2 [n/d J by using the first [n/d J 
empty rows (or columns) of its worktape to count this number. Now, n = 
d [n/d] +(n mod d). Hence, 
n-2lnldj =(d-2)[n/dJ+(nmodd). I 
can count (d - 2) [n/d 1. M2 simply initializes a marker on the rightmost 
$) of the top row and moves the marker one row down every d -2 
value of n mod d (the number of input symbols til 
ut n mod d is at least 0 and at most 
Two-dimensiond iterative artxays 35 
0 1 
(-,1°#11~ 
(0. - ,2O) * 
4 
( 3. A 33 
( El 53. P, 
(6? 62, 63) ( 8? 82, 8y) 
(9O. 95 92, (120,121,12?) 
(-,lo”,lol) (- 13O 13l) ( 
(-.-.lh (0, - ,%4’) (- : - :18’, 
- ,l?“,l?l) 
( - , - ,239 
3 
D 24, 
(3?JL 1 
.4 (PA 55 
(?O, 
), 
?5 72, 
(-.60,6’) ( - ,8’s a”, ( - ,II’,~) 
(-.- .9’, ( - e - ,12’) ( - , - ,16’) 
( 15r A 1’) 
( g, 3, 25 
( 43.44, 3) 
( 72, ?3, 71, 
(11h2.11~ 
(16°,16?162) 
( - ,22°,2a 
(- e - ,29O) 
( I? 18. 19, 
( 26, 27, 2*, 
( 63, 64, 65) ( d, 8, 8’) (l13,11?l15) 
( 02. 93. 94, (122,123,124, (162,t63@i$> 
(-.21°.211) ( - ,20°,201) ( - ,19°,191) ( - &b”,241) 
(-,-,28O> (-8 - a”> ( - ‘ - ,26O) ( - , - ,25O> ( - , - ,310) 
( 35 A 37, 
( s4. A PI 
( 43 45 471 
( 701 A 76) 
Fig. 30. Simulation profile of SM I&. 
computation i, I’M2 starts simulating k sweeps by one sweep ante i input symbols 
have been read. can verify which of these d computations i  the right one after 
(n mod d) + 1 sweeps (i.e., after reading the first k of the input). EI 
An interesting corollary to Theorem 3.3 is that 
reduced to less than n space while at the same ti 
0. &ma, lis 
I I 
b 
Fig. 32. (a) pe contents of . (b) Worktape contents as it appears on worktape of 
T(nk n+2[nldj -2. 
only prove (1). First, we show that an n-space bounde operating 
me can be simulated by an ce bounded IA the same 
rt (1) then follows result and Theorem 3.3(I). 
except he node at 
performs d simultaneous 
the node at the upper 
reover, the node at the 
origin (i.e., the acce 
value of this counter 
e correct number of nodes the 
can be simulated by an 
70 
Fig. 33. A CA. 
Fig. 34. An WA. 
except hat the input string ala2.. . a, is applied in parallel to the first n consecutive 
nodes on the bottom row of the array. The input terminals of all other nodes get 
h’s. The symbols a,, a2,. . . , a, only appear as inputs at time 0; after time 0 the 
nodes receiving ai’s get h‘s at their input terminals. The one-way version of a CA 
ions for n-space bounded cellular arrays; charac- 
terizations for other types of arrays can be found in [lo]. The machines characterizing 
n-space bounded cellular arrays are defined in Fig. 35. The following theorem states 
the equivalence betws;en the cellular arrays and the corresponding sequential 
machines. 
5 which gets the in 
e speed-up, space-reduction, and si lation results for iterative arrays also 
d to cellular arrays. For example, e following speed-up theorem can be 
shown to hald for CA% and MA’s, using a technique similar to the proof of 
Theorem 3.2. 
. For any integer k > 1, 
(1) CA(n, T(n))sCA( n, n+F), T(n)w; 
(2) OCA(n, T(n))sOCA n,(2n-l)+~T(n)-~n-1)), T(n) a 2n - 1. 
Theorem 4.2 can be used to establish improved simulation results between cellular 
arrays and cell&r rings, which are shown in Cellular rings are similar to 
cellular arrays, except hat additional lines co e top and bottom rows, and 
the leftmost and rightmost columns, of the array. o-way and one-way cellular 
rings are denoted CR and OCR respectively. 
Clearly, CA(n, T(n)) s CR(n, T(n)). In [S] ie was shown that CR(n, T(n)) E 
CA( a, 2 T(n)). Using Theorem 4.2(l), this result can be improved. 
Corollary 43 For any integer k > 1, CR( n, T(n)) E CA( n, n + T( n)/k). 
From Corollary 4.3, we have the following result. 
Corollary 4.4. For any inte;, carkN,CR(n,T(n))cCR(n,n+T(n)/k). 
In [S] it was shown that OC n, T(n)) c CA( n, 2 T( n )). From the speed-up 
theorem for a CA we obtain a faster simulation. 
Corollary 4.5. For any integer k > 1, OCR( n, T(n)) G CA(n, n + T(n)/ k). 
Also, in [S] it was shown that CA( n, T(n)) c_ OCR( n, 2 T(n)). Again, using the 
speed-up result, th s can be improved. 
.6. For any integer k > 1, CA( n, T(n)) C_ OC (n, 2n + T(n)lk). 
From Corollaries .5 and 4.6, we have the next corollary. 
For any integer k> 1, OCR(n, T(n))rOC bQn+(T(n)+n)/kb 
The characterizations can also be used to prove some closure properties of cellular 
OWN i 
. 
. 
Tivo-dimensional iferafiw arrays 
82 O.H. Ibarra, MA Pkalis 
8 
Fig. 36. AIR n-space bounded (a) CR, (br OCR. 
we can show that the class of languages accepted by arrays in OCA(n, 2n - 1) is 
closed under reversal and concatenation with regular sets. 
The “reverse” of an n-space bounded OCA is shown in Fig. 37, which is obtained 
by reversing the direction of the horizontal arrows and moving the accepting node 
to the upper left corner of the array. Call this new array OCAR. Since there is no 
symmetry with respect to the input string, it is rather surprising that OCA( n, 2n - 1) = 
OCAR(n, 2n - 1). That is, the class of languages accepted by arrays in OCA( n, 2n - 1) 
is dosed under reversal. Note that iterative arrays are not closed under reversal 141. 
eorem4.8. OCA(n,2n-l)=OCA”(n,2n-1). 
f. From Theorem 4.1(2), OCA( n, 2n - 1) = SMSR( n). Clearly, OCAR( n, 2n - 
1) = SMS( n ). Hence, we need only show that SMSR( n) = SMS( n). Let the computa- 
tion profile of an SMSR MI wit” -=--*a II 3 wbbp complexi*v n be as shown in Fig. 38(a), 
where we also extend the profile of each sweep so that it is n by n. An SMS Al2 
Fig.37. n-space bounded OCAR. 
Two-dimensional iterative arrays 33 
simulating M1 can be constructed as follows. Fold the profile of along the dotted 
lines and group overlapping cells in one cell. The resulting folded profile is depicted 
in Fig. 38(b), where we have labeled the columns as shown. A& simulates this folded 
profile by simulating column Cj on the ith column (from the left) of its jth sweep 
(see Fig. 39). Cl 
We do not know whether the class of languages accepted by arrays in OCA( n, 2n - 
1) is closed under concatenation. However, we can show that it is closed under 
concatenation with regular sets. This is rather surprising because arrays with serial 
input, e.g. IA’s, are not closed under right concatenation with regular sets 141. To 
simplify the proof, we introduce a modified version of an SM5 (MSMS) which can 
write on the leftmost cell (i.e., on the $) of each row. More precisely, the leftmost 
cell of each row will be of the farm [$, 21, where 2 is a worktape symbol other than 
$. Initially, all such cells are set to [$, h]. The accepting mode of the MSMS is also 
modified such that it accepts the input whenever it writes an accepting symbol on 
the leftmost cell of the bottom row. The following lemma proves that SMSs and 
MSMSs are equivalent. 
Lemma 4.9. MSMS( T(n)) = SM5( T(n)). 
Proof. SM5( T(n)) G MSMS( T(n)) is obvious. For the converse, let & be an MSMS. 
We can construct an SM5 A& simulating AJ1 as follows. Each cell of M2 (except 
the $‘s) is divided into two subcells. On the right subcells of each cell, A& simulates 
JU1 directly. The left subcells are used to simulate the action of M1 when it scans 
the leftmost cell of the row. This is accomplished as follows. M2 assumes that the 
cell currently scanned is the cell just before $ and writes on the left subcell the 
symbol [$, Z] which AJ1 would have written on its leftmost cell. enters an 
accepting state when an accepting symbol is written on the left subcell of the cell 
on the bottom row just before $. Cl 
Theorem 4.10. The class of languages accepted by arrays in OCA( n, 2n - 1) is closed 
under conmtenation with regular sets (to the left or to the right). 
Proof. By Theorem 4.8, we need only prove the case when the concatenation is to 
the right. Let L be a language accepted by an SM5 A& and R be a language accepted 
by a deterministic finite automaton &. Let s be the cardinality of the state set of 
A& and let p. be its start state. We construct an MSMS accepting LR as follows. 
The leftmost cells of & are each subdivided into s + 1 subcells, one for each state 
and one for $. On a given input, directly. If, during the 
ion, MI enters an acsepting state on 1 of the bottom row, 
starts simulating beginning at state po. e next state of 
marking the subcell of ftmost cell associated with this s 
sweeps, the simulation o ontinues for all ma 
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