We also present NC algorithms with improved approximation guarantees for some NP-hard special cases.
Introduction
Job-shop scheduling is a classical NP-hard minimisation problem [7] . W e improve the approximation guarantees for this problem and for some of its important special cases, both in the sequential and parallel algorithmic [15] . In job-shop scheduling, we have n jobs and m machines.
A job consists of a sequence of operations, each of which is to be processed on a specific machine for a specified integral amount of time; a job can have more than one operation on a given machine. The operations of a job must be processed in the given sequence, and a machine can process at most one operation at any given time. The problem is to schedule the jobs so that the makespan, the time when all jobs have been completed, is minim&d.
An important special case of this problem is preemptive scheduling, wherein machines can suspend work on operations, switch to other operations, and later resume the suspended operations (if this is not allowed, we have the non-preemptive scenario, which we take as the default);
in such a case, all operation lengths may be taken to be one. Even this special case with n = m = 3 is NP-hard, as long as the input is encoded concisely [ll, 161. We present further improved approximation factors for preemptive scheduling and related special cases of job-shop scheduling.
Formally, a job-shop scheduling instance consists of Jobs J1, J2,. . ., J ,,, machines Ml, M2, . . . , M,,,, and for each job Jj, a sequence of pj operations (M.,lt till), (Mj,2, tj,z)r ---7 (Mjypj,tjy/,j)* Each or=-ation is a (machine, processing time) pair: each Mj,k represents some machine Mi, and the pair (Mj,i,tj,i) signifies that the corresponding operation of job Jj must be processed on machine Mj,i for an uninterrupted integral amount of time of tj,i. The problem that we focus on throughout is to come up with a schedule that has a small makespan, for general job-shop scheduling and for some of its important special cases.
1.1 Earlier work.
As described earlier, even very restricted special cases of job-shop scheduling are NPhard. Furthermore, the problem seems quite intractable in practice, even for relatively small instances. Call a job-shop instance acyclic if no job has more than one operation that needs to run on any given machine. A single instance of acyclic job-shop scheduling consisting of 10 jobs, 10 machines and 100 operations resisted attempts at exact solution for 22 years, until its resolution if there is a papproximation algorithm for job-shop log(w) scheduling with p < 5/4, then P = NP [17] . ' = log log( mp) ' 1 log(min{w, hd) log log(w) 1 There are two simple lower bounds on the makespan of any feasible schedule: P,,, the maximum total If we replace m by n in this bound, then such a processing time needed for any job, and HI,,,, the schedule can also be computed in NC; maximum total amount of time for which any machine has to process operations. For the NP-hard special case showing that a schedule of makespan O(P,,,,, + II,,,) a.lways exists! Such a schedule can also be computed (c) NC algorithm, with in polynomial time [9] . However, if we drop any one of t,he two above assumptions (unit operation lengths and P log m acyclicity), it is not known whether such a good bound = log log m -log(min{w, pm&).
holds. Thus, part (a) improves on the previous approximation bound by a doubly logarithmic factor. The impact of parts (b) and (c) is best seen for preemptive scheduling, wherein p,,, = 1, and for the related situations where p,,, is "small". Our motivations for focusing on these cases are twofold. First, preemptability is known to be a powerful primitive in various scheduling models, see, e.g., [3] . Second, the above result of [8] shows that preemptability is powerful for acyclic job-shops. It is a major open question whether there is a schedule of makespan 0( P,,, + II,,, ) for general job-shop scheduling and if so, in what cases it can be found efficiently. In view of the above result of [S], one way to attack this question is to study (algorithmically) the problem parametrised by p,,,, focusing on the case of "small" p,,,.
Recall that even the case of n = m = 3 with Pmax = 1 is NP-hard.
Parts (b) and (c) above show that, as long as the number of machines is small or fixed, we get very good approximations.
(It is trivial to get an approximation factor of m: our approximation ratio is O(log m/log log m) if pmax is fixed.) Note that for the case in which p,,, is small, part (c) is both a derandomisation and an improvement of the previous-best parallel algorithm for job-shop scheduling (see Proposition 1.1).
What about upper bounds for general job-shop scheduling? It is not hard to see that a simple greedy algorithm, which always schedules available operations on machines, delivers a schedule of makespan at most P max *II max; one would however like to aim for much better. Let p = maxj pi denote the maximum number of operations per job, and let p,,, be the maximum processing time of any operation.
By invoking ideas from [8, 13, 141 and by introducing some new techniques, good approximation algorithms were developed in [15] . Their deterministic approximation bounds were slightly improved in [12] to yield the following proposition. To a.void problems with small positive numbers, henceforth let log 2 and log log 2 denote log,(z+2) and log:, loga(z+ 4) respectively, for 2 2 0. PROPOSITION 1.1. ( [15, 121) There is a deterministic polyn.omial-time algorithm that delivers a schedule of makespan O((Pmax + Lax) * log(w) log log(w) * hdmin{w, pmax}))
for general job-shop scheduling. If we replace m by n in th.is bound, then such a schedule can also be computed in RNC.
We further explore the issue of when good approximations are possible, once again with a view to generalise the above key result of [8] ; this is done by the somewhat-technical Theorem 1.2. We take high probability to mean a probability of 1 -6, where E is a fixed positive constant as small as we please. This can be amplified by repetition to give any c which tends to zero polynomially in the size of the problem instance. Most of our results rely on probabilistic ideas: in pa.rt,icula.r, we exploit a "random delays" technique due t.o [$I. Theorem 1.1(a) is obtained by a better combinat,orial solution to a packing problem considered iu [15] , and parts (b) and (c) of Theorem 1.1 follow from a. ca.reful look at the approximation obtained by introducing random delays. We de-randomise the sequential formulations using a technique of [l] and t.hen pa.ra.llelise. A simple but crucial ingredient of Theorem 1.1 is a new way to structure the operations of jobs in an initial (infeasible) schedule; we call this wellstrcrcturedness, and present it in Section 2. Theorem 1.2 comes about by introducing random delays and by using the Lowisz Local Lemma [5] , which is also done in [8] ;
our improvements arise from a study of the correlations involved a.nd by using Theorem 1.1(a).
We have presented an improved approximation a.lgorithm for general job-shop scheduling (Theorem 1.1(a)), and have shown further improvements for cert,a.in NP-hard special cases. In particular, parts (b) and (c) of Theorem 1.1 show the power of preemptability (or of small operation lengths) when m << p. Theorem 1.2 generalises the result, in [8] showing the existence of an O(P,,,, + II,,,) makespan schedule. Its part (a) quantitatively shows, for instance, the advantages of having multiple copies of each machine; in such a case, we can try to spread out the operations of a job somewhat equitably to the various copies. Part (b) of Theorem 1.2 shows that if we have some (limited) flexibility in rearranging the operation sequence of a job, then it pays to spread out multiple usages of the same machine. The rest of this paper is organised as follows. Section 2 sets up some preliminary notions, Section 3 presents the proof of Theorem 1.1, and Theorem 1.2 is proved in Section 4.
Preliminaries
For any non-negative integer k, we let [k] denote the set {1,2,..., k}. The base of the natural logarithm is denoted by e as usual and, for convenience, we may use ezp(z) to denote eZ.
As in [15] , we assume throughout that all operation kengths are powers of two. This can be achieved by multiplying each operation length by at most two. This assumption on operation lengths will only affect our approximation factor and running time by a constant factor. Thus, P,,,, IImax and p,,, should be replaced by SOme PA,, 5 2pmax, flkax I 2Lax, and ph, I 2p,,, respectively, in the sequel. We have avoided using such new notation, to retain simplicity. 
The proof is completed by taking expectations on both sides of (l) , and noting that f(b) 2 f(u). term in the makespan of the ables fxy";"tT j E fn]] are mutually independent, for schedule produced. The reduction (i) also works in any given'i'and t. We record all this as follows.
NC. Thus, for our sequential algorithms we assume that FACT 2.3. If B 1 II,,, and S is a random B-delayed 71 I PO~Y(~,P) and that pm,, I PO~Y(~,P); while for schedule then for any machine Mi and any time t, our NC algorithms we assume only that p,,, 5 np.
C(M,t) = cj Xi,j,t, where the O-l random van'ables iXi,j,t I j E LnII are mutually independent. Also, Well-structuredness.
Recall that all operaindependent random variables with X f Ci Xi. Th tion lengths are assumed to be powers of two. We say
that a delayed schedule S is well-structured if for each k, all operations with length 2k begin in S at a time instant Proof. By Lemma 2.1 and the convexity of f(z) = that is an integral multiple of 2k. We shall use the fol- A random Balgorithms in Section 3.3. Throughout, we shall assume delayed schedule is a B-delayed schedule in which the upper bounds on n and p,,,,, (i.e., pmax 5 np, n 5 delays have been chosen independently and uniformly at poly(m, p) and pmax 5 poly(m, p)) as described earlier; ra.ndom from (0, 1, . . . , B -1). Our algorithms schedule this explains terms such as log(min{mp,p,,}) in the b a job-shop instance by choosing a random B-delayed ounds of Theorem 1.1. Given a delayed schedule S, schedule for some suitable B, and then expanding this define C(t) 2 maxi C(Mi, t).
schedule to resolve conflicts between operations that use LEMMA 3.1. There is a randoma'sed polynomial-time althe same machine at the same time.
gorithm that takes a job-shop instance and produces a well-structured delayed schedule which has a makespan Since the function x I+ rx is convex, by Jensen's L 5 q~inax + Lax ). With high probability, this sched-inequality we get that E[yC (l) where cu = cl log(mp)/ log log(mp) and /3 = c2 log m/ log log m, for sufficiently large constants Cl,C2 > 0.
Proof. Let B = 2II,,, and let S be a padded random B-delayed schedule of the fiew instance.
S has a ma.kespan of at most 2(Pmax + II,,,).
Let S' be t,he well-structured random B-delayed schedule for the original instance that can be constructed from S, as described in Section 2. The contention on any machine a.t a.ny time under S' is clearly no more than under S. Thus S' satisfies (a) and (b) with high probability since, by the following, S does. Part (a). The following proof is based on that of [15] . Fix a,ny positive integer Ic, and any Mi. For any set U = {w, 212, * . . , uk} of k units of processing that need to be clone on Mi, let Collide(U) be the event that all these k units get scheduled at the same unit of time on 44i. It is not hard to see that even conditioning on ~1 getting scheduled on n/ri at any given time to, the conditional probability of Collide(U) is at most (1/(211,aX))k-1; t,hus, Pr(Collide(U)) 5 (l/(2&,,,,))"-'.
Since there are at most ("",-ax) ways of choosing U, we get Pr(3t : C(Mi,t) 2 k) 5 211
i.e., Pr(3t : C(Mi,t) 2 k) 5 B&&k!. Thus,
But JLKCC < njlpmax, -which by our assumptions is poly( na, cl) (recall that the reductions of Section 2 ensure t,ha.t 12 and p,,, are both at most poly(m, cl)). Since r&l ! > (m~)"/~ for sufficiently large m or p, we GUI satisfy (a) with high probability if we choose cl sufficiently large. Part (b). Let y = ,&/a, where c is the desired constant in the probability bound. Let the constant c2 in the definition of p be sufficiently large so that y > 1. Fix a,ny Mi and t, and let A = E[C(Mi, t)].
(By Fact 2.3, X < 1.) By Fact 2.1, with 1+ 6 = y, 
have WC, C(t) > P(Pmax + K,,,)) I 27/P = c.
3.1 Proof of Theorem 1.1(b). Assume S is a delayed schedule satisfying the conditions of Lemma 3.1 with makespan L = O(P,, + II,,,). We begin by partitioning the schedule into frames, i.e., time intervals {[ip,,,, (it-l)pm,,), i = 0, 1, . . ., [L/P,,~] -1). By the definition of p,, and the fact that S is well-structured, no operation straddles a frame. We construct a feasible schedule for the operations performed under schedule S for each frame. Concatenating these schedules yields a feasible schedule for the original problem. We give the frame-scheduling algorithm where, without loss of generality, we assume that its input is the first frame.
Let T be a rooted complete binary tree with hax leaves labelled, from left to right, 0, 1, . . . , p,,, -1. Let u be a node in T and let I(U) and r(u) be the labels, respectively, of the leftmost and rightmost leaves of the subtree rooted at u. We shall associate the operations scheduled during the frame with the nodes of T in a natural way. 
3.2
Proof of Theorem 1.1(a). We give a slightly different frame-scheduling algorithm and show that the feasible schedule for each frame has makespan O(Pmx Q flog(p,,x)/loga]).
(The parameter Q is from Lemma 3.1, and is assumed to be a power of two without loss of generality.) Thus, under the assumption that p,,, < poly(m,p), the final schedule satisfies the bounds of Theorem 1.1(a).
The difficulty with the algorithm given in Section 3.1 is that the operations may be badly distributed t,o the nodes of T by S so that S' is inefficient. To clarify, consider the following situation. Suppose that u has left child V, p(u) is determined by Si (u), and p(v) is determined by Sj(v). The troubling case is when i # j. If, for instance, Sj(u) = 4 and Z&(V) = 4, then Mi and IVI~ will have idle periods of p(v) and P(U), respectively. We can reduce the idle time by pushing some of the operations in S(U) down to V.
We give a push-down algorithm that associates operations S:(u) for machine i with node U. We begin by partitioning T into subtrees. Mark a node '1~ if it is at height 0 mod logo in T. Eliminating the edges between a marked node and its children partitions T into a collection of subtrees, each of height log cy, except possibly the one rooted at the root of T, which may have height less than logo. The push-down algorithm will redistribute operations within each of these subtrees independently, as follows.
Let T' be one of the subtrees of the partition. Initially each S:(U) is empty for all u E T'. Let v be a node in T'. Assume v has height k in T' and that 1 lSi (w) 11 = 2l, padding with dummy operations if necessary.
If k > !J, the algorithm distributes one operation of Si(v) to each S:(w), where w is a descendant of v at a distance f! below v. Otherwise it distributes 2l-' to S:(w), for each w that is a leaf in T' and a descendant of v. The algorithm repeats the procedure for each i = 1, . . . , m and for each v in T'.
We now view T once again as one complete binary tree. For each node u of T, let p(u) and f(u) be defined as before but relative to S:(U), i = 1,. . ., m. Run the scheduling algorithm described above to produce a schedule S'. s Clko=g;-r 2j+k+r 5 2j+lo. Thus, if node w is at height r + j in T and is in the layer of the partition containing T', then p(w) 5 2j+'cr; also, there are pm&2 +j nodes at this height in T. The sum of these p(w)% is thus at most ~cuP,,~/~~. Each layer therefore contributes at most 4crpmax, and there are [(logp,,,)/(log o)l layers. Thus ~,,ET p(v) satisfies the bound of the lemma.
3.3
Derandomisation and parallelisation. Note that all portions of our algorithm are deterministic (and can be implemented in NC), except for the setting of the initial random delays, which we show how to derandomise now. The sequential derandomisation (which we omit in this version) is a simple application of the method of conditional probabilities to the probabilistic argument of Lemma 3.1. In any case, it will follow from the NC algorithm that we now present. As said before, we assume without loss of generality that pmax is at most poly(m, p) and at most poly(n, p), for our sequential and parallel algorithms respectively. We begin with a technical lemma.
LEMMA 3.4 . Let 21, x2,. . . , XL be non-negative integers such that xi xi = !a, for some a > 1. Let k 5 a be any positive integer. Then, Cf=, ("k;) 1 f! -(f) .
Proof. For real z, we define, as usual, (i) -(Z(Z -1) . . . (z -Ic + l))/lc!. We first verify that the function f(a:) = (z) is non-decreasing and convex for 2 > lc, by a. simple check that the first and second derivatives off are non-negative for c > k. Think of minimising xi (",) subject to the given constraints. If zi 2 (A-1) for some i, t(hen there should be an index j such zcj > (k+l), since Ci xi > ek. Th us, we can lessen the objective function by simultaneously setting zi := zi + 1 and xj := xj -1. Hence we may now assume that all the integers xi are r7.t lea.st I;. Now, by the convexity off for x > k, we see t,ha.t t,he objective function is at least ~~zl c).
bounded in the length of the input, as required for the parameter k in Proposition 3.1. Let the random variables Xi,j,l be as in Fact 2.3. From the proof of part (a) of Lemma 3.1, we see that '& G(l, CY -1) is smaller than 1; thus, by Proposition 3.1, we can find a setting w' for the initial delays in NC such that
Define, for z = (zr,z2, . . ., z,) E sn, a family of symmetric polynomials Sj(%), j = 0, 1,. . ., 12, where Se(z) G 1, and for 1 5 j 5 n, Sj(z) I C,<i,<i2...<ij<n Zil% --* zij. We now recall one of the main results of [l] (this is not explicitly presented in [l] , ht, is an obvious corollary of the results of Section 4 in PI). Now, if the congestion of some machine Mi at some t were at least Q due to the above setting of the initial delays to w', then the left-hand-side of (3) would be at least 1, contradicting (3). Thus, we have an NC derandomisation of Theorem 1.1 (a). As for Theorem 1.1(b), we can similarly find an NC assignment of initial delays lu' such that We just show the existence of the schedules guaranteed by Theorem 1.2; constructivisation is very similar to the approach of [9] an is omitted here. For Theorem 1.2(a), d we take S to be a padded random 2(P,,, + III,,)-delayed schedule. We let S' be a well-structured random q~In,x + Lax )-delayed schedule that is derived from S, as described in Section 2. The makespan of S' will be some L 5 4P,,, + 2II,,,.
For some L that is a multiple of p,,,, we partition S' into [L/q contiguous frames Fi, F2,. . . of length 1 each. Finally we reschedule the operations within each frame to yield a feasible schedule for that frame and then concatenate the schedules. Since S' is well-structured and since e is a multiple of p,,,, no operation will straddle frames. For Theorem 1.2(b), we take S to be a random II,,,-In our setting, the random variables yi are the init,iad random choices of the machines. It is easy to verify tha.t each random variable C(Mi, t) is of the form of some Vi in the notation of Proposition 3.1. Now, by giving the initial random delays in the range {O,l,. . .,m-m } instead of from (0, 1, . . ., 2111,,, -l}, we can ensure the condition E[Uj] < 1 of Proposition 3.1 (S[C( Ali, t)] 5 2II,,,/(2II,,,+l) now). Let (Y and /3 be as in Lemma 3.1, and note that both are logarithmically delayed schedule, and partition S into frames of length w each (recall that the job-shop instance is assumed to be w-separated here). The contention of machine Mi in frame Fk, denoted Ci,k, is the total processing time needed for the machine by the operations scheduled within the frame. If the contention within a frame is sufficiently small for each ma.chine, we give a probabilistic proof that bounds the makespan of a feasible schedule for the frame; we.use t,he Lov&z Local Lemma to show that for some choice of random delays for the frame (i.e., taking the operations "dependency" among the set of events {Ei : i E [ml}, in the sense of Lemma 4.1, is at most 2II,,,(2P,, - c' log( Pmax + JLax )/ log log(Pnlax + Lax> * Proof. As in the proof of Lemma 3.1, it will suffice for us to prove the bounds for the padded schedule S; these will immediately extend to the well-structured schedule S'.
Assign the delays randomly and let Ei,t be the event Proof. As in the proof of Lemma 4.2, it is enough to prove the bound for the padded schedule. Let X(i, j, k) be the random variable denoting the total amount of processing time of job Jj on machine M; in time frame Fk. Let Zi,j denote the total amount of processing that Jj needs on II&, in the given job-shop instance. Then and Ei be the event that for some t, Ed,t occurs. also, As in the proof of Theorem 1.1(a), we can show tl1a.t the probability of Ei is at most 1/(4eP,,II,,,) Choosing y = ln(I+6)/u > 0, we get the claimed bound on p( i, k, e( 1 + 6)).
From now on, let c be a suitably large positive roustant.
We give a recursive scheme to prove the existential version of Theorem 1.2(a). Recursively make each frame feasible, independently, and concatenate the resulting schedules to produce a feasible schedule for the original problem.
Finally we analyse the makespan of the final schedule. Let F be a frame constructed at some point in the procedure and let a be the "Pm,, + II,,," value of the job-shop instance associated with F. If F is partitioned in a recursive call and F' is a subframe of F with "Pm,, + &ax" value a', then a' 5 4c2(log3 a)(1 + l/m and so log(a') 5 3 log a + CO, where co is aconstant depending on c. Define a sequence al, a~, . . ., where al = log(P,,,, + II,,,), and ui+r = 3 logai + co. Let r be the first index such that u > clog a,. Then the final schedule has makespan 0 (P,, + ILrmJ -logu * ( We first need an intuitive lemma that follows from [12] . We now prove Theorem 1.2(b). Suppose that we have a w-separated job-shop scheduling instance with ljrnax = 1. Consider partitioning the random II,,,-delayed schedule S into frames of length w. Fix a machine Ma and a frame Fk. For each operation 0 that needs to be done on machine Mi, introduce an indicator variable X0 for the event that this operations is scheduled in Fk on n/r,. Thus, the contention for h& in Fk is CQ = co X0. Note that E[Ci,k] 5 w. If 0 and 0' are from the same job then the probability that they are both scheduled on 1Mi in Fk is zero, due to our given assumption on w. Furthermore, operations from different jobs are independent. Thus, the variables X0 a,re negatively correlated in the sense of Lemma 4.5; hence Pr(Ca,k > w(1 + 6)) 5 G(w,6), for any S > 0. Note that, for a suitably large con&ant c", we can choose (i) 6 = c" if w 2 log(P,,, + II,,,)/2, and (ii) f5 = c" l%(~Inalc -k &nax>/(w log(h3(Enax + &n,>/w)> if w < log(P,,, + I&J/2, to ensure that G(w,S) 5 (W2Pm,, + Lax )PmaxIImax)-'.
Thus, by Lemma 4.3, there is a setting of the delays so that each frame has a maximum machine contention of at most w(1 + 6). Choose such a setting, and focus on any frame. Note that every job can have at most one operation on any machine in this frame, and that all operations are of length one.
Thus, by invoking the main result of [8] , each frame can be made feasible with makespan O(cu + PD( 1 + 6)) = O(w(1 + 6)). We finally concatenate all the feasible schedules, concluding the proof.
