ABSTRACT: Dynamic simulation models can increase research efficiency and improve risk management of agriculture. Crop models are still little used for sugarcane (Saccharum spp.) because the lack of understanding of their capabilities and limitations, lack of experience in calibrating them, difficulties in evaluating and using models, and a general lack of model credibility. This paper describes the biophysics and shows a statistical evaluation of a simple sugarcane processbased model coupled with a routine for model calibration. Classical crop model approaches were used as a framework for this model, and fitted algorithms for simulating sucrose accumulation and leaf development driven by a source-sink approach were proposed. The model was evaluated using data from five growing seasons at four locations in Brazil, where crops received adequate nutrients and good weed control. Thirteen of the 27 parameters were optimized using a Generalized Likelihood Uncertainty Estimation algorithm using the leave-one-out cross-validation technique. Model predictions were evaluated using measured data of leaf area index, stalk and aerial dry mass, and sucrose content, using bias, root mean squared error, modeling efficiency, correlation coefficient and agreement index. The model well simulated the sugarcane crop in Southern Brazil, using the parameterization reported here. Predictions were best for stalk dry mass, followed by leaf area index and then sucrose content in stalk fresh mass.
Introduction
Dynamic simulation models can increase research efficiency by allowing the analyst to search for strategies and analyze system performance, improve risk management, and interpret field experiments that deal with crop responses to soil, management, genetic or environmental factors (Keating et al., 1999) .
Sugarcane (Saccharum spp.) is of major social and economic importance in Brazil. Worldwide, there have been several models developed specifically for sugarcane crop simulation (Pereira and Machado, 1986; Jones et al., 1989; Langellier and Martine, 2007; Keating et al., 1999; Thorburn et al., 2005; Inman-Bamber, 1991; Singels et al., 2008) .
Some of the physiological development and growth parameters that appear in the functions vary among sugarcane cultivars, meaning that they have to be estimated from data in order to predict growth and yield. Some of the parameters cannot be measured directly in typical experiments; instead, they have to be estimated based on data that are measured in experiments. Recent literature contains relatively little work on parameter estimation for crop models (Ahuja and Ma, 2011; Makowski et al., 2006) . Makowski et al. (2006) point out the importance of raising the quality of calibration in crop models with automatic procedures for parameter adjustment. This would help ensure that the data are always used appropriately and in the same way for parameter estimation (Wallach et al., 2001 ), but such procedures are not available for direct use with existing sugarcane models.
A new sugarcane model was developed that builds on well-tested relationships used in existing models, adding new features (such as for photosynthesis, leaf development driven by a source-sink approach, and sucrose accumulation algorithms) based on recent literature and experiments. This new model also incorporates an objective calibration procedure based on Generalized Likelihood Uncertainty Estimator (GLUE) to ensure consistent and reliable adaptation of the model for applications in Brazil. The purpose of this paper is to describe the functional basis of this simple model and to evaluate it for an important Brazilian cultivar studied in a latitudinal range in Southern Brazil, with a diverse range of planting dates, soils and water availability.
Materials and Methods

Model Description
The model simulates sugarcane growth and development using process-based algorithms including phenology, canopy development, tillering, biomass accumulation and partitioning, root growth, and water stress. State variables (Table 1) are updated using Euler integration with a one-day time step. The model is designed to simulate the entire plant, stalk and root biomass, sucrose concentration, plant phenology and other variables. It requires soil parameters that regulate the soil water balance (field capacity, wilting point, water saturation, and soil depth), daily weather variables (solar radiation, maximum and minimum temperatures, precipitation), and irrigation.
The model engine and modules are coded in FOR-TRAN 90 because it continues to be the predominant programming language of simulation modeling in agri-1). The values given by Eq. 1 compare well with Irvine (1975) and Silva et al. (2005) . Although SLA may vary with cultivar and in response to other variables, we assumed a constant relationship (Eq. 1) between SLA and leaf number because of the lack of sufficient evidence on how other factors affect SLA. A desired further improvement on this issue would be to specify a maximum cultivar-specific SLA instead of the following distribution of SLA vs. LN, since more data are available for cultivars.
(1)
The model computes gross photosynthesis and respiration as used by CROPGRO (Boote et al., 1998) (Eq. 2, 3, and 4) . This method was modified from the original version of the CASUPRO model (Villegas et al., 2005; Royce, 2010) in order to better simulate the photosynthetic rate response to [CO 2 ] increase for a C4 species. The method uses the daily solar radiation absorbed by the leaf area of the cane to compute a daily rate of CH 2 O production. Radiation interception is calculated through Beer's law. PG = PTSMAX * LI * AGEF * PRATIO * SWSP (2)
where PG is the daily rate of carbohydrate production (g m -2 d -1 ) [ground area basis]; AGEF is the age factor reducing the elongation as a plant becomes older (Eq. 5), representing the late decrease in stem elongation rate related to the lower specific leaf N content, which likely depresses the photosynthetic potential (Allison et al., 2007; Inman-Bamber et al., 2008) ; LI is the proportion of radiation interception able to be captured by the canopy, as a function of LAI and the extinction coefficient (EXTCOEF); PRATIO is the relative effect ); SWSP is the effect of soil-water stress on photosynthesis (below described in Eq. 18), with SWSP = 1 meaning no stress, and SWSP = 0 meaning maximum stress. CCMAX and CCEFF are described in Table 2 .
where DIAC are the accumulated degree-days along the cycle, and CHUSTK is described in Table 2 .
The daily respiration rate was computed with the approach developed by McCree (1974) using fitted coefficients for grain sorghum in Eq. 6.
where RESP is the daily respiration (g m -2 d Stalk elongation is a function of thermal time in an hourly time-step (Eq. 8) and the age factor (AGEF, Eq. 5) following Inman-Bamber et al. (2008):
where dPER is the plant elongation rate (mm h -1 ), and THour is the hourly temperature ( o C). The hourly temperature was calculated using the synthetic temperature distribution proposed by Parton and Logan (1981) . PERCOEF is the fraction of plant elongation due to stalk elongation (Table 2) ; and SWSG is the soil water stress factor for vegetative growth as shown in Eq. 19.
Partitioning for leaves, stalk and roots are described below and in equations 9 and 10. When the leaf growth partitioning factor (LGPF) is larger than the maximum LGPF (MAXLGPF), the difference (LGPF-MAXLGPF) is added to the stalk growth partitioning factor (SGPF). Stalk and root partitioning (RGPF) is regulated by the sink capacity for stalk structural growth. For DIAC < CHUEM it was assumed RGPF = 1, SGPF = 0.0, and LGPF = 0. For CHUEM<DIAC<CHUSTK, it was assumed SGPF = 0.0, RGPF was calculated with Eq. 9 and LDPF as the complementary value. Finally, when DIAC>CHUSTK, the model first allocates the carbohydrate to the roots with Eq. (9) (never less than MINRG-PF), assumes LGPF=MAXLGPF, and then calculates the amount derived for stalks using Eq. (10). In the cases SGPF+RGPF+LGPF>1, a restriction is imposed on the SGPF to match the unit.
(9) (10) where LGPF is the leaf growth partitioning factor, RGPF is the root growth partitioning factor, and SGPF is the stalk growth partitioning factor. MAXLGPF, MINRGPF and CHUSTK are described in Table 2 .
Differently from other sugarcane models, sucrose accumulation is calculated in an internode basis. The partitioning of stalk dry mass between stalk structure and sucrose is regulated by sink capacity, the thermal age of the internode, and characteristics of the cultivar. Sucrose partitioning is considered the fourth priority after leaves, roots and stalk fiber. The framework describing the sucrose accumulation was based on Uys et al. (2007) and empirically derived from the data of van Dillewijn (1952) . The approach relies on the concept that exceeding photosynthates are driven to sucrose; despite the simplification embedded in this approach (Alexander, 1973) , it is still a useful tool to account for sucrose accumulation.
Partitioning factors for sucrose (SUCPF, Eq. 11) and fiber (FIBPF, Eq. 12) and updated daily for each internode (IN). The effect of temperature on sucrose accumulation is indirectly accounted for by the leaf, root and stalk growth rate responses to temperature because low temperatures reduce growth rate before photosynthesis, making more photosynthates available for sucrose accumulation. In addition, water deficit is indirectly accounted for by its differential effect on expansive growth and photosynthesis. Expansive growth is reduced faster than photosynthesis, accelerating the process of sucrose accumulation under conditions of middle water deficits and lower temperatures.
(11) (12) where SUCMAX is the maximum sucrose content in the internode (t t -1 ); IN is the internode number starting with the first internode at the basis of the stalk.
Root growth was expressed in terms of the extent of the rooting depth and root length in each soil layer. The rate of deepening of the root front was based on Laclau and Laclau (2009) ). The soil water balance requires the input of a root weighting factor (RWF i ), a relative variable ranging from 1 -a soil most hospitable to root growth -to near 0 -soil inhospitable to roots (Ritchie 1998) , for each soil layer (i) (Eq. 13). The sum of all RWF i for the entire profile should be equal to 1. Because the distribution of sugarcane root length is similar to an exponential pattern (Liu and Bull, 2001; Laclau and Laclau, 2009) , RWF values were estimated using the approach proposed by Jones et al. (1991) using an exponential geotropism constant equal to 2. (13) where L i is the soil layer depth i, S maxdepth is the maximum root depth in the soil profile assumed in the simulations, and n is the number of soil layers.
Root senescence is assessed by Eq. 14, derived from the results of Jones & Kiniry (1998) and Ball-Coelho et al. (1992) . (14) where RootSene is the percentage of total root senesced each day, and WR is the total root dry mass (g m Root water absorption follows Ritchie (1998) by assuming the water movement into a single root, that the roots are uniformly distributed within a layer, and that the maximum daily root water uptake equals 0.07 cm 3 day -1 (Singels et al., 2008) . The potential root water uptake (RWU i ) as influenced by soil water flow to roots in a layer is calculated by Eq. 15 and integrated for the whole soil layer RWUL i using Eq. 13 as in Jones and Kiniry (1986) . Total root water uptake from the entire root zone (TRWU) is obtained by the integration of RWUL i for the entire profile.
(15) RLD i is calculated following Jones & Kiniry (1986) by using Eq. 17 and a factor given by a water uptake fraction (WUF) to reduce the potential water uptake as given by the ratio between EPp and TRWU: (17) where Wr is the root dry matter weight (g cm -2 ); SLR is the specific root length (g cm -1
); RWF is the root weighting factor (unitless) for the layer (i); and R depth is the root depth (cm).
Two soil water deficit factors are calculated to account for water stress on biomass production (SWSP) and expansive growth (SWSG), as used in DSSAT/CANEGRO. Both are calculated from the ratio of the potential uptake to the potential transpiration (Ritchie, 1998) . SWSP and SWSG are assumed to be reduced linearly from 1.0 to 0.0 when the potential uptake to the potential transpiration ratio falls below 1.0 and 2.0, respectively (Jones and Kiniry, 1986) . Any stress due to nutritional restrictions was not simulated.
Soil water stresses are computed in two ways (Jones and Kiniry, 1986) . The first computes the effect of water deficit on photosynthesis and biomass production (SWSP, Eq. 18) and the second (SWSG, Eq. 19) computes the effects of water deficit on more sensitive plant physiological process, such as tillering, stalk elongation, and leaf expansion. (18) ( 19) where RWUEP1 is the soil water supply/potential evaporation ratio threshold below which evaporation and photosynthesis are reduced, set as 1 and RWUEP2 is the soil water supply/potential evaporation ratio threshold below which expansive growth is limited, set as 2 following the concepts embodied in the CERES models (Jones and Kiniry, 1986) .
Soil components
For simplicity, the soil-water balance was designed for a four-layer soil following the classic approach based on Darcy and Buckingham´s (1907) law and subsequently summarized by Teh (2006) , in which the volumetric water content in a soil layer (i) at time (t) is given by Eq. 20: ) in the soil profile (i); L i is the thickness (m) of soil layer I; ∆t is the time step (day); α was set as 13 assuming an homogeneous soil (Reichardt et al., 1972) ; and θ v,sat is the volumetric water at saturation (m 3 m -3
). The water uptake by roots or evaporation is included in the equation by the subtraction of the water used by the plant and evaporated in the previous day from θ v(i,t-1) .
Hydraulic conductivity was assumed to be related to soil wetness by an exponential relationship (Kendy et al., 2003) (Eq. 21): (21) where Ksat is the saturated hydraulic conductivity (m day ), respectively. θ v,r was set as zero.
The equations to predict evapotranspiration (ETp) from soil and plant surfaces are those described by Ritchie (1998) , but the Penman equation (Penman, 1948 ) is re-Sci. Agric. v.71, n.1, p.1-16 , January/February 2014 placed by the Priestley and Taylor (1972) method because of the lack of data on vapor pressure and wind for the studied locations. The calculation of evapotranspiration with a modified Priestley-Taylor equation is fully described in Ritchie (1998) . An algorithm for computing Penman-Monteith evapotranspiration (Allen et al., 1998 ) might be used for locations for which input data are available.
Calculation of potential evaporation with a modified Priestley-Taylor equation (Eq. 22) requires an approximation of daytime temperature (TD) (Eq. 23) and a soil plant reflection coefficient (ALB) (Eq. 24) for solar radiation. 
where Tmax and Tmin are, respectively, maximum and minimum air temperature ( o C); f is the air temperature related correction factor, given by Eq. 25. Prior the germination, ALB is assumed to be the bare soil albedo.
(25) Evapotranspiration partitioning in transpiration (EPp) and evaporation (ESp) is represented in Eqs. 26 and 27. Potential soil evaporation is scaled down to actual evaporation by a reduction factor (R d,e ), which is calculated using the relative water content, defined by the ratio between the current volumetric water content and the water content at saturation (Keulen and Seligman, 1987) (Eq. 28). For the period before plant emergence, the soil water balance is simulated considering only soil evaporation and deep drainage as soil water drains.
Data sources
Crop data
The model was parameterized and evaluated using plant cane and first ratoon data from the SP83-2847 cultivar, collected in four locations in Southern Brazil. The experimental data were provided by Suguitani (2006), Laclau and Laclau (2009 ), Tasso (2007 , and Santos (2008), as described in Table 3 , and the variables collected and measurement frequency are fully described in Marin et al. (2011) (Table 3 ). All experiments received adequate N, P and K fertilization and regular weed control and were planted using healthy cuttings with 13 to 15 buds m -2 . Row spacing varied from 1.4 m to 1.5 m. One of the datasets had two treatments (irrigated and rainfed), and all the remaining experiments were rainfed. The irrigated treatment received water by sprinkling, and matric potential was measured with tensiometers to maintain the soil layers close to field capacity, down to a depth of at least 1 m.
SP83-2847 was among the five most commonly grown cultivars in Southern Brazil in 2011. It is late maturing, with high cane and sucrose yields when grown either as a plant crop or ratoon.
Soil Data
As soil water parameters were not measured, the values of volumetric water at saturation ( θ v,sat ) and drained soil porosity (Table 4 ). The input data for PTF (clay, sand, and organic carbon content, as well as soil bulk density) were measured in the respective experimental sites and provided by Suguitani (2005) 
Parameter Estimation
The generalized likelihood uncertainty estimate (GLUE) (Beven and Binley, 1992; Franks et al., 1998; Shulz et al., 1999) method was used for the crop model optimization to determine the best set of parameters from such a number of samples. The GLUE method is a Bayesian method that assumes that in large models with many parameters, there is no exact inverse solution. Hence, the estimation of a unique set of parameters that optimizes a goodness-of-fit criterion given the observations is not possible (Romanowicz and Beven, 2006) . Based on He et al. (2012) , we assumed that the parameters followed normal distributions.
Many parameter sets are generated from specified prior distributions of parameters and then used to simulate outputs by Monte Carlo simulation. We generated N multivariate normal realizations of parameter sets with each set containing the following parameters in Table  1 : PHTMAX, PARMAX, EXTCOEF, CHUEM, CHUSTK, TBASE, PHY, LFMAX, MINRGPF, MAXLGPF, SUC-MAX, PERCOEF, and SRL. From the point of view of Monte Carlo sampling in the GLUE method, more parameter sets lead to more stable results (He et al., 2010) , and here, we used 6000 samples that were considered to be independent. The performance of each parameter set in predicting observed model states is evaluated via a likelihood measure that is used to weight the predictions from the parameter sets (He et al., 2010) . The GLUE method transforms the problem of searching for an optimum parameter set into a search for sets of parameter values that would give reliable simulations for a range of model inputs (Candela et al., 2005) .
The main principle of this method is to discretize the parameter space, by generating a large number of parameter values from the prior distribution . Different sets of initial boundary conditions or model structures can also be considered. Based on comparing predicted and observed responses, to each set of parameters values is assigned a likelihood of being a simulator of the system. The definition of the likelihood measure is intrinsic to the GLUE framework, and the uncertainty prediction can strongly depend on that definition (Ratto et al., 2010) . In a Bayesian framework, this definition is connected to how errors in the observations and in the model structure are represented by a statistical model. Different possible likelihood functions can be selected. We used Eq. 29 as a likelihood function following He et al. (2009) , who found that it produced model outputs from the posterior distribution that were closest to the field observations.
where S i is ith parameter set; P j (S i ) the jth type of model output under parameter set θ I ; O is the observation; O j the jth observation of O; .the variance of model errors, assumed to be the variances of observations in this study; N the number of random parameter sets; and M the number of replicates of the observations. Using Eq. 30, we rescaled the likelihood measures such that the sum of all the likelihood values equals 1 yielding a distribution function for the parameters sets. Likelihood values were then calculated for each parameter set using field observations. Sucrose and fresh stalk mass, tillering, and leaf area index data were considered the observed variables.
( 30) where L(S i ) is the likelihood weight of the ith parameter set θ i ; L(S i |O) is the likelihood value of parameter set S i , given the observation O.
Model Evaluation
Considering that different sets of observations were taken in each dataset at different frequencies, we chose the leave-one-out cross-validation method of data splitting (Wallach et al., 2006) to simultaneously include all the variability in conditions and measurements in the parameter estimation and model predictions evaluation. The leave-one-out cross-validation procedure had a factorial design in which each run missed one treatment each time. So, five simulation combinations were carried out for cultivar SP83-2847. The parameter set (PHTMAX, PARMAX, EXTCOEF, CHUEM, CHUSTK, TBASE, PHY, LFMAX, MINRGPF, MAXLGPF, SUCMAX, PERCOEF, and SRL) was shown as the final optimized parameters for the cultivar.
A major decision about which parameters to optimize was based on available measured data, to avoid adjusting parameters that were not related to available data. To determine which parameters to estimate, a targeted cond. sensitivity analysis was first performed to determine the dependency of simulated variables on changes in key parameters. Parameters for which variation ranges could not be found in the literature or that are well known or easily measured did not form part of optimization routine. Means were compared against the independent experimental data collected using five datasets (Table 2) and using the following outputs: LAI, stalk and aerial dry mass, number of green leaves and stalk height, and sucrose mass. Details in measurements and frequencies are in Marin et al. (2011) , and these treatments were chosen for the evaluation procedure because they were obtained from better-detailed experiments, with higher frequencies of measurement. The quality of the predictions was computed using bias, root mean squared error (RMSEP), modeling efficiency (Eff) (Wallach et al., 2006) , correlation coefficient, and agreement index (Willmott, 1981) as agreement measures.
Results and Discussion
Parameter Estimation
The values obtained using GLUE in addition to the cross validation technique are summarized in Table 5 . LFMAX and SUCMAX are parameters conceptually derived from DSSAT/CANEGRO, what we have compared to those suggested for DSSAT/CANEGRO's standard cultivar NCo376. Values of SUCMAX were slightly higher than the values for NCo376, but were still within the range proposed by Singels and Bezuidenhout (2002) and Robertson et al. (1996) . LFMAX ranged from 9 to 10 for all datasets. Thus, the optimized value (LFMAX = 9.5) expressed well the actual field observations for SP83-2847.
The parameters MAXLGPF and MINRGPF are difficult to evaluate, as we did not find other models using the same concept in the literature, nor measurements that would be comparable. Field data for SP83-2847 analyzed for partitioning studies in Brazil revealed leaf to above-ground biomass ratios ranging from 0.11 to 0.21. The ratio of stalk to above-ground biomass ranged from 0.46 to 0.66 (Figure 3) . The leaf to above-ground biomass ratio decreased during the crop cycle from 0.21 to 0.11 kg kg -1 for SP83-2847, regardless of the locations and the water application. From the leaf and stalk to aboveground biomass ratios, we can infer that roots received at least 13 % of the above-ground biomass. Laclau and Laclau (2009) reported root to total biomass ratios ranging from 0.61 to 0.09 for cultivar SP83-2847, which is comparable to 0.42 kg kg -1 at 50 days of age as reported by Smith et al. (2005) , and to 0.09 kg kg -1 at harvest. The tillering pattern is similar to that described by Bezuidenhout et al. (2003) , at 12 and 14 tiller m -2 in the tillering peak (PEAKPop); after the senescence phase (POPMat), tiller density stabilized at 7 tiller m This implies in the fact that the tillering rate is related to canopy light interception (van Dillewijn, 1952; Bezuidenhout et al., 2003) and is not simply a fixed response to temperature as calculated by the model. However, including algorithms to better describe the process inside the model, such as proposed by Bezuidenhout et al. (2003) , implies in the need for the rate of bud emergence as input data, an issue rarely available for sugarcane.
The optimized value (121.8 o C day) for leaf phyllochron (PHY) compared well to the observed values in datasets 1 and 2 (Figure 4a ), as well as to the literature (Singels et al., 2008; Sinclair et al., 2004) . To calculate the leaf area an embedded algorithm was derived from the relationship obtained for SP83-2847 based on measurements of datasets 1 and 2 (Figure 4b ). It considers a qua- , represented nearly double the leaf area found for NCo376 in South Africa (Singels et al., 2008) , but these values seem to be consistent with a range of Brazilian genotypes (Nassif et al., 2012) .
The optimized value for specific root length (SRL) was 13.6 m g -1
. In spite of the lack of root data for SP83-2847, we consider this value very reasonable. Laclau and Laclau (2009) , for instance, studied the root development of cultivar RB72-454 in the same environment in which treatments 1 and 2 were carried out and found SRLs ranging from 16 to 18 m g -1 and 19 to 22 m g -1
, on average, from 125 DAP onwards in the rainfed and irrigated treatments, respectively. Mean SRL down to a depth of 1 m was 17.6 m g -1 for rainfed and 19.1 m g -1 for irrigated crops. Chopart et al. (1998) The light extinction coefficient was optimized at 0.736, a value near to that determined based on canopy structure measurements for Brazilian cultivars using the approach developed by Campbell (1990) . Royce (2010) suggested 0.80 for Floridian cultivars, as parameterized for the CASUPRO model. Liu et al. (1998) Based on this, it appears that the optimized Tb value for the model should better explain the leaf and tiller rates but may be below the reported values for stalk elongation. This result may be the reason for finding that PERCOEF was almost double the value used by Singels et al. (2008) in the DSSAT/CANEGRO. Based on this observation, it would be desirable to let Tb be free to vary during the optimization process in association with thermal time-related parameters, thus allowing the optimization to find the best answer to accommodate the parameters to the data.
Model evaluation
Leaf area and tillering
The parameterization used for the tillering algorithm described the five datasets reasonably well, resulting in RMSEP = 1.84 tiller m -2 and Eff = 0.49. It was interesting to note the differences regarding tillering observed in the experimental fields of Colina (20°25' S, 48°19' W, 590 m asml) (Figure 5d ), Olímpia (20°26' S, 48°32' W, 500 m asml) (Figura 5e) and Piracicaba (22º52' S, 47º30' W, 560 m asml) (Figures 5a, b) compared to Aparecida do Taboado (20º05' S, 51º18' W, 335 m asml) ( Figure  5c ). Considering the sites had similar soils (Table 4) , the same cultivar, and minor air temperature differences (Table 3) , the observed tillering pattern differences seem to be related to the germination rate and the number of effectively established plants, which were variables not measured. A previous attempt to improve the tillering algorithm using a mechanistic procedure (Bezuindeholt et al., 2003) was also abandoned due to the lack of such information and it should be considered in future efforts to improve this algorithm. These results may be considered acceptable considering the experimental variability used in this calibration, but further algorithm improvement should take into account the possibility of adjusting the canopy leaf area as a function of the genotype. Figure 6 shows the limitations of the approach, primarily for the rainfed treatment, which possibly suggests the need for further studies related to the effect of water stress on canopy development. 
Sucrose and Stalk Yield
Because the model is intended to simulate partitioning among plant components, including stalk dry mass and sucrose, comparison of model predictions to these two frequently-available field measurements is particularly important. The RMSEP of 5.38 t ha -1 for SP83-2847 (Table 6 ) is slightly lower than either of the values obtained by Bezuidenhout (2002), or O'Leary (2000) and Marin et al. (2011) ). Simulated stalk dry mass compared well with observed data (Figure 7) , with the best agreement measures for the tested variables. Modeling efficiency reached 0.85 and the d-index was 0.98. An exception was for the experiment in Aparecida do Taboado (Figure 7c ), where the model simulation overestimated the stalk dry mass, possibly because water stress effects were not captured adequately.
Agreement measures for sucrose content (POL) had lower predictive skills relative to the other variables, with Eff = 0.51 (Table 6, Figure 8) . Results presented by Singels et al. (2008) for experiments in South Africa showed a similar trend to that observed here, overestimating sucrose content primarily in the early phase of the cycle. Table 2 . In part, the sucrose results might be attributed to its the measurements only being performed during the late season, which reduced the range of variation in the analyzed values ( Figure 9b ). As modeling efficiency represents how much better the model is compared to the average of observed values, the low efficiency values are primarily due to the time-stable measurements of sucrose content. In general, modeling sucrose accumulation remains a challenge due to the poor understanding of this variable at the whole-plant level (Inman-Bamber et al., 2009 ). However, the decreased agreement obtained for sucrose (Figure 9b ) may be partially due to the characteristics of the measured data rather than to a weakness in the model algorithm. Table 2 .
