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Abstract 
We show that the L~vy measure of an associated infinitely divisible random vector in •d may 
charge those quadrants of the space where the coordinates have different signs. We describe 
further certain families of infinitely divisible random vectors for which association does require 
the L6vy measure to be concentrated on Rn+ u Ed_. 
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1. Introduction 
A random vector Xe R ~ is called associated if cov(f(X),o(X))> 0 for any two 
measurable functions f, 9 : ~d ~ R, nondecreasing in each coordinate, and such that 
the covariance xists. The notion of association is a very important one in probability 
theory and its applications; we refer the reader to Esary et al. (1967) for more 
information on associated random variables and their properties. It is well known that 
normal random vectors are associated if and only if their correlations are all non- 
negative. The necessity of this condition is trivial, but its sufficiency is not (unless the 
dimension d < 4), and this fact is due to Pitt (1982). The situation is quite different for 
infinitely divisible random vectors without a Gaussian component, in which case 
sufficient conditions for association have been described first. Specifically, let X be an 
infinitely divisible random vector with characteristic function 
 x(O)=exp{f. (e"°'~-l-il(llxl,<_ 1)(O,x))v(dx)+i(O,b)}. (1.1) 
We refer to v as the L6vy measure of X, and b as its shift vector. It has been shown 
by Resnick (1988) that a sufficient condition for association of the components of 
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X is 
v{x = (Xl . . . . .  Xd): XiXj < 0 for some i C j} = O. (I .2) 
In other words, the L6vy measure v is concentrated on the positive (~d+) and the 
negative (~d) quadrants of ~d. Later, Lee et al. (1990) proved that for a-stable random 
vectors, (1.2) is a necessary and sufficient condition for association, but the question of 
necessity of (1.2) in general remained open. In fact, this question was posed to the 
author by Professor A. Jakubowski, and the present paper is the result. We give an 
answer to the above question in Section 2, and the answer is negative. 
In spite of this, (1.2) is necessary for association of certain sub-families of infinitely 
divisible random vectors, more general than that of stable random vectors. These 
positive results are discussed in Section 3. 
2. An associated infinitely divisible random vector with L6vy measure that is not 
supported by ~d U R d_ 
The main purpose of this section is to prove the following theorem. 
Theorem 2.1. There is an associated infinitely divisible random vector Xe  R z with L~vy 
measure v such that 
v{x = (x l ,x2)~2:x lx2  < 0} > 0. (2.1) 
We prove the theorem through a sequence of steps. We start with the following 
simple proposition. 
Proposition 2.1. Suppose that Y is an infinitely divisible random variable such that 
P(Y < O) > 0 and, moreover, 
st 
Y1 + Y2 > Y1, (2.2) 
where Y1, YE are independent copies of Y. Let N be a Poisson random variable with mean 
1, independent of two independent sequences { y~i), j = 1, 2 .... }, i = 1, 2 of independent 
copies of Y. Then the random vector X= (X1,Xz) defined by 
N+I  
Xi= ~ y~.i~ i=  1,2, (2.3) 
j=l  
is infinitely divisible, associated, and its Lkvy measure satisfies (2.1). 
Proof. Write 
j=l j=1 
whcrc the vcctor (Z~, Z2) is indepcndent of the two independent copies Y~, ¥2 of Y. 
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Obviously, the random vector (Z1,Z2) is infinitely divisible (it is compound 
Poisson), and its L6vy measure is equal to Pr x Pr,  where Pv is the law of Y. By the 
assumption we have P( Y < 0) > 0, and then (2.2) implies further that P( Y > 0) > 0 as 
well. Therefore, we conclude that the L6vy measure of (Z1, Z2) satisfies (2.1). Since 
(Y1, Y2) is infinitely divisible by assumption, it follows that (X1,X2) is infinitely 
divisible as well, and that its L6vy measure satisfies {2.1). 
Finally, the assumption (2.2) implies that 
st 
Y1 +'-" + Y, > Y1 + ' "  + Y,, (2.4) 
for all n _> m > 1. Now association of (X~,X2) follows, e.g., from Theorem 4.1 of 
Marshall and Olkin (1990); see also Ahmed et al. (1978). [] 
It is clear now that Theorem 2.1 will follow from Proposition 2.1 once we construct 
an infinitely divisible random variable Y satisfying its assumptions. This is done in the 
following two lemmas. 
Lemma 2.1. Let U be a random variable which is absolutely continuous, apart from 
a possible atom at O. Letfu be the density of the absolutely continuous part of U. Assume 
that there is a p > 0 and finite positive constants Ci, i = l, 2, 3, 4, such that the following 
conditions hold. 
fv(x) < C1 for almost every xe~,  (2.5) 
Jr(x) <_ C2(x - 1)-2e x for almost every x < 0, (2.6) 
P(U <_ x) > C3(x - 1)-2¢  ` for every x < 0, (2.7) 
P(U > x )~ C4x p as x ~oo.  (2.8) 
Then there is an h > 0 such that the random variable Y = U + h satisfies (2.2). 
Proof. We start with showing that there is an h > 0 such that 
P(YI + Y2 <-x) 
lira sup < 1. 
. . . .  P( Y1 <- x) 
Here, as usually, ]I1 and Y2 are independent copies of Y = U + h. 
First of all, it follows from (2.7) that 
lim inf P( Y1 -< x) 
x~ oc x -Ze  x ~--- C3e-h"  
Further, let 0 -- P(U = 0). Then for every x < 0 we have 
P(r, + Y2 -< x) 
= 20P(U~ < x -  2h) + P(Ul + Uz < x - 2h, 
U 1 =~0, U 2 :~0),  
(2.9) 
(2.10) 
(2.11) 
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where U~ and U2 are independent copies of U. It follows from (2.6) that, for any x < 0, 
20P(UI <_ x -- 2h) _< 20C2e-  2hx-  2e ~. (2.12) 
Further, for any x < 0, 
P(UI  + Uz < x -  2h, U1 ¢ 0, U2 ~ 0) 
= fv (Y  - h )P (U  <_ x - y - h, U ~ 0)dy 
fx- (x+lfMf  = + + + =: /l(X) + /2(X) + /3(X) + I4(x ), 
-o~ ,d x -M x+l  M 
where M is 
(2.13) 
a (large) positive constant o be chosen later. We have, as in (2.12), that 
(2.14) l l ( x )  <_ P (U  <_ x - M - h) <_ C2e-(M+hlx-2e x.
Further, if h > max(l, M), a repeated use of (2.6) shows that, for every x < 0, 
f 
x+ 1 
12(x) < fv (Y  - h)C2(x - y - h - 1)-2eX-'-hdy (2.15) 
Ox - M 
<_ C2(h - M) -  EeM-hp(u  <_ X + 1 -- h) 
< C~(h - M) -2eU+l -2hx-Eex .  
A similar repeated use of (2.6) and a few lines of algebra show that, if h is as above, 
then, for every x < 0, 
13(x)_< C~ (y -  h -  l ) -2er-h(x- -  y - -  h - 1)-2eX-y-hdy 
+1 
<_ 8C~e-  Zhx-  2e x. (2.16) 
Finally, by (2.5) and (2.6) we have 
I4(x) <_ C1 P (U  <_ x - y - h )dy  
M 
<- C IC2  (x - y - h - 1 ) -2eX-Y -hdy  <_ C1C2e- th+M~x-2e  x. (2.17) 
M 
Combining the estimates (2.14)-(2.17) we conclude by (2.10), (2.12) and (2.13) that 
limsup P(Yt  + Yz < x) < C2 (20e_ h + e- u + C2(h - M)-Ee M÷l-h 
x~-~ P(Y1 <- x) - C3 
+ 8C2 e -h  + Cte-M), 
and the right-hand side above can be made as small as we wish by first choosing 
M large, and then choosing h large comparatively to M. Therefore, there is an h > 0 
such that (2.9) holds. 
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It is a simple consequence of (2.8) that, for any h > O, 
P(Y I+ Y2 >x)  
lim - 2. (2.18) 
~-~ P(Y1 > x) 
Fix now any ho > 0 such that (2.9) holds for h = ho. It follows then from (2.9) and 
(2.18) that there is a Te(0, c~) such that for every x6R with [xl > Twe have 
P(Y1 + Y2 > x) > P(Y~ >x).  (2.19) 
We claim that h = ho + 2T is as required in the lemma. To this end we need to show 
that, for every x e •, 
P( W~ + W2 > x) > P(W~ > x), (2.20) 
where W~ = Y~ + 2T= Ui + ho + 2T, i = 1,2. Consider two cases. If x < 3T, then 
x - 4T  < - T, and so by (2.19), 
P(WI + Wz > x )=P(Y~ + Y2 > x -4T)> P(Y1 > x -4T)> P(W1 >x) ,  
as required. If, on the other hand, x > 3T, then x - 2T > T, and so by (2.19) we have 
P(W~ >x)= P(Y1 >x-  2T)< P(YI + Y2 > x - 2T) < P(W~ + W2 >x),  
thus proving (2.20) in all cases and completing the proof of the lemma. [] 
Obviously, the random variable Y of Lemma 2.1 satisfies the assumptions of 
Proposit ion 2.1, except, perhaps, the requirement of infinite divisibility. Therefore, 
Theorem 2.1 will follow once we construct an infinitely divisible random variable 
U satisfying the assumptions of Lemma 2.1. This is done in the following lemma. 
Lemma 2.2. Let Z be an absolutely continuous random variable with the following 
density: 
{ ( z -1 ) -Ze  z if z<0,  fz(z) = 0 /f 0 < z < 1, (2.21) 
bz-(1 +v) if Z >__ 1, 
where b is a normalizing constant. Then the random variable 
N 
U= ~Zi  
i=1 
is infinitely divisible and satisfies the assumptions of Lemma 2.1, where N is a Poisson 
random variable with mean 1, independent of a sequence Z ~, Z z .... of independent copies 
of Z. 
Proof. Clearly U is infinitely divisible. Since Z is absolutely continuous, so is U, apart 
from an atom at 0 (corresponding to N = 0). The density of the absolutely continuous 
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part of U can be written in the form 
fv(x)= ~ e l l f z ,+  +z.(X). (2.22) 
r l= l  
Since fz(z) < b = max(b, 1) for every z, it follows that fz, +...+z.(x) < b for every xeN 
and n > 1 as well. Therefore, (2.5) holds with Ct = b(1 - e -  1). 
A straightforward induction argument ogether with some algebra shows that, for 
everyn>l  andx<0,  
fz,+...+z.(X) < 10n- l (x -  1)-Ze :' (2.23) 
and it follows from (2.22) and (2.23) that U satisfies (2.6) with C2 = (e ~° -  1)/10e. 
Furthermore, another piece of simple calculations hows that, for every x < 0, 
P(U <_ x) >_ e-~P(Z1 <_ x) > (e- l (1 - e -~) /4 ) (x -  1)-Ze x 
and so U satisfies (2.7) with C3 = e-~(1 - e ~)/4. It remains to check (2.8). But it 
follows from, say, Theorem 1 of Embrechts et al. (1979) that P(U > x) ... P(Z > x) as 
x --* ~ ,  and so U does satisfy (2.8) with C,  = bp- 1. This completes the proof of the 
lemma, and so Theorem 2.1 has been established as well. [] 
3. Some situations where (1.2) is necessary for association 
Two results are presented in this section. The first one sheds additional ight on the 
phenomenon discovered in Section 2: (1.2) is not, in general, necessary for the infinitely 
divisible random vector X to be associated. Namely, it turns out that (1.2) implies 
more than just association of the components of X, and it is this point that we are 
going to explore now. 
Let then X be an infinitely divisible random vector with characteristic function 
(~x(O) given by (1.1). For every 7 > 0, (C~x(O)) ~ is also a characteristic function in ~d, 
and we let X *r be (an infinitely divisible) random vector with this characteristic 
function. Observe that X ~ X .1. 
Theorem 3.1. The condition (1.2) is equivalent to the followin9 statement:for every 7 > 0 
the vector X *~ is associated. 
Proof. Of course, if (1.2) holds, then X *~ must be associated for every 7 > 0 by the 
result of Resnick (1988) mentioned in Section 1, and so we concentrate on the 
necessity of (1.2). Observe first of all that we may assume without loss of generality 
that X is a symmetric random vector. Indeed, let Y be an independent copy of X, and 
Y*r an independent copy of X *~, 7 > 0. Since 
(X -  Y)*~ ze X ,  ~ _ y,y, 
we conclude that the symmetric infinitely divisible random vector Z = X - Y satisfies 
the assumptions of the theorem, and if (1.2) fails for X, it does so for Z as well. 
Further, we may assume that d = 2. 
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For a 7 > 0 let P¢ be the law of X *y (the family {P~', 7 > 0} is referred to as the 
convolution semigroup generated by the infinitely divisible random vector X). Then 
the generator G of this convolution semigroup has the form (remember that we have 
assumed X to be symmetric, and so, in particular, the shift vector b = 0) 
= r (g(x + y) - g(y) - 1)( II x El < 1)(x, Vg(y))v(dx), (3.1) Gg(y) 
JR 2 _ ioi 
for y e [~2, where g : ~2  ~ ~ is in the domain ~ of the generator G. Further, any g ~ C~ 
(the space of all infinitely differentiable functions ~2 ~ ~ with bounded erivatives) is 
in the domain 9. 
Let f, g be two C~ functions, nondecreasing in each coordinate. Then the assump- 
tion of the theorem implies that, for every ~, > 0, 
P~'f.q(O) > P~f(O)P~g(O). 
It follows that there is a sequence 7. + 0 such that, for every n >_ 1, 
(P;'fg(O))'l;.-.:. > (P~ f(O)P'~g(O))'J;,= ,,,, 
which is the same as 
P~"Gfg(O) >_ P~"Gf(O)P~"g(O) + P~"f(O)P~"Gg(O). 
Letting n ~ ~ we obtain 
Gfg(O) > g(O)Gf(O) + f(O)Gg(O), 
that is, 
u (f(x)g(x) - f(O)g(O) - 1( ]] x II -< 1)(x, V(fg)(O))v(dx) 
> g(O) r ( f (x ) -  f (O) -  l(llxll-< 1)(x, Vf(O))v(dx) 
+ f(O) r (g(x) - g(0) - 1( II x I[ -< 1)(x, 17g(O))v(dx). (3.2) 
dn 
Suppose now that (1.2) fails. Then 
~{(o, ~)×( -  ~ ,o )}  >o 
and so there is an a > 0 such that 
v{(a, ~)×( -  ~ ,  -a)} > 0. (3.3) 
Choose now an 0 < e < 1, and take two arbitrary C~ functions f and g, which are 
nondecreasing in each variable, and such that 
{~ i fx~<Ea,  
f(XI'X2) = if Xl > a, 
{0_ if x2>-~a,  
g(xl ,x2)= 1 if xz_<-a .  
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Since Vf(O) = 179(0) = O, we can rewrite (3.2) as 
fa f(x)9(x)v(dx) >_ O. 
- -  ~Oj  
We conclude that 
0 < -v{(a,  ~)x( -  oo, --a)} + rE.. ~.~,× E-,,. -,:~1 9(x)v(dx) 
- ft f(x)v(dx) + fE f(x)o(x)v(dx) 
~:a. a] x ( - ~,  - a]  ~:a, a]  x [ - a. - ,:a] 
< - v{(a, oo) x ( - oo, -a )}  
because f > 0 and 9 < 0. Clearly, this contradicts (3.3), and so (1.2) must hold. 
This completes the proof of the theorem. [] 
(3.4) 
Remark. The assumption that X *r is associated for all 7 > 0 is equivalent o the 
following, apparently weaker assumption. 
There is a sequence of positive numbers 7. ~ 0 such that 
X *r" is associated for every n > 1. (3.5) 
Indeed, (3.5) implies that X *my" is associated for all m > 1, n ~ 1, and since the set 
{roT., m > 1, n > 1} is dense in (0, ~)  and association is preserved under weak 
convergence, it follows that X *r is associated for every 7 > 0. 
Example 3.1. Semistable random vectors: An infinitely divisible random vector X is 
called r-semistable index ~ (or r-SS(~)), 0 < r < 1, 0 < ~t < 2, if for every n >_ 1 there is 
a nonrandom vector D, e R a such that 
X *r" ~ r"/~X + 1),. (3.6) 
I fX i s  r-SS(~) for all 0 < r < 1, then it is, in fact, a-stable. We refer the reader to Chung 
et al. (1982) for more information on semistable random vectors. 
The following corollary extends the result of Lee et al. (1990) from stable to 
semistable random vectors. 
Corollary 3.1. An r-SS(~) random vector X is associated ifand only if its L~vy measure is 
concentrated on Ra+ w O~a_. 
Proof. Only the "only if" part requires an argument. It follows from (3.6) that the 
association of X implies the association of X *r" for all n 2 1. Therefore, (3.5) holds 
with 7, = r", n > l, and our statement follows from Theorem 3.1. [] 
We now present another family of infinitely divisible random vectors in which 
association does imply (1.2). 
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Let p be a L6vy measure on ( - ~ ,  oo). We denote by ~ the family of infinitely 
divisible random vectors in R d whose L6vy measure is given by 
f 
ox2, 
v(A) = re(t- l A)p(dt), (3.7) 
0 
for a Borel set A e R d, where m ranges over finite Borel measures on the unit sphere Sd 
of ~a. Observe that the family of a-stable random vectors, 0 < ~ < 2, is Sap with 
p(dt) = t -~1 +'~dt. 
Theorem 3.2. Assume that there is an r > 0 such that, for every k > 0, 
lim p((kx, co)) _ k-" (3.8) 
. . . .  p((x, ~)) 
("p has a regularly or slowly varying tail at infinity"). Then a random vector Xe  6Pp is 
associated if and only if (1.2) holds (i.e. if and only if the measure m in (3.7) is 
concentrated on (•a+ u ~a ) n Sd). 
Proof. Again only the "only if" part requires an argument, and again we may assume 
without loss of generality that the infinitely divisible random vector X is symmetric 
(that is, the measure m is symmetric). 
Let I+ and I_ be two disjoint subsets of { 1 .. . . .  d }, and let {kl } be a collection of real 
numbers uch that ki > 0 for i t  I+ and k~ < 0 for i t  I_. It follows from Theorem 4.1 of 
Rosifiski and Samorodnitsky (1993) with ~b(X)= ¢(X1 .. . . .  Xd) = max~.  ~1 (Xi/kl) 
that 
P \i~l.max, i k/  > '~ "~ d P maxi~i, wt (si/ki)+ , oc m(ds), (3.9) 
as 2 ~ ~ (when maxi~/. ~ (sdk~)+ = 0, the integrand in the right-hand side above is 
defined to be 0), and the regular (slow) variation assumption (3.8) together with (3.9) 
shows that, as 2 ~ ~,  
S"  r 
P(~max ~-X '>2)~p( (2 ,~) ) f sd \ ,~ , .~ ,  ( max ( )+)m(ds) .  (3.10) 
Herea+ =av0.  
Suppose now that (1.2) fails and, say, 
v{x =(xt . . . . .  Xd)eRd: X~ >0,  x2 < 0} >0.  
Then, of course, 
m{s = (sl . . . . .  Sd)ESd: Sl > 0, S2 < 0~ > 0. (3.11) 
We have, by (3.10), 
P(XI > 2 or X 2 < I2 )  ~ p((2, ~)) f ((sl)+ v (-s2)+)'m(ds), (3.12) 
dS d 
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as 2 ~ ~,  while 
P(XI > 2) ~ p((2, ~) )  fs (sl)'+ m(ds) 
d 
and 
(3.13) 
( .  
P(Xz < - )0  ~ P(()~, oo)) | (-s2Y+m(ds), (3.14) 
.Is d 
as 2 ~ ~.  It follows from (3.12)-(3.14) that 
P(X1 > 2, X2 < -2 )  -,- p((2, ~) )  f ((sl)+ A (-s2)+)rm(ds), (3.15) 
'Is d 
as ). ~ ~.  Therefore, we conclude by (3.13) and (3.15) that 
lim P(X2 < -2 lX l  > 2) = ~s~((sl)+ A (-Sz)+)rm(ds) > 0. (3.16) 
r S ;~-~ ~s~(sl)+m(d ) 
However, as X is associated, so is (X1,X2). In particular, 
P(X2 < -2 IX1  > 2)_< P(X2 < -2) .  (3.17) 
It is obvious that the right-hand side of(3.17) goes to zero as 2 goes to infinity, thus 
contradicting (3.16) which says that the left-hand side of(3.17) converges to a positive 
limit. This contradiction proves (1.2). [] 
Remark. Theorem 3.2 represents till another generalization of the result of Lee et al. 
(1990). We leave to the interested reader to explore the various ways in which the 
assumptions of Theorem 3.2 can be relaxed. The simple formulation which we have 
chosen here is designed to demonstrate the main ingredients which make the argu- 
ment work: (i) L6vy measure is "balanced in all directions", and (ii) certain regularity 
of the "tail" of L6vy measure. 
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