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Abstract
We introduce a general multisummability theory of formal power series in Carleman ultraholo-
morphic classes. The finitely many levels of summation are determined by pairwise comparable,
nonequivalent weight sequences admitting nonzero proximate orders and whose growth indices are
distinct. Thus, we extend the powerful multisummability theory for finitely many Gevrey levels,
developed by J.-P. Ramis, J. Écalle and W. Balser, among others. We provide both the ana-
lytical and cohomological approaches, and obtain a reconstruction formula for the multisum of a
multisummable series by means of iterated generalized Laplace-like operators.
AMS Classification: Primary 40H05; secondary 40E05, 44A10, 46M20.
Keywords: Summability of formal power series, asymptotic expansions, Carleman ultraholomorphic
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1 Introduction
The main aim of this paper is to give some steps forward in the objective of establishing a general
multisummability theory of formal power series for finitely many levels determined by pairwise
comparable, nonequivalent weight sequences admitting nonzero proximate orders. Thus, we will
extend the powerful multisummability theory for finitely many Gevrey levels, developed by J.-
P. Ramis, J. Écalle, W. Balser, Y. Sibuya, J. Martinet, B. Malgrange and B.L.J. Braaksma, among
others. The departure point will be the summability theory in ultraholomorphic classes defined in
terms of a weight sequence admitting a nonzero proximate order (i.e., in the case of just one level),
developed by the last two authors and S. Malek [30], which generalized the Gevrey k−summability
of J.-P. Ramis [44, 45] by means of the moment methods of W. Balser [2]. We start by commenting
on the development of these tools and justifying the interest of their generalization.
A remarkable result of E. Maillet [34] in 1903 states that for any formal solution f̂ =
∑
p≥0 apz
p
of an analytic differential equation there will exist C,A, k > 0 such that |ap| ≤ CAp(p!)1/k for every
p ∈ N0. This suggests that, although the formal power series solutions to differential equations are
frequently divergent, under fairly general conditions the rate of growth of their coefficients is not
arbitrary. Inspired by this fact, in the late 1970’s J.-P. Ramis introduces and structures the notion
of k−summability, that rests on classical results by G. N. Watson and R. Nevannlina and generalizes
Borel’s summability method. His developments are based on a modification of H. Poincaré’s concept
of asymptotic expansion: in the general estimates
∣∣f(z)− p−1∑
n=0
anz
n
∣∣ ≤ Cp|z|p, p ∈ N0 = N ∪ {0},
involving a complex function f holomorphic in a sector S and the partial sums of the formal power
series f̂ =
∑∞
p=0 apz
p of asymptotic expansion at the origin of f , the growth of the constant Cp
is made explicit in the form Cp = CAp(p!)1/k for some A,C > 0, what entails the same kind of
estimates for the coefficients ap in f̂ . The sequence M1/k = (p!1/k)p∈N0 is the Gevrey sequence of
order 1/k, f is said to be 1/k−Gevrey asymptotic to f̂ (denoted by f ∈ A˜M1/k(S)), and f̂ , because
of the estimates satisfied by its coefficients, is said to be a 1/k−Gevrey series (f̂ ∈ C[[z]]M1/k). The
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Borel map, defined from A˜M1/k(S) to C[[z]]M1/k and sending f to f̂ , is surjective if and only if the
opening of the sector S is smaller than or equal to π/k (Borel-Ritt-Gevrey Theorem), and it is
injective if and only if the opening is greater than π/k (Watson’s Lemma).
This last fact enables the definition of k−summable power series in a direction d as those
in the image of the Borel map for a wide enough sector S bisected by d, to which a k−sum
(the unique holomorphic function in S asymptotic to it) is assigned. J.-P. Ramis proved, by a
purely theoretical method, that every formal solution to a linear system of meromorphic ordinary
differential equations in the complex domain at an irregular singular point can be written as some
known functions times a finite product of formal power series, each of which is k−summable (i.e.,
k−summable in every direction except for a finite number of them) for some level k depending on
the series. New insight was obtained by the introduction of a powerful tool, accelerosummability,
due to J. Ecalle [13] and which, in the case involving only a finite number of Gevrey levels, is named
multisummability (in a sense, an iteration of elementary k−summability procedures). Indeed, in
1991 W. Balser, B.L.J. Braaksma, J.-P. Ramis and Y. Sibuya [4] (see also [2, 41]) proved the
multisummability of the formal solutions of linear meromorphic differential equations at a singular
point, and B.L.J. Braaksma [9] (for different proofs, see [1, 47]) extended this result for nonlinear
equations in 1992, which allows in every case to compute actual solutions from formal ones. This
technique has also been proven to apply successfully to a plethora of situations concerning the
study of formal power series solutions at a singular point for partial differential equations (see, for
example, [3, 5, 15, 35, 42]), as well as for singular perturbation problems (see [6, 12, 29], among
others). Six different approaches to (Gevrey) multisummability can be found in the recent book of
M. Loday-Richaud [32].
Although Gevrey multisummability may also be applied to the formal power series solutions of
some classes of difference equations (see [10, 11]), G.K. Immink [17, 18] showed that nonGevrey
asymptotics (specially, those associated to a so-called “1+ level”) needs to be considered for the
study of the formal power solutions of even some linear difference equations, which are not Gevrey
summable in countably many singular directions. So, more exotic types of summation processes,
with operators other than the usual Borel-Laplace ones, must be considered. This was achieved by
G.K. Immink in a series of papers [19, 20, 21] which may be considered as an illustration of the
theory of weak accelerations and ‘cohesive’ functions of J. Écalle. More recently, S. Malek [36] has
studied some singularly perturbed small step size difference-differential nonlinear equations whose
formal solutions with respect to the perturbation parameter can be decomposed as sums of two
formal series, one with Gevrey order 1, the other of 1+ level. As another example, V. Thilliez
has proven some results on solutions for algebraic equations within these general (not necessarily
Gevrey) ultraholomorphic classes in [52]. All these results motivated the introduction of generalized
summability methods by A. Lastra, S. Malek and J. Sanz [30, 48, 49]. On the one hand, their
definition heavily rests on Watson’s Lemma for weight sequences, obtained in full generality by the
first and fourth authors together with G. Schindl [26], and that guarantees injectivity of the Borel
map in wide enough sectorial regions. The reconstruction of the sum of a summable series in a
direction requires kernels for Borel and Laplace transforms, whose existence is assured whenever
the sequence M admits a nonzero proximate order, a property which is satisfied by the sequences
appearing in applications and that has been completely characterized (Theorem 2.12; see [24, Th.
4.14] and [22, Th. 2.2.19]).
As aforementioned, the aim of this paper is to put forward the corresponding multisummability
theory, in Balser’s sense, by suitably combining the methods for different sequencesM1,M2, . . . ,Mn
instead of different Gevrey levels k1, k2, . . . , kn. Section 2 is devoted to gathering the main rele-
vant information regarding weight sequences M and their associated functions (Subsection 2.1),
in terms of which the classes of functions with M−asymptotic expansion are defined and studied
(Subsection 2.2). The main result here is Watson’s Lemma, characterizing the injectivity of the
Borel map. Proximate orders and the theory of regular variation for functions and sequences are
treated in Subsection 2.3, where the role both tools play in the extension of k−summability to this
more general framework is emphasized. In order to complete the framework for what follows, the
construction and the properties of the kernels for M−summability and the corresponding, formal
and analytic, Laplace and Borel transforms are recalled in Subsection 2.4, allowing us to explicitly
obtain the M−sums of formal power series M−summable in a direction. Section 3 starts with
a preliminary discussion concerning the necessity, for the problem of multisummability to make
sense, that the sequences Mj are pairwise comparable and nonequivalent, what will be studied in
Subsection 3.1. After establishing the basic properties of the quotient and product sequences of
two weight sequences (Subsection 3.2), the Tauberian Theorem 3.11 will be obtained, which allows
for a consistent definition of multisummability whenever the growth indices ω(Mj) of the sequences
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involved (see Subsection 2.1) are mutually distinct. Section 4 contains a purely analytical approach
to multisummability. A formal power series will be said to be multisummable if it can be split
into the sum of finitely many formal power series f̂j , each of them summable for a corresponding
sequence Mj admitting a nonzero proximate order. With the aim of obtaining again an explicit
expression for the multisum of a power series in a multidirection, we first prove in Subsection 4.1
that a kernel of summability is uniquely determined by its sequence of moments. Strong kernels
of summability have to be introduced (Subsection 4.2) in order to obtain Theorems 4.15 and 4.18,
where the natural summability kernels for the quotient and product sequences of two sequences
will be built, so giving rise, respectively, to convolution and acceleration kernels and operators,
as developed by W. Balser in [2]. Thanks to them, in Subsection 4.5 we will be able to devise a
procedure for the explicit reconstruction, through acceleration, of the multisum of a multisummable
series, that is, the sum of the corresponding ones to every summand in the previous splitting (see
Theorem 4.23). The last part of the paper, Section 5, contains a cohomological approach to mul-
tisummability, following the one established by B. Malgrange and J.-P. Ramis [38], so focusing on
the algebraic framework of the theory. We first prove a relative Watson’s Lemma (Subsection 5.1),
reducing it to the Tauberian Theorem 3.11. We then discuss about the structure of the space
of quasi-functions, giving a description of the space corresponding to Balser’s decomposition of a
multisummable series into a sum of summable series. Finally, three different perspectives are given
for multisummability: via quasi-functions, via the decomposition or via acceleration, i.e., through
iterated Laplace transforms as at the end of the previous section.
It is worth mentioning that, although M−summability methods have been applied in [30, 31],
their development remains still on a quite theoretical level. The multisummability techniques
developed here allow us to work at the same time with M− and k−summability. For example,
since the level 1+ corresponds to the weight sequence M1,−1 (see Example 2.4), which admits a
nonzero proximate order, it is expected that this new tool can be applied to the formal solutions of
difference equations whenever the other levels, apart from the 1+, are distinct from 1. In case the
levels 1 and 1+ coexist, and since they are associated with comparable, nonequivalent sequences
sharing the same growth index, it seems necessary to redefine the M−summability notion in such
a way that the analogue of Tauberian Theorem 3.11 is available, but this is still work in progress.
2 Preliminaries
We start by fixing some notations. We set N := {1, 2, ...}, N0 := N∪{0}. R stands for the Riemann
surface of the logarithm. We consider bounded sectors
S(d, γ, r) := {z ∈ R : |arg(z)− d| <
γ π
2
, |z| < r},
respectively unbounded sectors
S(d, γ) := {z ∈ R : |arg(z)− d| <
γ π
2
},
with bisecting direction d ∈ R, opening γ π (γ > 0) and (in the first case) radius r ∈ (0,∞). For
unbounded sectors of opening γ π bisected by direction 0, we write Sγ := S(0, γ). In some cases, it
will also be convenient to consider sectors whose elements have their argument in a half-open, or
in a closed, bounded interval of the real line.
A sectorial region G(d, γ) with bisecting direction d ∈ R and opening γ π will be an open
connected set in R such that G(d, γ) ⊂ S(d, γ), and for every β ∈ (0, γ) there exists ρ = ρ(β) > 0
with S(d, β, ρ) ⊂ G(d, γ). In particular, sectors are sectorial regions. If d = 0 we just write Gγ .
A bounded (respectively, unbounded) sector T is said to be a proper subsector of a sectorial
region (resp. of an unbounded sector) G, and we write T ≪ G (resp. T ≺ G), if T ⊂ G (where the
closure of T is taken in R, and so the vertex of the sector is not under consideration).
C[[z]] stands for the set of formal power series in z with complex coefficients.
2.1 Weight sequences and associated functions
In what follows, M = (Mp)p∈N0 always stands for a sequence of positive real numbers, and we
always assume that M0 = 1. We specify some conditions on the sequence M, and introduce a
growth index and auxiliary functions, all of which will be relevant in the study of the forthcoming
classes or spaces defined in terms of M.
For a sequence M we define the sequence of quotients m = (mp)p∈N0 by mp := Mp+1/Mp,
p ∈ N0. M can be recovered from m because Mp =
∏p−1
k=0mk for every p ∈ N.
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We say M is logarithmically convex (for short, (lc)) if
M2p ≤Mp−1Mp+1, p ∈ N.
It is obvious that M is (lc) if, and only if, m is nondecreasing. Moreover, if M is (lc), we have that
Mp = m0 · · ·mp−1 ≤ (mp−1)
p ≤ (mp)
p, p ∈ N
and we deduce that
M (p+1)/pp = Mp(Mp)
1/p ≤Mpmp = Mp+1, p ∈ N,
then ((Mp)1/p)p∈N is nondecreasing.
We say that a sequence M is a weight sequence if it is (lc) and limp→∞(Mp)1/p = ∞ or,
equivalently, if m is nondecreasing and limp→∞mp =∞.
For a weight sequence M = (Mp)p∈N0 the map hM : [0,∞)→ R, defined by
hM(t) := inf
p∈N0
Mpt
p, t > 0; hM(0) = 0,
turns out to be a nondecreasing continuous map in [0,∞) onto [0, 1]. In fact
hM(t) =
{
tpMp if t ∈
[
1
mp
, 1mp−1
)
, p = 1, 2, . . . ,
1 if t ≥ 1/m0.
One may also associate with a weight sequence M the function
ωM(t) := sup
p∈N0
log
( tp
Mp
)
= − log
(
hM(1/t)
)
, t > 0; ωM(0) = 0, (2.1)
which is a nondecreasing continuous map in [0,∞) with limt→∞ ωM(t) =∞. Indeed,
ωM(t) =
{
p log t− log(Mp) if t ∈ [mp−1,mp), p = 1, 2, . . . ,
0 if t ∈ [0,m0),
and one can easily check that ωM is convex in log t, i.e., the map t 7→ ωM(et) is convex in R. As it
can be found in [39, p. 17] or [27, Prop. 3.2], M is determined by ωM(t):
Mp = sup
t>0
tp
eωM(t)
= sup
t>0
tphM(1/t), p ∈ N0. (2.2)
For a weight sequence M we define the growth index
ω(M) := lim inf
p→∞
log(mp)
log(p)
∈ [0,∞],
and we consider a new auxiliary function, given for t large enough by
dM(t) :=
log(ωM(t))
log(t)
.
A connection between the index ω(M) and the function dM is given by the following result.
Theorem 2.1 ([23], Th. 3.2; [49], Th. 2.24 and Th. 4.6 ). Let M be a weight sequence, then
lim sup
t→∞
dM(t) = lim sup
p→∞
log(p)
log(mp)
=
1
ω(M)
(where the last quotient is understood as 0 if ω(M) =∞, and as ∞ if ω(M) = 0).
We introduce now the classical notion of comparable and (weakly) equivalent sequences.
Let M and L be sequences, we write M - L if there exists A > 0 such that
Mp ≤ A
pLp, for all p ∈ N0.
We say that M and L are comparable if M - L or L - M holds. If both conditions hold, we say
that M is equivalent to L, and we write M ≈ L; in this case, there exist A,B > 0 such that
ωM(At) ≤ ωL(t) ≤ ωM(Bt), t ≥ 0, (2.3)
and the previous theorem implies then that ω(M) = ω(L).
The strongly regular sequences, introduced by V. Thilliez [51], will play a prominent role in the
following.
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Definition 2.2. A sequence M is strongly regular if it satisfies
(i) M is (lc).
(ii) M is of moderate growth (briefly, (mg)): there exists A > 0 such that
Mp+q ≤ A
p+qMpMq, p, q ∈ N0.
(iii) M satisfies the strong nonquasianalyticity condition (for short, (snq)): there exists B > 0 such
that ∑
q≥p
Mq
(q + 1)Mq+1
≤ B
Mp
Mp+1
, p ∈ N0.
Since (lc) and (snq) together imply that m tends to infinity, every strongly regular sequence is
a weight sequence.
Sometimes, it also appears the condition of derivation closedness, for short (dc): there exists
A > 0 such that
Mp+1 ≤ A
p+1Mp, p ∈ N0.
It is clear that (mg) implies (dc).
The next characterization of (mg), already appearing in the works of H. Komatsu [27, Prop.
3.6] and V. Thilliez [51], plays a fundamental role in many of our arguments.
Lemma 2.3. Let M = (Mp)p∈N0 be a weight sequence. The following are equivalent:
(i) M has (mg),
(ii) For every real number with s ≥ 1, there exists ρ(s) ≥ 1 (only depending on s and M) such
that
hM(t) ≤ (hM(ρ(s)t))
s for t ≥ 0,
or, equivalently,
sωM(t) ≤ ωM(ρ(s)t) for t ≥ 0. (2.4)
(iii) There exist H ≥ 1 and t0 > 0 (only depending on M) such that
hM(t) ≤ (hM(Ht))
2 for t ≤ 1/t0,
or, equivalently,
2ωM(t) ≤ ωM(Ht) for t ≥ t0.
Example 2.4. We mention some interesting examples of weight sequences. In particular, those in
(i) and (iii) appear in the applications of summability theory to the study of formal power series
solutions for different kinds of equations.
(i) The sequences Mα,β :=
(
p!α
∏p
m=0 log
β(e +m)
)
p∈N0
, where α > 0 and β ∈ R, are strongly
regular (in case β < 0, the first terms of the sequence have to be suitably modified in order
to ensure (lc)). For β = 0, we have the best known example of strongly regular sequence,
Mα,0 = (p!
α)p∈N0 , called the Gevrey sequence of order α. It is immediate that ω(Mα,β) = α.
(ii) The sequence M0,β := (
∏p
m=0 log
β(e +m))p∈N0 , with β > 0, is a weight sequence with (mg),
but (snq) is not satisfied. In this case, ω(M0,β) = 0.
(iii) For q > 1, Mq := (qp
2
)p∈N0 is (lc), (dc) and (snq), but not (mg); ω(Mq) =∞.
As it was proved in [48, Th. 3.4], or as it can be deduced from the theory of O-regular variation
(see [22, Remark 2.1.19]), for every strongly regular sequence M one has ω(M) ∈ (0,∞).
2.2 Ultraholomorphic classes and the asymptotic Borel map
Here we introduce the classes of holomorphic functions in a sectorial region which the sum of a
summable formal power series will belong to.
We say a holomorphic function f in a sectorial region G admits the formal power series f̂ =∑∞
n=0 anz
n ∈ C[[z]] as its M−asymptotic expansion in G (when the variable tends to 0) if for every
T ≪ G there exist CT , AT > 0 such that for every p ∈ N0 one has
|f(z)−
p−1∑
n=0
anz
n| ≤ CTA
p
TMp|z|
p, z ∈ T.
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Wewill write f ∼M f̂ inG, and A˜M(G) will stand for the space of functions admittingM−asymptotic
expansion in G.
As a consequence of Taylor’s formula and Cauchy’s integral formula for the derivatives, one can
check that f ∈ A˜M(G) if and only if for every T ≪ G there exist CT , AT > 0 such that for all
p ∈ N0 one has
|f (p)(z)| ≤ CTA
p
T p!Mp, z ∈ T.
Moreover, if f ∼M
∑∞
p=0 apz
p then for every T ≪ G and p ∈ N0 one has
ap = lim
z→0
z∈T
f (p)(z)
p!
,
and we see that the M−asymptotic expansion f̂ is unique for f and, moreover, |ap| ≤ CTA
p
TMp
for every p ∈ N0. So, if we define
C[[z]]M =
{
f̂ =
∞∑
n=0
anz
n ∈ C[[z]] : there exists A > 0 with |a |
M,A := sup
p∈N0
|ap|
ApMp
<∞
}
,
it is natural to consider the asymptotic Borel map B˜, sending a function f ∈ A˜M(G) into its
M−asymptotic expansion f̂ ∈ C[[z]]M.
If M is (lc), B˜ is a homomorphism of algebras; if M is also (dc), B˜ is a homomorphism of
differential algebras.
Note that if M ≈ L, then A˜M(G) = A˜L(G) and C[[z]]M = C[[z]]L.
We say f ∈ A˜M(G) is flat if f ∼M 0̂ in G, where 0̂ stands for the null power series. The next
characterization of flatness is due to V. Thilliez.
Proposition 2.5 ([52], Prop. 4). Let M be a weight sequence, G be a sectorial region and f be
holomorphic in G. The following are equivalent:
(i) f ∈ A˜M(G) and f is flat, i.e., f ∼M 0̂ in G where 0̂ stands for the null power series.
(ii) For every bounded proper subsector T of G there exist c1, c2 > 0 with
|f(z)| ≤ c1e
−ωM(1/(c2|z|)), z ∈ T.
The existence or not of nontrivial flat functions was characterized in [48, Coro. 4.12] for classes
defined from a strongly regular sequence M (see Definition 2.2) such that the function dM is a
nonzero proximate order (Definition 2.7). However, the result has been recently proved to be valid
for any weight sequence.
Theorem 2.6 ([26], Cor. 3.16). Let M be a weight sequence, γ > 0 and G(d, γ) be a sectorial
region of opening πγ. The following statements are equivalent:
(i) A˜M(G(d, γ)) is quasianalytic, i.e., it does not contain nontrivial flat functions (in other words,
the Borel map is injective in this class).
(ii) γ > ω(M).
Since the bisecting direction is irrelevant for quasianalyticity, we will frequently consider only
the case d = 0.
2.3 Sequences admitting a nonzero proximate order
In this subsection, we first recall the notion of proximate order, appearing in the theory of growth
of entire functions and developed, initially, by E. Lindelöf and G. Valiron.
Definition 2.7. We say a real function ρ(r), defined on (c,∞) for some c ≥ 0, is a proximate
order, if the following hold:
(A) ρ is continuous and piecewise continuously differentiable in (c,∞) (that is, differentiable except
possibly at a sequence of points, tending to infinity, at any of which it is continuous and has
distinct finite lateral derivatives),
(B) ρ(r) ≥ 0 for every r > c,
(C) limr→∞ ρ(r) = ρ <∞,
(D) limr→∞ rρ′(r) ln r = 0.
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In case the value ρ in (C) is positive (respectively, is 0), we say ρ(r) is a nonzero (resp. zero)
proximate order.
Remark 2.8. The classical theory of proximate orders (see [14, Th. 2.2]) guarantees that if ρ(r) is
a proximate order with limit ρ ≥ 0 at infinity, then the function V (r) = rρ(r) is of regular variation,
that is,
lim
r→∞
V (sr)
V (r)
= sρ,
with uniform convergence in the compact intervals [a, b] ⊆ (0,∞).
G. Valiron [54] showed that, up to asymptotic equivalence, the function rρ(r) has an analytic
continuation to a sector in the complex plane containing the positive real axis (see [7, Th. 7.4.3]).
We will use the next improved result, due to L.S. Maergoiz, which provides holomorphic functions
in an arbitrary sector bisected by the positive real axis whose restriction to (0,∞) is real, have a
growth at infinity specified by a prescribed proximate order and satisfy several regularity properties.
Theorem 2.9 ([33], Th. 2.4). Let ρ(t) be a nonzero proximate order and ρ = limt→∞ ρ(t). For
every γ > 0 there exists an analytic function V (z) in Sγ such that:
(I) For every z ∈ Sγ ,
lim
t→∞
V (zt)
V (t)
= zρ,
uniformly in the compact sets of Sγ (that is, V is regularly varying in Sγ).
(II) V (z) = V (z) for every z ∈ Sγ (where, for z = (|z|, arg(z)), we put z = (|z|,− arg(z))).
(III) V (t) is positive in (0,∞), strictly increasing and limt→0 V (t) = 0.
(IV) The function r ∈ R 7→ V (er) is strictly convex (i.e. V is strictly convex relative to log(r)).
(V) The function log(V (t)) is strictly concave in (0,∞).
(VI) The function ρV (t) := log(V (t))/ log(t), t > 0, is a proximate order equivalent to ρ(t), that
is,
lim
t→∞
V (t)/tρ(t) = lim
t→∞
tρV (t)/tρ(t) = 1.
Given γ > 0 and ρ(t) a nonzero proximate order, MF (γ, ρ(t)) denotes the set of Maergoiz
functions V defined in Sγ and satisfying the conditions (I)-(VI) of Theorem 2.9.
Suppose ρ(t) (t ≥ c ≥ 0) is a nonzero proximate order tending to ρ > 0 at infinity, then the
function V (t) = tρ(t) is strictly increasing for t > R large enough. The inverse function t = U(s),
defined for every s > V (R), is such that ρ∗(s) := log(U(s))/ log(s) is a proximate order which
tends to 1/ρ as s tends to∞ (see [33, Property 1.8]), and it is called the proximate order conjugate
to ρ(t). This conjugate proximate order can be also extended, up to equivalence, to an analytic
function.
Theorem 2.10 ([33], Th. 2.6). Let ρ(t) be a nonzero proximate order, γ > 0 and V ∈MF (γ, ρ(t)).
Let t = U(s), defined for all s > 0, be the function inverse to s = V (t), for every t ∈ (0,∞), and let
ρ∗(s) be the proximate order conjugate to ρ(t). Then lnU(s)/ ln s is a proximate order equivalent
to ρ∗(s), and the function U(s) admits an analytic continuation to a function U(W ) in a domain
T ⊂ Sργ , symmetric relative to the real axis and such that for β < γ there exists Rβ > 0 such that
the domain T contains Sρβ ∩ {|z| > Rβ}. Furthermore, the function U satisfies, in its domain, the
properties (I)-(VI) in Theorem 2.9 of the functions of the class MF (ργ, ρ∗(s)).
Many of the results in [30] about M−summability were initially stated for strongly regular
sequences M such that dM is a proximate order (a fortiori a nonzero proximate order, as deduced
from [48, Th. 3.4]), since then Maergoiz functions were available. We know now how to characterize
those weight sequences for which dM is a nonzero proximate order.
Theorem 2.11 ([24], Th. 3.6). Let M be a weight sequence. The following are equivalent:
(a) dM(t) is a proximate order with limt→∞ dM(t) ∈ (0,∞).
(b) There exists limp→∞ log
(
mp/M
1/p
p
)
∈ (0,∞).
(c) m is regularly varying with a positive index of regular variation, i.e., there exists ω > 0 (called
the index of regular variation of m) such that
lim
p→∞
m⌊λp⌋
mp
= λω
for every λ > 0.
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(d) There exists ω > 0 such that for every natural number ℓ ≥ 2,
lim
p→∞
mℓp
mp
= ℓω.
In case any of these statements holds, the value of the limit mentioned in (b), that of the index
mentioned in (c), and that of the constant ω in (d) is ω(M), and the limit in (a) is 1/ω(M).
A less restrictive condition on the sequence M, namely the admissibility of a proximate order,
is indeed sufficient for our purposes. This condition, defined below, is evidently stable under
equivalence of sequences (unlike the condition of dM being a nonzero proximate order, see [24,
Example 3.12]), what is desirable if we take into account that M−summability and L−summability
amount to each other whenever M ≈ L.
Theorem 2.12 ([24], Th. 4.14; [22], Th. 2.2.19). Let M be a weight sequence. The following
conditions are equivalent:
(a) M admits a nonzero proximate order, i.e., there exist a nonzero proximate order ρ(t) and
constants C and D such that
C ≤ log(t)(ρ(t) − dM(t)) ≤ D, t large enough. (2.5)
(b) There exist a weight sequence L equivalent to M and such that dL(t) is a nonzero proximate
order.
(c) There exist ω ∈ (0,∞) and bounded sequences of real numbers (bp)p∈N, (ηp)p∈N such that
(ηp)p∈N converges to ω and we can write
mp = exp
bp+1 + p+1∑
j=1
ηj
j
 , p ∈ N0.
In case the previous holds, limt→∞ dM(t) = limt→∞ dL(t) = 1/ω = 1/ω(M).
All the weight sequences admitting a nonzero proximate order are strongly regular, what shows
that some of the hypotheses in [48, 30] were redundant.
Corollary 2.13 ([24], Cor. 3.10 and Remark 4.15). Let M be a weight sequence admitting a
nonzero proximate order. Then, M is strongly regular and
lim
p→∞
log(mp)
log(p)
= ω(M). (2.6)
Although not every strongly regular sequence admits a nonzero proximate order, as shown
in [24, Example 4.16], admissibility holds true for every strongly regular sequence appearing in
applications.
The next lemma is valid under weaker conditions (see [50, Lemmma 3.18] by G. Schindl), but
this version is enough for our purpose.
Lemma 2.14. Let M be a weight sequence admitting a nonzero proximate order, then for any
A > 0 there exist tA, E, F > 0 such that
ωM(Et) < AωM(t) < ωM(Ft), t > tA,
and for any B > 0 there exist constants tB, G,H > 0 such that
GωM(t) < ωM(Bt) < HωM(t), t > tB.
Proof. Since M admits a nonzero proximate order ρ(t), if we write V (t) = tρ(t), we have that there
exist t0 > 0 and constants C and D such that
eCωM(t) ≤ V (t) ≤ e
DωM(t), t ≥ t0. (2.7)
We fix E,F > 0 such that E1/ω(M) < AeC−D and F 1/ω(M) > AeD−C . By Theorem 2.1, we know
that ρ(t) is a proximate order with limt→∞ ρ(t) = 1/ω(M). Then, by Remark 2.8, V(t) is a regularly
varying function of index 1/ω(M) and we see that
lim
t→∞
V (Et)
V (t)
= E1/ω(M), lim
t→∞
V (Ft)
V (t)
= F 1/ω(M).
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Hence, by the election of E and F , we deduce that it exists tA > max(t0, t0/E, t0/F ) such that
V (Et) < AeC−DV (t) and V (Ft) > AeD−CV (t) for every t > tA. Using (2.7), we conclude for
t > tA that
AωM(t) ≥ Ae
−DV (t) = Ae−D+Ce−CV (t) ≥ e−CV (Et) ≥ ωM(Et),
AωM(t) ≤ Ae
−CV (t) = Ae−C+De−DV (t) ≤ e−DV (Ft) ≤ ωM(Ft).
We fix G,H > 0 such that B1/ω(M)eD−C < H and B1/ω(M)eC−D > G an we proceed in a similar
way to prove the second part. 
2.4 M−summability and moment summability methods
Every function f in a quasianalytic Carleman ultraholomorphic class is determined by its asymp-
totic expansion f̂ . This fact motivates the concept, developed in [30, 48, 49], of M−summability of
formal (i.e. divergent in general) power series in a direction, so generalizing the by-now classical and
powerful tool of k−summability of formal Gevrey power series, introduced by J.-P. Ramis [44, 45].
Observe that the definition only makes sense whenever injectivity of the Borel map is available,
and Watson’s Lemma imposes then that ω(M) < ∞, an assumption always implicit whenever
M−summability is considered, and automatically satisfied for strongly regular sequences, or its
subclass of weight sequences admitting a nonzero proximate order, for which the theory is com-
pletely satisfactory.
Definition 2.15. Let d ∈ R and M be a weight sequence. We say f̂ =
∑
p≥0 apz
p ∈ C[[z]] is
M−summable in direction d if there exist a sectorial region G = G(d, γ), with γ > ω(M), and a
function f ∈ A˜M(G) such that f ∼M f̂ .
According to Theorem 2.6, f is unique with the property stated, and it will be denoted f =
SM,df̂ , the M−sum of f̂ in direction d.
Some basic properties of M−summable series in a direction are straightforward consequences of
Watson’s Lemma and the elementary properties of M−asymptotics.
Lemma 2.16. Let M be a weight sequence, the following hold:
(i) Let f̂ be convergent (i.e., its radius of convergence is not 0). Then for every d, the series f̂ is
M−summable in direction d and SM,df̂(z) = Sf̂(z) for every z where both sides are defined,
where S maps each convergent power series to its natural sum.
(ii) If f̂ is M−summable in direction d for every d ∈ (α, β) with α < β, then
SM,d1 f̂(z) = SM,d2 f̂(z), d1, d2 ∈ (α, β),
whenever the corresponding domains intersect.
(iii) Let f̂ be M−summable in direction d, there exists ε > 0 such that f̂ is M−summable in all
directions d˜ with |d˜− d| < ε.
(iv) For d˜ = d+ 2π, the M−summability of f̂ in direction d is equivalent to the M−summability
of f̂ in direction d˜. Moreover, we have that
S
M,d˜f̂(z) = SM,df̂(ze
−2πi),
where both functions are defined.
In particular (i) in the last Lemma says that the M−summability method is regular.
From Lemma 2.16.(iv), when considering M−summability we can identify directions d that
differ by integer multiples of 2π. By Lemma 2.16.(iii), the set of directions for which a formal
power series is not M−summable is closed. Special attention deserves the case in which this set is
finite (mod 2π).
Definition 2.17. C{z}M,d stands for the set of formal power series f̂ which are M−summable
in direction d. C{z}M will be the set of formal power series f̂ which are M−summable in every
direction except for a finite set of singular directions (mod 2π), denoted by singM(f̂) = {d1, . . . , dm}.
We write C{z} for the set of convergent formal series, that is, those with a positive radius of
convergence. Note that C{z} ⊆ C{z}M,d ⊆ C[[z]]M. Due to its importance in the proof of the
Tauberian results in Section 3, we include the proof of (i) among the following properties of these
sets.
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Proposition 2.18. Let M be a weight sequence. Then,
(i) If f̂ ∈ C{z}M and singM(f̂) = ∅, then f̂ is convergent.
(ii) C{z}M,d, C{z}M are algebras. Moreover, if M is (dc) they are differential algebras.
Proof. (i) Using Lemma 2.16.(ii), we know that f(z) := SM,df̂(z) is well-defined (independent
from direction d). By Lemma 2.16.(iv) we know that f is single-valued, then f can be
expanded into a convergent power series about the origin. By the uniqueness of the asymptotic
expansion, we deduce that f̂ coincides with this convergent power series.

The ideas in the theory of general moment summability methods put forward by W. Balser
in [2] are now followed in order to recover f from f̂ , what requires the existence of a pair of kernel
functions, say e and E, with suitable asymptotic and growth properties, in terms of which to define
formal and analytic Laplace- and Borel-like transforms.
Definition 2.19. Let M be a strongly regular sequence with ω(M) < 2. A pair of complex
functions e, E are said to be kernel functions for M−summability if:
(i) e is holomorphic in Sω(M).
(ii) z−1e(z) is locally uniformly integrable at the origin, i.e., there exists t0 > 0, and for ev-
ery z0 ∈ Sω(M) there exists a neighborhood U of z0, U ⊆ Sω(M), such that the integral∫ t0
0
t−1 supz∈U |e(t/z)|dt is finite.
(iii) For every ε > 0 there exist c, k > 0 such that
|e(z)| ≤ chM
(
k
|z|
)
= c e−ωM(|z|/k), z ∈ Sω(M)−ε, (2.8)
where hM and ωM are the functions associated with M defined in Subsection 2.1.
(iv) For x ∈ R, x > 0, the values of e(x) are positive real.
(v) If we define the moment function associated with e,
me(λ) :=
∫ ∞
0
tλ−1e(t)dt, Re(λ) ≥ 0,
from (I) − (IV ) we see that me is continuous in {Re(λ) ≥ 0}, holomorphic in {Re(λ) > 0},
and me(x) > 0 for every x ≥ 0. Then, the function E given by
E(z) =
∞∑
n=0
zn
me(n)
, z ∈ C,
is entire, and there exist C,K > 0 such that
|E(z)| ≤
C
hM(K/|z|)
= CeωM(|z|/K), z ∈ C. (2.9)
(vi) z−1E(1/z) is locally uniformly integrable at the origin in the sector S(π, 2 − ω(M)), in the
sense that there exists t0 > 0, and for every z0 ∈ S(π, 2 − ω(M)) there exist a neighborhood
U of z0, U ⊆ S(π, 2− ω(M)), such that the integral
∫ t0
0 t
−1 supz∈U |E(z/t)|dt is finite.
Remark 2.20. (i) According to Definition 2.19(v), the knowledge of e is enough to determine
E, so in the sequel we will frequently omit the function E in our statements.
(ii) The case ω(M) ≥ 2, for which the previous condition (vi) does not make sense, is dealt with
by a ramification process described in [30, Remark 3.5(iii)].
Remark 2.21. (i) Note that Definition 2.19 can be given for arbitrary weight sequences with
ω(M) ∈ (0, 2). If we assume that M is (dc) and there exists an M−summability kernel, one
can show, following the ideas in [28, 48], that M satisfies (snq), so this condition is obtained
automatically. However, (mg) seems not to be deduced from the definition of the kernels,
while it is essential for many of the arguments to come. In any case, since the existence of
such kernels is only guaranteed for a subfamily of strongly regular sequences, those admitting
a nonzero proximate order (see (ii) in this remark), the definition in [30] has been kept.
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(ii) The existence of such kernels, proved in [30] whenever the function dM(t) is a nonzero prox-
imate order, can be also obtained whenever M admits a nonzero proximate order, i.e., there
exists a nonzero proximate order ρ(t) satisfying the estimates (2.5) or, equivalently, there
exist positive constants A and B such that
A ≤
tρ(t)
ωM(t)
≤ B, for t large enough.
In this situation we know that limt→∞ dM(t) = limt→∞ ρ(t) = 1/ω(M). Then, for every
V ∈MF (2ω(M), ρ(t)) one may consider the function eV defined in Sω(M) by
eV (z) = z exp(−V (z)),
and the arguments in the proof of Theorem 4.8 in [30] can be mimicked to deduce that eV is a
kernel of M−summability. We only record for the future that, firstly, for every ε ∈ (0, ω(M))
there exist b, b1 > 0 such that for any z ∈ Sω(M)−ε,
|eV (z)| ≤ |z| exp(−Re(V (z))) ≤ |z| exp(−bV (|z|)) ≤ |z| exp(−b1ωM(|z|)) ≤ |z| (2.10)
(observe that ωM(|z|) ≥ 0), what clearly implies (ii) in Definition 2.19. Secondly, the function
EV (z) =
∑∞
n=0 z
n/mV (n), z ∈ C, is such that for every 0 < ε < π/2(2 − ω(M)) we have,
uniformly as |z| → ∞ and in Landau’s notation,
EV (z) = O
(
1
|z|
)
,
π
2
ω(M) + ε ≤ | arg z| ≤ π, (2.11)
what implies that also condition (vi) in Definition 2.19 is fulfilled.
(iii) In Balser’s theory for Gevrey sequences M1/k = (p!1/k)p∈N0 (see [2, Sect. 5.5]), the classical
example of kernels is given by ek(z) = kzk exp(−zk); the moment function is me(λ) = Γ(1 +
λ/k), Re(λ) ≥ 0, where Γ is Euler’s function, and the Borel kernel Ek is a classical Mittag-
Leffler function. Observe that the sequences M1/k and (me(p))p∈N0 are equivalent, and this
is not a coincidence at all (see Proposition 2.23).
Next, we recall a key result by H. Komatsu that characterizes the growth of a entire function
in terms of that of its Taylor coefficients; it was useful in the proof of Proposition 2.23 and will be
employed afterwards.
Proposition 2.22 ([27], Prop. 4.5). Let M be a weight sequence. Given an entire function F (z) =∑∞
n=0 anz
n, z ∈ C, the following statements are equivalent:
(i) There exist C,K > 0 such that |F (z)| ≤ CeωM(K|z|), z ∈ C.
(ii) There exist c, k > 0 such that for every n ∈ N0, |an| ≤ ckn/Mn.
Given a kernel e for M−summability, the associated sequence of moments is me := (me(p))p∈N0 .
The following result, important for the development of a satisfactory summability theory, ensures
that the classes of functions and formal power series defined respectively by M and me coincide.
In the proof, the estimates, for the kernels e and E appearing in (2.8) and (2.9), respectively, are
crucial.
Proposition 2.23 ([48], Prop. 5.7). Let e be a kernel for M−summability, then M ≈ me.
Remark 2.24. For any kernel e for M−summability, up to multiplication by a constant scaling
factor, one may always suppose that me(0) = 1. Moreover, me = (me(p))p∈N0 is (lc) as a conse-
quence of Hölder’s inequality. Then, from the equivalence between M and me we deduce the strong
regularity of me.
In the rest of this subsection we recall from [30] how Laplace- and Borel-like transforms are
defined from the M−summability kernels, summarizing their main properties, and how they allow
for the explicit reconstruction of the sum of a summable formal power series in a direction. The
first definition resembles that of functions of exponential growth of order 1/k. For convenience, we
will say a holomorphic function f in a sector S is continuous at the origin if limz→0, z∈T f(z) exists
for every T ≪ S.
Definition 2.25. Let M be a weight sequence, and consider an unbounded sector S in R. The set
OM(S) consists of the holomorphic functions f in S, continuous at the origin and havingM−growth
in S, i.e. such that for every unbounded proper subsector T of S there exist r, c, k > 0 such that
for every z ∈ T with |z| ≥ r one has
|f(z)| ≤
c
hM(k/|z|)
= ceωM(|z|/k). (2.12)
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Since continuity at 0 has been asked for, f ∈ OM(S) implies that for every unbounded proper
subsector T of S there exist c, k > 0 such that (2.12) holds for every z ∈ T .
Given a sector S = S(d, α), a kernel e for M−summability and f ∈ OM(S), for any direction τ
in S we define the operator Te,τ sending f to its e−Laplace transform in direction τ , defined as
(Te,τf)(z) :=
∫ ∞(τ)
0
e(u/z)f(u)
du
u
, | arg(z)− τ | < ω(M)π/2, |z| small enough, (2.13)
where the integral is taken along the half-line parametrized by t ∈ (0,∞) 7→ teiτ . We have the
following result.
Proposition 2.26 ([30], Prop. 3.11). For a sector S = S(d, α) and f ∈ OM(S), the family
{Te,τf}τ inS defines a holomorphic function Tef in a sectorial region G(d, α+ ω(M)).
We now define the generalized Borel transforms.
Definition 2.27. Suppose ω(M) < 2, and let G = G(d, α) be a sectorial region with α > ω(M), and
f : G→ C be holomorphic in G and continuous at 0. For τ ∈ R such that |τ − d| < (α−ω(M))π/2
we may consider a path δω(M)(τ) in G like the ones used in the classical Borel transform, consisting
of a segment from the origin to a point z0 with arg(z0) = τ + ω(M)(π + ε)/2 (for some suitably
small ε ∈ (0, π)), then the circular arc |z| = |z0| from z0 to the point z1 on the ray arg(z) =
τ − ω(M)(π + ε)/2 (traversed clockwise), and finally the segment from z1 to the origin.
Given kernels e, E for M−summability, we define the operator T−e,τ sending f to its e−Borel
transform in direction τ , defined as
(T−e,τf)(u) :=
−1
2πi
∫
δω(M)(τ)
E(u/z)f(z)
dz
z
, u ∈ S(τ, ε0), ε0 small enough.
Proposition 2.28 ([30], Prop. 3.12). For G = G(d, α) and f : G → C as above, the family
{T−e,τf}τ , where τ is a real number such that |τ − d| < (α − ω(M))π/2, defines a holomorphic
function T−e f in the sector S = S(d, α− ω(M)). Moreover, T
−
e f is of M−growth in S.
In case ω(M) ≥ 2, the treatment is similar to that in [2, p. 90] (see also [30, p. 1186]).
One can compute the e−transforms of a monomial.
Proposition 2.29 ([30], p. 1187). Given λ ∈ C with Re(λ) ≥ 0, the function fλ(z) = zλ belongs
to OM(S) and Tefλ(z) = me(λ)zλ, T−e fλ(u) = u
λ/me(λ).
This justifies the definition of the formal e−Laplace and e−Borel transforms T̂e, T̂−e : C[[z]] →
C[[z]], given respectively by
T̂e
( ∞∑
p=0
apz
p
)
:=
∞∑
p=0
me(p)apz
p, T̂−e
( ∞∑
p=0
apz
p
)
:=
∞∑
p=0
ap
me(p)
zp.
The next result lets us know how these analytic and formal transforms interact with general
asymptotic expansions. Given two sequences of positive real numbers M = (Mp)p∈N0 and M
′ =
(M ′p)p∈N0 , we consider the sequences M ·M
′ := (MpM
′
p)n∈N0 and M
′/M := (M ′p/Mp)p∈N0 .
Theorem 2.30 ([30], Th. 3.16). Suppose M is a sequence and e is a kernel of M−summability.
For any sequence M′ of positive real numbers the following hold:
(i) If f ∈ OM(S(d, α)) and f ∼M′ f̂ , then Tef ∼M·M′ T̂ef̂ in a sectorial region G(d, α + ω(M)).
(ii) If f ∼M′ f̂ in a sectorial region G(d, α) with α > ω(M), then T−e f ∼M′/M T̂
−
e f̂ in the sector
S(d, α− ω(M)).
Note that if both sequences are weight sequences, M ·M′ is again a weight sequence, but M′/M
might not be. This last theorem motivates the study of the quotient and the product sequence
achieved in Subsection 3.2.
Let e be a kernel of M−summability. Since me is strongly regular and equivalent to M (see
Proposition 2.23 and Remark 2.24), one has C[[z]]M = C[[z]]me and O
me(S) = OM(S) (see (2.3)).
This justifies the following definition:
We say f̂ =
∑
p≥0 apz
p is e−summable in direction d ∈ R if:
(i) f̂ ∈ C[[z]]me, so g := T̂
−
e f̂ =
∑
p≥0
ap
me(p)
zp converges in a disc and
(ii) g admits analytic continuation in a sector S = S(d, ε) for some ε > 0, and g ∈ Ome(S).
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The next result states the equivalence between M−summability and e−summability in a direc-
tion, and provides a way to recover the M−sum in a direction of a summable power series by means
of the formal and analytic transforms previously introduced.
Theorem 2.31 ([30], Th. 3.18). Suppose given a strongly regular sequence M admitting a kernel
of M−summability, a direction d ∈ R and a formal power series f̂ =
∑
p≥0 apz
p. The following are
equivalent:
(i) f̂ is M−summable in direction d.
(ii) For every kernel e of M−summability, f̂ is e−summable in direction d.
(iii) For some kernel e of M−summability, f̂ is e−summable in direction d.
In case any of the previous holds, for any kernel e of M−summability we have (after analytic
continuation)
SM,df̂ = Te(T̂
−
e f̂).
In case M = M1/k, the summability methods described are just the classical k−summability
and e−summability (in a direction) for kernels e of order k > 0, as defined by W. Balser.
3 Tauberian theorems
Classical Tauberian theorems ([37, Th. 2.2.4.2] and [2, Th. 37]) serve to compare the processes
of k−summability for various k; these theorems are strongly related to multisummability. In this
section, we will see what can be said about the connection between the algebras C{z}M and C{z}L
for two given sequences M and L admitting a nonzero proximate order. For this purpose in the
first subsection we will thoroughly examine the comparability notion for sequences introduced in
Subsection 2.1. Secondly, we will analyze the properties of the quotient and the product sequences of
M and L. Finally, we will formulate our main results, generalizing the Gevrey case if ω(M) < ω(L),
and showing that such a generalization is not possible (for our definition of summability) if the
sequences are comparable and ω(M) = ω(L). The results in this section are stated for a couple of
sequences but can be easily extended for a finite set of sequences M1,M2, . . . ,Mk.
3.1 Comparison of sequences
The example at the end of this subsection will show that, in general, two weight sequences M and
L need not be comparable, not even sequences whose sequences of quotients are regularly varying
(which implies the admissibility of a nonzero proximate order, see Theorem 2.11). Hence, it will be
natural to impose some comparability condition between M and L in the forthcoming subsections.
Since equivalent sequences define the same classes, we are particularly interested in comparable
but not equivalent sequences, i.e., L -M and L 6≈M, which is true if and only if
inf
p∈N
(
Mp
Lp
)1/p
> 0 and sup
p∈N
(
Mp
Lp
)1/p
=∞,
or, equivalently, if
lim inf
p∈N
(
Mp
Lp
)1/p
> 0 and lim sup
p∈N
(
Mp
Lp
)1/p
=∞. (3.1)
In other words, we want to avoid noncomparable sequences, that is, those for which
lim inf
p→∞
(
Mp
Lp
)1/p
= 0 and lim sup
p→∞
(
Mp
Lp
)1/p
=∞. (3.2)
For the construction of our example of noncomparable sequences, we need to characterize (3.2)
in terms of the corresponding associated functions (see (2.1)). Although it is valid for strongly
regular sequences M, the characterization of noncomparability in terms of the associated function
is stated below in the most regular case, i.e., for a weight sequenceM admitting a nonzero proximate
order, as these are the ones used to develop the summability theory.
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Proposition 3.1. Let M and L be two weight sequences, and suppose that M admits a nonzero
proximate order. We have that
lim inf
p→∞
(
Mp
Lp
)1/p
= 0 if and only if lim inf
t→∞
ωL(t)
ωM(t)
= 0,
and
lim sup
p→∞
(
Mp
Lp
)1/p
=∞ if and only if lim sup
t→∞
ωL(t)
ωM(t)
=∞.
Proof. If we suppose that lim inft→∞ ωL(t)/ωM(t) > 0, then there exists A > 0 such that ωL(t) ≥
AωM(t) for every t ≥ t0. By (2.2) we have that
lim inf
p→∞
(
Mp
Lp
)1/p
= lim inf
p→∞
(
Mp
supt>0(t
p/eωL(t))
)1/p
≥ lim inf
p→∞
(
Mp
supt>0(t
p/eAωM(t))
)1/p
.
By Lemma 2.14, there exists E > 0 such that AωM(t) > ωL(Et) for t large enough. It is easy to
check that the supremum for t > 0 of the function fp,M(t) = tpe−AωM(t) is attained in [m⌊p/A⌋,∞),
so for p large enough we have that
sup
t>0
(tp/eAωM(t)) < sup
t>0
(tp/eωL(Et)),
and we deduce from (2.2) that
lim inf
p→∞
(
Mp
Lp
)1/p
> E > 0.
Now, if we suppose that lim infp→∞ (Mp/Lp)
1/p
> 0, then there exists B > 0 such that Mp ≥
BpLp for every p ∈ N. Consequently, ωL(t) ≥ ωM(Bt) for every t > m0 and, using Lemma 2.14, we
have that
lim inf
t→∞
ωL(t)
ωM(t)
≥ lim inf
t→∞
ωM(Bt)
ωM(t)
≥ G > 0.
The same arguments lead to the other equivalence. 
We will use a construction of sequences from proximate orders in order to build noncomparable
sequences.
Definition 3.2. Let ρ(t) be a nonzero proximate order, γ > 0 and V ∈ MF (γ, ρ(t)). We define
its associated sequence V = (Vp)p∈N0 by V0 := 1 and Vp := v0v1 · · · vp−1 for all p ∈ N, where
v0 := V (1), vp := V (p), p ∈ N.
By Theorem 2.9.(I), (III) and (VI), we see that V is a weight sequence and that v = (vp)p∈N0
is regularly varying of positive index ρ := limt→∞ ρ(t). In particular, by Theorem 2.11, dV is a
nonzero proximate order and, by Corollary 2.13, V is strongly regular.
Example 3.3. We consider the functions
ρ1(t) = 1, t ∈ (0,∞),
ρ2(t) = 1 +
sin(log2(t))
log2(t)
, t ∈ (e,∞), log2(t) := log(log(t)),
which are easily checked to be nonzero proximate orders which tend to 1 at infinity. We define
V1(t) = t
ρ1(t) and V2(t) = tρ2(t), and we observe that, for the sequences
rn = exp(exp(π/2 + 2πn)), sn = exp(exp(3π/2 + 2πn)), n ∈ N,
one has
lim
n→∞
V2(sn)
V1(sn)
= 0, lim
n→∞
V2(rn)
V1(rn)
=∞. (3.3)
We fix γ > 0, V˜1 ∈ MF (γ, ρ1(t)) and V˜2 ∈ MF (γ, ρ2(t)) and we consider the sequences U1
and U2 (see Definition 3.2) defined from the corresponding inverse functions U˜1(t) and U˜2(t) (see
Theorem 2.10). These sequences U1 and U2 are regularly varying of index 1, so ω(U1) = ω(U2) = 1,
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and the functions dUj (t) are nonzero proximate orders. According to Theorem 2.9.(VI) and by the
information contained in [24, Prop. 4.13 and Th. 4.14], for j = 1, 2 we see that
0 < lim inf
t→∞
ωUj (t)
Vj(t)
≤ lim sup
t→∞
ωUj (t)
Vj(t)
<∞.
Taking into account (3.3), we deduce that
lim inf
t→∞
ωU2(t)
ωU1(t)
= 0 and lim sup
p→∞
ωU2(t)
ωU1(t)
=∞.
Finally, by Proposition 3.1, we conclude that U1 and U2 are noncomparable.
3.2 Product and quotient of sequences
In the study of multisummability in this general context there naturally appear the product se-
quence M · L := (MpLp)p∈N0 and the quotient sequence M/L := (Mp/Lp)p∈N0 of two sequences M
and L. In this subsection some elementary properties of these sequences will be obtained, and the
connection with the comparability notion in the previous subsection will be established. Since many
of these properties are stated in terms of the sequence of quotients, note that the corresponding
ones for M · L and M/L are m · ℓ = (mpℓp)p∈N0 and m/ℓ = (mp/ℓp)p∈N0 , respectively.
Proposition 3.4. Suppose given two weight sequences M and L, each one admitting a nonzero
proximate order. Then, M · L is a weight sequence, it admits a nonzero proximate order and
ω(M · L) = ω(M) + ω(L).
Proof. This is immediate using Theorems 2.11 and 2.12 and the stability of (lc), regular variation
and the index of regular variation for the product. 
We observe that the product sequence of two sequences also preserves some weaker properties.
In particular, if M and L are strongly regular sequences then M · L is strongly regular, but only
ω(M) + ω(L) ≤ ω(M · L) can be guaranteed. An example in which equality fails to hold can be
constructed with the techniques described in [25, Remark 4.13].
If there exists a > 0 such that the sequences of quotients m = (mp)p∈N0 and ℓ = (lp)p∈N0 ,
respectively associated with M = (Mp)p∈N0 and L = (Lp)p∈N0 , satisfy
a−1ℓp ≤ mp ≤ aℓp, p ∈ N0,
we write m ≃ ℓ, and then it is clear that M ≈ L. Of course, if m and ℓ are equivalent in the
classical sense, that is, limp→∞mp/ℓp = 1 (denoted m ∼ ℓ), then m ≃ ℓ.
The main difficulty when dealing with the quotient of two weight sequences is to ensure that it
satisfies (lc). If the sequences considered are regular enough, we will solve this problem by switching
M/L for an equivalent sequence, thanks to the following result of R. Bojanic and E. Seneta.
Theorem 3.5 ([8], Th. 4). Let ω ∈ R be given. A sequence of positive real numbers (cp)p∈N
is regularly varying with index ω if and only if there exists a sequence of positive real numbers
(bp)p∈N such that bp ∼ cp and
bp+1
bp
= 1 +
ω
p
+ o
(
1
p
)
as p→∞. (3.4)
In particular, (bp)p∈N is also regularly varying with index ω.
Proposition 3.6. Given two weight sequences M and L, each one admitting a nonzero proximate
order, assume that ω(L) < ω(M). Then there exists a weight sequence A equivalent to M/L whose
sequence of quotients is regularly varying with index ω(M) − ω(L).
Proof. By Theorems 2.11 and 2.12, we know that there exist weight sequences L′ and M′ equivalent
to L and M, respectively, whose sequences of quotients (ℓ′p)p∈N0 and (m
′
p)p∈N0 are regularly varying
with indices ω(L) and ω(M). Applying Theorem 3.5 there exist sequences of positive real numbers
(ℓ′′p)p∈N0 and (m
′′
p)p∈N0 with limp→∞ ℓ
′′
p/ℓ
′
p = 1 and limp→∞m
′′
p/m
′
p = 1, and satisfying (3.4). It is
plain to check that the sequence b = (bp := m′′p/ℓ
′′
p)p∈N0 is regularly varying of index ω(M)−ω(L).
By (3.4), we observe that
bp+1
bp
=
m′′p+1
m′′p
ℓ′′p
ℓ′′p+1
=
(
1 +
ω(M)
p
+ o
(
1
p
))
1
1 + ω(L)/p+ o(1/p)
.
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We take α ∈ (ω(L), ω(M)), then there exists p0 ∈ N such that
bp+1
bp
>
(
1 +
α
p
)
1
(1 + α/p)
= 1, p ≥ p0.
We define the sequence ap := bp0 for p < p0 and ap := bp for p ≥ p0. The sequence a = (ap)p∈N0
is nondecreasing and regularly varying of index ω(M) − ω(L) and a ≃ b. Consequently, the
corresponding sequence A is a weight sequence with A ≈ B = M′′/L′′. Since m′′/ℓ′′ ∼ m′/ℓ′,
we have that m′′/ℓ′′ ≃ m′/ℓ′, so also A ≈ M′/L′. Finally, using that L′ and M′ are respectively
equivalent to L and M, we conclude that the proposition holds. 
Remark 3.7. If ω(L) < ω(M), in our regards we can always change, using the above proposition,
M for the equivalent sequence A · L which is (lc) and admits a nonzero proximate order. So,
without loss of generality we can always assume that M/L is (lc) and that its sequence of quotients
is regularly varying of positive index.
Some information about the behavior of these sequences can be obtained even if the conditions
on M and L are relaxed. In particular, we observe that the indices ω(M · L) and ω(M/L) can be
computed from ω(M) and ω(L).
Remark 3.8. Assume that M and L are weight sequences, such that L satisfies (2.6), which is
guaranteed in case L admits a nonzero proximate order (see Corollary 2.13), then
ω(M · L) = lim inf
p→∞
log(mpℓp)
log(p)
= lim inf
p→∞
log(mp)
log(p)
+ lim
p→∞
log(ℓp)
log(p)
= ω(M) + ω(L) ∈ [0,∞],
ω(M/L) = lim inf
p→∞
log(mp/ℓp)
log(p)
= lim inf
p→∞
log(mp)
log(p)
− lim
p→∞
log(ℓp)
log(p)
= ω(M)− ω(L),
whenever the last difference is not indeterminate.
Finally, the following proposition shows that L - M and L 6≈M (comparability but not equiv-
alence) can be characterized in terms of the quotient sequence.
Proposition 3.9. Given two sequences M and L, we have that:
(i) If the sequence of quotients of M/L tends to infinity, then limp→∞(Mp/Lp)1/p = ∞ and
L -M and L 6≈M.
(ii) Assume that M/L is (lc). Then L -M and L 6≈M if and only if limp→∞(Mp/Lp)1/p =∞ if
and only if the sequence of quotients of M/L tends to infinity.
(iii) Assume that L is a weight sequence satisfying (2.6), and that ω(L) < ω(M). Then the
sequence of quotients of M/L tends to infinity, L -M, L 6≈M and limp→∞(Mp/Lp)1/p =∞.
Proof. (i) If m/ℓ tends to infinity, then for any K > 0 it exists p0 ∈ N such that mp/ℓp ≥ K for
every p ≥ p0. Hence, we deduce that(
Mp
Lp
)1/p
≥
(
Kp−p0Mp0
Lp0
)1/p
, p ≥ p0.
Taking limit inferior in both sides we see that lim infp→∞(Mp/Lp)1/p ≥ K. Since this is true
for any K > 0 we conclude that limp→∞(Mp/Lp)1/p =∞, so (3.1) holds, which implies that
L -M and L 6≈M.
(ii.a) The ‘if’ part of the first equivalence follows from (3.1). Conversely, if M/L is (lc) then
((Mp/Lp)
1/p)p∈N is nondecreasing; from L -M and L 6≈M we deduce that ((Mp/Lp)1/p)p∈N
tends to ∞.
For (lc) sequences, the second equivalence was indicated in Subsection 2.1.
(iii) We have that
lim inf
p→∞
log(mp)
log(p)
= ω(M), lim
p→∞
log(ℓp)
log(p)
= ω(L).
Since ω(L) < ω(M) we can fix 0 < ε < (ω(M) − ω(L))/2, and there exists p0 ∈ N such that
for every p ≥ p0 we get that
mp
ℓp
≥
pω(M)−ε
pω(L)+ε
= pω(M)−ω(L)−2ε,
then limp→∞mp/ℓp =∞. We conclude by applying (i).

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In our framework we will usually assume that L admits a nonzero proximate order, so it satis-
fies (2.6); according to (iii), any sequence M with ω(L) < ω(M) will be comparable with and not
equivalent to L. Consequently, comparability assumptions need only be made when ω(M) = ω(L)
(and they must be made, as shown by Example 3.3); in this case, according to the last result, it is
natural to assume that M/L is a weight sequence, and so L -M and L 6≈M.
3.3 Tauberian theorem for sequences with different indices
Assuming a basic comparability hypothesis, justified in the previous subsections, and that one of
the sequences is regular enough in order to employ summability techniques, we are ready to clarify
the relation between C{z}M and C{z}L. First, we observe that if a formal power series is summable
for a sequence M and its coefficients are bounded in terms of a smaller sequence L, then it is also
summable for L and its sums agree, extending what was proved for k−summability by J. Martinet
and J.-P. Ramis [40, Ch. 2, Prop. 4.3] (see also [2, Th. 37] and [32, Coro. 5.3.15]).
Proposition 3.10. Let L and M be weight sequences such that L admits a nonzero proximate
order and M/L is (lc). If ω(L) < ω(M), or if ω(L) = ω(M) assuming in addition that L - M and
L 6≈M, then for every f̂ ∈ C{z}M ∩ C[[z]]L, we have that
(i) singL(f̂) ⊆ singM(f̂) and f̂ ∈ C{z}M ∩ C{z}L.
(ii) For every d 6∈ singM(f̂), (SL,df̂)(z) ∼L f̂ on G(d, α) with α > ω(M),
(iii) (SL,df̂)(z) = (SM,df̂)(z) for every z where both functions are defined.
Proof. By Proposition 3.9, from the hypotheses in both situations (ω(L) < ω(M) or ω(L) = ω(M))
we deduce that M/L is a weight sequence, then Watson’s Lemma is available.
(i) Since f̂ ∈ C{z}M, we have that singM(f̂) is finite. Let d be a nonsingular direction of
M−summability. We write f(z) := SM,df̂(z). We choose a kernel of L−summability, that
exists by Remark 2.21, and we consider g := T−
L
f . Since f is defined on a sectorial region
G(d, α) with α > ω(M) ≥ ω(L), by Proposition 2.28, g is holomorphic in a sector S(d, α−ω(L))
with L−growth on this sector.
On the other hand, f̂ ∈ C[[z]]L, hence we have that ĝ := T̂−L f̂ ∈ C{z}. By Theorem 2.30.(ii),
we have that g ∼M/L ĝ on S(d, α − ω(L)) and, since ĝ ∈ C{z}, Sĝ ∼M/L ĝ in a disc, and
then in a sectorial region of opening π(α−ω(L)). By the Watson’s Lemma (Theorem 2.6) we
have that B˜ : A˜M/L(Gγ) −→ C[[z]]M/L is injective for every γ > ω(M/L) = ω(M)− ω(L) (see
Remark 3.8). Since g is holomorphic in a sector of opening π(α − ω(L)) > π(ω(M) − ω(L)),
g is unique and, consequently, it is an analytic extension of ĝ := T̂−
L
f̂ with L−growth in the
sector S(d, α− ω(L)). Using Theorem 2.31, we see that f̂ is L−summable in direction d. We
conclude that singL(f̂) ⊆ singM(f̂), then f̂ ∈ C{z}L.
(ii) From (i), we know that ĝ = T̂−
L
f̂ converges in a disc and admits analytic continuation g in a
sector S = S(d, α−ω(L)), g ∈ OL(S) and we have that Sĝ ∼M′ T̂−L f̂ in S with M
′ = (1)n∈N0 .
Then, in Theorem 2.30.(i), we obtain that the function f := SL,df̂ = TLg is holomorphic in a
sectorial region G(d, α) and f ∼L f̂ there.
(iii) With the notation in (i), we have that, for every z where these functions are defined,
(SL,df̂)(z) = (TLg)(z) = (TLT
−
L
f)(z) = f(z) = (SM,df̂)(z).

As a consequence of the last proposition, a generalization of the classical Tauberian result for
k−summability of J.-P. Ramis (see [46, Th. 3.8.1], [2, Th. 37] and [32, Coro. 5.3.16]) can be stated
when the indices ω(L) and ω(M) are distinct.
Theorem 3.11. Let L and M be weight sequences such that L admits a nonzero proximate order,
M/L is (lc) and ω(L) < ω(M). If f̂ ∈ C{z}M ∩ C[[z]]L, then f̂ is convergent.
Proof. Using Proposition 3.10, we know that f̂ ∈ C{z}M ∩ C{z}L and
(SL,df̂)(z) = (SM,df̂)(z),
for every z where both functions are defined. Given θ ∈ singM(f̂) = {θ1, θ2, . . . , θm}, we can take
d 6∈ singM(f̂) such that |d−θ| < δ := π(ω(M)−ω(L)). Then (SM,df̂)(z) = (SL,df̂)(z) is defined in a
17
sectorial region G of opening πα > πω(M) bisected by direction d. We observe that f = (SL,df̂)(z)
is a holomorphic function defined in a sectorial region G˜ contained in G, bisected by direction θ,
and of opening
απ − |d− θ| > απ − δ = απ − πω(M) + πω(L) > πω(L).
By Proposition 3.10.(ii), we have that f ∼L f̂ in this region, then f̂ ∈ C{z}L,θ. Since singL(f̂) ⊆
singM(f̂), we deduce that singL(f̂) = ∅ and, by Proposition 2.18, we conclude that f̂ ∈ C{z}. 
Regarding the last two results, in the case ω(L) < ω(M), if M also admits a nonzero proximate
order, the logarithmic convexity of the sequence M/L does not need to be assumed since it is
automatically guaranteed (see Remark 3.7).
Finally, we will show that this theorem is not valid when the indices coincide.
Theorem 3.12. Let L and M be weight sequences with L -M and ω(L) = ω(M). Then
C{z}M ∩ C{z}L = C{z}L.
Moreover, if L admits a nonzero proximate order, L 6≈M and M/L is (lc) we have that
C{z}M ∩ C[[z]]L = C{z}M ∩ C{z}L = C{z}L.
Proof. If f̂ is L−summable in direction d, then it exists α > ω(L) = ω(M) and f holomorphic
in G = G(d, α) such that f ∼L f̂ in G. Since L - M, we deduce that f ∼M f̂ in G, and we
conclude that f̂ is M−summable in direction d. Then, C{z}L,d ⊆ C{z}M,d and, consequently,
C{z}L ⊆ C{z}M. The last statement is obtained immediately using Proposition 3.10. 
Example 3.13. With the notation and computations in Example 2.4, we deduce that for any
α > α′ > 0 and any β, β′ ∈ R we have C{z}Mα,β∩C[[z]]Mα′,β′ = C{z}, while C{z}Mα,β∩C[[z]]Mα,β′ =
C{z}Mα,min(β,β′) .
4 Multisummability
Whenever the Tauberian Theorem 3.11 is available it makes sense to give a definition of multi-
summability in this context. In the recent book of M. Loday-Richaud [32, Ch. 7], several equivalent
definitions of multisummability are provided together with a careful study of their peculiarities. In
this paper, since the M−summability tools are defined using moment summability methods, the
approach of W. Balser [2, Ch. 10] has been chosen, that is, the decomposition into sums. Due
to a ramification inconvenience, this splitting definition is only compatible with the others if the
corresponding indices ω(Mj) are all smaller than 2.
Definition 4.1. Let M1 and M2 be weight sequences admitting a nonzero proximate order such
that ω(M1) < ω(M2) < 2, and d1, d2 ∈ R such that |d1 − d2| < π(ω(M2) − ω(M1))/2. A formal
power series f̂(z) =
∑
p≥0 apz
p ∈ C[[z]] is said to be (M1,M2)−summable in the multidirection
(d1, d2), if there exist a formal series f̂1(z) which is M1−summable in d1 with M1−sum f1 and a
formal series f̂2(z) which is M2−summable in d2 with M2−sum f2 such that
f̂ = f̂1 + f̂2.
Furthermore, the holomorphic function f(z) = f1(z) + f2(z) defined on G(d1, α1) for some
α1 > ω(M1) is called the (M1,M2)−sum of f̂ in the multidirection (d1, d2) and we write f(z) =
(S(M1,M2),(d1,d2)f̂)(z) and f̂ ∈ C{z}(M1,M2),(d1,d2).
In the conditions of the previous definition, there always exists a sectorial region G = G(d1, α1)
with α1 > ω(M1) such that
f ∼M2 f̂ on G. (4.1)
Since the region is not wide enough, f is not determined by condition (4.1), weaker than mul-
tisummability. Nevertheless, the next proposition shows that the multisum is unique and the
splittings are essentially unique.
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Proposition 4.2. In the conditions of Definition 4.1, assume that there exist two pairs of formal
power series f̂1, f̂2 and ĝ1, ĝ2 such that
f̂ = f̂1 + f̂2 = ĝ1 + ĝ2.
Then there exist α2 > ω(M2) and û1 ∈ C[[z]] such that û1 is M1−summable on a sectorial region
G(d2, α2) and
ĝ1 = f̂1 − û1, and ĝ2 = û1 + f̂2.
Moreover, we have that the (M1,M2)−sum of f̂ is unique, that is,
f1(z) + f2(z) = f(z) = g1(z) + g2(z),
in a sectorial region G(d1, α1) with α1 > ω(M1).
Proof. We define û1 := f̂1 − ĝ1, so û1 ∈ C{z}M1,d1, in particular û1 ∈ C[[z]]M1. We observe that
ĝ2 − f̂2 = û1, then û1 ∈ C{z}M2,d2. By Proposition 3.10.(ii), there exists α2 > ω(M2) such that û1
is M1−summable in G(d2, α2). Furthermore, by Lemma 2.16.(ii), (SM1,d1 û1)(z) = (SM1,d2 û1)(z) on
a sectorial region G = G(d1, α1) with α1 > ω(M1) and, using Proposition 3.10.(iii), for all z ∈ G
we conclude that
f1(z)− g1(z) = (SM1,d1(f̂1 − ĝ1))(z) = (SM1,d2 û1)(z)
= (SM2,d2 û1)(z) = (SM2,d2(ĝ2 − f̂2))(z) = g2(z)− f2(z).

This definition can be recursively extended for a finite set of sequences M1,M2, . . . ,Mk with
ω(M1) < ω(M2) < · · · < ω(Mk) < 2 (see [2, Ch. 10] and [32, Ch. 7]).
The rest of this section is devoted to recover the multisum by means of some suitable integral
transforms.
4.1 Moment-kernel duality
The main aim of this subsection is to prove that a kernel e ofM−summability is uniquely determined
by its sequence of moments me, similarly to the result of W. Balser for the moment summability
methods [2, Sect. 5.8].
For bounded functions on sectors, the following auxiliary lemma shows that the domain of holo-
morphy of their e−Laplace transform is not an arbitrary sectorial region, as indicated in Proposi-
tion 2.26, but an unbounded sector.
Lemma 4.3. Let e(z) be a kernel of M−summability with corresponding Laplace operator T = Te.
Given a function f defined in a sector S = S(d, α), assume that for every 0 < β < α there exists a
constant Cβ > 0 such that
|f(u)| ≤ Cβ , u ∈ S(d, β).
Then g = Tf is holomorphic in S(d, α+ ω(M)).
Proof. We have that f ∈ OM(S) with S = S(d, α). Let τ ∈ R be a direction in S, i.e., such that
|τ − d| < πα/2. For every u, z ∈ R with arg(u) = τ and |τ − arg(z)| < ω(M)π/2 we have that
u/z ∈ Sω(M), so the expression under the integral sign in (2.13) makes sense. We fix a > 0, and
write
g(z) =
∫ ∞(τ)
0
e(u/z)f(u)
du
u
=
∫ aeiτ
0
e(u/z)f(u)
du
u
+
∫ ∞(τ)
aeiτ
e(u/z)f(u)
du
u
.
Since f is bounded at the origin following direction τ and by Definition 2.19.(ii), it is straightforward
to apply Leibniz’s rule for parametric integrals and deduce that the first integral in the right-hand
side defines a holomorphic function in S(τ, ω(M)). Regarding the second integral, we take β < α
such that |τ − d| < βπ/2 and we fix 0 < γ < ω(M). We have that u/z ∈ Sγ , for arg(u) = τ and
z such that |τ − arg(z)| < γπ/2. The property in Definition 2.19.(iii) provides us with constants
c, k > 0 such that
|e(u/z)| ≤ chM(k|z|/|u|), arg(u) = τ, z ∈ S(τ, γ),
then ∣∣ 1
u
e(u/z)f(u)
∣∣ ≤ cCβ
|u|
hM(k|z|/|u|), arg(u) = τ, z ∈ S(τ, γ).
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For any z0 ∈ S(τ, γ) we fix a bounded neighborhood U of z0 contained in S(τ, γ). We have that
|z| < r for every z ∈ U , and from the monotonicity of hM we deduce that∣∣1
u
e(u/z)f(u)
∣∣ ≤ cCβ
|u|
hM(kr/|u|).
By the definition of hM, we have that hM(kr/|u|) ≤ M1kr/|u|, so the right-hand side of the last
inequality is an integrable function of |u| in (a,∞), and again Leibniz’s rule allows us to conclude
the desired analyticity for the second integral.
Consequently, g is holomorphic in S(τ, γ) for every |τ − d| < πα and every 0 < γ < ω(M). By
analytic continuation on rotating τ , g is holomorphic in S(d, α+ ω(M)). 
Remark 4.4. Moreover, if f(z) ∼M′
∑∞
n=0 anz
n, by Theorem 2.30.(i), we deduce that g =
Tef ∼MM′
∑∞
n=0 anme(n)z
n on a sectorial region G(d, α + ω(M)). Since the notion of asymp-
totic expansion only depends on the behavior of the function on bounded subsectors, we can say
that g ∼MM′
∑∞
n=0 anme(n)z
n on S(d, α+ ω(M)), whenever g is holomorphic in S(d, α+ ω(M)).
As it happens in the Gevrey case, since the moment function me(λ) is the Mellin transform
of e(z) (see [53, Sect. 1.29]), there is a duality between me(λ) and e and the next lemma shows
how one can recover e(z) from its moment sequence me, thanks to the inversion formula. However,
observe that, as it was mentioned in [2], we shall not be concerned with the harder question of how
to characterize such m to which a kernel e(z) exists. The following lemma generalizes Lemma 7
in [2].
Lemma 4.5. Let a kernel function e(z) of M−summability with corresponding operator T = Te
be given. For f(u) := (1 − u)−1, we have that g = Tf is holomorphic in S(π, 2 + ω(M)), is
M−asymptotic to ĝ(z) =
∑∞
0 m(n)z
n there, and g(z)→ 0 as |z| → ∞ uniformly for z ∈ S(π, 2+γ)
for every γ < ω(M). Moreover,
g(z)− g(ze2πi) = 2πie(1/z), z ∈ Sω(M). (4.2)
Proof. The function f(u) is defined in the sector S(π, 2) and continuous at the origin. For every
1 < β < 2, we have that
|f(u)| ≤
1
|1− u|
≤
1
sin(π − βπ/2)
, u ∈ S(π, β).
Hence, by Lemma 4.3, we have that g is holomorphic in S(π, 2 + ω(M)). Since f is convergent
at 0, we have that f(z) ∼M′
∑∞
n=0 z
n with M′ = (1)n∈N0 and, by Remark 4.4, we deduce that
g ∼M
∑∞
n=0m(n)z
n on S(π, 2 + ω(M)).
The behavior at infinity can be again read off from the integral representation as follows. We
fix a direction τ ∈ (0, 2π), τ 6= π, and we consider a direction θ ∈ (−πω(M)/2, 2π+ πω(M)/2) such
that |τ − θ| < πγ/2 < πω(M)/2. For every z ∈ S(τ, γ) with arg(z) = θ, we have that
g(z) =
∫ ∞
0
e
(
r
|z|
ei(τ−θ)
)
dr
r(1 − reiτ )
=
∫ ∞
0
e(sei(τ−θ))
ds
s(1− s|z|eiτ)
.
We split the integral into two parts and we see that∣∣∣∣∣
∫ 1/|z|1/2
0
e(sei(τ−θ))
ds
s(1 − s|z|eiτ )
∣∣∣∣∣ ≤ 1inf0<s<∞{|1− s|z|eiτ |}
∫ 1/|z|1/2
0
|e(sei(τ−θ))|
s
ds.
If τ ∈ (0, π/2) ∪ (3π/2, 2π), we have that
inf
0<s<∞
{|1− s|z|eiτ |} = | sin(τ)| 6= 0,
and if τ ∈ [π/2, 3π/2] (τ 6= π), we observe that
inf
0<s<∞
{|1− s|z|eiτ |} = 1 ≥ | sin(τ)| 6= 0.
Consequently, we have shown that∣∣∣∣∣
∫ 1/|z|1/2
0
e(sei(τ−θ))
ds
s(1− s|z|eiτ )
∣∣∣∣∣ ≤ 1| sin(τ)|
∫ 1/|z|1/2
0
sup
|φ|<πγ/2
|e(seiφ)|
ds
s
. (4.3)
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Using Definition 2.19.(ii), we see that the integral in the right hand side is convergent. Subsequently,
it tends to 0, uniformly as |z| goes to infinity in S(τ, γ).
On the other hand, since the function e is uniformly bounded in Sγ for every |τ − θ| < πγ/2,
there exists c > 0 such that∣∣∣∣∣
∫ ∞
1/|z|1/2
e(sei(τ−θ))
ds
s(1− s|z|eiτ )
∣∣∣∣∣ ≤ c
∫ ∞
1/|z|1/2
ds
s|1− s|z|eiτ |
.
We have that |1 − s|z|eiτ | ≥ |s|z| − 1| = |s|z|1/2|z|1/2 − 1|. Since always s|z|1/2 ≥ 1, if |z|1/2 ≥ 1
we see that |1 − s|z|eiτ | ≥ s|z| − 1. We observe that if |z| > 4, we have that 1/|z|1/2 > 2/|z|, then
s > 2/|z|, and consequently, s|z| − 1 ≥ s|z|/2. Hence, for every z ∈ S(τ, γ) with |z| > 4 we see that∣∣∣∣∣
∫ ∞
1/|z|1/2
e(sei(τ−θ))
ds
s(1 − s|z|eiτ )
∣∣∣∣∣ ≤ 2c|z|
∫ ∞
1/|z|1/2
ds
s2
=
2c
|z|1/2
. (4.4)
The right hand side of this inequality tends to 0 as |z| goes to infinity. By (4.3) and (4.4), we see
that g(z) → 0 as |z| → ∞ uniformly for z ∈ S(τ, γ). By a compactness argument, we see that
g(z)→ 0 as |z| → ∞ whenever z ∈ S(π, 2 + ω(M)) uniformly for z ∈ S(π, 2 + γ).
Let θ ∈ R be a direction such that |θ| < πω(M)/2 and z ∈ R with arg(z) = θ. There exists
ε ∈ (0, πω(M)/2) such that:
1. For every u ∈ R with arg(u) = ε we have that u/z ∈ Sω(M).
2. For every u ∈ R with arg(u) = 2π − ε we have that u/ze2πi ∈ Sω(M).
Then, since f is single-valued, we have that
g(z)− g(ze2πi) =
∫ ∞(ε)
0
e(u/z)du
(1 − u)u
−
∫ ∞(2π−ε)
0
e(u/(ze2πi))du
(1− u)u
=
∫ ∞(ε)
0
e(u/z)du
(1 − u)u
−
∫ ∞(−ε)
0
e(w/z)dw
(1 − w)w
.
We denote by γr the arc of radius r > 1 from reiε to re−iε traversed clockwise. We observe that∣∣∣∣∫
γr
e(u/z)du
(1− u)u
∣∣∣∣ = ∣∣∣∣∫ ε
−ε
e(reiθ/z)idθ
(1− reiθ)
∣∣∣∣ ≤ ∫ ε
−ε
|e(reiθ/z)|dθ
|r − 1|
≤ 2εc
hM(k|z|/r)
r − 1
≤
2εc
r − 1
.
Hence, we deduce that
lim
r→∞
|
∫
γr
e(u/z)du
(1− u)u
| = 0.
The residue of hz(u) = e(u/z)/(u(1−u)) at u = 1 being −e(1/z), according to the Residue theorem
we conclude that g(z)− g(ze2πi) = 2πie(1/z). 
Remark 4.6. Let e and e be twoM−summability kernels whose moment sequence m = (m(n))n∈N0
is the same. By the above lemma, for f(z) = 1/(1 − z), we have that Tef ∼M
∑∞
n=0m(n)z
n
and Tef ∼M
∑∞
n=0m(n)z
n on S(π, 2 + ω(M)). Observe that, according to Watson’s Lemma,
Theorem 2.6, Tef = Tef . By (4.2), we deduce that e(z) = e(z).
Remark 4.7. Since g(z) → 0 as |z| → ∞ uniformly for z ∈ S(π, 2 + γ) for every γ < ω(M), by
(4.2) we also deduce that e(z)→ 0, |z| → 0, uniformly for z ∈ Sγ for every γ < ω(M), which does
not follow immediately from Definition 2.19.
4.2 Strong kernels of M−summability
In order to recover the multisum of a formal power series, we need to combine a kernel e1 of
M1−summability with a kernel e2 of M2−summability. The idea is to define new kernels e1 ∗ e2
and e1⊳e2 whose sequences of moments are me1 ·me2 and me2/me1 , respectively. This construction is
based on the one given in the Gevrey case by W. Balser [2, Sect. 5.8]. Nevertheless, in this general
situation, a stronger notion of summability kernel should be considered which will not entail a
significant restriction (see Remark 4.11).
Definition 4.8. Let M be a strongly regular sequence with ω(M) < 2. A pair of complex functions
e, E are said to be strong kernel functions for M−summability if they satisfy (i) and (iii)-(v) in
Definition 2.19 of kernel functions for M−summability, and moreover:
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(ii.b) There exists α > 0 such that for every τ ∈ (0, ω(M)), there exist Cτ , ετ > 0 such that
|e(z)| ≤ Cτ |z|
α, for all z ∈ Sτ , with |z| ≤ ετ .
(vi.b) There exists β > 0 such that for every τ ∈ (0, 2− ω(M)), there exist Kτ ,Mτ > 0 such that
|E(z)| ≤
Kτ
|z|β
, for all z ∈ S(π, τ), with |z| ≥Mτ .
Remark 4.9. In case ω(M) ≥ 2, condition (vi.b) makes no sense and, in the same way as in [2,
p. 90] (see Remark 2.20), suitable adaptations should be made. For simplicity, we will omit this
situation from now on.
The next result justifies the terminology in the previous definition.
Lemma 4.10. Let M be a strongly regular sequence with ω(M) < 2. Let e and E be a pair of
complex functions satisfying Definition 4.8, then they are kernels for M−summability in the sense
of Definition 2.19.
Proof. We only have to check that e and E satisfy conditions (ii) and (vi) in Definition 2.19. We
take z0 ∈ Sω(M), we fix r0 > 0 and τ0 ∈ (0, ω(M)) such that U := B(z0, r0) ⊆ Sτ0 . By condition
(ii.b), we have that
|e(z)| ≤ C0|z|
α, z ∈ Sτ0 , |z| ≤ ε0.
For t ∈ (0, ε0(|z0| − r0)) and for every z ∈ U we observe that t/z ∈ Sτ0 and |t/z| ≤ ε0. Then∫ ε0(|z0|−r0)
0
sup
z∈U
|e(t/z)|
dt
t
≤
∫ ε0(|z0|−r0)
0
C0t
α−1dt
(|z0| − r0)α
≤
C0ε
α
0
α
.
We fix T > 0, if ε0(|z0| − r0) ≥ T condition (ii) is immediately satisfied. If ε0(|z0| − r0) < T we
define D0 := {t/z; z ∈ U, t ∈ [ε0(|z0| − r0), T ]} ⊆ Sτ0 , by condition (i), e is continuous on Sτ0 and,
since D0 is contained on a compact subset of Sτ0 , we have that supw∈D0 |e(w)| = K0 <∞. Then∫ T
0
sup
z∈U
|e(t/z)|
dt
t
≤
C0ε
α
0
α
+
TK0
ε0(|z0| − r0)
<∞.
Analogously, we will verify condition (vi). We take z0 ∈ S(π, 2 − ω(M)), we fix r0 > 0 and
τ0 ∈ (0, 2− ω(M)) such that U := B(z0, r0) ⊆ S(π, τ0). By condition (vi.b), we have that
|E(z)| ≤
K0
|z|β
, z ∈ S(π, τ0), |z| ≥M0.
For 0 < t ≤ (|z0| − r0)/M0 and for every z ∈ U we observe that z/t ∈ S(π, τ0) and |z/t| ≥ M0.
Then ∫ (|z0|−r0)/M0
0
sup
z∈U
|E(z/t)|
dt
t
≤
∫ (|z0|−r0)/M0
0
K0dt
(|z0| − r0)βt1−β
≤
K0
Mβ0 β
,
and, since E is entire, we conclude as before. 
Remark 4.11. In general, for a kernel e of M−summability and thanks to Remark 4.7, one can
only guarantee that e tends to 0 in the regions considered in (ii.b) but it seems not possible to
ensure that it has power-like growth, likewise for E. However, either the classical kernels in the
Gevrey theory ek(z) = kzk exp(−zk) (see [2]), or the new ones eV (z) = z exp(−V (z)), constructed
for sequences admitting a nonzero proximate order (see Remark 2.21) by using the functions V
of Maergoiz [33] (see [30, Th. 4.8, Prop. 4.11]), satisfy conditions (ii.b) and (vi.b) (see (2.10),
(2.11)).
Moreover, if one wants to prove the integrability conditions (ii) or (vi) in some concrete example,
one usually ends up showing estimates as those in (ii.b) and (vi.b).
This stronger notion of kernel functions needs to be considered to assure that the convolution
and the acceleration kernels, defined in the forthcoming subsections from two given kernels e1 and
e2, also satisfy adequate integrability properties which seem not to be preserved in the standard
situation.
Remark 4.12. We observe that once condition (ii.b) or (vi.b) is satisfied for some values α and
β, it is possible to replace α for any 0 < α′ < α and β for any 0 < β′ < β and the corresponding
conditions hold.
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4.3 Convolution kernels
In this subsection, we consider two strong kernels e1 and e2 satisfying the properties in Definition 4.8
for two sequences M1 and M2 with corresponding operators Tej , T
−
ej and moment functions mej (λ)
for j = 1, 2. We will find a pair of operators T, T− such that T coincides with Te1 ◦Te2 for a suitable
class of functions containing the monomials. Hence, we will deduce that the moment function m(λ)
associated with T equals me1(λ)me2 (λ). The kernel that defines the operator T will be obtained
as a Mellin convolution of the kernels e1 and e2, which justifies its name.
First, we prove an auxiliary lemma that connects the associated function of two weight sequences
M1 and M2 with the associated function of their product sequence M1 ·M2. This will be essential
when dealing with functions in the classes OM1 , OM2 and OM1·M2 .
Lemma 4.13. Let Mj , j = 1, 2, be weight sequences, for every s, r > 0 we have that
eωM1·M2 (r) ≤ eωM1(s)eωM2(r/s). (4.5)
Proof. We write M1 = (M1,p)p∈N0 and M2 = (M2,p)p∈N0 . For every s, r > 0, we observe that
eωM1·M2 (r) = sup
p∈N0
rp
M1,pM2,p
= sup
p∈N0
sp
M1,p
(r/s)p
M2,p
≤ sup
p∈N0
sp
M1,p
sup
p∈N0
(r/s)p
M2,p
= eωM1(s)eωM2 (r/s).

We say that a weight sequence M is normalized if m0 = M1 = 1, which by log-convexity implies
that mp ≥ 1, Mp ≤ Mp+1 and Mp ≥ 1 for all p ∈ N0. Given two normalized weight sequences L
and M, the inequality
min(ωL(t), ωM(t)) ≥ ωL·M(t) for t > 0 (4.6)
follows directly from the definition of the associated functions, since Lp ≤ LpMp and Mp ≤ LpMp
for all p ∈ N0.
For arbitrary weight sequences, (4.6) is satisfied for t large enough. However, normalization is
not a significant restriction since mp ≥ 1 for p large and we can modify the first terms of a sequence
in order to get a normalized weight sequence M′ with m′ ≃ m. This assumption simplifies in a
considerable way the proofs of the forthcoming results.
The results until the end of the section might be stated for normalized strongly regular sequences
for which a strong kernel exists. Nevertheless, the existence of such kernels has only been proved
for sequences admitting a nonzero proximate order which, as already pointed out, are the ones
appearing in the applications.
The following proposition shows the convergence of the double integral (4.7) that will ensure
that the operators T and Te1 ◦ Te2 coincide.
Proposition 4.14. Let Mj , j = 1, 2, be normalized weight sequences admitting a nonzero prox-
imate order. We consider strong kernels ej for Mj−summability, its moment function mej and
Tej the corresponding Laplace-like operators. If f ∈ O
M1·M2(S(d, γ)), then there exists a sectorial
region G(d, γ + ω(M1) + ω(M2)) such that for every z0 ∈ G(d, γ + ω(M1) + ω(M2)) there exist a
neighborhood U0 ⊆ G(d, γ + ω(M1) + ω(M2)) of z0 and directions θ and φ (depending on z0) such
that we have ∫ ∞(θ+φ)
0
∫ ∞(θ)
0
∣∣∣∣e1 (vz) e2 (uv) f(u)duu dvv
∣∣∣∣ <∞, (4.7)
for every z ∈ U0. Consequently, Te1 ◦ Te2(f)(z) is holomorphic in G(d, γ + ω(M1) + ω(M2)) and
Te1 ◦ Te2(f)(z) =
∫ ∞(θ)
0
f(u)
(∫ ∞(φ)
0
e1(wu/z)e2(1/w)
dw
w
)
du
u
.
Proof. We write M1 = (M1,p)p∈N0 and M2 = (M2,p)p∈N0 and, for simplicity, ω1 = ω(M1) and
ω2 = ω(M2). We fix ψ0 ∈ (d − (ω1 + ω2 + γ)π/2, d + (γ + ω1 + ω2)π/2), we choose directions
τ1 ∈ (0, ω1), τ2 ∈ (0, ω2), τ3 ∈ (0, γ), θ and φ with |θ − d| < τ3π/2 and |φ| ≤ πτ2/2 such that
|θ + φ− ψ0| < πτ1/2. (4.8)
Then, there exists ε > 0, such that [ψ0 − ε, ψ0 + ε] ⊆ (d− (ω1 + ω2 + γ)π/2, d+ (γ + ω1 + ω2)π/2)
and (4.8) remains true if we replace ψ0 by ψ for every ψ ∈ (ψ0− ε, ψ0+ ε). By Definition 4.8 (ii.b),
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for e1 and e2 there exist α1, α2 > 0 (not depending on τ1 and τ2), and constants C1, C2 > 0,
ε1, ε2 ∈ (0, 1) such that
|e1(w)| ≤C1|w|
α1 , w ∈ Sτ1 , |w| ≤ ε1, (4.9)
|e2(w)| ≤C2|w|
α2 , w ∈ Sτ2 , |w| ≤ ε2. (4.10)
Using condition (iii), for e1 and e2, there exist d1, d2, k1, k2 > 0 such that
|e1(w)| ≤ d1 e
−ωM1(k1|w|), w ∈ Sτ1 , (4.11)
|e2(w)| ≤ d2 e
−ωM2(k2|w|), u ∈ Sτ2 . (4.12)
Since f ∈ OM1·M2(S(d, γ)), we see that there exist d3, k3 > 0 such that
|f(w)| ≤ d3 e
ωM1·M2(k3|w|), w ∈ S(d, τ3). (4.13)
Now, we define k4 := max(ε2, A2/k2) where A2 is the constant appearing in (2.4) for M2 and s = 2.
We fix z0 ∈ S(d, γ + ω1 + ω2), with arg(z0) ∈ (ψ0 − ε, ψ0 + ε) and |z0| < k1/(k3k4A1), where A1 is
the constant appearing in (2.4) for M1 and s = 1. We consider U0 := B(z0, ρ0) centered in z0 such
that U0 ⊆ S(ψ0, ε, k1/(k3k4A1)).
In order to prove (4.7), parametrizing the integral and using Tonelli’s Theorem, it is enough to
show that ∫ ∞
0
∣∣∣∣e1(sei(θ+φ)z
)∣∣∣∣(∫ ∞
0
∣∣∣e2 ( r
seiφ
)∣∣∣ |f(reiθ)|dr
r
)
ds
s
<∞,
for every z ∈ U0. We fix α < min(α1, 1) and
s0 = min(1, k2/(k3A1,2), ε1(|z0| − ρ0)),
where A1,2 is the constant appearing in (2.4) for M1 ·M2 and s = 2. For all s < s0, we observe that
I(s) :=
∫ ∞
0
∣∣∣e2 ( r
seiφ
)∣∣∣ |f(reiθ)|dr
r
=
(∫ ε2s
0
+
∫ ε2sα
ε2s
+
∫ ∞
ε2sα
) ∣∣∣e2 ( r
seiφ
)∣∣∣ |f(reiθ)|dr
r
.
We split the integral into three parts Ij(s) for j = 1, 2, 3 defined below. Since r/(seiφ) ∈ Sτ2 and
|r/(seiφ)| ≤ ε2 for all r ∈ (0, ε2s), by (4.10) and (4.13), we have that
I1(s) :=
∫ ε2s
0
∣∣∣e2 ( r
seiφ
)∣∣∣ |f(reiθ)|dr
r
≤
C2d3
sα2
∫ ε2s
0
rα2eωM1·M2 (k3r)
dr
r
.
Using that ωM1M2(k3r) is nondecreasing we see that
I1(s) ≤
C2d3ε
α2
2
α2
exp(ωM1·M2(k3ε2s)). (4.14)
By (4.12) and (4.13), we see that
I2(s) :=
∫ ε2sα
ε2s
∣∣∣e2 ( r
seiφ
)∣∣∣ |f(reiθ)|dr
r
≤ d2d3
∫ ε2sα
ε2s
e−ωM2(k2r/s)eωM1·M2 (k3r)
dr
r
.
Using again that ωM1·M2(k3r) is nondecreasing and that
exp(−ωM2(k2r/s)) = hM2(s/(k2r)) = inf
p∈N0
M2,p
sp
(k2r)p
≤M2,1
s
k2r
, (4.15)
we get that
I2(s) ≤
d2d3M2,1
k2
s exp(ωM1·M2(k3ε2s
α))
∫ ε2sα
ε2s
dr
r2
≤
d2d3M2,1
k2ε2
exp(ωM1·M2(k3ε2s
α)). (4.16)
By (4.12) and (4.13) again, we can see that
I3(s) :=
∫ ∞
ε2sα
∣∣∣e2 ( r
seiφ
)∣∣∣ |f(reiθ)|dr
r
≤ d2d3
∫ ∞
ε2sα
e−ωM2(k2r/s)eωM1·M2 (k3r)
dr
r
.
24
Using (4.6) and Lemma 2.3 for ωM1·M2 , we obtain that
I3(s) ≤ d2d3
∫ ∞
ε2sα
e−ωM1·M2 (k2r/s)eωM1·M2 (k3r)
dr
r
≤ d2d3
∫ ∞
ε2sα
e−2ωM1·M2 ((k2r)/(sA1,2))+ωM1·M2 (k3r)
dr
r
.
Since ωM1·M2(t) is nondecreasing and s < s0 ≤ k2/(k3A1,2), we have that
I3(s) ≤ d2d3
∫ ∞
ε2sα
e−ωM1·M2 (k3r)
dr
r
.
Finally, by the definition of ωM1·M2(t) we obtain
I3(s) ≤ d2d3
∫ ∞
ε2sα
M1,1M2,1
k3r2
dr =
d2d3M1,1M2,1
k3ε2sα
. (4.17)
Consequently, by (4.14), (4.16) and (4.17), for all s < s0 we see that
I(s) ≤
C2d3ε
α2
2
α2
exp(ωM1·M2(k3ε2s0)) +
d2d3M2,1
k2ε2
exp(ωM1·M2(k3ε2s
α
0 )) +
d2d3M1,1M2,1
k3ε2sα
= a1 +
a2
sα
. (4.18)
Now, for every s ≥ s0 we split the integral into two parts I˜j(s) for j = 1, 2. Since r/(seiφ) ∈ Sτ2
and |r/(seiφ)| ≤ ε2 for all r ∈ (0, ε2s), by (4.10) and (4.13), as before we get that
I˜1(s) :=
∫ ε2s
0
∣∣∣e2 ( r
seiφ
)∣∣∣ |f(reiθ)|dr
r
≤
C2d3
sα2
∫ ε2s
0
rα2eωM1·M2 (k3r)
dr
r
.
Using (4.6) and the monotonicity of ωM1(t), we deduce that
I˜1(s) ≤
C2d3ε
α2
2
α2
exp(ωM1(k3ε2s)). (4.19)
By (4.12) and (4.13) again, we can see that
I˜2(s) :=
∫ ∞
ε2s
∣∣∣e2 ( r
seiφ
)∣∣∣ |f(reiθ)|dr
r
≤ d2d3
∫ ∞
ε2s
e−ωM2(k2r/s)eωM1·M2 (k3r)
dr
r
.
Applying Lemma 2.3 to ωM2 and by (4.5) we can show that
I˜2(s) ≤ d2d3
∫ ∞
ε2s
e−2ωM2(k2r/(sA2))eωM1(k3A2s/k2)eωM2 (k2r/(sA2))
dr
r
.
Using the definition of ωM2(t), as in (4.15), we deduce that
I˜2(s) ≤ d2d3e
ωM1(k3A2s/k2)
∫ ∞
ε2s
e−ωM2 (k2r/(sA2))
dr
r
≤
d2d3A2M2,1
k2ε2
eωM1(k3A2s/k2).
Together with (4.19), for all s ≥ s0 we get that
I(s) ≤
C2d3ε
α2
2
α2
exp(ωM1(k3ε2s)) +
d2d3A2M2,1
k2ε2
exp(ωM1(k3A2s/k2)).
Since k4 = max(ε2, A2/k2) and ωM1(t) is nondecreasing, for every s ≥ s0 we have shown that
I(s) ≤ b1 exp(ωM1(k3k4s)). (4.20)
Consequently, for any z ∈ U0 and any s ∈ (0, s0) we have that sei(θ+φ)/z ∈ Sτ1 and s/|z| ≤
s0/|z| ≤ ε1 and, by (4.9) and (4.18), we deduce that
J1(z) :=
∫ s0
0
∣∣∣∣e1(sei(θ+φ)z
)∣∣∣∣ I(s)dss ≤ C1|z|α1
∫ s0
0
(a1s
α1 + a2s
α1−α)
ds
s
.
Since α < α1, for every z ∈ U0 we see that∫ s0
0
∣∣∣∣e1(sei(θ+φ)z
)∣∣∣∣ I(s)dss ≤ C1a1sα10α1(|z0| − ρ0)α1 + C1a2s
α1−α
0
(α1 − α)(|z0| − ρ0)α1
. (4.21)
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In the same way, applying (4.11) and (4.20), we get that
J2(z) :=
∫ ∞
s0
∣∣∣∣e1(sei(θ+φ)z
)∣∣∣∣ I(s)dss ≤d1b1
∫ ∞
s0
exp(−ωM1(sk1/|z|) + ωM1(k3k4s))
ds
s
.
By Lemma 2.3 for ωM1 and since |z| < k1/(k3k4A1) for every z ∈ U0, we deduce that
J2(z) ≤ d1b1
∫ ∞
s0
exp(−2ωM1(sk1/(|z|A1)) + ωM1(k3k4s))
ds
s
≤ d1b1
∫ ∞
s0
exp(−ωM1(k3k4s))
ds
s
,
Using the definition of ωM1(t), as in (4.15), we get that
J2(z) ≤
M1,1
k3k4s0
. (4.22)
From (4.21) and (4.22), we see that (4.7) holds.
Hence, by the Leibniz’s rule we deduce that the double integral∫ ∞(θ+φ)
0
∫ ∞(θ)
0
e1
(v
z
)
e2
(u
v
)
f(u)
du
u
dv
v
(4.23)
defines a holomorphic function in U0. One can easily show that the value of such function does
not depend on the directions φ and θ, so it defines a holomorphic function in a sectorial region
G(d, γ + ω1 + ω2) and we observe that
Te1 ◦ Te2(f)(z) =
∫ ∞(θ+φ)
0
e1(v/z)(Te2f)(v)
dv
v
=
∫ ∞(θ+φ)
0
∫ ∞(θ)
0
e1
(v
z
)
e2
(u
v
)
f(u)
du
u
dv
v
,
where θ and φ (depending on z) are chosen as in the beginning of the proof. Finally, since the
double integral in (4.23) converges for any z ∈ G(d, γ + ω1 + ω2), applying Fubini’s Theorem and
making the change of variables v = wu, we see that
Te1 ◦ Te2(f)(z) =
∫ ∞(θ)
0
f(u)
(∫ ∞(φ)
0
e1(wu/z)e2(1/w)
dw
w
)
du
u
.

In the proof of the last proposition, we have shown that for any f ∈ OM1·M2(S(d, γ)) we have
Te2(f) ∈ O
M1(S(d, γ + ω(M2))) (see (4.18)+(4.20)), which extends the classical Gevrey result.
Finally, we construct the convolution kernel of two strong kernels and we prove that it is also a
strong kernel of M1 ·M2−summability.
Proposition 4.15. Let Mj , j = 1, 2, be normalized weight sequences admitting a nonzero prox-
imate order. Assume ω(M1) + ω(M2) < 2 and consider strong kernels ej of Mj−summability, its
moment function mej and Tej , T
−
ej the corresponding Laplace or Borel operators.
1. We define the convolution of e1 and e2, denoted e1 ∗ e2, by
e1 ∗ e2(z) := Te1(e2(1/u))(1/z).
Then, e1 ∗ e2 is a strong kernel of M1 ·M2−summability whose moment function is m(λ) =
me1(λ)me2 (λ). Moreover if E1 and E are the kernels associated by Definition 4.8.(v) with e1
and e1 ∗ e2, respectively, we have that
E(z) = T−e2E1(z).
2. The function e1∗e2 is the unique moment summability kernel with moment sequence (m(p) =
me1(p)me2(p))p∈N0 .
3. Let Te1 ∗ Te2 denote the Laplace-like integral operator associated with e1 ∗ e2. If S is an
unbounded sector and f ∈ OM1·M2(S), then
(Te1 ∗ Te2)f = Te1 ◦ Te2(f).
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4. We consider f(u) = (1− u)−1. We define g(z) := ((Te1 ◦ Te2)f)(z) and
e(1/z) :=
g(z)− g(ze2πi)
2πi
.
Then, e is well defined in Sω(M1)+ω(M2) and e(z) = e1 ∗ e2(z).
Proof. For simplicity we write ω1 = ω(M1) and ω2 = ω(M2). We observe that ω(M1 ·M2) = ω1+ω2
(see Remark 3.8).
1. Let us show that the function e1 ∗ e2(z) = Te1(e2(1/u))(1/z) has the necessary properties
for a strong kernel function of M1 ·M2−summability, as listed in Definition 4.8. Since the
function e2(1/u) is holomorphic in Sω2 and bounded on every sector Sβ with 0 < β < ω2, by
Lemma 4.3, we have that Te1(e2(1/u))(z) is holomorphic in Sω1+ω2 which proves (i).
Regarding the integrability condition (ii.b), we fix τ ∈ (0, ω1 + ω2) and we take τ1 ∈ (0, ω1)
and τ2 ∈ (0, ω2) such that τ < τ1 + τ2. By Definition 4.8 (ii.b) for e1 and e2 we know that
there exist α1, α2 > 0 (not depending on τ1 and τ2), and constants C1, C2 > 0, ε1, ε2 ∈ (0, 1)
such that
|e1(z)| ≤C1|z|
α1 , z ∈ Sτ1 , |z| ≤ ε1, (4.24)
|e2(z)| ≤C2|z|
α2 , z ∈ Sτ2 , |z| ≤ ε2. (4.25)
We fix z ∈ Sτ with |z| ≤ (ε1ε2)2 and we choose |θ| < πτ2/2, such that zeiθ ∈ Sτ1 . We have
that
|e1 ∗ e2(z)| =
∣∣∣∣∣
∫ ∞(θ)
0
e1(uz)e2
(
1
u
)
du
u
∣∣∣∣∣
≤
∫ ε1/|z|1/2
0
∣∣∣∣e1(reiθz)e2( 1reiθ
)∣∣∣∣ drr +
∫ ∞
ε1/|z|1/2
∣∣∣∣e1(reiθz)e2( 1reiθ
)∣∣∣∣ drr .
If r ≤ ε1/|z|1/2, we have that |reiθz| ≤ ε1|z|1/2 ≤ ε21ε2 ≤ ε1, and if r ≥ ε1/|z|
1/2, we see that
|1/(reiθ)| ≤ |z|1/2/ε1 ≤ ε2. Applying (4.24) and (4.25), we obtain
|e1 ∗ e2(z)| ≤ C1|z|
α1
∫ ε1/|z|1/2
0
∣∣∣∣e2( 1reiθ
)∣∣∣∣ drr1−α1 + C2
∫ ∞
ε1/|z|1/2
∣∣e1(reiθz)∣∣ dr
r1+α2
.
By condition (iii) for e1 and e2, we know that there exist constantsD1, D2 such that |e1(w)| ≤
D1 for every w ∈ Sτ1 and |e2(w)| ≤ D2 for every w ∈ Sτ2 . We deduce that
|e1 ∗ e2(z)| ≤
C1D2ε
α1
1
α1
|z|α1/2 +
C2D1
εα21 α2
|z|α2/2.
Consequently, condition (ii.b) is satisfied with α = min(α1/2, α2/2).
By condition (iii) for e2, for every ε > 0, there exist c, k > 0 such that
|e2(1/u)| ≤ c e
−ωM2(k/|u|), u ∈ Sω2−ε.
Then, by Proposition 2.5, we have that e2(1/u) ∼M2 0̂ in Sω2 . By Remark 4.4, we see that
e1 ∗ e2(1/z) = Te1(e2(1/u))(z) ∼M1M2 0̂ in Sω1+ω2 which implies, again by Proposition 2.5,
that for every ε > 0 there exist c, k, r > 0 such that
|e1 ∗ e2(z)| ≤ c e
−ωM1·M2 (|z|/k), z ∈ Sω1+ω2−ε, |z| > r. (4.26)
By condition (ii.b) for e1 ∗ e2, we know that |e1 ∗ e2(z)| ≤ C for z ∈ Sω1+ω2−ε with |z| ≤ δ.
Since e1 ∗ e2(z) is continuous, (4.26) holds for every z ∈ Sω1+ω2−ε and we conclude that
condition (iii) is satisfied.
Condition (iv) holds immediately because for x > 0 we have that
e1 ∗ e2(x) =
∫ ∞
0
e1(xy)e2(1/y)
dy
y
.
Since e1 and e2 are positive real over the positive real axis, we deduce e1 ∗ e2(x) also is. Let
us show that
me1∗e2(λ) = me1(λ)me2 (λ). (4.27)
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We have that
me1∗e2(λ) =
∫ ∞
0
xλ−1(e1 ∗ e2)(x)dx =
∫ ∞
0
∫ ∞
0
xλ−1e1(xy)e2(1/y)
dy
y
dx.
We make the change of variables t = xy and s = 1/y and we get
me1∗e2(λ) =
∫ ∞
0
∫ ∞
0
(st)λ−1e1(t)e2(s)dtds = me1(λ)me2 (λ).
Consequently, using property (v) of e1 and e2, we deduce that me1∗e2(λ) is continuous in
{Re(λ) ≥ 0}, holomorphic in {Re(λ) > 0} and me(x) > 0 for every x ≥ 0.
We define the function E by
E(z) :=
∞∑
n=0
zn
me1∗e2 (n)
, z ∈ C.
If we compute the radius of convergence of this series, using (4.27), we see that
r = lim inf
n→∞
n
√
me1∗e2(n) = lim inf
n→∞
n
√
me1(n)me2 (n) =∞,
hence E is entire. We see that (me1∗e2(p))p∈N0 , again by (4.27), is equivalent to the sequence
M1 ·M2, then, by Proposition 2.22, there exist C,K > 0 such that |E(z)| ≤ CeωM1·M2(K|z|),
z ∈ C, then (v) holds.
Finally, regarding condition (vi.b), we need first to show that
E(u) = (T−e2E1)(u), u ∈ C
∗. (4.28)
We fix u ∈ C∗, write τ = arg(u) and consider a path δω2(τ) (see Definition 2.27). Since E1 is
entire and δω2(τ) compact, we have that
|
N∑
n=0
zn/me1(n)| ≤ E1(|z|) ≤ Cτ , z ∈ δω2(τ), N ∈ N0,
and by condition (vi.b) for E2, |E2(u/z)z−1| is integrable on δω2(τ), so we can apply Domi-
nated Convergence Theorem. Therefore, we can exchange integral and sum and, by Proposi-
tion 2.29, we see that
(T−e2E1)(u) =
∞∑
n=0
(T−e2(z
n/me1(n)))(u) =
∞∑
n=0
un
me1∗e2(n)
= E(u).
We fix τ ∈ (0, 2 − (ω1 + ω2)), we take τ1 ∈ (0, 2 − ω1) and τ2 ∈ (0, 2 − ω2) such that
τ + 2 ∈ (0, τ1 + τ2 − (2 − ω2 − τ2)) and we can choose ε ∈ (2 − ω2 − τ2, τ1 + τ2 − 2− τ). By
(vi.b) for E1 and E2, we know that there exist β1, β2 > 0 (not depending on τ1 and τ2), and
constants K1,K2 > 0, M1,M2 ≥ 1 such that
|E1(z)| ≤
K1
|z|β1
, z ∈ S(π, τ1), |z| ≥M1, (4.29)
|E2(z)| ≤
K2
|z|β2
, z ∈ S(π, τ2), |z| ≥M2. (4.30)
We fix u ∈ S(π, τ) with |u| ≥ M1M2. We write φ = arg(u) ∈ (0, 2π) and we may consider a
path δω2(φ) (see Definition 2.27). We can write δω2(φ) = δ1 + δ2+ δ3 (δ1 and δ3 are segments
in directions θ1 = φ + (π/2)(ω2 + ε) and θ3 = φ − (π/2)(ω2 + ε), respectively, and δ2 is a
circular arc with radius R = |u|/M2, that can be chosen in this way because E1 is entire).
Then, using (4.28), we see that
E(u) =
−1
2πi
∫
δω2 (φ)
E2
(u
z
)
E1 (z)
dz
z
.
We have that
|E(u)| ≤
1
2π
(∫ |u|/M2
0
∣∣∣E2 ( u
reiθ1
)
E1
(
reiθ1
)∣∣∣ dr
r
+
∫ θ1
θ3
∣∣∣∣E2 ( uM2|u|eiθ
)
E1
(
|u|eiθ
M2
)∣∣∣∣ dθ
+
∫ |u|/M2
0
∣∣∣E2 ( u
reiθ3
)
E1
(
reiθ3
)∣∣∣ dr
r
)
. (4.31)
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First, we study the second integral in (4.31). By condition (v) for E2, we know that there
exists a constant H2 such that |E2(z)| ≤ H2 for every z ∈ D(0,M2 + 1) and we deduce that∫ θ1
θ3
∣∣∣∣E2 (M2ei(φ−θ))E1( |u|eiθM2
)∣∣∣∣ dθ ≤ H2 ∫ θ1
θ3
∣∣∣∣E1 ( |u|eiθM2
)∣∣∣∣ dθ.
Using the upper bounds of ε we see that 2− τ − ω2 − ε > 2− τ1 and 2 + τ + ω2 + ε < 2 + τ1,
then [θ3, θ1] ⊆ ((π/2)(2− τ − ω2 − ε), (π/2)(2 + τ + ω2 + ε)) and we get that
|u|eiθ/M2 ∈ S(π, τ1), if θ ∈ [θ3, θ1]. (4.32)
Since |u| ≥M1M2 we have that |ueiθ|/M2 ≥M1 and by (4.29), we deduce that
H2
∫ θ1
θ3
∣∣∣∣E1( |u|eiθM2
)∣∣∣∣ dθ ≤ H2K1Mβ12|u|β1 πτ1, |u| ≥M1M2. (4.33)
We study now the first and the last integral in (4.31). If r ∈ (0, |u|/M2), we observe that
|u/reiθj | ≥M2. Since ω2 + τ2 < 2 and τ1 − 2 − τ < −ω1 − τ < 0, using the bounds for ε, we
have that
ω2 + ε ∈ (2− τ2, τ2 + ω2 + τ1 − 2− τ) ⊆ (2− τ2, 2)
and we deduce that arg(u/reiθ3) = (π/2)(ω2 + ε) ∈ ((π/2)(2 − τ2), π) and arg(u/reiθ1) ∈
(−π,−(π/2)(2 − τ2)). Then for j = 1, 3 we see that u/reiθj ∈ S(π, τ2) and, by (4.30), we
show that ∫ |u|/M2
0
∣∣∣E2 ( u
reiθj
)
E1
(
reiθj
)∣∣∣ dr
r
≤
K2
|u|β2
∫ |u|/M2
0
rβ2
∣∣E1 (reiθj)∣∣ dr
r
.
Since |u| ≥M1M2, we can write (0, |u|/M2) as the disjoint union of the intervals (0,M1) and
[M1, |u|/M2). By condition (v) for E1, we know that there exists a constant H1 such that
|E1(z)| ≤ H1 for every z ∈ D(0,M1 + 1), then
K2
|u|β2
∫ |u|/M2
0
rβ2
∣∣E1 (reiθj)∣∣ dr
r
≤
K2H1M
β2
1
|u|β2β2
+
K2
|u|β2
∫ |u|/M2
M1
rβ2
∣∣E1 (reiθj )∣∣ dr
r
.
If r ≥M1, by (4.32), we can use (4.29) and we obtain
K2H1M
β2
1
|u|β2β2
+
K2
|u|β2
∫ |u|/M2
M1
rβ2
∣∣E1 (reiθj)∣∣ dr
r
≤
K2H1M
β2
1
|u|β2β2
+
K1K2
|u|β2
∫ |u|/M2
M1
rβ2−β1
dr
r
.
According to Remark 4.12, we may assume that β1 < β2, and we conclude that
K2H1M
β2
1
|u|β2β2
+
K1K2
|u|β2
∫ |u|/M2
M1
rβ2−β1
dr
r
≤
K2H1M
β2
1
|u|β2β2
+
K1K2
|u|β1(β2 − β1)M
β2−β1
2
.
Then for j = 1, 3 and for every u ∈ S(π, τ) with |u| ≥M1M2 we have that∫ |u|/M2
0
∣∣∣E2 ( u
reiθj
)
E1
(
reiθj
)∣∣∣ dr
r
≤
K2H1M
β2
1
|u|β2β2
+
K1K2
|u|β1(β2 − β1)M
β2−β1
2
. (4.34)
Consequently, by (4.33) and (4.34), condition (vi.b) is satisfied with β = min(β1, β2), for
every u ∈ S(π, τ) with |u| ≥M1M2.
2. Uniqueness follows from Remark 4.6.
3. We take f ∈ OM1·M2(S(d, α)). Since e1 ∗ e2 is a kernel of M1M˙2−summability, by Proposi-
tion 2.26 we know that Te1 ∗ Te2(f) is holomorphic in a sectorial region G(d, α + ω1 + ω2).
We fix z ∈ G(d, α+ ω1 + ω2), there exists θ with |θ− d| < πα/2 such that if arg(u) = θ, then
u/z ∈ Sω1+ω2 and there exists φ with |φ| < πω2/2 such that if arg(w) = φ, then wu/z ∈ Sω1 .
We have that
Te1 ∗ Te2(f)(z) =
∫ ∞(θ)
0
e1 ∗ e2(u/z)f(u)
du
u
=
∫ ∞(θ)
0
f(u)
(∫ ∞(φ)
0
e1(wu/z)e2(1/w)
dw
w
)
du
u
.
We conclude, using Proposition 4.14, that this last expression is equal to Te1 ◦ Te2(f)(z).
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4. We consider f(u) = (1 − u)−1 and we define g(z) := ((Te1 ◦ Te2)f)(z). By Lemma 4.5, we
know that Te2f is holomorphic in S(π, 2 + ω2) and Te2f(z) → 0 as z → ∞ uniformly on
every sector S(π, 2 + γ) with γ < ω2. Moreover, Te2f ∼M2
∑∞
n=0m2(n)z
n on S(π, 2 + ω2).
Then we deduce that Te2f is bounded on every sector S(π, 2+ γ) with γ < ω2. We can apply
the Te1 transform to Te2f and, by Lemma 4.3, we have that g = Te1Te2f is holomorphic in
S = S(π, 2 + ω1 + ω2). Then, the function
e(1/z) :=
g(z)− g(ze2πi)
2πi
,
is holomorphic in Sω1+ω2 . Since f ∈ O
M1·M2(Sω1+ω2), then, by statement 3, (Te1 ∗ Te2)(f) =
(Te1 ◦ Te2)(f) and, by Lemmma 4.5, we deduce that
e(1/z) =
g(z)− g(ze2πi)
2πi
=
(Te1 ∗ Te2)(f)(z)− ((Te1 ∗ Te2)f)(ze
2πi)
2πi
= e1 ∗ e2(1/z).

Remark 4.16. We know that M1 ·M2 is a weight sequence admitting a nonzero proximate order
(see Proposition 3.4). Consequently, we can construct a kernel e of M1 ·M2−summability (see Re-
mark 2.21) which is indeed strong (Remark 4.11). However, we do not have any control on the
corresponding moment sequence of e apart from being equivalent to M1 ·M2. Last proposition guar-
antees that the moment sequence associated with e1∗e2 is (me1(n)me2 (n))n∈N0 , which is important
because it ensures good behavior of formal and analytic Borel-Laplace operators with respect to
asymptotics.
Note that OM1·M2(S) ⊂ OM2(S). Consequently, Te1 ◦ Te2 extends the operator Te1 ∗ Te2 . The
opposite situation occurs for the acceleration operator that will be presented in the next subsection,
whose main advantage is that it extends the composition operator.
4.4 Acceleration kernels
In the same conditions as in the previous subsection, assuming in addition that ω(M1) < ω(M2),
we will construct a pair of operators T, T− such that T extends T−e1 ◦ Te2 . This new operator will
be called the acceleration operator from e2 to e1 because it will send a function f ∈ OM2(S) into a
function with greater growth Tf ∈ OM1(S˜). According to this property, the kernel associated with T
will be called acceleration kernel and its corresponding sequence of moments will beme2(λ)/me1 (λ).
Our first result is the analogous version of Proposition 4.14 that guarantees that the operators
T and T−e1 ◦ Te2 coincide for a large enough class of functions.
Proposition 4.17. Let Mj , j = 1, 2, be weight sequences admitting a nonzero proximate order,
ej be strong kernels of Mj−summability, and Tej , T
−
ej be the corresponding integral operators.
Assume that ω(M1) < ω(M2) < 2.
If f ∈ OM2(S(d, γ)), then for every z0 ∈ S(d, γ + ω(M2) − ω(M1)) there exist a neighborhood
U0 ⊆ S(d, γ + ω(M2)− ω(M1)) of z0 and a direction φ with |d− φ| < πγ/2 (depending on z0) such
that we have ∫
δω1 (arg(z0))
∫ ∞(φ)
0
∣∣∣∣E1(z/v)e2(u/v)f(u)duu dvv
∣∣∣∣ <∞ (4.35)
for every z ∈ U0, where δω1(arg(z0)) is a path as considered in Definition 2.27. Moreover, the
function
F (z) :=
∫
δω1(arg(z))
∫ ∞(φ)
0
E1(z/v)e2(u/v)f(u)
du
u
dv
v
is holomorphic in S(d, γ + ω(M2)− ω(M1)) and
T−e1 ◦ Te2(f)(z) =
∫ ∞(φ)
0
f(u)
(
−1
2πi
∫
δω1(arg(z)−φ)
E1(z/wu)e2 (1/w)
dw
w
)
du
u
.
Proof. For simplicity we write ω1 = ω(M1) and ω2 = ω(M2), M1 = (M1,p)p∈N0 and M2 =
(M2,p)p∈N0 . We observe that ω(M2/M1) = ω2 − ω1 (see Remark 3.8).
We fix z0 ∈ S(d, γ + ω2 − ω1), since ω2 − ω1 > 0 we can consider directions τ1 ∈ (0, 2 − ω1),
τ2 ∈ (0, ω2), τ3 ∈ (0, γ) with 2− τ1 − ω1 < τ2 + τ1 − 2 + τ3 − γ. Then, we can choose
ε ∈ (2 − τ1 − ω1, τ2 + τ1 − 2 + τ3 − γ) ⊆ (0, ω2 − ω1),
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and φ > 0 with |φ− d| < τ3π/2 such that
| arg(z0)− φ| < (τ2 + τ1 − 2− ε+ τ3 − γ)π/2. (4.36)
We observe that we can take ρ0 > 0 small enough such that B(z0, ρ0) ⊆ S(d, γ + ω2 − ω1) and the
inequality (4.36) remains valid if we replace arg(z0) by arg(z) for every z ∈ B(z0, ρ0). We write
θ1 = arg(z0) + (ω1 + ε)π/2 and θ3 = arg(z0)− (ω1 + ε)π/2, since τ2 < 2 we observe that the value
of ε guarantees that 2− ω1 − ε > 0 and ω1 + τ1 − 2 + ε > 0. Then, by suitably reducing the radius
ρ0, we also have that
| arg(z)− arg(z0)| < δ := min((2− ω1 − ε)π/2, (ω1 + τ1 − 2 + ε)π/2)/2, (4.37)
for every z ∈ U0 = B(z0, ρ1) with ρ1 ≤ ρ0, which implies
−π < arg(z)− θ1 < (τ1 − 2)π/2, (2− τ1)π/2 < arg(z)− θ3 < π. (4.38)
Moreover, from (4.36) we deduce that
|θ − φ| ≤ |θ − arg(z0)|+ | arg(z0)− φ| < (ω1 + τ1 − 2 + τ2 + τ3 − γ)π/2 ≤ τ2π/2 (4.39)
for every θ ∈ [θ3, θ1].
By Definition 4.8.(vi.b) for E1 and (ii.b) for e2 we know that there exist β1, α2 > 0 (not
depending on τ1 and τ2), and constants K1, C2 > 0, M ≥ 1, ε2 ∈ (0, 1) such that
|E1(z)| ≤
K1
|z|β1
, z ∈ S(π, τ1), |z| ≥M, (4.40)
|e2(z)| ≤C2|z|
α2 , z ∈ Sτ2 , |z| ≤ ε2. (4.41)
By condition (iii) for e2, there exist d2, k2 > 0 such that
|e2(w)| ≤ d2 e
−ωM2(k2|w|), u ∈ Sτ2 ,
and since f ∈ OM2(S(d, γ)), we see that there exist d3, k3 > 0 such that
|f(w)| ≤ d3 e
ωM2(k3|w|), w ∈ S(d, τ3). (4.42)
We fix s0 = min(1, k2/(k3A2), (|z0 − ρ1|/M)) and β < min(β1, 1), where A2 is the constant
appearing in (2.4) for M2 and s = 2. We consider a path δω1(arg(z0)) (see Definition 2.27). We can
write δω1(arg(z0)) = δ1 + δ2 + δ3 (δ1 and δ3 are segments in directions θ1 = arg(z0) + (ω1 + ε)π/2
and θ3 = arg(z0)− (ω1 + ε)π/2, respectively, and δ2 is a circular arc with radius R = s0).
In order to prove (4.35), parametrizing the integral and using Tonelli’s Theorem, it is enough
to show that
Ji(z) =
∫ s0
0
|E1(z/se
iθi)|
∫ ∞
0
|e2(re
iφ−θi/s)f(reiφ)|
dr
r
ds
s
<∞, i = 1, 3,
J2(z) =
∫ θ1
θ3
|E1(z/s0e
iθ)|
∫ ∞
0
|e2(re
iφ−θ/s0)f(re
iφ)|
dr
r
dθ <∞,
for every z ∈ U0. For s ≤ s0 and θ ∈ [θ3, θ1] we consider
I(s, θ) :=
∫ ∞
0
|e2(re
iφ−θ/s)f(reiφ)|
dr
r
.
By (4.39) we show that reiφ−iθ/s ∈ Sτ2 for all θ ∈ [θ3, θ1] and every s ≤ s0. Then, splitting
the interval into three parts (0, ε2s), (ε2s, ε2sβ), (ε2sβ ,∞) as in the proof of Proposition 4.14 and
using (4.41), (4.42), Lemma 2.3 and that ωM2(t) is nondecreasing, we get that
I(s, θ) ≤
C2d3ε
α2
2
α2
exp(ωM2(k3ε2s0))+
d2d3M2,1
k2ε2
exp(ωM2(k3ε2s
β
0 ))+
d2d3M2,1
k3ε2sβ
=: a1+
a2
sβ
. (4.43)
Applying (4.38), we see that z/seiθi ∈ S(π, τ1) for i = 1, 3 and every z ∈ U0 and since |z/s| ≥
|z|/s0 ≥M , we can apply (4.40) and (4.43) and we see that
Ji(z) ≤ K1
∫ s0
0
sβ1
|z|β1
(
a1 +
a2
sβ
) ds
s
≤
K1a1s
β1
0
β1(|z0| − ρ1)β1
+
K1a2s
β1−β
0
(β1 − β)(|z0| − ρ1)β1
, (4.44)
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for i = 1, 3 and every z ∈ U0. Using that E1 is entire we have that |E1(w)| ≤ H1 for every
w ∈ B(0, (|z0|+ ρ1 + 1)/s0), and (4.43) shows that
J2(z) ≤
(
a1 +
a2
sβ0
)
(θ1 − θ3)H1 (4.45)
for every z ∈ U0. Using (4.44) and (4.45) we see that (4.35) holds. Hence, by the Leibniz’s rule the
double integral ∫
δω1(arg(z0))
∫ ∞(φ)
0
E1(z/v)e2(u/v)f(u)
du
u
dv
v
is a holomorphic function in the neighborhood U0 of z0 for every z0 ∈ S(d, γ + ω2 − ω1). If
z ∈ U0∩U1, with U1 the corresponding neighborhood of z1, the choice of δ > 0 in (4.37) guarantees
that lims→0 |E1(z/seiθ)|I(s, θ) = 0, uniformly for θ between θi and θ′i = arg(z1)± (ω1 + ε)π/2 for
i = 1, 3. This fact ensures that we can apply Cauchy’s theorem to deform the path of integration
from δω1(arg(z0)) to δω1(arg(z1)), and we deduce that∫
δω1(arg(z))
∫ ∞(φ)
0
E1(z/v)e2(u/v)f(u)
du
u
dv
v
(4.46)
defines a holomorphic in the sector S(d, γ + ω2 − ω1). We observe that
T−e1 ◦ Te2(f)(z) =
−1
2πi
∫
δω1(arg(z))
E1(z/v)(Te2f)(v)
dv
v
=
−1
2πi
∫
δω1(arg(z))
∫ ∞(φ)
0
E1(z/v)e2
(u
v
)
f(u)
du
u
dv
v
,
where φ and δω1(arg(z)) are chosen as in the beginning of the proof. We write η = arg(z)−φ and we
make the change of variables v = wu. Then the path δω1(arg(z)) is transformed into the path δω1(η).
We can write δω1(η) = γ1 + γ2 + γ3 (γ1 and γ3 are segments in directions θ
′′
1 = η + (π/2)(ω1 + ε)
and θ′′3 = η − (π/2)(ω1 + ε), respectively, and γ2 is a circular arc with radius R = s0/|u|, the path
δω1(η) stays inside Sω2 . We have that
T−e1 ◦ Te2(f)(z) =
−1
2πi
∫
δω1 (η)
∫ ∞(φ)
0
E1(z/wu)e2 (1/w) f(u)
du
u
dw
w
.
Finally, since the double integral in (4.46) converges for any z ∈ S(d, γ + ω2 − ω1), we can apply
Fubini’s theorem and we can interchange the integration order, then we see that
T−e1 ◦ Te2(f)(z) =
∫ ∞(φ)
0
f(u)
(
−1
2πi
∫
γω1(arg(z)−φ)
E1(z/wu)e2 (1/w)
dw
w
)
du
u
.

We are ready to prove the main result, essential for the construction of the multisum.
Proposition 4.18. Let Mj , ej , mej , and Tej , T
−
ej , j = 1, 2, be as in Proposition 4.15. Assume that
ω(M1) < ω(M2) < 2.
1. We define the acceleration from e2 to e1, denoted e1 ⊳ e2, by
(e1 ⊳ e2)(z) = T
−
e1(e2(1/u))(1/z).
Then, e1 ⊳ e2 is a strong kernel of M2/M1− summability whose moment function is m(λ) =
me2(λ)/me1(λ). Moreover, if E2 and E are the functions associated by Definition 4.8.(v) with
e2 and e1 ⊳ e2, respectively, we have that
E(u) = Te1(E2(u)).
2. The function e1⊳e2 is the unique moment summability kernel with moment sequence (m(p) =
me2(p)/me1(p))p∈N0 .
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3. Let Ae1,e2 denote the Laplace-like integral operator associated with e1 ⊳ e2. If S is an un-
bounded sector and f ∈ OM2(S), then
Ae1,e2f = T
−
e1 ◦ Te2(f).
4. We define g(z) := ((T−1 ◦ Te2)f)(z) with f(u) = (1 − u)
−1 and
e(1/z) :=
g(z)− g(ze2πi)
2πi
.
Then, e is well defined in Sω(M2)−ω(M1) and e(z) = e1 ⊳ e2(z).
Proof. For simplicity we write ω1 = ω(M1) and ω2 = ω(M2). We observe that ω(M2/M1) = ω2−ω1
(see Remark 3.8).
1. Let us show that the function (e1 ⊳ e2)(z) = T−e1(e2(1/u))(1/z) has the necessary properties
for a strong kernel function of M2/M1−summability, as listed in Definition 4.8.
Since the function e2(1/u) is holomorphic in Sω2 , continuous at the origin and ω2 > ω1,
by Proposition 2.28 we have that T−e1(e2(1/u))(z) is holomorphic in Sω2−ω1 which proves
requirement (i).
Regarding the integrability condition (ii.b), we fix τ ∈ (0, ω2−ω1) and we take τ1 ∈ (0, 2−ω1)
and τ2 ∈ (0, ω2) such that 2 + τ ∈ (0, τ1 + τ2 − (2 − ω1 − τ1)) and we can choose ε ∈
(2− ω1 − τ1, τ1 + τ2 − 2 − τ). By Definition 4.8.(vi.b) for E1 and (ii.b) for e2 we know that
there exist β1, α2 > 0 (not depending on τ1 and τ2), and contants K1, C2 > 0, M1 ≥ 1,
ε2 ∈ (0, 1) such that
|E1(z)| ≤
K1
|z|β1
, z ∈ S(π, τ1), |z| ≥M1, (4.47)
|e2(z)| ≤C2|z|
α2 , z ∈ Sτ2 , |z| ≤ ε2. (4.48)
We fix z ∈ Sτ with |z| ≤ ε22/M
2
1 , then |z| ≤ 1. We write φ = arg(z) ∈ (−πτ/2, πτ/2) and
we may consider a path δω1(−φ) (see Definition 2.27). We can write δω1(−φ) = δ1 + δ2 + δ3
(δ1 and δ3 are segments in directions θ1 = −φ+ (π/2)(ω1 + ε) and θ3 = −φ− (π/2)(ω1 + ε),
respectively, and δ2 is a circular arc with radius R = 1/(|z|M1), that can be chosen in this
way because e2 is holomorphic in Sω2 , that is unbounded, and the path δω1(−φ) stays inside
Sτ2). Then, by definition, we see that
e1 ⊳ e2(z) =
−1
2πi
∫
δω1 (−φ)
E1
(
1
uz
)
e2 (1/u)
du
u
.
We have that
|e1 ⊳ e2(z)| ≤
1
2π
(∫ 1/(|z|M1)
0
∣∣∣∣E1 ( 1zreiθ1
)
e2
(
1
reiθ1
)∣∣∣∣ drr
+
∫ θ1
θ3
∣∣∣∣E1( |z|M1zeiθ
)
e2
(
|z|M1
eiθ
)∣∣∣∣ dθ
+
∫ 1/(|z|M1)
0
∣∣∣∣E1( 1zreiθ3
)
e2
(
1
reiθ3
)∣∣∣∣ drr
)
. (4.49)
First, we study the second integral in (4.49). By condition (v) for E1, we know that there
exists a constant H1 such that |E1(w)| ≤ H1 for every w ∈ D(0,M1 + 1). Using the bounds
for φ, we see that
[θ3, θ1] ⊆ ((π/2)(−τ − ω1 − ε), (π/2)(τ + ω1 + ε)).
Employing the upper bound for ε, we obtain that τ + ω1 + ε < τ2 − (2 − ω1 − τ1), then we
deduce that
|z|M1e
−iθ ∈ Sτ2 , θ ∈ [θ3, θ1]. (4.50)
Since |z| ≤ |z|1/2 ≤ ε2/M1, we have that |ze−iθM1| ≤ ε2 and, by (4.48), we conclude that∫ θ1
θ3
∣∣∣∣E1 ( |z|M1zeiθ
)
e2
(
|z|M1
eiθ
)∣∣∣∣ dθ ≤ H1C2|z|α2Mα21 πτ2. (4.51)
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We study now the first and the last integrals in (4.49). If r ∈ (0, 1/(|z|M1)), we observe that
|1/(zreiθj)| ≥M1. Since ω1 + τ1 < 2 and τ2 < 2, using the bounds for ε, we have that
ω1 + ε ∈ (2− τ1, τ2 + ω1 + τ1 − 2− τ) ⊆ (2− τ1, 2)
and we deduce that arg(1/(zreiθ3)) = (π/2)(ω1 + ε) ∈ ((π/2)(2 − τ1), π) and also that
arg(1/(zreiθ1)) ∈ (−π,−(π/2)(2 − τ1)). Then for j = 1, 3 we see that 1/(zreiθj) ∈ S(π, τ1)
and, by (4.47), we show that∫ (|z|M1)−1
0
∣∣∣∣E1( 1zreiθj
)
e2
(
1
reiθj
)∣∣∣∣ drr ≤ K1|z|β1
∫ (|z|M1)−1
0
rβ1
∣∣∣∣e2( 1reiθj
)∣∣∣∣ drr .
Since |z| ≤ 1, we can split (0, 1/(|z|M1)) as the union of the intervals (0, 1/(|z|1/2M1)) and
[1/(|z|1/2M1), 1/(|z|M1)). By condition (iii) for e2, we know that there exists a constant D2
such that |e2(w)| ≤ D2 for every w ∈ Sτ2 . If r ≥ 1/(|z|
1/2M1), then 1/r ≤ ε2, by (4.50), we
can apply (4.48) and we obtain∫ (|z|M1)−1
0
∣∣∣∣E1( 1zreiθj
)
e2
(
1
reiθj
)∣∣∣∣ drr ≤ K1|z|β1/2D2Mβ11 β1 +K1C2|z|β1
∫ (|z|M1)−1
(|z|1/2M1)−1
rβ1−α2
dr
r
.
According to Remark 4.12, we may assume that α2 < β1. Then for j = 1, 3 and for every
u ∈ Sτ with |z| ≤ ε22/M
2
1 we have that∫ (|z|M1)−1
0
∣∣∣∣E1( 1zreiθj
)
e2
(
1
reiθj
)∣∣∣∣ drr ≤ K1D2|z|β1/2Mβ11 β1 + K1C2|z|
α2
(β1 − α2)M
β1−α2
1
. (4.52)
Consequently, by (4.51) and (4.52), condition (ii.b) is satisfied with α = min(β1/2, α2).
By condition (iii) for e2, for every ε > 0 there exist c, k > 0 such that
|e2(1/u)| ≤ c e
−ωM2(k/|u|), u ∈ Sω2−ε.
Then, by Proposition 2.5, we have that e2(1/u) ∼M2 0̂ in Sω2 .
By Theorem 2.30, we see that e1 ⊳ e2(1/z) = T−e1(e2(1/u))(z) ∼M2/M1 0̂ in Sω2−ω1 which
implies, again by Proposition 2.5, that for every ε > 0 there exist c, k, r > 0 such that
|e1 ⊳ e2(z)| ≤ c e
−ωM2/M1(|z|/k), z ∈ Sω2−ω1−ε, |z| > r. (4.53)
By condition (ii.b) for e1 ⊳ e2, we know that |e1 ⊳ e2(z)| ≤ C for z ∈ Sω2−ω1−ε with |z| ≤ δ.
Since e1 ⊳ e2(z) is continuous, (4.53) holds for every z ∈ Sω2−ω1−ε and we conclude that
condition (iii) is satisfied.
For x > 0 we have that
e1 ⊳ e2(x) =
1
2πi
(∫ R
0
E1
(
1
xreiθ1
)
e2
(
1
reiθ1
)
dr
r
−
∫ θ3
θ1
E1
(
1
xReiθ
)
e2
(
1
Reiθ
)
idθ +
∫ 0
R
E1
(
1
xreiθ3
)
e2
(
1
reiθ3
)
dr
r
)
with θ1 = (π/2)(ω1 + ε) and θ3 = −(π/2)(ω1 + ε). Since E1 and e2 are positive real over the
positive real axis and holomorphic in Sω2 , we deduce that
e1 ⊳ e2(x) =
1
2πi
(∫ R
0
E1
(
1
xre−iθ1
)
e2
(
1
re−iθ1
)
dr
r
−
∫ θ3
θ1
E1
(
1
xRe−iθ
)
e2
(
1
Re−iθ
)
idθ +
∫ 0
R
E1
(
1
xre−iθ3
)
e2
(
1
re−iθ3
)
dr
r
)
.
Since θ1 = −θ3, we observe that e1 ⊳ e2(x) = e1 ⊳ e2(x), then (iv) holds.
Let us show that
me1⊳e2(λ) = me2(λ)/me1(λ) (4.54)
34
for Re(λ) ≥ 0. We have that
me1⊳e2(λ) =
∫ ∞
0
xλ−1(e1 ⊳ e2)(x)dx
=
−1
2πi
∫ ∞
0
xλ−1
∫
δω1 (0)
E1
(
1
ux
)
e2 (1/u)
du
u
dx.
We make the change of variables t = 1/(xu). Then the path δω1(0) (with radius R = 1/x,
that can be chosen in this way because e2 is holomorphic in Sω2) stays inside Sω2 and it is
transformed into ∆ω1(0), with ∆ω1(0) = ∆3 + ∆2 + ∆1 (∆3 is the line in direction θ3 =
−(π/2)(ω1 + ε) from infinity to eiθ3 , ∆2 is a circular arc with radius R = 1, and ∆1 is the
line from eiθ1 in direction θ1 = (π/2)(ω1 + ε) to infinity) and we get
me1⊳e2(λ) =
1
2πi
∫ ∞
0
xλ
∫
∆ω1(0)
E1 (t) e2 (xt)
dt
t
dx
x
.
We make the change of variables xt = s, we see that
me1⊳e2(λ) =
1
2πi
∫ ∞
0
sλe2 (s)
∫
∆ω1(0)
E1 (t)
dt
tλ+1
ds
s
.
Using condition (vi.b) for E1 and Cauchy’s theorem to deform the path of integration and
replace ∆ω1(0) by the disc D(0, 1), we obtain
me1⊳e2(λ) =
∫ ∞
0
sλe2 (s)
(
1
2πi
∫
D(0,1)
E1 (t)
dt
tλ+1
)
ds
s
.
By Cauchy’s formula for E1, we see that
me1⊳e2(λ) =
∫ ∞
0
sλe2 (s)
1
me1(λ)
ds
s
.
Finally, by condition (v) for e2 we show that (4.54) is satisfied.
We deduce that me1⊳e2(λ) is continuous in {Re(λ) ≥ 0}, holomorphic in {Re(λ) > 0} and
me1⊳e2(x) > 0 for every x ≥ 0. We define the function E⊳ by
E⊳(z) :=
∞∑
p=0
zn
me1⊳e2(p)
, z ∈ C.
If we compute the radius of convergence of this series, using (4.54) and that ω1 < ω2 (see
Proposition 3.9.(iii)) we show that
r = lim inf
p→∞
n
√
me1⊳e2(p) = lim inf
p→∞
p
√
me2(p)
me1(p)
=∞,
hence E⊳ is entire. We see that (me1⊳e2(p))p∈N0 , again by (4.54), is equivalent to the sequence
M2/M1. Then, by Proposition 2.22, we see that there exist C,K > 0 such that |E⊳(z)| ≤
C exp(ωM2/M1(K|z|)), for all z ∈ C, then (v) holds.
Finally, regarding condition (vi.b), we need first to show that
E⊳(u) = (Te1E2)(u), u ∈ C
∗. (4.55)
We prove this equality for u ∈ (0,∞), and we conclude using the identity principle since E⊳(u)
is entire and, by Proposition 2.26, (Te1E2)(u) is holomorphic in a sectorial region G(0, 2+ω1).
We fix u ∈ (0,∞), we have that
(Te1E2)(u) =
∫ ∞
0
e1
( z
u
)
E2(z)
dz
z
.
Since e1 and E2 are positive over (0,∞), then we can exchange integral and sum and apply-
ing (4.54) we see that
(Te1E2)(u) =
∫ ∞
0
e1
( z
u
)
E2(z)
dz
z
=
∫ ∞
0
e1
( z
u
) ∞∑
n=0
zn
me2(n)
dz
z
=
∞∑
n=0
(Te1(z
n/me2(n)))(u) =
∞∑
n=0
un
me1⊳e2(n)
= E⊳(u).
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Now, we fix τ ∈ (0, 2 − ω2 + ω1), and we take τ1 ∈ (0, ω1) and τ2 ∈ (0, 2 − ω2) such that
τ2 < τ < τ1 + τ2. By Definition 4.8.(ii.b) for e1 and (vi.b) for E2 we know that there exist
α1, β2 > 0 (not depending on τ1 and τ2), and constants C1,K2 > 0, ε1 ∈ (0, 1), M2 ≥ 1 such
that
|e1(z)| ≤C1|z|
α1 , z ∈ Sτ1 , |z| ≤ ε1, (4.56)
|E2(z)| ≤
K2
|z|β2
, z ∈ S(π, τ2), |z| ≥M2. (4.57)
We fix u ∈ S(π, τ) with |u| ≥M2/ε1. If u ∈ S(π, τ2), we define θu := arg(u) so we have that
eiθu
u
∈ Sτ1 , e
iθu ∈ S(π, τ2). (4.58)
If arg(u) ∈ ((π/2)(2− τ), (π/2)(2 − τ2)], we define θu := arg(u) + εu with
εu ∈ ((π/2)(2− τ2)− arg(u),min((π/2)(2 + τ2)− arg(u), (π/2)τ1)).
This interval is not empty since arg(u)(2/π) > 2−τ > 2−τ2−τ1, then (π/2)(2−τ2)−arg(u) <
τ1π/2. We observe that arg(eiθu/u) = εu ∈ [0, (π/2)τ1) and we also have that eiθu ∈ S(π, τ2)
and we deduce (4.58).
Analogously, if arg(u) ∈ [(π/2)(2 + τ2), (π/2)(2 + τ)) we choose θu := arg(u)− εu with
εu ∈ (−(π/2)(2 + τ2) + arg(u),min(−(π/2)(2− τ2) + arg(u), (π/2)τ1)),
and we also obtain (4.58) for this choice of θu. By (4.55), since |u| ≥M2/ε1 we have that
|E⊳(u)| =
∣∣∣∣∣
∫ ∞(θu)
0
e1
( z
u
)
E2(z)
dz
z
∣∣∣∣∣ ≤
∫ M2
0
∣∣∣∣e1(reiθuu
)
E2(re
iθu )
∣∣∣∣ drr
+
∫ |u|ε1
M2
∣∣∣∣e1(reiθuu
)
E2(re
iθu)
∣∣∣∣ drr +
∫ ∞
|u|ε1
∣∣∣∣e1(reiθuu
)
E2(re
iθu)
∣∣∣∣ drr .
If r ≤ |u|ε1, we have that |reiθu/u| ≤ ε1, by (4.58) we can apply (4.56) and we obtain
|E⊳(u)| ≤
C1
|u|α1
(∫ M2
0
rα1
∣∣E2(reiθu )∣∣ dr
r
+
∫ |u|ε1
M2
rα1
∣∣E2(reiθu)∣∣ dr
r
)
+
∫ ∞
|u|ε1
∣∣∣∣e1(reiθuu
)
E2(re
iθu)
∣∣∣∣ drr .
By condition (iii) for e1, and (v) for E2 we know that there exist constants D1, H2 such that
|e1(w)| ≤ D1 for every w ∈ Sτ1 and |E2(w)| ≤ H2 for every w ∈ D(0,M2 + 1). We deduce
that
|E⊳(u)| ≤
C1H2M
α1
2
α1|u|α1
+
C1
|u|α1
∫ |u|ε1
M2
rα1
∣∣E2(reiθu )∣∣ dr
r
+D1
∫ ∞
|u|ε1
∣∣E2(reiθu )∣∣ dr
r
.
If r ≥M2, by (4.58) we can apply (4.57) and we have
|E⊳(u)| ≤
C1H2M
α1
2
α1|u|α1
+
C1K2
|u|α1
∫ |u|ε1
M2
rα1−β2
dr
r
+
D1K2
β2|u|β2ε
β2
1
.
According to Remark 4.12, we may assume that α1 > β2, then
|E⊳(u)| ≤
C1H2M
α1
2
α1|u|α1
+
C1K2ε
α1−β2
1
(α1 − β2)|u|β2
+
D1K2
β2|u|β2ε
β2
1
.
Consequently, condition (vi.b) is satisfied with β = min(α1, β2).
2. Uniqueness follows from Remark 4.6.
3. We take f ∈ OM2(S(d, α)) ⊆ OM2/M1(S(d, α)). Since e1⊳e2 is a kernel of M2/M1− summabil-
ity, by Proposition 2.26 we know that Ae1,e2(f) is holomorphic in a sectorial region G(d, α+
ω2 − ω1). We fix z ∈ G(d, α + ω2 − ω1), there exists φ with |d − φ| < πα/2, such that if
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arg(u) = φ, then u/z ∈ Sω2−ω1 . We write η = arg(z/u) = arg(z)− φ and we consider a path
δω1(η) chosen as in Proposition 4.17, what is possible because e2 is holomorphic in Sω2 and
the path δω1(η) stays inside Sω2 . We have that
Ae1,e2(f)(z) =
∫ ∞(φ)
0
f(u)
(
−1
2πi
∫
δω1(η)
E1
( z
wu
)
e2(1/w)
dw
w
)
du
u
.
We conclude, using Proposition 4.17, that this last expression equals T−e1 ◦ Te2(f)(z).
4. We consider f(u) = (1 − u)−1 and we define g(z) := ((T−e1 ◦ Te2)f)(z). By Lemma 4.5,
we know that Te2f is holomorphic in S(π, 2 + ω2). Moreover, Te2f ∼M2
∑∞
n=0m2(n)z
n on
S(π, 2 + ω2), then it is continuous at the origin. We can apply the T−e1 transform to Te2f
and, by Proposition 2.28, we have that g is holomorphic in S = S(π, 2 + ω2 − ω1). Then, the
function
e(1/z) :=
g(z)− g(ze2πi)
2πi
,
is holomorphic in Sω2−ω1 . Since f ∈ O
M2(Sω2−ω1), by statement 3 we have Ae1,e2(f) =
(T−e1 ◦ Te2)(f) and, by Lemma 4.5, we deduce that
e(1/z) =
g(z)− g(ze2πi)
2πi
=
Ae1,e2(f)(z)−Ae1,e2(f)(ze
2πi)
2πi
= e1 ⊳ e2(1/z).

Remark 4.19. Under the hypotheses of Proposition 4.18, we know that M2/M1 is equivalent
to a weight sequence admitting nonzero proximate order (see Proposition 3.6). As indicated in
Remark 4.16, a strong kernel of M2/M1−summability can be constructed, but it might not behave
well with respect to asymptotic relations. The kernel e1 ⊳ e2 will be suitable in this regard.
Note that OM2(S) ⊆ OM2/M1(S). Consequently, Ae1,e2 extends the operator T
−1
e1 ◦ Te2 . More-
over, by Propositions 4.18.3 and Proposition 2.28, for every f ∈ OM2(S(d, γ)) we deduce Ae1,e2f ∈
OM1(S(d, γ + ω(M2)− ω(M1))), which justifies the name of the operator.
Remark 4.20. From the uniqueness of the convolution and the acceleration kernels we deduce
some basic properties:
e1 ∗ e2 = e2 ∗ e1, e1 ∗ (e1 ⊳ e2) = e2, e1 ⊳ (e1 ∗ e2) = e2, e2 ⊳ (e1 ∗ e2) = e1.
4.5 Multisummability through acceleration
In order to describe the procedure to recover the multisum of a formal power series presented below,
we need to analyze the behavior of asymptotics under the operatorAe1,e2 defined in Proposition 4.18
and to extend what was known for the Gevrey case (see [2, Th. 55 and 56]).
Theorem 4.21. Let Mj , ej, mej , and Tej , T
−
ej , j = 1, 2, be as in Proposition 4.15. Assume
ω(M1) < ω(M2) < 2 . Let Ae1,e2 denote the Laplace-like integral operator associated with e1 ⊳ e2
(see Proposition 4.18) and M′ be any sequence of positive real numbers. Then,
(i) If f ∈ OM2/M1(S(d, α)) and f ∼M′ f̂ , then Ae1,e2f ∼M′·(M2/M1) Âe1,e2 f̂ in a sectorial region
G(d, α+ ω(M2/M1)), where
Âe1,e2
(
∞∑
p=0
apz
p
)
:=
∞∑
p=0
apme2(p)
me1(p)
zp.
(ii) If, moreover, f ∈ OM2(S(d, α)), then Ae1,e2f ∈ O
M1(S(d, α+ ω(M2/M1))) and
Te1(Ae1,e2f) = Te2f.
Proof. (i) By Proposition 4.18, e1 ⊳ e2 is a strong kernel of M2/M1− summability. Then, the
conclusion follows applying Theorem 2.30.
(ii) By Proposition 4.18.3, we know that
Ae1,e2f = (T
−
e1 ◦ Te2)f.
By Proposition 2.26, Te2f is holomorphic in a sectorial regionG(d, α+ω(M2)). Since ω(M2) >
ω(M1), by Proposition 2.28 (T−e1 ◦ Te2)f is holomorphic in S = S(d, α+ ω(M2)− ω(M1)) and
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it is of M1−growth in S. We observe that ω(M2/M1) = ω(M2) − ω(M1) (see Remark 3.8),
then Ae1,e2f = (T
−
e1 ◦ Te2)f ∈ O
M1(S). We can apply Te1 to Ae1,e2f , and we get
Te1(Ae1,e2f) = Te1T
−
e1Te2f = Te2f.

In a natural way, we define Â−e1,e2
(∑∞
p=0 apz
p
)
:=
∑∞
p=0(apme1(p)/me2(p))z
p. With the tools
presented in the previous subsections and in the conditions of Proposition 4.18, we are ready for
giving a definition of multisummability in a multidirection with respect to the multikernel (e1, e2).
Definition 4.22. In the conditions of Proposition 4.18, we say that the series f̂ =
∑
p≥0 apz
p is
(e1, e2)−summable in the multidirection (d1, d2) with |d1−d2| < π(ω(M2)−ω(M1))/2 and d1, d2 ∈ R
if:
(i) ĝ := T̂−e1 f̂ =
∑
p≥0
ap
me1(p)
zp is M2/M1−summable in direction d2.
(ii) The sum SM2/M1,d2 ĝ admits analytic continuation g in a sector S = S(d1, ε) for some ε > 0,
and g ∈ OM1(S).
In this situation we can define the corresponding multisum by:
S(e1,e2),(d1,d2)f̂ := Te1 ◦Ae1,e2 ◦ Â
−
e1,e2 ◦ T̂
−
e1 f̂ .
The next result states the equivalence between (M1,M2)−multisummability and (e1, e2)− mul-
tisummability in a multidirection, and provides a way to recover the multisum by means of the
formal and analytic acceleration operators previously introduced (see [2, Ch. 10] for the Gevrey
case).
Theorem 4.23. GivenM1,M2 weight sequences admitting a nonzero proximate order with ω(M1) <
ω(M2) < 2, directions d1, d2 ∈ R with |d1 − d2| < π(ω(M2)− ω(M1))/2 and a formal power series
f̂ , the following are equivalent:
(i) f̂ ∈ C{z}(M1,M2),(d1,d2).
(ii) For every pair of strong kernels, e1 of M1−summability and e2 of M2−summability, f̂ is
(e1, e2)−multisummable in multidirection (d1, d2).
(iii) For some pair of strong kernels, e1 of M1−summability and e2 of M2−summability, f̂ is
(e1, e2)−multisummable in multidirection (d1, d2).
In case any of the previous holds, we deduce that the (M1,M2)−sum of f̂ on the multidirection
(d1, d2) is given by
S(M1,M2),(d1,d2)f̂ = Te1 ◦Ae1,e2 ◦ T̂
−
e2 f̂ .
for any pair of kernels e1, e2.
Proof. For simplicity we write ω1 = ω(M1) and ω2 = ω(M2). We observe that ω(M2/M1) = ω2−ω1
(see Remark 3.8).
(i) =⇒ (ii) With the notation in Definition 4.1, we write f̂ = f̂1 + f̂2. We put ĝ := T̂−e1 f̂ and we
observe that Â−e1,e2 ĝ = Â
−
e1,e2 T̂
−
e1 f̂ = T̂
−
e2 f̂ . By Theorem 2.31, we know ĥ2 := T̂
−
e2 f̂2 converges in a
disc, admits analytic continuation h2 in a sector S2 = S(d2, ε2) for some ε2 > 0, and g2 ∈ OM2(S2).
Since f̂1 ∈ C[[z]]M1 , we see that ĥ1 = T̂
−
e2 f̂1 defines an entire function h1 and, by Proposition 2.22,
we have that h1 is of M2/M1−growth on S2.
Hence, ĥ := T̂−e2 f̂ converges in a disc, admits analytic continuation h in the sector S2 where
h is of M2/M1−growth there because OM2(S2) ⊆ OM2/M1(S2). By Theorem 2.31, this means
that the formal power series Âe1,e2 T̂
−
e2 f̂ = T̂
−
e1 f̂ = ĝ is M2/M1−summable in direction d2, so
Definition 4.22.(i) is valid.
On the other hand, we observe that
SM2/M1,d2 ĝ = Ae1,e2Â
−
e1,e2 ĝ = Ae1,e2Â
−
e1,e2(ĝ1 + ĝ2)
where ĝ1 := T̂−e1 f̂1 and ĝ2 := T̂
−
e1 f̂2. Since f̂1 ∈ C{z}M1,d1 , we have that ĝ1 = T̂
−
e1 f̂1 converges
in a disc, admits analytic continuation g1 in the sector S1 = (d1, ε1) for some ε1 ∈ (0, ε2) and
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g1 ∈ OM1(S1). Moreover, thanks to the convergence, Ae1,e2Â
−
e1,e2 ĝ1 = Sĝ1. Regarding ĝ2, we
observe that
Ae1,e2Â
−
e1,e2 ĝ2 = Ae1,e2Â
−
e1,e2 T̂
−
e1 f̂2 = Ae1,e2 T̂
−
e2 f̂2.
Since ĥ2 = T̂−e2 f̂2 converges in a disc and admits analytic continuation h2 ∈ O
M2(S2), by The-
orem 4.21, we see that Ae1,e2h2 = T
−
e1Te2h2. Furthermore, T
−
e1Te2h2 is holomorphic in the sec-
tor S(d2, ω2 − ω1 + ε2), which contains the sector S1 because |d1 − d2| < π(ω2 − ω1)/2, and
T−e1Te2h2 ∈ O
M1(S1), so SM2/M1,d2 ĝ can be written as the sum of two functions Ae1,e2 ĥ2 and
Sĝ1 whose analytic continuations in S1, T−e1Te2h2 and g1, have M1−growth there, that is, Defini-
tion 4.22.(ii) holds.
(ii) =⇒ (iii) Trivial.
(iii) =⇒ (i) By Definition 4.22.(i), g = SM2/M1,d2 ĝ is holomorphic in a sectorial region G = G(d2, α)
with α > ω2 − ω1 and g ∼M2/M1 ĝ in G. Let T be a subsector of G, bisected by direction d2 and
of opening πβ with β ∈ (ω2 − ω1, 2), such that T ⊆ G and let γ denote the positively oriented
boundary of T . Decomposing γ = γ1 + γ2 where γ1 is the circular part and γ2 is the radial part,
we define
gj(z) :=
1
2πi
∫
γj
g(w)
w − z
dw, for all z ∈ T, j = 1, 2.
Since g is continuous at the origin, by Cauchy’s Formula, we can write g = g1 + g2. By Leibniz’s
rule we see that g1 is holomorphic at the origin. Hence, g2 = g − g1 ∼M2/M1 ĝ2 where ĝ2 := ĝ − ĝ1
and ĝ1 is the Taylor series of g1 at the origin.
We define f̂1 := T̂e1 ĝ1 and we immediately observe that f̂1 ∈ C[[z]]M1 . By (ii) in Definition 4.22,
g admits analytic continuation in a sector S1 = S(d1, ε) for some ε > 0, and this analytic contin-
uation has M1−growth there. Again by the Leibniz’s rule, we can see that g2 is holomorphic in
S(d2, β) and we can prove that tends to 0 as |z| → ∞ therein, so g2 ∈ OM1(S(d2, β)). Since
|d1 − d2| < π(ω2 − ω1)/2, we may assume, by suitably reducing ε, that S1 ⊆ S(d2, β). Hence,
g1 = g − g2 has an analytic continuation to S1 and has M1−growth there, this means by Theo-
rem 2.31 that f̂1 is M1−summable in direction d1.
Now, we consider f̂2 := T̂e1 ĝ2, we can apply Theorem 2.30.(i) to g2 and we deduce that Te1g2 ∼M2
f̂2 on a sectorial region G(d2, β + ω1). Since β + ω1 > ω2, this means that f̂2 is M2−summable in
direction d2. Consequently, we can write f̂ = T̂e1 ĝ = f̂1 + f̂2, so f̂ ∈ C{z}(M1,M2),(d1,d2).
In case any of the previous equivalent conditions holds, we have seen that by Theorem 4.21,
f2 = Te2 T̂
−
e2 f̂2 = Te1Ae1,e2 T̂
−
e2 f̂2,
and, thanks to the convergence of T̂−e1 f̂1, we have shown that
f1 = Te1 T̂
−
e1 f̂1 = Te1Ae1,e2Â
−
e1,e2 T̂
−
e1 f̂1 = Te1Ae1,e2 T̂
−
e2 f̂1.
Hence, we conclude that S(M1,M2),(d1,d2)f̂ = S(e1,e2),(d1,d2)f̂ . 
5 Cohomological approach to multisummable power series
Classical multisummability theory can be also stated in a cohomological form. In this general
context, this approach is also possible and one can provide a version of the relative Watson’s
Lemma (see [32, Th. 7.2.1] for the Gevrey case), which is the cohomological equivalent of the
Tauberian Theorem 3.11. Apart from the Watson’s Lemma and the Borel-Ritt Theorem, a Ramis-
Sibuya-like result given by A. Lastra, S. Malek and J. Sanz in [31, Lemma 3] is necessary for the
proof (for a reference on the classical version of Ramis–Sibuya theorem, the reader may consult [16,
Th. XI-2-3]). In this section, we will follow the discussion in [1] and [38].
5.1 Relative Watson’s lemma
We take a strongly regular sequence M with 0 < ω(M) < 2. Let S1 = R/2πZ be the unit circle and
let I = (d − γπ/2, d+ γπ/2) mod 2πZ be an open arc of S1. We set A˜M(I) := lim−→A˜M(G), where
G runs over the sectorial regions with bisecting direction d ∈ R and opening γπ. Let AM denote
the sheaf on S1 associated with A˜M. We naturally have a morphism TM : AM −→ C[[z]]M and set
A
<0
M
:= KerTM. By the Borel-Ritt theorem for M-asymptotics (cf. [51] and [28]), we have an exact
sequence
0 // A <0
M
// AM
// C[[z]]M // 0. (5.1)
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In what follows, we consider Čech cohomology of sheaves. We first prove the following
Proposition 5.1. Let I be an open arc of S1. Then, we have
Im
[
ι1 : H1
(
I;A <0
M
)
−→ H1
(
I;AM)
]
= 0.
Proof. By considering a good covering of I, it is reduced to the following (see the proof of [43,
Prop. 7.24] for the details):
Let I1 = (a1, b1) mod 2πZ and I2 = (a2, b2) mod 2πZ be open arcs of S1 satisfying
a1 < a2 < b1 < b2 and b2 − a1 < 2π. Then, for every ϕ ∈ Γ
(
I1 ∩ I2 ;A
<0
M
)
, there
exist f1 ∈ Γ
(
I1 ;AM
)
and f2 ∈ Γ
(
I2 ;AM
)
such that ϕ = f2 − f1.
(5.2)
The statement (5.2) follows from [31, Lemma 3]. It concludes the proof. 
Let Jd
M
be a closed arc of S1 defined by
JdM :=
[
d−
ω(M)π
2
, d+
ω(M)π
2
]
mod 2πZ. (5.3)
By Definition 2.15, we find that
C{z}M,d = Im
[
TM : Γ
(
JdM ;AM
)
−→ C[[z]]M
]
.
By Watson’s lemma for M-asymptotics (Theorem 2.6), we see that
Γ
(
JdM ;A
<0
M
)
= 0 and TM : Γ
(
JdM ;AM
) ∼
−→ C{z}M,d. (5.4)
Now, we show the following “relative Watson’s lemma” for M-asymptotics:
Theorem 5.2. Let L and M be weight sequences admitting nonzero proximate order that satisfy
0 < ω(L) ≤ ω(M) < 2 and L -M. Then, we have
Γ
(
JdM ;A
<0
M
/A <0
L
)
= 0. (5.5)
Proof. We first note the following sequence is exact:
0 // A <0
L
// A
<0
M
// A
<0
M
/A <0
L
// 0. (5.6)
Since Γ
(
JdM ;A
<0
M
)
= 0, we obtain from (5.6) the following exact sequence:
0 // Γ
(
Jd
M
;A <0
M
/A <0
L
)
// H1
(
Jd
M
;A <0
L
) j
// H1
(
Jd
M
;A <0
M
)
.
Therefore, it suffices to show that j is injective. Using (5.1) and Proposition 5.1, we see that
Γ
(
Jd
M
;AL
)
// Γ
(
Jd
M
;C[[z]]L
)
// H1
(
Jd
M
;A <0
L
)
// 0 (5.7)
is exact. Since Γ
(
JdM ;C[[z]]L
)
≃ C[[z]]L, and considering the sequence obtained by substituting L
by M in (5.7), we obtain the following commutative diagram:
Γ
(
Jd
M
;AL
)
//

C[[z]]L
∂L
//

H1
(
Jd
M
;A <0
L
) ι1
//
j

0
Γ
(
Jd
M
;AM
)
// C[[z]]M
∂M
// H1
(
Jd
M
;A <0
M
)
(5.8)
Since the first row of (5.8) is exact, for any ϕ ∈ Kerj we can take f̂ ∈ C[[z]]L such that ∂L(f̂) = ϕ.
Therefore, it suffices to show that
f̂ ∈ Im
[
TL : Γ
(
JdM ;AL
)
−→ C[[z]]L
]
. (5.9)
Since C[[z]]L −→ C[[z]]M is injective and the second row of (5.8) is exact, we see that ∂M(f̂) =
ι1 ◦ ∂L(f̂) = 0, and hence, f̂ ∈ Im
[
TM : Γ
(
JdM ;AM
)
−→ C[[z]]M
]
. Therefore, the proof of (5.9) is
reduced to (5.10) below. 
Theorem 5.3. Let L and M be weight sequences admitting nonzero proximate order that satisfy
0 < ω(L) ≤ ω(M) < 2 and L -M. Then, we have
Γ
(
JdM ;AL
) ∼
−→ Γ
(
JdM ;AM
)
×C[[z]]M C[[z]]L, (5.10)
Γ
(
JdM ;AL
) ∼
−→ Γ
(
JdM ;AM
)
×C[[z]]M Γ
(
JdL ;AL
)
. (5.11)
Proof. The proofs of (5.10) and (5.11) are the same as the proof of Proposition 3.10(i). 
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5.2 Multisummability via quasi-functions
Let M = (M1, . . . ,Mm) be a tuple of weight sequences admitting nonzero proximate order that
satisfy Mm - · · · -M1 (so, ω(Mj+1) ≤ ω(Mj) for j = 1, . . . ,m− 1) and 0 < ω(Mm) ≤ ω(M1) < 2.
We take d = (d1, . . . , dm) ∈ Rm so that, with the notation in (5.3), one has Jd1M1 ⊃ · · · ⊃ J
dm
Mm
. We
set
Aj := Γ
(
J
dj
Mj
;AM1/A
<0
Mj+1
)
for j = 1, . . . ,m,
Bj := Γ
(
J
dj+1
Mj+1
;AM1/A
<0
Mj+1
)
for j = 1, . . . ,m− 1,
with the convention A <0
Mm+1
= 0. Then, we naturally have morphisms Aj −→ Bj and Aj+1 −→ Bj ,
and hence, we have the following diagram:
A1
!!❇
❇❇
❇❇
❇❇
❇
A2
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
!!❇
❇❇
❇❇
❇❇
❇
A3
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
!!❇
❇❇
❇❇
❇❇
❇
Am
}}④④
④④
④④
④④
B1 B2 . . .
We define Ad
M
by the fiber product (in the category of C-vector spaces)
A1 ×B1 A2 ×B2 · · · ×Bm−1 Am (5.12)
of the above diagram: Since there is a morphism from ((A1×B1A2)×B2 . . . )×Bj−1 Aj to Bj defined
by the composition of the j-th projection to Aj and the morphism Aj −→ Bj , we can inductively
define ((A1 ×B1 A2) ×B2 . . . ) ×Bm−1 Am, and the associativity of the fiber product enables us to
write it in the form (5.12). Let pj : A
d
M
−→ Aj be the j-th projection and let TM : A
d
M
−→ C[[z]]M1
be the composition of p1 and TM1 (note that A
<0
M2
is a subsheaf of A <0
M1
= KerTM1). We set
C{z}M,d := Im
[
TM : A
d
M
−→ C[[z]]M1
]
.
Definition 5.4. Given M and d, the elements f̂ ∈ C{z}M,d are called M-summable power series
in direction d. We say that f := (f1, . . . , fm) ∈ A
d
M
is the M-quasi-sum of f̂ if TM(f) = f̂ .
Remark 5.5. When M = (M1) and d = (d1), A
d
M
= Γ
(
Jd1
M1
;AM1
)
. Therefore, C{z}M,d =
C{z}M1,d1 in this case.
We obtain from Theorem 5.2 the following
Theorem 5.6. Given M and d, the morphism TM : A
d
M
−→ C[[z]]M1 is injective.
Proof. Let f ∈ KerTM. Since TM1(f1) = 0, we see f1 ∈ Γ
(
Jd1
M1
;A <0
M1
/A <0
M2
)
. Therefore, Theorem
5.2 asserts that f1 = 0. Then, since f1 = f2 as an element of B1, we see f2 ∈ Γ
(
Jd2
M2
;A <0
M2
/A <0
M3
)
.
Continuing the discussion, we inductively obtain fj = 0 (j = 1, . . . ,m) by the use of (5.5) and
(5.4), and hence, TM is injective. 
Therefore, we find that
TM : A
d
M
∼
−→ C{z}M,d. (5.13)
Proposition 5.7. Given M and d, we set M′ = (Mi1 , . . . ,Min) and d
′ = (di1 , . . . , din) with
1 ≤ i1 < · · · < in ≤ m (n ≤ m). Then, there exists an injective morphism ι : A
d′
M′
−→ A
d
M
such that
TM′ = TM ◦ ι.
Proof. We first consider the case when n = m−1. Take j such that {1, . . . ,m} = {j}∪{i1, . . . , in}.
We treat two subcases:
(a) Case j = 1. Since AM2/A
<0
M2
∼
−→ C[[z]]M2 is a constant sheaf on S
1, we have
Γ
(
Jd1
M1
;AM2/A
<0
M2
) ∼
−→ Γ
(
Jd2
M2
;AM2/A
<0
M2
)
.
Therefore, we can take a unique element f1 ∈ Γ
(
Jd1
M1
;AM2/A
<0
M2
)
for (f2, . . . , fm) ∈ A
d′
M′
so
that f1 = f2 as an element in Γ
(
Jd2
M2
;AM2/A
<0
M2
)
. Since we have AM2/A
<0
Mj
−→ AM1/A
<0
Mj
(j ≥ 2), we see that (f1, f2, . . . , fm) defines an element in A
d
M
, and hence, we have a C-linear
morphism ι : Ad
′
M′
−→ Ad
M
.
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(b) Case j 6= 1. Since the following diagram
Γ
(
J
dj−1
Mj−1
;AM1/A
<0
Mj+1
)
//

Γ
(
J
dj
Mj
;AM1/A
<0
Mj+1
)

Γ
(
J
dj−1
Mj−1
;AM1/A
<0
Mj
)
// Γ
(
J
dj
Mj
;AM1/A
<0
Mj
)
is commutative, we find that the map g 7→
(
g mod A <0
Mj
, g|
J
dj
Mj
)
defines a C-linear morphism
Γ
(
J
dj−1
Mj−1
;AM1/A
<0
Mj+1
)
−→ Aj−1 ×Bj−1 Aj . We set
f˜ :=
(
f1, . . . , fj−1 mod A
<0
Mj
, fj−1|Jdj
Mj
, fj+1, . . . , fm
)
for (f1, . . . , fj−1, fj+1, . . . , fm) ∈ A
d′
M′
. Then, we see that f˜ defines an element in Ad
M
and we
obtain a C-linear morphism ι : Ad
′
M′
−→ A
d
M
.
We immediately see that the morphism ι satisfies TM′ = TM ◦ ι. The injectivity of ι follows from
that of TM′ and TM.
Next, we consider the case when M′ is given in general. We take a sequence of tuples of
weight sequences M1(= M),M2, . . . ,Mm−n(= M
′) and directions d1(= d), d2, . . . , dm−n(= d
′) by
eliminating a weight sequence and a direction one by one. Then, we obtain a morphism ι : Ad
′
M′
−→
A
d
M
. by successively taking the composition of the above morphisms. We see by the definition of
the morphisms that the morphism ι does not depend on the choice of such a sequence and satisfies
TM′ = TM ◦ ι. 
Corollary 5.8. GivenM and d, we have an injective morphism ι : AMj,dj −→ AM,d for j = 1, . . . ,m.
5.3 Multisummability via the decomposition
Since we have an isomorphism (5.13), it follows from Corollary 5.8 that linear combinations of
Mj-summable power series are in C{z}M,d. In this section, we show more precisely that every
M-summable power series is written in this way. We set
Cj := AMj ,dj = Γ
(
J
dj
Mj
;AMj
)
for j = 1, . . . ,m,
Dj := Γ
(
J
dj
Mj
;AMj+1
)
for j = 1, . . . ,m− 1.
We have morphisms Dj −→ Cj and Dj −→ Cj+1, and hence, we have the following diagram:
D1
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
  ❇
❇❇
❇❇
❇❇
❇
D2
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
  ❇
❇❇
❇❇
❇❇
❇
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
. . .
!!❈
❈❈
❈❈
❈❈
❈
C1 C2 C3 Cm
We define Cd
M
by the fiber coproduct (in the category of C-vector spaces)
C1 +D1 C2 +D2 · · ·+Dm−1 Cm
of the above diagram (notice that the fiber coproduct is associative). Since we have morphisms
Cj −→ C[[z]]Mj −→ C[[z]]M1 (j = 1, . . . ,m) compatible with the diagram, we see that they define
a morphism T ′
M
: C
d
M
−→ C[[z]]M1 . Then, we have
Theorem 5.9. Given M and d, the morphism T ′
M
: C
d
M
−→ C[[z]]M1 is injective.
Proof. We prove by induction. When m = 1, the injectivity of T ′
M
follows from (5.4). Next, assume
that it holds for m− 1. Let gj ∈ Cj (j = 1, . . . ,m) and assume that g1 + g2 + · · ·+ gm ∈ Ker
[
T ′
M
:
C
d
M
−→ C[[z]]M1
]
. Then, we find T ′
M1
(g1) = T ′M(−g2−· · ·−gm). Since T
′
M
(−g2−· · ·−gm) ∈ C[[z]]M2 ,
it follows from (5.10) that g1 ∈ D1. Therefore, (g1 + g2) + · · ·+ gm defines an element in Ker
[
T ′
M′
:
C
d′
M′
−→ C[[z]]M2
]
with M′ = (M2, . . . ,Mm) and d′ = (d2, . . . , dm). By the induction hypothesis,
we obtain (g1 + g2) + · · ·+ gm = 0. This concludes the proof. 
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Therefore, it follows from (5.4) and Theorem 5.9 that
T ′M : C
d
M
∼
−→
m∑
j=1
C{z}Mj,dj .
Since Cj = A
dj
Mj
, the morphism in Corollary 5.8 defines a morphism ι : Cd
M
−→ A
d
M
, which is
compatible with TM and T ′M. Notice that each morphism Ci −→ AM,d is given by the morphisms
(i ≤ j) Ci −→ Γ
(
J
dj
Mj
;AMi
)
−→ Γ
(
J
dj
Mj
;AMi/A
<0
Mj
)
−→ Aj ,
(i > j) Ci −→ Γ
(
Jdi
Mi
;AMi/A
<0
Mi
) ∼
−→ Γ
(
J
dj
Mj
;AMi/A
<0
Mi
)
−→ Aj .
Then, we have the following
Theorem 5.10. Given M and d, the morphism ι gives an isomorphism
ι : C
d
M
∼
−→ A
d
M
.
Proof. Since T ′
M
= TM ◦ ι, injectivity of ι follows from the injectivity of TM and T ′M. We prove
surjectivity of ι. Let us consider the following exact sequence:
0 // A <0
Mm
// AM1
// AM1/A
<0
Mm
// 0. (5.14)
Since the morphism A <0
Mm
−→ AM1 factorizes through AMm , applying the functors Γ(J
dm−1
Mm−1
; · )
and Γ(Jdm
Mm
; · ) to (5.14), we find by Proposition 5.1 the following commutative diagram:
0 // Γ
(
J
dm−1
Mm−1
;AM1
)
//

Am−1
∂1
//
j1

H1
(
J
dm−1
Mm−1
;A <0
Mm
)
//
j2

0
0 // Am // Bm−1
∂2
// H1
(
Jdm
Mm
;A <0
Mm
)
// 0.
(5.15)
By the same reasoning, applying the functor Γ(J ; · ) to (5.1) with C[[z]]M ≃ AM/A <0M and M =
Mm, we have the following exact sequence when an arc J of S1 contains JdmMm :
0 // Γ
(
J ;AMm
)
// Γ
(
J ;AMm/A
<0
Mm
)
// H1
(
J ;A <0
Mm
)
// 0. (5.16)
Since (5.16) splits and AM/A <0M ≃ C[[z]]M is a constant sheaf, we have the following isomorphism:
Γ
(
J
dm−1
Mm−1
;AMm
)
⊕H1
(
J
dm−1
Mm−1
;A <0
Mm
) ∼
−→ Cm ⊕H
1
(
Jdm
Mm
;A <0
Mm
)
. (5.17)
Notice that the part H1
(
J
dm−1
Mm−1
;A <0
Mm
)
−→ H1
(
Jdm
Mm
;A <0
Mm
)
in the morphism (5.17) is given by
j2.
Now, let f = (f1, . . . , fm) ∈ A
d
M
. Then, since j1(fm−1) ∈ Ker ∂2 and the diagram (5.15)
is commutative, we have ∂1(fm−1) ∈ Ker j2. Therefore, using the isomorphism (5.17), we can
take gm ∈ Cm such that ι(gm) = (gm,1, . . . , gm,m) ∈ A
d
M
satisfies ∂1(gm,m−1) = ∂1(fm−1). (Re-
call the definition of ι. gm,m−1 is defined by using the isomorphism Γ
(
J
dm−1
Mm−1
;AMm/A
<0
Mm
) ∼
−→
Γ
(
Jdm
Mm
;AMm/A
<0
Mm
)
equivalent to (5.17).) Since the first row of (5.15) is exact, we can take
f˜m−1 ∈ Γ
(
J
dm−1
Mm−1
;AM1
)
such that fm−1− gm,m−1 = f˜m−1modA <0Mm . Then, (f1− gm,1, . . . , fm−2−
gm,m−2, f˜m−1) defines an element in A
d′
M′
with M′ = (M1, . . . ,Mm−1) and d′ = (d1, . . . , dm−1).
Now, repeating the discussion, we can choose gj ∈ Cj (j = 1, . . . ,m) such that f = ι(g1)+ · · ·+
ι(gm). This shows the surjectivity of ι. 
Corollary 5.11. Given M and d, we have
C{z}M,d =
m∑
j=1
C{z}Mj,dj .
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5.4 Multisummability via iterated Laplace transforms
In this section, we construct the M-quasi-sum of every M-summable power series using iterated
Laplace transforms, so presenting a variation of the treatment of Theorem 4.23.
Since Jdj
Mj
= J
dj+1
Mj+1
when ω(Mj) = ω(Mj+1), we see that Aj×BjAj+1 ≃ Aj+1 and Cj+Dj Cj+1 ≃
Cj , and hence, A
d
M
≃ A
d′
M′
and Cd
M
≃ C
d′
M′
, where M′ (resp. d′) is a tuple obtained by eliminating
Mj+1 (resp. dj+1) from M (resp. d). Therefore, we may assume that the following condition is
satisfied:
ω(Mj) > ω(Mj+1) (j = 1, . . . ,m− 1).
Definition 5.12. Given M and d, we take a strong kernel ej of Mj-summability and set e =
(e1, . . . , em). Let f̂ ∈ C[[z]] and we inductively define g1, . . . , gm by
g1 := T̂
−
e1(f̂), gj+1 :=
∫ ∞(dj)
0
ej+1 ⊳ ej(u/z)gj(u)
du
u
.
We say that f̂ ∈ C[[z]] is Te-summable in direction d if g1 ∈ C{z}, gj ∈ OMj/Mj+1(S(dj , ε))
(j = 1, . . . ,m − 1) and gm ∈ OMm(S(dm, ε)) for some ε > 0. We call Tem(gm) the sum of f̂ and
denote it by Se,df̂ .
Remark 5.13. By the definition of gj (j ≥ 2) and Theorem 2.30, we see that gj ∼M1/Mj T̂
−
ej (f̂) in
a sectorial region G(dj−1, ω(Mj−1)− ω(Mj) + ε).
Now, we give a different proof of the important characterization ofM-summable series, obtained
in Theorem 4.23 for the case of two sequences.
Theorem 5.14. Given M and d, the following statements are equivalent:
(i) f̂ ∈ C{z}M,d.
(ii) There exist f̂j ∈ C{z}Mj,dj (j = 1, . . . ,m) such that f̂ is written as
f̂ = f̂1 + · · ·+ f̂m.
(iii) For every tuple e of strong kernels ej of Mj -summability, f̂ is Te-summable in direction d.
(iv) For some tuple e of strong kernels ej of Mj-summability, f̂ is Te-summable in direction d.
Proof. The equivalence of (i) and (ii) follows from Corollary 5.11 and (iii) =⇒ (iv) is trivial.
Therefore, it suffices to show (ii) =⇒ (iii) and (iv) =⇒ (i).
We first prove (ii) =⇒ (iii). Let e be an arbitrary tuple of strong kernels. Since e-summability
is preserved under the summation, we may assume that f̂ ∈ C{z}Mk,dk for some k. Let g1, . . . , gm
be the functions defined in Definition 5.12. Since f̂ ∈ C[[z]]Mk , there exist constants C,A > 0 such
that
|g1(z)| ≤ C
∞∑
p=0
Mk,p
M1,p
Ap|z|p, (5.18)
and hence, we have g1(z) ∈ C{z}. When k = 1, we find by the assumption and Theorem 2.31 that
g1 ∈ OM1(S(d1, ε)) for some ε > 0. Then, we see by Proposition 4.18.3 that g2 = T−e2 ◦ Te1(g1)
and we obtain from Theorem 2.28 that g2 ∈ OM2(S(d1, ω(M1) − ω(M2) + ε)). Since Jd2M2 ⊂ J
d1
M1
,
we see that S(d2, ε) ⊂ S(d1, ω(M1) − ω(M2) + ε), and hence, g2 ∈ OM2(S(d2, ε)). Repeating
the same discussion, we can inductively confirm that gj ∈ OMj (S(dj , ε)) for j = 1, . . . ,m. Since
Mj - Mj/Mj+1 indicates OMj (S(dj , ε)) ⊂ OMj/Mj+1(S(dj , ε)), f̂ is e-summable. When k 6=
1, we can deduce from the estimate (5.18) and Proposition 2.22 that g1 ∈ OM1/Mk(C). Then,
g2 ∼M1/M2 T̂
−
e2(f̂) ∈ C{z} in a sectorial region G(d1, ω(M1) − ω(M2) + ε) for ε > 0, and hence,
g2 is analytic at the origin by Theorem 2.6. Repeating the discussion, we can inductively confirm
that gj = T̂−ej (f̂) ∈ O
Mj/Mk(C) for j = 1, . . . , k − 1 and gk ∈ C{z}. Then, by the assumption
f̂ ∈ C{z}Mk,dk , we have gk ∈ O
Mk(S(dk, ε)), and hence, applying the same discussion as in case
k = 1, we see gj ∈ OMj (S(dj , ε)) for j = k, . . . ,m. Therefore, we find that f̂ is Te-summable.
Next, we show (iv) =⇒ (i). Assume that f̂ is Te-summable. We first note that it follows from
Theorem 2.30 and Theorem 4.21.1 that Se,df̂ ∼M1 f̂ in a sectorial region G(dm, ω(Mm) + ε) for
ε > 0, and hence,
fm := Se,df̂ ∈ Am.
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Next, we show that fm mod A <0Mm extends to Am−1. Since g1(z) is holomorphic in a sectorial region
G(dm−1, ω(Mm−1)− ω(Mm) + ε) for ε > 0, we can define a family of functions
T ζemgm :=
∫ ζ
0
em(u/z)gm(u)
du
u
for ζ ∈ G(dm−1, ω(Mm−1) − ω(Mm) + ε). We note that T ζemgm ∼M1 f̂ in a sectorial region
G(arg ζ, ω(Mm)) (see the proof of [48, Th. 6.1] for the details). Further, we consider
T γemgm :=
∫
γ
em(u/z)gm(u)
du
u
for a closed C1-path γ in G(dm−1, ω(Mm−1) − ω(Mm) + ε). Since T γemgm ∼Mm 0 in a sectorial
region G(d, ω(Mm) − δ) when γ is a path in S(d, δ) for d ∈ R and δ > 0, we find that fm−1 :=
T ζemgm mod A
<0
Mm
extends to an element in Am−1 by moving the end point ζ of the integration in
T ζemgm. Then, we find fm−1 − fm mod A
<0
Mm
∼Mm 0 in a sectorial region G(dm, ω(Mm) + ε) for
ε > 0, and hence, fm−1 − fm mod A <0Mm ∈ Γ
(
Jdm
Mm
;A <0
M1
/A <0
Mm
)
. Therefore, we see by Theorem 5.2
that fm−1 = fm mod A <0Mm in Bm−1.
Now, we set
fj := T
ζ
ej+1gj+1 mod A
<0
Mj+1
for j = 1, 2, . . . ,m− 1.
Then, by the same discussion as in case j = m− 1, we find that fj ∈ Aj and fj = fj+1 mod A <0Mj+1
in Bj for j = 1, 2, . . . ,m − 1. Therefore, f = (f1, . . . , fm) ∈ A
d
M
and TM(f) = f̂ , what concludes
the proof. 
References
[1] W. Balser, From divergent power series to analytic functions, Lecture Notes in Math., 1582.
Springer-Verlag, New York, 1994.
[2] W. Balser, Formal power series and linear systems of meromorphic ordinary differential equa-
tions, Universitext. Springer-Verlag, New York, 2000.
[3] W. Balser, Multisummability of formal power series solutions of partial differential equations
with constant coefficients, J. Differential Equations 201 (2004), no. 1, 63–74.
[4] W. Balser, B.L.J. Braaksma, J.-P. Ramis, Y. Sibuya, Multisummability of formal power series
solutions of linear ordinary differential equations, Asymptotic Anal. 5 (1991), no. 1, 27–45.
[5] W. Balser, M. Miyake, Summability of formal solutions of certain partial differential equations,
Acta Sci. Math. (Szeged) 65 (1999), no. 3-4, 543–551.
[6] W. Balser, J. Mozo-Fernández, Multisummability of formal solutions of singular perturbation
problems, J. Differential Equations 183 (2002), no. 2, 526–545.
[7] N.H. Bingham, C.M. Goldie, J.L. Teugels, Regular variation, Encyclopedia of Mathematics
and its Applications, Cambridge University Press, Cambridge, 1989.
[8] R. Bojanić, E. Seneta, A unified theory of regularly varying sequences, Math. Z. 134 (1973),
91–106.
[9] B.L.J. Braaksma, Multisummability of formal power series solutions of nonlinear meromorphic
differential equations, Ann. Inst. Fourier (Grenoble) 42 (1992), 517–540.
[10] B.L.J. Braaksma, B. F. Faber, Multisummability for some classes of difference equations, Ann.
Inst. Fourier (Grenoble) 46 (1996), no. 1, 183–217.
[11] B.L.J. Braaksma, B. Faber, G.K. Immink, Summation of formal solutions of a class of linear
difference equations, Pacific J. Math. 195 (2000), no. 1, 35–65.
[12] M. Canalis-Durand, J. Mozo-Fernández, R. Schäfke, Monomial summability and doubly sin-
gular differential equations, J. Differential Equations 233 (2007), 485–511.
[13] J. Écalle, Les fonctions résurgentes I–II, Publ. Math. d’Orsay, Université Paris Sud, 1981.
[14] A.A. Goldberg, I.V. Ostrovskii, Value Distribution of Meromorphic Functions, Amer. Math.
Soc., Providence, R.I., 1991.
[15] M. Hibino, Summability of formal solutions for singular first-order linear PDEs with holomor-
phic coefficients, in Differential equations and exact WKB analysis, 47–62, RIMS Kôkyûroku
Bessatsu, B10, Res. Inst. Math. Sci. (RIMS), Kyoto, 2008.
45
[16] P. Hsieh, Y. Sibuya, Basic Theory of Ordinary Differential Equations, Universitext. Springer,
New York (1999).
[17] G.K. Immink, Asymptotic expansions with error bounds for solutions of difference equations
of “level 1+”, in: Équations différentielles dans le champ complexe, Vol. I (Strasbourg, 1985),
35–60, Publ. Inst. Rech. Math. Av., Univ. Louis Pasteur, Strasbourg, 1988.
[18] G.K. Immink, On the summability of the formal solutions of a class of inhomogeneous linear
difference equations, Funkcial. Ekvac. 39 (1996), no. 3, 469–490.
[19] G.K. Immink, A particular type of summability of divergent power series, with an application
to difference equations, Asymptot. Anal. 25 (2001), no. 2, 123–148.
[20] G.K. Immink, Exact asymptotics of nonlinear difference equations with levels 1 and 1+, Ann.
Fac. Sci. Toulouse T. XVII, no. 2 (2008), 309–356.
[21] G.K. Immink, Accelero-summation of the formal solutions of nonlinear difference equations,
Ann. Inst. Fourier (Grenoble) 61 (2011), no. 1, 1–51.
[22] J. Jiménez-Garrido, Applications of regular variation and proximate orders to ultraholomor-
phic classes, asymptotic expansions and multisummability, PhD dissertation, University of
Valladolid, 2018. Available online at http://uvadoc.uva.es/handle/10324/29501.
[23] J. Jiménez-Garrido, J. Sanz, Strongly regular sequences and proximate orders, J. Math. Anal.
Appl. 438 (2016), no. 2, 920–945.
[24] J. Jiménez-Garrido, J. Sanz, G. Schindl, Log-convex sequences and nonzero proximate orders,
J. Math. Anal. Appl., 448 (2017), no. 2, 1572–1599.
[25] J. Jiménez-Garrido, J. Sanz, G. Schindl, Indices of O-regular variation for weight func-
tions and weight sequences, submitted, available at (last accessed in July 22nd, 2018):
https://arxiv.org/abs/1806.01605.
[26] J. Jiménez-Garrido, J. Sanz, G. Schindl, Injectivity and surjectivity of the asymptotic Borel
map in Carleman ultraholomorphic classes, submitted, available at (last accessed in July 22nd,
2018): https://arxiv.org/abs/1805.01153.
[27] H. Komatsu, Ultradistributions, I: Structure theorems and a characterization, J. Fac. Sci.
Univ. Tokyo Sect. IA Math. 20 (1973), 25–105.
[28] A. Lastra, S. Malek, J. Sanz, Continuous right inverses for the asymptotic Borel map in
ultraholomorphic classes via a Laplace-type transform, J. Math. Anal. Appl. 396 (2012), no.
2, 724–740.
[29] A. Lastra, S. Malek, J. Sanz, On Gevrey solutions of threefold singular nonlinear partial
differential equations, J. Differential Equations 255 (2013), 3205–3232.
[30] A. Lastra, S. Malek, J. Sanz, Summability in general Carleman ultraholomorphic classes, J.
Math. Anal. Appl. 430 (2015), 1175–1206.
[31] A. Lastra, S. Malek, J. Sanz, Strongly regular multi-level solutions of singularly perturbed
linear partial differential equations, Results Math. 70 (2016), no. 3-4, 581–614.
[32] M. Loday-Richaud, Divergent series, summability and resurgence II, Simple and multiple
summability, Lecture Notes in Math. 2154. Springer, 2016.
[33] L.S. Maergoiz, Indicator diagram and generalized Borel-Laplace transforms for entire functions
of a given proximate order, St. Petersburg Math. J. 12 (2) (2001), 191–232.
[34] E. Maillet, Sur les séries divergentes et les équations différentielles, Ann. Éc. Norm. Sup. Paris,
Sér. 3, 20 (1903), 487–518.
[35] S. Malek, On Gevrey functional solutions of partial differential equations with Fuchsian and
irregular singularities, J. Dyn. Control Syst. 15 (2009), no. 2, 277–305.
[36] S. Malek, On singularly perturbed small step size difference-differential nonlinear PDEs, J.
Difference Equ. Appl. 20 (2014), no. 1, 118–168.
[37] B. Malgrange, Sommation des séries divergentes. Expo. Math. 13 (1995), 163–222.
[38] B. Malgrange, J.-P. Ramis, Fonctions multisommables , Ann. Inst. Fourier (Grenoble) 42
(1992), no. 1-2, 353–368.
[39] S. Mandelbrojt, Séries adhérentes, régularisation des suites, applications, Collection de mono-
graphies sur la théorie des fonctions, Gauthier-Villars, Paris, 1952.
[40] J. Martinet, J.-P. Ramis, Théorie de Galois différentielle et resommation, Computer algebra
and differential equations, 117–214, Comput. Math. Appl., Academic Press, London, 1990.
46
[41] J. Martinet, J.-P. Ramis, Elementary acceleration and multisummability, Ann. Inst. Henri
Poincaré, Physique Theorique 54 (1991), 331–401.
[42] S. Ouchi, Multisummability of formal solutions of some linear partial differential equations, J.
Differential Equations 185 (2002), 513–549.
[43] M. van der Put, M.F. Singer, Galois Theory of Linear Differential Equations , Grundlehren
des mathematischen Wissenschaft vol. 328, Springer (2001).
[44] J.-P. Ramis, Dévissage Gevrey, Asterisque 59–60 (1978), 173–204.
[45] J.-P. Ramis, Les séries k-sommables et leurs applications, Lecture Notes in Phys. 126, Springer-
Verlag, Berlin, 1980.
[46] J.-P. Ramis, Y. Sibuya, Hukuhara domains and fundamental existence and uniqueness theo-
rems for asymptotic solutions of Gevrey type, Asymptotic Anal. 2 (1989), no. 1, 39–94.
[47] J.-P. Ramis, Y. Sibuya, A new proof of multisummability of formal solutions of non linear
meromorphic differential equations, Ann. Inst. Fourier (Grenoble) 44 (1994), 811–848.
[48] J. Sanz, Flat functions in Carleman ultraholomorphic classes via proximate orders, J. Math.
Anal. Appl. 415 (2014), no. 2, 623–643.
[49] J. Sanz, Asymptotic analysis and summability of formal power series, in: Analytic, Algebraic
and Geometric Aspects of Differential Equations - Bedlewo, Poland, September 2015; Eds. G.
Filipuk, Y. Haraoka, S. Michalik. Series Trends in Mathematics, Birkhäuser, 2017.
[50] G. Schindl, Characterization of ultradifferentiable test functions defined by weight matrices in
terms of their Fourier transform, Note Mat. 36 (2016), no. 2, 1–35.
[51] V. Thilliez, Division by flat ultradifferentiable functions and sectorial extensions, Results Math.
44 (2003), 169–188.
[52] V. Thilliez, Smooth solutions of quasianalytic or ultraholomorphic equations, Monatsh. Math.
160 (2010), 443–453.
[53] E.C. Titchmarsh, The theory of functions, Reprint of the second (1939) edition. Oxford Uni-
versity Press, Oxford, 1958.
[54] G. Valiron, Sur les fonctions entières d’ordre nul et d’ordre fini et en particulier les fonctions à
correspondance régulière, Ann. Fac. Sci. Toulouse Sci. Math. Sci. Phys. (3) 5 (1913), 117–257.
Affiliation:
J. Jiménez-Garrido, J. Sanz:
Departamento de Álgebra, Análisis Matemático, Geometría y Topología
Universidad de Valladolid
Facultad de Ciencias, Paseo de Belén 7, 47011 Valladolid, Spain.
Instituto de Investigación en Matemáticas IMUVA
E-mails: jjjimenez@am.uva.es (J. Jiménez-Garrido), jsanzg@am.uva.es (J. Sanz).
S. Kamimoto:
Graduate School of Sciences
Hiroshima University
1-3-1 Kagamiyama, Higashi-Hiroshima, Hiroshima 739-8526, Japan
E-mail: kamimoto@hiroshima-u.ac.jp
A. Lastra:
Departamento de Física y Matemáticas
Universidad de Alcalá
E–28871. Alcalá de Henares, Madrid, Spain.
E-mail: alberto.lastra@uah.es
47
