ABSTRACT In continuous populations with local migration, nearby pairs of individuals have on average more similar genotypes than geographically well separated pairs. A barrier to gene flow distorts this classical pattern of isolation by distance. Genetic similarity is decreased for sample pairs on different sides of the barrier and increased for pairs on the same side near the barrier. Here, we introduce an inference scheme that utilizes this signal to detect and estimate the strength of a linear barrier to gene flow in two-dimensions. We use a diffusion approximation to model the effects of a barrier on the geographical spread of ancestry backwards in time. This approach allows us to calculate the chance of recent coalescence and probability of identity by descent. We introduce an inference scheme that fits these theoretical results to the geographical covariance structure of bialleleic genetic markers. It can estimate the strength of the barrier as well as several demographic parameters. We investigate the power of our inference scheme to detect barriers by applying it to a wide range of simulated data. We also showcase an example application to a Antirrhinum majus (snapdragon) flower color hybrid zone, where we do not detect any signal of a strong genome wide barrier to gene flow.
sharp genetic change (Womble 1951; Cercueil et al. 2007; Manni et al. 2004) . None of these approaches is directly linked to any spatial population genetic model. They can therefore infer the existence of a barrier, but cannot give meaningful and biologically interpretable estimates of its strength. In addition, these approaches are often confounded by isolation by distance patterns (Safner et al. 2011; Meirmans 2012) , whereby individuals nearby are more similar than distant individuals (Wright 1943 ) due to recent co-ancestry. While the description of this effect has a long history in theoretical population genetics of homogeneous populations (Malécot 1948; Slatkin 1993; Rousset 1997; Hardy and Vekemans 1999; Barton et al. 2002) , it has not been included into a practically applicable method to estimate the strength of a barrier to gene flow.
Here, we fill this gap, and introduce a method that infers the strength of a barrier in a two dimensional population by fitting a population genetic model. Our method utilizes the fact that a barrier to gene flow distorts classical isolation by distance patterns (Fig. 1 ). Based on theoretical work of (Nagylaki 1988) , Barton (2008) constructed a theoretical framework. He showed that in two spatial dimensions, where fluctuations of allele frequencies are more localized than in one dimension, these effects of a barrier on allele frequency fluctuations can be significant already for intermediate barrier strengths. This signal therefore holds big potential for demographic inference. The derivation of Barton (2008) also shows that the effect of a barrier depends primarily on short-lived, localized fluctuations. In general, isolation by distance patterns equilibrate relatively quickly and depend mostly on recent demography (Aguillon et al. 2017; Barton et al. 2013) . Therefore, an inference scheme based on distorted isolation by distance patterns infers contemporary barriers to gene flow, and should be robust to confounding effects of ancestral structure.
Here, we first expand previous theoretical results that describe the effect of a barrier on classical isolation by distance patterns (Nagylaki 1988; Barton 2008) . We introduce a model where ancestry diffuses backwards in time and is partially reflected by a barrier. This allows us to numerically calculate the probability of recent co-ancestry, which can then be fitted to genetic data. As single nucleotide polymorphism (SNP) datasets are currently widely used, we develop and implement ways to fit such biallelic genetic markers.
We test our inference scheme on synthetic data simulated under an explicit population genetics model and investigate how it is affected by confounding factors, for instance in a scenario of secondary contact. We also show a practical application, in which we apply our inference scheme to a hybrid zone population of Antirrhinum majus, in which a sharp transition in flower color and a causal flower color gene occurs (Whibley et al. 2006) . We apply our method to test whether there is also a genome wide barrier to contemporary gene flow. To this end, we analyze a dataset of 12389 individuals and 60 suitable SNP markers.
Figure 1
Geographic fluctuations of allele frequencies. We simulated individual discrete genotype data for one locus in a two-dimensional habitat in absence of a barrier to gene flow (left) and in presence of a strong barrier (right). We used the backward simulation scheme outlined below with a axial variance of dispersal σ 2 = 1, one individual per deme (D e = 1), a long distance migration rate µ = 0.001 and a complete barrier κ = 0. Top: Discrete genotype data. Bottom: Allele frequencies are smoothed with a Gaussian Kernel for better visualization. This figure demonstrates the underlying idea of our method: A barrier distorts random geographic fluctuations of allele frequencies. The strength of these local fluctuations increases on average next to the barrier, and there is less correlation across the barrier. This signal can be used to infer the strength of the barrier.
Materials and Methods
We first outline the model underlying our inference scheme and discuss its assumptions, and then describe how our method fits this model to observed genotype data. In brief, we use a diffusion approximation for the spread of ancestry to calculate the probability of recent identity by descent between pairs of samples. We then fit our model to data by finding the demographic parameters that maximize the fit of observed homozygosity between all sample pairs.
Model
No model can capture all complexities of the real demographic history of a population. Therefore, the aim is not to have a mathematically exact model, but one that robustly captures general patterns of spatial fluctuations of allele frequencies. We use a model of a two-dimensional continuous habitat that is interrupted by a barrier and assume that the demographic parameters are the same on both sides. In short, we calculate the chance of pairwise coalescence before a long distance migration or mutation event. We use a diffusion model to trace lineages backwards in time, and assume that rare long distance migration events, which counteract the build up of local allele frequency fluctuations, occur at a constant rate. To calculate the equilibrium identity by descent pattern, i.e. the probability that two lineages coalesce before a rare long distance migration or mutation event happen, we first derive the coalescence probability at specific times t in the past and then integrate over t.
Our model is closely related to previous theoretical treatments of allelic identiy by state in presence of a barrier to gene flow (Nagylaki 1988; Barton 2008) . For a population occupying a linear habitat, Nagylaki (1988) derived continuous equations for identity by state by taking the limit of a model of linear demes that exchange migrants (the so called stepping stone model). Barton (2008) expanded this by solving an analogous equation for two dimensional populations. His formulas are given as a numerical Fourier transform that diverges for nearby individuals. These equations for two dimensional populations are formally problematic, as they were not obtained by rescaling (which is impossible in two spatial dimensions), but Barton (2008) demonstrated that the solution is in close agreement with the solutions from a discrete stepping stone model for all but very close distances.
Here, we base our inference scheme on a different approach. We use a diffusion approximation to describe the spread of ancestry backwards in time. While the results are formally equivalent, we found our approach to be computationally more robust, and, most importantly, more efficient. This approach allows us to apply our method to sample sizes of hundreds to thousands of individuals, and dozens to hundreds of loci.
Diffusion approximation
We model the spread of ancestry using a geographic diffusion approximation, which has a long history in population genetics (Fisher 1937; Wright 1943; Malécot 1948; Nagylaki 1978) . Tracing a lineage at one locus backwards in time, the total spatial movement of the lineage is the sum of many independent migration events. If these events are sufficiently uncorrelated, the overall spread of ancestry can be approximated as a random walk process. This approximation will be accurate as long as rare large scale events do not significantly influence the movement of ancestral lineages. Therefore, the diffusion approximation is expected to be accurate on recent to intermediate time scales, on which large scale events such as colonizations often play only a minor role.
In the absence of a barrier, the process is a free diffusion, and the probability density function (PDF) of finding an ancestor at position y at time t along a given axis is given by a Gaussian probability density function arount the current position x and variance σ 2 t that increases linearly backwards in time:
The dispersal rate σ describes the speed of the spread of ancestry. In case of a homogeneous density of individuals across the landscape, the backward dispersal probability density equals the probability density of lineages moving forward in time. The dispersal rate σ 2 can be interpreted as the axial variance of the one generational dispersal kernel then, if time is measured in generations (Rousset 1997) . The diffusion approximation is fully determined by the equation:
with initial condition:
Partial barrier to gene flow We model a barrier as a partially permeable barrier to diffusion of ancestry. For a barrier at x = 0, the following interface boundary conditions have to be supplied (Grebenkov et al. 2014) :
The first line describes the constancy of the flux across the barrier. For κ = 0 there is no flux across the barrier, and the barrier is infinitely strong. On the other hand, the case κ = ∞ implies the continuity of the probability density across the barrier and the solution reduces to free diffusion.
Comparing to differential equation (54) of Nagylaki (1988) , which is derived by rescaling a stepping stone model, gives an intuitive interpretation of κ: This parameter corresponds to the fraction of 5 peer-reviewed) is the author/funder. All rights reserved. No reuse allowed without permission.
The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/205484 doi: bioRxiv preprint first posted online Oct. 19, 2017;  successful migrants across a barrier if demes are spaced one dispersal unit apart. The quotient γ := 2κ σ 2 corresponds to an equivalent factor in formula (54) of Nagylaki (1978) . It is also the inverse of the barrier strength parameter B defined by Barton and Bengtsson (1986) , which has dimension of distance.
Equations 2, 3 and 4 allow for an analytic solution for the probability density with a barrier (Grebenkov et al. 2014) :
where erfc(z) denotes the complementary error function. These expressions are valid for y > 0, and their extension to y < 0 is straightforward by the symmetry x, y → −x, −y. In Fig. 2 , these formulas are compared to random walk simulations. The PDF converges to the Gaussian of free Brownian motion for κ → 0. For a two-dimensional diffusion process with a linear barrier at x = 0, the full solution is given by multiplying the one-dimensional density functions Eq. 2 for movement parallel to the barrier and Eq. 5 for movement normal to the barrier.
Pairwise coalescent probabilities
We use the diffusion approximation to model the distribution of coalescence times for pairs of individuals. We approximate the chance of co-ancestry originating in a small time interval dt around time t ago as the product of the probability of coming close and a rate of local coalescence 1 2D e (Ringbauer et al. 2017) . The local density D e describes a rate with which nearby lineages coalesce (Wright 1943) . In a stepping stone model, D e corresponds to the number of diploid individual per deme (Barton et al. 2002) . This approximation ignores that lineages do not move apart again once they have coalesced. An equivalent simplification is made by Barton (2008) , and it is accurate as long as coalescence is sufficiently rare (Wilkins 2004) . Since the dispersal process is symmetrical in time in our model of constant population density, the chance that two lineages at current position x and y are close at time t back equals the probability density that a single lineage moves from x to y in time 2t. Formally, the probability density ψ(x, y, t) of coalescence T c at time t in the past is approximated by
Figure 2 Comparison of analytical diffusion formulas (Eq. 4) with discrete random walk simulations for t = 500 in the past. We simulated a one-dimensional random walk on an array of linear discrete nodes and a barrier at x = 0. Every generation, a random step to one side is made (which implies that σ = 1). If a movement would be across the barrier, it is realized with probability κ. For each of four barrier strengths, we simulated 10 6 replicates starting at x = 20. The blue line depicts the corresponding Gaussian probability density of free diffusion in absence of a barrier.
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The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/205484 doi: bioRxiv preprint first posted online Oct. 19, 2017;  Identity by descent We define identity by descent F of two samples at x and y as the chance that two lineages coalesce before a long distance migration or, equivalently (but unlikely for single nucleotide polymorphisms), a mutation event occurs along one of the lineages. This definition is closely related to the widely used fixation index F ST , and both definitions agree in the limiting case of an infinite population (see Rousset (2002) for a review). If one assumes that mutation or long-distance migration occur at a constant rate µ, it is straightforward to calculate the probability that two lineages coalesce before a long distance event:
In the absence of a barrier, the probability of identity by descent varies only with the Euclidean distance between two individuals. In this special case, the integral in Eq. 7 has an analytical solution, the classical Wright-Malecot formula (Barton et al. 2002 (Barton et al. , 2013 :
where K 0 is the modified Bessel function of the second kind of degree zero. A caveat of this analytical solution is that K 0 diverges logarithmically as r → 0 (Barton et al. 2002) . Similarly, the integral in Eq. 7 diverges for nearby individuals. As for the Wright-Malecot formula, this is caused by a behavior of the diffusion approximation for short timescales, as in this model the chance of two lineages being close diverges as 1 t for t → 0. An obvious solution to circumvent this problem is to start integration at time t 0 > 0. Here, we choose one generation time, a biologically plausible value.
We could not find an analytical solution, but Eq. 7 can be numerically integrated.
Our results show that if a barrier to gene flow is present, identity is decreased across the barrier, and increased for points on the same side of the barrier (Fig. 3) . Interestingly, the increase of F for a pair of points x and y on the same side of the barrier equals the decrease of identity between points x and y , where y is the point y reflected across the barrier. This symmetry originates from a reflection principle of the underlying random walk model, as lineages that do not cross the barrier behave as if they were reflected. This symmetry already occurs in the barrier point density function (Eq. 5). It implies that for a complete barrier identity by descent can increase to at most twice of the value in absence of a barrier, as observed in the equivalent case of a range boundary (Wilkins 2004) .
Rescaling Not all parameters in Eq. 7 are independent. Consequently, they cannot be estimated separately, as in absence of a barrier (Rousset 1997; Barton et al. 2013) . Therefore, we replace the four demographic parameters θ : D e , κ, µ, σ in equation Eq. 6 with three compound parametersθ:
Neighborhood size Nbh := 4D e σ 2 π (a classical parameter that goes back to Wright (1943) ), a scaled barrier parameter γ := .
Fitting the Model to Data
A typical dataset consists of genotypes p i 1 , p i 2 · · · p i n for a marker i and individuals at positions x 1 , x 2 · · · x n . To infer the underlying demographic parameters θ from observed data, we have to develop a way to fit our model to such data.
In principle, it is straightforward to transform the probability of identity by descent as calculated by our model into expected allele frequency covariances. For two samples k and l, the expected covariance between their genotypes at marker i around a population mean allele frequencyp i is given by:
A serious problem with this approach is that often mean allele frequencies have to be estimated from the data, but estimating the means of allele frequencies for many markers would lead to severe over-fitting. In order to circumvent this caveat, we developed and tried different methods to fit identity by descent to genotype data without directly estimating all mean allele frequencies.
We included one approach that models individual genotypes as binomial draws from latent allele frequencies modeled by a Gaussian random field (Supp. Text 1). 9 peer-reviewed) is the author/funder. All rights reserved. No reuse allowed without permission.
The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/205484 doi: bioRxiv preprint first posted online Oct. 19, 2017;  Fitting pairwise homozygosity Of all tested fitting methods a relatively simple approach that fits the fraction of pairwise homozygosity (defined as fraction of identical genotypes) has least bias and sampling variation (Supp. Text 1). Throughout this work, we use this method for data analysis. In the following we give a brief outline of how we calculate expected homozygosity and how we fit it to data.
The observed average homozygosity h kl for a pair of individuals k and l with genotypes p i k and p i l at markers i = 1, 2, . . . , n can be straightforwardly calculated from the data:
Our model predicts the pairwise chance of identity by descent F, and these probabilities can be used to calculate the expected values of average homozygosities E(h kl ). Denoting the probability of identity by descent between a pair of samples k and l by F kl and the mean allele frequency of a single marker i byp i , the expected pairwise homozygosity at this marker is given by:
The first term gives the probability of having the same genotype due to identity of descent and the second describes the probability of having the same genotype by chance. To avoid estimating all mean allele frequencies, we sum over all markers to get the expected fraction of pairwise identical genotypes:
Instead of fitting all unknown allele frequencies, now only one additional compound parameter s has to be fit in addition to the demographic parameters θ. We tried fitting this formula to observed data with a composite likelihood approach. However, we found that minimizing the sum of all squared deviations between the expected and observed pairwise homozygosities
gives almost equivalent results, while being additionally much faster (Supp. Text 1).
Fitting pairwise homozygosities can be easily extended to deme data, where nearby individuals have been binned, by plugging deme allele frequencies into Eq. 9.
Estimation uncertainties To learn about estimation uncertainty, we bootstrap over genetic markers.
Unlinked markers contain almost independent information because their spatial movements are 10 Ringbauer et al.
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Implementation
In brief, our inference scheme does the following three computational steps for a given set of demographic parameters θ:
1. Calculate pairwise F for all pairs of samples (integral Eq. 7).
2. Use these pairwise F to calculate the expected pairwise homozygosity for all pairs of samples (Eq. 10).
3. Calculate the sum of squared differences between the expected and observed pairwise homozygosities (Eq. 11).
Our program then finds the parametersθ that minimize this function by using the LevenbergMarquardt algorithm, as implemented in the Python package Scipy.
We implemented the described simulation and inference methods mostly in Python. To speed up calculations we parallelized the calculations for pairwise F, so that they can be run simultaneously on different CPUs. The evaluation of the integrand Eq. 7 is a computational bottleneck. We implemented this calculation in C, to make use of the superior speed of a compiled language.
The inference scheme has to compute the expected identity by state for every pair of samples. It therefore scales quadratically with the number of individuals, as there are n(n−1) 2 such pairs. It has a runtime of several hours for a individual/deme number of 1000 when run on a single standard desktop CPU. In order to produce a sufficient number of replicates and bootstraps, we utilized a scientific computer cluster at IST Austria. To speed up runtime, individuals can be grouped into demes. If clustering is done on small scales for bins at most a few σ in diameter, it does not significantly affect the estimation scheme (Supp. Text 1). In our results, we capped γ to a maximum value of 1, as for γ > 1 the effect of a barrier becomes negligible (Fig. 2 ).
Simulations
We extensively tested our inference scheme on simulated data sets. We used a stepping stone model with D e individuals per deme, and we traced ancestry backwards in time. Every generation each individual picks an ancestor at random with probabilities given by a dispersal kernel. We mostly used the heavy-tailed Laplace distribution, but due to the rapid convergence to the continuous diffusion approximation (Fig. 2) , the specific choice has no significant impact. If two lineages happen to pick the same ancestor, they coalesce into one ancestral lineage. We simulate long distance migration events to occur at a constant rate, and they make the corresponding lineage pick an allele at random from the population mean allele frequencyp. In order to model the effects of a barrier, we follow 11 peer-reviewed) is the author/funder. All rights reserved. No reuse allowed without permission.
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After a preset maximum number of generations, every lineage picks an allele at random according to the mean allele frequencyp. Different, unlinked loci were simulated as independent runs. We picked mean allele frequencies at random according to a predetermined distribution, usually Gaussian with standard deviation σ(p) around an overall mean of 0.5. We also investigated how robust our model is to scenarios of secondary contact (Fig. 3) . To this end, lineages were assigned an allele with probabilityp l orp r , according to their location at time of secondary contact.
Figure 4
Model used to generate synthetic data sets. Ancestry is traced back on a twodimensional grid of demes in discrete time steps. An ancestral deme is randomly picked according to a dispersal kernel, and then an ancestor is chosen at random from within this deme. If lineages fall on the same ancestor, they coalesce into a single lineage. For each unique lineage and every step, there is constant chance that a long distance migration event occurs. In this case, the lineage and all corresponding individuals pick the same allele randomly drawn from a mean allele frequency.
We stress that the data is simulated under a process very similar to our model. For real data, there could be other deviations from the model which might further reduce the power of the inference scheme. Therefore, our results should be seen as limits for the inference scheme in case of ideal data.
Anirrhinum majus Data
To show the practical utility of our inference scheme, we applied it to data from an Antirrhinum majus hybrid zone. This hybrid zone is located in a valley in the Eastern Pyrenees. It shows a geographically narrow transition between two flower color morphs, in which a range of hybrid flower color phenotypes occur. This transition is mainly determined by three major flower color genotypes that regulate the intensity and patterning of flower color (Whibley et al. 2006 ). We applied our method to a dataset of 12389 plants collected between 2009 and 2014, which were genotyped for 112 SNP markers.
To satisfy the assumptions of our model as good as possible, we filtered markers based on four quality criteria: minor allele frequency, large scale geographic correlation, linkage disequilibrium and deviations from local Hardy Weinberg equilibrium. SNP design and filtering are explained in detail 12
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Data Availability
The source code for the implementation of our inference scheme is freely accessible at the Github repository https://github.com/hringbauer/BarrierInfer.git
The Antirrhinum majus dataset is a subset of samples collected from 2009 to 2014 with the long term goal to build a pedigree. The details of this dataset and data filtering are described in Supp. Text 3.
Results

Inference on Simulated Data
We investigated the overall capability of this method to estimate barrier strengths and the accuracy of empirical bootstrap uncertainty estimates. Our tests show that the inference scheme can reliably recover barrier strengths as well as demographic parameters (Fig. 5 and Fig. 6 ). Estimates of the neighborhood size are robust, but show a slight upward bias. These slight biases are likely due to the fact that a continuous model is used to fit to discrete simulations. Estimates of the long distance migration rate m are more variable, but are not significantly biased. In all cases, the range of bootstrap estimates mostly overlaps with the true value to the expected degree. This result indicates that bootstrapping allows one to get accurate uncertainty estimates (Fig. 6) .
The stronger the barrier, the more strongly it effects allele frequency fluctuations. Our results indicate that the inference scheme has higher power to infer strong barriers (γ < 0.1), whereas weaker barriers cannot be inferred reliably (Fig. 5) . The exact power of the method will depend on a combination of several factors, in particular the strength and the geographic extent of isolation by distance patterns, as well as the geographic sampling scheme. As a barrier mostly affects fluctuations near it, generally a high sampling density next to the putative barrier is preferable. Our power simulations for a specific, realistic scenario indicate that at least a few dozen markers and several hundred individuals are required for robust inference of strong barriers (Supp. Text 1).
Secondary contact Barriers to gene flow sometimes coincide with areas of secondary contact, for instance in secondary hybrid zones (Barton and Hewitt 1985) . Allele frequencies might have diverged before this contact, and present day allele frequency differences are not caused by the presence of a barrier. However, these clines resembles the effect of a barrier, and might be mistakenly inferred as such. One salient way to deal with this problem is to remove markers that show large scale geographic structure of allele frequency. One can base inference on a subset of markers that have similar mean allele frequency across the whole population range and only display fluctuations on small geographical scales, which equilibrate quickly (Barton et al. 2013) . We tested this approach on 15 peer-reviewed) is the author/funder. All rights reserved. No reuse allowed without permission.
The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/205484 doi: bioRxiv preprint first posted online Oct. 19, 2017;  simulated data. When applying the inference scheme to a simulated scenario of secondary contact with divergent allele frequencies, it wrongly infers a barrier in case of no filtering (Fig. 7) . However, when using the subset of loci that show no large scale correlation with geography, the false positive signal decreases. Moreover, filtering out loci with large scale structure does not remove the signal in case of a true barrier since secondary contact (Fig. 7) . However, if sampling is only done on small spatial scales, such filtering could become problematic, as one might remove signal from local fluctuations as well. Therefore we advise to always check that the sampling area is bigger than the spatial scale of isolation by distance patterns before any markers are removed.
Figure 7
Parameter estimates in a simulation of secondary contact. The two ancestral populations allele frequencies were drawn independently from a Gaussian with standard deviation 0.1 around an overall mean of 0.5. We simulated a population of 50 × 20 individuals spaced two dispersal units apart, with a barrier in the middle of the x-axis, and secondary contact 100 generations ago. We simulated 25 replicates of two scenarios after contact. Left: No barrier to gene flow after contact. Right: A strong barrier to gene flow (γ = 0.05). We then filtered loci that were correlated with either x-or y-axis coordinates more than four different R 2 values and redid inference for these replicates. The bottom row depicts the number of filtered loci that were left after filtering.
Unknown barrier locations Our inference scheme assumes that the location of the putative barrier is known a priori. In practice one might not always have this information, or one perhaps wants 16 Ringbauer et al.
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The estimate uncertainties on the habitat edges are inflated. This effect is caused by limited power to infer barriers near sampling edges: One needs a sufficient number of samples on both sides of a barrier to estimate the strength of a barrier.
Figure 8
Testing various putative barrier positions on synthetic data. We simulated a single dataset as in Fig. 5 with a barrier strength of γ = 0.05. We applied our inference scheme to fit 15 putative barrier locations, and bootstrapped 20 times over loci for each putative barrier to visualize the uncertainty of the inferred parameters.
Hybrid Zone Analysis
We observed a clear isolation by distance pattern across the Antirrhinum hybrid zone (Fig. 9 ).
On average, mean identity by state for nearby plants is elevated by about two percent above the background level, and falls away with increasing pairwise distance, most rapidly over the first 2000 meters. Our inference scheme fits this pattern well, with an estimated neighborhood size of 188 (95% bootstrap confidence intervall: 120 − 240 ).
For putative barriers in the center of the hybrid zone, our inference scheme estimates no barrier (γ > 1). Bootstrap estimates rarely fall below γ = 0.5, and all of them are above γ = 0.1. When testing for barriers towards the flank of the hybrid zone, estimates get more variable. This signal likely reflects the lower power to infer barriers, as most sampled plants are in the center of the hybrid zone (58.7% of the samples are from within 500 meter of the flower color transition).
Obviously there are demographic complications that are not captured by our model, such as heterogeneities in plant distributions and density. The population is not distributed uniformly in two dimensions, as plants are often found in patches of suitable habitat (Fig. 10) . However, our analysis indicates that isolation by distance patterns are neither strongly influenced by the cardinal direction or relative plant positions, nor the geographic location within the hybrid zone (Supp. Text. 3). These observations imply that our model assumptions are not grossly violated.
Given the overall good fit of isolation by distance with our inference scheme (Fig. 9) , our results indicate that there is no strong genome wide barrier to contemporary gene flow that coincides with the flower color transition. As such a strong barrier would require many barrier loci spaced densely throughout the genome (Barton and Bengtsson 1986) , this result comes as no surprise. At the moment, no other traits apart from flower color are known to be divergent across the hybrid zone, despite much work to detect them (Personal Communication: Maria Melo).
Previous results suggest the presence of a barrier to exchange of flower color alleles (Whibley et al. 2006 ) and indicate that selection maintains differences in flower color (Ellis 2016) . Therefore, we also applied our method to a subset of polymorphic markers in the genetic neighborhood of two genes known to affect flower color variation in the hybrid zone, Rosea and Eluta. However, bootstraps
estimates varied widely for all tested barrier locations (results not shown), which indicates that there is not enough signal in the data. This is likely due to the low number of suitable SNP markers without steep allele frequency clines near this region in our dataset (< 10). Simulations confirmed that for this low number of markers there is not enough power to detect even strong barriers (Supp. Text 1).
Discussion
To our knowledge, our scheme is the first method that infers the strength of the barrier based on an explicit spatial population genetic model. There are several similarities with the inference method BEDASSLE (Bradburd et al. 2013) , which aims to disentangle the effects of geographical isolation by Figure 9 Decay of pairwise homozygosity with geographic distance for hybrid zone data. All pairwise homozygosities for the filtered dataset were binned according to pairwise distance. We also plot the best fit (Nbh = 188, m = 4.4 · 10 −4 , s = 0.5247). Formula 10 can be used to translate pairwise homozygosity into pairwise F. distance and differences in ecological variables. This scheme is not based on an explicit population genetic model, but rather fits the decay of genetic similarity with distance to a heuristic formula.
In light of possibly very complex demographic structure this method is not necessarily worse than fitting our spatial model. However, this approach does not take the increased covariances on the same side of a barrier into account, and does not make use of some valuable signal because of that.
Moreover, it uses a MCMC approach that is based on a model of Gaussian random Fields, which is computationally too expensive to apply to hundreds or even thousands of individuals or demes. In contrast, our method is well suited to data sets of this magnitude.
Another widely used method to infer barriers to gene flow, Geneland, clusters individuals using their explicit geographic coordinates (Guillot et al. 2005) . Safner et al. (2011) identified it as one of the most potent methods to infer barriers to gene flow. Therefore, we tested its performance on some of the datasets which we have generated to test our scheme (Supp. Text 2). As described previously (Guillot and Santos 2009; Safner et al. 2011 ), Geneland's ability to accurately infer barriers to gene flow decreases when isolation by distance patterns are present, as its underlying model assumptions of discrete populations with well-defined allele frequencies are violated. Indeed, it fails to detect a barrier to gene flow in our test data sets, that all exhibit such isolation by distance patterns (Supp.
Text 2). In contrast, the method introduced here can give accurate estimates of the barrier strength in these scenarios. It is not confounded by isolation by distance patterns; it in fact relies on the presence of this signal. Our method can therefore be seen as complementary to Geneland.
In contrast to BEDASSLE, Geneland and most other existing methods, which all heuristically describe the strength of the parameter, the inference scheme introduced here fits an explicit spatial population genetics model. It corresponds to Nagylaki's γ (Nagylaki 1976) , whose inverse 1 γ is equal Figure 10 Inference of various putative barrier positions on data from a Antirrhinum majus population. We used our inference scheme to fit 15 barrier locations, and bootstrapped 20 times over loci for each putative barrier (bootstrap estimates are shown in orange and cyan). Bottom: Geographic distribution of 12389 samples. The color of each dot represents flower-color phenotype.
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Our method can reliably estimate the strength of strong barrier (γ 0.1), but there is little power to distinguish between a weak (γ 0.25) and no barrier (Fig. 5 and Fig. 6 ). The underlying reason is not a shortcoming of our inference scheme, but the fact that relatively weak barriers do not significantly affect the spread of ancestry (Fig. 2) . Therefore, it is infeasible to estimate the strength of weak barriers to gene flow, simply because they do not have a significant effect on allele frequency covariances.
This effect was already observed by Barton et al. (2013) , who found that in two spatial dimensions the effect of a barrier starts to have appreciable effects on the spatial pattern of genetic marker alleles when barrier strength B (which corresponds to 1 γ ) is ≈ σ.
Outlook
The inference scheme introduced here fits a linear barrier, the most straight-forward model for a barrier in two dimensions. We used an analytical formula (Eq. 5) to model the spread of ancestry, which in turn allows one to reduce calculations for pairwise F to a single numerical integral (Eq. 7). However, in practice barriers might be geographically more complex. Most more complicated scenarios will not allow for a simple formula, and calculations for the chance of recent co-ancestry become more challenging. The techniques outlined here can still be applied, but ancestry has to be traced back with explicit simulations. This numerical problem seems to be within reach of present day computational power, and would be a salient extension to our model. Our method fits allele frequencies, which can be confounded by deeper ancestral patterns. By filtering loci that show large scale geographic variation, one can in principal remove some of this ancestral genetic structure, but by doing so one might accidentally remove true signal as well. This problem can be a severly confounding factor when applying the inference method to scenarios were ancestral structure is present, for instance zones of putative secondary contact.
One promising way to overcome this problem would be to base inference on identity by descent blocks, the direct genetic traces of recent co-ancestry (Browning and Browning 2012) . As blocks of ancestral genetic material are split up at a constant rate by recombination, the probability of sharing a block of length l decays exponentially back in time . Therefore, blocks longer than 5 cM, say, are very unlikely to originate from co-ancestry older than 100 generations, even under relatively extreme demographic scenarios. Moreover, the length of the blocks contains information about the time of coalescent. Identifying such blocks is a non-trivial task, in particular when only un-phased genotype data is available (Browning and Browning 2012) . It requires dense genotype data and linkage information. But in cases where IBD blocks can be robustly called -as 21 peer-reviewed) is the author/funder. All rights reserved. No reuse allowed without permission.
The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/205484 doi: bioRxiv preprint first posted online Oct. 19, 2017;  already possible for humans and some model organisms -an inference scheme based on this signal holds great potential. Our method to model the spread of ancestry can be combined with formulas for block sharing Ringbauer et al. 2017) to calculate the expected number of shared IBD blocks in presence of a barrier. These results could be used to fit observed block sharing data.
Summarizing, our method is only a first step to robustly infer barriers to gene flow from genotype data. The techniques outlined here can be expanded in various directions to better deal with the complexities of real data, and to make full use of opportunities within the era of population genomics.
We hope that this will ultimately lead to a better understanding of barriers to gene flow within many natural populations.
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APPENDIX
Here we give the full formula we fit, and describe the rescaling to a set of independent effective parameters. Let x, y denote the x-coordinate of the samples, and ∆y their separation along the y-axis.
For the identity by state on different sides of the barrier plugging into formula Eq. 7 gives for F(x, y, ∆y): peer-reviewed) is the author/funder. All rights reserved. No reuse allowed without permission.
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