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Summary
In recent years, sequential Monte Carlo (SMC) methods are amongst the most
widely used computational techniques in statistics, engineering, physics, finance and
many other disciplines. In this thesis, we make efforts on the development and appli-
cations of SMC methods for problems on finite state-spaces.
Firstly, we provide an exposition of exact computational methods to perform pa-
rameter inference for partially observed network models. In particular, we consider a
number of importance sampling (IS) and sequential Monte Carlo (SMC) methods for
approximating the likelihood of the network model, which typically cannot be evalu-
ated in any reasonable computational time. We further prove that, under assumptions,
the SMC method will have relative variance which can grow only polynomially in the
size of networks. Then in order to perform parameter estimation, we develop particle
Markov chain Monte Carlo (PMCMC) algorithms to perform Bayesian inference. Such
algorithms use the aforementioned SMC algorithms within the transition dynamics.
Secondly, we propose an adaptive SMC algorithm to estimate the permanent, where
the exact computation of permanents is known as a #P complete problem. We also
provide theoretical results associated to the adaptive SMC estimate of the permanent,
establishing its convergence. We then analyze the relative variance of the estimate and
show that in order to achieve an arbitrarily small relative variance, one needs at least
a computational cost O(n4log4(n)), which is much smaller than O(n7 log4(n)) given in
[8].
Thirdly, we present two extensions to the IS algorithm in [55], the SMC and the
v
Summary
DPF algorithms, to approximate α-permanents of positive α and matrices with non-
negative entries. We compare our algorithms with the existing IS algorithm; one
expects, due to the weight degeneracy problem, that the method of [55] might perform
very badly in comparison to the more advanced SMC methods we consider. We also
present a statistical application of the α-permanent for statistical estimation of boson
point processes and MCMC methods to fit the associated model to data.
vi
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matrix. This appears in a wide variety of real applications in statistics, physics
and computer-science. It is well-known that the exact computation is a #P
complete problem. This has resulted in a large collection of simulation-based
methods, to produce randomized solution whose complexity is only polynomial
in n. This paper will review and develop algorithms for both the computation
of the permanent α = 1and α > 0 permanent. In the context of binary n ×
n matrices a variety of Markov chain Monte Carlo (MCMC) computational
algorithms have been introduced in the literature whose cost, in order to
achieve a given level of accuracy, is O(n7log4(n)); see [8, 48]. These algorithms
use a particular collection of probability distributions, the ideal of which, (in
some sense) are not known and need to be approximated. In this paper we
propose an adaptive sequential Monte Carlo (SMC) algorithm that can both
estimate the permanent and the ideal sequence of probabilities on the fly,
with little user input. We provide theoretical results associated to the SMC
estimate of the permanent, establishing its convergence. We also analyze the
relative variance of the estimate, associated to an ideal algorithm (related to
our algorithm) and not the one we develop, in particular, computing explicit
bounds on the relative variance which depend upon n. As this analysis is
for an ideal algorithm, it gives a lower-bound on the computational cost, in
order to achieve an arbitrarily small relative variance; we find that this cost
is O(n4log4(n)). For the αpermanent, perhaps the gold standard algorithm
is the importance sampling algorithm of [55]; in this paper we develop and
compare new algorithms to this method; apriori one expects, due to the weight
degeneracy problem, that the method of [55] might perform very badly in
comparison to the more advanced SMC methods we consider. We also present
a statistical application of the permanent for statistical estimation of boson




The main focus of this thesis is making positive contributions to the development
and applications of the sequential Monte Carlo (SMC) methods ([21, 30, 22]). They
have been found to out-perform Markov chain Monte Carlo (MCMC) in some situ-
ations. The thesis will study the SMC method through solving some problems on
finite state-spaces, including the approximation of the likelihood of network models;
see Chapter 3; the calculation of permanents for binary (0, 1) matrices; see Chapter
4; and the computing of α-permanents of positive α and matrices with non-negative
entries; see Chapter 5. These three problems are of importance in a variety of practical
applications, which will be illustrated later on. Here we begin with a short introduction
to the SMC method, then we will briefly describe our interested problems and their
possible solutions in Section 1.2, also our contributions to these problems in Section
1.3. The last section will give an outline for the remaining context of this thesis.
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Chapter 1. Introduction
1.1 The Sequential Monte Carlo Method
SMC methods are amongst the most widely used computational techniques in
statistics, engineering, physics, finance and many other disciplines. They are designed
to approximate a sequence of probability distributions of increasing dimension. The
method uses N ≥ 1 samples (or particles) that are generated in parallel, using im-
portance sampling and resampling methods. The approach can provide estimates
of expectations with respect to this sequence of distributions using the N weighted
particles, of increasing accuracy as N grows. These methods can also be used to
approximate a sequence of probabilities on a common space, along with the ratio of
normalizing constants. Refer to Chapter 2 for a more detailed review for the SMC
method and also its extensions.
1.2 Problems of Interest
The first problem we will discuss is the approximation of the likelihood of network
models (for a fixed parameter value); see Chapter 3. The network model is a database
model which is flexible and effective in the way of representing objects and their rela-
tionships. It is used in applications to investigate how objects are connected to each
other, such as road networks, train or subway networks, utility networks and biochem-
ical networks. In Chapter 3, we will concentrate on the protein interaction networks
2
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(PINs) in biological systems. We will use the duplication-attachment (DA) model,
which is a probabilistic or likelihood) method, to fully represent all of information
that is contained in the network. A DA model could sufficiently explain the forma-
tion, evolution and current structure of networks; it specifies a probability distribution
for the inclusion of new nodes and edges, such that the network becomes the result
of an evolutionary stochastic process. Thus to study a network model, it is natural
to learn from the likelihood of the network model, namely, the probability distribu-
tion (represented as parameter) which controls the node adding process. Although
[87] provides a recursive formula for the likelihood, the exact value of the likelihood is
computable only for small sized networks. To meet practical applications, numerical
methods are proposed to approximate the likelihood. Based on the recursive formula,
[87] gives a particularly clever proposal to simulate the evolutionary procedure of the
target network, then uses a IS algorithm to efficiently estimate the likelihood. It can
save a significant amount of computation time given that a sufficient accuracy of the
estimate is guaranteed. But it is known that IS algorithms often suffers from expo-
nential growth in the size of networks of the relative variance. This may result in slow
convergence and large computational demands.
The second problem we are interested in is the calculation of permanents for binary
(0, 1) matrices, see Chapter 4. The permanent is a function associated with a square
matrix which has a similar form to the determinant, a polynomial in the entries of
the matrix. In recent years, the wide use of matrices in non-pure mathematical fields,
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especially the boson Green’s functions in quantum field theory ([69, 9]) and combina-
torics in counting problems ([82, 15, 8]), helps spread the study of permanents. It can
be interpreted as the sum of weights of perfect matchings in a bipartite graph, and
thus the permanent for a binary matrix with entries 0 or 1 is equal to the number
of perfect matchings of its corresponding unweighted bipartite graph. However, the
difficulty is that the calculus of the permanent even for a binary (0, 1)-matrix is known
as a #P-complete problem. It leads to the occurrence of computational algorithms
for approximating the permanent, but it is currently limited to the case of binary (0,
1) matrices. Researchers have focussed on constructing fully polynomial randomized
approximation schemes (FPRAS) to sample perfect matchings from a bipartite graph,
thus to approximate the permanent. Some efficient algorithms, work in polynomial
time in the matrix size, including MCMC approaches given in [10, 47, 48], a simulated
annealing (SA) algorithm considered in [8], and SMC methods provided in [41, 18].
Especially, [48] requires a computational effort of O(n10 log3(n)) and [8] accelerate it
to O(n7 log4(n)).
The third problem we are going to consider is the computing of α-permanents of
positive α and matrices with non-negative entries; see Chapter 5. Similar to the per-
manent and the determinant, the α-permanent is a polynomial in the entries of the
matrix, but with an extra weight for each term. α-permanents have shown great im-
portance in combinatorics, probability, statistics and physics field theory ([52, 83, 64]),
such as, the positive half integer α-permanent is a critical part of densities of boson
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processes ([63]) and the negative α-permanent is the product density of fermion pro-
cesses ([20]). For most values of α, although the exact computation of α-permanent is
not known as a #P-complete problem, it still is very difficult to fulfill. Therefore sim-
ilarly to the permanent, there have been considerate efforts to construct randomized
computational methods to approximate the α-permanent whose cost can be polyno-
mial in n. Some efficient methods including: a sequential importance sampling (SIS)
algorithm which is considered in [41] for some specified binary matrices when α > 0
and |logα| is small; and a importance sampling (IS) algorithm proposed in [55] for
general matrices A and general α. Nevertheless, the aforementioned SIS algorithm
needs a rather complicated procedure to construct the proposal, and the IS algorithm
might require an exponential effort due to the potential weight degeneracy problem.
1.3 Contributions of the thesis
The first contribution of this thesis is to approximate the likelihood of network
models (see Chapter 3). It is well known that when using the IS method, the relative
variance of the likelihood estimates often grows exponentially in the time parameter
(here is the size of networks) (see [16] or [86]); on the contrary, for some classes of
models, the relative variance of the SMC estimates have a polynomial growth in the
time parameter. Hence we extend the IS algorithm in [87] to a SMC algorithm, such
that we can potentially avoid the following relative variance problem which IS may
suffer from. The above results are extended for the network models and we show that
5
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the relative variance will grow only polynomially in the size of networks (Proposition
3.3.1). Moreover, we consider a further extension of our SMC algorithm, the discrete
particle filter (DPF) algorithm. It is a more advanced SMC method which helps to
explore the whole state spaces and thus may potentially deal with the path degeneracy
issue that SMC may encounter. Also, we use a particle Markov chain Monte Carlo
(PMCMC) algorithm to perform Bayesian inference for the parameter (included in the
likelihood) which controls the evolutionary procedure of networks.
The second contribution of this thesis is to calculate the permanent of binary
(0, 1) matrices (see Chapter 4). We propose an adaptive SMC algorithm, which
involves MCMC moves in the SMC algorithm to move particles around. We will
show that our estimate of the permanent converges in probability to the true value
(Theorem 4.2.1); this is a non-trivial convergence result as the literature on these
algorithm is in its infancy; see [5]. We will also show that the adaptive SMC algorithm
requires a computational effort of O(n4 log4(n)) to control the relative variance up-to
arbitrary precision (Theorem 4.2.2). This cost is very favorable in comparison to the
existing work such as O(n10 log3(n)) in [48] and O(n7 log4(n)) in [8]. It suggests that
our provided adaptive SMC procedure is a useful contribution to the literature on
approximating permanents.
The third contribution of this thesis is when to estimate the α-permanents of pos-
itive α and matrices with non-negative entries (see Chapter 5), we adopt an SMC
6
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algorithm to potentially avoid the weight degeneracy issue that the IS (in [55]) algo-
rithm might have, then we extend our SMC algorithm to a DPF algorithm. A variety
of numerical experiments will be conducted to explore the performance of our pro-
posed SMC and DPF algorithms on approximating α-permanents, compared with the
IS algorithm considered in [55]. In addition, we use a PMCMC algorithm to perform
parameter inference for boson processes, where boson processes are considered as an
application of α-permanents.
1.4 Outline of the thesis
There are five additional chapters in the thesis:
• Chapter 2 consists of a review for numerical methods relevant to this thesis,
including the SMC methodology, MCMC methods, simulated annealing algo-
rithms, and two combinations of SMC and MCMC algorithms (the adaptive
SMC algorithm and the PMCMC algorithm). Later, this chapter also briefly
introduces our objects of interest: network models, the permanent and the α-
permanent.
• Chapter 3 concerns the approximation the likelihood of network models. We be-
gin with some explanations about DA models and likelihood function of network
models. Then it is followed by detailed discussions of computational methods,
7
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IS, SMC and DPF for likelihood estimation and PMCMC for Bayesian infer-
ence. We also consider numerical illustrations based on both designed and large
data. A short summary is provided at the end of this chapter.
• Chapter 4 is about the calculation of permanents for binary (0, 1) matrices.
After introducing the existing simulated annealing algorithm, we present our
adaptive SMC algorithm along with its convergence and complexity analysis.
We also conduct some numerical experiments and their results are shown. This
chapter ends with a brief summary.
• Chapter 5 focuses on the computing of α-permanents of positive α and matrices
with non-negative entries. We provide an SMC algorithm and a DPF algorithm
for solving this problem. Then to explore the properties of our methods and
compare their performance with the existing IS algorithm’s, we design a series of
numerical experiments. In addition, we adopt a PMCMC algorithm to perform
Bayesian inference for densities of boson processes. Conclusions are summarized
at the end of this chapter.





2.1 Sequential Monte Carlo Methods
2.1.1 Notations and Objectives
Consider a sequence of probability measures {pin}n∈T with T = {1, 2, . . . , P}, where
each pin is defined on a common measurable space (En, En). Here we refer to n as
the time index that is simply a counter and can be independent of ’real’ time. For
ease of presentation, we assume that each measure pin corresponds to a distribution
pin(dxn) and each distribution pin(dxn) admits a density pin(xn) with respect to a σ-
finite dominating measure denoted dxn, where for any sequence {xn}n≥1 and any t ≥ 1,
xt = (x1, x2, . . . , xt) denote the first t components.










γn(xn)dxn is the normalizing constant but might be unknown, and
γn(xn) : En → R+ is known point-wise.
In this thesis, we focus on sampling from the distributions {pin(dxn)}n∈T and ap-
proximating the normalizing constants {Zn}n∈T sequentially; i.e. firstly sampling from
pi1(dx1) and approximating Z1, secondly sampling from pi2(dx2) and approximating
Z2 and so on. To review the sequential Monte Carlo method, we start by introducing
the standard Monte Carlo method and the importance sampling method in the next
two Subsections 2.1.2-2.1.3. Then after presenting the sequential importance sampling
method and the resampling techniques in Subsections 2.1.4-2.1.5, the sequential Monte
Carlo method is naturally illustrated in Subsection 2.1.6. Finally, the discrete particle
filtering method is discussed in Subsection 2.1.7 as a extension of SMC method.
2.1.2 Standard Monte Carlo
Monte Carlo methods are the most popular numerical techniques to approximate
the above target densities pin(xn) in the past few decades; and more advanced Monte
Carlo methods, for example sequential Monte Carlo (SMC) methods ([22, 30]), have
arisen and been well studied in recent years. In this section, we will give a review for a
SMC methodology beginning with the introduction of standard Monte Carlo methods
and some other classic Monte Carlo methods. At the end, we will present a special
type of SMC, the discrete particle filter (DPF) method.
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The basic idea of the standard Monte Carlo methods is: for some fixed n, if we are
able to sample N independent random variables X
(i)
n ∼ pin(xn) for i ∈ {1, 2, . . . N},











where δx0(x) is the Dirac measure located at x0. Furthermore, for any pin-integrable
function φn : En → R (e.g. φn(xn) = xn), the expectation


















It is easy to check that both piMCn (xn) and I
MC
n (φn) are unbiased and the strong law
of large numbers ensures the almost sure convergence for each estimate as N → ∞.
Also, the variance of the IMCn (φn) is given by







which means the variance decreases as the sample size N increases, i.e. a large N leads
to a small variance and the rate is O(N−1). Similarly, the variance of piMCn (xn) also
decreases at the rate O(N−1).
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The above properties establish that in high to moderate dimensions, the standard
Monte Carlo technology can save a lot of computation effort. However in the case that
the normalizing constant Zn is unknown or the target density pin(xn) is a complex high
dimensional density, then it is not possible to sample from the target density. Therefore
both the target density pin(xn) and the expectation In(φn) are not analytically available
by using the above standard Monte Carlo scheme. Also, regardless of the unavailability
of sampling, the effort of sampling from the target density pin(xn) sequentially for each
n is computationally too much. These are two main drawbacks of the standard Monte
Carlo method as reviewed; see also [28].
2.1.3 Importance Sampling
The importance sampling (IS) method is a fundamental Monte Carlo method; and
it is considered as an alternative solution when it is impossible to sample directly from
the target density pin(xn); it is also used as a variance reduction method. We start
by introducing another positive density ηn(xn) with respect to the measure dxn. The
density ηn(xn) should have a support larger than pin(xn), i.e. pin(xn) > 0⇒ ηn(xn) > 0;
and it is usually called the importance density or the proposal density. Then IS is based






















Suppose that we have selected an importance density ηn(xn) which is easy to draw N
particles X
(i)







































The well defined wn(xn) makes Z
IS
n (in (2.1.9)) an unbiased estimate for the normal-
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but the above relative variance can be exponentially increasing with n ( [30, 54]). In
such cases, the convergence rate would be very slow for moderate to large n such that
the computational complexity would be extremely high.
Unlike standard Monte Carlo, when N is finite and Zn is unknown, IS provides biased
estimates piISn (xn) (in (2.1.7)) and I
IS
n (φn) (in (2.1.8)). In the following, we only
discuss some properties for IISn (φn), similar conclusions can be attained for pi
IS
n (xn).



































































where the third line is based on Taylor expansion that f(x) = 1
x
≈ 1+(1−x)+(1−x)2













[φn(xn))− In(φn)] d(xn) (2.1.11)
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which at least ensures the asymptotic unbiasedness. Similarly by using the Taylor






(x − µx) + 1µx (y − µy) and the delta method,
























































































[φn(xn)− In(φn)]2 d(xn) (2.1.12)
Above all, the estimate IISn (φn) has the property that both the bias and the variance
being O(N−1), and it is easy to check that the asymptotic variance is minimized by
selecting an importance density ηn(xn) which depends on φn(xn). In statistical appli-
cations, one is typically more interested in estimating In(φn) for several test functions
φn(xn), hence one usually tries to select ηn(xn) to minimize the variance of the unnor-
malized importance weights instead. In this way, it indicates that one should choose
15
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ηn(xn) which is close to pin(xn). Unfortunately, such an importance density is not easy
to find especially when pin(xn) is a non-standard high dimensional distribution.
2.1.4 Sequential Importance Sampling
Sequential importance sampling (SIS) is essentially a special version of IS, like IS,
it involves an importance density to potentially solve the problem that it is impossible
to sample from pin(xn) directly. Moreover, SIS also tries to improve the second issue
(computational complexity) of the standard Monte Carlo through building up the
importance density one dimension at a time.











γ1(x1)γ2(x2|x1) · · · γn(xn|xn−1)








where αk(xk) = γk(xk|xk−1)/ηk(xk|xk−1) is usually called the incremental importance
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weight function. The above expression of the unnormalized importance weight suggests
sequentially drawing the components of X from η1(x1), η2(x2|x1), η3(x3|x2), and so
forth; which gives the SIS algorithm shown in Algorithm 2.1.
Algorithm 2.1 Sequential Importance Sampling Algorithm
For i ∈ {1, 2, . . . , N},
(1) At time 1, sample X
(i)
1 from η1(x1) and compute the weights w1(X
(i)
1 ) and W
(i)
1 .
(2) At time n ≥ 2, sample X(i)n from ηn(xn|X(i)n−1) and compute the weights
wn(X
(i)




n ) and W
(i)
n .
At any time index n ≥ 1, the above SIS algorithm shares the same expression of
the estimates for pin(xn), In(φn) and Zn as standard IS which are shown in (2.1.7)-
(2.1.9) respectively. As we mentioned before, SIS is just a special version of standard
IS where we adopt a specially structured importance density (2.1.14), hence SIS has
the same properties as standard IS for these three estimates. Especially, SIS suffers
from the same problem that the relative variance of ZSISn (the same as Z
IS
n ) can
increase exponentially with n. Moreover, like IS, we seek to minimize the variance of
the unnormalized importance weights wn(xn) when selecting the importance density
at every time; which brings the optimal choice η
opt
n (xn|xn−1) = pin(xn|xn−1). But the
difficulties here are:
(1) It is seldom possible to sample from pin(xn|xn−1).
(2) At the premise that one can deal with the previous problem, it is also seldom
possible to compute the optimal choice of the incremental importance weight,
which is αn(xn) =
∫
ηn(xn)dxn/ηn−1(xn−1).
For the second problem, [22, 23] provide a possible solution that they introduce a few
17
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more possible choices of the importance density which are represented by a series of
Markov kernels. One can also find some advanced and related topics there.
Remark 2.1.1. Motivated by the following fact
∫
En





η1(x1) · · · ηn(xn−1|xn−2) ·
γn(xn|xn−1)




































1 ) follows (2.1.9). Note that essentially Ẑn is equivalent to
ZSISn (which is the same as Z
IS
n in (2.1.9)), but it requires additional computational
cost, therefore for SIS, this alternative estimate Ẑn shows little practical usage. How-
ever, the above idea turns to be very meaningful for SMC algorithms introduced below.
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2.1.5 Resampling Techniques
As we mentioned above that both IS and SIS can potentially deal with the diffi-
culty of sampling from pin(xn) directly, and SIS also tries to reduce the computational
complexity. But the main drawback for these two methods is that the relative variance
of their estimates can increase exponentially in n. Thus the resampling technique is
proposed and it has shown great performance in many important scenarios.
For both IS and SIS, at time n, we will have N samples {X(i)n }1≤i≤N from ηn(xn)
and their respective weights {W in}1≤i≤N , which constitute the estimate piISn (xn) and
piSISn (xn) (2.1.7). After the above procedure, the resampling procedure can be done
by simply drawing N(= N1n + · · · + NNn ) samples (denoted by {X
(i)
n }1≤i≤N) from the
existing samples {X(i)n }1≤i≤N , where N in is the number of offsprings of particle X(i)n and




= NW in. Based on different ways of selecting N
i
n,
there are various resampling approaches. In this thesis we only give a brief introduction
for the top four popular approaches, one can find a detailed comparison and review in
[27].
(1) Multinomial Resampling For each X
(i)
n , let it be X
(j)
n (j ∈ {1, . . . , N})
with probability W jn. Namely, sample N
1:N
n from a multinomial distribution
with parameter (N,W 1:Nn ).







(NW in− N˜ in)/(N −R), where b c denotes the integer part. Sample N1:Nn from a
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multinomial distribution with parameter (N −R,W 1:Nn ), then for i ∈ {1, . . . N}





(3) Stratified Resampling Sample Ui ∼ U ((i− 1)/N, i/N ], then set N in =∣∣∣{Uj : ∑i−1k=1W kn ≤ Uj ≤∑ik=1W kn}∣∣∣ with ∑0k=1 = 0.
(4) Systematic Resampling Sample U ∼ U (0, 1/N ], then set Ui = (i−1)/N+
U and N in =
∣∣∣{Uj : ∑i−1k=1W kn ≤ Uj ≤∑ik=1W kn}∣∣∣ with ∑0k=1 = 0.
It is easy to check that after any one of the above resampling procedures, the new
generated samples {X(i)n }1≤i≤N will be approximately distributed according to pin(xn).
Then one can use these new generated samples {X(i)n } for approximations, for example











but the resampling procedure will include extra uncertainties, which result in a larger
variance for the above estimate than estimate in (2.1.7) ([19]), and this deficiency
holds for all estimates based on samples {X(i)n }1≤i≤N . Furthermore since with high
probability, the resampling technique removes particles with low weights and duplicates
particles with high weights. On the one hand, it will effectively reduce the variance of
the weights, i.e. the relative variance of ZSISn . On the other hand, it is likely to have less
than N unique particles after performing resampling procedure in one step, and have
very few unique particles after performing resampling procedure in many successive
steps. In other words, the resampling procedure will probably cause the loss of path
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diversity, which is called path degeneracy. Above all, it is not desirable to perform the
resampling procedure at every step in Algorithm 2.1. Therefore, in practice, at every
step we resample only when the variance of the unnormalized weights is over a pre-
specified threshold. In this way, one is able to effectively decrease the relative variance
of the weights and possibly avoid path degeneracy as well as the extra variance at
the same time. Usually, the variability of the unnormalized weights is assessed by the








which takes value between 1 and N . At time n, it gives the number of perfect samples
needed from the target density pin(xn) to obtain nearly the same inference as the
inference based on N weighted samples {X(i)n }1≤i≤N . Thus the ESS is an indication
of the efficiency of those N weighted samples and as a larger ESS reflects a smaller
variance, we perform the resampling process if the ESS is below a threshold NT
(typically NT = N/2). The well-known sequential Monte Carlo (SMC) algorithm is
obtained by combining SIS with the above adaptive resampling technique, which is
discussed in the following subsection.
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2.1.6 Sequential Monte Carlo
In this thesis, SMC is the combination of SIS and adaptive resampling. But in the
literature, sometimes SMC also refers to sequential importance resampling (SIR) or
sequential importance sampling and resampling (SIS/R), which is an algorithm that
includes a resampling procedure at every time of SIS. To show the positive effect of
adaptive resampling scheme, SIR (or SIS/R) algorithm is described as well with the
general SMC algorithm, listed in Algorithms 2.2-2.3. Note that for the resampling pro-
cedure in these two algorithms, one can choose from resampling approaches mentioned
in the previous subsection.
Algorithm 2.2 Sequential Monte Carlo Algorithm
For i ∈ {1, 2, . . . , N},
(1) At time 1,
• Sample X(i)1 from η1(x1) and compute the weights w1(X(i)1 ), W (i)1 and
ESS.
• If ESS < NT , resample N weighted samples {X(i)1 }1≤i≤N to obtain N




1 ) = 1




(2) At time n ≥ 2,








• If ESS < NT , resample N weighted samples {X(i)n }1≤i≤N to obtain N




n ) = 1




Under the SMC (SIR) algorithm listed in Algorithm 2.2 (Algorithm 2.3), at time







n δX(i)n (xn) (2.1.19)
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Algorithm 2.3 Sequential Importance Resampling Algorithm
For i ∈ {1, 2, . . . , N},
(1) At time 1,
• Sample X(i)1 from η1(x1) and compute the weights w1(X(i)1 ) and W (i)1 .
• Resample N weighted samples {X(i)1 }1≤i≤N to obtain N perfect samples










(2) At time n ≥ 2,





n ) and W
(i)
n .
• Resample N weighted samples {X(i)n }1≤i≤N to obtain N perfect samples




























which has the same expression as the estimate under IS and SIS in (2.1.7) respectively.
Note that SMC estimates are different from SIS estimates if the resampling criterion
is satisfied during the sampling process of SMC.
Additionally, the alternative expression for the estimate of the normalizing constant
in Remark 2.1.1 still holds for SMC (SIR). Furthermore, SMC motivates the following
more general form, which is suitable for all SIS algorithms with or without the inclusive
of resampling procedures, i.e. SIS, SMC and SIR. However as we mentioned, this type
of estimate is meaningless for SIS.
Remark 2.1.2. Assume for j > 1, kj is the jth time index when we perform a
resampling procedure, and we denote rn−1 be the number of resampling procedures
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is a consistent estimate.
Recall that both IS and SIS satisfy the convergence results listed in (2.1.10)-
(2.1.12), but as the resampling mechanism leads to particle interaction, it is more
difficult for SMC to obtain convergence results than IS and SIS. However, for SIR
algorithms with the multinomial resampling technique, some convergence results are
provided in [21, 30]. They show that Z˜n/Zn and I
SIR






































where xt:t+k = (xt, xt+1, . . . , xt+k) denote k+1 consecutive components start from the
tth component for any t, k ≥ 1. Especially they state that under mixing conditions,
the variance for the SMC estimates of the ratio Zn/Zn−1 is uniformly bounded with n,
which explains the positive effect of SMC in many practical scenarios, such as examples
shown in [30]. However in practice, one cannot expect a good performance for SMC if
it suffers from path degeneracy, even though it satisfies strong convergence results. As
a consequence of resampling, some degree of path degeneracy is inevitable especially
for large n but finite sample size N . It is usually monitored by the number of unique
particles (UN), a small UN indicates the presence of path degeneracy.
Overall, in order to obtain reliable and satisfactory SMC estimates, one should
pursue smaller variance of the incremental weights (relative variance) and as much as
possible avoid path degeneracy at the same time, which ensure a faster convergence
rate and effective particles to well represent the target distribution. Practically, smaller
variance is reflected by larger ESS and richer path diversity is reflected by larger UN .
2.1.7 Discrete Particle Filter
To introduce the following DPF algorithm, first of all, we remark that the DPF is
only used in certain scenarios as a competitor to SMC and it is only applied to discrete
target densities. Then we recall that SMC may suffer from path degeneracy, which
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can result in poor performance. As an alternative generic algorithm to potentially
deal with this problem, the DPF is firstly proposed in [32, 33] to approximate discrete
posterior distributions, where it is a non-iterative algorithm. Later in [85], the non-
iterative DPF is developed to be an iterative DPF for computing some posterior and
marginal distributions of general switching state-space models (SSSM). In these three
articles, the DPF has shown great performance to solve some practical problems. The
main difference of the DPF compared with the previous alternative approaches is that
it omits the importance sampling procedure and uses a clever random pruning mech-
anism, such that it can exploit the whole (growing) sample space and select efficient
particles from it simultaneously. So far, we have only reviewed sampling algorithms
for continuous target densities pin(xn), to continue reviewing the DPF algorithm, we
briefly give some notations for discrete densities. Hereafter in this subsection pin(xn)
refers to discrete target densities.
For discrete target densities pin(xn), basic notations are considered the same as









where the normalizing constant is Zn =
∑
xn∈En
γn(xn). Our interests are sampling from
26
2.1 Sequential Monte Carlo Methods
the discrete target densities pin(xn) then estimating Zn, pin(xn) and







To better describe the DPF algorithm, we denote the domain of the conditional
density γn(xn|xn−1) by Dn (n ≥ 1). The DPF algorithm is given in Algorithm 2.4.
Algorithm 2.4 Discrete Particle Filter Algorithm
For i ∈ {1, 2, . . . , N},
(1) At time k = 1,
(a) Set S1 = D1 and for each x1 ∈ S1, compute




(2) At time k = 2, 3, . . . , n,
(a) If Card(Sk−1) ≤ N , set S ′k−1 = Sk−1, Ck−1 =∞ and go to (b). Otherwise,
perform the resampling step described below, which returns S ′k−1 and
Ck−1.
(b) Set Sk = {xk : xk−1 ∈ S ′k−1, xk ∈ Dk}.
(c) For each xk ∈ Sk compute
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Algorithm 2.5 Resampling Procedure in Algorithm 2.4
• Set Ck−1 to be the unique solution of∑
xk−1∈Sk−1
1 ∧ Ck−1w¯k−1(xk−1) = N.
• Keep the Lk−1, xk−1 whose weights are greater than 1/Ck−1. For the remaining
Card(Sk−1)−Lk−1 particles perform the following stratified resampling scheme.
• Normalize the weights w¯k−1(xk−1) of the remaining Card(Sk−1)−Lk−1 and label
them to obtain the normalized weights wˆk−1(xik−1), i ∈ {1, . . . ,Card(Sk−1) −
Lk−1}.






k−1), Qk−1(0) := 0.
• Sample U1 uniformly on [0, 1/(N−Lk−1)] and set Uj = U1 +(j−1)/(N−Lk−1),
j ∈ {2, . . . , N − Lk−1}
• For i ∈ {1, . . . ,Card(Sk−1)−Lk−1}, if there exist a j ∈ {1, . . . , N −Lk−1} such
that Qk−1(i− 1) < Uj ≤ Qk−1(i), then xik−1 and w¯ik−1 survive.• Set S ′k−1 to be the set of N − Lk−1 particles survived from the above stratified









The DPF algorithm is slightly different from the original DPF algorithm given in
[85], since the domain {Dk}1≤k≤n may change for different particles xn. However, the
unbiasedness of the above three estimates is still satisfied by using the same arguments
in [85]. Moreover, for small n, it is possible to obtain the exact value of pin(xn), Zn and
In(φn). But for large n and relatively small N that the pruning procedure is conducted
through resampling mechanism, the precision of estimates is based on how large N is
compared with n.
As we mentioned the DPF is an iterative Monte Carlo methodology, thus it can
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be considered as a special type of SMC method, even though the general convergence
conclusions discussed in Sections 2.1.3-2.1.6 do not apply to DPF. But one can find
conclusions about the computational complexity of the standard DPF algorithm in
[32, 33, 85]; similar results can be obtained for the DPF algorithm described here.
2.2 Markov Chain Monte Carlo Methods
In this section, we will introduce another series of Monte Carlo methods: Markov
chain Monte Carlo (MCMC). Recall that when the standard Monte Carlo method is
inapplicable, that either the normalizing constant Zn is unknown or the target density
pin(xn) is not easily to be sampled, we consider simulation approaches based on im-
portance densities which are reviewed in the previous section. The common drawback
of those simulation methods is it is usually not easy to find a very proper importance
density which brings satisfactory estimates. Compared with those approaches, MCMC
is a complementary methodology whose relative strength is its iterative nature, but it
is often not useful (by itself) for sampling from sequences of {pin(xn)}, only is efficient
for a fixed density. For simplicity, we denote the target density by pi.
The sampling strategy of MCMC is to construct a finite irreducible Markov chain,
denoted by P , with an unique stationary (invariant) distribution equals to the target
density pi, namely, pi = piP . Then one can make inference related to pi by using
samples simulated from this Markov chain. To construct this Markov chain, a variety
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of MCMC algorithms have been proposed in the literature, such as Gibbs sampling
([70, 36, 73]), auxiliary variable ([31, 79]), reversible jump ([39, 40]) and so on. Among
them the most general method is the Metropolis-Hastings (MH) algorithm ([42, 65]),
and we will introduce this approach in details below as a representative of MCMC
methods.
To construct a Markov chain with pi as its stationary distribution, one need to
assure that the transition distribution P (Y|X) satisfy the reversibility condition, i.e.,
pi(X)P (Y|X) = pi(Y)P (X|Y), thus to ensure the identity ∫
Y
pi(Y)P (X|Y)dY =
pi(X). To satisfy the above condition, the idea of MH algorithm is consider P (Y|X)
has the form

P (Y|X) = q(Y|X)α(X,Y) (Y 6= X)
P (X|X) = 1− ∫
Y 6=X P (Y|X)dY
with α(X,Y) = min{1, pi(Y)q(X|Y)
pi(X)q(Y|X)}
where q is the transition distribution of an arbitrary Markov chain on the same state
space of P ; and {pi(Y)q(X|Y)}/{pi(X)q(Y|X)} is called the rejection ratio or the MH
ratio. Then the MH algorithm proposes to simulate the Markov chain, denoted by
{X(t)}t=0,1,2,..., starting from an arbitrary point X(0) = x(0) with pi(x(0)) > 0, and
following the procedure described in Algorithm 2.6.
Remark that if one follows the MH algorithm, the transition probability of the gen-
erated Markov chain is P (Y|X) = q(Y|X)α(X,Y) + I{Y=X}[1−
∫
q(Z|X)α(X,Z)dZ];
and it satisfy the reversibility condition pi(X)P (Y|X) = pi(Y)P (X|Y), namely, pi is
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Algorithm 2.6 Metropolis-Hastings Algorithm
(1) Initialization, t = 0,
(a) Set X(0) = x(0) arbitrarily (pi(x(0)) > 0)
(2) For iteration t ≥ 1,
(a) Generate a candidate point X? from the Markov kernel q(·|x(t−1)).








set X(t) = X
?; otherwise set X(t) = x(t−1).
the stationary distribution. Then one can use the results in [71, 80] to show that the
generated Markov chain from MH algorithm converges to this stationary distribution pi
(under some regularity conditions). Thus there exists a sufficient large t0, such that the
samples {X(t)}t0+1≤t≤t0+N that generated after iteration t0 are distributed according











In the literature, t0 is called the burn-in length, N is called the run length, and t0 +N
is the number of iteration times of the MH algorithm.
For the above MH algorithm, the critical point is the convergence of the generated
Markov chain. For any implementation, one should guarantee the convergence theo-
retically and practically, which are discussed below as point (1) and (2) respectively.
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(1) Theoretically, for an arbitrary Markov chain, if it is irreducible, aperiodic and
positive recurrent, then this Markov chain has a unique stationary (invariant)
distribution ([70, 66, 74]). Based on this fact, one should check these conditions
in each specific applications of MH algorithm. Note that for finite state spaces,
one only need the irreducibility to ensure the convergence. Once a sufficient
convergent condition is confirmed, the above MH algorithm admits pi as its
unique limiting stationary distribution. One can refer to [70, 66] for more
detailed theory.
(2) In the premise of theoretical convergence, there are several aspects to concern
in practical usage:
• Assess the convergence: one is able to monitor the convergence of the
generated Markov chains using the method provides in [11, 12, 14].
• Good mixing samples: it is suggested to choose a proposal density which
gives an acceptance rate between 25% and 45% ([35, 72]).
• Consistent output: usually several Markov chains with different starting
points are simulated to check the consistency.
2.3 Simulated Annealing
The simulated annealing (SA) algorithm given in [65] is originally inspired from
the process of annealing in metallurgy; it is an adaption of the Metropolis-Hastings
algorithm ([42]) for investigating the equations of state of a thermodynamic system.
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Annealing is a technique involves heating and cooling a material in order to alter its
physical properties, such as freeze liquids and recrystallize metals. In an annealing
process, the temperature is initially high (heating) then is decreased (cooling) slowly
and gradually, so that the system can approximately attain thermal equilibrium at any
time. As cooling proceeds, the thermodynamic free energy of the system changes and
the system will naturally achieve a stable state with a global minimum energy. But if
the cooling process is done insufficiently slowly, the system may end with metastable
states, i.e. trapped in a local minimum energy state.
The original SA algorithm in [65] is used to develop a simulation model of physical
annealing; it aims to find the state with a global minimum energy for a thermodynamic
system. The algorithm is briefly described as following: assume the system is initialized
at a state with energy E0 and temperature T0. Given a current state with energy E and
temperature T , hold T constant and randomly choose a new state T ′ with energy E ′,
then the acceptance rule ’Metropolis criterion’ is adopted to decide the move between
the current state with energy E and the proposed state with energy E ′. This process is
repeated a sufficient number of times to lead the system to reach a state of equilibrium
for the current temperature T . Then the temperature is decreased and the whole
process is repeated until the system achieves a stable state with a global minimum
energy or until some preset stopping conditions are triggered. Later in [13, 38], it has
been proved that by reformulating the algorithm as a Markov chain and using Markov
Chain theory, the probability of the SA algorithm terminates with a global minimum
energy converges to 1.
33
Chapter 2. Literature Review
A generalization of the above Monte Carlo method is introduced in [53] and [88] to
solve combinatorial problems. For a combinatorial problem, the basic elements are:
• the objective function
• the current solution
• the global optimal solution
By analogy, the researchers straight forwardly consider these elements as the energy
equation, the current state and the global minimum energy state of the thermodynamic
system respectively. Moreover, the temperature in the thermodynamic system is un-
obviously analogous to the control parameter in the combinatorial problem. Therefore
the original SA algorithm is extended to solve combinatorial problems and known as
the general simulated annealing algorithm.
In the literature, the performance of SA algorithms in dealing with different combi-
natorial problems are discussed in many papers, such as, the series [49, 50, 51] concern
four classic problems: traveling salesman problem, graph partitioning problem, graph
coloring problem and number partitioning problem. They apply SA to these problems
and find that the performance is mixed, SA outperforms the best known heuristic ap-
proaches in the first three problems but is inferior to specialized heuristics for solving
the last problem. One can refer to the original papers for more details. In Chap-
ter 4, we will review a specific SA algorithm discussed in [8, 48] to approximate the
permanent. Note that this specific SA algorithm is an application of the general SA
algorithm, it follows the main idea of the general SA algorithm.
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2.4 Combinations of SMC and MCMC
As the theoretical structures for the main Monte Carlo methods (e.g. SMC, MCMC)
are implemented gradually by researchers, we learn that every method has its short-
comings and the common way to overcome these shortcomings is adjusting the method
case by case. With little effort, one can follow the foundation of the original method
to get similar theoretical conclusions for the customized Monte Carlo method. In this
thesis, we only introduce two types of extensions, the sequential Monte Carlo sam-
plers (SMC samplers) method and the particle Markov chain Monte Carlo (PMCMC)
method, which are both, in a different manner, the combination of SMC and MCMC.
2.4.1 SMC Samplers
SMC samplers is a Monte Carlo method which involves Markov kernels within an
SMC algorithm, it can potentially benefit from both the resampling procedure of SMC
and the exploration spirit of Markov moves. The study of SMC samplers arises in [22],
the researchers then use SMC samplers to draw from a fixed target density, where a
tempered and related sequence of probabilities are defined as a bridge and MCMC
kernels are considered. Later, [23] introduces an adaptive version of SMC samplers
method in the field of approximate Bayesian computation, to automatically choose
parameters and control the computational complexity. [45] then applies an adaptive
SMC to do inference for Levy-Driven stochastic volatility models; and [34] provides
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many empirical results to show the great performance of adaptive SMC algorithm
in sampling from posterior distributions of parameters. Moreover, the convergence of
adaptive SMC samplers are discussed in [5]. In Section 4.2 of this thesis, the framework
of adaptive SMC samplers is used and its superiority is shown there in approximating
permanents.
Compared with general SMC algorithms, MCMC kernels are often involved in the
SMC samplers algorithms to efficiently move particles within the state space. At
time n(≥ 2), SMC samplers algorithm proposes to obtain X(i)n using a special kind
of importance density, a Markov kernel Kn,ξn of invariant distribution pin, where the
parameters {ξn} are user-specified. Depending on the basis of general SMC Algorithm
2.2, the SMC samplers algorithm is described in Algorithm 2.7.
Algorithm 2.7 SMC Sampler
For i ∈ {1, 2, . . . , N},
(1) At time 1,
(a) Sample X
(i)













(b) If ESS < NT , resample N weighted samples {X(i)1 }1≤i≤N to obtain N
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(2) At time n ≥ 2,
(a) Sample X
(i)
n from the Markov kernel Kn,ξn(X
(i)
n−1, ·) and compute the
weights wn(X
(i)













(b) If ESS < NT , resample N weighted samples {X(i)n }1≤i≤N to obtain N
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One of the drawbacks of the above SMC samplers method is the fact that the pa-
rameters {ξn} are critical but can not be set straightforwardly. A possible improvement
is using the adaptive MCMC techniques given in [3] to update the parameters, which
brings the adaptive version of SMC samplers in [45, 23, 34, 5]. The idea is one can
adaptively determine the parameter ξn of the Markov kernel Kn,ξn by exploiting the
information contained in the simulated samples {X(1)n−1, . . . ,X(N)n−1}. Namely, at time
n, we adaptively sample X
(i)
n from Markov kernel Kn,ξn(X(1)n−1,...,X
(N)
n−1)
. For example, in
the most general proposal, the normal random walk Metropolis moves, for parameters
ξn, we approximate the mean and the variance of the marginal at time n− 1, and use
this variance as parameters ξn for time n. This is reasonable since that if pin is similar
to pin−1, the variance at time n − 1 can provide sensible scaling for time n. We now
describe the adaptive SMC samplers algorithm in Algorithm 2.8.
Algorithm 2.8 Adaptive SMC Samplers
For i ∈ {1, 2, . . . , N},
(1) At time 1,
(a) Sample X
(i)













(b) If ESS < NT , resample N weighted samples {X(i)1 }1≤i≤N to obtain N
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(2) At time n ≥ 2,
(a) Sample X
(i)
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(b) If ESS < NT , resample N weighted samples {X(i)n }1≤i≤N to obtain N
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Note that for both the SMC samplers Algorithm 2.7 and the adaptive SMC sam-
plers Algorithm 2.8, they have the same expressions for approximating pin and Zn as
the general SMC Algorithm 2.2, which are given in (2.1.19) and (2.1.21) (or (2.1.22)).
In [22], an extension of the SMC samplers algorithm is considered to draw from
a fixed target density. By using a similar tempering procedure, the adaptive SMC
samplers method described above can also be further extended to simulate from a
fixed target density, but in a more effective way. A series of densities, which are
related to the target density in the manner of tempered parameters, are considered as
a bridge to the target density. The extension of the above adaptive SMC samplers is
that one considers an additional layer of adaptivity for the tempered parameters, then
follow the procedures of adaptive SMC samplers algorithm. More details are discussed
in [45, 23, 5]
2.4.2 Particle MCMC
Particle Markov chain Monte Carlo (PMCMC) methods are a class of MCMC
algorithms, which involve SMC approximations in the proposals of traditional M-H
updates. PMCMC is usually used in Bayesian inference for sampling from posterior
densities of parameters ([1, 85]). Suppose we are interested in sampling from a posterior
density of parameter θ given that yn is the observed data: pi(θ|yn). Given the current
position θ′ and a proposed position θ?, the traditional MCMC move will accept the
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is known as the acceptance ratio and q(·|·) is the transition density. Whilst it is often
impossible to compute the posterior density and according to Bayes formula, pi(θ|yn)
is proportional to the product of the marginal density of the data and the prior density
of the parameter: p(yn|θ)× f(θ), hence the acceptance ratio is usually expressed as
R(θ′, θ?) =
p(yn|θ?) · f(θ?) · q(θ′|θ?)
p(yn|θ′) · f(θ′) · q(θ?|θ′)
However, there is also high chance that the marginal density p(yn|θ) cannot be exactly
calculated. In such cases, an SMC approximation to the marginal density is naturally
considered in the above M-H update, denoted by pˆ(yn|θ), the acceptance ratio becomes
Rˆ(θ′, θ?) =
pˆ(yn|θ?) · f(θ?) · q(θ′|θ?)
pˆ(yn|θ′) · f(θ′) · q(θ?|θ′) (2.4.1)
the above combined technique is known as the particle marginal Metropolis-Hastings
method (PMMH). Note that PMMH is the most popular class of PMCMC algorithms
and it is displayed in details in Algorithm 2.9 as a representative.
The ergodicity of the above PMCMC samplers is proved in [1, 85].
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Algorithm 2.9 PMCMC algorithm
(1) initialization, i = 0,
(a) set θ0 arbitrarily.
(b) run the SMC algorithm in Section 2.1 to obtain the estimate of the
marginal density p(yn|θ0), denoted by pˆ(yn|θ0).
(2) for iteration i ≥ 1,
(a) sample θ? from q(·|θ0).
(b) run the SMC algorithm in Section 2.1 to obtain the estimate of the
marginal density p(yn|θ?), denoted by pˆ(yn|θ?).
(c) with probability
1 ∧ Rˆ(θ0, θ?) (listed in (2.4.1))
set θi = θ
?; otherwise set θi = θi−1.
2.5 Network Models
The network model was originally invented by Charles Bachman in [4], and it was
widely used as a basis in most categories of network applications, such as, computer
networks, social networks, business networks, and so forth. In these networks, network
models are developed to represent objects and their relationships. Theoretically, they
are often shown as graphs in which nodes are objects and edges are relationships, for
example, tree data structures in database system. It is very intuitive through graphs
to observe relationships among objects, whilst when it comes to big data or simulation-
based problems, it is more convenient to store and analyze the information of graphs
using computers. Therefore practically, networks are represented and analyzed as
computable networks.
Networks vary a lot in size, form, structure and mechanism of evolution. They
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can conveniently and sufficiently describe the whole procedures of interactions and
evolution in biological, sociological and many other systems. As the development of
technical support including statistical methods, it is possible to study their empirical
properties and it becomes more and more popular. The statistical analysis of network
data often involves the use of either summary statistics or hypothesis tests. However,
simple summary statistics usually are not enough informative, and hypothesis tests
use nonparametric bootstrap to trace the network often provide systematically and
qualitatively different rewired instances from the true network([67]). It means that
both methods make inference only depending on parts of network data, which results
in unreliable or inconsistent conclusions. As an alternative kind of method, likelihood
methods make use of full network data and provide a more sound inference. Typically
probabilistic models are involved in likelihood methods to reflect the nature of network
data and how the network has evolved. Thereby all of the information that contained
in the network data are considered when calculating the likelihood. A popular class
of mathematical models includes the duplication-attachment (DA) models ([26, 87]),
which specify a probability distribution for the inclusion of new nodes and edges in
the network. Therefore the network becomes the result of an evolutionary stochastic
process, where the number of nodes in the network has increased through a series of
node adding events. In the applications of DA models, statistical inference is mainly
focus on the parameters which decide the probability distributions. A general DA
model along with some discussions about possible generalizations of DA models, are
described in [87]. To present this general DA model in Algorithm 2.10, we begin with
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introducing some notations and concepts:
• {Gt}∞t=t0 denote the Markov chain which represents the randomly growing pro-
cedure of a graph. Here Gt is a graph of size t which satisfies that the notes and
edges of Gt are subsets of the nodes and edges of Gt+1. It implies that Gt+1 is
created by adding a new node which is copied from a old node of Gt. (We say
that νnew is copied from νold if the nodes linked to ν new are choose from the
nodes linked to νold and νold itself.)
• A node ν of Gt is removable if Gt can be created by copying a node in δ(Gt, ν),
where δ(Gt, ν) is the graph with node ν deleted (both node and its edges).
• Gt is irreducible if it does not contain any removable nodes, otherwise, it is
reducible.
Then a general DA model is:
Algorithm 2.10 A general DA model
A general DA model is a randomly growing graph {Gt}∞t=t0 with:
(1) the initial graph Gt0 is irreducible.
(2) the transition probability P (Gt+1|Gt) is positive, if and only if, Gt+1 can be
obtained by copying a node in Gt.
If one follows a DA model to represent a network, there will be a likelihood which
contains all of information of the network. Then it is intuitive to explore the network
through the corresponding likelihood. It is given in [87] that the direct calculation
using a recursive formula is an O((t− t0)2t−t0) operation at best, which is incalculable
in practical applications. Hence in the literature, many researchers resort to numerical
methods based upon Monte Carlo and particularly importance sampling (IS). This
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idea is adopted in [87] and a particularly clever proposal is chosen such that the IS
method performs efficiently: a significant amount of computation time can be saved,
assuming that the estimate of the likelihood is sufficiently precise.
2.6 The Permanent







where Sn is the set of all permutations of [n] := {1, . . . , n} and the permanent of a
matrix A is denoted by per(A) as above ([68]). It is obvious that the permanent is
a function associated with a square matrix which has a similar form to the deter-
minant, a polynomial in the entries of the matrix. However unlike the determinant,
the permanent has no easy geometrical interpretation. Instead, two graph-theoretic
interpretations are given in [62, 68].
(1) the sum of weights of cycle covers of a weighted directed graph:
Consider the matrix A = (aij) as the adjacency matrix of a weighted directed
graph, with aij representing the weight of the arc from vertex i to vertex j. It
states that any permutation σ ∈ Sn corresponds to a cycle cover of this weighted
directed graph. If we further define the weight of a cycle cover be
∏n
i=1 aiσ(i),
the product of the weights of the arcs in this cycle cover, then the permanent
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of A is the sum of weights of cycle covers of this weighted directed graph.
(2) the sum of weights of perfect matchings in a bipartite graph:
Consider the matrix A = (aij) as the adjacency matrix of a bipartite graph with
aij representing the weight of the edge from vertex i of one part to vertex j of
the other part. If we define the weight of a perfect matching σ of this bipartite
graph be the product of the weights of the edges in this perfect matching, i.e.∏n
i=1 aiσ(i), then the permanent of A is the sum of weights of perfect matchings
in a bipartite graph.
It is easy to infer from the above interpretations that, the permanent of a binary
matrix with entries 0 or 1 is equal to the number of cycle covers or perfect matchings
of its corresponding unweighted directed graph or unweighted bipartite graph.
In recent years, the wide use of matrices in non-pure mathematical fields, espe-
cially the boson Green’s functions in quantum field theory ([69, 9]) and combinatorics
in counting problems ([82, 15, 8]), helps spread the study of permanents. It is believed
to be more difficult to compute the permanent than the determinant. One impor-
tant reason is fact that unlike the determinant, which can be computed in polynomial
time by using Gaussian elimination, the calculus of the permanent even for a binary
(0, 1)-matrix is known as a #P-complete problem ([81]). Although [75] provides an
inclusion-exclusion formula to reduce some of complexities, it is still a #P-complete
problem and is computationally infeasible even for relatively small matrices. With
the development of statistical computational methods, one turns to use probabilistic
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algorithms to approximate the permanent instead of computing the exact permanent.
Especially, [48] concludes that there exists a fully polynomial randomized approxi-
mation scheme (FPRAS) for an arbitrary matrix with nonnegative entries, where a
FPRAS is considered as the most efficient approximation algorithm for permanents.
It provides an arbitrarily close approximation in time with a polynomial effort in the
matrix size and the desired accuracy. Many related studies (e.g. [10, 47, 48]) are de-
voted to using the Markov chain Monte Carlo approach to design a FPRAS which
randomly samples perfect matchings from a bipartite graph, thus to approximate the
permanent. Alternatively, [8] uses a simulated annealing algorithm and [41, 18] con-
sider SMC algorithms to accelerate the convergent rate. We remark that all of the
above approximation approaches have the same properties that they work in polyno-
mial time in the matrix size n, and they only apply to binary (0, 1) matrices due to the
fact that the permanent of a binary matrix with entries 0 or 1 is equal to the number
of perfect matchings of a bipartite graph.
2.7 The Alpha-permanent
The α-weighted permanent, or α-permanent for short, of a square matrix A = (aij)
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where Sn is the collection of permutations of [n] := {1, 2, . . . , n} and cyc(σ) is the
number of cycles in σ. We see that the case α = 1 is the standard permanent which is
introduced in the previous section; and the case α = −1 links to the well known deter-
minant at the relationship that per−1(A) = det(−A). In addition, it related to the the
α-determinant (detα(A)) given in [77] in the way that perα(A) = α
ndet1/α(A). Essen-
tially, all of the above four terminologies are polynomials in the entries of the matrix;
and they can be regarded as special cases of the generalization concept: the immanant,
which is defined in [58, 57]. Beyond these direct connections, the α-permanent has
shown great importance in combinatorics, probability, statistics and physics field the-
ory ([52, 83, 64]), such as, the positive half integer α-permanent is a critical part of
densities of boson processes ([63]) and the negative α-permanent is the product density
of fermion processes ([20]).
We learn from the previous section that the computing the permanent exactly
is a #P-complete problem. For most values of α, although the exact computation
of α-permanent is not known as a #P-complete problem, it still is very difficult to
fulfill. Therefore similarly to the permanent, there have been considerate efforts to
construct randomized computational methods to approximate the α-permanent whose
cost can be polynomial in n. Some efficient methods including: a sequential importance
sampling (SIS) algorithm which is considered in [41] for some specified binary matrices
when α > 0 and |logα| is small; and a importance sampling (IS) algorithm proposed





The network model is originally introduced by Charles Bachman in [4], it is a
database model which is flexible and effective in the way of representing objects and
their relationships. Theoretically, a network model is reflected in a graph where ob-
jects are nodes and their relationships are edges. Practically, the information of this
graph is stored in a square 0-1 binary matrix. For example if A = (aij) is a n × n
0-1 binary matrix for a n nodes graph, then for any 1 ≤ i, j ≤ n, aij = 0 represents
the absence of the edge between node i and node j; and aij = 1 represents the exis-
tence of the edge between node i and node j. As a result, the network model is used
in applications to investigate how objects are connected to each other, such as road
networks, train or subway networks, utility networks and biochemical networks. A
particular type of networks in biological systems is the protein interaction networks
(PINs). They have attracted a lot of attention in recent years, a significant amount
47
Chapter 3. Network Models
of data has been collected and extensive studies on PINs have been carried out due
not only to technical advances but also to developments in bioinformatic and statis-
tical methods. Probabilistic models are indispensable for characterizing the process
of protein evolution and are particularly valuable as they provide a sound basis for
likelihood-based inference, as an alternative to statistical analysis based on summary
statistics. A number of theoretical models have been developed to explain both the
network formation, evolution and current structure. A popular class of mathematical
models includes the duplication-attachment (DA) models, which specify a probability
distribution for the inclusion of new nodes and edges in the network. Therefore the
network becomes the result of an evolutionary stochastic process, where the number
of nodes in the network has increased though a series of node adding events. The
probability distributions that govern network evolution depend on a vector of un-
known parameter (θ ∈ Θ ⊆ Rd, d ≥ 1) which are usually the main focus of statistical
inference. More technical details will be given in Section 3.2.
Given a network Gt with t nodes and parameter θ, the class of models we consider
has a likelihood Lθ(Gt) which contains major information of the evolutionary process
of the network. To better support biological research, it is necessary to compute the
likelihood as well as the impact of the parameter. Therefore in this chapter, we consider
parameter inference which contains both likelihood and Bayesian methods for network
models. In detail, the likelihood methods are used to calculate the likelihood Lθ(Gt)
when Gt and θ are given, which aims to maximize the likelihood. The likelihood
can be written as the expectation w.r.t a probability that sequentially removes the
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vertices of the network until some terminal state is reached. Thus the network is
gradually analyzed backwards on networks {Gt}t∈{t,t−1,...,t0}, where t0 is the number
of nodes of the terminative network. Some specific examples for the recursive manner
of likelihood is given in [87] where the exact likelihood is computable when t − t0 is
small. The precise terminologies and models will be given in Section 3.2. [87] also
point out that the direct calculation using the recursive formula for a single θ is an
O((t − t0)2t−t0) operation at best. In most scenarios of practical interest, this is an
unreasonable amount of computation time even for moderately sized networks is quite
common. Often, in the literature, one resorts to numerical methods based upon Monte
Carlo and particularly importance sampling (IS). This idea is adopted in [87] and a
particularly clever proposal is chosen such that the IS method performs efficiently: a
significant amount of computation time can be saved, assuming that the estimate of
the likelihood is sufficiently precise. However, it is well known that when using the
IS method, the relative variance of the likelihood estimates is O(κt−t0) with κ > 0
(see [16] or [86]). One alternative method which can potentially deal with this issue
is the sequential Monte Carlo (SMC) method. This algorithm generates a collection
of samples (also called particles) in parallel, using the same ideas as IS, except when
the weights are too variable, in some sense, the samples are sampled with replacement
from the current particle set and weights reset to 1; see [30] for an introduction, and
we describe this algorithm in details in Section 3.3.2. For some classes of models, the
SMC estimates have a relative variance of O(t− t0); these results are extended for the
network models considered in this chapter and we show that the relative variance will
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grow only polynomially in t− t0 (Proposition 3.3.1). In addition, we consider a more
advanced SMC method called the discrete particle filter (DPF) ([32]) and illustrate its
applicability for likelihood estimation for the given class of network models.
Since the discussion so far has focussed upon estimation of the likelihood for a
single θ ∈ Θ, to investigate parameter inference, Bayesian methods are used. We place
a prior probability distribution on the parameter and follow a Bayesian procedure
to sample from the associated posterior distribution of the parameter. Usually the
Markov chain Monte Carlo (MCMC) methods are adopted to implement the sampling
procedure, whilst here the likelihood term in the Metropolis-Hastings (MH) ratio is
incomputable for most of our network models. As a result we consider the particle
Markov chain Monte Carlo (PMCMC) methods ([1]) which use any of the SMC or DPF
methods within the sampling mechanism. This allows one to perform exact parameter
inference from the posterior distribution. The details of this algorithm are given in
Section 3.5.
The rest of this chapter is organized as following: Section 3.2 is the basis for the
remaining sections, it shows how the likelihood expression can be converted into a
convenient formula for computational methods. Section 3.3 contains the likelihood
estimation methods: IS, SMC and the DPF. In this section, we point out that all
of these three estimates of the likelihood are unbiased; the relative variance of the IS
estimation is typicallyO(κt−t0) with κ > 1; the relative variance of the SMC estimation
is at most O((t− t0)3); and the DPF method can be rather efficient relative to other
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methods. Section 3.4 gives simulation results for the above likelihood approximation
methods. One of important results in this section is: for the given computation time
and these specific examples, the DPF method can provide us the best estimation,
and the SMC method is the second, then the IS method is the last. In Section 3.5,
we use Bayesian methods to sample from the posterior density of the parameter θ
given a network Gt, and the PMCMC method which contains both the SMC and the
DPF methods in its sampling mechanism is adopted here. Then Section 3.6 contains
simulation results for PMCMC algorithms in Section 3.5. In Section 3.7, a larger
network is considered for the application of both the likelihood and Bayesian methods.
A brief conclusion of this chapter is given in Section 3.8.
3.2 Likelihood Computation
We start this section by introducing some notations and concepts about stochastic
graphs. Let Gt be an undirected graph of t vertices, without multiple edges or self
loops. Let V ⊆ N be the vertex set with associated σ−algebra V, let E be the edge set
with associated σ−algebra E. Given such a graph Gt, let δ(Gt, ν), ν ∈ V denote the
graph with ν deleted (i.e. both the node and its associated edges). A vertex ν is said
to be removable if Gt can be created by copying a vertex in δ(Gt, ν). If Gt contains
removable nodes it is said to be reducible, otherwise it is irreducible.
Under the above terminology, we can rephrase that the stochastic process studies
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how an reducible graph Gt grows from an irreducible graph Gt0 . In this chapter, we
consider the stochastic process to be the duplication-attachment (DA) model. The DA
model is a probabilistic model reflecting the nature of the data and how the network
has evolved. It is described by a collection of parameters regarding the probabilities
for including new nodes and edges, θ ∈ Θ ⊆ Rd, d ≥ 1. Then the graph is considered
the result of an evolutionary stochastic process {Gt}t∈{t0,t0+1,... } on probability space
(Ω,F,Pθ), with Ω = (V × E)N, F = (V ⊗ E)N, where for each A ∈ F, Pθ(A) is
B(Θ)−measurable, such that the number of nodes has increased from a smaller number
through a series of node adding events.
A DA model is such a stochastic process that starts at an irreducible graph Gt0 and
undergoes Markov transitions according to a transition probability which is only non-
zero if Gt+1 can be obtained by copying a vertex in Gt. The transition probability in
the DA model fully depends on the parameter θ described above. In the DA model, the
parameter θ contains four components pi, p, q, r which represent different probabilities
and are described in Algorithm 3.1.
Algorithm 3.1 DA model
Given a known θ = (pi, p, q, r), the DA model follows the below steps to copy a vertex
in the graph Gt to obtain the graph Gt+1:
(1) (a) Choose and duplicate νold in Gt uniformly and call the copy as νnew.
Create a link between νnew and any node that links to νold with probability
p. Link νold to νnew with probability q.
(b) Choose and duplicate νold in Gt uniformly and call the copy as νnew.
Create a link between νold and νnew with probability r.
(2) In every step, we follow rule (a) with probability pi and rule (b) with probability
1− pi.
In [87] it is stated that the likelihood associated to a given (reducible) graph Gt
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with Lθ(Gt0) = 1, R(Gt) is the collection of removable vertices of Gt and ωθ(Gt, ν) =
Pθ(Gt|δ(Gt, ν)) is the transition probability. The transition probability ωθ is that of
the DA model.
Even though the above recursive manner of the likelihood provides the means to
compute the likelihood, the recursive process costs too much computation time. [87]
point out that for a fully connected graph, the number of recursive calls is b(e− 1)tc!,
where e is Euler’s number, and bxc denotes the largest integer smaller than or equal to
x. Keeping a list of already calculated likelihood values reduces the number of calls to
et×2
t−1−t+1, but this number is extremely large even for small values of t. Hence some
computational methods such as Monte Carlo methods are suggested to approximate
the likelihood, so that the computation time is reduced.
Let us describe ωθ in more details. For every node ν, let C(Gt, ν) be a non-empty
set of nodes w in Gt such that ν could have been copied from w. Let e(w, ν) = 1 if
there is an edge between w and ν, e(w, ν) = 0 otherwise. Further, let d(ν) be the
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where
ωθ(Gt, ν, w) = pip
d(ν)−e(w,ν)(1− p)d(w)−d(ν)qe(w,ν)(1− q)1−e(w,ν)
+(1− pi)[1{ν:d(ν)=0}(1− r) + 1{ν:d(ν)=1}e(w, ν)r]
One observes a reducible graph Gt, for which it is possible to obtain an irreducible
graph Gt0 . Define, V(Gt) as the vertex set of Gt and for k ∈ {0, 1, . . . , t− t0 − 1}:
Vt−k:t := {νt−k:t ∈ V(Gt) : νt−k 6= νt−k+1 6= · · · 6= νt}
for k ≥ 1
δk(Gt, νt−k+1:t) = δ(δk−1(Gt, νt−k+2:t), νt−k+1) νt−k+1:t ∈ Vt−k:t











which provides a basis and intuitive formula to apply Monte Carlo methods.
3.3 Likelihood Estimation
In this section, we will consider not only the IS method mentioned in [87] but also
the SMC and the DPF methods to approximate the likelihood of the network models
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for θ ∈ Θ fixed.
3.3.1 Importance Sampling
The underlying idea of [87] is to introduce a probability qθ0(νt0+1:t) on Vt0+1:t, with













where Eqθ0 is the expectation w.r.t. qθ0(νt0+1:t). The parameter θ0 given in the proposal
qθ0(·) is called the driving value. The idea is that given Gt and the ordered list νt−k:t
one can easily determine the graph that is obtained after removing k + 1 vertices; so
one can sample the vertices.
A clear point, not mentioned by [87], is that the conditionally optimal importance
sampling proposal is
qθ(νt−k|νt−k+1:t) ∝ IVk(νt−k)ωθ(δk(Gt, νt−k+1:t), νt−k) (3.3.1)
although, the authors use this proposal in their simulations. In principle, the best
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choice of the proposal density is a density proportional to the target density, so that
the variance of the IS estimate is 0, as a result, the convergence rate is maximized.
Whilst the parameter θ in the target density is unknown, it’s intuitive to choose the
conditional proposal density in Equation 3.3.1 as the optimal proposal density. This
idea motivates the IS simulation scheme in Algorithm 3.2.
Algorithm 3.2 IS algorithm
(1) Let Git = Gt.
(2) For k = 0, · · · , t− t0 − 1, sample νit−k from qθ0(νt−k|νit−k+1:t),.






















Consider the importance sampling estimation, for (θ, θ0) ∈ Θ2 fixed and νit0+1:t











where we omit the superscript i from Vk (recall it depends upon νt−k+1:t). [87] points
out that the driving value influences the accuracy of the simulated likelihood. A
driving value close to the true value is likely to provide faster convergence to the
true likelihood than a driving value far from the true value. On the other hand, it
is well-known that in a wide variety of real applications the relative variance of this
estimator is O(κt−t0) with κ > 1 (see [16] or [86]), therefore the convergence rate of
the IS estimate will be slow, so that N should be large in order to obtain satisfactory




−1)2], where the expectation
is w.r.t.
∏t−t0−1
k=0 qθ0(νt−k|νt−k+1:t). We also remark that SMC methods with resampling
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techniques are very useful when solving this problem in some important scenarios [16].
3.3.2 Sequential Monte Carlo
In the previous IS method, we mentioned that the exponential order of relative
variance is undesirable, and we remarked that a potential way to deal with this issue




then, consider the following SMC algorithm:
Algorithm 3.3 SMC algorithm
(1) For i ∈ {1, . . . , N} sample νit from qθ0(·) and calculate w0(νit). Set k = 0.






t−k:t) and resample the par-
ticles; denote them (ν˜it−k:t)1≤i≤N . Set k = k + 1; if k = t− t0 stop.





t−k+1:t). Denote the particles (ν
i
t−k:t)1≤i≤N and return to 2.














which is unbiased for any fixed N ([22]). Then we have the following proposition,
whose proof is given in the Appendix A.1. The notations and assumptions are also
fully described in the appendix. The expectation below, is w.r.t. the process associated
to SMC algorithm just described.
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Proposition 3.3.1. Assume (A2). Then if N > ξ(t− t0)
∑t−t0−1











where LNθ (Gt) is as (3.3.2).
Remark 3.3.1. The constants ξ(t−t0), ξk(t−t0) depend upon the number of removable
nodes. In the case that q(·|νt−k+1:t) is uniform on the number of removable nodes, one
can show that ξk(t − t0) = t − t0 − k and that ξ(t − t0) ≤ t − t0; so if N > (t − t0)3,
then the relative variance of the likelihood estimate grows at most as (t − t0)3. This
is opposed to the exponential order for IS. In general, one does not expect the relative
variance to grow linearly, as is the case for many other models; we explain this below.
One suspects that when resampling at every time step (Algorithm 3.3 step (2)), at
given time k reasonably large (relative to t − t0) the nodes that have been removed
at the start (i.e. say νt−s:t, for some s) are almost the same for each particle; this is
because one never changes these values and so the well-known path-degeneracy [30]
effect takes hold; hence the relative variance potentially increases more quickly than
linearly in t − t0. However, one expects as the algorithm evolves on a finite state-
space (we return to this below) the variance of the wk are finite. In this scenario, the
adaptive resampling approach (e.g. [24]) could help, i.e., we perform the dynamical
resampling scheme at step (2) in the above algorithm. That is, we resample only
when the variance of the unnormalized weights is superior to a pre-specified threshold.
Typically the variance of the weights is often assessed by using the effective sample size
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criterion, and the effective sample size (ESS) as defined earlier. So the dynamically
resampling scheme resamples only when the value of ESS is below NT , here we set
NT = N/2, the algorithm is given in Algorithm 3.4.
Algorithm 3.4 SMC algorithm with dynamically resampling
(1) For i ∈ {1, . . . , N} sample νit from qθ0(·). Calculate w0(νit) and normalize the






t). Set k = 0.





2)−1. If ESS < NT , resample the particles and set
w¯ik = 1/N , denote them (ν˜
i
t−k:t)1≤i≤N . Set k = k + 1; if k = t− t0 stop.
















Denote the particles (νit−k:t)1≤i≤N and return to 2.















where k0 = 1, kj is the jth time index at which we resample for j > 1. The number of
resampling steps between 1 and n− 1 is denoted rn−1 and we set krn−1+1 = n. As one
expects the algorithm with dynamic resampling to perform better than resampling
at each time-point; the relative variance of this estimate should not be worse than
O((t− t0)3) as discussed above.
The ESS in the above algorithm is simply an indication of the performance of
the algorithm and is not a fool-proof measure. For example, all of the samples may
be in equally bad parts of the state-space, leading to an ESS which is very high,
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but here the algorithm is not performing well. This issue will also manifest itself in
the context of network models, because, initially and close to reaching the irreducible
network, many samples could be similar. As an additional performance indicator, we
consider the number of unique particles, which can help to determine how well the
SMC algorithm is performing.












The algorithm may not perform well if there is a significant discrepancy between these
two probabilities. In practice one does not expect this to be the case, but this issue
could be dealt with by the approach in [29].
3.3.3 Discrete Particle Filter
As mentioned, the simulation (either IS or SMC) will evolve on a finite state-space,
the number of unique particles strictly depends on the number of particles (N). For
60
3.3 Likelihood Estimation
example, in the SMC algorithm, at every iteration k, 1 ≤ k ≤ t − t0 − 1, the SMC
algorithm only has at most N different particles, somehow if t − t0 + 1 is large, at
the end, these N particles may not represent the target density well enough. This
situation is similar or even worse in the IS algorithm. In this scenario, one can use
the discrete particle filter (DPF) [32] modified to the current situation. The DPF
algorithm will involve every possible new point in the state space at every iteration,
then choose N (if the number of particles associated to the size of the state space is
larger than N) particles depending on the weights of those particles. Both the IS and
SMC methods rely on a stochastic proposal mechanism to explore the space, whilst the
DPF performs all its exploration deterministically. Furthermore, it is already known
that in some situations, the DPF algorithm outperforms the IS and SMC algorithms.
The DPF algorithm is described in Algorithm 3.5.
Algorithm 3.5 DPF algorithm








(2) At times 1 ≤ k ≤ t− t0 − 1
(a) If Card(Sk−1) ≤ N , set S ′k−1 = Sk−1, Ck−1 =∞ and go to (b). Otherwise,
perform the resampling step described below, which returns S ′k−1 and
Ck−1.
(b) Set Sk = {νt−k:t : νt−k+1:t ∈ S ′k−1, νt−k ∈ Vk}











This algorithm differs slightly from the standard DPF in that the support for a
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Algorithm 3.6 Resampling procedure in Algorithm 3.5
• Set Ck−1 to be the unique solution of∑
νt−k+1:t∈Sk−1
1 ∧ Ck−1w¯k−1(νt−k+1:t) = N.
• Keep the Lk−1, νt−k+1:t whose weights are greater than 1/Ck−1. For the re-
maining Card(Sk−1)−Lk−1 particles perform the following stratified resampling
scheme.
• Normalize the weights w¯k−1(νt−k+1:t) of the remaining Card(Sk−1) − Lk−1
and label them to obtain the normalized weights wˆk−1(νit−k+1:t), i ∈
{1, . . . ,Card(Sk−1)− Lk−1}.






t−k+1:t), Qk−1(0) := 0.
• Sample U1 uniformly on [0, 1/(N−Lk−1)] and set Uj = U1 +(j−1)/(N−Lk−1),
j ∈ {2, . . . , N − Lk−1}
• For i ∈ {1, . . . ,Card(Sk−1)−Lk−1}, if there exist a j ∈ {1, . . . , N −Lk−1} such
that Qk−1(i− 1) < Uj ≤ Qk−1(i), then νit−k+1:t and ω¯it−k+1:t survive.• Set S ′k−1 to be the set of surviving particles from the resampling and the Lk−1
samples that were maintained.
given particle may be different than another. One can show, using the same reasoning







is unbiased. In general, for a large network, this algorithm may be very expensive
to implement initially. However, it can be used, once the network is sufficiently small
(e.g. half way through an SMC algorithm). The algorithm has been shown to be rather
efficient relative to other methods in the context of switching state-space models. One
expects this method to work rather well for moderate size networks.
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3.4 Simulation Results: Likelihood Estimation
In this section, we will investigate the above methods, and we are inter-
ested in finding the most suitable method for network models. With regard to
the data, since the true likelihood is only computable when the size of the net-
work is small, for our purpose, we use the network model in Fig.1 in [87] as
shown in Figure 3.4.1. It is an example of a graph generated with parame-
ter θ? = (1, 0.66, 0.33, 0) under the DA model. It has 10 nodes where most
nodes are removable, at the end, this graph can be reduced to a single node.
Figure 3.4.1 A 10 nodes network generated with
parameter θ? = (1, 0.66, 0.33, 0) under the DA
model.
We will apply the above methods
to estimate the likelihood at a
given parameter θ and can com-
pare estimates with the exact
likelihood. We have five subsec-
tions in this part, Sections 3.4.1-
3.4.3 simply display results of
the IS method, the SMC method
and the DPF method respec-
tively; Section 3.4.4 deals with
the relative variance between the
exact likelihood and each of estimates obtained by the above three methods; then Sec-
tion 3.4.5 compares the results of IS, SMC and DPF method obtained in approximately
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the same computing time.
3.4.1 IS
We apply the IS method of Section 3.3.1 to our network model. Here and in the
following subsections, we fix the other three parameters in θ = (pi, p, q, r) except p
to the true values, i.e., pi = 1, q = 0.33, r = 0, and p ∈ {0.05, 0.15, . . . , 0.85}. We
set the driving value θ0 = (1, 0.66, 0.33, 0) (excluding in Section 3.4.5), which equals
to the exact value θ?, to potentially maximize the convergence rate according to the
conclusions in [87]. Then we estimate the likelihood under these different nine θ to
obtain the estimated likelihood curve with respect to parameter p. We run the IS
method M = 30 times with N ∈ {1000, 10000}, then use the average as the estimate,
and construct a confidence interval (x¯ − 2s, x¯ + 2s) for these M estimates. In order
to illustrate the relative variance issue of the IS method, we can calculate the value
of ESS at the end of a single run for each parameter p ∈ {0.05, 0.15, . . . , 0.85} with
N ∈ {100, 1000, 10000}. Simulation results are given in Figure 3.4.2.
In Figure 3.4.2, plots (a) and (b) display the similarity of these two estimated
curves of the IS method with N ∈ {1000, 10000} (blue solid line with stars in each
plot): they both approximate the true likelihood curve well, but not exactly. There are
two main differences between these two estimated curves, one is the accuracy; it seems
that the estimated likelihood curve when N = 10000 is closer to the true likelihood
than the estimated likelihood curve when N = 1000; the other one is the variance,
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(a) M = 30, N = 1000.



















(b) M = 30, N = 10000.



















(c) Plots of ESS at the end of a single run for each p: M = 1, N ∈ {100, 1000, 10000}.

























Figure 3.4.2 Simulation results of IS algorithm: figures (a) and (b) are plots of
estimated likelihood curve of 30 runs under N = 1000 and N = 10000 respectively,
the red solid line with stars is the true likelihood the blue solid line with stars is the
mean of M = 30 estimates, and the other two blue dashed lines are x¯− 2s and x¯+ 2s
respectively; figure (c) are plots of ESS at the end of a single run for each p under
N = 100, N = 1000 and N = 10000 (from upper to bottom).
the confidence interval when N = 10000 is narrower than the confidence interval when
N = 1000. From the theory of the method, one expects this to be true. Plot (c) shows
that for all of these three situations, the values of the ESS are quite low. As a result,
the variance of the unnormalized weights is quite large. In the following subsection,
we will adopt the SMC method to deal with this problem.
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3.4.2 SMC
In the previous IS method, we found the variance of the weights is large, so here the
SMC method with dynamical resampling is adopted to deal with this problem. At the
same time, we also consider the SMC method with the resampling procedure at every
time to show the effect of dynamical resampling. Similarly to the previous subsection,
we set pi = 1, q = 0.33, r = 0, and let p ∈ {0.05, 0.15, . . . , 0.85}. In order to keep
consistency and potentially maximize the convergence rate, we also set the driving
value θ0 equal to the true value θ
? = (1, 0.66, 0.33, 0). After some experiments, we
find that the stratified resampling scheme [27] outperforms other resampling schemes,
for example, multinomial resampling scheme. Hence we use the stratified resampling
scheme in our SMC algorithm. Then we consider performing stratified resampling
dynamically and at every time respectively. For these two resampling schemes, we
run the SMC method M = 30 times with N ∈ {1000, 10000}, and also construct a
confidence interval (x¯− 2s, x¯ + 2s) by using these M = 30 estimates. Results for the
dynamical resampling SMC method are shown in Figure 3.4.3, results for the every
time resampling SMC method are shown in Figure 3.4.4.
From plots (a) and (b) in Figures 3.4.3 and 3.4.4, similarly to the previous IS
subsection, under either of these two SMC methods, the estimates when N = 10000
provide better results than the estimates when N = 1000, i.e., closer to the true
likelihood curve and narrower confidence interval under N = 10000. We now compare
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(a) M = 30, N = 1000.



















(b) M = 30, N = 10000.



















Figure 3.4.3 Simulation results of the every time resampling SMC algorithm: figures
(a) and (b) are plots of estimated likelihood curve of M = 30 runs under N = 1000
and N = 10000 respectively, the red solid line with stars is the true likelihood the blue
solid line with stars is the mean of M = 30 estimates, and the other two blue dashed
lines are x¯− 2s and x¯+ 2s respectively.
the two pairs of figures, plots (a) and plots (b), since we want to see which resampling
scheme is better, dynamical resampling or every time resampling. For the first pair,
both with N = 1000, it is clear that the estimated likelihood curve under the dynamical
resampling SMC is closer to the true likelihood curve, and the confidence interval is
narrower; this trend reoccurs when N = 10000. Hence we can conclude that the
dynamical resampling SMC method is better than the every time resampling SMC
method in this example. Essentially, for the dynamical resampling SMC method, one
expects the path degeneracy effect to be less prevalent (although we note that the
network itself is very small).
Furthermore, we also mentioned that the SMC method may suffer from the path
degeneracy effect, so we consider the number of unique particles (UN) at each time
under the dynamical resampling SMC method. On the other hand, we also want to
know the value of ESS at every time under the dynamical resampling SMC method, to
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(a) M = 30, N = 1000.



















(b) M = 30, N = 10000.



















(c) Plots of ESS and UN at every time: M = 30, N ∈ {100, 1000, 10000}, θ =
(1, 0.55, 0.33, 0) and θ0 = (1, 0.66, 0.33, 0).



























Figure 3.4.4 Simulation results of the dynamical resampling SMC algorithm: figures
(a) and (b) are plots of estimated likelihood curve of M = 30 runs under N = 1000 and
N = 10000 respectively, the red solid line with stars is the true likelihood the blue solid
line with stars is the mean of M = 30 estimates, and the other two blue dashed lines
are x¯−2s and x¯+2s respectively; figure (c) are plots of the average of M = 30 runs of
ESS and UN at every time with θ = (1, 0.55, 0.33, 0) and θ0 = θ
? = (1, 0.66, 0.33, 0),
under N = 100, N = 1000 and N = 10000 (from upper to bottom).
see how the SMC method performs with regard to the weight degeneracy problem. In
addition, we are interested in the number of removable nodes (RN) at every time. For
our example, we choose θ = (1, 0.55, 0.33, 0) arbitrarily, set θ0 = θ
? = (1, 0.66, 0.33, 0),
then we can obtain the ESS, UN and RN at every time of M = 30 runs with
N ∈ {100, 1000, 10000}, then we take the average as our results. These results are
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displayed in plot (c) of Figure 3.4.4 and Table 3.4.1 respectively.
Now for plot (c) of Figure 3.4.4, firstly, for the results of UN , with N ∈
{100, 1000, 10000}, the value of UN tends to approach the sample size at the last
time. This means that SMC method works very well in this example, there is no path
degeneracy, so that the results of SMC are reliable. Whilst at the first few times, the
value of UN is quite low since we have to choose 100, or 1000, or 10000 at one time
from 10, or 9, or even small number of nodes. Secondly, for the results of the ESS,
almost at every time, the ESS is above the resampling threshold, i.e., 50 for 100, 500
for 1000, and 5000 for 10000. This shows that the stratified dynamical resampling
SMC can help to deal with the variance of the weights, which was evident in the IS
example. This also means that the stratified dynamical resampling SMC can help to
deal with the relative variance, and it will be verified in Section 3.4.4. Above all, the
results shown in this figure are quite satisfactory.
Time Total nodes RN(N = 100) RN(N = 1000) RN(N = 10000)
1 10 9.0000 9.0000 9.0000
2 9 8.0000 8.0000 8.0000
3 8 7.0000 7.0000 7.0000
4 7 6.0000 6.0000 6.0000
5 6 5.0333 5.0000 5.0667
6 5 4.4333 4.3000 4.1667
7 4 3.7667 3.6000 3.6667
8 3 2.7667 2.8000 2.5333
9 2 2.0000 2.0000 2.0000
Table 3.4.1 The number of removable nodes (RN) at every time under the dynam-
ical resampling SMC algorithm: these results are the average of M = 30 runs, with
θ = (1, 0.55, 0.33, 0), θ0 = θ
? = (1, 0.66, 0.33, 0) and N ∈ {100, 1000, 10000}.
To further support our conclusion, we consider Table 3.4.1 which displays the
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number of removable nodes (RN) at every time under the dynamical resampling SMC
algorithm. The results when N ∈ {100, 1000, 10000} are quite similar, at the first four
times, the number of removable nodes is equal to the number of total nodes minus
1, whilst from the fifth time, the number of removable nodes tends to approach the
number of total nodes. This result means that from the fifth time, in a few paths, all
of nodes are become removable, and these type of paths increase over time.
3.4.3 DPF
We begin by noting that the DPF method does not need a proposal density, whilst
in the previous IS and SMC sections, the proposal density is needed and represented
by the driving value θ0, and we set it equal to the true value to potentially maxi-
mize the convergence rate. For a fair comparison, in the latter Section 3.4.5, we will
give simulation results of IS and SMC with dynamical resampling stratified under the
condition that θ0 = θ. We explain this point in details later.
In this subsection, we only need to set pi = 1, q = 0.33, r = 0, and
p ∈ {0.05, 0.15, . . . , 0.85}. Then we run the DPF algorithm M = 30 times with
N = 100, 1000 and 10000 respectively to obtain the estimated likelihood curve and the
confidence interval (x¯− 2s, x¯+ 2s). Results are shown in Figure 3.4.5.
From the three plots in Figure 3.4.5, there are differences amongst these three es-
timates due to the choice of N , which is reasonable. As N gets larger, the estimated
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(a) N = 100



















(b) N = 1000



















(c) N = 10000



















Figure 3.4.5 Simulation results of DPF algorithm: figures (a)-(c) are plots of es-
timated likelihood curve of 30 runs under N = 100, 1000, 10000 respectively, the red
solid line with stars is the true likelihood the blue solid (or dashed) line with stars is
the mean of 30 estimates, and the other two blue (or green) dashed lines are x¯ − 2s
and x¯+ 2s respectively.
likelihood curve tends to be closer to the true likelihood and the confidence interval
becomes narrower. While the accuracy of the estimate is quite satisfactory, the esti-
mated likelihood curve when N = 1000 is almost the same as the true likelihood curve,
and the confidence interval is very narrow, it means that for each parameter θ, the
variance of these M = 30 estimates is very small. For N = 10000, the performance is
again improved.
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3.4.4 Relative Variance
In this subsection, we consider the relative variances of the IS, the dynamical
resampling SMC and the DPF estimates. We will focus on comparing relative variances
as the size of the network changes. We use the DA model to generate different sizes of
network models, from size 5 up to size 13. Then for each network model, we use the







set M = 30 and use 1000 particles with θ = (1, 0.55, 0.33, 0), θ0 = θ
? = (1, 0.66, 0.33, 0)
to obtain estimations. Note that we can obtain the exact likelihood. Results are
displayed in Table 3.4.2.
SIZE IS STRA DPF
5 0.0003 0.0002 0.0000
6 0.0027 0.0030 0.0000
7 0.0043 0.0064 0.0000
8 0.0158 0.0142 0.0000
9 0.0149 0.0136 0.0010
10 0.0419 0.0128 0.0036
11 0.1512 0.0364 0.0084
12 0.5659 0.1115 0.0079
13 1.4224 0.3022 0.0657
Table 3.4.2 Relative variance of the estimates of the above three methods w.r.t the
exact likelihood: here are results refer to the size of network from 5 up to 13, with
θ = (1, 0.55, 0.33, 0), θ0 = θ
? = (1, 0.66, 0.33, 0) and N = 1000.
From this table, basically, for all of these three methods, as the size of network
model grows, the relative variance between the estimated likelihood and the true like-
lihood goes larger; this is unsurprising as this is to be expected. Amongst these three
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methods, the DPF method has the smallest value of the relative variance and is sig-
nificantly more so. This tells us that the DPF algorithm provides us more accurate
and reproducible estimators, at least for these examples. As for the other two meth-
ods, for the size of network model below 10, there are tiny differences, for the size of
network model beyond 10, the dynamical resampling SMC gives better results than
the IS method. This latter result is consistent with the remarks in Section 3.3.1 and
Section 3.3.2 and also the results in Section 3.4.1 and Section 3.4.2.
3.4.5 CPU Time
Here we are mainly interested in comparing results of IS, the dynamical resam-
pling SMC and DPF obtained in approximately the same computation time. As we
mentioned in the previous subsection that the DPF method does not use a driving
value θ0, i.e., we don’t need to consider the choice of the proposal distribution. In
order to obtain fair results of the IS and the dynamical resampling SMC methods, in
comparison with results of the DPF method, we will consider the results of IS and
SMC method under the condition that θ0 = θ. In our simulation, for parameter θ,
we set pi = 1, q = 0.33, r = 0, and p ∈ {0.05, 0.15, · · · , 0.85} in all of these three
algorithms; for the driving value θ0 in the IS and the SMC methods, we set θ0 = θ
for each θ belongs to the above set. For example, when computing the likelihood with
parameter θ = (1, 0.05, 0.55, 0), the driving used in IS or the SMC algorithms will be
θ0 = (1, 0.05, 0.55, 0).
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After a few experiments, we find that when we set N = 1000 for both the IS
and DPF algorithms, and set N = 550 for the dynamical resampling SMC algorithm,
then run 30 times for all of them, the rum times are 1274.67 seconds (IS), 1289.31
seconds(SMC) and 1272.13 seconds (DPF), which are almost the same. The estimated
likelihood curves and confidence intervals are displayed in Figure 3.4.6.





























Figure 3.4.6 Plot of CPU time comparison: these are results of M = 30 runs under
the IS, dynamical resampling SMC and DPF algorithms. N = 1000 for IS and DPF
algorithms; N = 550 for dynamical resampling SMC algorithm. The blue solid line
with stars is the true likelihood, the purple, red and light blue solid lines with dots
are the mean of M = 30 SMC, IS and DPF estimates respectively, and the other two
purple dashed lines, two red dashed lines and two light blue dashed lines are x¯ − 2s
and x¯+ 2s of SMC, IS and DPF estimates respectively.
Under the condition that these estimates are obtained in almost the same compu-
tation time, there are two aspects we can see from Figure 3.4.6. Firstly, with regards
to the estimated likelihood curves, the estimated likelihood curve obtained by the DPF
method is closest to the true likelihood curve, and the estimated likelihood curve under
the dynamical resampling SMC method seems to a little closer to the true likelihood
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curve than the estimated likelihood curve under the IS method. Secondly, the con-
fidence interval under the DPF method is the narrowest, and the confidence interval
under the dynamical resampling SMC method is also a little narrower than the confi-
dence interval for the IS method. Thus, we can conclude that for the given computation
time and this specific example, the DPF method can provide us the best estimator,
and the dynamical resampling SMC method is the second, then the IS method is the
last.
3.5 Parameter Estimation
In the previous sections, we considered approximating the likelihood of a given
network model and a given parameter θ, whilst here we consider performing Bayesian
parameter estimation. After we place a prior density on parameter θ, we seek to
sample from the posterior density of θ given the observed network, i.e. q(θ|Gt). For our
example, the parameter in the network model is θ = (pi, p, q, r), with each component
is in [0, 1]. Similarly to the previous sections, we consider p be the only unknown
parameter and the other three parameters be fixed, i.e., the posterior is q(p|Gt). Let
h(p) be the prior density, of which we assume p ∼ U [0, 1]. Then the posterior density
is q(p|Gt) ∝ Lp(Gt)h(p). For some state space models (SSM) or the hidden Markov
model, the Particle marginal Metropolis-Hastings (PMMH) sampler method in [1]
presents a way to sample from p(θ, x1:T |y1:T ). Here we will apply this method to
sample from q(p|Gt).
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3.5.1 Particle Markov Chain Monte Carlo
We will consider MH algorithm where if we set f(p?|p) as the proposal density for






Since it is difficult to obtain the value of Lp(Gt) when the size of Gt is not small, we
follow the basic idea of the PMMH algorithm in [1] to propose a particle approximation
to the above MH update. Namely, we use the SMC approximation of Lp(Gt) in the
PMMH update instead of Lp(Gt) in the MH update. It is known that under some
conditions, the usual MCMC algorithm will generate samples from the target density.
Since the SMC estimate of the likelihood in the PMMH update is unbiased, by using
the SMC method in the proposal mechanism of the MCMC algorithm, one can obtain
samples from q(p|Gt) based on the above property. The proof of the above conjecture
is given in theorem 9 of [2] and we will mention this property later.
As to the proposal density, we consider a reparameterized random walk in the
following way, assume p is the current parameter, then the new parameter p? satisfies,
log(p?/(1− p?)) = log(p/(1− p)) + σZ
where σ is the proposal standard deviation and Z is an independent N(0, 1) random
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variable. Under the above set-up, given Gt, the PMMH algorithm is shown in Algo-
rithm 3.7.
Algorithm 3.7 PMCMC algorithm
(1) initialization, i = 0,
(a) set p(0) arbitrarily.
(b) run the dynamical stratified resampling SMC algorithm in Section 3.3.2
to obtain the likelihood estimate, denoted by LNp(0)(Gt).
(2) for iteration i ≥ 1,
(a) sample p? from f(·|p(i− 1)).
(b) run the dynamical stratified resampling SMC algorithm in Section 3.3.2









set p(i) = p?; otherwise set p(i) = p(i− 1).
Algorithm 3.7 can be called the SMC version of PMCMC algorithm. It is also
possible to consider an alternative particle approximation for the MH update: we can
use the DPF instead of the SMC approximation of Lp(Gt). The PMMH algorithm
is basically the same, expect for part (b) in steps 1 and 2, the likelihood estimate is
obtained by using the DPF algorithm in Section 3.3.3. Then this is the DPF version
of the PMMH algorithm, here we regard it as a special case of PMCMC algorithm and
call it the DPF version of PMCMC algorithm.
By using the same arguments of Theorem 4 in [1] and Proposition 1 in [85], we can
conclude that the above two versions of PMMH update leaves q(p|Gt) invariant and
under weak assumptions the PMMH sampler is ergodic.
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3.6 Simulation Results: Parameter Estimation
In order to test the above two PMCMC algorithms, we will compare samples drawn
exactly from the posterior density with those samples generated by the PMCMC al-
gorithms. The likelihood is computable when the size of the network model is small,
so we consider a small size network model so that we can use an marginal MCMC
algorithm to draw samples from the posterior density q(p|Gt). In addition, we can use
the rejection sampling method to draw i.i.d. samples from the posterior density. The
marginal MCMC is the best that the PMCMC can do. In turn, the i.i.d. samples from
the rejection sampling provide the benchmark for our marginal MCMC techniques;
our samples from marginal MCMC should provide densities which are similar to those
i.i.d. samples.
Additionally, we need to consider the convergence of the generated Markov Chains.
Here we will follow diagnostic methods in [12], which consider the potential scale re-
duction factor (PSRF), the mixture-of-sequence variance (V) and the within-sequence
variance (W). The approach indicates that if the PSRF is close to 1 and V is almost
equal to W, we can conclude that convergence is attained. This can be observed and
presented visually based on the Graphical Approach in Part 2 of [12]. We can also
obtain the estimated effective number of samples (NEFF) which is a quantity that
estimates the number of independent samples obtained from the target density. Then
we can set the effective number of samples depending on the above three factors.
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3.6.1 Process of drawing samples
We generate a network with 8 nodes and p = 0.66. Then one can use the marginal
MCMC method with the MH ratio given in Equation 3.5.1 to obtain samples from
the posterior density. Here we perform 10000 iterations in each of 9 Markov Chains
with 9 different starting values, {0.1, 0.2, . . . , 0.9}, then we select every fifth sample
to constitute 2000 samples in each chain. This process is repeated for both the SMC
version and the DPF version of PMCMC algorithm, with N = 100 in each version when
approximating the likelihood, to get 2000 samples in each of 9 chains respectively.
Figure 3.6.1 contains diagnostic plots associated to the convergence of the above
three types of Markov Chains. For the marginal MCMC samples, plots (a) and (b)
tell us that the convergence condition is attained around iteration 1200; for the SMC
version of PMCMC samples, from plots (c) and (d), we can see that the convergence
condition is attained around iteration 800; for the DPF version of PMCMC samples,
plots (e) and (f) show that the convergence condition is attained around iteration 1200.
Also, the values of NEFF for the above three types of samples are 18000, 6513.8 and
7436 respectively. Using these results and the diagnostic methods in [12], we get that
the appropriate effective samples are the last 800, 700 and 800 in each chain. Above
all, for the purpose of comparison, we choose the last 700 samples in each of 9 chains,
all together are 6300 samples generated by each of the three methods.
Also, we will use the rejection sampling method to draw i.i.d. samples from
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(a) MCMC samples.




























(c) SMC version of PMCMC samples.











(d) SMC version of PMCMC samples.

















(e) DPF version of PMCMC samples.










(f) DPF version of PMCMC samples.















Figure 3.6.1 Figures for Convergence diagnostic: the LHS are PSRF plots; the
RHS are variance estimation plots. For marginal MCMC samples, plots (a) and (b)
suggest that convergence is obtained around iteration 1200 for each Markov Chain; for
the SMC version of PMCMC samples, plots (c) and (d) suggest that convergence is
obtained around iteration 800 for each Markov Chain; for the DPF version of PMCMC
samples, plots (e) and (f) suggest that convergence is obtained around iteration 1000
for each Markov Chain.
q(p|Gt) ∝ Lp(Gt). The details of the rejection sampling algorithm are given in Al-
gorithm A.1 of Appendix A.2. We repeated the rejection sampling algorithm until we
get a desired number of samples. In this thesis, we will generate 6,300 samples.
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3.6.2 Analysis of samples
After the above sampling process, we have four types of samples, the marginal
MCMC samples and the i.i.d samples are drawn from the exact posterior density, the
other two types of samples are obtained by the SMC version and the DPF version
of PMCMC algorithms, with 57188.26 and 46755.27 seconds of computation time
respectively. We will now compare our results.
Figure 3.6.2 has two kinds of plots, one is the trace plot, the other one is an auto-
correlation plot; they help to represent the mixing of the Markov Chains. Here given a
sequence of variables p1, p2, . . . , pn, with pi represent the value of the sampling process




From this figure, we see that the marginal MCMC, the SMC and the DPF versions
of PMCMC algorithms all generate good mixing samples, so these samples can really
show the properties of the distributions they are drawn from.
Figure 3.6.3 contains histograms with fitted density lines of those four types of
samples. Compared with the fitted density line of i.i.d samples in plot (d), the fitted
density lines of the other three types of Markov Chain samples are almost the same.
This means that the marginal MCMC results are very close to the i.i.d samples; and
the SMC and the DPF versions of PMCMC have nice representations of the marginal
MCMC.
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(a) MCMC samples.
























(c) SMC version of PMCMC samples.












(d) SMC version of PMCMC samples.











(e) DPF version of PMCMC samples.












(f) the DPF version of PMCMC samples.











Figure 3.6.2 Figures for data analysis: the LHS are trace plots; the RHS are auto-
correlation plots. Figures (a)-(f) show that the marginal MCMC, the SMC and the
DPF versions of PMCMC algorithms all generate good mixing samples.
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(a) MCMC samples.
















(b) SMC version of PMCMC samples.
















(c) DPF version of PMCMC samples.

































Figure 3.6.3 Figures of the fitted density: figures (a)-(d) show that all MCMC
results are very close to the i.i.d samples; and the SMC and the DPF versions of
PMCMC have nice representations of the marginal MCMC.
3.7 Large Data Analysis: Likelihood and Parame-
ter Estimation
Here we consider the application of the above methods for large sized data. We
apply these methods to a network with 100 nodes, denoted by G100, which is generated
by the DA model with parameter θ?100 = (1, 0.66, 0.33, 0).
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3.7.1 Likelihood Approximation
Similarly to our previous work, we now apply the IS method, the SMC method
and the DPF method to approximate the likelihood of the network G100. Here we also
set the driving value θ0 = θ
?
100 = (1, 0.66, 0.33, 0) in the IS and SMC algorithms.

















Figure 3.7.1 Estimated log-likelihood curve of a single IS run under N ∈
{100, 1000}.
Firstly, for the IS method, the results are displayed in Figure 3.7.1 and Table 3.7.2.
From Figure 3.7.1, we see that for some parameters p, the corresponding log-likelihood






















Figure 3.7.2 ESS of the IS method at the end of a single run for each p under
N ∈ {100, 1000}.
84
3.7 Large Data Analysis: Likelihood and Parameter Estimation
of other parameters. We failed to construct the estimated likelihood interval for this
method, maybe because the relative variance issue in this example is too prevalent.
On the other hand, the results shown in Table 3.7.2 tell us that the values of ESS are
quite low; for some parameters, they are even too small to be stored or calculated by
computers such that they are displayed as NaN. This means that the variance of the
weights for the IS method is quite large.
(a) Log-likelihood: M = 10 andN = 100 .


















(b) Log-likelihood: M = 10 and N = 1000.


















(c) ESS and UN: θ = (1, 0.55, 0.33, 0), θ0 = θ
?
100 = (1, 0.66, 0.33, 0), M = 1 and N ∈
{100, 1000}.



















Figure 3.7.3 Simulation results for the SMC method. Plots (a) and (b) are the
estimated log-likelihood curve of M = 10 SMC runs under N = 100 and N = 1000
respectively; plot (c) is the ESS and UN values for a single SMC run at every time
with θ = (1, 0.55, 0.33, 0), θ0 = θ
?
100 = (1, 0.66, 0.33, 0) and N ∈ {100, 1000}.
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Secondly, Figure 3.7.3 displays the results for the SMC method. The results shown
in plots (a) and (b) are for likelihood approximation, it can be seen that the estimated
log-likelihood interval are quite narrow when N = 100 and N = 1000. Compared
with results in Figure 3.7.1, there are no unknown values and the curves are more
smooth, which means the SMC method is more appropriate here than the IS method
to approximate the likelihood of graph G. Plot (c) contains values of the ESS and UN
for a single SMC run at every time. We obtain that for both N = 100 and N = 1000
the results are quite satisfactory, the ESS is not low and the UN are large. Based on
the results obtained from plot (c), it can be concluded that the SMC method can deal
with the relative variance problem, which is evident in the IS method, and there is no
path degeneracy effect for the SMC method here.
(a) Log-likelihood: M = 10 and N = 100.


















(b) UN: θ = (1, 0.55, 0.33, 0), M = 1 and N = 100.








Figure 3.7.4 Simulation results for the DPF method. Plot (a) is the estimated log-
likelihood curve of M = 10 DPF runs under N = 100. Plot(b) is the UN value of a
single DPF run under N = 100 with θ = (1, 0.55, 0.33, 0)
Lastly, the result of the DPF method when N = 100 is given in Figure 3.7.4. The
estimated log-likelihood curve in plot (a) is similar to the SMC method, which is quite
satisfactory. Furthermore, we obtained the value of UN at every step after resampling
for a single DPF run, the result is shown in plot (b). We see that except at the first
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step, UN is equal to 63, all the other values of UN are 100.
Now we can compare the computation time of obtaining the above results. For
the IS method (Figure 3.7.1), it cost 3578.41 and 40374.96 seconds for N = 100 and
N = 1000 respectively. For the SMC method (Plots (a) and (b) in Figure 3.7.3), it
cost the 31932.43 and 347146.19 seconds when N = 100 and N = 10000 respectively.
For the DPF method (Plot (a) in Figure 3.7.4), it cost 414233.84 seconds.
To conclude, we see that both the SMC and the DPF methods give desirable and
similar results, for comparison, the results for the DPF method when N = 100 is
superior than the SMC method when N = 100 but inferior than the SMC method
when N = 1000. However, the computation time for the DPF method when N = 100
(414233.84) is even greater than the computation time for the SMC method when
N = 1000 (347146.19). This fact leads to the conclusion that the SMC method is
better than the DPF method for this example.
3.7.2 Parameter Estimation
In this subsection, we consider the application of the PMCMC algorithms on large
sized data. We generate a new network G80 with the parameter θ
?
80 = (1, 0.66, 0.33, 0)
which has 80 nodes. Then we apply the SMC version of PMCMC algorithm to network
G80 following similar procedure to Section 3.6. We only perform 2000 iterations in each
of 9 Markov Chains with 9 different starting values, {0.1, 0.2, . . . , 0.9}, then we select
87
Chapter 3. Network Models
every fifth sample to constitute 400 samples in each chain. When performing the SMC
method to approximate the likelihood, we set N = 100.
We consider a new version of PMCMC algorithm. When approximating the likeli-
hood for this 80 nodes network G80, for the first 60 recursive process, we use the SMC
algorithm with N = 100 to estimate the likelihood. At the end of this procedure, we
will obtain a estimate for the first 60 recursive of the likelihood and 100 networks which
have 20 nodes each. Now we can apply the DPF algorithm with N = 100 to these
100 networks and use the average of these 100 likelihood estimates as our estimate for
the last 20 recursive of the likelihood of graph G80. The estimate of the likelihood
of the graph G80 is the product of the above two estimates. Eventually, we use this
version of likelihood estimate in the PMCMC algorithm, and call it the combination
of SMC and DPF version of PMCMC algorithm. Since the computation time of the
DPF algorithm was quite large, here we perform 500 iterations in each of 9 Markov
Chains with 9 different starting values, {0.1, 0.2, . . . , 0.9}, then we select every fifth
sample to constitute 900 samples in each chain.
Figure 3.7.5 contains diagnostic plots associated to the convergence of the above
Markov chains. For the SMC version of PMCMC algorithm, plots (a) and (b) indicate
that the convergence condition is attained around iteration 100. Also, we can obtain
that the value of NEFF is 652.1750. Thus the appropriate effective samples are the
last 70 samples in each chain, all together there are 630 samples. For the combination
of SMC and DPF version of PMCMC algorithm, plots (c) and (d) indicate that the
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(a) SMC version of PMCMC samples.











(b) SMC version of PMCMC samples.















(c) combination version of PMCMC samples.












(d) combination version of PMCMC samples.














Figure 3.7.5 Figures for Convergence diagnostic: for the SMC version of PMCMC
samples: the LHS are PSRF plots; the RHS are variance estimation plots. Plots (a)
and (b) suggest that convergence is obtained around iteration 100 for each Markov
Chain; for the combination of SMC and DPF version of PMCMC samples, plots (c)
and (d) suggest that convergence is obtained around iteration 40 for each Markov
Chain;
convergence condition is attained around iteration 40. In addition, the value of NEFF
is 460.9873, the appropriate effective samples are the last 50 samples in each chain,
all together there are 450 samples. Above all, in order to compare these two versions
of PMCMC algorithms, we choose the last 50 samples in each of those 9 chains, all
together there are 450 samples for each method.
Figure 3.7.6 contains the trace plot and the auto-correlation plot of these two types
of 450 selected samples. From this figure, figures (a)-(d) show that the samples gener-
ated mix well, but the combination of SMC and DPF version of PMCMC algorithm
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(a) SMC version of PMCMC samples.











(b) SMC version of PMCMC samples.












(c) combination version of PMCMC samples.














(d) combination version of PMCM samples.












Figure 3.7.6 Figures for data analysis: the LHS are trace plots; the RHS are auto-
correlation plots. Figures (a)-(d) show that the samples generated mix well, but sam-
ples of the combination of SMC and DPF version of PMCMC algorithm mix a bit
better than samples of the SMC version of PMCMC algorithm.
(a) SMC version of PMCMC samples.



















(b) combination version of PMCMC samples.



















Figure 3.7.7 Figures of the fitted density: figures (a) and (b) represent almost the
same density function
generate slightly better mixing samples than the SMC version of PMCMC algorithm.
The histogram with fitted density lines of those two types of samples are shown in
figure 3.7.7. It shows that the SMC version of PMCMC version and the combination of
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SMC and DPF version of PMCMC algorithms give us almost the same fitted density,
while based on the results of mixing given above, we should prefer the fitted density
line in Figure (b).
3.8 Summary
In this chapter we have considered computational methods for network models. We
considered two extensions to IS for estimating the likelihood (for a given parameter) for
a class of network models; namely SMC and the DPF. It was then shown how these
algorithms can be embedded into MCMC to perform parameter inference. As the
relative variance of the IS estimate of the likelihood typically grows at an exponential
rate in the number of removable nodes, this was the main motivation for using the
two alternative approaches. We have shown that the relative variance of the SMC
method will only grow at a polynomial rate in the number removable nodes. We then
illustrated these methods on small to medium sized networks and showed that the DPF
and DPF inside MCMC seemed to perform better versus the SMC based versions. In
general, however, the computational time was much higher and this value was quite












where Sn is the set of permutations of [n] := {1, . . . , n}. Computing the permanent
occurs in a wide variety of real contexts, including applications in physics ([52]) and
a variety of counting problems ([8, 17, 41]). Compared with the permanent, the α-
weighted permanent ([55]) is more general and shows more importance in practice, but
the computation complexity is also higher and we will extend to it in the next chapter.
The exact computation of the permanent is not possible in polynomial time (as a
function of n) and there are a wide variety of ground-breaking randomized algorithms
[8, 48] which can find approximate solutions in polynomial time; the fastest of which
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is O(n7 log4(n)) in [8]. These algorithms use MCMC (a simulated annealing algorithm
[48]) or SMC methods ([41]). Much of work for approximating permanents we consider
is focussed upon SMC methods. They have been found to out-perform MCMC in some
situations.
In this chapter, we propose an adaptive SMC algorithm to approximate perma-
nents. The consistency of this method is also established (that is as N grows); we
show that our estimate of the permanent converges in probability to the true value;
this is a non-trivial convergence result as the literature on these algorithm is in its
infancy; see [5]. In addition, we consider the relative variance of the SMC estimate of
the permanent, and its dependence upon n. Due to the afore mentioned issues with the
analysis of adaptive SMC algorithms, we consider a non-adaptive ‘perfect’ algorithm
and the associated relative variance associated to this algorithm. Using the results in
[6, 48, 76] we show that in order to control the relative variance up-to arbitrary preci-
sion one requires a computational effort of O(n2 log2(n)); the adaptive SMC algorithm
requires an additional cost which increases this to O(n4 log4(n)). As this analysis is for
a simplified version of the new algorithm the cost of O(n4 log4(n)) is expected to be a
lower-bound on the computational effort to control the relative variance. This cost is,
however, very favorable in comparison to the existing work and suggests that the SMC
procedure is a useful contribution to the literature on approximating permanents.
This chapter is structured as follows. In Section 4.2, we discuss the existing com-
putational algorithms, along with our new adaptive SMC algorithm and a result on
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its consistency; we discuss why it is non-trivial to obtain a rate of convergence. In
Section 4.2.5, our complexity analysis is given. In Section 4.3 some numerical simula-
tions are provided, which detail some of our points made in the previous sections. A
brief conclusion is given in Section 4.4. Appendix B.1 contains some technical results
associated to the consistency analysis in Section 4.2.
4.2 Computational Methods
4.2.1 Basic Procedure
In Section 2.6, we have remarked that for binary matrix with entries 0 or 1, the cal-
culation of the permanent can be rephrased in terms of counting the perfect matchings
of a bipartite graph. Consider a bipartite graph G = (U, V,E), where U = {u1, . . . , un}
and V = {v1, . . . , vn} are disjoint sets, and E is the edge set which is associated to
the matrix A; for (i, j) ∈ [n]2, (ui, vj) ∈ U × V , (ui, vj) ∈ E if and only if aij = 1.
A perfect matching of G is a set of edges with cardinality n, such that no two edges
contain the same vertex. If
M :=

((uk1 , vs1), . . . , (ukn , vsn)) ∈ En :
(ki, si) ∈ [n]2,
k1 6= k2 6= · · · 6= kn,




denotes the set of perfect matchings, then from the definitions per(A) = Card(M).
The collection of near perfect matchings, is a perfect matching with a single edge
removed; we denote this by N (u, v), where (u, v) are the pair of vertices that do not
lie in the set. That is, for a M ∈M, such that (u, v) ∈M
M \ {(u, v)} ∈ N (u, v)
The work in [6, 48] focusses on firstly a Metropolis-Hastings (M-H) algorithm which
is defined on the space (note that the graph is completed, which we discuss later on)
M =M∪
(⋃
(u,v)∈U×V N (u, v)
)
. In particular, efficiency results are proved about the
spectral gap associated to the given M-H kernel for a particular collection of probabil-
ities defined on M. Simulation from these probabilities allow one to approximate the
permanent. In particular, the idea is to construct a sequence of probabilities on M,
which are increasingly more complex and of the form:
ηp(M) ∝ Φp(M) M ∈ M, 0 ≤ p ≤ r
with Φp : M→ R+; these are defined later on. Writing Zp =
∑














to facilitate an accurate estimation of Zr and hence to estimate the permanent; note
Z0 is known. The idea is that it is ‘easy’ to estimate Z1 and so if the discrepancy
between the consecutive Z’s is small, the resulting estimate is better than if one just
estimate Zr from the beginning. In order that the estimate of the permanent can be
made arbitrarily accurate, r is a function of n, and most recently [8] give a procedure
which costs O(n7 log4(n)). The results rely upon a particular property of ‘ideal’ (say)
{Φ∗p}0≤p≤r, which cannot be computed in practice.
4.2.2 Simulated Annealing Algorithm
The simulated annealing algorithms of [8, 48] work in the following way. The
authors define a sequence of activities (φp : U ×V → R+)0≤p≤r, such that φ0(u, v) = 1
∀(u, v) ∈ U × V and φr(u, v) = 1, if (u, v) ∈ E and φr(u, v) = 1/n! otherwise.
The idea is to define a sequence of target distributions on the set of perfect and
near-perfect matchings associated to a completion of the original graph (a complete
graph is one for which every vertex is connected to every other). The initial graph is
such that all perfect and near perfect matchings have close to uniform probability and
as the sequence gets closer to r, so the graph becomes closer to the original graph and
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the complexity of the target much higher (so for example, it may be difficult to define
a Markov transition that easily moves around on the given sample space).
The targets are defined on the common space M = M ∪
(⋃
(u,v)∈U×V N (u, v)
)
,
p ∈ {0, . . . , r}




φp(M)wp(u, v) if M ∈ N (u, v) for some(u, v) ∈ U × V
φp(M) if M ∈M
where φp(M) =
∏
(u,v)∈M φp(u, v) and wk : U × V → R is a weight to be defined.





Ξp(N (u, v)) N (u, v) 6= ∅ (4.2.4)
and Ξp(C) :=
∑
M∈C φp(M), C ⊆ M. This means that
∑
M∈M ηp(M) ≥ 1/(n2 +1). The
definition of φp(u, v) is given in either [8, 48] and we refer the reader there for good
choices of this cooling sequence. Note that r is O(n2 log(n)) in [48] and this improved
to O(n log2(n)) in [6].
The simulated annealing algorithm is then essentially to generate a sequence of
Markov chains each with invariant measure ηk, although some additional improvements
are in [48]. Appropriate M-H kernels (Kp)1≤p≤r of invariant measure {ηp}1≤p≤r can be
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to estimate the ratio of normalizing constants, to estimate the permanent (note Z0 =
n!(n2 + 1)). In the analysis in [6, 48], particular emphasis is placed upon being able
to estimate the weights wp(u, v) to within a factor of 2 of the ideal ones w
∗
p(u, v).
4.2.3 New Adaptive SMC Algorithm
One of the major points of the simulated annealing algorithm, is that the method-
ology is not really designed to adaptively compute approximations of (4.2.4) in an ele-
gant manner and use a single Markov chain for simulation (or multiple non-interacting
chains). This technique can often be out-performed by methods which generate a
population of interacting samples in parallel (see [46]); a method which is designed for
this is in [22]. This approach will sample/approximate a sequence of related probabil-
ities that are defined upon a common space. This is achieved by using a combination
of importance sampling, MCMC and resampling, with each step being performed se-
quentially in time. N > 1 samples are generated in parallel and weights ωip, i ∈ [N ]
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are used to approximate the probabilities. In this context, one would like to sample
from the sequence in (4.2.3), when Φp uses the ideal weights. This is not possible in
general, and so we will use the collection samples generated at the previous time point,
to approximate the ideal weights.
The algorithm is now described in Algorithm 4.1, which is just an adaptive version
of the class algorithms found in [22]. We fix a small δ > 0 (say δ ≈ 10−10) which is
used below to avoid dividing by zero. Below the Markov kernels Kp (with invariant
measure ηp) are as described in [48].
Algorithm 4.1 New adaptive SMC algorithm.
(1) Sample M10 , . . . ,M
N
0 i.i.d. from η0. Set p = 0 and ω
i
p = 1 for each i ∈ [N ].

















′, v′)/φp(u′, v′)] + δ}
set p = p+ 1.


















p (u, v) if M ∈ N (u, v) for some (u, v) ∈ U × V
φp(M) if M ∈M.










2 if ESS < T resample and set ωip = 1
(denoting the resampled particles with the same notation), otherwise go to 4.
(4) For i ∈ [N ] sample M ip|M ip−1 ∼ Kp(M ip−1, ·) and go to 2.
Step 2. requires an O(n2) operation, that is, to approximate the w∗p+1(u, v) for each
(u, v). For large N , wNp+1(u, v) should be close to w
∗
p+1(u, v); this is proved formally
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below (see the proofs in the appendix). We note however, that no rates of convergence
are obtained, which removes the possibility of consideration of calibrating N to ensure
that one has wNp (u, v) within a factor of 2 of the ideal weights; we discuss this issue
below.
Step 3. is called resampling; see [30] for some overview of this approach. The
resampling is performed dynamically, that is, when the ESS drops below a threshold
T ; the ESS measures the number of useful samples and is a number between 1 and N .
Typically, one sets T = N/2 which is what is done in this article.









where one assumes that resampling occurs s times, at time-points s1 < · · · < sl. See
[22] and the references therein, for a discussion of these estimates, along with the
convergence. We will discuss the convergence below, in the situation where T = 1
(i.e. one resamples at every time point). If we denote byMG as the perfect matchings



















We remark that all of the subsequent analysis can be adopted for this estimate and
the conclusions do not change (so our analysis is for the estimate (4.2.7)). One might
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expect for n moderate that this estimate could be marginally better. However, if the
original graph has very few perfect matchings, then the number that are sampled are
low and this estimate may perform more poorly than our first estimate. We perform
an empirical comparison in Section 4.3.
The algorithm as presented, may have a number of advantages over simulated
annealing. Firstly, it not only approximates the ratio of normalizing constants, but
estimates the {Φ∗p}0≤p≤r on the fly. Secondly is the population-based nature of the
evolution of the samples; they interact with each other, which can improve performance
against single-chain approaches such as simulated annealing ([46]). Thirdly, as noted
above, the approach of estimating the ideal wp is naturally incorporated into the
sampling mechanism. One disadvantage, against simulated annealing, however, is the
need to store N samples in M.
4.2.4 Convergence Analysis
Below we will use →P to denote convergence in probability as N grows. We will
analyze the algorithm when one uses multinomial resampling mechanism at every time
step (T = 1); this is an assumption typically made in the literature - see [21]. We do
not need to specify the scheme associated to the change of φp and this can be either
that in [48] or [6]. For reasons that will be clear later on in the article, we use γNr (1)
to denote the estimate of per(A)/n! = γr(1) (see Section 4.2.5). We have the following
result, whose proof is in Appendix B.1.
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Theorem 4.2.1. For any n > 1 fixed, we have
γNr (1)→P γr(1).
The result establishes the consistency of our approach, which is a non-trivial con-
vergence result, in that it is not a simple extension of the convergence results that
are currently in the literature. However, it does not establish any rate of convergence;
it should be straightforward to obtain these, through non-asymptotic Ls−bounds (al-
though there are not any in the literature, which apply to our algorithm), but it is
non-trivial task to ensure that these bounds are sharp in n. However, these type of
results are important. For example, one is interested in being able to guarantee, with
high probability that the empirical weights wNp are close to the ideal weights. In this
direction, one would want to establish a Hoeffding type inequality; that is, at least for
any  > 0, (u, v) ∈ U × V
P
(∣∣∣wNp (u, v)− wp(u, v)∣∣∣ ≥ ) ≤ C1(n,N, ) exp{C2(n,N, )}
for some constants C1, C2 that depend upon n, ,N and C2 goes to −∞ as N grows,
and C1 grows more slowly than exp{C2(n,N, )} decreases. For non-adaptive algo-
rithms some similar results have been established in [21, Chapter 7], but not directly
about quantities such as wNp (u, v), with constants that are explicit in n. Even if one
converts such results for wNp (u, v), providing sharp bounds in n is expected to be fairly
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challenging. One would want to replace the Dobrushin coefficient analysis in [21] with
one related to spectral properties of the associated Markov chain semi-groups, which
are those exploited in the next Section; then an extension to the adaptive case is
required. This programme is particularly important, but left as a topic for future
work.
4.2.5 Complexity Analysis
4.2.5.1 Notation and Assumptions
We now prove our complexity result. We will consider a ‘perfect algorithm’ that
does not use the adaptation in Section 4.2.3 (Step 2). The difficulty in the analysis
when the algorithm is adaptive is as follows. When the algorithm is non-adaptive, the
estimate γNr (1) is unbiased; and it is this property which leads to a sharp analysis of its
relative variance (e.g. [76]). In the adaptive case, this property does not always hold
which significantly complicates the analysis; thus we focus on a non-adaptive version
of the algorithm. As the adaptive algorithm requires estimation of the targets (so a
likely increase in variance in estimation), our results will lead to a lower-bound on
the complexity associated to controlling the relative variance of the estimate of the
permanent.
Our proofs use Feynman-Kac notations, which we give here. We set {Gp}0≤p≤r−1
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1 ≤ t ≤ r








where the expectation is w.r.t. a non-homogeneous Markov chain with initial measure
η0 and transitions {Kp}1≤p≤r. Note that one can also show that γp(1) = Zp/Z0. We
introduce the following non-negative operator:
Qp(M,M
′) = Gp−1(M)Kp(M,M ′).




Qp+1(Mp,Mp+1)× · · · ×Qn(Mt−1,Mt).
Finally the notation
λp = ηp(Gp) =
∑
M∈M
ηp(M)Gp(M) 0 ≤ p ≤ n
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will prove to be useful.
Our analysis will be associated to an SMC algorithm that resamples (multinomial)











which will approximate per(A)/n!; the factor 1/n! does not affect the complexity result
in Theorem 4.2.2. We will make the following assumption:
(A1) We have that for each (u, v) ∈ U ×V , {wp(u, v)}0≤p≤r are deterministic and for
0 ≤ p ≤ r
1
2
w∗p(u, v) ≤ wp(u, v) ≤ 2w∗p(u, v)
for each (u, v) ∈ U × V .
The assumption means that one does not perform step 2. in Section 4.2.3, but is
consistent with the assumptions made in [6, 48]. The cooling scheme in [6] is adopted.
Introduce the Dirchlet form of a reversible Markov kernel P , with invariant measure






(ϕ(x)− ϕ(y))2ξ(x)P (x, y).
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Then the spectral gap of P is:
Gap(P ) = inf
{
E(ϕ, ϕ)
ξ([ϕ− ξ(ϕ)]2) : ϕ is non constant
}
.
Then it follows that, under our assumptions, by the analysis in [6], the congestion of
the MCMC kernels is O(n2) and via the Poincare´ inequality (see e.g. [25]) that for
1 ≤ p ≤ r, 0 < C <∞
1−Gap(Kp) ≤ 1− 1
Cn2
(4.2.10)
This fact will become useful later on in the proofs.







Below, the expectation is w.r.t. the process associated to the SMC algorithm which is
actually simulated. We have our main theorem as follows. The proof of this theorem
is given in Appendix B.3.
Theorem 4.2.2. Assume (A1). Then if τ(n)3(1 − ρ(n)) < 1 and N > 2C¯(n)(r +

















As C¯(n) is O(1) and r is O(n log2(n)), if N is O(n log2(n)), then one can make
the relative variance arbitrarily small; thus the cost of this perfect algorithm is
O(n2 log4(n)) which is a lower bound on the complexity of the algorithm actually
applied. For example the approximation of the weights is O(n2) per time step, which
is an additional cost; so one would expect that at best, the adaptive algorithm would
have a cost of O(n4 log4(n)) in order to control the relative variance. As noted previ-
ously, our complexity analysis does not take into account the ability to approximate
the ideal weights up-to a factor of 2; which is another reason why O(n4 log4(n)) is a
lower-bound on the complexity of the adaptive algorithm.
4.3 Numerical Results
We now give some numerical illustrations of our algorithms. All numerical results
are coded in MATLAB.
4.3.1 Toy Example







The permanent of this graph is 2. We will illustrate some issues associated to
107
Chapter 4. Permanent
proposed SMC algorithm, the estimates (4.2.7), (4.2.8) and some comparison to the
simulated annealing algorithms (SA) in [8, 48]. Throughout, the evolution of the
(φp)0≤p≤r is as [6] and the implementation of SA is as described in [48].
We will estimate the relative variance of the estimate of the permanent, using the
adaptive SMC algorithm as well as the SMC algorithm which uses the ideal weights.
We will also consider this quantity for the SA algorithm. We will use 50 repeats of each
algorithm to estimate the relative variance of the estimates. The number of particles
for the SMC algorithm is N ∈ {100, 1000, 10000}, and some results are given in Table
4.3.1.
In Table 4.3.1 we can see the performance of the proposed SMC algorithms versus
the ‘perfect’ algorithm which uses the ideal weights. At least in this example, there
does not appear to be a significant degradation in performance (for either the estimates
(4.2.7), (4.2.8)), at a similar computational cost, of the adaptive SMC algorithm.
Indeed it can perform slightly better and this is indeed consistent with the theory of
adaptive SMC algorithms; see [5].
N Adaptive SMC SMC Adaptive SMC with estimate(4.2.8)
100 0.1359 (19.87) 0.0733 (17.89) 0.3094 (19.98)
1000 0.0675 (182.66) 0.0639 (164.26) 0.0733 (178.49)
10000 0.0594 (1880.95) 0.0637 (1607.33) 0.0513 (1883.17)
Table 4.3.1 Relative variance of the Adaptive SMC estimates compared with the




We now consider a comparison with SA and compute the relative variances; the re-
sults are shown in Table 4.3.2. The results in 4.3.1 and 4.3.2 show that, if one considers
a computation time of about 1800 seconds, the relative variance of the adaptive SMC
is 0.0594 (estimate (4.2.7)), whilst the relative variance of SA is 0.1695. To further
analyze, if we consider the relative variance of about 0.0675, the computation time of
the adaptive SMC is 182.66 seconds (estimate (4.2.7)), whilst the computation time of
the SA is 3674.13 seconds. This suggests, at least for this example, that the adaptive
SMC is out-performing SA with regards to relative variance.







Table 4.3.2 Relative variance of the Simulated Annealing estimates against the
computation time.
To end this first toy example, we consider what happens to the relative variance of
the estimate (4.2.7) as the size of the matrix increases. Clearly, we can only consider
n small (or a matrix that is very sparse) if we want to compute the permanent, so we
consider only n ∈ {6, 7, 8} for N ∈ {1000, 2000, 5000}. The results are in Table 4.3.3.
In Table 4.3.3 we can see an expected trend; as for a given n as N grows the variance
falls and for a given N as n grows the variance increases.
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size N=1000 N=2000 N=5000
6 0.4057 0.1867 0.0424
7 0.7585 0.3995 0.1275
8 0.9365 0.7335 0.3289
Table 4.3.3 Relative variance of the Adaptive SMC estimates against the size of the
graph. We consider estimate (4.2.7).
4.3.2 A Larger Matrix
Now we consider two matrices with n = 15. The first matrix is relatively dense
with 128 non-zero entries and the second more sparse with only 30 non-zero entries.
Table 4.3.4 and 4.3.5 show the estimates of the permanent (using (4.2.7), (4.2.8))
along the variability and wall-clock computation time. The tables show the expected
results; for a sparse graph the estimate (4.2.7) out-performs (4.2.8). The improvement
is due to the fact that one does not need to count the number of perfect matchings
in the original graph in (4.2.7), which is a likely source of variance for the estimate
(4.2.8). When the graph becomes less sparse, this apparent advantage is not present
and (4.2.8) performs relatively better. Note that we ran the SA method, but it failed
to produce competitive results in the same computational time and are hence omitted.
We also remark that the approach in [41] whilst rather clever, can suffer from the




Method Mean Variance Computation Time (s)
Adaptive SMC 6.9249e+07 2.0057e+14 31612.37
Adaptive SMC with es-
timate (4.2.8)
6.6210e+07 1.8565e+14 31680.08
Table 4.3.4 Comparison of 20 estimates for n = 15 and 128 non-zero entries. The
computation time is the overall time taken.
Method Mean Variance Computation Time (s)
Adaptive SMC 2.0119e-05 1.2075e-09 38354.73
Adaptive SMC with es-
timate (4.2.8)
2.2921e-05 1.3429e-09 37317.40
Table 4.3.5 Comparison of 20 estimates for n = 15 and 30 non-zero entries. The
computation time is the overall time taken.
4.4 Summary
In this chapter we have introduced a new adaptive SMC algorithm for approximat-
ing permanents of n × n binary (0, 1)-matrix and established the convergence of the
estimate. We have also provided a lower-bound on the cost in n to achieve an arbi-
trarily small relative variance of the estimate of the permanent; this is O(n4 log4(n))
and is much times smaller than O(n7 log4(n)) given in [8] especially for large n. The
numerical illustrations further showed the superiority of our proposed adaptive SMC





As mentioned, in this chapter we consider the α-weighted permanent or α-
permanent for short. We consider a more general case where A = (aij) is a n × n








where α ∈ R+ and cyc(σ) is the number of cycles in σ; Sn is the collection of per-
mutations of [n] := {1, 2, . . . , n} defined as before. Obviously, the case α = 1 is the
standard permanent ([68]) which has been studied in the previous chapter. While
the case α = −1 links to another familiar terminology the ’determinant’, it provides
another way for computing the determinant since per−1(A) = det(−A). In addition,
the α-determinant (detα(A)) given in [77] has the same form with cyc(σ) replaced by
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d(σ), where d(σ) is defined as the minimum of the number of transpositions that are
needed to represent σ as their product. The relation d(σ) = n − cyc(σ) holds such
that perα(A) = α
ndet1/α(A). Moreover, the α-permanent has shown critical impor-
tance in combinatorics, probability, statistics and physics field theory ([83, 63, 52]).
For example, the α-permanent is the density function for boson processes which is a
class of Cox processes ([63]).
Similarly to the computing of the permanents, the exact computation of the α-
permanent is also not possible in polynomial time (as a function of n). Thus, there
have been considerate efforts to construct randomized computational methods to ap-
proximate the α-permanent whose cost can be polynomial in n. Many these methods
focus on some special matrices A or parameters α. For an instance, [41] adopts a
sequential importance sampling (SIS) algorithm to approximate the α-permanent of
some specified binary matrices when α > 0 and |logα| is small. But the construc-
tion procedure of the proposal distribution in the SIS algorithm is too complicated to
be used in practical examples. In contrast, the importance sampling (IS) algorithm
proposed in [55] is able to effectively estimate the α-permanent for general matrices
A and general parameters α. However, even a well-chosen IS approach will succumb
to the weight degeneracy problem; one expects that in order to control the variance,
we require an exponential effort in n. Meanwhile, [30] reviews a potential method
which is the sequential Monte Carlo (SMC) method to improve the relative variance
problem. The researchers successfully show the effectiveness of the SMC method in
dealing with this issue for example in the context of hidden Markov models. This is
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the main motivation for us to consider the SMC method with a resampling procedure
to approximate the α-permanent. On the other hand, the discrete particle filter (DPF)
method is adopted in our previous work [84] to exploit the fact that the IS and SMC
methods sample on a finite state-space. The DPF method works quite well in that
scenario, so here we try to use the DPF method to approximate the α-permanent as
well.
As we mentioned above, the α-permanent is part of the density of boson processes.
In practical, boson processes are widely used in financial mathematics where it is
regarded as a framework for modeling prices of financial instruments. In this chapter,
we will take boson processes as an application of approximating the α-permanent. We
use the computational approach in Section 5.2 to approximate the density of boson
processes, then we adopt a pseudo marginal Markov chain Monte Carlo algorithm to
study the posterior density of the parameter of boson processes.
The remainder of this chapter is organized as follows. In Section 5.2, we outline
both the SMC algorithm and the DPF algorithm, then Section 5.3 gives some numerical
results for each algorithm. Section 5.4 discusses the application of the α-permanent
in boson processes. Some simulation results are given at the end of this section. In




Motivated by the IS algorithm in [55], and to potentially solve the weight degen-
eracy in the IS method, we consider the same proposal density of [55]. We then adopt
the SMC method to estimate the α-permanent for general matrices A and general
parameters α. Also the DPF algorithm is used here to exploit the fact that the IS and
SMC methods sample on a finite state-space. There are two subsections: Section 5.2.1
gives the SMC algorithms and we remark there the SMC method may suffer from the
path degeneracy problem; Section 5.2.2 gives the algorithm for the DPF method.
5.2.1 SMC
[55] induce a set Kn which contains all ordered partitions of the set {1, 2, . . . , n}.
Then they state that for each k ∈ Kn, there corresponds a permutation s(k). Namely,
for each permutation σ, one can find a corresponding partition k such that s(k) = σ.
Most importantly, Theorem 1 of [55] states that if k is a random ordered partition




is an unbiased estimate of perα(A) as long as q(·) satisfies
∑




The implication of the above discussion is that if we use the same proposal density
g(k) as in the IS method and consider the SMC method, on the one hand, we can
obtain an unbiased estimate of the perα(A), on the other hand, we can potentially
control the weight degeneracy issues in the IS method. Overall, it motivates the SMC
algorithm which is listed in Algorithm 5.1.















weights before resampling (if there are). The number of resampling steps between 1
and n − 1 is denoted by rn−1 and we set krn−1+1 = n. In the above SMC algorithm,







· · · p(n−1)σ(kn−1), such that w(σ) = αcyc(σ)A{σ}/p(k) is an unbiased
estimate of perα(A). Then similarly to the unbiasedness of particle approximation for
the Feynman-Kac prediction model in [21], the estimate of the α-permanent obtained
by the above SMC algorithm is unbiased.
Furthermore, [55] identifies a particular choice of q(·) and the associated IS algo-
rithm provides a method to obtain a particular k with probability g(k) = q(k)p(k),






· · · p(n−1)σ(kn−1) is given in equation (6) of [55]. It is then shown
that the ratio generated from the IS algorithm w(σ) = αcyc(σ)A{σ}/p(k) is an unbi-
ased estimate of perα(A).
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Algorithm 5.1 SMC algorithm
(1) Initialization: define M = {1, 2, . . . , N}, for each m ∈M,
(a) For j ∈ {1, 2, . . . , n}, let Cmj be the jth column sum of |A|.
(b) Set Rm = {1, 2, . . . , n}.
(c) Choose km1 uniformly from R
m.
(d) Set i = 0 and ωmi = 1.
(2) For i = 1, 2, . . . , n− 1:
(a) For each m ∈ M, if any Cmj = 0 for j ∈ Rm, set ωmi = 0 and M =
M\ {m}.
(b) For each m ∈M,
i. set pmj = α
4cyc(σm(kmi )=j) × |akmi ,j|/(Cmj − |akmi ,j|) for j ∈ Rm.
ii. if (more than one pmj = ∞) or (pmj = 0 for all j ∈ Rm), set ωmi = 0
and M =M\ {m}.
(c) For each m ∈M,
i. if there exists j such that pmj =∞, set σm(kmi ) = j and pmσm(kmi ) = 1;




j = 1 and sample σ
m(kmi ) from
Rm with probability pmj .
ii. set ωmi = ω
m
















2)−1. If ESS < NT , resample the particles
(km1:i, σ
m(km1:i))1≤m≤N and (R
m, (Cmj )j∈Rm)1≤m≤N , denote them the same
notation. Set ωmi = 1 and M = {1, 2, . . . , N}. (Here NT is known as the
threshold value in the resapmling procedure.)
(e) For each m ∈M,
i. set Rm = Rm \ {σm(kmi )}.
ii. set Cmj = C
m
j − |akmi ,j| for j ∈ Rm.
iii. If the assignment of σm(kmi ) complete the current cycle, choose k
m
i+1
uniformly from Rm; else set kmi+1 = σ
m(kmi ).
(3) At step i = n:
(a) Repeat step 2a.
(b) For each m ∈M,
i. set σm(kmi ) be the only one remaining element of R
m.
ii. set ωmi = ω
m
i−1 × akmi ,σm(kmi ) × α.







An important remark is that although the SMC method may help to deal with the
weight degeneracy issue in the IS method, the SMC method also has drawbacks, one
well known issue is the path degeneracy effect for estimates on the path. According
to [30], whether an SMC method works in practice mostly depends on the presence or
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the absence of the path degeneracy. It states that if the actually used finite sample is
degenerate, we can not expect a good performance of the SMC method even we have
strong convergence results. Thus if a SMC method is subject to the path degeneracy
effect, the obtained sample can not well represent the target density any more and the
simulation results will be unreliable.
5.2.2 DPF
The discrete particle filter (DPF) algorithm is proposed in [32, 33] to approximate
the posterior and marginal densities of the hidden Markov models (HMM), but it is a
non-iterative procedure. Later, [85] approximates the posterior and marginal densities
of the switching state-space models (SSSM) sequentially in time by using the DPF
algorithm. Also, in our previous work [84], we adopt the DPF method to exploit the
fact that we sample on a finite state-space. The DPF approach provides an excellent
performance in approximating the likelihood of networks when the size of the network
is small to medium. More generally, the DPF method has shown good performance in
a variety of applications. It provides us a clever random pruning mechanism to select
support sample points from the whole state-space, so that it can attempt to explore
all possible states other than finite state in alternative approaches.
We now consider using the DPF method to compute the α-permanent. If for
k ∈ {1, 2, . . . , n}, denote σk be σ(k) and define Vk be the set which includes all positions
of non-zero elements in the kth row of matrix A, then the DPF algorithm for computing
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the α-permanents is as following:
Algorithm 5.2 DPF algorithm
(1) At time k = 1, set S1 = V1.
(a) for each σ1 ∈ S1 compute w1(σ1) = α4cyc(σ(1)=σ1)a1,σ1 .




(2) At times k = 2, 3, . . . , n.
(a) If Card(Sk−1) ≤ N , set S ′k−1 = Sk−1, Ck−1 =∞ and go to (b). Otherwise,
perform the resampling step described below, which returns S ′k−1 and
Ck−1.
(b) Set Sk = {σ1:k : σ1:k−1 ∈ S ′k−1, σk ∈ Vk \ {σ1:k−1}}.




1 ∧ Ck−1w¯k−1(σ1:k−1) .











Using the same reasoning in [85], we can show that the above DPF estimate is unbiased.
5.3 Numerical Results
We now give some numerical results for the above SMC and DPF algorithms in
Sections 5.3.1 and 5.3.2. There are several subsections in each section with the last
sections are brief conclusions of the respective algorithm.
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Algorithm 5.3 Resampling procedure in Algorithm 5.2
• Set Ck−1 to be the unique solution of∑
σ1:k−1∈Sk−1
1 ∧ Ck−1w¯k−1(σ1:k−1) = N.
• Keep the Lk−1, σ1:k−1 whose weights are greater than 1/Ck−1. For the remaining
Card(Sk−1)−Lk−1 particles perform the following stratified resampling scheme.
• Normalize the weights w¯k−1(σ1:k−1) of the remaining |Sk−1| − Lk−1 and label
them to obtain the normalized weights wˆk−1(σi1:k−1), i ∈ {1, . . . ,Card(Sk−1) −
Lk−1}.






1:k−1), Qk−1(i) := 0.
• Sample U1 uniformly on [0, 1/(N−Lk−1)] and set Uj = U1 +(j−1)/(N−Lk−1),
j ∈ {2, . . . , N − Lk−1}
• For i ∈ {1, . . . ,Card(Sk−1)−Lk−1}, if there exist a j ∈ {1, . . . , N −Lk−1} such
that Qk−1(i− 1) < Uj ≤ Qk−1(i), then σi1:k−1 and ω¯ik−1 survive.• Set S ′k−1 to be the set of surviving particles from the resampling and the Lk−1
samples that were maintained.
5.3.1 SMC
In order to investigate the performance of the above SMC algorithm, especially
to compare with the IS approach in [55], we apply the IS and our SMC algorithms
to several different matrices and α’s. Our simulations contain three parts, the first
part is the comparison of these two methods for six different sized matrices. The
second part emphasizes the performance of a series of 100×100 matrices with different
number of non-zero entries. The last part deals with two 100×100 matrices and each





In the first part of our simulation, we will test matrices A1-A4, K(x)
Tr
100 and K(x)100
which are used in the simulations of [55]. The details of these six matrices are listed in
Appendix C. From the appendix, we see that both A1 and A2 are 20×20 matrices and
α = 1. The main difference is that the entries of A1 are all positive but A2 has zero
entries. A3 and A4 are 15×15 sized and α = 1/2. Also, A3 only has positive entries
but A4 has some zero entries. [55] states that the reason for choosing A1-A4 is that the
matrix size 20 is the threshold for computing the exact value of the α-permanent under
α = 1 and size 15 is the threshold for computing the exact value of the α-permanent
under α = 1/2. As to the other two matrices K100 and K(x)
Tr
100, they are both 100×100
matrices with K100 only has positive entries and K
Tr
100 has a lot non-zero entries, thus
KTr100 is a sparse matrix. We also consider α = 1/2 for these two matrices as in [55].
For the first five matrices, the exact value of α-permanent is known and given in
the Table 1 of [55]. Therefore we can compute the relative variance. The relative

















where M is the number of estimates and the index i means it is the ith estimate.
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(a) Matrix A1: per1(A1) = 9.7837× 1032, N&NT&M=10000&5000&50.
perN1 (A1) SMC estimate IS estimate
Mean ± Std (×1032) 9.7850±0.0175 9.7840±0.0168
Relative Variance 3.1411×10−6 2.9062×10−6
Computation Time (s) 798.5538 712.4889
(b) Average of 50 ESS and UN values at every step of the SMC method and average of 50
ESS at the last step of the IS method.















ESS of SMC ESS of IS UN of SMC
Figure 5.3.1 Simulation results for matrix A1. For the table, N represents the sam-
ple size in each estimate; NT is the resampling threshold value in the SMC algorithm;
M is the number of estimates for each method. The displayed estimate is the mean
±std of M estimates. For the figure, the blue dash-dot line with star is the ESS of the
SMC method; the green circle is the ESS of the IS method; the red dash-dot line with
plus is the UN of the SMC method.
We set N = 10000 and run each algorithm 50 times to obtain 50 estimates for
both the IS method and the SMC method. The threshold value in the SMC method
is NT = 5000 for matrices A1-A4 and NT = 2000 for matrices K
Tr
100 and K100. In
addition, we can also compute the Effective Sample Size (ESS) and the number of
Unique Particles (UN) at every step of the SMC method and at the last step of the




(a) Matrix A2: per1(A2) = 3.5136× 1032, N&NT&M=10000&5000&50.
per1(A2) SMC estimate IS estimate
Mean ± Std (×1032) 3.5119±0.0104 3.5124±0.0106
Relative Variance 1.7810×10−5 8.9920×10−6
Computation Time (s) 947.9858 709.1709
(b) Average of 50 ESS and UN values at every step of the SMC method and average of 50
ESS at the last step of the IS method.















ESS of SMC ESS of IS UN of SMC
Figure 5.3.2 Simulation results for matrix A2. For the table, N represents the sam-
ple size in each estimate; NT is the resampling threshold value in the SMC algorithm;
M is the number of estimates for each method. The displayed estimate is the mean
±std of M estimates. For the figure, the blue dash-dot line with star is the ESS of the
SMC method; the green circle is the ESS of the IS method; the red dash-dot line with
plus is the UN of the SMC method.
Figures 5.3.1-5.3.4 display the simulation results for the first four matrices A1-A4,
we can observe from these figures that the results of the SMC method and the IS
method are almost the same. The mean and the variance of these two estimates are
very close and all of these relative variances are quite small. We remark that the ESS
values of the SMC method in each plot show that the SMC method seldom resamples,
which means that the SMC algorithm for these four matrices are essentially the same
as the IS algorithm. Also, the UN and the ESS values of these two methods are quite
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(a) Matrix A3: per1/2(A3) = 1.4391× 1022, N&NT&M=10000&5000&50.
per1/2(A3) SMC estimate IS estimate
Mean ± Std (×1022) 1.4399±0.0047 1.4390±0.0046
Relative Variance 1.0676×10−5 1.0072×10−5
Computation Time (s) 537.4382 482.2118
(b) Average of 50 ESS and UN values at every step of the SMC method and average of 50
ESS at the last step of the IS method.















ESS of SMC ESS of IS UN of SMC
Figure 5.3.3 Simulation results for matrix A3. For the table, N represents the sam-
ple size in each estimate; NT is the resampling threshold value in the SMC algorithm;
M is the number of estimates for each method. The displayed estimate is the mean
±std of M estimates. For the figure, the blue dash-dot line with star is the ESS of the
SMC method; the green circle is the ESS of the IS method; the red dash-dot line with
plus is the UN of the SMC method.
large so that these two estimates should be very effective.
As to the results for matrices KTr100, from Figure 5.3.5 (a), the relative variance for
the SMC estimate is 0.0161 and for the IS method is only 0.0040 which is smaller.
Moreover, the computation time of the SMC method is about 40 times higher than
the computation time of the IS method. Although the plot in this figure shows that
the ESS value of the IS method at the last step is very low and the SMC method do
improve the weight degeneracy issue, the results in the table definitely give positive
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(a) Matrix A4: per1/2(A4) = 7.0341× 1021, N&NT&M=10000&5000&50.
per1/2(A4) SMC estimate IS estimate
Mean ± Std (×1021) 7.0280 ± 0.0327 7.0328±0.0344
Relative Variance 2.1990×10−5 2.3420×10−5
Computation Time (s) 525.5042 480.5708
(b) Average of 50 ESS and UN values at every step of the SMC method and average of 50
ESS at the last step of the IS method.















ESS of SMC ESS of IS UN of SMC
Figure 5.3.4 Simulation results for matrix A4. For the table, N represents the sam-
ple size in each estimate; NT is the resampling threshold value in the SMC algorithm;
M is the number of estimates for each method. The displayed estimate is the mean
±std of M estimates. For the figure, the blue dash-dot line with star is the ESS of the
SMC method; the green circle is the ESS of the IS method; the red dash-dot line with
plus is the UN of the SMC method.
support for the IS method. Here the performance of the SMC method for this matrix
is not as good as we expected, the ESS and the UN values in the plot of this figure
tell that the SMC method resamples around once, so it is similar to the IS method,
but has fewer unique particles. This fact seems to be the main reason of the unideal
performance of the SMC method.
Finally, for the matrix K100, the ESS values in Figure 5.3.6 (b) tell us the IS method
also has the weight degeneracy problem here and the SMC helps on this issue. However
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(a) Matrix K(x)Tr100: per1/2(K(x)
Tr
100) = 1.9109× 10−16, N&NT&M=10000&2000&50.
per1/2(K(x)
Tr
100) SMC estimate IS estimate
Mean ± Std (×10−16) 1.9314± 0.2437 1.8902±0.1209
Relative Variance 0.0161 0.0040
Computation Time (s) 1.7287×105 3.9505×103
(b) Average of 50 ESS and UN values at every step of the SMC method and average of 50
ESS at the last step of the IS method.















ESS of SMC ESS of IS UN of SMC
Figure 5.3.5 Simulation results for matrix KTr100. For the table, N represents the
sample size in each estimate; NT is the resampling threshold value in the SMC algo-
rithm; M is the number of estimates for each method. The displayed estimate is the
mean ±std of M estimates. For the figure, the blue dash-dot line with star is the ESS
of the SMC method; the green circle is the ESS of the IS method; the red dash-dot
line with plus is the UN of the SMC method.
the UN values of the SMC method turn out to be low eventually so that those samples
may not be a good representatives of the target density and the estimate would be
not ideal. This is also reflected in Figure 5.3.6 (a), for this matrix, not only that
the variance (and the computation time) of the SMC estimate is about 10 times (and
100 times) larger than the variance (and the computation time) of the IS estimate,
but also that the mean of the SMC estimates is a bit far away from the mean of the
IS estimates. This indeed shows that the path degeneracy effect in an SMC method
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(a) Matrix K(x)100: per1/2(K(x)100) is unknown, N&NT&M=10000&2000&50.
per1/2(K(x)100) SMC estimate IS estimate
Mean ± Std (×10111) 1.2609 ± 0.9960 2.6982±0.0869
Relative Variance 0.0161 0.0040
Computation Time (s) 6.0522×105 5.7963×103
(b) Average of 50 ESS and UN values at every step of the SMC method and average of 50
ESS at the last step of the IS method for matrix K100.















ESS of SMC ESS of IS UN of SMC
Figure 5.3.6 Simulation results for matrix K100. For the table, N represents the
sample size in each estimate; NT is the resampling threshold value in the SMC algo-
rithm; M is the number of estimates for each method. The displayed estimate is the
mean ± std of M estimates. For the figure, the blue dash-dot line with star is the ESS
of the SMC method; the green circle is the ESS of the IS method; the red dash-dot
line with plus is the UN of the SMC method.
influences the performance of the SMC method in an adverse manner. Whilst the
performance of the IS method for this matrix is almost similar to the previous matrix
KTr100 which is quite good. These results mean that also for matrix K100, the IS method
is outperforming the SMC method.
On the basis of the above results for matrices A1-A4, K
Tr
100 and K100, we may need
to conclude that the IS method provides an excellent proposal density but the SMC
method suffers from the path degeneracy problem which is more troublesome, at least
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for these examples, than the weight degeneracy problem.
5.3.1.2 Different Number of Non-zero Entries
As we mentioned above, the performance of the SMC method is not as good as we
expected. In order to further explore the properties of the SMC method, we consider
two more collections of simulations. The first part emphasizes the performance of a
series of 100×100 matrices with different number of non-zero entries; the second part
is dealing with one 100×100 matrix but under different values of α’s. These matrices







0 with probability p
1 with probability (1− p)/2
2 with probability (1− p)/2
(5.3.1)
where n is the dimension of matrix A and p indicates the degree of the sparseness of
matrix A.
Following the above rule, we generate several matrices with n = 100 and p ∈
{0.1, 0.3, 0.5, 0.7, 0.9}. These matrices are all 100×100 sized but with decreasing num-
ber of non-zero entries. In addition, we consider approximating the α-permanent of
these matrices with the same α = 1/2. Under the above set-up, we will be able to
investigate whether the sparseness of the matrix is the cause of the inferior results of
the SMC method. For both the SMC method and the IS method, we set N = 10000,
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NT = 2000 and run the algorithm 50 times to obtain 50 estimates. The results are
given in Table 5.3.1 and Figure 5.3.7.
(a) Matrices Apn: n = 100, p ∈ {0.1, 0.3, 0.5, 0.7, 0.9}, α = 1/2 and N&NT&M =
10000&2000&50.
n = 100, α = 1/2 perNα (A
p
n) SMC estimate IS estimate
p = 0.1 M±S (×10159) 5.2880 ± 0.0330 5.2793 ± 0.0372
CT (s) 9.9450×103 8.5028×103
p = 0.3 M±S (×10158) 4.0591 ± 0.0027 4.0565 ± 0.0028
CT (s) 9.4052×103 8.3776×103
p = 0.5 M±S (×10143) 3.1825±0.0581 3.1703±0.0418
CT (s) 1.2538×104 8.5339×103
p = 0.7 M±S (×10121) 2.9539 ± 0.2914 2.9636 ± 0.1020
CT (s) 3.2236×104 7.9802×103
p = 0.9 M±S (×1071) 0.9218 ± 1.0568 1.3510± 2.0268
CT (s) 2.3002×104 1.4866×104
Table 5.3.1 Estimated α-permanent for several matrices Apn’s with n = 100, p ∈
{0.1, 0.3, 0.5, 0.7, 0.9} and α = 1/2. In this table, N represents the sample size in
each estimate; NT is the resampling threshold value in the SMC algorithm; M is the
number of estimates for each method. The displayed M±S represents the mean±std
of M estimates and CT represents the total computation time.
Table 5.3.1 provides us with very intuitive results. Given the premise that all of
those matrices are 100×100 sized, as p gets larger, from 0.1 to 0.9, the difference of the
mean, the standard deviation and the computation time between the SMC estimate
and the IS estimate become more significant. To be more specific, the means for
these five matrices are quite close except when p = 0.9, they differ significantly. Also,
the standard deviation is generally larger for the SMC method compared with the IS
method. Moreover, the computation time of the IS method is relatively smaller in
comparison to the SMC method as p becomes bigger. Conversely, Figure 5.3.7 show
that as p becomes larger, the ESS value of the IS method becomes smaller, the SMC
method resamples more often, most importantly, the UN value of the SMC method
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(a) Matrix A0.1100: α = 1/2.















ESS of SMC ESS of IS UN of SMC
(b) Matrix A0.3100: α = 1/2.















ESS of SMC ESS of IS UN of SMC
(c) Matrix A0.5100: α = 1/2.















ESS of SMC ESS of IS UN of SMC
(d) Matrix A0.7100: α = 1/2.















ESS of SMC ESS of IS UN of SMC
(e) Matrix A0.9100: α = 1/2.















ESS of SMC ESS of IS UN of SMC
Figure 5.3.7 Average of 50 ESS and UN values at every step of the SMC method
and average of 50 ESS at the last step of the IS method for matrices Apn’s with n = 100,
p ∈ {0.1, 0.3, 0.5, 0.7, 0.9} and α = 1/2. The blue dash-dot line with star is the ESS of
the SMC method; the green circle is the ESS of the IS method; the red dash-dot line
with plus is the UN of the SMC method.
at the last several steps becomes lower and almost 1 when p = 0.9. As we said in the
previous subsection, small UN values may lead to ineffective estimates, this is seen
clearly in the table. The above simulations in this subsection tell us that for this
example, as p goes larger, namely, the degree of the sparseness goes higher, the SMC
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method will no longer be effective in approximating the α-permanent; the sparseness
appears to exacerbate to the path degeneracy issue.
5.3.1.3 Different α’s
In the above simulation, we set all the α’s equal to 1/2 and change the value of p
to see how the sparseness of the matrix affects the performance of the SMC algorithm.
Now we move on to check the influence of the α’s. We choose the previously generated
matrices A0.1100 and A
0.9
100, set α ∈ {1/2, 1, 3/2} for each matrix. According to the
previous definition in equation (5.3.1), A0.1100 and A
0.9
100 are generated with p = 0.1 and
p = 0.9 respectively, thus A0.1100 is a very dense matrix and A
0.9
100 is a very sparse matrix.
Therefore, this experiment can test the impact of α for distinct matrices. Table 5.3.2
and Figure 5.3.8 gives us the related results for the simulations in this part.
Table 5.3.2 and Figure 5.3.8 display the results for matrices A0.1100 and A
0.9
100 with
α ∈ {1/2, 1, 3/2}. For matrix A0.1100, plots (a,c,e) say that the SMC method seldom
conducts the resampling procedure so that the SMC method basically gives the same
estimate as the IS method. The table also says that the IS and the SMC methods
perform almost the same, the mean and the variance are quite close as well as the
computation time for each value of α. Also, as α increases from 1/2 to 3/2, the
computation time for each of these two methods changes little. Conversely, for matrix
A0.9100, plots (b,d,f) show that the SMC method is still subject to the path degeneracy
problem for every α. As we mentioned before, this explains results in Table 5.3.2
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(a) Matrices Apn: n = 100, p ∈ {0.1, 0.9}, α ∈ {1/2, 1, 3/2} and N&NT&M =
10000&2000&50.
n = 100 perNα (A
p
n) SMC estimate IS estimate
p = 0.1 M±S (×10159) 5.2880 ± 0.0330 5.2793 ± 0.0372
α = 1/2 CT (s) 9.9450×103 8.5028×103
p = 0.1 M±S (×10160) 9.5326 ± 0.0363 9.5280 ± 0.0335
α = 1 CT (s) 9.2472×103 8.1169×103
p = 0.1 M±S (×10162) 1.1000 ± 0.0059 1.0993 ± 0.0055
α = 3/2 CT (s) 9.9450×103 8.5028×103
p = 0.9 M±S (×1071) 0.9218 ± 1.0568 1.3510± 2.0268
α = 1/2 CT (s) 2.3002×104 1.4866×104
p = 0.9 M±S (×1072) 1.6367±2.1340 2.2622±2.0877
α = 1 CT (s) 5.7303×104 7.4487×103
p = 0.9 M±S (×1073) 2.3029±3.1466 1.9716±1.8423
α = 3/2 CT (s) 5.6232×104 7.5218×103
Table 5.3.2 Estimated α-permanent for matrices Apn’s with n = 100, p ∈ {0.1, 0.9} and
α ∈ {1/2, 1, 3/2}. N represents the sample size in each estimates; NT is the resampling
threshold value in the SMC algorithm; M is the number of estimates for each method.
The displayed M±S represents the mean±std of M estimates and CT represents the total
computation time.
that the SMC method gives inefficient estimate which differs significantly from the
estimate of the IS method for each α. In addition, when α increases from 1/2 to 3/2,
the computation time for each of these two methods increase significantly. In more
detail, both for the SMC method and the IS method, the computation time increases
significantly as α changes from 1/2 to 1, but changes little when α moves from 1 to
3/2. For example, it increases from 2.3002×104 to 5.7303×104 from α = 1/2 to α = 1
but moves very little to 5.6232×104 when α moves to 3/2. From these two examples,
the value of the α may affect the computational cost of both the SMC and the IS
methods, but the accuracy of the SMC estimate mostly depends on the matrix rather
than the value of the α.
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(a) Matrix A0.1100: α = 1/2.















ESS of SMC ESS of IS UN of SMC
(b) Matrix A0.9100: α = 1/2















ESS of SMC ESS of IS UN of SMC
(c) Matrix A0.1100: α = 1.















ESS of SMC ESS of IS UN of SMC
(d) Matrix A0.9100: α = 1















ESS of SMC ESS of IS UN of SMC
(e) Matrix A0.1100: α = 3/2.















ESS of SMC ESS of IS UN of SMC
(f) Matrix A0.9100: α = 3/2















ESS of SMC ESS of IS UN of SMC
Figure 5.3.8 Average of 50 ESS and UN values at every step of the SMC method
and average of 50 ESS at the last step of the IS method for matrices Apn’s with n = 100,
p ∈ {0.1, 0.9} and α ∈ {1/2, 1, 3/2}. The blue dash-dot line with star is the ESS of
the SMC method; the green circle is the ESS of the IS method; the red dash-dot line
with plus is the UN of the SMC method.
5.3.1.4 Conclusions
Overall, the SMC method does not perform as well as we expected, it suffers
from the path degeneracy problem due to the resampling procedure. Thus although
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the SMC helps on the weight degeneracy issue which the IS method suffer from, the
estimate of the SMC method may not be accurate due to path degeneracy. The
IS method given by [55] provides a very suitable proposal density which has fast
convergence rate even in the situation of being subject to weight degeneracy problem.
We may conclude that the IS method proposed by [55] is very useful for approximating
the α-permanent.
5.3.2 DPF
From the DPF algorithm, for a known matrix, we can see that the computation
cost of the DPF algorithm mostly depends on the value of N . It means that small N
can help us save a lot of computation time at the cost of a decrease in the accuracy of
the estimate. Usually in the case that the state-space is infinite or very large, the DPF
estimates with a much smaller N , compared with the cardinality of the state-space,
could be quite accurate but with an acceptable computational cost.
5.3.2.1 Six Matrices
Now we apply the DPF method to the matrices A1-A4, K
Tr
100 and K100 which are
also used in section 5.3.1.1, to see how the DPF algorithm works on these matrices.
At the same time, we will compare its performance with the previous results of the
IS method. We set N ∈ {1500, 5000, 10000} and repeat the DPF algorithm 50 times
134
5.3 Numerical Results
to obtain 50 estimate for each value of N and each matrix. Similar to the simulation
of the SMC method, we will obtain the mean and the standard deviation of these
50 estimates, as well as the relative variance if the exact value of the α-permanent is
known. Also, the total wall clock computation time for obtaining these 50 estimates
will be recorded. The results are listed in Table 5.3.3.
(a) Matrix A1: per1(A1) = 9.7837× 1032
perN1 (A1) DPF(N = 1500) DPF(N = 5000) DPF(N = 10000) IS(N = 10000)
M±S (×1032) 9.7528 ±0.2599 9.7970±0.1632 9.7763±0.0815 9.7840±0.0168
RV 7.0163×10−4 2.7459×10−4 6.8506×10−5 2.9062×10−6
CT (s) 704 6237 23832 712
(b) Matrix A2: per1(A2) = 3.5136× 1032
perN1 (A2) DPF(N = 1500) DPF(N = 5000) DPF(N = 10000) IS(N = 10000)
M±S (×1032) 3.4824 ±0.1391 3.5022±0.0702 3.5125±0.0635 3.5124±0.0106
RV 0.0016 4.0165×10−4 3.1984×10−4 8.9920×10−6
CT (s) 660 5976 22643 709
(c) Matrix A3: per1/2(A3) = 1.4391× 1022
perN1/2(A3) DPF(N = 1500) DPF(N = 5000) DPF(N = 10000) IS(N = 10000)
M±S (×1022) 1.4384 ±0.0343 1.4397±0.0240 1.4375±0.0153 1.4390±0.0046
RV 5.5720 ×10−4 2.4039×10−4 1.1197×10−4 1.0072×10−5
CT (s) 360 2783 10611 482
(d) Matrix A4: per1/2(A4) = 7.0341× 1021
perN1/2(A4) DPF(N = 1500) DPF(N = 5000) DPF(N = 10000) IS(N = 10000)
M±S (×1021) 7.0338 ±0.0179 7.0275±0.0991 7.0389±0.0569 7.0328±0.0344
RV 6.3278 ×10−4 1.9543×10−4 6.4540×10−5 2.3420×10−5
CT (s) 335 2460 9741 481
(e) Matrix KTr100: per1/2(K
Tr
100) = 1.9109× 10−16
perN1/2(K
Tr
100) DPF(N = 1500) DPF(N = 5000) DPF(N = 10000) IS(N = 10000)
M±S (×10−16) 1.9214±0.2108 1.9023±0.1173 1.8973±0.0845 1.8902±0.1209
RV 0.0120 0.0037 0.0020 0.0040
CT (s) 2170 23311 94320 3950
Table 5.3.3 Estimated α-permanent for matricesA1−A4 andKTr100. Here, M±S represents
the mean±std; RV represents the relative variance; CT represents the total computation
time.
To start the analysis of the results in Table 5.3.3, we would like to give a short
statement about matrix K100. We attempted to apply the DPF algorithm to this
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matrix, but the required value of N , to obtain a meaningful estimate, is so large that
the computation cost is too large for a comparison. Thus the simulation results for
this matrix is considered as unknown, somehow it means that the DPF method is not
good at approximating the α-permanent of matrix K100. On the other hand, the most
distinct feature of K100 compared with the other five matrices is that the cardinality
of the state space of the associated target in SMC is very large, which is equal to 100!,
so the above phenomenon tells that the DPF algorithm may not suitable if the state
space has too many elements.
We now return to Table 5.3.3 which displays intuitive and useful information of the
estimates for matrices A1-A4 and K
Tr
100. Basically, we have two main deductions from
this table. The first is about the DPF itself: the performance of the DPF algorithm
for each matrix is quite good when N = 1500 and the respective computation time
is low; the results of the DPF method improve for each matrix from N = 1500 to
N = 10000 at the cost that the computation time increases significantly. For example,
for matrix A1, the relative variance decreases from 7.0163×10−4 to 6.8506×10−5 but
the computation time increases from 704 seconds to 23832 seconds. The second result
is about the comparison between the DPF method and the IS method. From the table,
we can deduce that under almost the same computation time, the relative variance of
the IS method would be slightly smaller than the DPF method; given that the relative
variance of the DPF and SMC methods are almost equal, the computation time of the
DPF method would be much larger than the computation time of the IS method.
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Although the performance of the DPF method is worse than the IS method for
all of these five matrices, the inferiority of the DPF method for matrix KTr100 is much
smaller than matrices A1−A4. For example, for matrix A1, the DPF method needs to
spend at least 33 times (23832 seconds) more computational cost than the IS method
(712 seconds) to achieve the same relative variance (2.9062×10−6); whilst for matrix
KTr100, the DPF method only need to spend at most 6 times (23311 seconds) more
computational cost than the IS method (3950 seconds) to achieve the same relative
variance (0.0040). In some sense the DPF method works much better for the matrix
KTr100 than matrices A1 − A4. For the purpose of finding beneficial cases for the DPF
method, we see that one obvious feature of matrix KTr100 is the degree of sparseness is
very high, it has about 70 percent of zero entries.
Thus from the above study, one point we can conclude is that the DPF method
can deal with small or moderate state space cases and the performance is good, but it
may not do well in large state space cases. The other point is that the performance of
the DPF algorithm is inferior to the IS method in some cases, but it may perform well
in the case that the matrix is very sparse. In the following simulation, we will focus on
investigating the potentially advantageous cases for the DPF method in comparison




In order to find potential cases when the DPF method outperforms the IS method,
we consider three more parts in our simulations:
(1) Consider several different sized matrices but with the same degree of sparseness.
(2) Fix the size of the matrix but change the degree of the sparseness.
(3) Change the size as well as the degree of the sparseness.
In the following simulation, we use rule (5.3.1) to generate matrices; note that the
value of p is essentially the degree of the sparseness of that generated matrix, i.e., the
larger p is, the more sparse the matrix is.
In the first part of simulation, we set p ∈ {0, 0.8} and generate 11 matrices from
size 5 to size 15 for each p. When p = 0, there will be no zero entries in those matrices;
when p = 0.8, most of entries will be zero in those matrices. Therefore, we can obtain
the influence of the size and the sparseness at the same time from this one simulation.
We apply the DPF method and the IS method to get 50 estimates for each matrix,
then analyse these 50 estimates to obtain the mean, the standard deviation and the
total computation time. The results for p = 0 and p = 0.8 are shown in Tables 5.3.4
and 5.3.5 respectively.
We start by analysing the results in Table 5.3.4, we notice that the value of the
standard deviation for the DPF method when n = 5 is equal to ’0’, it means that all
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p = 0, α = 1 perNα (A
p
n) DPF (N = 1000) IS (N = 1000)
n = 5 M±S 402.0000 ± 0 401.9940 ± 1.0169
CT (s) 1 14
n = 6 M±S 1.1049×104 ± 0 1.1043 ×104 ± 22.0211
CT (s) 8 17
n = 7 M±S (×105 ) 1.0400 ±0.0114 1.0353 ± 0.0022
CT (s) 27 20
n = 8 M±S ( ×106) 1.6747±0.0173 1.6773 ± 0.0036
CT (s) 44 24
n = 9 M±S (×107 ) 1.2317 ± 0.0186 1.2340± 0.0035
CT (s) 61 28
n = 10 M±S (×108 ) 1.8930 ± 0.0345 1.8998 ± 0.0043
CT (s) 82 31
n = 11 M±S (×109) 3.7967 ± 0.0456 3.8010± 0.0089
CT (s) 105 35
n = 12 M±S (×1010 ) 4.7862±0.0862 4.8071 ± 0.0123
CT (s) 127 38
n = 13 M±S (×1012 ) 1.2446±0.0209 1.2427 ± 0.0030
CT (s) 150 43
n = 14 M±S ( ×1013 ) 2.5754 ± 0.0517 2.5769± 0.0055
CT (s) 174 47
n = 15 M±S (×1014) 4.2128 ±0.0917 4.2264 ±0.0080
CT (s) 201 51
Table 5.3.4 Estimated α-permanent for matrices generated from rule (5.3.1) with
p = 0 and size n from 5 to 15. Here M±S represents the mean±std and CT represents
the total computation time.
of the obtained 50 estimates are the same which leads to a zero standard deviation,
i.e., the DPF method achieves the exact value of the α-permanent. Hereafter, the
’0’ standard deviation means the respective method hits the exact value of the α-
permanent. From this table, when p = 0, basically, the mean of these two methods are
almost the same, but the standard deviation and the computation time of the DPF
method is larger than the IS method for size 7-15 except size 5 and 6, which give
opposite results. For size 5 and 6, the DPF method gives almost the exact value of the
α-permanent and the standard deviation and the computation time is much smaller.
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p = 0.8, α = 1 perNα (A
p
n) DPF (N = 1000) IS (N = 1000)
n = 5 M±S 4 ±0 4 ± 0
NR=0.8000 CT (s) 0.1702 5.3470
n = 6 M±S 4± 0 4± 0
NR=0.8056 CT (s) 0.1251 8.5132
n = 7 M±S 16±0 16± 0
NR=0.7959 CT (s) 0.0756 12.4431
n = 8 M±S 32±0 32.1562± 1.1036
NR=0.7969 CT (s) 0.1746 22.0578
n = 9 M±S 32± 0 31.8933± 1.5896
NR=0.8025 CT (s) 0.6716 28.3775
n = 10 M±S 8 ± 0 8.0424 ± 0.2375
NR=0.8000 CT (s) 0.1838 19.5442
n = 11 M±S 64 ± 0 63.4492± 5.8587
NR=0.7934 CT (s) 0.4281 35.5070
n = 12 M±S 192±0 192.3688 ± 4.8876
NR=0.8056 CT (s) 0.6810 25.0784
n = 13 M±S 768±0 773.2230 ± 36.6348
NR=0.7988 CT (s) 3.2890 22.9000
n = 14 M±S 512± 0 506.1937± 82.0171
NR=0.7959 CT (s) 4.7005 46.0034
n = 15 M±S 4.2240×103 ±0 4.0634×103±603.4481
NR=0.7956 CT (s) 16.9261 45.0769
Table 5.3.5 Estimated α-permanent for matrices generated from rule (5.3.1) with
p = 0.8 and size n from 5 to 15. Since the matrix are random generated, we also
computed the actual degree of sparseness, i.e., the actual value of p, and we denoted
it NR in this table. We see that all values of the NR are around 0.8. Also, M±S
represents the mean±std and CT represents the total computation time.
From size 7 to 15, the difference of the standard deviation and the computation time
between these two methods become more significant. In more details, the gradient of
the computation time and the standard deviation for two consecutive sizes (from 7 to
15) for the DPF method increase more quickly than the IS method.
Now let us analyze the results in Table 5.3.5 where p = 0.8, the mean of these two
methods are also almost the same, but different from the previous table, the results
shown in this table definitely support the DPF method as we now explain. Not only
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that the standard deviation of the DPF method are 0 or almost 0 whilst the standard
deviation of the IS method increases from 0 to 603.4481, but also the computation time
of the DPF method is far smaller than the computation time of the IS method. If we
are only comparing results in these two tables, two potential advantageous scenarios
for the DPF method are very small sized matrices and very sparse matrices. But for
very small sized matrices, although the DPF method may give the exact value of the
α-permanent and spend little computation time which is better than the performance
of the IS method, the importance of the computational methodology is dealing with
large sized data, hence we will skip a special study on small sized matrices and focus
on the sparseness of the matrix.
In the second part of simulation, we use rule (5.3.1) to generate 15×15 sized ma-
trices with p ∈ {0.1, 0.3, 0.5, 0.7, 0.8, 0.85} and try to explore more about the relation
between the performance of the DPF method and the sparseness of the matrix. After
repeating each method 50 times for each matrix, we can obtain some results displayed
in Table 5.3.6.
Table 5.3.6 gives results of same sized matrices but generated with different values
of p. The larger p is, the higher the sparseness of the matrix is. From this table,
the mean of these two methods are almost the same. Furthermore, from p = 0.1 to
p = 0.7, both the standard deviation and the computation time of the DPF method
are greater than the IS method; from p = 0.8, the opposite occurs, the DPF method
becomes superior to the IS method. On the other hand, the computation time of the
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n = 15, α = 1 perNα (A
p
n) DPF (N = 1000) IS (N = 1000)
p = 0.1 M±S (×1014) 1.2191 ± 0.0334 1.2137 ± 0.0093
NR=0.1000 CT (s) 180.6658 49.7176
p = 0.3 M±S (×1012) 3.1129 ± 0.1709 3.1098 ± 0.0411
NR=0.2950 CT (s) 157.0387 48.6067
p = 0.5 M±S ( ×1010 ) 1.3075 ± 0.0767 1.3124 ± 0.0392
NR=0.5000 CT (s) 121.5266 46.1945
p = 0.7 M±S ( ×105 ) 6.0481± 0.7403 5.8156 ± 0.3784
NR=0.6925 CT(s) 68.2004 40.7637
p = 0.8 M±S (×103 ) 7.7321± 0.6260 7.6216 ± 0.6214
NR=0.8025 CT(s) 15.7070 35.0596
p = 0.85 M±S 64.0000± 0 63.5827± 12.9478
NR=0.8467 CT(s) 4.7666 26.9912
Table 5.3.6 Estimated α-permanent for matrices generated from rule (5.3.1) with
p ∈ {0.1, 0.3, 0.5, 0.7, 0.8, 0.85} and size n = 15. NR represent the actual value of p
like table 5.3.5. The value of NR is almost the same as the value of p for every matrix.
Also, M±S represents the mean±std and CT represents the total computation time.
DPF method increases very quickly from p = 0.85 to p = 0.1, but the computation
time of the IS method increases very little from p = 0.85 to p = 0.1. This means that,
at least for the examples considered here, the computational cost of the DPF method
is mostly dependent upon the complexity of the state space whilst the computation
cost of the IS method mainly depends on the size of the matrix. For large sized but
sparse matrices, we may consider the DPF method as the first choice.
The following part is the last simulation, we will work on some potential beneficial
cases of the DPF method which we found from the previous simulations to ensure the
improvement given by the DPF for these cases. We follow rule (5.3.1) to generate
10 more matrices from size 5 to size 14, each matrix has exactly 25 non-zero entries.
Therefore, the actual value of p is from 0 to 0.8724, meanwhile, the size also changes
from 5 to 14. We repeat the IS and the DPF methods 50 times then compute the
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n) DPF (N = 1000) IS (N = 1000)
n = 5 M±S 1.7480×103 ± 0 1.7482 ×103 ± 2.7653
NR=0 CT (s) 1.2863 13.6662
n = 6 M±S 664 ± 0 662.4467 ± 7.8363
NR=0.3056 CT (s) 1.5834 15.6954
n = 7 M±S 186 ± 0 188.0366 ± 4.7294
NR=0.4898 CT (s) 0.8713 16.3494
n = 8 M±S 32 ± 0 32.1912 ± 1.3014
NR=0.6094 CT (s) 0.5011 14.9305
n = 9 M±S 244± 0 244.9580 ± 7.7725
NR=0.6914 CT (s) 0.5683 20.8555
n = 10 M±S 32 ± 0 31.8667 ± 1.9683
NR=0.7500 CT (s) 0.1464 16.6220
n = 11 M±S 80±0 80.4922 ± 10.4557
NR=0.7934 CT (s) 1.3425 18.4841
n = 12 M±S 768± 0 765.8005± 58.6637
NR=0.8264 CT (s) 0.9214 21.8976
n = 13 M±S 256 ±0 256.3866 ± 10.7705
NR=0.8521 CT (s) 0.8099 26.4965
n = 14 M±S 64 ± 0 64.2215 ±5.0087
NR=0.8724 CT (s) 0.1817 22.3813
Table 5.3.7 Estimated α-permanent for matrices generated from rule (5.3.1) with
some known p such that there are exactly 25 non-zero entries in each matrix. NN
represents the number of non-zero entries in each matrix and NR represent the actual
value of p like table 5.3.5. M±S represents the mean±std and CT represents the total
computation time.
The analysis of results in Table 5.3.7 begins with the fact that the above generated
matrix is either very small sized (n ≤ 10) or a bit larger sized but sparse (NR ≥ 0.8),
where NR is defined in Table 5.3.5. For both of these two cases, based on our former
experience, the results of the DPF method for these matrices should be better than
the IS method. Table 5.3.7 gives the expected results, both the standard deviation and
computation time of the DPF method is far smaller than the IS method. This means
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that our previous conclusion is correct that DPF is superior than the IS method when
the matrix is small sized or sparse.
5.3.2.3 Conclusions
Overall for the simulations of the DPF method, we conclude that when dealing
with small sized or sparse matrices, the DPF method is more suitable than the IS
method in [55]. Especially, for large sized but sparse matrices, the DPF method would
save a lot of computation time in comparison to the IS method. Whilst it may not do
well in large state space cases.
5.4 Bayesian Estimation
In this section, we consider using the above estimation procedure to perform sta-
tistical inference associated to boson processes. In [20, 37, 61, 78], the boson process
is introduced as a special case of Poisson processes or Cox processes which are mainly
used in quantum field of Physics. Let S ⊂ Rd be a compact set and suppose we have
a boson process X on S. If x = (x1, . . . , xn) is a finite point configuration of X which




where fθ(x) is the marginal density of x, pi(θ) is a prior density of θ. We will use
the computational approach in Section 5.2 to approximate the density of the boson
process (fθ(x)), then we adopt a pseudo marginal Markov chain Monte Carlo algorithm
to sample from the posterior density (pi(θ|x)).
5.4.1 Marginal Density of the boson Process
Given that Λθ ≡ (Λθ(x))x∈S is the nonnegative random intensity function of a
boson process X, which also satisfies that
∫
S Λθ(x)dx <∞ almost surely, the marginal














The above marginal density is not a closed form and it only computable by Markov
chain Monte Carlo (MCMC) methods.
Later, [63] defines a series of independent, zero-mean Gaussian process with covari-
ance function Cθ/2. They state that for any integer k > 0 (k is the number of Gaussian
processes) and real covariance matrix Cθ(x;x
′), the above intensity function Λθ in the
marginal density is equal to the sum of these specified Gaussian processes (Equation
(2) of [63]). Therefore, [63] also calls the Poisson process X as the permanent process
with parameters α = k/2 and Cθ. Further, they prove that the marginal density of x
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r=0 log(1 + λr) with λ0 ≥ λ1 ≥ . . . ≥ 0 are the eigenvalues of
the corresponding covariance function Cθ(x); C˜θ(x) is another covariance function





log(1 + λCθr )
with λCθr are the ordered eigenvalues of Cθ. Therefore, the problem of estimating the





in equation (5.4.2), which has been solved by using the above computa-
tional methods in Section 5.2, for example, the IS method.
Finally, according to [63], a boson process is a permanent process with parameter
α = 1 and Cθ. Overall, given a known parameter θ, the marginal density fθ(x) of a














5.4.2 Pseudo Marginal MCMC
Now we consider a Bayesian parameter estimation problem. Basically, we want to
sample from the posterior density pi(θ|x) then analyze the samples. In our previous
work about the network models ([84]), we adopt the particle Markov chain Monte
Carlo (PMCMC) method ([1]) to sample from a pseudo marginal density ([2]). Most
importantly, in that example, the PMCMC method acts robustly and approximates
the target posterior density very well. For our current example, usually the exact value
of the α-permanent term in the marginal density is unknown and need to be estimated,
so that the MCMC method is not feasible. Hence similar to our previous work, we use
the pseudo marginal method to approximate the target posterior density pi(θ|x).
The pseudo marginal algorithm is listed in Algorithm 5.4. Note that the ergodicity
of the Markov chain generated by this algorithm is easily attained by using Theorem
9 of [2].
5.4.3 Numerical Results
The above pseudo marginal algorithm is used to sample from the posterior density
of pi(θ|x), where θ is the parameter associated with the marginal density and x is a
finite point configuration of a boson process on S.
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Algorithm 5.4 Pseudo Marginal algorithm
(1) initialization, i = 0,
(a) set θ(0) arbitrarily.
(b) run the IS algorithm in section 5.2 to obtain the estimate of the α-
permanent, denoted by perN1 (C˜θ(x)).
(2) for iteration i ≥ 1,
(a) sample θ? from f(·|θ(i− 1)).
(b) run the IS algorithm in section 5.2 to obtain the estimate of the α-


















set θ(i) = θ?; otherwise set θ(i) = θ(i− 1).
5.4.3.1 Experimental Set-ups
In order to investigate the robustness of the above pseudo marginal algorithm, we
consider the following experiment.
• Data: x = (x1, . . . , x100) are independently drawn from the symmetric triangu-
lar distribution on (−pi, pi) which is listed in Appendix C.1.2.
• Covariance function: consider a continuous covariance function C˜θ(x, x′) =
exp−θ(x−x
′)2 .
• Prior density: simulate pi(θ) from four exponential densities with different means
µ ∈ {1, 10, 50, 100}.
• Markov kernel: given θ is the current iteration, propose the next iteration θ?
from the equation: θ? = max{N (θ, σ), 0}, where N (θ, σ) is the normal density
with mean θ and standard deviation σ. After some tests, we set σ = 0.02 to
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achieve around 20% percent acceptance ratio.
• For each µ, generate 10 Markov chains, each chain repeats 10000 iterations,
with different starting points θ(0) ∈ {0.1, 0.3, . . . , 1.9} respectively.
• For each µ, choose every 5 samples in each of 10 Markov chains to complete
20000 samples in total.
5.4.3.2 Convergence Diagnostic
In our previous chapter 3, we adopt the diagnostic methods in [12] to check the
convergence of the obtained Markov chains. Here we also consider those two indicators:
the first one is the potential scale reduction factor (PSRF), the second one is the
difference of the mixture-of-sequence variance (V) and the within-sequence variance
(W). [12] state that the convergence is attained if the following two conditions are
satisfied: 1) the PSRF is close to 1; 2) the difference of V and W is almost 0. In
practice, these two indicators are usually observed and presented visually based on the
Graphical Approach in Part 2 of [12].
Here the convergence diagnostic figures for µ ∈ {1, 10, 50, 100} are displayed in
Figure 5.4.1 from top to bottom. From this figure, we observe that for each Markov
chain the suggested convergent point for µ ∈ {1, 10, 50} is iteration 200 and for µ = 100
is iteration 300. Overall, in order to compare the results of the pseudo marginal
algorithm with different µ’s, we adopt the last 1700 samples in each of those 10 Markov
chains for all of these four µ’s. Hence we obtain 17000 effective samples for each
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µ ∈ {1, 10, 50, 100}.
(a) PSRF(µ = 1)















(b) Variance estimation(µ = 1)













(c) PSRF(µ = 10)












(d) Variance estimation(µ = 10)













(e) PSRF(µ = 50)












(f) Variance estimation(µ = 50)













(g) PSRF(µ = 100)












(h) Variance estimation(µ = 100)













Figure 5.4.1 Convergence diagnostic for µ = {1, 10, 50, 100}: these figures sug-
gest that for each Markov Chain convergence is obtained around iteration 200 when
µ{1, 10, 50} and around iteration 300 when µ = 100.
Now we start analyzing the mixing of those samples by introducing the auto-
correlation function. Given a sequence of variables p1, p2, . . . , pn with pi represents
the value of the sampling process at time i, the lag k auto-correlation function of this
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sequence is defined as rk =
∑n−k
i=1 (pi−p¯)(pi+k−p¯)∑n
i=1(pi−p¯)2 . In Figure 5.4.2, we produce two types of
plot, one is the trace plot, the other one is the auto-correlation plot. The trace plots
display that for all µ ∈ {1, 10, 50, 100}, the pseudo marginal samples change frequently
between 0 and 0.05 and the trace plot are quite alike. Also, the auto-correlation plots
for µ ∈ {1, 10, 50, 100} are quite similar. In general, the absolute values of the auto-
correlation are small and decrease slowly from 0.2 to 0. Overall from Figure 5.4.2, we
observe that for all µ ∈ {1, 10, 50, 100}, the pseudo marginal algorithm appears to mix
well and each group of samples have quite similar trace and auto-correlation plots.
5.4.3.3 Analysis of Samples
From above, we generate 17000 samples from the posterior density pi(θ|x) for each
µ ∈ {1, 10, 50, 100}, note that well mixed samples can fully represent the properties of
the target density distribution, hence the fitted density curves in the following Figure
5.4.3 are reliable. In these four histograms, the shape of the fitted exponential density
curves are almost the same as the histograms, which means that the distribution of the
interested posterior is close to be exponential. Most importantly, these four density
curves are very close to each other. It means the distribution of the target posterior
pi(θ|x) are almost the same under different prior densities (µ ∈ {1, 10, 50, 100}). On
the other hand, Figure 5.4.4 display the curve of these four prior densities. The spread
(and the gradient) of the prior density increase (and decrease) rapidly from µ = 1
to µ = 100, which means the prior densities vary a lot from each other. Whilst the
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(a) Trace plot(µ = 1)











(b) Auto-correlation(µ = 1)













(c) Trace plot(µ = 10)











(d) Auto-correlation(µ = 10)













(e) Trace plot(µ = 50)











(f) Auto-correlation(µ = 50)













(g) Trace plot(µ = 100)











(h) Auto-correlation(µ = 100)













Figure 5.4.2 Mixing of samples: for all µ ∈ {1, 10, 50, 100}, the trace plots (a,c,j,e,i)
show that the PMCMC samples are around 0; the auto-correlation plots display that
the PMCMC samples mix well.
conclusion we obtained from Figure 5.4.3 is that the posterior densities are quite similar
for all µ ∈ {1, 10, 50, 100}. Thus we can conclude that the posterior density pi(θ|x)
seems reasonably robust to the changes of the prior density pi(θ).
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(a) Fitted density(µ = 1)












(b) Fitted density(µ = 10)












(c) Fitted density(µ = 50)












(d) Fitted density(µ = 100)












Figure 5.4.3 Histograms with exponential fitted density curves for µ ∈
{1, 10, 50, 100}.














Figure 5.4.4 Plot of density curves for exponential distribution with mean µ ∈




In this chapter, we have considered the SMC and DPF methods to approximate
the α-permanent and have adopted a pseudo marginal Markov chain Monte Carlo
algorithm to study the posterior density of the parameter in boson processes. On the
basis of our numerical results, we conclude that: 1). the IS method in [55] provides an
excellent proposal density but the SMC method proposed in Section 5.2.1 suffers from
the path degeneracy problem which is more troublesome, at least for these examples,
than the weight degeneracy problem. 2). the DPF method proposed in Section 5.2.2
can deal with small or moderate state space cases and the performance is good, but
it may not do well in large state space cases. 3). the samples of the posterior density
pi(θ|x) generated by the pseudo marginal MCMC method proposed in Section 5.4.2
seems reasonably robust to the changes of the prior density pi(θ).
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Chapter 6
Summary and Future Work
This thesis aims to explore sequential Monte Carlo methodology for problems on
some finite state-spaces. Our main emphasis is on proposing SMC algorithms and
their extensions, together with descriptions of theoretical properties and illustrations
of numerical experiments relevant to our proposed algorithms. In this chapter, we will
briefly summarize the main conclusions of the previous chapters; and we will also give
a short discussion on possible future research directions.
6.1 Summary
In Chapter 3, we have considered two extensions to the existing IS algorithm in
[87], the SMC and the DPF algorithms, to approximate the likelihood of network
models. It was then shown how these algorithms can be embedded into MCMC to
perform parameter inference of the likelihood. The numerical experiments showed that
the relative variance of the SMC method will only grow at a polynomial rate in the
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number removable nodes, whilst it is exponential for the existing IS method. This fact
sufficiently supported our motivation of using SMC algorithms. We then illustrated
these methods on small to medium sized networks and showed that the DPF and DPF
inside MCMC seemed to perform better versus the SMC based versions. However, the
computational time of our proposed algorithms is generally higher than the existing
IS algorithm.
In Chapter 4, we have proposed a new adaptive SMC algorithm for calculating per-
manents of n×n binary (0, 1) matrices. We have shown the convergence in probability
of our estimates and have provided a lower-bound on the cost in n to achieve an arbi-
trarily small relative variance of the estimate of the permanent; this is O(n4 log4(n)).
It is much smaller than O(n7 log4(n)) given in [8] especially for large n. Then the
numerical illustrations further showed the superiority of our proposed adaptive SMC
algorithm in comparison to the simulated annealing algorithm of [48].
In Chapter 5, we have adopted the SMC and the DPF algorithms to estimate
α-permanents of positive α and matrices with non-negative entries. We have also
considered a pseudo marginal MCMC algorithm to study the posterior density of the
parameter in boson processes. A large variety of numerical experiments were con-
ducted, based on their results, we mainly concluded that our proposed SMC algorithm
suffered from the path degeneracy problem which is more troublesome, at least for
most of our examples, than the weight degeneracy problem encountered in the ex-
isting IS algorithm in [55]. It then presented a good performance of our proposed
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DPF method for small or moderate state space cases. We suggested to consider our
proposed SMC and DPF algorithms if the existing IS algorithm does not work well.
6.2 Future Work
There are several directions for future work. For the problem of approximating
the likelihood of network models, we have shown that the SMC/MCMC methods
seem to work well for small to medium size networks. However, for larger networks,
both memory and computational demands increase which makes it less attractive to
implement these exact computational methods. Whilst there are computational tricks
to help implementation ([56] or [43]) it may be preferable to make principled statistical
approximations of the models (for example as in [44]) to reduce the computational
burdens.
For the problem of calculating the permanents of binary (0,1) matrices, the most
pressing is a direct non-asymptotic analysis of the new SMC algorithm which is actually
implemented. As noted numerous times, the mathematical analysis of adaptive SMC
algorithms is in its infancy and so we expect this afore-mentioned problem to be
particularly demanding. In particular, one must analyze the MCMC kernels when one
is using SMC approximations of the target densities, which is a non-trivial task.
For the problem of estimating α-permanents of positive α and matrices with non-
negative entries, note that the IS method in [55] is designed for symmetric and positive
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definite matrices and may not always work well, in the case that this method fails, one
can consider the approach in Section 4.2.3 which will be computationally expensive.
Also, a consideration of the approaches for real-valued (i.e. possibly negative entries)
matrices may be of interest. Furthermore, one could consider a complexity analysis of
[55] as was done in [7] for the method [17].
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Relative Variance and Rejection
Sampling Method
A.1 Relative Variance Result in Section 3.3.2
In this appendix, we omit all reference to the parameter θ and we assume that our
assumptions are global w.r.t θ, which will typically imply that Θ is compact. Recall
that the algorithm resamples at each time and we will assume that this is using the
multinomial method. The proof of our result relies heavily on the work in [16] and
in order to easily verify our proof, we will use the Feynman-Kac notations in that
article. We introduce the Markov kernel Mk : Vt−k+1:t → P(Vt−k:t), 1 ≤ k ≤ t− t0− 1,
where P(V) are the collection of probabilities on a set V. The Markov kernel is, for
xk−1 ∈ Vt−k+1:t, xk ∈ Vt−k:t, xk = (x˜k, x′k) ∈ Vt−k+1:t ×Wt−k(x˜k)




Appendix A. Relative Variance and Rejection Sampling Method
where the conditional probability q is as described in the algorithm of Section 3.3.2
(always assumed to be positive, when x′k ∈ Wk(x˜k)). Further we use Gk : Vt−k:t → R+
0 ≤ k ≤ t− t0 − 1, to denote the importance weights wk(·) in Section 3.3.2. We make
the following hypotheses. Note that if x ∈ Vt−k+1:t and one makes a transition via Mk,
then the produced state is y = (x, y′), with y′ ∈ Wk(x).








For each 1 ≤ k ≤ t−t0−1, and t−t0 fixed there exists a ξk(t−t0) ∈ [1,∞) such
that for any (x, u) ∈ V2t−k+1:t, (y′, v′) ∈ Wk(x)×Wk(u), (y, v) = ((x, y′), (u, v′))
Mk(x, y) ≤ ξk(t− t0)Mk(u, v).
The assumption simply says that the importance weights are lower-bounded away from
zero and upper-bounded, and that these bounds are uniform in the time parameter; the
bound can depend upon the number of removable nodes, which happens in practice.
In addition, the assumption on Mk is quite reasonable as the algorithm evolves upon a
finite state-space. We note that the constant ξk(t−t0) can depend upon the number of
removable nodes, which, again, one might expect in practice. We will use the notation
172
A.1 Relative Variance Result in Section 3.3.2




Qk+1(xk, xk+1) . . . Qn(xn−1, xn), k < n.










≤ ξ(t− t0)ξk+1(t− t0)
the proof will then follow directly from Theorem 5.1 and Corollary 5.2 of Ce´rou et
al. (2011). Noting that Qk,n(ϕ)(xk) = Qk+1(Qk+2,n(ϕ))(xk), it will suffice to show





≤ ξ(t− t0)ξk+1(t− t0). (A.1.1)
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On noting (A.1.2), (A.1.1) and the above arguments, the proof is completed. 
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A.2 Rejection Sampling Method Used in Section 3.6
A.2 Rejection Sampling Method Used in Section
3.6
In order to conduct the rejection sampling from the posterior density q(p|Gt) ∝
Lp(Gt), we need to adopt a proposal p.d.f g(p) and an constant K such that
g(p)/Lp(Gt) ≥ K for all p ∈ (0, 1). After some experiments, we use g(p) = ϕ(p; 0.4, 0.2)
and K = 2.723× 106, where ϕ(p; 0.4, 0.2) is normal p.d.f with mean 0.4 and variance
0.2. Then the rejection sampling algorithm is given below.
Algorithm A.1 Rejection sampling algorithm
(1) sample p? from N (0.4, 0.2) until p? ∈ (0, 1).
(2) sample u from U(0, 1).
(3) reject p? if u > Lp?(Gt)×K/g(p?)and return to step 1, otherwise, keep p? as an
element of the target random sample and return to step 1.
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Appendix B
Theorem Proofs and Technical
Results
B.1 Proof of Theorem 4.2.1 in Section 4.2.4
We will use the Feynman-Kac notations established in Section 4.2.5 and the reader
should be familiar with that Section to proceed. Recall, from Section 4.2.3, for 0 ≤




and recall that ΦN0 (M) is deterministic and known. In addition, for (u, v) ∈ U × V











B.1 Proof of Theorem 4.2.1 in Section 4.2.4







is the SMC approximation of ηp (recall that one will resample at every time-point,
in this analysis). By a simple inductive argument, it follows that one can find a
0 < c(n) <∞ such that for any 0 ≤ p ≤ r, N ≥ 1, (u, v) ∈ U × V




Using the above formulation, for any N ≥ 1
sup
M∈M
|Gp,N(M)| ≤ 1 ∨





















With Gp−1,N , given Qp,N(M,M ′) = Gp−1,N(M)Kp,N(M,M ′) (Kp,N is the MCMC ker-
nel in [48] with invariant measure proportional to ΦNp ) and and Gp−1, Qp denote the
limiting versions (that is, on replacing ηNp with ηp and so-fourth). Recall the definition
of γt(1) in (4.2.9), which uses the limiting versions of Gp−1 and Kp.
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Proof of Theorem 4.2.1. We start with the following decomposition













where one can show that γr(1) =
∏r−1
p=0 ηp(Gp); see [21]. By Theorem B.1.1, the second



























where we are using the convention
∏





s (Gs) will converge in probability to constant. By the proof
of Theorem B.1.1 (see (B.1.5)) ηNq (Gq,N)−ηNq (Gq) converges to zero in probability and∏r−1
s=q+1 η
N
s (Gs,N) converges in probability to a constant; this completes the proof of
the theorem. 
E will be used to denote expectation w.r.t. the probability associated to the SMC
algorithm.
Theorem B.1.1. For any 0 ≤ p ≤ r − 1, (ϕ0, . . . , ϕp) ∈ Bb(M)p+1 and
((u1, v1), . . . , (up+1, vp+1)) ∈ (U × V )p+1, we have
(ηN0 (ϕ0), w
N






B.1 Proof of Theorem 4.2.1 in Section 4.2.4
(η0(ϕ0), w
∗
1(u1, v1), . . . , ηp(ϕp), w
∗
p+1(up+1, vp+1)).
Proof. Our proof proceeds via strong induction. For p = 0, by the WLLN for i.i.d. ran-
dom variables ηN0 (ϕ0)→P η0(ϕ0). Then by the continuous mapping theorem, it clearly
follows that for any fixed (u1, v1) that w
N
1 (u1, v1) →P w∗1(u1, v1) and indeed that
M0 ∈ M, G0,N(M0) →P G0(M0) which will be used later on. Thus, the proof of
the initialization follows easily.
Now assume the result for p− 1 and consider the proof at rank p. We have that
ηNp (ϕp)− ηp(ϕp) = ηNp (ϕp)− E[ηNp (ϕp)|Fp−1] + E[ηNp (ϕp)|Fp−1]− ηp(ϕp) (B.1.2)
where Fp−1 is the filtration generated by the particle system up-to time p − 1. We
focus on the second term on the R.H.S., which can be written as:
















By the induction hypothesis, as Qp(ϕp) ∈ Bb(M), the first term on the R.H.S. of (B.1.3)
converges in probability to zero. To proceed, we will consider the two terms on the
R.H.S. of (B.1.3) in turn, starting with the second.
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Second Term on R.H.S. of (B.1.3). Consider




For the second term of the R.H.S. of the inequality, by the induction hypothesis
|ηNp−1(Gp−1)−ηp−1(Gp−1)| →P 0 and as Gp−1 is a bounded function, so E[|ηNp−1(Gp−1)−
ηp−1(Gp−1)|] will converge to zero. For the first term, we have
E[|ηNp−1(Gp−1,N −Gp−1)|] ≤ E[|Gp−1,N(M1p−1)−Gp−1(M1p−1)|]
where we have used the exchangeability of the particle system (the marginal law of any
sample M ip−1 is the same for each i ∈ [N ]). Then, noting that the inductive hypothesis
implies that for any fixed Mp−1 ∈ M
Gp−1,N(Mp−1)→P Gp−1(Mp−1) (B.1.4)
by essentially the above the arguments (note (B.1.1)), we have that E[|ηNp−1(Gp−1,N −
Gp−1)|]→ 0. This establishes
ηNp−1(Gp−1,N)→P ηp−1(Gp−1). (B.1.5)
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Thus, using the induction hypothesis, as Qp(ϕp) ∈ Bb(M), ηNp−1(Qp(ϕp)) converges in
probability to a constant. This fact combined with above argument and the continuous
mapping Theorem, shows that the the second term on the R.H.S. of (B.1.3) will
converge to zero in probability.
Third Term on R.H.S. of (B.1.3). We would like to show that
E||ηNp−1[{Qp,N −Qp}(ϕp)]|] ≤ E[|Qp,N(ϕp)(M1p−1)−Qp(ϕp)(M1p−1)|].
goes to zero. As the term in the expectation on the R.H.S. of the inequality is bounded
(note (B.1.1)), it suffices to prove that this term will converge to zero in probability.
We have, for any fixed M ∈ M
Qp,N(ϕp)(M)−Qp(ϕp)(M) = [Gp−1,N(M)−Gp−1(M)]Kp,N(ϕp)(M)
+ Gp−1(M)[Kp,N(ϕp)(M)−Kp(ϕp)(M)].
As Kp,N(ϕp)(M) is bounded, it clearly follows via the induction hypothesis (note
(B.1.4)) that [Gp−1,N(M)−Gp−1(M)]Kp,N)(ϕp)(M) will converge to zero in probability.
To deal with the second part, we consider only ‘acceptance’ part of the M-H kernel;
















′) is the symmetric proposal probability. For any fixed M,M ′
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is a continuous function of ηNp−1(·), wNp (when they appear), so by the











and hence so does (B.1.6) (recall M is finite). By (B.1.5) ηp−1(Gp−1,N) converges in
probability to ηp−1(Gp−1) and hence third term on the R.H.S. of (B.1.3) will converge
to zero in probability.
Now, following the proof of [5, Theorem 3.1] and the above arguments, the first
term on the R.H.S.of (B.1.2) will converge to zero in probability. Thus, we have shown
that ηNp (ϕp) − ηp(ϕp) will converge to zero in probability. Then, by this latter result
and the induction hypothesis, along with the continuous mapping theorem, it follows
that for (up+1, vp+1) ∈ (U × V ) arbitrary, wNp+1(up+1, vp+1) →P w∗p+1(up+1, vp+1) and
indeed that Gp,N(Mp) converges in probability to Gp(Mp) for any fixed Mp ∈ M. From
here one can conclude the proof with standard results in probability. 
B.2 Technical Results Prepared for Theorem 4.2.2
The following technical results will allow us to give the main result associated to
the complexity of the SMC algorithm in Section 4.2.5.2.
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B.2 Technical Results Prepared for Theorem 4.2.2















Thus, we will focus upon λp.






















= 2Ξp(M)(n2 + 1) (B.2.2)














































where we have used (B.2.2) to go to the fourth line, the fact that
∑
M∈N (u,v) φp+1(M) =
Ξp+1(N (u, v)) to go to the fifth line, and the inequality [6, (4.14)] to go to the final
line.








which completes the proof. 











ρ(n) = (1− 1/(Cn2))2.
Then, we have the following result.
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B.3 Proof of Theorem 4.2.2 in Section 4.2.5
Lemma B.2.2. Assume (A1). Then if τ(n)3(1 − ρ(n)) < 1 we have that for any








Proof. The proof follows by using the technical results in [76]. In particular, Lemma
B.2.1 will establish Assumption B in [76] and (4.2.10) Assumption D and hence As-
sumption C of [76]. Application of Corollary 5.3 (r = 2) of [76], followed by Lemma
4.8 of [76] completes the proof. 
Remark B.2.1. The condition τ(n)3(1− ρ(n)) < 1 is not restrictive and will hold for
n moderate; both τ(n) and ρ(n) are O(1) which means that τ(n)3(1− ρ(n)) < 1 for n
large enough.
B.3 Proof of Theorem 4.2.2 in Section 4.2.5
Some relevant lemmas and their proofs can be found in Appendix B.2.
Proof. Lemma B.2.2, combined with [76, Lemma 4.1] show that Assumption A of [76]




















Appendix B. Theorem Proofs and Technical Results






















where cˆr, vr are defined in [76] and Varηp [·] is the variance w.r.t. the probability ηp.






















≤ (r + 1)C¯(n)2
From the definitions in [76], one can easily conclude that:
cˆr ≤ C¯(n)(r + 1)(3 + C¯(n)2)
vr ≤ (r + 1)C¯(n)2.












2(r + 1)C¯(n)(3 + C¯(n)2)
N
)








2 7 7 9 8 7 9 5 3 4 10 4 5 1 7 2 8 3 2 4
2 2 7 9 7 10 10 7 4 5 2 2 7 1 7 1 5 5 7 5
8 1 10 1 2 8 5 3 8 2 1 1 9 1 5 8 5 2 2 6
9 4 9 2 4 3 6 2 9 6 7 3 1 5 3 9 5 6 10 2
2 2 6 2 5 10 5 3 1 3 4 1 7 10 6 7 1 9 2 2
8 6 3 3 9 7 3 7 1 2 4 8 8 1 9 10 6 5 8 4
8 8 2 8 4 8 6 2 9 4 3 3 1 5 1 9 4 9 7 6
8 3 1 5 6 1 7 9 4 5 9 8 7 5 2 10 2 9 2 9
6 3 7 3 3 4 9 9 5 4 7 6 6 3 9 5 8 1 7 1
8 6 4 6 4 5 4 9 8 2 7 10 4 8 3 8 2 4 6 4
2 3 6 6 6 8 8 7 5 7 8 10 7 10 10 3 5 5 3 7
9 1 7 5 1 4 8 10 5 1 6 7 1 9 6 5 10 8 2 3
1 6 2 6 3 9 8 7 10 10 10 8 1 7 6 4 1 9 2 7
8 10 5 6 8 1 2 7 9 1 7 5 5 9 4 1 10 2 3 3
4 8 7 1 7 5 8 3 3 10 9 3 1 7 4 2 4 5 2 8
10 1 10 10 4 5 2 8 4 6 6 7 3 3 7 9 8 9 7 4
4 9 9 10 8 8 7 5 7 1 7 9 6 4 1 7 2 7 3 9
3 8 3 6 6 1 6 10 8 2 4 5 1 4 2 9 10 7 7 6
5 6 10 4 9 8 6 2 1 7 2 9 5 4 1 4 4 9 9 3






7 8 2 0 10 4 5 3 10 9 7 2 0 1 9 2 6 1 7 9
5 0 0 1 8 5 7 3 10 4 8 10 3 9 9 6 6 6 4 5
2 1 9 9 8 2 1 1 1 1 6 9 3 3 7 10 0 8 3 1
9 6 5 3 7 0 5 9 5 6 6 7 6 7 9 8 5 6 9 5
7 4 0 6 8 0 7 2 7 5 9 5 1 9 2 3 9 10 9 3
2 7 8 0 6 8 9 8 8 10 3 0 8 7 4 1 5 1 3 10
2 5 0 6 9 10 2 2 8 6 10 6 9 10 2 5 10 0 6 2
4 3 3 5 5 5 1 0 2 4 7 9 2 9 6 4 2 4 2 6
4 9 5 8 7 1 7 10 5 1 3 7 8 2 6 9 7 2 3 7
4 1 2 10 10 6 6 10 4 1 6 8 3 9 2 5 10 4 6 2
7 9 6 0 3 8 6 1 5 9 9 8 5 3 6 0 8 3 3 4
4 1 10 2 7 10 2 8 6 0 6 6 5 3 0 9 9 8 9 6
6 8 4 5 8 6 4 9 1 8 3 1 2 9 1 5 3 8 1 9
9 7 9 6 4 1 1 5 4 9 0 3 8 8 5 8 7 4 3 10
7 10 5 9 8 3 3 7 1 0 1 0 10 0 1 4 9 1 1 8
4 8 8 0 3 6 4 7 9 9 7 3 6 9 4 9 5 7 3 8
10 10 8 8 7 1 0 5 1 7 7 9 5 5 1 4 0 6 5 6
4 0 6 10 0 7 10 1 2 7 2 5 5 4 1 6 4 8 9 9
5 5 7 8 3 5 1 3 0 6 0 0 6 10 2 8 0 4 4 6




8 1 5 2 2 9 6 8 10 8 6 1 1 10 8
9 2 7 3 4 7 1 8 3 5 9 5 8 4 3
1 8 8 8 2 2 6 6 1 5 6 2 7 6 4
6 10 1 5 4 1 7 7 8 5 8 10 8 5 2
2 3 1 2 2 8 10 6 6 8 4 10 3 7 1
3 1 2 5 5 4 5 6 4 4 9 9 10 8 3
4 1 1 1 3 7 9 10 8 7 4 7 8 3 2
4 6 6 7 1 3 10 3 7 6 7 4 2 7 8
10 1 7 4 8 8 8 7 3 6 3 5 9 4 3
7 6 4 1 2 1 10 6 6 8 5 5 10 10 1
2 5 3 10 1 8 7 10 10 3 3 10 3 7 5
7 4 9 8 7 8 10 1 4 2 5 9 7 3 1
1 3 7 10 9 7 5 6 5 2 5 5 10 9 7
3 3 5 8 3 5 1 6 2 8 3 10 10 1 9




10 0 1 0 6 7 6 0 1 5 0 5 0 5 2
0 2 4 10 8 7 2 0 0 4 9 7 8 3 8
1 8 3 4 5 5 6 0 4 4 8 3 9 8 8
2 0 7 7 9 8 7 9 9 7 5 6 4 3 5
8 10 8 3 2 7 3 8 4 2 3 3 9 8 5
7 8 3 0 8 7 7 8 8 9 6 9 5 8 6
6 10 3 6 7 0 0 2 9 0 3 4 10 6 2
9 3 6 5 8 10 3 8 5 9 7 9 7 3 9
7 4 2 3 6 7 5 3 6 6 9 8 7 3 4
2 10 9 10 0 1 2 4 10 6 1 4 9 3 9
9 4 0 7 6 7 9 2 1 0 8 2 0 0 1
8 6 5 4 3 2 3 4 0 8 5 8 3 5 1
1 7 4 2 1 10 8 0 6 6 0 6 1 9 8
6 9 10 2 6 4 3 9 9 8 1 10 4 4 9
6 2 5 7 10 6 3 7 5 4 0 7 10 2 7

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C.1 Matrices in Section 5.3.1
C.1.2 K100 and K
Tr
100
From [55], the (i, j) entry of matrix K100 is exp{−(xi − xj)2 }, where x1, . . . , x100
are independently drawn from the symmetric triangular distribution on (−pi, pi). Then
KTr100 is a tri-diagonal matrix truncated from K100 by setting the (i, j) entry of K100
equal to 0 whenever |i− j| > 1. The sampled vector (x1, . . . , x100) is:
−0.705216786 −1.908164154 −1.518833671 −1.571456102 −1.131509813
−0.217187115 0.753179292 0.450001581 −0.03535016 −0.177842736
1.827290178 −2.736225028 −0.374937715 −0.029616141 2.959316629
−0.702594381 −0.479254808 −0.198835311 −0.01056462 2.170773289
−0.837418349 −1.03381552 1.959340097 0.362974998 −1.167230557
0.393279146 −0.699208745 1.427657406 1.958630717 −1.834502626
1.092698524 0.112115809 −0.060101521 −0.891335196 −0.655126713
0.144798419 1.313292939 −0.472128036 −1.994184623 −1.726791019
0.506916062 −2.132601918 1.179699592 1.103475032 −0.404610054
0.856018348 2.565699698 −0.040150594 1.118054516 −0.780398832
0.257751279 2.862055283 −0.869233882 −0.016880535 −0.03544518
0.65856651 1.040449216 −0.591647799 −1.020528486 −0.596809422
0.00453435 −0.152870603 −1.93871621 −1.788254037 −1.921103123
−0.651549109 −0.254681533 −0.792807516 0.444353356 −2.202435006
−1.193808998 −0.047392154 −1.740403662 −0.401033934 0.432258869
0.0479954 −0.586870111 0.095827511 −1.041119287 −0.114145157
0.112651813 −0.795718454 1.654694339 1.404575993 −0.130785416
−0.132829941 −0.673418741 0.139973164 −1.55600796 1.617686365
−1.853965333 −0.51447706 0.228163305 −1.247078703 −0.430622067
2.099361954 −0.553316009 0.49445282 1.001883688 −1.017272356
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