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ABSTRACT
ALGEBRAICITY OF RATIONAL HODGE ISOMETRIES
OF K3 SURFACES
MAY 2016
NIKOLAY BUSKIN,
B.S., NOVOSIBIRSK STATE UNIVERSITY
M.S., NOVOSIBIRSK STATE UNIVERSITY
Ph. D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor EYAL MARKMAN
Consider any rational Hodge isometry ψ : H2(S1,Q) → H2(S2,Q) between any two
Kähler K3 surfaces S1 and S2. We prove that the cohomology class of ψ in H2,2(S1 × S2)
is a polynomial in Chern classes of coherent analytic sheaves over S1 × S2. Consequently,
the cohomology class of ψ is algebraic whenever S1 and S2 are algebraic.
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CHAPTER 1
INTRODUCTION
Let X be a smooth complex projective manifold. Then X is K
..
ahler and its cohomology
admits the Hodge decomposition
Hk(X,C) = ⊕
p+q=k
Hp,q(X).
The cohomology classes of algebraic cycles of (complex) codimension p on X belong
to the vector space Hp,p(X). The famous Hodge conjecture, [5], states that, in fact, any
cohomology class in H∗(X,Q) ∩ Hp,p(X) is algebraic. So far this conjecture has been
proved for some particular cases of projective manifolds X .
One of the particularly interested cases is the case when X is a product of K3 surfaces.
AK3 surface is a simply connected smooth compact complex manifold of complex dimen-
sion 2 with a trivial canonical bundle. Let F be any of the fields C,R,Q or the ring Z. Let
S1, S2 beK3 surfaces. AK3 lattice Λ is an even unimodular lattice of signature (3,19). All
such lattices are isomorphic. A typical example of a K3 lattice is the second cohomology
lattice H2(S,Z) of a K3 surface S with the bilinear form given by the intersection from.
To any Hodge homomorphism ϕ : H2(S1,F) → H2(S2,F) (of type (0,0)) we can
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associate a cycle
Zϕ ∈ H2,0(S1,C)∗⊗H2,0(S2,C)⊕H0,2(S1,C)∗⊗H0,2(S2,C)⊕H1,1(S1,C)∗⊗H1,1(S2,C)
⊂ H2,2(S1 × S2,C),
such that
Zϕ ∈ H2,2(S1 × S2,C) ∩H4(S1 × S2,F).
Here we naturally identify the vector space Hp,q(Si,C)∗ with Hn−p,n−q(Si,C). The Torelli
theorem for projective K3 surfaces, proved by I.R. Shafarevich and I. Piatetski-Shapiro
in [28], states that given an effective Hodge isometry ϕ : H2(S1,Z) → H2(S2,Z) of the
cohomology lattices of K3 surfaces S1 and S2 there exists a unique isomorphism f : S2 →
S1 inducing ϕ. So, in particular, the cycle Zϕ, cohomologous to the graph Γf of the map
f , is algebraic. From here it actually follows that the cycle Zϕ is algebraic even if the
corresponding Hodge isometry f is not effective.
So I.R. Shafarevich and I. Piatetski-Shapiro proved a very particular case of the Hodge
conjecture which says that any cohomology class in H4(S1 × S2,Z) ∩ H2,2(S1 × S2)
inducing a Hodge isometry between H2(S1,Z) and H2(S2,Z) is algebraic. In his 1970
ICM talk “Le theoreme de Torelli...”, [30] I. R. Shafarevich asked if Zϕ is algebraic for any
rational Hodge isometry ϕ : H2(S1,Q)→ H2(S2,Q). So this question is a particular case
of the Hodge conjecture for classes in H4(S1×S2,Q)∩H2,2(S1×S2) inducing isometries
between H2(S1,Q) and H2(S2,Q). Our goal is to prove the following theorem.
Theorem 1.0.1. Let S1, S2 be projective K3 surfaces. The class Zϕ of any Hodge
isometry ϕ : H2(S1,Q)→ H2(S2,Q) is algebraic.
Theorem 1.0.1 is proved in Section 6.2. In fact, we will prove a generalization of The-
orem 1.0.1 for Kähler K3 surfaces, which is formulated below. We say that a cohomology
class on a complex-analytic manifoldM is of analytic type if it can be expressed as a poly-
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nomial in Chern classes of coherent sheaves onM . Now the generalization is the following
theorem.
Theorem 1.0.2. Let S1 and S2 be Ka¨hler K3 surfaces. For any rational Hodge
isometry ϕ : H2(S1,Q)→ H2(S2,Q) the class Zϕ is of analytic type.
Theorem 1.0.2 is proved in Section 6.2. In case when the Hodge isometry ϕ is integral
the statement that Zϕ is of analytic type follows from the strong Torelli theorem for analytic
K3 surfaces proved by Burns and Rappoport in [7]. We see that in case S1 and S2 are
algebraic K3 surfaces, Theorem 1.0.1 follows from Theorem 1.0.2.
S. Mukai’s groundbreaking work [23] made a significant progress towards this result
(see section 2 below). His main result implies Theorem 1.0.1 in case when the Picard
rank of the surfaces S1 and S2 is greater or equal 11 (Hodge isometric surfaces obviously
have equal Picard rank), see [23, Corollary 1.10]. Nikulin [27] extended Mukai’s argument
to the case of projective elliptic surfaces, which by Meyer’s Theorem (Corollary 5.10 in
[9]) implies Theorem 1.0.1 for surfaces with Picard number greater or equal 5. Mukai
announced also Theorem 1.0.1 in his 2002 ICM talk [25].
Let S be a K3 surface, let M be a smooth projective 2-dimensional moduli space of
slope-stable vector bundles on S and let Q be a quasiuniversal sheaf on S ×M . Mukai
proved that a normalization of the algebraic class ch(Q)
√
tdS×M ∈ ⊕pHp,p(S ×M,Q)
induces a Hodge isometry of the rationalized transcendental lattices of S and M . Here
ch(Q) as usually denotes the Chern character of Q and
√
tdS is the square root of the Todd
class of the surface S.
In the present work we use a different cohomology class, a κ-class, which is introduced
in Section 2, associated now to a twisted universal sheaf on S ×M and inducing a Hodge
isometry between H2(S,Q) and H2(M,Q). See the definition of a twisted sheaf and the
way the κ-class induces the Hodge isometry in subsection 2.1. This Hodge isometry re-
stricts to Mukai’s above mentioned isometry of transcendental lattices.
Let us fix a K3 lattice Λ. Further we will need the notion of a marking of a K3
3
surface S, that is a lattice isometry ηS : H2(S,Z) → Λ. Let us choose markings η1, η2
for the surfaces S1, S2. For the rest of the introduction the notation ϕ stands for a rational
Hodge isometry ϕ : H2(S1,Q) → H2(S2,Q) and φ stands for the rational isometry φ =
η2 ◦ ϕ ◦ η−11 : ΛQ → ΛQ, where ΛQ = Λ ⊗ Q. So, the markings allow us to assign to
rational isometries of different surfaces some elements of the group of isometries of ΛQ,
for which there exists a nice structure theory. The rational isometries of ΛQ induced by
(quasi-)universal sheaves are of the so called cyclic type which means that it is of the form
g◦rx◦h, where g, h are integral isometries of Λ and rx is a reflection of ΛQ, v 7→ v− 2(v,x)(x,x) x
for a non-isotropic primitive x ∈ Λ. Such a reflection is, in general, defined over Q, being
integral precisely when (x, x) = ±2, for any even unimodular lattice Λ. We say that the
above isometry g◦rx◦h is of n-cyclic type1, if the primitive vector x satisfies |(x, x)| = 2n.
We will also say that ϕ is of cyclic type if φ = η2ϕη−11 is of cyclic type. It is immediately
clear that this definition does not depend on the choice of markings η1, η2. In Section 3 we
prove a lattice-theoretic criterion for an isometry to be of n-cyclic type.
First, we prove Theorem 1.0.2 in the particular case when the Hodge isometry ϕ :
H2(S1,Q)→ H2(S2,Q) is of cyclic type.
For a general rational Hodge isometry ϕ, we have a reduction to the cyclic type case.
Namely, as is well known, the group of rational isometries of ΛQ is generated by isometries
of cyclic type. Representing a general rational isometry φ : ΛQ → ΛQ as a composition of
cyclic ones, φ = φk ◦ · · · ◦φ1, we then find a sequence of surfaces S ′1 = S1, . . . , S ′k+1 = S2
together with their markings ηi so that 1) for each pair S ′i, S
′
i+1 the isometry ϕi = η
−1
i+1φiηi
is Hodge; 2) each ϕi is induced by a class of analytic type on S
′
i × S ′i+1. Now taking
composition of classes of analytic type as correspondences we get our ϕ represented by a
class of analytic type (this is nontrivial and follows from the Grothendieck-Riemann-Roch
theorem and a result of Grauert). This will prove Theorem 1.0.2 in its most general form.
Now, as it was mentioned above, if S1, S2 were initially algebraic then any class of analytic
1In Definition 3.0.2 a different definition of n-cyclic type will be used, in terms of a criterion
which is easier to verify. Both definitions are equivalent by Proposition 3.0.4.
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type on S1 × S2 is, indeed, algebraic and Theorem 1.0.1 follows.
In order to prove that every rational Hodge isometry ϕ of cyclic type is of analytic type
we need the following four ingredients:
1) For every n > 2 we need an example of a K3 surface S, a two-dimensional smooth
and projective moduli space M of stable vector bundles on S and a universal (untwisted)
sheaf E over S ×M inducing via the κ-class a rational Hodge isometry of n-cyclic type
from H2(S,Q) to H2(M,Q), see Conclusion 3.3.2;
2) Fix a rational isometry φ : ΛQ → ΛQ of n-cyclic type for some n > 2. Consider the
locus in the moduli space of marked pairs ((S1, η1), (S2, η2)) of K3 surfaces along which
ϕ = η−12 ◦φ◦η1 stays of Hodge type. We need to show that this locus is covered by twistor
lines analogous to twistor lines in the moduli space of marked K3 surfaces. The proof of
this fact is given in Proposition 4.2.9;
3) We observe that any two signed isometries of n-cyclic type belong to the locus intro-
duced in 2) and are, thus, deformation equivalent (this is proved by Propositions 3.0.4 and
4.2.9);
4) M. Verbitsky’s result on hyperholomorphic sheaves implying that for every example
in 1) the universal sheaf E over S ×M can be extended as a twisted sheaf over a twistor
family containing the hyperkähler manifold S×M , see Theorem 5.0.15 and the discussion
after it. A repeated application of this result will enable us to deform E to a sheaf on the
product S1 × S2 for any ((S1, η1), (S2, η2)) in the corresponding locus as in 2).
Now let us get to some applications of the results of this work to the general Hodge
conjecture on products of K3 surfaces, formulated as follows:
Conjecture 1.0.3. Given two K3 surfaces S1 and S2, every rational Hodge homo-
morphism ϕ : H2(S1,Q)→ H2(S2,Q) is algebraic.
Assume first that S1 = S2 =: S. Then ϕ restricts to a Hodge endomorphism of the
rationalized transcendental lattice ϕ : V (S)→ V (S), where V (S) := T (S)⊗Q and T (S)
is the transcendental lattice of S. The algebra EndHdgV (S) of Hodge endomorphisms of
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V (S) is known to be a (commutative) number field F . Let us also denote by NS(S) the
rationalized Picard lattice of S.
A theorem of Zarhin [34] states that F is either totally real, or a quadratic extension
F0[
√−D] of a totally real field F0 and D ∈ F0, D > 0. In the latter case the field F is
called a CM-field (a field with complex multiplication) and the corresonding K3-surface
S is called a K3 surface with complex multiplication. A theorem of Ramòn-Mari [29]
states that if S is a K3 surface with complex multiplication, then EndHdgV (S) is spanned
by Hodge isometries of V (S). So in this case we can reduce to the case when ϕ|V (S) is a
Hodge isometry.
Now, the fact that the second cohomology group decomposes as an orthogonal sum
H2(S,Q) ∼= V (S) ⊕ NS(S) and existence of an isometry ϕV (S) : V (S) → V (S) by ex-
tending it via the identity map id : NS(S) → NS(S) gives us that there exists a rational
Hodge isometry ψ : H2(S,Q)→ H2(S,Q) which restricts to ϕV (S) on V (S). By Theorem
1.0.1 the class of ψ is algebraic. Now ϕV (S) considered as the difference between the al-
gebraic class ψ and the trivially algebraic NS(S)∗ ⊗NS(S)-component of ψ is algebraic.
Then the original ϕ is also algebraic and so we get the following corollary, which is pre-
cisely the Hodge conjecture for self-products of K3 surfaces with complex multiplication:
Corollary 1.0.4. Given a projective K3 surface S with complex multiplication, any
Hodge endomorphism of H2(S,Q) is algebraic.
The case when S1 and S2 are not isomorphic but there is a rational Hodge ho-
momorphism between them ϕ : H2(S1,Q) → H2(S2,Q) restricting to an isometry
ϕV (S1) : V (S1) → V (S2) is absolutely analogous to the above considered one via Witt’s
cancellation theorem, so the class of ϕ is algebraic.
Corollary 1.0.5. Given projective K3 surfaces S1, S2, any Hodge isometry ψ :
V (S1)→ V (S2) is algebraic.
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CHAPTER 2
MUKAI’S RESULT: CLASSICAL AND
NEW FORMULATIONS
Here we recall the classical formulation of Mukai’s result and reformulate it in the form
that we will use later in the proof of the main theorem.
Let S be an algebraic K3 surface. In [23] Mukai introduces a weight 2 Hodge structure
on the (commutative) cohomology ring H∗(S,C),
H˜2,0(S,C) = H2,0(S,C),
H˜0,2(S,C) = H0,2(S,C),
H˜1,1(S,C) = H0(S,C)⊕H1,1(S,C)⊕H4(S,C).
Given a class α ∈ H∗(S,Z) denote by αi its graded summand in H i(S,Z). Denote by
H˜(S,Z) the lattice H∗(S,Z) with the integral bilinear Mukai pairing
(α, β) = −α4β0 + α2β2 − α0β4 ∈ H4(S,Z) ∼= Z.
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Now let
v = (r, α, s) ∈ H˜1,1(S,Z) = H0(S,Z)⊕H1,1(S,Z)⊕H4(S,Z)
be a vector isotropic with respect to Mukai pairing and let h be an ample divisor on S.
Recall that H1,1(S,Z) is, by definition, the intersection H1,1(S) ∩ H2(S,Z) and assume
there exists a compact moduli space M = Mh(v) of vector bundles E on S, slope-stable
with respect to h (h-slope-stable), whose Mukai vector v(E) = ch(E)
√
tdS is equal to v.
To formulate Mukai’s result we need the definition of a quasiuniversal sheaf on S×M . We
will not use this notion except for the classical formulation of Mukai’s results. For further
details, like existence of quasiuniversal sheaves, we refer to Mukai [23]. A quasiuniversal
sheaf F of similitude σ(F) ∈ N is a sheaf on S ×M such that F|S×{m} ∼= E⊕σ(F)m , where
Em is the h-slope-stable vector bundle on S corresponding to m ∈ M . A quasiuniversal
sheaf F on S ×M determines a cycle
ZF∗ = ch(F∗)
√
tdS×M/σ(F) ∈ H∗(S ×M,Q),
and hence a Hodge homomorphism
fF∗ : H˜(S,Q)→ H˜(M,Q),
α 7→ piM ∗(pi∗S(α) · ZF∗).
Above “·” is the standard multiplication in the cohomology ring H∗(S,Q).
Mukai’s observation. Let E be a quasiuniversal sheaf on S × M and v⊥ be the
orthogonal complement of v in H˜(S,Q). Mukai observes [23, page 384, Lemma 4.11] that
fE∗(v⊥) ⊂ H2(M,Q)⊕H4(M,Q) ⊂ H˜(M,Q)
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and
fE∗(v) = w,
w is the fundamental cocycle in H4(M,Z).
The properties of fE∗ mentioned above allow to define an induced Hodge homomor-
phism
f˜E∗ : v⊥ ⊗Q/Qv → (H2(M,Q)⊕H4(M,Q))/H4(M,Q) ∼= H2(M,Q) ⊂ H˜(M,Q),
For a K3 surface S its transcendental lattice TS is, by definition, the integral lattice
(H1,1(S,R) ∩ H2(S,Z))⊥, where the orthogonal complement is taken in H2(S,Z) with
respect to the intersection form. Note that TS is contained in the orthogonal complement
v⊥ ⊂ H˜(S,Z) and TS ∩Qv = {0}.
Theorem 2.0.6. ([23, Theorem 1.5, Theorem A.5]) There exists a quasiuniversal
sheaf E on S ×M such that the Hodge homomorphism fE∗ induces a Hodge isometry
f˜E∗ : v⊥ ⊗Q/Qv ∼= H2(M,Q) ⊂ H˜(M,Q).
Moreover,
f˜E∗|TS : TS ⊗Q→ TM ⊗Q (2.1)
is a rational Hodge isometry.
Here the Hodge structure on v⊥ ⊗Q/Qv is induced from that of H˜(S,Q). The Hodge
isometry f˜E∗ does not depend on the choice of the quasiuniversal family E and is defined
over Z, that is, f˜E∗(v⊥/Zv) = H2(M,Z). Note that in general the map fE∗ is not an
isometry of the integral Mukai lattices of S andM , but there is an important particular case
when it actually is.
Theorem 2.0.7. ([23, Theorem 4.9]) If E is a universal sheaf (σ(E)=1) then the map
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fE∗ is a Hodge isometry between H˜(S,Z) and H˜(M,Z).
2.1 A new formulation of Mukai’s result
Generally speaking, the new reformulation is obtained by canonically extending Mukai’s
Hodge isometry (2.1) above to a rational Hodge isometry from H2(S,Q) to H2(M,Q). In
order to do this we need to introduce a different version of the class ZE∗ . The language of
quasiuniversal sheaves used by Mukai is not appropriate for us, as sheaves in general do
not stay untwisted under deformations, so we need to deal with twisted sheaves. For an
account of this theory we refer to A. Caldararu’s PhD Thesis, [8]. Recall the definition of a
twisted sheaf. Let α ∈ C2(S,O∗S) be a Cech 2-cocycle in the analytic topology, determined
by an open cover U = {Ui}i∈I of S and sections αijk ∈ Γ(Ui∩Uj ∩Uk,O∗S). We define an
α−twisted sheaf on S to be a pair ({Fi}i∈I , {θij}i,j∈I) whereFi are sheaves ofOS-modules
on Ui and θij : Fj|Ui∩Uj → Fi|Ui∩Uj are isomorphisms such that:
1) θii is the identity for all i ∈ I;
2) θij = θ−1ji for all i, j ∈ I;
3) θij ◦ θjk ◦ θki is multiplication by αijk on Fi|Ui∩Uj∩Uk for all i, j, k ∈ I .
We want to formulate Mukai’s result in terms of twisted sheaves. Let E be a twisted
locally free sheaf of rank r on a compact complex manifold X . Then the sheaf E⊗r ⊗
det(E∗) is untwisted. Now we set
κ(E) = Sqrtr(ch(E⊗r ⊗ det(E∗))),
where Sqrtr(x) is equal to r + 1rr (x− rr) + . . . , the Taylor series of the r-th root function
centered at rr. It is easy to see that when E is an untwisted sheaf, the class κ(E) is equal to
ch(E) · exp(−c1(E)/r). The class κ(E∗)
√
tdS×M induces a map
ϕE∗ : H∗(S,Q)→ H∗(M,Q)
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in the same fashion as fE∗ defined above. Actually, ϕE∗ is a rational Hodge homomorphism
between H˜(S,Q) and H˜(M,Q). Compose this map with the injection i : H2(S,Q) →
H∗(S,Q) = H0(S,Q) ⊕ H2(S,Q) ⊕ H4(S,Q) and the projection pr2 of H∗(M,Q) to
H2(M,Q). Denote the resulting map by ψE (without ∗),
ψE = pr2 ◦ ϕE∗ ◦ i.
The following is a reformulation of Theorem 2.0.6 above in the case of a universal
(untwisted) sheaf E . In this case we reformulate Theorem 2.0.6 in terms of the κ-class of
E . This map is our candidate for the above mentioned canonical extension of f˜E∗ .
Theorem 2.1.1. For a universal sheaf E on S ×M the map ψE is a Hodge isometry
between H2(S,Q) and H2(M,Q).
The proof of Theorem 2.1.1 is given in the next subsection.
2.1.1 Comparison of the two formulations
Let us explain why Theorem 2.1.1 is a reformulation of Theorem 2.0.6 when E is a universal
sheaf. For this we need to relate ψE to f˜E∗ . Assign to the sheaf E the cohomology class
v(E∗) = ch(E∗)√tdS×M ∈ H∗(S×M,Q). Note that as the sheaf E is untwisted, the class
κ(E∗)√tdS×M is the same as
v(E∗) exp(−c1(E∗)/r) = pi∗Mec1(E|{s}×M )/r · v(E∗) · pi∗Sec1(E|S×{m})/r.
We know also that tdS×M = pi∗StdS · pi∗M tdM so the projection formula tells us that the
rational Hodge homomorphism ϕE∗ between “rationalized" Mukai lattices H˜(S,Q) and
H˜(M,Q) is equal to the composition of maps
ec1(E|{s}×M )/r ◦ fE∗ ◦ ec1(E|S×{m})/r.
11
H2(S,Q) ψE //
eα

H2(M,Q)
eα(H2(S,Q)) fE∗ //
(∗)
fE∗(eα(H2(S,Q))) ⊂ H˜(M,Q)
pr2◦eβ
44
q
%%
v⊥ ∩ (H2(S,Q)⊕H4(S,Q))
(∗∗)

∼=

v⊥/Qv f˜E∗ // H2(M,Q)
Figure 2.1: Diagram of comparison of ψE and f˜E∗
The maps ec1(E|{s}×M )/r and ec1(E|S×{m})/r above are the Hodge isometries of H˜(M,Q)
and H˜(S,Q) respectively, defined as multiplication by the corresponding class. Denote
these classes by eα and eβ for short. Here is an immediate check that, more generally,
multiplication by eα, α ∈ H2(S,Q), is an isometry of H˜(S,Q). Take w ∈ H˜(S,Q). Then
(w · eα, w · eα) = −(w · eα) · (w · eα)∗ = −w · w∗ · eαe−α = (w,w).
Above (·, ·) is the Mukai pairing. By ∗we denote the linear operator onH∗(S,Q) reversing
the sign of all 2-dimensional elements and acting as identity on 0- and 4-dimensional ele-
ments. The check for eβ goes analogously. In our particular case both of these isometries
are Hodge homomorphisms of the respective Mukai lattices as α = c1(E|S×{m})/r and
β = c1(E|{s}×M)/r are elements of H1,1(S,Q) and H1,1(M,Q) respectively. The most es-
sential ingredient in the proof of equivalence of formulations is the following commutative
diagram relating ψE to f˜E∗ ,
The map q is the quotient map
H˜(M,Q) = H0(M,Q)⊕H2(M,Q)⊕H4(M,Q)→ H˜(M,Q)/H4(M,Q).
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Below we explain the equality (∗), the isomorphism (∗∗) and why q takes
fE∗(eα(H2(S,Q))) to H2(M,Q) ⊂ H˜(M,Q)/H4(M,Q). Let us give now a detailed
analysis of the maps in the diagram. The map eα ◦ i in the composition
ψE = pr2 ◦ eβ ◦ fE∗ ◦ eα ◦ i : H2(S,Q)→ H2(M,Q),
maps H2(S,Q) (Hodge) isometrically into H2(S,Q)⊕H4(S,Q). So for the composition
pr2 ◦ eβ ◦ fE∗ ◦ eα ◦ i being a Hodge isometry on H2(S,Q) is equivalent to pr2 ◦ eβ ◦ fE∗
being a Hodge isometry on eα(H2(S,Q)) ⊂ H2(S,Q)⊕H4(S,Q).
Now we want to apply the map fE∗ to eα(H2(S,Q)). In order to desribe the image we
need Mukai’s observation above. First, we claim that eα(H2(S,Q)) is contained in v⊥ for
v = v(E∗|S×{m}) and, moreover, eα(H2(S,Q)) ∩ Qv = {0}. Indeed eα(H2(S,Q)) ⊥ v
is equivalent to H2(S,Q) ⊥ e−α · v, here ⊥ is considered in sense of Mukai pairing.
But by the definition of eα its 2-component is −v2, so we see that e−α · v belongs to
H0(S,Q) ⊕ H4(S,Q), so that H2(S,Q) ⊥ e−α · v holds automatically. Moreover, as
v0 = r > 0 we have that
(H2(S,Q)⊕H4(S,Q)) ∩Qv = {0}.
So eα injects H2(S,Q) into v⊥ and fE∗ by Mukai’s observation above maps eα(H2(S,Q))
into H2(M,Q) ⊕ H4(M,Q). This gives us the explanation for map q mentioned above.
Now, we see that
pr2 ◦ eβ : H2(M,Q)⊕H4(M,Q)→ H2(M,Q)
is a Hodge homomorphism and it preserves the corresponding restriction of Mukai form,
(x, y) = (pr2 ◦ eβ(x), pr2 ◦ eβ(y))
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for any x, y ∈ H2(M,Q)⊕H4(M,Q). Finally, for
pr2 ◦ eβ ◦ fE∗ : eα(H2(S,Q))→ H2(M,Q)
being a Hodge isometry is equivalent to the following two conditions:
1) fE∗ is a Hodge isometry on eα(H2(S,Q)) ⊂ v⊥;
2) image fE∗ ◦ eα(H2(S,Q)) intersects trivially kernel Ker pr2 ◦ eβ = H4(M,Q).
Let us check that condition 2) actually follows from 1). Condition 1) is equivalent to the
statement of Theorem 2.0.6 about fE∗ , via the commutativity of the lower trapezoid in the
above diagram. Then for nonzero x ∈ eα(H2(S,Q)), x = eα · u, u ∈ H2(S,Q), we may
find v ∈ H2(S,Q) such that 0 6= (u, v) = (x, eαv) = (fE∗(x), fE∗(eαv)), so fE∗(x) cannot
be in H4(M,Q) as H4(M,Q) ⊥ H2(M,Q)⊕H4(M,Q).
As v⊥ is of codimension 1 in H˜(S,Q), H2(S,Q) and, hence, eα(H2(S,Q)) is of codi-
mension 2 in H˜(S,Q) and, as was mentioned above, eα(H2(S,Q)) ∩ Qv ⊂ (H2(S,Q) ⊕
H4(S,Q)) ∩Qv = {0}, we have that
v⊥ = eα(H2(S,Q))⊕Qv.
The last equality explains both (∗) and (∗∗). Now, bearing in mind that v is isotropic in
sense of Mukai pairing and that
fE∗(Qv) = H4(M,Q)
where H4(M,Q) is orthogonal to H2(M,Q) ⊕ H4(M,Q) again in Mukai sense, we see
that fE∗ being a Hodge isometry on eα(H2(S,Q)) is equivalent to
f˜E∗ : v⊥/Qv → H2(M,Q)
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being a Hodge isometry. So, map ψE is the canonical extension we were looking for, and
the equivalence of the old and the new formulation is justified. This actually completes the
proof of Theorem 2.1.1. 
Indeed Mukai’s result can be reformulated in terms of the κ-class in a greater generality,
namely it is possible to reformulate it even in the case when the sheaf E is a twisted sheaf
corresponding to a quasiuniversal sheaf Q on S × M . Consider a family T of compact
complex manifolds of the form St × Mt containing S × M . Assuming the sheaf E can
be included into a family {Et}t∈T of (twisted) sheaves on T , the class κ(E∗t )
√
tdSt×Mt ∈
H∗(St ×Mt,Q), t ∈ T, stays of type (2,2) and is a flat section of the local system. Hence,
each of these classes induces a Hodge isometry between second rational cohomology of St
and Mt at every point t of the family T .
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CHAPTER 3
DOUBLE ORBITS
Let Λ be the K3 lattice. In this section we show that for every n ∈ Z+ there exists only
one double orbit O(Λ)φO(Λ) ⊂ O(ΛQ) where φ is a rational isometry of n-cyclic type, a
notion which will be introduced below. Here O(Λ) and O(ΛQ) denote the group of integral
isometries of Λ and the group of rational isometries of ΛQ respectively.
Notation: A lattice is a free abelian group with a symmetric integral and non-
degenerate bilinear pairing. We denote the pairing by (•, •). Given a lattice L, denote
by LQ the tensor product L ⊗Z Q and by O(L) and O(LQ) the corresponding integral and
rational isometry groups. Given a sub-lattice M of L of finite index, we regard M∗ as a
subgroup of LQ of elements λ, such that (λ,m) is an integer for every element m ∈ M .
We then have a flag M ⊂ L ⊂ L∗ ⊂M∗.
Given φ ∈ O(LQ), set
Iφ := L ∩ φ−1(L).
Definition 3.0.2. We say that φ is of n-cyclic type, if L/Iφ is a cyclic group of order
n.
Example 3.0.3. Let x be a primitive element of an even unimodular lattice L satis-
fying (x, x) = 2d, for a non-zero integer d. Let rx : LQ → LQ be the reflection given
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by
rx(λ) := λ− 2(x, λ)
(x, x)
x = λ− (x, λ)
d
x.
Then rx is of |d|-cyclic type, since Irx is the preimage of the ideal (d) ⊂ Z via the
surjective homomorphism (x, ·) : L→ Z.
The double orbit of an element φ ∈ O(LQ) is the subset O(L)φO(L). The dou-
ble orbit of φ will be denoted by [φ]. The set of double orbits will be denoted by
O(L)\O(LQ)/O(L). Let us now formulate the most important result of this section.
Proposition 3.0.4. Let φ1 and φ2 be rational isometries of ΛQ of n-cyclic type (in
the sense of Definition 3.0.2). Then
[φ1] = [φ2].
The proof of this proposition will be given in Subsection 3.2. We suggest to skip Sub-
sections 3.1 and 3.2 on a first reading, as the proofs there involve lattice-theoretic tech-
niques not used elsewhere in the paper. We would recommend not to skip Subsection 3.3.
3.1 Double orbits in the rank two hyperbolic lattice
Let U be the rank 2 even unimodular lattice of signature (1, 1).
Lemma 3.1.1. Any rational isometry of UQ is of cyclic type. There exists a one to
one correspondence between double orbits of rational isometries of UQ of n-cyclic type
with n > 1 and pairs (a, b) of integers satisfying a > b > 0, gcd(a, b) = 1, and ab = n.
Proof. Let {e1, e2} be a basis of U satisfying (e1, e2) = 1 and (ei, ei) = 0, i = 1, 2. The
four primitive isotropic vectors in U are ±e1 and ±e2. The isometry group of U is
isomorphic to Z/2Z×Z/2Z and is generated by −id and the isometry interchanging
e1 and e2.
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Any f ∈ O(UQ) sends e1 either to λe1 or to λe2, for some non-zero rational number
λ. Post composing with an element of O(U), we may assume that f(e1) = λe1, for
some λ > 0. Then f(e2) =
1
λ
e2. Precomposing with an element of O(U) we may
assume that λ > 1. We can thus write λ = a
b
, where a and b are integers satisfying
the conditions in the statement. Then
If = {xe1 + ye2 : a divides y and b divides x}.
Hence, U/If is isomorphic to (Z/aZ)× (Z/bZ), which in turn is isomorphic to Z/abZ.
Let f be the element of O(UQ) such that f(e1) = ab e1, f(e2) =
b
a
e1, where ab = n
and gcd(a, b) = 1. Note that I∗f/If is isomorphic to (Z/nZ) × (Z/nZ), with generators{
e1
a
+ If ,
e2
b
+ If
}
. Let
q : I∗f/If → Q/2Z
be the residual quadratic form. A subgroup of I∗f/If is called isotropic if q vanishes on it.
A subgroup of I∗f/If is called lagrangian, if it is an isotropic cyclic group of order n.
Let Dn be the set of all ordered pairs of positive integers (c, d), satisfying n = cd and
gcd(c, d) = 1. Given a pair (c, d) in Dn, let
L(c,d) :=
〈( c
a
)
e1 + If ,
(
d
b
)
e2 + If
〉
be the subgroup of I∗f/If generated by the two cosets above. Note the equalities
L(a,b) = U/If and L(b,a) = f−1(U)/If .
Let Ln be the set of lagrangian subgroups of I∗f/If .
Lemma 3.1.2. 1. The map (c, d) 7→ L(c,d) is a one-to-one correspondence from
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the set Dn onto the set Ln.
2. L(c1,d1) ∩ L(c2,d2) = 〈lcm(c1, c2) e1a + If , lcm(d1, d2) e2b + If〉.
3. L(c1,d1) ∩ L(c2,d2) = (0) if and only if (c1, d1) = (d2, c2).
Proof. (1) Injectivity is clear. We prove only the surjectivity. Let L be a lagrangian
subgroup of I∗f/If and (x
e1
a
, y e2
b
) a generator of L. The value 2xy/n of q on this
generator is congruent to 0 modulo 2Z. Hence, n divides xy. Set c := gcd(x, n) and
d := gcd(y, n). Then n divides cd and L maps injectively into the product of the
direct sum of the two cyclic subgroups C1 generated by x
e1
a
+ If and C2 generated by
y e2
b
+ If . The order of C1 is n/c and the order of C2 is n/d. Hence, the order n of L
divides the order n2/(cd) of C1 × C2. We conclude that n = cd and L is isomorphic
to the product of C1 and C2. It follows that C1×C2 is cyclic and so the orders of C1
and C2 are relatively prime. Hence, Dn maps surjectively onto Ln.
Part (2) is clear.
Part (3) The “if” direction follows immediately from part (2). We prove the “only
if” direction. L(c,d) ∩ L(c˜,d˜) = (0) if and only if lcm(c1, c2) = n and lcm(d1, d2) = n, if
and only if c1c2
gcd(c1,c2)
= n and d1d2
gcd(d1,d2)
= n. Now c1c2d1d2 = n
2. Hence, gcd(c1, c2) =
1 = gcd(d1, d2), c1c2 = n, and d1d2 = n. The equality (c1, d1) = (d2, c2) follows.
3.2 Double orbits in the K3 lattice
We prove Proposition 3.0.4 in this section.
Let Λ be the K3 lattice. Fix a primitive isometric embedding of U in Λ. We get the
orthogonal decomposition Λ = U ⊕ U⊥. Given a rational isometry f ∈ O(UQ) we get a
rational isometry f˜ in O(ΛQ) by extending f as the identity on U⊥. Let
 : O(U)\O(UQ)/O(U) −→ O(Λ)\O(ΛQ)/O(Λ)
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be the function sending [f ] to [f˜ ].
For a general lattice L the subset of double orbits in O(L)\O(LQ)/O(L) of cyclic type
of order n will be denoted by
Orb(L, n) ⊂ O(L)\O(LQ)/O(L).
Lemma 3.2.1. The function  restricts to a surjective map
 : Orb(U, n) → Orb(Λ, n)
for every integer n.
Proof. Let φ be a rational isometry of ΛQ of n-cyclic type. Then both Λ/Iφ and I
∗
φ/Λ
are cyclic of order n. Choose an element x ∈ I∗φ ⊂ ΛQ, which maps to a generator of
I∗φ/Λ. We have
Iφ = {λ ∈ Λ : (x, λ) is an integer}. (3.1)
The element y := nx belongs to Λ. Set div(y, •) := gcd{(y, λ) : λ ∈ Λ}. Then n
and div(y, •) are relatively prime. We may assume that y is a primitive element of Λ,
possibly after adding to x a primitive element x1 of Λ, which belongs to a unimodular
sublattice of Λ orthogonal to x.
The isometry group of Λ acts transitively on the set of primitive elements of
self-intersection 2d, for any integer d. In other words, this set consists of a single
O(Λ)-orbit. The element e1 + de2 of U has degree 2d. Hence, U contains primitive
elements of any even degree and there exists an isometry g ∈ O(Λ), such that g(y)
belongs to U .
We claim that g−1(U⊥) is contained in Iφ. Indeed, given an element t ∈ U⊥, we
have
(x, g−1(t)) = (g(x), t) = (y, t)/n = 0.
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The claim follows from Equation (3.1).
The lattice U⊥ is unimodular, and so φ(g−1(U⊥)) is a unimodular sublattice of Λ.
The orthogonal complement
T := [φ(g−1(U⊥))]⊥
of the latter in Λ is thus isometric to U . There exists a unique O(Λ)-orbit of isometric
embeddings of U into Λ. Hence, there exists an isometry h ∈ O(Λ), such that
h(T ) = U . Set
ψ := hφg−1.
Then ψ leaves U⊥ invariant and restricts to U⊥ as an integral isometry ψ2. It follows
that ψ leaves UQ invariant and restricts to UQ as a rational isometry f . Let ψ˜2 ∈ O(Λ)
be the extension of ψ2 via the identity on U . The extension f˜ of f to an element of
O(ΛQ) via the identity on U
⊥ satisfies the equality
f˜ := ψ˜−12 hφg
−1.
Hence, the double orbit [φ] is equal to ([f ]).
Lemma 3.2.2. Let φ1 and φ2 be rational isometries of ΛQ of n-cyclic type. Assume
that Iφ1 = Iφ2. Then O(Λ)φ1 = O(Λ)φ2. In particular, [φ1] = [φ2].
Proof. Set I := Iφ1 and I
∗ := I∗φ1 . Then I
∗ = I∗φ2 as well. There exist integral
isometries gi and hi in O(Λ), and a rational isometry fi in O(UQ), such that φi =
gif˜ihi, by the surjectivity of . Then I = Iφi = h
−1
i (Igif˜i) = h
−1
i (If˜i). Hence, the
isometry hi descends to an isometry from I
∗/I onto I∗
f˜i
/If˜i with respect to their
respective residual quadratic forms. Furthermore, hi(Λ/I) = Λ/If˜i . Note also that
I∗
f˜i
/If˜i is naturally isomorphic to I
∗
fi
/Ifi . Hence, Lemma 3.1.2 applies also to describe
the set of Lagrangian subgroups of I∗/I.
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Set L := Λ/I and Li := φ
−1
i (Λ)/I, i = 1, 2. Then L ∩ Li = (0), by definition
of Iφi . Hence, L1 = L2, by Lemma 3.1.2 (3). It follows that φ
−1
1 (Λ) = φ
−1
2 (Λ). We
conclude that φ1φ
−1
2 belongs to O(Λ).
Lemma 3.2.3. Let λ1 and λ2 be primitive elements of Λ and n > 1 an integer. Set
Ii := (Λ + spanZ{λi/n})∗, i = 1, 2. There exists an integral isometry g ∈ O(Λ), such
that g(I1) = I2, if and only if there exists an integer k, such that gcd(k, n) = 1, and
(λ1, λ1)
2
≡ k2 (λ2, λ2)
2
modulo n. (3.2)
Proof. Suppose first that such an isometry g exists. Then g(I∗1 ) = I
∗
2 . Hence,
g(λ1/n) + Λ = kλ2/n + Λ, for some integer k relatively prime to n. Hence,
g(λ1) = kλ2 + nα, for some α in Λ. Equality (3.2) follows.
Assume next that Equation (3.2) holds for an integer k relatively prime to n. It
suffices to find g ∈ O(Λ) and α ∈ Λ such that g(λ1) = kλ2 + nα. Set di := (λi, λi)/2,
i = 1, 2. There exist integers x and y satisfying the equation
d1 − k2d2
n
= kx+ ny,
since gcd(k, n) = 1. Let T be the rank 2 lattice with basis {t1, t2} and Gram matrix
 (t1, t1) (t1, t2)
(t2, t1) (t2, t2)
 =
 2d2 x
x 2y
 .
There exists a primitive isometric embedding τ : T ↪→ Λ, by a result due to Nikulin,
see [19, Lemma 8.1]. There exists also and isometry h, such that h(τ(t1)) = λ2, since
τ(t1) and λ2 are both primitive elements of Λ of the same degree 2d2. Hence, we may
assume that τ(t1) = λ2. Set α := τ(t2). Then β := kλ2 + nα is a primitive element
of Λ satisfying (β, β) = 2d1. Hence, there exists an integral isometry g satisfying
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g(λ1) = β.
Proof of Proposition 3.0.4. We may assume, without loss of generality, that φi = f˜i,
where fi belongs to O(UQ), by Lemma 3.2.1. We may further assume that f1(e1) =
a
b
e1, f1(e2) =
b
a
e2, f2(e1) =
c
d
e1, f2(e2) =
d
c
e2, for positive integers a, b, c, d satisfying
ab = n = cd and gcd(a, b) = 1 = gcd(c, d). Note that I∗f1/U is generated by
be1+ae2
n
+U
and I∗f2/U is generated by
de1+ce2
n
+U . Set λ1 := be1 + ae2 and λ2 := de1 + ce2. Then
(λ1, λ1) = 2n = (λ2, λ2). Hence, there exists an isometry g ∈ O(Λ), such that
g(If˜1) = If˜2 , by Lemma 3.2.3.
Note the equality g(If˜1) = g(Λ ∩ f˜−11 (Λ)) = Λ ∩ gf˜−11 (Λ) = If˜1g−1 . The equality
If˜1g−1 = If˜2 follows. Hence, [f˜1g
−1] = [f˜2], by Lemma 3.2.2. We conclude the desired
equality of the double orbits [f˜1] and [f˜2].
3.3 An important example
Let S be a projective K3 surface, v = (r, α, s) ∈ H0(S,Z) ⊕ H1,1(S,Z) ⊕ H4(S,Z) be
an isotropic primitive vector, h be a v-generic ample divisor on S and M = Mh(v) be the
smooth projective moduli space of h-slope stable sheaves with Mukai vector v on S. Let E
be a universal sheaf on S ×M . The associated cohomology class
Z˜E∗ := κ(E∗)
√
tdS×M = pi∗S
√
tdS · κ(E∗) · pi∗M
√
tdM
in H∗(S ×M,Q) determines the map fE∗ : H∗(S,Q) → H∗(M,Q), and thus determines
the rational isometry
ψE : H2(S,Q)→H2(M,Q)
of Theorem 2.1.1. We show here that ψE is of cyclic type. Let L be the cohomology lattice
H2(S,Z) and IψE = ψ
−1
E (H
2(M,Z))∩H2(S,Z). We want to show that the quotient L/IψE
23
is a cyclic group. First of all,
√
pi∗StdS ·
√
pi∗M tdM = 1 + pi
∗
S1S + pi
∗
M1M + pi
∗
S1S · pi∗M1M ∈ H∗(S ×M,Z),
where 1S,1M are fundamental classes of S and M . It is easy to see that the map ψE :
H2(S,Q) → H2(M,Q) is actually induced by κ2(E∗) only, so that we may consider this
class instead of Z˜E∗ . The class κ2(E∗) is easily expressed in terms of ch2(E∗) and c1(E∗) so
that it becomes easy to find the domain in H2(S,Z) where the map ψE induced by κ2(E∗)
takes integral values. Indeed, we see that as
κ2(E∗) = ch2(E∗)− c21(E∗)/2r
and ch2(E∗) is known to be integral, the question reduces to finding the domain where
c21(E∗)/2r takes integral values. The first Chern class of the restriction c1(E∗|S×{m}) is the
2-component α of the vector v, denote the other first Chern class restriction c1(E∗|{s}×M)
by β. Then
c21(E∗)/2r = (pi∗Sα + pi∗Mβ)2/2r = pi∗Sα2/2r + pi∗Sα · pi∗Mβ/r + pi∗Mβ2/2r.
As the vector v is isotropic, α2 = 2rs, so the fact that pi∗Sα
2/2r is an integral class
follows. It is also easy to see that pi∗Mβ
2/2r induces zero map on L. On the other hand, the
mixed term pi∗Sα · pi∗Mβ/r induces on L the map
γ 7→ (γ, α)β/r.
Let us write α = k · x, k ∈ Z, x a primitive class in L = H2(S,Z) and respectively
β = j · y, j ∈ Z, y a primitive class in H2(M,Z). The subset of L, where ψE takes integral
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values, is the sublattice
IψE = {γ ∈ L such that (γ, α)j is divisible by r} =
=
{
γ ∈ L such that (γ, x) is divisible by r
gcd(jk, r)
}
⊂ L.
Let us now discuss the size of the quotient L/IψE . Let w be an element of L satisfying
(w, x) = 1 where x is the primitive element of L introduced above. Such w exists by
the unimodularity of L. Let ξ : L → H2(M,Q) be given by γ 7→ (γ, α)β/r. Then
ξ(γ) = (γ, x)ξ(w). Hence, γ − (γ, x)w belongs to IψE , for every γ ∈ L. Consequently, L
is generated by w and IψE , so the quotient L/IψE is a cyclic group. It has order
r
gcd(jk,r)
.
Conclusion 3.3.1. The rational Hodge isometry ψE is of rgcd(jk,r)-cyclic type.
Conclusion 3.3.2. For any isometry φ : ΛQ → ΛQ of n-cyclic type there exist marked
projective K3 surfaces (S, ηS) and (M, ηM), where M is a moduli space of rank n
sheaves on S, slope-stable with respect to an ample divisor h ∈ Pic(S), a universal
locally free family E over S × M and a rational Hodge isometry ψ : H2(S,Q) →
H2(M,Q) induced by κ(E)√tdS×M , such that φ = η−1S ◦ ψ ◦ ηM .
Proof. Let us first construct S,M and E and then pick up the markings. Choose an
integer s > 0 such that gcd(n, s)=1. Set d = sn. Choose now a K3 surface S so that
S is a general member of the family Fsn+1 of (quasi-) polarized K3-surfaces of degree
2sn introduced in Mukai [24]. Then, in particular, the Picard group of S is cyclic,
Pic(S) = Zh.
Consider the Mukai vector v = (n, h, s) ∈ H˜2(S,Q) and note that (v, v) = 0.
Take M = Mh(v) to be the moduli space of rank n sheaves on S that are h-Gieseker-
stable. As Pic(S) is cyclic and for every Fm,m ∈M, we have c1(F) = h, the notions
of h-slope-stability and h-Gieseker-stability on the surface S are equivalent. Indeed,
on a surface slope-stability implies Gieseker stability and Gieseker stability implies
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slope-semistability. Now µh(F) = c1(F)·hrk(F) > 0 and the cyclic Picard group condition
gives us that for any subsheaf F1 ⊂ F we have µh(F1) = q · µh(F) for some rational
q ∈ Q, |q| > 1. Now it is easy to see that there are no h-slope-semistable sheaves that
are not h-slope-stable. So indeed M is a moduli space of h-slope-stable sheaves on S.
The manifold M is a K3 surface rational Hodge isometric to S, with Picard group
Zhˆ for a primitive ample divisor hˆ ∈ Pic(M), hˆ2 = h2, see [24, Proposition 1.1]. There
exists a universal sheaf E0 on S×M , which follows from our choice of v = (n, h, s) and
[23, Theorem A.6, Remark A.7]. One can construct from E0 a normalized universal
sheaf E on S ×M such that c1(E) = pi∗Sh+ kpi∗M hˆ for an appropriate k, sk ≡ 1 (mod
n). Mukai proved that the sheaf E is locally free. For the proofs and constructions we
refer to his paper [24, Theorems 1.1, 1.2]. Now we refer to Conclusion 3.3.1, setting
r = n, j = 1 and k being just our k. According to the Conclusion κ(E∗)√tdS×M
induces a Hodge isometry of n-cyclic type, so take ψ to be this isometry.
Let us show the existence of the required markings ηS, ηM . For this we will need
Proposition 3.0.4 stating that for every integer n there exists precisely one double
orbit of an isometry of n-cyclic type. Take any markings η1, η2 of the surfaces S and
M . Then the rational cyclic isometry φ1 = η2 ◦ ψ ◦ η−11 : ΛQ → ΛQ is also of n-cyclic
type and thus, by Proposition 3.0.4, determines the same double orbit [φ1] as φ does,
[φ1] = [φ]. From here we see that we can pick up ηS, ηM that take ψ to φ as required
above.
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CHAPTER 4
MODULI SPACES OF MARKED
HODGE ISOMETRIC K3’S
In Subsection 4.1 we introduce the notion of a twisted period domain. In Subsection 4.2 we
introduce two moduli spaces. One moduli space parametrizes, roughly speaking, pairs of
K3 surfaces S1, S2 together with a holomorphic vector bundle E on their product S1 × S2.
The other moduli space parametrizes, roughly, pairs of K3 surfaces S1, S2 together with a
Hodge isometry ϕ : H2(S1,Q)→ H2(S2,Q).
4.1 The twisted period domain
4.1.1 Marked K3 surfaces and their moduli space
TheK3 lattice is the unique up to isomorphism even unimodular lattice of signature (3,19).
Fix such a lattice Λ and denote by q(·, ·) the corresponding bilinear form. Introduce the
notation ΛF = Λ⊗ZF for F = Q,R or C. The vector space ΛF is equipped with a bilinear
pairing determined by q(·, ·). We will denote this pairing by q(·, ·) as well. By [x] we
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denote the class of a vector x ∈ ΛC in the projective space PΛC. Let
ΩΛ = {[x] ∈ PΛC such that q(x, x) = 0 and q(x, x¯) > 0}
be the period domain of K3 surfaces, constructed from Λ. Below by σS we denote a global
holomorphic form on a K3 surface S, the letter η with or without subscript stands for a
marking of a K3 surface, that is, an isometry η : H2(S,Z) → Λ. We will use the same
notation η for both the isometry η : H2(S,Z) → Λ and the isomorphism of vector spaces
H2(S,F)→ ΛF induced by η. Denote byM the moduli space of marked K3 surfaces and
let
pi :M→ ΩΛ,
(S, η) 7→ [η(σS)],
be the period map.
Let us fix a rational isometry φ of ΛQ. Then φ induces in a natural way an isomorphism
φ˜ : ΩΛ → ΩΛ. The graph of φ˜ is the following subset of the self-product of ΩΛ:
Ωφ = {(l, φ˜(l)) | l ∈ ΩΛ} ⊂ ΩΛ × ΩΛ.
The set Ωφ serves as a period domain for pairs (S1 × S2, η) of products of K3 surfaces
S1, S2 together with a pair of markings
η = (η1, η2), ηi : H
2(Si,Z)→ ΛZ,
i = 1, 2, satisfying the condition that
ψ = η−12 ◦ φ ◦ η1 : H2(S1,Q)→ H2(S2,Q)
is a Hodge isometry.
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Remark 4.1.1. For a general complex manifold S we say that a marking is an iso-
morphism of abelian groups ηS : H
∗(S,Z) → L, where L is some abelian group. For
a manifold S = S1 × S2, where S1, S2 are K3 surfaces, we want to consider only
markings ηS determined by (isometric) markings η1, η2 of S1 and S2 via Ku¨nneth de-
composition of H∗(S1 × S2,Z). The most interesting part for us, of H∗(S1 × S2,Z),
is concentrated in degrees 2 and 4. The interesting pieces of degrees 2 and 4 are
H2(S1,Z)⊕H2(S2,Z) and H2(S1,Z)⊗H2(S2,Z) respectively. So, by a marking of S
we mean an isomorphism η1 ⊕ η2 or η1 ⊗ η2, depending on the degree of cohomology
classes under consideration.
4.1.2 Hyperka¨hler manifolds
Let us recall the notion of a twistor line in ΩΛ. Fix a K3 surface S and a marking η :
H2(S,Z) → Λ. Take any positive 3-dimensional subspace V in H2(S,R) containing the
plane P = 〈ReσS, ImσS〉, and consider the image Pη(VC) of VC = V ⊗R C in PΛC
under the natural projection. The intersection QV of Pη(VC) with ΩΛ ⊂ PΛC is a smooth
complete conic in the plane Pη(VC), which is called a twistor line through the point
[η(σS)] corresponding to the subspace V . For a detailed account of theory of twistor lines
we refer to [16]. Note that V decomposes as an orthogonal sum Rα ⊕ 〈ReσS, ImσS〉 for
some α ∈ H1,1(S,R) such that (α, α) > 0. We will record this information denoting QV
by QS,α. There is an important case when α belongs to the Kähler cone of S. In this case it
is possible to associate to the twistor line a hyperkähler structure on S. Let us describe this
structure. Recall (see [11, p. 548]) that a manifold M is called hyperka¨hler with respect to
a metric g if there exist covariantly constant complex structures I, J and K which satisfy
the quaternionic relations
I2 = J2 = K2 = −1, IJ = −JI = K.
29
We call the ordered triple I, J,K a hyperka¨hler structure on M compatible with g. ÑA˛
A hyperkähler structure I, J,K gives rise to a sphere S2 of complex structures
S2 = {aI + bJ + cK|a2 + b2 + c2 = 1}.
Let us consider the case when our hyperkähler manifold is a K3 surface S. For any
Kähler class on S with a complex structure I there exists a closed (1, 1)-form α representing
this class and a unique hyperkähler metric g such that α is a class inH2DR(S,R) represented
by a closed (1,1)-form g(·, I·), see [4] and [3, Ch. VIII]. This hyperkähler metric gives
rise to hyperkähler structures of the form I, J,K where where I is our original complex
structure on S. Let us choose such a hyperkähler structure I, J,K. The choice of (J,K) is
not unique, any other choice (J ′ , K ′) is of the form
J
′
= cos t · J + sin t ·K,K ′ = − sin t · J + cos t ·K,
for an appropriate t ∈ [0, 2pi]. This can be seen as follows. Any complex structure λ ∈ S2
determines a Kähler class ωλ on (S, λ) represented by a closed positive (1,1)-form g(·, λ·).
It follows (see [11, p. 550]) that ωJ + iωK is the class of a global holomorphic 2-form in
H2(S,C) and is, thus, proportional to σS over C. So all such possible choices of J and K
form a U(1)-orbit under the natural action of U(1).
Remark 4.1.2. For the classes ωI , ωJ , ωK from the orthogonality relation ωI ⊥ ωJ +
iωK we obviously have that ωI · ωJ = ωI · ωK = 0. The fact that ωJ + iωK is a class
of a holomorphic 2-form means that it is isotropic, (ωJ + iωK) · (ωJ + iωK) = 0,
which implies that ωJ · ωJ = ωK · ωK and ωJ · ωK = 0. One can actually see that all
ωI , ωJ , ωK have equal length: ωI · ωI = ωJ · ωJ = ωK · ωK. This can be seen either
from the dicussion before Proposition 13.3 in [3, Ch. VIII] or directly from the fact
that if we start with the Ka¨hler class ωJ on (S, J) then the complex structures K and
I can be obtained in the way described above, so the cyclic permutation of our triple
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of complex structures indeed shows that ωK ·ωK = ωJ ·ωJ . This shows that ωI , ωJ , ωK
is an orthogonal basis of the corresponding 3-space with basis vectors having equal
length. Moreover, it is clear that for all λ = aI + bJ + cK ∈ S2 the classes
ωλ = aωI + bωJ + cωK (4.1)
all have equal length.
Now, we have an isomorphism of the space V = 〈α,Re σS, ImσS〉 = 〈ωI , ωJ , ωK〉
with the vector subspace 〈I, J,K〉 spanned by I, J,K in the vector space of global sections
of End(TS). The isomorphism is given by
I 7→ ωI , J 7→ ωJ , K 7→ ωK .
Thus, the vector space 〈I, J,K〉 inherits the intersecÑA˛tion form from V and by Re-
mark 4.1.2 the basis I, J,K is an orthogonal basis of our space. Thus, the sphere S2 in-
troduced above is a round sphere in 〈I, J,K〉, centered at the origin, and there is a natural
action of the group SO(V ) ∼= SO(3) on S2.
Definition 4.1.3. We say that two hyperka¨hler structures on a K3 surface S are
equivalent if they belong to the same SO(V )-orbit.
As we pointed out above, on a K3 surface (S, I) there is a unique equivalence class
of hyperkähler structures of the form I, J,K, as all of them lie in the same U(1)-orbit,
U(1) ⊂ SO(V ). Note that this is not the case for general hyperkähler manifolds, for
example, for products of K3 surfaces, which will be figured out later.
The sphere of complex structures S2 can be identified with P1 as explained in [11, p.
554]. Regarding the identification S2 ∼= P1, the family {(S, λ)}λ∈S2 over the base S2 ∼= P1
with the almost-complex structure induced in the horizontal direction by that of P1 and in
the vertical “fiber” direction by λ, is a complex-analytic family (see [11]) and so, by the
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definition of the moduli space of marked K3 surfaces M it determines a (holomorphic)
classifying map S2 ∼= P1 → M. The image of P1 inM under this map is the lift PS,α of
the conic QS,α with respect to pi : M → ΩΛ through the point (S, η) ∈ M. We call such
PS,α ⊂M (respectively QS,α ⊂ ΩΛ) a twistor line associated to a hyperka¨hler structure
or a hyperka¨hler line.
Remark 4.1.4. For every class [σλ] ∈ PVC ∼= Pη(VC) we have a Ka¨hler class ωλ ∈
H1,1(Sλ,R) so that (wλ, Re σλ, Imσλ) is a positively oriented orthogonal basis of V ⊂
H2(S,R). Thus, the class [σλ] together with an orientation of V determines the
Ka¨hler class ωλ up to multiplication by a positive scalar. So every twistor family
Y → S2 ∼= QS,α over a hyperka¨hler line QS,α is a family of polarized K3 surfaces.
Remark 4.1.5. Note that a twistor line in ΩΛ through a point [σS], for S such that
Pic(S) is trivial, is always a line associated to a hyperka¨hler structure on S. This is
due to the fact that for such surfaces the Ka¨hler cone is equal to the positive cone.
For this see Huybrechts, [15] or [12, Proposition 5.4], or Verbitsky, [32, Section 6].
4.1.3 Generalities on hyperka¨hler structures on products of K3’s
Choose a positive 3-subspace V ⊂ H2(S1,R) containing 〈ReσS1 , ImσS1〉. The projec-
tivization Pη1(VC) is a 2-plane in PΛC and its intersection with the open subset of the
quadric Q determined by q(·, ·) is a conic QV , namely, the twistor line through the point
[η1(σS1)].
Definition 4.1.6. The twistor line Qφ,V in Ωφ through ([η1(σS1)], [η2(σS2))]) is the
graph Γφ˜ of the map
φ˜ : QV → ΩΛ,
[η1(σλ)] 7→ [φ(η1(σλ))], λ ∈ S2.
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The fact that the period of (S1×S2, (η1, η2)) belongs to Ωφ means that ψ = η−12 ◦φ◦η1
is a Hodge isometry and φ˜([(η1(σλ))]) = [η2(ψ(σλ))].
Definition 4.1.7. A twistor path in Ωφ consists of a finite ordered sequence
Q1, Q2, . . . , Qk of twistor lines in Ωφ, such that every pair of consecutive lines in-
tersect, together with a choice of a point of intersection qi ∈ Qi ∩Qi+1.
Consider the twistor lineQS1,h in ΩΛ through [η1(σS1)] which is determined by a Kähler
class h ∈ H1,1(S1,R). We continue to set ψ := η−12 ◦ φ ◦ η1. Assume that ψ(h) is a Kähler
class in H2(S2,R). Then the corresponding twistor line Qφ,V ⊂ Ωφ will be denoted by
Qψ,h. The classes h, ψ(h) and the original complex structures I1 on S1 and I2 on S2
determine hyperkähler metrics g1 and g2 on S1 and S2. Choose hyperkähler structures
J
′
l , K
′
l compatible with metrics gl, l = 1, 2. We get a quaternionic structure I := I1 ⊕ I2,
J
′
:= J
′
1⊕ J ′2, K ′ := K ′1⊕K ′2 on S1×S2 compatible with the metric g := g1⊕ g2. Again,
like above the choice of I, J ′ , K ′ is not unique, so all such quaternionic structures with I
fixed compatible with g form a U(1)×U(1)-torsor T consisting of pairs (J,K) of the form
J = (cos t · J ′1 + sin t ·K
′
1)⊕ (cos s · J
′
2 + sin s ·K
′
2),
K = (− sin t · J ′1 + cos t ·K
′
1)⊕ (− sin s · J
′
2 + cos s ·K
′
2),
where t, s ∈ [0, 2pi]. Given a ∈ U(1) × U(1), set (Ja, Ka) := a(J ′ , K ′). Let D ⊂
U(1)× U(1) be the diagonal subgroup.
Observation 4.1.8. Given (a1, a2) ∈ U(1) × U(1), the quaternionic structures
(I, Ja1 , Ka1) and (I, Ja2 , Ka2) are equivalent (Definition 4.1.3), if and only if a1a
−1
2
belongs to D.
Given t := (J,K) ∈ T , denote by pi : Yt → P1t the twistor family corresponding to the
hyperkähler structure (I, J,K) on S1 × S2. The markings η1, η2 determine a period map
pit : P1t → ΩΛ × ΩΛ.
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Lemma 4.1.9. There exists a unique equivalence class of hyperka¨hler structures in
T /D, such that for t := (J,K) in the corresponding D-orbit in T the period map pit
of the twistor family Yt → P1t sends P1t isomorphically onto Qψ,h ⊂ Ωφ.
Proof. In order to show the existence we need to find a hyperka¨hler structure
(I, J,K) = (I1 ⊕ I2, J1 ⊕ J2, K1 ⊕K2)
such that for every λ = (λ1, λ2) = (aI1+bJ1+cK1, aI2+bJ2+cK2) in the corresponding
sphere S2 we have that
ψ : H2(S1,λ1 ,C)→ H2(S2,λ2 ,C)
is a Hodge isometry. This is precisely the condition that (pit((S1,λ1 , η1)), pit((S2,λ2 , η2)))
belongs to Qψ,h. The condition that
ψ(H2,0(S1,λ1 ,C)) = H2,0(S2,λ2 ,C),
is equivalent to the condition that for λ = (λ1, λ2) ∈ S2 one has
ψ(ωλ1) = ωλ2 , (4.2)
where ωλ1 and ωλ2 are Ka¨hler classes on (S1, λ1) and (S2, λ2) defined by
Equation (4.1). Let us explain this. Let us endow the positive 3-spaces
〈h,Re σS1,I1 , ImσS1,I1〉 ⊂ H2(S1,R) and 〈ψ(h), Re σS2,I2 , ImσS2,I2〉 ⊂ H2(S2,R) with
the orientations given by the corresponding bases. Then the Hodge isometry ψ in-
duces an orientation preserving isometry between orthogonal sums
〈h,Re σS1,I1 , ImσS1,I1〉 = Rωλ1 ⊕ 〈ReσS1,λ1 , ImσS1,λ1〉
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and
〈ψ(h), Re σS2,I2 , ImσS2,I2〉 = Rωλ2 ⊕ 〈ReσS2,λ2 , ImσS2,λ2〉.
We see now that the isometry ψ : H2(S1,λ1 ,C) → H2(S2,λ2 ,C) is a Hodge isometry
precisely when it takes the class of a holomorphic form to the class of a holomorphic
form, that is, ψ(ωJ1 + iωK1) = z · (ωJ2 + iωK2) for an appropriate z ∈ C. This is
equivalent to isometry ψ being an orientation preserving map between the 2-planes
〈ReσS1,I1 , ImσS1,I1〉 and 〈ReσS2,I2 , ImσS2,I2〉, and so the restriction
ψ : Rωλ1 → Rωλ2
is an orientation preserving isometry as well. So we should have ψ(ωλ1) = ωλ2 which
is Equation (4.2). Reversing the arguments we get that ψ satisfying Equation (4.2)
for (λ1, λ2) ∈ S2 is a Hodge isometry between H2(S1,λ1 ,C) and H2(S2,λ2 ,C).
Now having fixed our hyperka¨hler structure (I1, J1, K1) on S1 let us find a hy-
perka¨hler structure (I2, J2, K2) on S2 (I2 is the original structure on S2) such that
ψ satisfies Equation (4.2). We have for granted that ψ(ωI1) = ωI2 , so it suffices for
us to find J2 and K2 such that ψ(ωJ1) = ωJ2 and ψ(ωK1) = ωK2 . Fix some complex
structures J
′
2 and K
′
2 on S2 such that the triple (I2, J
′
2, K
′
2) is a hyperka¨hler struc-
ture. Then, as ψ is a Hodge isometry, we have that ψ(ωJ1 + iωK1) = e
−it(ωJ ′2 + iωK
′
2
)
for an appropriate t ∈ [0, 2pi] and thus we may take J2 = cos t · J ′2 + sin t · K ′2 and
K2 = − sin t ·J ′2 +cos t ·K ′2. So, a fixed choice of I1, J1, K1 determines in a unique way
the choice of I2, J2, K2. This shows that all such choices of hyperka¨hler structures for
(S1 × S2, I1 ⊕ I2) and (h, ψ(h)) are in the same D-orbit and thus represent the same
class in T /D.
Definition 4.1.10. The image of the base Qψ,h of the family (pit, pit) : Y →
Qψ,h ∼= P1 in M ×M under the classifying map is called the twistor line through
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((S1, η1), (S2, η2)) ∈M×M determined by ψ and h and is denoted by
Pψ,h. (4.3)
The line Pψ,h ⊂M×M is a lift of Qψ,h ⊂ Ωφ ⊂ ΩΛ × ΩΛ toM×M with respect to
(pi, pi) :M×M→ ΩΛ × ΩΛ, so that Pψ,h ⊂ (pi, pi)−1(Ωφ). Lemma 4.1.9 tells us that any
line of the form Pψ,h is associated to a hyperkähler structure (on S1 × S2)).
Note that comparing to the case of twistor lines inM, which may or may not be asso-
ciated to hyperkähler structures on K3 surfaces, we here define a twistor line onM ×M
specifically as one associated to a hyperkähler structure (on a product of K3 surfaces). For
our purposes we need only this “restricted” definition.
Remark 4.1.11. Again as in Remark 4.1.5, if Pic(S1) = Pic(S2) = 〈0〉 for K3
surfaces (S1, I1) and (S2, I2) then Pic(S1 × S2) = 〈0〉 and any twistor line Qφ,V is
associated to a hyperka¨hler structure on S1 × S2 determined by (I1, I2) and a Ka¨hler
class h+ ψ(h) ∈ H1,1(S1 × S2,R). Thus there exists a lift
Pφ,V
of Qφ,V to M×M.
4.2 Definition of the moduli spaces
Here we introduce two notions of a moduli space. Both of the moduli spaces we want to
define involve the moduli space of marked K3 surfaces. Moreover, we need the markings
in our construction to be signed, a notion that we will define later in this subsection. For
the K3 lattice Λ consider the subset CΛ,
CΛ = {α ∈ ΛR|(α, α) > 0}.
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It is an open subset of ΛR and as the signature of Λ is (3,19), CΛ retracts onto V \ {0}
for every positive 3-dimensional subspace V of ΛR. Hence H2(CΛ,Z) ∼= H2(V \ {0},Z)
is cyclic. Now, an orientation of CΛ is a choice of a generator in H2(CΛ,Z) ∼= Z. This
choice does not depend on the choice of the positive 3-subspace V . For more details see
[22, Section 4].
For Λ considered as the cohomology lattice H2(S,Z) of a K3 surface S we will denote
CΛ by CS , so that
CS ∩H1,1(S,R) = {α ∈ H1,1(S,R)|(α, α) > 0}.
The latter set has two connected components. Denote by
C+S (4.4)
the connected component containing the Kähler cone of S. By definition this is the positive
cone of the K3 surface S. Let us denote the Kähler cone of S as KS .
Let Λ1,Λ2 be K3 lattices. Let us fix orientations of CΛ1 and CΛ2 by which we mean
generators of the cyclic groups H2(CΛ1 ,Z), H2(CΛ2 ,Z).
Definition 4.2.1. An isometry η : Λ1 → Λ2 is called signed if the map η : Λ1R → Λ2R
induces an orientation preserving map from H2(CΛ1 ,Z) to H2(CΛ2 ,Z).
Definition 4.2.2. A Hodge isometry ϕ : H2(S1,R)→ H2(S2,R) is called signed if it
maps C+S1 to C
+
S2
. It is called non-signed if it is not signed.
Note that for any non-signed isometry ϕ the isometry −ϕ is signed. Here we note that
there is a naturally arising orientation of the positive cone CSi in
H2(Si,R) = ((H2,0(Si,C)⊕H0,2(Si,C)) ∩H2(Si,R))⊕H1,1(Si,R)
determined by C+Si in H
1,1(Si,R): any choice of α ∈ C+Si gives a positive definite 3-
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space V with an orientation determined by basis (α,Re σ, Imσ). An orientation of V
is a choice of a generator in H2(V \ {0},Z). All this implies that for signed markings
ηi : H
2(Si,Z)→ Λ, i = 1, 2, and a signed isometry φ : ΛQ → ΛQ such that ψ = η−12 φη1 :
H2(S1,R)→ H2(S2,R) is a Hodge isometry, ψ is actually a signed Hodge isometry.
4.2.1 The cohomological moduli space
Now we want to introduce the cohomological moduli space. Fix an orientation of the
positive cone CΛ of the K3 lattice Λ and a signed isometry φ : ΛQ → ΛQ.
Definition 4.2.3. The cohomological moduli space associated to a signed isometry
φ : ΛQ → ΛQ is a topological space defined as the set Mφ consisting of all quintuples
((S1, η1), (S2, η2), ψ) where (S1, η1), (S2, η2) are marked K3 surfaces and ψ is a signed
Hodge isometry,
ψ : H2(S1,Q)→ H2(S2,Q),
which satisfies
• ψ = η−12 ◦ φ ◦ η1;
• ψ(KS1) ∩KS2 6= ∅.
Note that for a point ((S1, η1), (S2, η2), ψ) ∈ Mφ we have that the markings η1 and η2
are either both signed or both non-signed.
It is clear that Mφ can be considered as a locus in the self-product M ×M of the
moduli spaceM of marked K3 surfaces. Actually, this is going to be the locus mentioned
in the Introduction. We introduce the formal “Hodge isometry coordinate” ψ considering
now quintuples rather than four-tuples for further convenience.
Theorem 4.2.4. Mφ is a complex-analytic non-Hausdorff manifold.
Proof. To prove that Mφ is a complex-analytic manifold it is sufficient to show that
Mφ is an open subset of the complex-analytic manifold (p, p)−1(Ωφ) ⊂M×M where
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(p, p) : M ×M → ΩΛ × ΩΛ is the Cartesian product of the period map p. Indeed,
we have that (p, p)−1(Ωφ) is a complex-analytic submanifold in M ×M since the
period map p :M→ ΩΛ is a local analytic isomorphism and Ωφ is a complex-analytic
submanifold in ΩΛ × ΩΛ.
A point ((S1, η1), (S2, η2)) ∈ (p, p)−1(Ωφ) belongs to Mφ precisely when
η−12 ◦ φ ◦ η1(KS1) ∩KS2 6= ∅.
The fact that this is an open condition is proved in [3, Chapter VIII, Proposition
9.4].
Remark 4.2.5. There is an obvious forgetful map
piφ :Mφ → Ωφ,
((S1, η1), (S2, η2), ψ) 7→ ([η1(σS1)], [η2(σS2)]).
Here in the definition of piφ we certainly use that ψ(H2,0(S1,C)) = H2,0(S2,C) and η2ψ =
φη1.
Definition 4.2.6. A twistor path in Mφ consists of a finite ordered sequence
P1,P2, . . . ,Pk of twistor lines in Mφ, such that every pair of consecutive lines in-
tersect, together with a choice of a point of intersection pi ∈ Pi ∩ Pi+1.
A twistor path is generic if each of the chosen points of intersection of consecutive
twistor lines corresponds to a pair of K3 surfaces with trivial Picard groups.
We know from [12] that every two periods l1, l2 ∈ ΩΛ can be joined by a generic
twistor path in ΩΛ. Now taking the graph of this twistor path under φ˜ in Ωφ we get a
generic twistor path joining periods (l1, φ˜(l1)) and (l2, φ˜(l2)) in Ωφ. Indeed, such graph is a
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generic twistor path inMφ because 1) products of K3’s corresponding to points (qi, φ˜(qi))
(as in Definition 4.1.7) have trivial Picard groups (as Hodge isometric K3 surfaces have
equal Picard numbers), and 2), as φ is signed, each of the lines of the graph is associated
to a hyperkähler structure by Remark 4.1.11 and thus satisfies the conditions of Definition
4.1.10.
The following lemma will be used in the proof of Proposition 4.2.9.
Lemma 4.2.7. Let x = ((X, ηX), (Y, ηY ), ψ) be a point in Mφ, α ∈ KX , ψ(α) ∈ KY .
Then the twistor line Pψ,α ⊂M×M lies in Mφ.
Proof. The cohomology class α determines the line Q = Qψ,α ⊂ Ωφ. Consider a
connected lift of Q to M ×M containing the point ((X, ηX), (Y, ηY )). Depending
on whether the markings ηX , ηY are signed or non-signed we have that for points
xλ = ((Xλ, ηXλ), (Yλ, ηYλ)) ∈ Pψ,α that are lifts of points λ ∈ Q ∼= S2 we have that
either all markings ηXλ , ηYλ are signed or non-signed. This observation tells us that
the Hodge isometry ψλ = η
−1
Yλ
◦ φ ◦ ηXλ is always signed.
Next, there is a distinguished Ka¨hler class ωλ ∈ KXλ which was introduced earlier.
In order to prove that xλ belongs toMφ for every λ ∈ Q it is sufficient to check that
ψλ(ωλ) ∈ KYλ for all λ ∈ S2. As ψλ is a signed Hodge isometry we have that the basis
(ψλ(ωλ), Reψλ(σXλ), Imψλ(σXλ))
of the corresponding positive vector space
ψλ(〈ωλ, Re σXλ , ImσXλ〉) = 〈ψλ(ωλ), Re σYλ , ImσYλ〉
is positively oriented. By Remark 4.1.4 the class ψλ(ωλ) must be Ka¨hler. Now we see
that the whole twistor line Pψ,α lies in Mφ.
In the proofs of Proposition 4.2.9 and Proposition 6.1.1 below we will need to know
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how to construct a generic twistor line inM×M passing through a given point x ∈Mφ.
Lemma 4.2.8. Given x = ((X, ηX), (Y, ηY ), ψ) ∈ Mφ we can find a generic twistor
line Pψ,h ⊂ M ×M for some h ∈ KX ∩ ψ−1(KY ). Moreover, in the case of X with
cyclic Picard group, Pic(X) ∼= Zh, h ∈ Pic(X)∩KX ∩ψ−1(KY ), the twistor line Pψ,h
is generic.
Proof. If Pic(X×Y ) is trivial then the statement of the lemma is tautologically true,
any h ∈ KX works. Let us assume now that Pic(X) 6= {0}. We are going to find
h ∈ V := KX ∩ ψ−1(KY ) such that the twistor line Qψ,h ⊂ Ωφ contains period of
some X ′×Y ′ with Pic(X ′) trivial. Then the corresponding via φ surface Y ′ will also
have trivial Picard group. So we will get Pic(X ′ × Y ′) = 0. Thus, the problem is
reduced to finding h as above such that the twistor line
QX,h = PηX(〈h,Re σX , ImσX〉)C ∩Q ⊂ ΩΛ,
contains period (t, φ˜(t)) of a K3 surface with trivial Picard group.
Denote the subspace 〈h,Re σX , ImσX〉 for h ∈ ΛR by Wh. In order for QX,h to
contain a period corresponding to a surface with trivial Picard group we need
ηX(Wh) 6⊂ ∪
06=λ∈Λ
λ⊥, (4.5)
here the orthogonal complements λ⊥ are taken in ΛR. By the way, notice that
ηX(Wh) ⊂ ∪
06=λ∈Λ
λ⊥ is equivalent to existence of nonzero λh ∈ Λ such that ηX(Wh) ⊂
λ⊥h .
Assume that condition (4.5) is broken for every h ∈ V . Then for every h ∈ V we
have some λh such that ηX(Wh) ⊂ λ⊥h and thus we may write
V = ∪
06=λ∈Λ
Vλ,
41
where Vλ = {h ∈ V |λh = λ}. It is clear that each set Vλ is equal to the intersection
of V with the linear span of Vλ in H
1,1(X,R). So the open subset V of H1,1(X,R) can
be expressed as a countable union of its subsets that are cut out by linear subspaces
in H1,1(X,R) and thus there must be a set Vλ which is equal to the whole V . So
there exists a universal λ ∈ Λ such that Wh ⊥ η−1X (λ) for every h ∈ V . This means
that H2,0(X,R) ⊕ H0,2(X,R) ⊥ η−1X (λ) and H1,1(X,R) ⊥ η−1X (λ) which contradicts
the non-degeneracy of the form q(·, ·). So there exists an h such that Wh determines
a twistor line containing a point t with Xt having trivial Picard group. Fix this h.
As ψ is a rational isometry, the Picard group of Yφ˜(t) is also trivial. Thus, we can
find a period (t, φ(t)) ∈ Qψ,h ⊂ Ωφ determining surfaces X ′, Y ′ with trivial Picard
groups together with their markings and a rational isometry determining a point
((X
′
, ηX′ ), (Y
′
, ηY ′ ), ψ
′
) ∈Mφ with Pic(X ′ × Y ′) = 〈0〉.
If Pic(X) ∼= Zh for h ∈ V , then condition (4.5) is satisfied. Indeed, if we had
ηX(Wh) ⊂ λ⊥h then like earlier η−1X (λh) lies in H1,1(X,Z) ∼= Zh and so is a (nonzero)
integral multiple of h. This contradicts to the condition h ⊥ η−1X (λh). Thus Pψ,h is
generic.
Proposition 4.2.9. The moduli space Mφ consists of 2 connected components M+φ
and M−φ . The component M+φ consists of quintuples ((S, η), (S ′, η′), ψ) where both
η, η′ are signed, and M−φ consists of such quintuples where both η, η′ are non-signed
isometries. Moreover, for any two points in the same connected component there
exists a twistor path in the corresponding connected component consisting of lines of
the form (4.3) and connecting these points.
Proof. First of all, set-theoreticallyMφ =M+φ unionsqM−φ . Now let us prove connectedness
of each of the two sets in the decomposition. Let us prove that M+φ is connected.
We are going to show that any two points of M+φ can be joined by a twistor
path. First, pick up a point y = ((S, ηS), (T, ηT )) ∈ M ×M with signed markings
ηS, ηT and periods ηS(H
2,0(S,C)) = l and ηT (H2,0(T,C)) = φ˜(l) in ΩΛ, such that
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the Picard groups Pic(S) and Pic(T ) are trivial. We can certainly find such (S, ηS)
and (T, ηT ) with periods l and φ˜(l) respectively, because of surjectivity of the period
map pi :M→ ΩΛ and the fact that periods corresponding to surfaces with nontrivial
Picard group are contained in a countable union of hyperplanes ∪
λ∈Λ
Pλ⊥C ⊂ PΛC.
Once we choose l so as to have Pic(S) = 〈0〉, the group Pic(T ) is also trivial because
ψ = η−1T φηS is a rational Hodge isometry, hence the Picard groups of S and T are
isomorphic.
Moreover, ψ = η−1T φηS is a signed Hodge isometry, so it takes C
+
S to C
+
T . As for
K3 surfaces with trivial Picard group the Ka¨hler cone equals to the positive cone (see
Remark 4.1.5), we conclude that point y indeed belongs to M+φ . Such a choice of y
means that (S, ηS) and (T, ηT ) are the only points in the fibers of the period map
pi :M→ ΩΛ over l and φ˜(l). Indeed, let, for example, (X, ηX), (Y, ηY ) be two distinct
points such that all markings are signed and
pi(X, ηX) = pi(Y, ηY ) = l.
Now g = η−1Y ηX : H
2(X,Z)→ H2(Y,Z) is a signed Hodge isometry. So, by the strong
Torelli theorem for K3 surfaces, see [28], there is an isomorphism f : X → Y and
w ∈ W (Y ), the Weil group of Y , generated by reflections with respect to hyperplanes
in H2(Y,Q) orthogonal to divisors corresponding to (−2)-curves on Y , such that
g = w ◦ f ∗. But W (Y ) is trivial by the choice of Y . So g = f ∗ and we have that
ηY ◦f ∗ = ηX , so that f ∗ induces an isomorphism of marked pairs (X, ηX), (Y, ηY ) which
means that they represent the same point of moduli space of marked K3 surfaces.
The same argument applies to the fiber of pi over φ˜(l). For such choice of l and φ˜(l)
the point y itself is a unique point in the fiber of piφ over (l, φ˜(l)).
Now choose an arbitrary point
x = ((X, ηX), (Y, ηY ), ψ) ∈M+φ .
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We want to connect this arbitrary point to the point y by a twistor path in M+φ
consisting of lines of the form (4.3) which is constructed as a connected lift of a
twistor path joining the periods piφ(x) and piφ(y) in Ωφ.
So, first, choose a generic path of twistor lines Q1, . . . , Qk in Ωφ joining the pairs
of periods ([ηX(σX)], [ηY (σY )]), ([ηS(σS)], [ηT (σT )]) ∈ Ωφ which exists by discussion
after Definition 4.2.6. Consider points qi ∈ Qi∩Qi+1, i = 1, . . . , k−1, as in Definition
4.2.6, q0 := piφ(x), qk := piφ(y). By the same discussion after Definition 4.2.6 we see
that Q2, . . . , Qk admit lifts toM×M via lines of the form (4.3) and by Remark 4.1.11
the union of their lifts is connected. Actually, line Q1 admits a lift to Mφ through
the lift of q1 as well and if it contains x we are done. However this may not be the
case in general, so we certainly need Q1 to have a lift through x. Existence of Q1
with this property is provided by Lemma 4.2.8. A point z ∈ Q1 with trivial Picard
group can be taken to be q1, and then Q2, . . . , Qk may be taken to be any generic
twistor path joining z to y. Then the whole path of twistor lines admits a lift of the
required form to M×M through the point x = ((X, ηX), (Y, ηY ), ψ).
Moreover, as ηX and ηY were chosen signed, all the markings ηXλ , ηYλ , λ – the
parameter of a twistor line in the path, will also be signed. Now using our special
choice of y we see that we thus get a path consisting of lines of the form
λ 7→ ((Xλ, ηXλ), (Yλ, ηYλ))
in the self-product M ×M joining x and y and being a lift of the corresponding
twistor path in Ωφ with respect to the obvious projection. Moreover, by construction
ψλ = η
−1
Yλ
φηXλ is a rational Hodge isometry. Each of the lines of this path lies inM+φ
by Lemma 4.2.7. Now we see that the whole twistor path lifts toM+φ and, moreover,
it connects x to y because it contains a lift of the piφ(y) with respect to piφ and y was
chosen so that it is the only point in the fiber of piφ over its period.
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So we know that we can join any point x ∈M+φ to y ∈M+φ . Finally, we see that
we can join any x, z ∈M+φ by lifts of twistor paths.
The proof of connectedness ofM−φ goes analogously. This completes the proof of
Proposition 4.2.9.
4.2.2 The sheaf moduli space
Definition 4.2.10. The sheaf moduli space associated to a signed isometry φ : ΛQ →
ΛQ is the setMφ of quintuples ((S1, η1), (S2, η2), E), where (Si, ηi), i = 1, 2, are marked
K3 surfaces and E is a twisted sheaf on S1 × S2 satisfying the following conditions
• E is a locally free sheaf;
• the cohomology class −κ(E∗)√tdS1×S2 determines a Hodge isometry
ψE : H2(S1,Q)→ H2(S2,Q), such that ψE(KS1) ∩KS2 6= ∅;
• ψE = η−12 φη1.
Note that here we define ψE as the isometry determined by−κ(E∗)
√
tdS1×S2 instead of
κ(E∗)√tdS1×S2 as in Section 2.1. The reason for introducing minus is that having in mind
our Important example of Subsection 3.3 we want our Hodge isometry to satisfy the second
requirement of definition ofMφ, that is, the Kähler cone condition. That−κ(E∗)
√
tdS1×S2
satisfies this condition will essentially be shown in the proof of Proposition 4.2.13. Actu-
ally, Mφ has a structure of a complex-analytic non-Hausdorff manifold, which will be
proved in a forthcoming paper. For our purposes here it is sufficient to consider the sheaf
moduli space set-theoretically.
Notation 4.2.11. The forgetful map
p :Mφ →Mφ,
is the map defined by
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((S1, η1), (S2, η2), E) 7→ ((S1, η1), (S2, η2), ψE).
Remark 4.2.12. Let m be a point ((X, ηX), (Y, ηY ), ψ) of Mφ, X and Y are K3
surfaces, such that there exists a point ((X, ηX), (Y, ηY ), E) in Mφ so that ψ = ψE .
We can simply express this fact by saying that m belongs to the image of p. It is now
clear that for such points m in the image of p the corresponding ψ is represented by
a class of analytic type (mentioned in the Introduction, see also Definition 6.2.1) in
H∗(X × Y,Q). Now let X and Y be algebraic K3 surfaces. Then ψ is algebraic. So
the fact that rational Hodge isometries between algebraic K3 surfaces, appearing as a
coordinate in such a quintuple in Mφ, are algebraic would follow if the map p were
surjective.
Introduce the following subsets ofMφ,
M+φ = p−1(M+φ ),
and
M−φ = p−1(M−φ ).
Now we need examples illustrating the introduced notions and for examples we refer to
Subsection 3.3. According to the general example there it appears that the rational Hodge
isometry determined by κ(E∗)√tdS×M for E a universal sheaf on S × M are of a very
specific type. Via markings of the corresponding surfaces such isometries induce rational
isometries φ : ΛQ → ΛQ of cyclic type, a notion that was introduced in the Introduction.
Recall the equivalent definition of isometries of cyclic type given in Section 3. We say
that a rational isometry φ : ΛQ → ΛQ is of n-cyclic type if Λ/(Λ ∩ φ−1(Λ)) ∼= Z/nZ.
Isometries of cyclic type are, in some sense, the simplest isometries of ΛQ. Moreover, for
every such isometry φ we can find algebraic K3 surfaces S1, S2 and appropriate markings
46
so that φ determines a rational Hodge isometry of the cohomology lattices of the surfaces
and this Hodge isometry is induced by the κ-class of a twisted sheaf. This is proved in the
following proposition.
Proposition 4.2.13. For a signed isometry φ of cyclic type the moduli space Mφ is
not empty.
Proof. Let r be the natural number such that φ is of r-cyclic type. The proof of
the proposition is essentially given by Conclusion 3.3.2, which provides existence of
marked K3 surfaces (S, ηS), (M, ηM) and a locally free sheaf E over S×M , such that
κ(E)√tdS×M induces an r-cyclic type isometry ψ : H2(S,Q) → H2(S,Q). The only
thing that needs to be verified is that ψE = −ψ satisfies the Ka¨hler cone condition in
the definition of Mφ.
As hˆ2 = h2 and ψE restricts to an isomorphism between Qh and Qhˆ, we certainly
have that ψE(h) = ±hˆ. Let us show that ψE(h) = hˆ. The isometry ψE is induced by
the H4(S ×M,Q)-component of −κ(E∗)√tdS×M . We have
κ(E∗)
√
tdS×M = ch(E∗)e−
c1(E∗)
r
√
tdS×M =
=
(
r + c1(E∗) + c1(E
∗)2 − 2c2(E∗)
2
+ . . .
)
·
(
1− c1(E
∗)
r
+
c1(E∗)2
2r2
− . . .
)
×
×(1 + pi∗S1S + pi∗M1M + pi∗S1S · pi∗M1M) =
= r +
(
(r − 1)c1(E∗)2
2r
− c2(E∗) + pi∗S1S + pi∗M1M
)
+ . . . .
As pi∗S1S and pi
∗
M1M induce zero maps H
2(S,Z) → H2(M,Z) we need to consider
only
(r − 1)c1(E∗)2
2r
− c2(E∗).
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In
c1(E∗)2 = (−pi∗Sh− jpi∗M hˆ)2 = pi∗S(2rs1S) + pi∗M(2rsj21M) + 2pi∗Sh · pi∗Mjhˆ
the only component inducing nonzero map is 2pi∗Sh · pi∗Mjhˆ. Denote the image of h
in H2(M,Z) under c2(E∗) = c2(E) by ψ, following the notations of [24]. As Mukai
showed in [24, Proposition 1.1], ψ = [1 + (2(r − 1)sj)]hˆ. The image of h under
2pi∗Sh · pi∗Mjhˆ is 4rsjhˆ. Finally we get that ψE maps h to
piM ∗
(
pi∗Sh ·
(
c2(E∗)− (r − 1)c1(E
∗)2
2r
))
= ψ − 4(r − 1)rsjhˆ
2r
=
= ψ − 2(r − 1)sjhˆ = hˆ.
So the Ka¨hler cone condition for ψE is verified and the proof of the proposition is
complete.
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CHAPTER 5
HYPERHOLOMORPHIC SHEAVES
Here we formulate some results on extension of sheaves over twistor families that we will
need in the next section. The original definition of a hyperholomorphic vector bundle can
be found in [31, Definition 3.11]. Here we give a more convenient for us definition which
is equivalent to the original one.
Assume N is a hyperkähler manifold, I is a fixed complex structure on N and H is a
Kähler class on N . There exists a hyperkähler metric associated to a (1,1)-form represent-
ing the cohomology class H . Then we have a sphere of complex structures on N , a twistor
family N → S2, and a Kähler class ωλ on the fiber Nλ for each λ ∈ S2, such that NI = N
and ωI = H .
Remark 5.0.14. By definition, the class ωλ (considered up to multiplying by a posi-
tive scalar) is the Ka¨hler class on (N, λ).
Fix these H,S2 and N . A vector bundle F on (N, I) is called H-hyperholomorphic if
it can be extended to a vector bundle over N . The Kähler class H defines the notion of
H-slope-stability and H-slope-polystability of vector bundles on N . Recall that a vector
bundle on N is called H-slope-polystable if it is isomorphic to a direct sum of H-slope-
stable bundles with equal slopes, see an equivalent definition in [14, Definition 1.5.4 ].
Let us formulate a theorem proved by M. Verbitsky (see [31, Theorems 3.17, 3.19],
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keeping in mind Remark 5.0.14).
Theorem 5.0.15. Let F be an H-slope-polystable vector bundle over (N, I). If the
Hodge types of c1(F ) and c2(F ) are preserved under the deformation identified with
the sphere S2 of complex structures on N , then the bundle F extends over N . Fur-
thermore, the extended vector bundle F over N restricts to the fiber Nλ as an ωλ-
slope-polystable bundle, for each λ ∈ S2.
Remark 5.0.16. Let pi : X → B be a smooth and proper holomorphic map of complex
manifolds with a continuous trivialization η : Rkpi∗Z→ (Λ)B of the local system, where
(Λ)B is the trivial local system with fiber Λ. We get an induced flat trivialization of
the local system Rkpi∗C, which we denote by η as well. Let 0 be a point of B. Denote
by Xb the fiber of pi over b ∈ B. The flat deformation of a class α ∈ Hk(X0,C) in
the local system Rkpi∗C associated to the family is given by the section b 7→ η−1b η0(α)
of the local system Rkpi∗C.
Let F be a vector bundle over X . Each Chern class of F defines a flat section of
the local system. Deformations of the Chern classes of the vector bundle F = F0 on
X0 agree with taking Chern classes of the extension, that is, η
−1
b η0(ci(F0)) = ci(Fb) ∈
H∗(Xb,C).
Remark 5.0.17. Theorem 5.0.15 addresses existence of extensions of sheaves on N
over a family over the sphere S2 of complex structures on N . In Section 6 we will
need to extend sheaves over families of products of K3’s over twistor lines in Ωφ. In
order to use Theorem 5.0.15 we need to associate to a twistor line Qψ,h an appropriate
sphere of complex structures S2 on N . While such association trivially exists in the
case when N is a K3 surface, it becomes nontrivial when N is a product of K3’s.
Lemma 4.1.9 provides a way to associate a hyperka¨hler structure to a twistor line (we
may take any representative of the special class in T /D, whose existence is stated in
the Lemma).
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We are now going to make some preparations needed for the proof of Proposition 6.1
and related to the problem of extending sheaves over twistor families. Let N ,F and H
be as in Theorem 5.0.15 for the rest of this section. Consider now a hyperkähler manifold
N = S ×M where (S, ηS) and (M, ηM),M = Mh(v), are marked K3 surfaces and E is a
universal untwisted sheaf on S×M . We will specify the precise choice of S,M and E that
is used in the proof of Proposition 6.1 in the formulation of Lemma 5.0.20 below. Ideally
we would like to be able to extend E over a twistor family through ((S, ηS), (M, ηM), ψE)
determined by H = (h, ψE(h)) which corresponds to a twistor line inMφ where
φ = ηM ◦ ψE ◦ η−1S : ΛQ → ΛQ,
φ ∈ Λ∗Q ⊗ ΛQ.
The Hodge types of c1(E) and c2(E) need not be preserved under such twistor deforma-
tion and thus we cannot, in general, hope for extending E as an untwisted sheaf. But the
following lemma gives the first step towards understanding what should be our extendable
substitute for E .
Lemma 5.0.18. Let ((X, ηX), (Y, ηY ), ψ) be a point in Mφ. The Hodge type of the
cohomology class given by the Hodge isometry coordinate
ψ ∈ H2(X,Q)∗ ⊗H2(Y,Q) ⊂ H4(X × Y,Q)
is preserved along any twistor line in Mφ (see notation (4.3)) through
((X, ηX), (Y, ηY ), ψ).
Proof. For any t ∈ Qψ,h, h a Ka¨hler class in H1,1(X,R), ψ(h) a Ka¨hler class in
H1,1(Y,R), we have that, first,
(η∗Xt
−1 ⊗ ηYt) : H2(Xt,Z)∗ ⊗H2(Yt,Z)→ Λ∗ ⊗ Λ,
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α 7→ ηYt ◦ α ◦ η−1Xt
is a marking for Zt = Xt × Yt defined by the corresponding markings of the factors
(see our convention on markings of products Xt × Yt in Remark 4.1.1, we identify
ηXt with η
∗
Xt
via identification of the dual lattices H2(Xt,Z)∗,Λ∗ with H2(Xt,Z),Λ
using the corresponding unimodular bilinear pairings). Here by Xt and Yt we denote
the differentiable manifolds X and Y with complex structures depending on t ∈ Qψ,h.
And, second, by the definition of a twistor line inMφ we have that the Hodge isometry
coordinate of the point in Mφ corresponding to t satisfies,
ψt = η
−1
Yt
◦ φ ◦ ηXt = η−1Yt ◦ (ηY ◦ ψE ◦ η−1X ) ◦ ηXt = η−1Xt×Yt ◦ ηX×Y (ψE),
which shows that ψt is the deformation of ψE according to Remark 5.0.16. The
isometry ψt : H
2(Xt,Q) → H2(Yt,Q) is certainly a Hodge isometry, which follows
from the equality ψt(H
2,0(Xt,C)) = H2,0(Yt,C). But this condition precisely means
that ψt, considered as a class in H
4(Xt × Yt,C) is of type (2, 2). So the Hodge type
of ψ is preserved along the twistor line.
Let us apply Lemma 5.0.18 to the point ((S, ηS), (M, ηM), ψE) ∈ Mφ. The isometry
ψE : H2(S,Q) → H2(M,Q) is actually induced by the degree 4 component of the class
κ(E∗)√tdS×M as we saw in Subsection 3.3. Moreover, as the Hodge types of elements of
degree 0 and 4 in H∗(S,Q) and H∗(M,Q) are trivially preserved under any deformations,
and thus the Hodge type of Todd classes of S and M is also preserved, the preservation of
the Hodge type of ψE by Lemma 5.0.18 implies preservation of the Hodge type of κ2(E∗).
And now we describe the last step towards finding an appropriate substitute for E . Consider
the sheaf A = End(E) = E∗ ⊗ E instead of E . We have
c1(A) = 0
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and
c2(A) = −2rκ(E),
where r = rk(E). Let us explain the last equality. Recall that
κ(A) = ch(A)exp(−c1(A)/r2) = ch(A),
see Subsection 2.1. Now, comparing the components of κ(A) and ch(A) of degree 4 we
get
c2(A) = −ch2(A) = −κ2(A) = −κ2(E∗ ⊗ E) = −2rκ2(E).
In the last equality we used the multiplicativity of the class κ on tensor products, the fact
that κ1 of any sheaf is zero and κ2i(E) = κ2i(E∗) for any i > 0. So the class −2rκ(E)
naturally serves as the second Chern class for the sheaf of Azumaya algebrasA. The Hodge
type of the class κ(E) is preserved under the considered twistor deformations together
with the Hodge type of κ(E∗), and thus the Hodge type of c2(A) is preserved under the
considered twistor deformations. Thus the condition of Hodge type invariance in Theorem
5.0.15 for c1(A) = 0 and c2(A) is satisfied.
The only condition that remains to check is that A is H-slope-polystable. Note that in
order to prove thatA is H-slope-polystable it is sufficient to show that E is H-slope-stable.
Indeed, then by [14, Theorem 3.2.11] we would have thatA = E∗⊗E isH-slope-polystable
and we may thus set F := A. Thus by Theorem 5.0.15 the sheaf A can be deformed as an
untwisted sheaf.
Remark 5.0.19. More precisely, this twistor deformation preserves the structure of
Azumaya algebra, see Section 6 of [20].
As we know from the correspondence between sheaves of Azumaya algebras and
twisted sheaves (see, for example, [8]) deforming the sheaf A as a sheaf of Azumaya alge-
bras is the same as deforming the sheaf E as a twisted sheaf. So Remark 5.0.19 tells us that
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the twistor deformation of F = A provided by Theorem 5.0.15 determines a deformation
of E as a twisted sheaf.
Let us get to the problem of proving the stability of E . In general the universal sheaf E
need not be slope-stable with respect to an arbitrary divisor H but there exists a particular
choice of S,M, E and H such that E is H-slope-stable.
Lemma 5.0.20. Consider K3 surfaces S, M , divisors h ∈ Pic(S), hˆ ∈ Pic(M),
and the universal sheaf E on S ×M as in the proof of Proposition 4.2.13. Then E is
slope-stable with respect to pi∗Sh + pi
∗
M hˆ ∈ Pic(S ×M). Consequently, the Azumaya
algebra A := End(E) is (pi∗Sh+ pi∗M hˆ)-hyperholomorphic.
Proof. In order to prove slope-stability of E with respect to the divisor pi∗Sh+ pi∗M hˆ in
Pic(S ×M)⊗Q we need to use the slope-stability of E|S×{m},m ∈ M, with respect
to the divisor h ∈ Pic(S) which follows from the definition of M and E , and slope-
stability of E|{s}×M , s ∈ S, with respect to the ample divisor hˆ ∈ Pic(M), which
follows from Mukai’s paper [24, Theorem 1.2]. When we know that both the vertical
and the horizontal restrictions of the sheaf E are slope-stable, it is sufficient to express
the slope µH+Hˆ on S ×M , where H = pi∗Sh, Hˆ = pi∗M hˆ, as a linear combination of
slopes µh and µhˆ (composed respectively with the morphisms of restriction of sheaves
to S × {m} and {s} ×M) with positive coefficients. Note that due to the fact that
Pic(S) ∼= Pic(M) ∼= Z we will also have stability for any (rational) divisor of the
form aH + bHˆ, a, b ∈ Q+, so for any ample divisor from Pic(S ×M), although we do
not need this more general fact for our proof.
Now, by the definition of slope
µH+Hˆ(F) =
c1(F) · (H + Hˆ)3
rk(F) .
First of all we know that c1(F) = α + β where α = pi∗Sc1(F|S×{m}), β =
54
pi∗Mc1(F|{s}×M). Let us look more closely at the triple self-intersection
(H + Hˆ)3 = H3 + 3H2 · Hˆ + 3H · Hˆ2 + Hˆ3.
Obviously H3 = Hˆ3 = 0, H2 · Hˆ = 2d({s} ×M) · Hˆ = 2d({s} × hˆ) and H · Hˆ2 =
H · 2d(S × {m}) = 2d(h× {m}) where h and hˆ in the direct products are considered
set-theoretically. We trivially have that α · ({s}× hˆ) = 0 and β · (h×{m}) = 0. Now
taking the intersection of (H + Hˆ)3 with c1(F) we see that
µH+Hˆ(F) = 6d(µh(F|S×{m}) + µhˆ(F|{s}×M)),
where the degree d of h and hˆ is positive. The required stability of E is proved.
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CHAPTER 6
PROOF OF THE MAIN RESULT
The core result of this section is Proposition 6.1.1, which states that for each of the sub-
sets M±φ ⊂ Mφ, φ an isometry of cyclic type, the restriction p : M±φ → M±φ sending
(S1, S2, E) to (S1, S2,−κ(E∗)
√
tdS1×S2) is surjective. The proof of Proposition 6.1.1 is
given in Subsection 6.1. Subsection 6.2 explains why Theorem 1.0.1 formulated in the
introduction follows from Proposition 6.1.1.
6.1 Surjectivity of p
In this subsection the isometry φ is assumed to be of cyclic type. LetM+φ andM−φ be the
connected components ofMφ introduced in Proposition 4.2.9 andM±φ the sets defined in
Subsection 4.2.2. The following proposition is proved using the technique of hyperholo-
morphic sheaves developed by M. Verbitsky.
Proposition 6.1.1. The forgetful map p : Mφ → Mφ restricts to a surjective map
p :M±φ →M±φ .
Proof. The arguments for each of the two choices of the sign ± are absolutely similar,
so we will be proving surjectivity of p :M+φ →M+φ . Let us first outline the proof of
surjectivity. For an arbitrary point y = ((S1, η1), (S2, η2), ψy) ∈M+φ we want to find a
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preimage of this point inM+φ under p. First, we pick up a point x ∈M+φ , which exists
by Proposition 4.2.13. Let x = p(x) ∈ M+φ . We choose an appropriate connected
twistor path l ⊂ M+φ consisting of twistor lines Pj, j = 1, . . . , k, joining x and y,
x ∈ P1, y ∈ Pk. We then show that there exist locally free twisted sheaves Fj over
complex-analytic families Xj = (i|Pj)∗Y of products of marked K3’s, for the inclusion
i : l→M×M and the universal family Y →M×M so that Xk|y = (S1×S2, (η1, η2)).
Thus
y = p(((S1, η1), (S2, η2),Fk|Xk|y))
and we are done.
Let us now get to the details of the sketched construction. We want and can
choose the point x to be of the form ((S, ηS), (M, ηM), E) with M = Mh(v) and E a
universal sheaf on S ×M . Let us specify the choice of S and E . Choose S as in the
proof of Conclusion 3.3.2 to be a K3 surface with a cyclic Picard group generated by
an ample divisor h, so that S is general in the sense of Mukai, [24]. Then M = Mh(v)
has also a cyclic Picard group, as rationally Hodge isometric K3 surfaces have the
same Picard numbers. Choose E to be a normalized universal sheaf on S ×M as
in the proof of Conclusion 3.3.2. We choose l to be a generic twistor path in Mφ
joining p(x) and y and consisting of lifts Pj of lines Qj ⊂ Ωφ associated to hyperka¨hler
structures. Such a path was shown to exist in the course of the proof of Proposition
4.2.9, where M+φ was shown to be connected. Recall that a twistor path comes with
a choice of points pj in the intersection of the lines Pj and Pj+1 (see Definition 4.2.6).
We are going to extend consequentlyA = End(E) over the families Xj. This means
that having extended A over Xj we get the extension over Xj+1 provided that the
conditions of Theorem 5.0.15 are satisfied for the result of extension of A restricted
to Xj|pj for pj ∈ Pj ∩ Pj+1 for all j = 1, . . . , k − 1, p0 := x.
In order to extend A from X1|p0 = ((S, ηS), (M, ηM)) over the whole X1, we want
to choose P1 in the path l to be the line determined by h ∈ Pic(S). Indeed, as
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ψE(h) = hˆ, Lemma 4.2.8 guarantees that this twistor line is generic. In Section 5
we established invariance of the Hodge type of c2(A) under the twistor deformations
defined by lines in Mφ (Lemma 5.0.18), and we proved H-slope-stability of E for
H = pi∗Sh+ pi
∗
M hˆ in Lemma 5.0.20. So, by Remark 5.0.17 and Theorem 5.0.15 we can
extendA over the first twistor family over the first line of the path. Further extensions
over families X2, . . . ,Xk exist automatically as the sheaf At over St ×Mt with trivial
Picard group, Pic(St) = Pic(Mt) = 〈0〉, being slope-polystable with respect to some
Ka¨hler class (by Theorem 5.0.15), is automatically slope-polystable for any choice of
Ka¨hler class on St ×Mt (see [20, Proposition 7.8]). The proof of Proposition 6.1.1 is
complete.
6.2 Reduction to the case of a cyclic isometry
Here we prove Theorems 1.0.1 and 1.0.2 formulated in the introduction. Let us introduce a
definition that is needed for formulating the proposition below.
Definition 6.2.1. Let S be a complex manifold. We say that a cohomology class
α ∈ H∗(S,F), F = Z,Q,R or C, is of analytic type if it can be expressed as a
polynomial of Chern classes of coherent sheaves on S.
Remark 6.2.2. Note that for a class α ∈ H∗(S,F), where S is a smooth projective
variety, to be of analytic type is the same as to be algebraic.
Proposition 6.2.3. Every rational Hodge isometry of Ka¨hler K3 surfaces of cyclic
type is of analytic type.
Proof. Let X, Y be any K3 surfaces and f : H2(X,Q) → H2(Y,Q) be a rational
Hodge isometry. Up to replacing f with −f we may regard f as a signed isometry.
We want to prove that f is of analytic type by applying Proposition 6.1.1. In order to
apply this proposition we need f to satisfy the Ka¨hler cone condition from Definition
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4.2.3, namely f(KX)∩KY 6= ∅. While this may not hold for an arbitrary f , in general
there exists an element w in the Weyl group of Y , such that w ◦ f(KX) ∩ KY 6= ∅,
see Proposition 3.10 in [3, Ch. VIII]. This element w is a composition of isometries
of the form
rC : H
2(Y,Z)→ H2(Y,Z),
α 7→ α− 2 (α · C)
(C · C)C = α + (α · C)C,
for some (−2)-curve C on Y . For each rC the induced map of rational vector spaces
rC : H
2(Y,Q) → H2(Y,Q) maps the positive cone C+Y to itself and so is a signed
Hodge isometry. Thus the isometry w, as a composition of rC ’s, is a signed Hodge
isometry as well. Denote by ψ the composition w ◦ f . Choose any signed markings
ηX : H
2(X,Z) → Λ and ηY : H2(Y,Z) → Λ and set φ := ηY ◦ ψ ◦ η−1X . Then ψ
is a signed Hodge isometry satisfying the Ka¨hler cone condition. Thus the moduli
space Mφ is defined and we may now apply Proposition 6.1.1, according to which
the quintuple ((X, ηX), (Y, ηY ), ψ) lies in the image of the forgetful map p : Mφ →
Mφ. This proves that ψ is of analytic type. Each isometry rC is induced by the
correspondence ∆ + C × C ∈ H4(Y × Y,Z), so each rC is of analytic type. Thus w
as a composition of rC ’s is of analytic type by Lemma 6.2.5 below, implying w
−1 is
of analytic type as well. Finally our original isometry f = w−1 ◦ψ is of analytic type
by Lemma 6.2.5.
Further by an isometry we mean an isometry of the rationalized K3 lattice ΛQ. The
cyclic type isometries are not only simple looking ones, they are actually building blocks
for all other rational isometries, that is, every rational isometry φ of ΛQ is a composition of
isometries of cyclic type. This follows from the following theorem.
Theorem 6.2.4. Let F be a field of characteristic 6= 2 and V be a vector space
over F with a non-degenerate symmetric bilinear form q(·, ·). Then the corresponding
orthogonal group O(V ) is generated by reflections.
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For the proof of Theorem 6.2.4 see [9, Proposition 2.36].
For the proof of Theorem 1.0.2 we will need the following lemma.
Lemma 6.2.5. Let α ∈ H∗(S1×S2,Q) and β ∈ H∗(S2×S3,Q) be classes of analytic
type for compact complex manifolds S1, S2, S3. Then the class pi13∗(pi∗12(α)∪pi∗23(β)) ∈
H∗(S1 × S3,Q) is also of analytic type.
Note that pull-back of a class of analytic type is a class of analytic type and product of
two classes of analytic type is also a class of analytic type. So the only operation in the
lemma for which preservation of analytic type is nontrivial is the pushforward. Preservation
of analytic type under a pushforward (and, hence, Lemma 6.2.5) follows from a more
general Lemma 6.2.6 formulated below. In order to formulate this lemma we need to
introduce a new notation. Let X be a complex-analytic manifold. Denote by Hdg(X)an
the subring of the cohomology ring H∗(X,Q) generated by the classes of analytic type.
Lemma 6.2.6. Let f : X → Y be a smooth morphism of compact complex-analytic
manifolds X and Y . Then f∗Hdg(X)an ⊂ Hdg(Y )an.
For the proof of Lemma 6.2.6 we refer to Appendix.
Proof of Theorem 1.0.2. Consider a general Hodge isometry ϕ : H2(S,Q) →
H2(S
′
,Q) inducing via markings η, η′ an isometry φ : ΛQ → ΛQ. The isometry φ
decomposes as a composition of cyclic type isometries, φ = φk ◦ · · · ◦ φ1 by Lemma
6.2.4. Set η0 := η and ηk := η
′. Starting with S and using the surjectivity of the
period map for marked K3 surfaces we obtain a sequence of marked K3 surfaces
(S, η), (S1, η1) . . . , (Sk−1, ηk−1), (S
′
, η
′
),
with periods [η(σS)], li = φ˜i ◦ · · · ◦ φ˜1([η(σS)]), i = 1, . . . , k, so that lk = [η′(σS′ )].
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Set ψi = η
−1
i+1φi+1ηi, i = 0, . . . , k − 1. Now, each ψi is of analytic type by Propo-
sition 6.2.3 and is thus given by a class
αi ∈ H2,2(Si × Si+1,Q),
of analytic type. Then taking the composition of the αi’s as correspondences by
Lemma 6.2.5 we obtain a class of analytic type
α ∈ ⊕pHp,p(S0 × Sk,Q),
which induces the isometry ϕ. This completes the proof of Theorem 1.0.2.
Proof of Theorem 1.0.1. If S and S
′
were taken to be projective, then due to Remark
6.2.2, the isometry ϕ is algebraic. Thus Theorem 1.0.1 is proved.
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APPENDIX
PROOF OF 6.2.6
Proof of Lemma 6.2.6. We will prove the lemma by proving that the vector space
Hdg(X)an is spanned overQ by classes of the form ch(F)tdf , for F a coherent analytic
sheaf on X and tdf the Todd class of the relative tangent bundle of the morphism
f : X → Y . Then the statement will follow by Grothendieck-Riemann-Roch formula
for complex-analytic manifolds, see [6],
f∗(ch(F) · tdf ) = ch(
∑
(−1)iRif∗(F)),
and the Grauert theorem [10, Theorem 10.4.6], according to which the sheaves Rif∗F
occuring in the Grothendieck-Riemann-Roch formula are coherent analytic sheaves.
First of all note that the class tdf belongs to Hdg(X)an being an invertible element
of this ring. Multiplication by tdf induces a linear automorphism of the vector space
Hdg(X)an. So it is sufficient to prove that Hdg(X)an is spanned over Q by classes of
the form ch(F). In order to prove this we need two lemmas formulated below. Let V
be the subring of H∗(X,Q) generated by Chern characters ch(F) of coherent analytic
sheaves F on X.
Lemma 6.2.7. The subring V is spanned over Q by classes of the form ch(F).
Lemma 6.2.8. The subring V is equal to Hdg(X)an.
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The idea of the proof of the first statement is based on multiplicativity of Chern
characters of topological vector bundles with respect to tensor product,
ch(F) · ch(G) = ch(F ⊗ G),
for vector bundles F ,G. Recall how the notion of Chern character extends from
vector bundles to coherent analytic sheaves. Let Kan(X) denote the K-ring generated
by coherent analytic sheaves on X and Ktop(X) denote the K-ring generated by
topological vector bundles on X. It is clear how the Chern character is defined on the
elements of Ktop(X). For a general complex manifold X a coherent analytic sheaf F
may not have a (global) resolution by locally free analytic sheaves, so we cannot define
the Chern character on Kan(X) in a straightforward way like we do it for Ktop(X).
However, according to [2, Proposition 2.6] for a coherent analytic sheaf in Kan(X)
there exists a resolution of this sheaf by real-analytic vector bundles. Thus there is a
map h : Kan(X) → Ktop(X), sending the class of a coherent sheaf to the class of its
real-analytic representative. So we define
ch([F ]) def= ch(h([F ])),
where [F ] means class of the sheaf F in Kan(X).
In general, when F and G are any coherent sheaves, though their tensor product
as OX-modules is defined, we do not have the multiplicativity of the Chern character
with respect to this tensor product. But we do have the equality
ch([F ]) · ch([G]) = ch([F ]⊗[G]),
which is a consequence of the analogous equality in Ktop(X) that we are going to
explain below. The multiplicativity of the Chern character on Ktop(X) is a standard
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fact from topological K-theory, see, for example, [18, Chapter III, Corollary 11.17].
Let us first explain how tensor product in Kan(X) is defined. Let a and b be classes
in Kan(X). If U = (Ui, di) and V = (Vi, di) are complexes of real analytic vector
bundles representing respectively h(a) and h(b), then the complex of real analytic
vector bundles U ⊗ V by definition of product in Ktop(X) represents h(a) ⊗ h(b) ∈
Ktop(X). We recall that if
U = · · · → Uk+1
DUk+1→ Uk D
U
k→ . . . ,
and
V = · · · → Vk+1
DVk+1→ Vk D
V
k→ . . . ,
then the complex U ⊗ V has differentials Dk determined by their restrictions
Dp+q|Up⊗Vq = DUp ⊗ IdVq + (−1)pIdUp ⊗DVq .
This is how tensor product h(a)⊗ h(b) ∈ Ktop(X) is defined. In order to define a⊗ b
for Kan(X) we need to check that the product h(a)⊗ h(b) ∈ Ktop(X) belongs to the
image of map h, h(a)⊗ h(b) = h(c), c ∈ Kan(X), so that
a⊗ b def= c.
The fact that such c is correctly defined will be obtained in the course of proving the
invariance of Imh under tensor product.
Before starting the proof we need to make the following simplification. Every class
in Kan(X) or Ktop(X) is represented by a complex U is equivalent to a class which is
the altenating sum of the sheaf cohomology groups of the complex U ,
[U ] ∼ ⊕i(−1)i[Hi(U)].
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So, to define the product ⊗ as a bilinear operation on the corresponding K-ring it
suffices to define it for classes of sheaves. In our case, for a, b in Kan(X) the classes
[Hi(U)] correspond to coherent analytic sheaves Hi(U). So we may assume from the
beginning that the classes a, b in Kan(X) are classes of complex-analytic sheaves A
and B. Consider the product [A] ⊗ [B] ∈ Ktop(X) defined by using real-analytic
locally free resolutions A and B of sheaves A and B. Let us show that the resulting
class belongs to the image of the map h : Kan(X)→ Ktop(X) by finding appropriate
c ∈ Kan(X) as above. Regarding the above simplification it is clear that for proving
that h(a) ⊗ h(b) belongs to Imh it is sufficient to show that cohomology sheaves
Hk(A⊗ B) are coherent analytic sheaves.
The notion of coherence and analyticity are local. But on a compact complex-
analytic manifold for any coherent sheaf there exists, locally, a resolution by locally
free analytic sheaves (holomorphic vector bundles). Take such local resolutions Aan
and Ban for the sheaves A and B on a sufficiently small neighbourhood W ⊂ X. We
then see that the sheaf Hk(A⊗B)|W is isomorphic to sheaf Hk(Aan⊗Ban) (considered
as a module over the sheaf of real-analytic complex valued functions) which is clearly
a coherent analytic sheaf. The isomorphism follows from the fact that we have quasi-
isomorphisms of complexes
(A⊗B)|W ∼= (A⊗B)|W ∼= (Aan(W )⊗B|W ) ∼= Aan(W )⊗B|W ∼= Aan(W )⊗Ban(W ),
here A and B are regarded as complexes concentrated in degree zero. In this chain of
isomorphisms we replace one of the factors at a time with a quasi-isomorphic complex,
provided that the other factor is a free (and hence projective) resolution. Why such
isomorphisms hold explained, for example, in [33, Chapter 2, Section 2.7]. So the
product h(a)⊗ h(b) indeed belongs to the image of the map h.
Note, that in the definitions of Hdg(X)an and V the Chern characters of coherent
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sheaves may be replaced by Chern characters of classes of Kan(X), which will not
change our V and Hdg(X)an as subsets of H
∗(X). So this proves that the ring V is
spanned over Q by Chern characters of coherent sheaves. This completes the proof
of Lemma 6.2.7.
Now let us prove Lemma 6.2.8. For this it is sufficient to show that any Chern
class ci(F) for F a coherent analytic sheaf on X belongs to V . Actually, from the
formula expressing the Chern character of F as a polynomial of Chern classes of F it
follows that it is sufficient to prove that V contains together with every class ch(F) all
its homogeneous components. Let us prove this statement first for F being a vector
bundle and then extend the idea of the proof to the general case.
Let F be a holomorphic vector bundle on X. By definition V contains Chern
characters ch(Fk) of holomorphic vector bundles Fk defined by induction,
F0 = F ,
Fk = Fk−1 ∧ Fk−1, k > 1.
The Chern characters of Fk and Fk−1 are related in the following way (the proof is
given below):
ch(Fk) = (ch(Fk−1))
2
2
− r2 ch(Fk−1), (6.1)
where r2 is the automorphism of the cohomology ring H
∗(X,Q) acting by multipli-
cation by 2i on H2i(X,Q).
Proof of Formula (6.1) for vector bundles. For Chern character ch(F) we have the
equality
ch(F) =
r∑
i=1
exi , r = rk(F),
where the xi’s are the Chern roots of F . For further cohomological calculations we
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may assume, via the splitting principle, that F is a direct sum of line bundles Li with
Chern characters exi . Then for ch(F ∧ F) we have
ch(F ∧ F) =
r∑
i<j,i=1
exi+xj =
ch(F)2
2
− r2 ch(F)
2
,
where r2 is the automorphism of the ring H
∗(X,Q) acting as multiplication by 2j on
Hj(X,Q).
Formula (6.1) tells us, in particular, that the subring of the ring V , generated by
the Chern characters of holomorphic vector bundles, is invariant under the automor-
phism r2. So V contains all the elements of the form
rk2 ch(F), 0 6 k 6 n = dimCX.
Now a simple argument involving nonvanishing of the corresponding Vandermonde
determinant tells us that V contains all the homogeneous components of ch(F).
Let us get to the general case when F is a coherent analytic sheaf on X. Like
previously, we may hope that Formula 6.1 extends from vector bundles to coherent
analytic sheaves F regarded as classes of Kan(X). Then we would be able to proceed
as in the case of vector bundles. So we need to define the wedge (self-) product for
classes of Kan(X). Again, like above, it is sufficient to define such wedge product
for classes represented by coherent analytic sheaves. The definition of the wedge
product involves the tensor product introduced above, so again we will be dealing
with resolutions of coherent analytic sheaves by real-analytic vector bundles. The
correctness is proved in a very similar way to how we proved the correctness of the
tensor product for Kan(X), that is, via existence of local resolutions by holomorphic
vector bundles.
Again, every class in Kan(X) is a class of a coherent analytic sheaf F , for which,
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as earlier, there exists a resolution by real-analytic vector bundles Vk,
h([F ]) = [· · · → Vk+1 → Vk → . . . ] = [ ⊕
j even
Vj]− [ ⊕
k odd
Vk].
For classes in Ktop(X) of the form [A]− [B] for vector bundles A, B we have the
wedge self-product defined as in [1, Chapter III, §1], that is
([A]− [B]) ∧ ([A]− [B]) = [A ∧ A]− [A⊗B] + [Sym2B].
Taking Chern character of both sides of this equality we get
ch(([A]− [B]) ∧ ([A]− [B])) = ch(A ∧ A)− ch(A⊗B) + ch(Sym2B) =
=
(ch(A))2
2
− r2ch(A)
2
− ch(A)ch(B) + ch(Sym2B).
Now the proof of Formula 6.1 in the general case reduces to the following lemma.
Lemma 6.2.9. For a vector bundle B on a manifold X one has
ch(Sym2B) =
(ch(B))2
2
+ r2
ch(B)
2
.
Indeed, then
ch(([A]− [B]) ∧ ([A]− [B])) = (ch([A]− [B]))
2
2
− r2ch([A]− [B])
2
,
which would prove Formula 6.1 in general case.
Proof of Lemma 6.2.9. We have
B ⊗B ∼= B ∧B ⊕ Sym2B,
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which together with above established Formula 6.1 for vector bundles proves the
equality for ch(Sym2B).
Finally, applying the Vandermonde determinant argument we obtain the proof of
Lemma 6.2.8 and, hence, Lemma 6.2.6 in the general case.
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