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Abstract
We propose a new flexible modelling framework for spatial extremes, based on the class of
max-infinitely divisible processes, extending the class of max-stable processes while retain-
ing dependence properties that are natural for maxima: max-infinitely divisible models are
positively associated, and they yield a self-consistent family of models for block maxima
defined over any time unit. We propose two parametric construction principles for max-
infinitely divisible models, emphasising a spectral representation that allows for asymptotic
independence while keeping the max-stable extremal-t model as a special case. Parameter
estimation is performed by pairwise likelihood, and we illustrate the benefits of our new mod-
elling framework with an application to Dutch wind gust maxima calculated over different
time units.
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1 Introduction
Max-stable processes have emerged as useful models for spatial extremes (Davison et al.,
2012, 2018). Thanks to their asymptotic characterization for spatial block maxima, max-
stable processes are usually fitted to maxima observed over temporal blocks at a given
set of locations. In practice, the choice of a suitable block size implies a bias-variance
trade-off: larger blocks typically yield a better representation of the data’s tail properties,
but also mean that fewer maxima are available for fitting, thus inflating the estimation
uncertainty. Therefore, we always need to choose a finite, and often relatively small, block
size, which casts doubts on the validity of the max-stability assumption in practice. Empirical
studies on environmental extremes have indeed revealed that the max-stability assumption
arising asymptotically is often violated at finite levels, and that the spatial dependence
strength is often weakening as events become more extreme (Huser et al., 2017; Huser and
Wadsworth, 2018). To illustrate the limitations of max-stable models in a sub-asymptotic
setting, Figure 1 shows empirical extremal coefficients for the Dutch wind speed dataset
analyzed in §5, calculated over daily, weekly and monthly blocks. The D-variate extremal
coefficient θD(z) ∈ [1, D] (here with D = 30), defined in (6), reflects the equivalent number
of independent variables at level z, and by max-stability θD(z) ≡ θD. Figure 1 reveals that
θD(z) is increasing rather than being constant with respect to z and the time unit over which
maxima are calculated, which contradicts max-stability for these block sizes.
In this paper, we suggest using max-infinitely divisible (max-id) processes as models for
capturing dependence in finite block maxima. Max-id models play an important role in the
limit theory of triangular arrays of random vectors (Balkema et al., 1993) and naturally
extend the class of max-stable models, relaxing their restrictive stability properties. They
retain attractive theoretical properties reflecting the particular positive dependence structure
of maxima, and ensure validity of distributions after a change of temporal support, e.g., when
characterising the joint distribution of daily maxima from a model fitted to yearly maxima.
We here propose general construction principles for building new parametric max-id
models, and we characterise their dependence properties. We design max-id models for
spatial maxima that bridge asymptotic independence and dependence, while keeping the
widely-used extremal-t process (Opitz, 2013) as a max-stable submodel. The increased
tail flexibility of our new models makes them attractive for modelling maxima taken over
relatively small blocks such as days or weeks, which also increases the effective sample size,
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Figure 1: Empirical extremal coefficients θ̂empD (z) (solid curves) for the Dutch wind speed data
analyzed in §5, based on daily (black), weekly (blue) and monthly (red) maxima. Shaded
areas are 95%-confidence intervals based on the delta method.
leading to improved statistical efficiency.
Theoretical properties of max-id processes have been explored in depth (Gine´ et al., 1990;
Dombry and Eyi-Minko, 2013). However, applications beyond max-stability are rare. Padoan
(2013) proposed a Gaussian-based max-id model whose dependence strength varies with the
intensity of the extreme event. Here, we offer a much wider class of new max-id models by
extending the spectral representation and construction principles of max-stable processes.
As monotone increasing marginal transformations do not affect the max-id structure, we
propose using the generalized extreme value (GEV) distribution for univariate margins.
In §2, we recall some theory on max-id distributions. In §3, we discuss two general
construction principles for max-id processes and propose new parametric models capturing
both asymptotic dependence and independence. Likelihood-based inference and a simulation
study are presented in §4, and an application to wind gusts is discussed in §5.
3
2 Max-infinitely divisible distributions
2.1 Definition and Poisson process construction
A distribution function G is max-id if and only if Gr is a valid distribution function for
any r > 0. In particular, a max-id distribution G describes the componentwise maximum
of m independent random variables with distribution F = G1/m, for any m = 1, 2, . . .. In
practice, this property permits to switch from the joint distribution G of the componentwise
maximum over a given time unit to alternative time units and in particular to the distribution
F of the original events. For example, by fitting a max-id model to annual maxima of a
variable of interest, conclusions may be drawn for monthly, weekly or daily maxima, modulo
non-stationary and temporal dependence aspects. Unlike the univariate case, multivariate
distributions are not always max-id.
To propose useful max-id models, we will exploit a constructive characterisation of max-
id distributions based on Poisson processes (Resnick, 1987, Chapter 5). For simplicity, we
provide the following definitions and characterisations in terms of multivariate distributions
and refer to Gine´ et al. (1990) and Kabluchko and Stoev (2016) for the generalization to
stochastic processes. In the following, we identify the Euclidean space RD with its topological
closure [−∞,∞]D.
We consider a Poisson point process (PPP) defined on the domain E = [`1,∞] × . . . ×
[`D,∞] ⊆ RD with mean measure Λ ≥ 0, where the lower endpoint ` = (`1, . . . , `D)T ∈
[−∞,∞)D may contain components that are equal to −∞. For theoretical reasons, we
impose that Λ must be a Radon measure on E \ {`} such that Borel sets A with infinite
mass Λ(A) may only arise when the closure of A contains the lower endpoint `. The Poisson
points are
{Xi; i = 1, . . . , N} ∼ PPP(Λ), N ∈ N0 ∪ {∞}, (1)
and we extend the measure Λ to RD by setting Λ(A) = Λ(A∩E) for all Borel sets A of RD.
We then define a random vector Z = (Z1, . . . , ZD)
T ∈ RD with support contained in E as
the componentwise maximum over the points Xi and the lower endpoint `, i.e.,
Z := max
(
max
i=1,2,...
Xi, `
)
. (2)
The value Z = ` arises when the Poisson process contains no points in E \{`}. From Resnick
(1987, Proposition 5.8), it follows that Z is max-id, and its joint distribution function is
G(z) = exp
{−Λ ([−∞, z]C)} , z ∈ E, G(z) = 0, z ∈ EC , (3)
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where z = (z1, . . . , zD)
T, [−∞, z] = [−∞, z1] × · · · × [−∞, zD], and AC is the complement
of the set A in RD. Result (3) can be easily derived by noticing that the event {Z ≤ z},
z ∈ E, is equivalent to having no points Xi in [−∞, z]C . The measure Λ is called the
exponent measure of G, and V (z) = Λ([−∞, z]C) is called the exponent function. To ensure
that Z has no components with value +∞, we further impose the theoretical restriction
Λ{z : maxj=1,...,D zj = ∞} = 0. The Poisson process representation based on (1) and
(2) is helpful for intuitive interpretation (§3.3), modeling (§3.2–3.3) and simulation (see
Supplementary Material).
Any univariate distribution function is max-id. Moreover, if a random vector Z =
(Z1, . . . , ZD)
T is max-id, the marginally transformed vector {h1(Z1), . . . , hD(ZD)}T with
nondecreasing functions hj (j = 1, . . . , D) remains max-id. Therefore, the max-id prop-
erty concerns primarily the dependence structure (i.e., the copula) and not the margins.
Any random vector Z with independent components Zj is max-id with exponent measure
concentrated on the half-axes {`1}×. . .×{`j−1}×[`j,∞]×{`j+1}×. . .×{`D} (j = 1, . . . , D).
Any fully dependent random vector is also max-id. Section §2.2 investigates further depen-
dence properties.
2.2 Dependence properties
Max-id random vectors Z are associated (Resnick, 1987, Proposition 5.29), such that a
certain form of positive dependence prevails. Thus, negatively correlated random vectors
cannot be max-id; see the Supplementary Material for a Gaussian counter-example.
Extremal dependence is closely related to the tail behavior of the exponent measure Λ
since
1−G(z) = 1− exp{−Λ ([−∞, z]C)} ∼ Λ ([−∞, z]C) , min
j=1,...,D
zj →∞. (4)
If a max-id distribution G with exponent measure Λ is used to model the componentwise
maximum over m independent random vectors with distribution F such that Fm = G, then
F (z) = G1/m(z) = exp
{−Λ ([−∞, z]C) /m} , (5)
which gives the first-order tail approximation 1− F (z) ≈ Λ([−∞, z]C)/m when z has large
components, such that the extremal dependence structures of F , G and Λ are alike.
There is no loss of generality in assuming that the distribution G in (3) has common
margins. In the extreme-value literature, it is common to assume unit Fre´chet margins, in
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which case ` = (0, . . . , 0)T, E = [0,∞]D and Λ({z : zj > z}) = 1/z such that the max-
id vector Z = (Z1, . . . , ZD)
T satisfies Pr(Zj ≤ z) = exp(−1/z), z > 0 (j = 1, . . . , D).
Such a random vector is called simple. A useful dependence summary for simple max-id
distributions is the level-dependent extremal coefficient (Padoan, 2013), defined at quantile
level z > 0, by
θD(z) = zV (z˜) = zΛ
(
[−∞, z˜]C) ∈ [1, D], (6)
where z˜ = (z, . . . , z)T ∈ RD. From this definition and from (3), it follows that
Pr(Z1 ≤ z, . . . , ZD ≤ z) = exp{−V (z˜)} = exp(−1/z)θD(z), (7)
so the extremal coefficient can be interpreted, at the level z, as the equivalent number of
independent variables amongst Z1, . . . , ZD. In the bivariate case, we have that
χ(z) = Pr(Z1 > z | Z2 > z) ∼ 2− zV (z, z) = 2− θ2(z), z →∞. (8)
When χ = limz→∞ χ(z) = 0, which occurs when θ2(z)→ 2 or more strongly when θD(z)→
D, as z → ∞, the pair of variables (Z1, Z2)T is called asymptotically independent, whilst
they are asymptotically dependent if χ > 0.
2.3 Max-stable distributions
Max-stable processes have been widely used for modeling spatial extremes (Davison et al.,
2012). If a joint distribution F is such that for some sequences of vectors am > 0 and bm,
Fm(amz + bm)→ G(z), m→∞, (9)
where the distribution G has non-degenerate margins, then the limit G is max-stable. Max-
stable processes form a subclass within the class of max-id processes. Indeed, if we allow
F = Fm to depend on m in the convergence (9), then the limit distribution G is max-id
but not necessarily max-stable (Balkema et al., 1993). If G is max-stable with unit Fre´chet
marginal distributions (i.e., G is simple), then E = [0,∞]D, Λ({z : zj > z}) = 1/z, and
tΛ(tA) = Λ(A) for all t > 0, such that the extremal coefficient θD(z) ≡ θD defined in (6)
is constant with level z > 0. Max-stable models can only capture asymptotic dependence
or exact independence, but fail at representing weakening dependence; recall (8). This is
often too strong an assumption for environmental data (see Figure 1). The broader class of
max-id models allows us to gain in flexibility by relaxing this stability requirement.
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By analogy with (2), simple max-stable processes are often defined constructively through
their spectral representation (de Haan, 1984; Schlather, 2002)
Z(s) = max
i=1,2,...
RiWi(s), s ∈ S ⊂ Rd, (10)
where {Ri} are the points of a Poisson process on R+ with intensity r−2 dr, and Wi(s) are
independent copies of a random process W (s) with E[max{W (s), 0}] = 1, independent of
{Ri}.
3 Modeling
3.1 Construction principles
We broadly distinguish three approaches to building useful max-id models: either by (i)
directly specifying the measure Λ in (1) and (3), or (ii) defining the points Xi constructively
in the representation (2), or (iii) exploiting the fact that max-id distributions arise as limits of
Fmm as m→∞ where the distributions Fm are not necessarily identical. This last approach
was used by Padoan (2013), who obtained a max-id model as the limit of multivariate
Gaussian ratios with increasing correlation. We here propose two new general construction
principles: in §3.2, we follow (i) by defining a finite measure Λ, while in §3.3, we follow
(ii) and define the points Xi in (2), generalizing the spectral representation of max-stable
processes in (10).
3.2 Models with finite exponent measure Λ
Using a finite exponent measure Λ = cH parametrized by an arbitrary probability distri-
bution H on E and a constant c > 0, the max-id vector Z in (2) has joint distribution
Gc,H(z) = exp[−c{1 − H(z)}] when z ∈ EC . From the construction (2), Z can be in-
terpreted as the componentwise maximum over a finite number N of independent events,
where N follows the Poisson distribution with mean c. To simulate the max-id vector Z,
we first sample N , then conditionally generate X1, . . . , XN independently from H, and set
Z = max(X1, . . . , XN , `). As Λ is finite and the event {N = 0} has probability exp(−c) > 0,
this yields positive mass at the lower boundary `. In practice, this singularity is rather a
nuisance than a relevant model feature, and we may restrict c to the range [c0,∞) with a rel-
atively large value of c0 > 0, to ensure that exp(−c) ≈ 0. Once a parametric model for H has
been chosen, the additional parameter c refines the tail behavior of G as compared to that
7
of H and adds flexibility. Consider the distribution F = G
1/m
c,H of the original observations,
for some fixed m > 0. Using (5),
1− F (z) = 1−G1/mc,H (z) = 1− exp[−(c/m){1−H(z)}] ∼ (c/m){1−H(z)}, (11)
as m → ∞ and/or minj=1,...,D zj → ∞, so that the constant c controls the tail weight of F
with respect to that of H. Using the approximation (11) in (8) shows that the asymptotic
dependence class of F and H is the same: the value of χ in (8) is the same for F and
H. This property may be useful for modelling, as it gives us a way of constructing new
asymptotically (in)dependent max-id models from essentially arbitrary distributions H with
the same characteristics.
In the spatial context, the above discussion generalizes to max-id processes constructed
as the pointwise maximum Z(s) = max{X1(s), . . . , XN(s), `(s)}, where X1(s), . . . , XN(s)
are independent realisations of X(s) (conditionally on N), and `(s) is their lower bound
function.
3.3 Generalized spectral construction
To prevent the singularity at the lower endpoint ` (recall §3.2), we develop a general ap-
proach for constructing max-id models with infinite exponent measure by mimicking the
spectral representation of max-stable processes in (10), using a more flexible Poisson point
process intensity for {Ri} > 0. We then propose a parametric model that smoothly bridges
asymptotic dependence and independence. As in (10), let Wi(s) be independent copies of
a random process W (s) with 0 < E[max{W (s), 0}] < ∞, independent of {Ri}. Instead of
taking κ([r,∞)) = 1/r, r > 0, as mean measure for {Ri}, we consider max-id processes
constructed as
Z(s) = max
i=1,2,...
RiWi(s), s ∈ S ⊂ Rd, 0 < {Ri} ∼ PPP(κγ), (12)
where the mean measure κγ, parametrized by the vector γ ∈ Γ ⊂ Rq, is such that
κγ([0,∞)) = ∞ but κγ([r,∞)) < ∞ for any r > 0. We choose κγ to contain a specific
max-stable model for a parameter subspace. Negative values of Wi(s) do not contribute to
the maximum Z(s), and we may replace Wi(s) by max{Wi(s), 0} and set ` = (0, . . . , 0)T and
E = [0,∞)D. As the exponent measure Λ resulting from (12) must be Radon on E \ {`}, we
must ensure that
Λ
(
[0, z]C
)
=
∫ ∞
0
{1− FW (z/r)}κγ(dr) <∞, z ∈ (0,∞)D, (13)
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where FW denotes the distribution of the process W (s) observed at any finite collection of
D ≥ 1 sites s1, . . . , sD ∈ S. An intuitive interpretation of (12) is to see the max-id process
Z(s) as the pointwise maximum of an infinite number of independent “storms” RiWi(s)
characterized by their amplitude Ri and their spatial extent Wi(s). Apart from the different
measure κγ, a major distinction between the max-stable and max-id constructions in (10)
and (12), respectively, is that the assumption of independence between Ri and Wi(s) is
essential in (10) while it is not critical in (12). For example, we could choose Wi(s) as a
Gaussian process with weakening correlation as the points Ri become larger. We do not
pursue this route further in this paper; rather, we focus on choices of κγ which already lead
to a rich class of models.
The power-law tail of the measure κ in the max-stable construction (10) yields asymptotic
dependence. To extend this to asymptotic independence, we propose several lighter-tailed
models, with a Pareto tail on the boundary of the parameter space. Similarly to Huser et al.
(2017), our max-id construction shifts focus towards asymptotic independence while keeping
the max-stable spectral representation (10) as a special case. We say that a measure κ is
Weibull-tailed if
κ([r,∞)) ∼ crγ exp(−αrβ), r →∞, (14)
for some constants c > 0, α > 0, β > 0 and γ ∈ R, where we refer to β as the Weibull
coefficient of κ. We propose the following two models for the measure κγ in (12):
κ[1]γ ([r,∞)) = r−(1−α) exp{−α(rβ − 1)/β}, r > 0, γ = (α, β)T ∈ [0, 1)× [0,∞), (15)
κ[2]γ ([r,∞)) = r−β exp{−α(rβ − 1)/β}, r > 0, γ = (α, β)T ∈ (0,∞)× [0,∞). (16)
For β = 0, we interpret κ
[1]
γ and κ
[2]
γ as the limits as β ↓ 0, giving κ[1]γ ([r,∞)) = r−1 and
κ
[2]
γ ([r,∞)) = r−α, r > 0. For each model k = 1, 2, κ[k]γ is a well-defined measure that is
Weibull-tailed when β > 0 and that ensures κ
[k]
γ ([0,∞)) =∞, leading to an infinite number
of Poisson points in (12). With κ
[1]
γ , we retrieve the max-stable construction (10) with unit
Fre´chet margins when α = 0 or when β = 0, provided E[max{W (s), 0}] = 1. With κ[2]γ , we
also get a max-stable model when β = 0, albeit possessing α-Fre´chet marginal distributions.
Specifically, when the process W (s) in (12) is chosen to be a standard Gaussian process,
the resulting exponent measures Λ
[k]
γ (k = 1, 2) are well-defined Radon measures without any
mass at points with component +∞; see Proposition C.1 in the Supplementary Material.
Then, the max-stable extremal-t process with α > 0 degrees of freedom arises from κ
[2]
γ when
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β = 0 (Opitz, 2013). By fixing α = 1 in κ
[2]
γ , we obtain a more parsimonious model that
corresponds to the max-stable Schlather process (Schlather, 2002) when β = 0:
κ[3]γ ([r,∞)) = r−β exp{−(rβ − 1)/β}, r > 0, γ = β ∈ [0,∞). (17)
For the max-stable submodels stemming from (15), (16) and (17), we get asymptotic
dependence except in the degenerate case of complete independence. In all other non-max-
stable cases, the tail decay of κ
[k]
γ (k = 1, 2, 3) is of Weibull type and yields asymptotic
independence with Gaussian W (s); see Proposition B.2 in the appendix. Under this setting,
more information is carried through the coefficient of tail dependence η ∈ (0, 1] (Ledford
and Tawn, 1996); its definition is recalled in the Supplementary Material. For our proposed
models κ
[k]
γ (k = 1, 2, 3), used in (12) with a standard Gaussian process W (s) with correlation
function ρ(h), the coefficient of tail dependence between two sites s1, s2 at distance h =
‖s1−s2‖ is η(h) = [{1 + ρ(h)}/2]β/(β+2); see Proposition B.2 in the appendix. The parameter
β plays a crucial role for the joint tail decay rate, while the parameter α also impacts the
dependence structure of Z(s) for both κ
[1]
γ and κ
[2]
γ but to a milder degree. To illustrate the
flexibility of Model (16), Figure 2 displays the bivariate level-dependent extremal coefficient
θ2(z) = zV (z, z), recall (6), for various parameter values. For β = 0, the model is max-stable
and θ2(z) ≡ θ2 is constant with respect to the level z, whereas for β > 0, the dependence
strength weakens as the level z increases (i.e., θ2(z) approaches 2 as z →∞). The parameter
α modulates the overall dependence strength.
Using the spectral construction (12), simulation mechanisms for max-id models are simi-
lar to those for max-stable models; see the Supplementary Material for details. Our Gaussian-
based models can be simulated exactly by exploiting multivariate elliptical representations.
4 Inference
4.1 Pairwise likelihood approach
Suppose that n independent replicates of a max-id process Z(s) with unit Fre´chet margins,
parametrized by a vector ψ ∈ Ψ ⊂ Rp, are observed at D sites s1, . . . , sD ∈ S. We write zi =
(zi1, . . . , ziD)
T, where zij is the ith observation at the jth site (i = 1, . . . , n, j = 1, . . . , D).
Furthermore, suppose that the density of Z(s) with respect to Lebesgue measure on RD
exists. This holds for the construction (12) (with infinite measure κγ([0,∞)) = ∞) when
the vector W = {W (s1), . . . ,W (sD)}T has a density fW (w) such that the intensity of the
10
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Figure 2: Bivariate level-dependent extremal coefficient θ2(z) = zV (z, z), see (6), for
Model (16) with α = 1, 2, 5 (left to right) and β = 0 (black), β = 0.5 (red), β = 1 (green)
and β = 2 (blue), combined with an underlying standard Gaussian vector {W (s1),W (s2)}T
with correlation ρ(h) = 0.5. The level z on the x-axis is on a logarithmic scale.
Poisson point process {RiWi} is obtained as λ(z) =
∫∞
0
fW (z/r)r
−Dκγ(dr). The density of
Z(s) never exists for the finite measure model proposed in §3.2 because of the singularity at
the lower boundary `; see the discussion in the Supplementary Material. From (3), the full
likelihood function is
L(ψ; z1, . . . , zn) =
n∏
i=1
[
exp {−V (zi1, . . . , ziD)}
∑
pi∈PD
|pi|∏
k=1
{−Vpik(zi1, . . . , ziD)}
]
, (18)
where PD denotes the collection of all partitions pi = {pi1, . . . , pi|pi|} of D = {1, . . . , D} (of
size |pi|), and where the exponent function V (z) = Λ ([−∞, z]C) and its partial derivatives
Vpik(z) = ∂
|pik|V (z)/(
∏
j∈pik ∂zj) both depend on the parameter ψ. For large D, the sum in
(18) contains too many terms to be computed and the likelihood is intractable (Castruccio
et al., 2016). Stephenson and Tawn (2005) improved the computational and statistical effi-
ciency by conditioning on event times, at the price of introducing bias. Thibaud et al. (2016)
and Huser et al. (2018a) showed how to perform likelihood inference for max-stable processes
by integrating out event times, but these approaches remain fairly demanding in moderately
high dimensions. Another challenge for certain models is linked to the computation of V (z)
and Vpik(z). Appendix A gives expressions for these functions for the infinite measure models
introduced in §3.3.
Pairwise likelihood inference has been widely used for max-stable processes (Padoan et al.,
2010; Huser and Davison, 2013), and allows us to significantly reduce the computational
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burden while maintaining satisfactory statistical efficiency. This approach naturally extends
to max-id processes. Instead of maximizing (18), pairwise likelihood inference relies on
PL(ψ; z1, . . . , zn) =
∏
1≤j1<j2≤D
[
L{ψ; (z1j1 , z1j2)T, . . . , (znj1 , znj2)T}
]ωj1;j2 , (19)
where the innermost term is the bivariate likelihood computed from (18), with each indepen-
dent contribution given by L(ψ; (zij1 , zij2)
T) = exp{−V (zij1 , zij2)}{V1(zij1 , zij2)V2(zij1 , zij2)−
V12(zij1 , zij2)}, and where ωj1;j2 ≥ 0 denotes a nonnegative weight attributed to this contribu-
tion. Usually, weights are chosen to be binary, i.e., ωj1;j2 ∈ {0, 1}, to improve computations.
Moreover, weights are often fixed according to distance: ωj1;j2 = 1 if ‖s1 − s2‖ < δ, where
δ > 0 is a suitable cut-off distance and ωj1;j2 = 0 otherwise (Padoan et al., 2010).
As pairwise likelihoods are constructed from valid likelihood terms, they inherit appealing
asymptotic properties. Under mild regularity conditions, the maximum pairwise likelihood
estimator ψ̂ is strongly consistent and asymptotically normal with the well-known Godambe
covariance matrix. For model comparisons, the scaled composite likelihood information
criterion (CLIC?) may be used. More details are provided in the Supplementary Material.
4.2 Simulation study
To validate our pairwise likelihood inference approach detailed in §4.1, we consider the models
(16) and (17) combined with a standard Gaussian process W (s) in (12). We simulate n = 50
independent replicates of the max-id model at D = 10, 15, 20, 30 sites uniformly generated
in S = [0, 1]2, considering β = 0 (max-stable model) and β = 0.5, 1, 2 (asymptotically
independent max-id models), and taking an isotropic exponential correlation function ρ(h) =
exp(−h/λ) with range parameter λ = 0.5 for the process W (s). We then estimate all
parameters ψ using the pairwise likelihood estimator based on (19) with binary weights and
cut-off distance δ = 0.5. More precisely, we perform two separate maximizations of (19),
one with β = 0 fixed and one with β ≥ 0 free, and then compare the maximized pairwise
likelihoods to determine the optimal value of β. The results, reported in the Supplementary
Material, suggest that the pairwise likelihood estimator performs quite well as expected,
although for the most complex model (16) the parameters are more difficult to identify,
leading to higher uncertainty.
To assess the impact of wrongly assuming max-stability when the data are max-id but
asymptotically independent, we consider the same setting as above with α = 1 fixed (model
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Table 1: Performance of max-stable and non-max-stable models constructed from (12), with
Gaussian process W (s) and Poisson point process {Ri} with measure (17) and β = 0, 0.5, 1, 2.
First row reports the difference p̂`2 − p̂`1 in maximized pairwise log likelihood under the
model with β ≥ 0 estimated and with β = 0 fixed, averaged over R = 1000 simulations.
Second row reports the true probability p(z) = 1 − Pr{Z(s1) ≤ z, . . . , Z(s36) ≤ z} with
s1, . . . , s36 ∈ {0, 0.2, . . . , 1}2 and z as the 99%-quantile. Third and fourth rows report the
mean estimate p̂i(z) based on the model with β = 0 fixed (i = 1) and β ≥ 0 estimated
(i = 2). Values in parentheses are mean relative errors Ei (i = 1, 2). Details are described
in §4.2.
β = 0 β = 0.5 β = 1 β = 2
p̂`2 − p̂`1 7.3 113.0 157.7 178.5
True tail probability p(z) 0.041 0.076 0.097 0.122
p̂1(z) with β = 0 fixed 0.041 (3.0%) 0.045 (40.8%) 0.047 (51.0%) 0.050 (59.2%)
p̂2(z) with β ≥ 0 estimated 0.044 (7.4%) 0.076 (8.6%) 0.095 (6.3%) 0.120 (5.5%)
(17)), β = 0, 0.5, 1, 2, exponential correlation function with range λ = 0.5, D = 30 sites in
[0, 1]2 and n = 50 replicates. Table 1 reports the mean difference between the maximized
pairwise log-likelihoods obtained with β ≥ 0 estimated from the data and with β = 0 held
fixed (Schlather max-stable model). We also report (i) the true extreme event probability
p(z) = 1 − Pr{Z(s1) ≤ z, . . . , Z(s36) ≤ z} that at least one of 36 grid points s1, . . . , s36 ∈
{0, 0.2, . . . , 1}2 experiences an exceedance of the marginal level z fixed to the 99%-quantile,
(ii) its mean estimate p̂i(z) = R
−1∑R
r=1 p̂i;r(z) (where p̂i;r(z) is the estimate from the rth
simulation) based on the model with β = 0 fixed (i = 1) and β ≥ 0 estimated (i = 2),
and (iii) the mean relative errors Ei = R
−1∑R
r=1 |p̂i;r(z) − p(z)|/p(z) (i = 1, 2). Note
that 0.01 ≤ p(z) ≤ 1 − 0.9936 ≈ 0.30, with the lower and upper bounds corresponding
to perfect dependence and independence, respectively. The results of Table 1 show that
incorrectly assuming max-stability leads to biased joint exceedance probability estimates
under asymptotic independence, while our proposed max-id models are flexible enough to
give reliable results in all cases.
5 Analysis of Dutch wind gusts
Extremes in daily wind gusts from the Netherlands (30 monitoring stations with 3241 records
of daily maxima from November 11, 1999, to November 13, 2008) were analysed by Opitz
(2016) using an asymptotically independent Laplace random field model for high threshold
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exceedances. We reanalyse these data by adopting a block maximum approach, fitting the
max-id model (16). We focus on months October–March, which experience the strongest
wind gusts. To study wind gust extremes on various time scales, we compute weekly, monthly
and yearly block maxima, which yields 1594, 220, 52 and 8 maxima per site respectively.
We model marginal distributions separately at each location, but jointly across time scales
to borrow strength across time series when few observations are available. Specifically, let
zij;k denote the ith observation at the jth monitoring station for the kth time scale. We
assume that the daily maxima, zij;1, follow a generalized extreme-value (GEV) distribution
Gj;1(z) with location, scale and shape parameters µj ∈ R, σj > 0 and ξj ∈ R, respectively,
and that maxima for larger time scales, zij;k (k = 2, 3, 4), are also GEV-distributed according
to
Gj;k(z) = Gj;1(z)
bkθj = exp
{
−
(
1 + ξj
z − [µj − σj{1− (bkθj)ξj}/ξj]
σj(bkθj)ξj
)−1/ξj
+
}
,
where a+ = max(a, 0), b2 = 7, b3 = 30 and b4 = 182 are (approximate) block sizes for
weekly, monthly and yearly data, respectively, and θj ∈ (0, 1] is the extremal index specific
to each station, representing the proportion of independent extremes within each block. The
marginal fits are good overall at all sites and time scales; see the Supplementary Material
for further details.
The special dependence structure of componentwise maxima suggests that these data
might be well described over space by a max-id process. Although we expect the max-
stability property to be reasonable for large block sizes such as for yearly maxima, it might be
dubious for small block sizes such as for daily maxima; recall Figure 1. Treating the estimated
margins as exact, we then fit several max-id models constructed from (12) using an isotropic
Gaussian process W (s) with powered exponential correlation function ρ(h) = exp{−(h/λ)ν},
h ≥ 0, with range λ > 0 and smoothness ν ∈ (0, 2], and using the Poisson point process
mean measure proposed in (16), which depends on the parameters α > 0 and β ≥ 0. We
consider four max-id models, fitted separately for each time scale: α = 1 and β = 0 both
fixed (Schlather max-stable model); α > 0 free and β = 0 fixed (extremal-t max-stable model
with α degrees of freedom); α = 1 fixed and β ≥ 0 free (parsimonious model (17)); α > 0
and β ≥ 0 both free (general max-id model (16)).
All models were estimated by maximizing the pairwise likelihood (19), considering all
pairs of locations less than δ = 100km apart (i.e., keeping roughly 40% of possible pairs).
For the most complex max-id model, a single fit took about 30min, 3.5h, 15h, and 4 days
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Table 2: Fitted max-id models built from (12) and (16) for Dutch wind gust maxima.
Parameters α, β, log(λ) and ν were estimated for the (top left) Schlather max-stable model
(α = 1, β = 0), (top right) extremal-t max-stable model (β = 0), (bottom left) max-id
model (17) (α = 1), and (bottom right) unconstrained max-id model (16). Rows correspond
to different time scales. Model fitting was based on (19) with binary weights and pairs less
than 100km apart. The scaled composite likelihood information criterion (CLIC?) is also
reported.
Schlather max-stable model
α β log(λ̂) ν̂ CLIC?
Daily 1 0 8.93 0.46 −42419.9
Weekly 1 0 8.63 0.40 −5093.8
Monthly 1 0 7.02 0.42 −791.0
Yearly 1 0 6.11 0.33 −73.4
Parsimonious max-id model (17)
α β̂ log(λ̂) ν̂ CLIC?
Daily 1 1.79 10.86 0.46 −44909.8
Weekly 1 1.68 9.49 0.49 −5438.8
Monthly 1 1.37 8.80 0.43 −833.6
Yearly 1 0.17 7.15 0.27 −73.5
Extremal-t max-stable model
α̂ β log(λ̂) ν̂ CLIC?
4.70 0 12.07 0.46 −44341.5
4.57 0 12.16 0.40 −5371.3
3.29 0 9.69 0.43 −831.5
1.22 0 6.76 0.32 −73.4
General max-id model (16)
α̂ β̂ log(λ̂) ν̂ CLIC?
2.69 1.40 11.12 0.48 −45086.1
2.57 1.29 11.33 0.40 −5466.4
2.28 0.58 8.54 0.48 −836.4
1.13 0.02 6.39 0.35 −73.8
for yearly, monthly, weekly and daily maxima, respectively, on a workstation with 20 cores
exploited for computing the pairwise likelihood in parallel. Table 2 reports the results.
The large estimated range parameter λ̂ suggests that spatial dependence is quite strong,
while the estimated smoothness parameter ν̂ < 0.5 shows that there is small-scale variability.
The parameter estimates for the Schlather model suggest that max-stability might be dubious
for these data: λ̂ and ν̂ are both decreasing with larger time scales, suggesting a weakening of
spatial dependence as wind gusts become more extreme. The results for the extremal-t model
seem to confirm this, although the parameter α has the opposite effect. More affirmative
conclusions can be drawn by comparing the fits of the max-id models (16) and (17) with
their max-stable counterparts obtained by fixing β = 0. For yearly maxima, β̂ is fairly
close to zero in both non-max-stable models. For model (16), the 95% confidence interval
for β (not shown) includes 0, suggesting that the max-stable assumption is reasonable in
this case. Furthermore, the CLIC? values are all very similar for yearly maxima, suggesting
that the parsimonious Schlather max-stable model might be appropriate. By contrast, for
daily, weekly and monthly maxima, the estimates of β̂ in non-max-stable models are always
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significantly different from zero at the 95% confidence level. Moreover, the CLIC? values are
strongly supporting the more flexible non-max-stable models, especially for daily maxima.
Interestingly, for the max-id models (16) and (17), β̂ decreases monotonically to zero as the
block size gets larger. This implies that these block maxima tend to be closer to a max-
stable process as the block size increases, while β provides extra flexibility at sub-asymptotic
regimes characterized by small block sizes.
Overall, the CLIC? values, the estimated parameters (Table 2) and further model diag-
nostics reported in the Supplementary Material suggest that our max-id model outperforms
the max-stable extremal-t counterpart for small and moderate block sizes.
A Likelihood formulae for infinite measure max-id mod-
els
Using the independence of {Ri} and {Wi}, we can deduce that the intensity of the Poisson
point process {Xi} = {RiWi}, stemming from (12) when the process is observed at D
sites, is λ(z) =
∫∞
0
fW (z/r)r
−Df(r)dr, z ∈ RD, where fW denotes the density of Wi and
f(r) = −dκγ([r,∞))/dr is the intensity of the Poisson point process {Ri}, provided the
latter exist. For the models κ
[1]
γ , κ
[2]
γ and κ
[3]
γ defined in (15), (16) and (17), the intensity
f(r) may be expressed as f [1](r) =
{
(1− α)rα−2 + αrα+β−2} exp{−α(rβ − 1)/β}, f [2](r) =(
βr−β−1 + αr−1
)
exp{−α(rβ−1)/β}, and f [3](r) = (βr−β−1 + r−1) exp{−(rβ−1)/β}, r > 0,
respectively. Using V (z) = Λ([−∞, z]C) = ∫
[−∞,z]C λ(x)dx, we then have the following
relationships:
V (z) =
∫ ∞
0
{1− FW (z/r)}f(r)dr; (20)
Vpik(z) = −
∫ ∞
0
FW ;pik(z/r)r
−|pik|f(r)dr; VD(z) = −
∫ ∞
0
fW (z/r)r
−Df(r)dr, (21)
where FW is the distribution of Wi and FW ;pik(w) = ∂
|pik|FW (w)/(
∏
j∈pik ∂wj) denotes
its partial derivatives. If Wi is multivariate standard Gaussian with correlation matrix
Σ, then FW (w) = ΦD(w; Σ), fW (w) = φD(w; Σ) and FW ;pik(w) = ΦD−|pik|(w; ΣpiCk ;piCk −
ΣpiCk ;pikΣ
−1
pik;pik
Σpik;piCk )φ|pik|(w; Σpik;pik). In this case, the expressions (20) and (21) rely on the
computation of the multivariate Gaussian distribution in dimension D and D− |pik|, respec-
tively, and the unidimensional integrals are not always available in closed form, but standard
numerical methods can be used to approximate them accurately.
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B Results for the Gaussian-based constructions
Proposition B.1 (Elliptical point process representation). Consider the Poisson process
with points {RiWs?,i, i = 1, 2, . . .}, where Ws?,i are independent copies of a standard Gaus-
sian vector defined over a configuration of sites s? = {s1, . . . , sD} with correlation matrix
Σs?, and {Ri} are the points of a Poisson process with intensity measure κ[k]γ (k = 1, 2, 3),
given in (15), (16) and (17) respectively, with independence between Ws?,i and {Ri}. Then
the Poisson process has elliptical representation
{RiWs?,i, i = 1, 2, . . .} D= {R˜iΣ1/2s? Si, i = 1, 2, . . .} (22)
where
D
= means equality in distribution, {R˜i, i = 1, 2, . . .} D= {RiRW,i, i = 1, 2, . . .} is a
Poisson process and RW,i > 0 are independent random variables following the chi-distribution
FχD with D degrees of freedom, independently of random vectors Si uniformly distributed over
the unit sphere SD−1. The intensity measure κ˜[k]γ of {R˜i, i = 1, 2, . . .} is characterized through
its tail measure
κ˜[k]γ ([z,∞)) =
∫ ∞
0
κ[k]γ ([z/r,∞))fχD(r) dr =
∫ ∞
0
F χD(z/r)f
[k](r) dr, z > 0. (23)
Proof. A multivariate standard Gaussian random vector Ws? has elliptical representation
Ws?
D
= RWΣ
1/2
s? S where RW > 0 and R
2
W follows a chi-squared distribution with D degrees
of freedom, independently of a uniform random vector S over the unit sphere SD−1, and
with Σ
1/2
s? Σ
T/2
s? = Σs? . Therefore, the Poisson process used in the max-id construction is
characterized by the elliptical construction (22). The tail measure representations in (23)
are obtained by integrating out the distribution of the random factors RW,i in the Poisson
points {RiRW,i, i = 1, 2, . . .} and integration by parts.
Proposition B.2 (Asymptotic independence in bivariate max-id vectors). Consider the
bivariate max-id distribution Z = (Z1, Z2)
T = maxi=1,2,...Ri(W1,i,W2,i)
T, constructed using
independent copies (W1,i,W2,i)
T of a standard Gaussian random vector W = (W1,W2)
T
with correlation coefficient ρ ∈ [−1, 1], independent of the points {Ri} of a Poisson process
distributed according to one of the intensity measures κ
[k]
γ (k = 1, 2, 3). Then, for β > 0
(and/or α > 0 for κ
[1]
γ ), the distribution of Z is asymptotically independent with coefficient
of tail dependence η = {(1 + ρ)/2}β/(β+2).
Proof. Proposition B.1 provides the equivalent elliptical construction of Z as Z
D
= {R˜iΣ1/2Si, i =
1, 2, . . .}, where Σ is a 2-by-2 correlation matrix with unit diagonal entries and off-diagonal
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entries ρ, and the Sis are independent bivariate spherical random vectors. According to
Proposition C.2 in the Supplementary Material, the Poisson process {R˜i} is Weibull-tailed
with coefficient 2β/(2 +β). Using the elliptical structure of the bivariate measure Λ and the
tail approximation (4), we can apply results on the joint tail behavior of elliptical distribu-
tions with Weibull-tailed radial variables (Hashorva, 2010; Huser et al., 2017) to characterize
the joint tail behavior of the distribution G of Z, which yields the coefficient coefficient of
tail dependence η = {(1 + ρ)/2}β/(β+2); see Hashorva (2010, Theorem 2.1).
C Supplementary Material
This section provides a counter-example of a joint distribution that is not max-id (§C.1),
details on the coefficient of tail dependence used to summarize asymptotic independence
structures (§C.2), some auxiliary results for our Gaussian-based models (§C.3), details on
the simulation of max-id processes (§C.4), further inference details (likelihood for max-
id models with finite measure, pairwise likelihood estimator asymptotics, and simulation
results) (§C.5), and further details on the data application (marginal fits, and some model
diagnostics) (§C.6). Cross-references to our main paper are written as Huser et al. (2018b).
C.1 Failure of max-infinite divisibility under negative association
A simple counter-example of a distribution without the max-id property is the bivariate
standard Gaussian distribution Φ2(·; ρ) with negative correlation ρ (Resnick, 1987, Section
5.2). Figure 3 displays the “density” ∂
2
∂z1∂z2
Φ
1/m
2 (z1, z2; ρ) with ρ = −0.5 and m = 2, 10. Such
a function would always be positive for any value of m > 1 if Φ2(·;−0.5) were max-id, but
Figure 3 reveals large areas with negative values, especially for large m.
C.2 A dependence summary for asymptotic independence
We use the coefficient of tail dependence η (Ledford and Tawn, 1996) to characterize faster
bivariate joint tail decay as compared to marginal tails in the case of asymptotic indepen-
dence. If Pr(Xi > x) ∼ 1/x, x → ∞ (i = 1, 2), then we assume that the following flexible
joint tail representation holds along the diagonal:
Pr(X1 > x,X2 > x) = `(x)x
−1/η, x→∞, (24)
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Figure 3: Function ∂
2
∂z1∂z2
Φ
1/m
2 (z1, z2; ρ) for a bivariate standard Gaussian distribution Φ2
with correlation coefficient ρ = −0.5, for m = 2 (left) and m = 10 (right). The grey region
corresponds to negative values, with darker areas indicate higher absolute values.
with the coefficient of tail dependence η ∈ (0, 1] and a positive function `, slowly varying at
infinity. Asymptotic independence arises if η < 1, or if η = 1 and `(x) → 0, x → ∞, while
asymptotic dependence always implies η = 1.
C.3 Properties of Gaussian-based models
The following Proposition C.1 shows that our Gaussian-based models, constructed from κ
[k]
γ
(k = 1, 2, 3) and Gaussian spectral functions Wi(s) in Equation (12) of Huser et al. (2018b),
are well defined; in other words, the D-dimensional marginal intensity measures are locally
finite on E = [−∞,∞]D \ {`} with ` = (−∞, . . . ,−∞)T, and the intensity measure of the
set of points with components +∞ is 0.
Proposition C.1 (Well-definedness). The construction Z(s) = maxi=1,2,...RiWi(s), where
{Ri} are points of a Poisson process with mean measure κ[k]γ (k = 1, 2, 3) in Equations (15),
(16) and (17) of Huser et al. (2018b) respectively, and {Wi(s)} are independent copies of a
standard Gaussian process independent of {Ri}, yields a well-defined max-id process.
Proof. Observe that κ
[k]
γ (k = 1, 2, 3) are infinite measures on the positive half-line and that
Pr{Wi(s) > 0} > 0, such that Pr{Z(s) > 0)} = 1 and we can focus on positive values of
Z(s). The construction of Z(s) as the pointwise maximum over a Poisson process yields a
valid max-id process, provided that all values of the multivariate exponent function, formally
defined as V (z) = Λ
[k]
γ ([−∞, z]C) =
∫∞
0
{1− FW (z/r)}κ[k]γ (dr), z > 0 (k = 1, 2, 3), are finite
for any standard D-dimensional Gaussian vector W . Using Mill’s ratio for the univariate
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standard Gaussian density φ, the multivariate standard Gaussian tail probability 1−FW (x)
can be bounded from above by (1 + εW )Dφ(minj=1,...,D xj) minj=1,...,D xj as minxj → ∞
with a suitably fixed εW > 0. Therefore, we can fix a constant cW > 0 such that 1 −
FW (x) < cWφ(minj=1,...,D xj) minj=1,...,D xj for all x > 0. In the decomposition V (z) =∫ 1
0
{1−FW (z/r)}κ[k]γ (dr)+
∫∞
1
{1−FW (z/r)}κ[k]γ (dr), the second term on the right hand side
is finite, and it remains to prove finiteness of the first term. By using the upper bound on
the multivariate Gaussian tail probability, collecting all constant terms in a constant C and
writing zm = minj=1,...,D zj, we get∫ 1
0
{1− FW (z/r)}κ[k]γ (dr) ≤ Czm
∫ 1
0
exp{−z2m/(2r2)}r−1f [k](r) dr
r→1/r
= Czm
∫ ∞
1
exp(−z2mr2/2)r−1f [k](1/r) dr.
The term exp(−z2mr2/2) ascertains the tail decay of the integrand to be faster than expo-
nential (as r−1f [k](1/r) has a polynomial tail), ensuring the finiteness of the upper bound
and therefore of V (z).
The following proposition proves the Weibull tail decay in the radial variables of the
elliptically contoured intensity of our Gaussian-based models; see Proposition B.1 in Huser
et al. (2018b) for the elliptical representation. A consequence of this result is that the
contribution of the points Ri with Ri ≤ 1 can be neglected in the asymptotic analysis of the
tail behavior of max-id random vectors of this model family.
Proposition C.2 (Weibull tail decay). Under the assumptions of Proposition B.1 of Huser
et al. (2018b), the intensity measures κ˜
[k]
γ (see Equation (23) of Huser et al. (2018b)) of
the radial Poisson process {R˜i, i = 1, 2, . . .} (k = 1, 2, 3) have univariate Weibull tail with
Weibull coefficient 2β/(β + 2).
Proof. For ease of notation, we omit the superscript [k] and subscript γ in κ˜
[k]
γ in the following
and denote the distribution function of RW by FχD . We write the tail measure of κ˜ as
κ˜([z,∞)) = κ˜1([z,∞)) + κ˜2([z,∞)), where
κ˜1([z,∞)) =
∫ 1
0
F χD(z/r)f
[k](r) dr, κ˜2([z,∞)) =
∫ ∞
1
F χD(z/r)f
[k](r) dr.
The measure κ˜1 has an infinite mass over (0,∞) due to the infinite number of Poisson points
Ri ≤ 1, while the measure κ˜2 has a finite mass that corresponds to the points Ri > 1. To
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prove the Weibull tail behavior of κ˜, we first show that κ˜2 is Weibull-tailed with Weibull
coefficient 2β/(β + 2), and we then show that the tail of κ˜1 is asymptotically dominated by
the one of κ˜2 as z tends to infinity. Notice that κ˜1([z,∞))/κ˜2([z,∞))→ 0 for z →∞ if the
Weibull coefficients β1 and β2 of κ˜1 and κ˜2 respectively satisfy β1 > β2. The intensity measure
κ˜2 can be represented as cH˜ with c = κ˜2([1,∞)) > 0 and H˜ a probability distribution. Based
on results for the product of Weibull-type random variables (Hashorva and Weng, 2014; Huser
et al., 2017), one easily shows that H˜ is Weibull-tailed with coefficient 2β/(β+2), where 2 is
the Weibull coefficient of FχD . Therefore, κ˜2 is Weibull-tailed with coefficient 2β/(β+2). To
show that the tail of κ˜1 is lighter such that its contribution can be neglected, we now fix an
arbitrary small 0 < ε1 < 2 and a constant C1 > 0 such that F χD(r) ≤ C1
√
2pi
−1
exp(−r2−ε1)
for all r ≤ 1. Then,
κ˜1([z,∞)) ≤ C1
∫ 1
0
exp{−(z/r)2−ε1}f [k](r) dr
r→1/r
= C1
∫ ∞
1
exp
(−z2−ε1r2−ε1) f [k](1/r)r−2 dr.
For any parameter values of α and β in the construction of κ˜
[k]
γ and for z > z0 > 0 with some
fixed z0, we can fix constants ε2 > 0 with ε1 + ε2 < 2 and C2 > 0 such that
C1 exp
(−z2−ε1r2−ε1) f [k](1/r)r−2 ≤ C2(2− ε1 − ε2) exp (−z2−ε1r2−ε1−ε2) z2−ε1r1−ε1−ε2
for r ≥ 1. This result yields the following upper bound:
κ˜1[z,∞) ≤ C2
∫ ∞
1
(2− ε1 − ε2) exp
(−z2−ε1r2−ε1−ε2) z2−ε1r1−ε1−ε2 dr
= −C2 exp
(−z2−ε1r2−ε1−ε2) ∣∣r=∞
r=1
= C2 exp
(−z2−ε1) .
For small ε1 such that 2− ε1 > 2β/(β + 2), the Weibull-type tail of κ˜2 dominates κ˜1. Thus,
κ˜ is Weibull-tailed with Weibull coefficient 2β/(β + 2).
C.4 Simulation of max-id processes
When the mean measure of the Poisson point process {Ri} in Equation (12) of Huser et al.
(2018b) is κγ[r,∞) = 1/r, r > 0, yielding a max-stable process with unit Fre´chet margins
thanks to the representation given in Equation (10) of Huser et al. (2018b), one can simulate
the Poisson process {Ri} by setting Ri = 1/Ui, i = 1, 2, . . ., where {Ui} denotes the points
from a unit rate Poisson process on the positive half-line (0,∞). A well-known way to
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generate ordered points 0 < U1 < U2 < · · · from such a process is to sample a sequence
E1, E2, . . . of unit exponential random variables and to set Ui =
∑i
k=1Ek, i = 1, 2, . . .. In this
way, the Poisson points Ri are decreasing, which can be exploited in Equation (10) of Huser
et al. (2018b) to generate approximate simulations of max-stable processes by truncating
the maximum with a predefined accuracy (Schlather, 2002). Furthermore, Schlather (2002)
shows that if W (s) < C < ∞ almost surely, then only a finite (but random) number of
points Ri needs to be generated for exact simulation of Z(s) in Equation (10) of Huser
et al. (2018b). Similarly, to simulate a max-id process defined in (12) with a general mean
measure κγ, we propose using more general parametric transformations Ri = Tγ(Ui) with
Tγ : (0,∞) → (0,∞) given as the inverse function of the tail measure r 7→ κγ[r,∞) for
r > 0. When the transformation Tγ is not tractable, approximate simulation of {Ri} may
be performed in a two-step procedure: first, we generate the number of points N according
to a Poisson distribution with mean κγ[ε,∞) for small ε > 0. Second, we generate N
independent points R1, . . . , RN with distribution F (r) = κγ[ε, r)/κγ[ε,∞). We then follow
the same algorithm. For the max-id constructions based on a Gaussian process W (s) in §3.3
of Huser et al. (2018b), exact simulation is possible by taking advantage of their elliptical
nature; see Proposition B.1 in the Appendix of Huser et al. (2018b) for the general result
and Thibaud and Opitz (2015) for the extremal-t case.
C.5 Further inference details
C.5.1 Likelihood for max-id model with finite exponent measure
The construction of §3.2 in Huser et al. (2018b) has finite exponent measure Λ = cH, and we
obtain V (z) = c{1−H(z)}. If the distribution H has a density h, one has Vpik(z) = −cHpik(z),
|pik| ≥ 1, where subscripts denote partial differentiation. In particular, VD(z) = −ch(z). In
the case where H is the multivariate standard Gaussian distribution ΦD(·; Σ) with correlation
matrix Σ and density φD(·; Σ), these expressions become
V (z) = c{1− ΦD(z; Σ)}; (25)
Vpik(z) = −cΦD−|pik|(z; ΣpiCk ;piCk − ΣpiCk ;pikΣ
−1
pik;pik
Σpik;piCk )φ|pik|(z; Σpik;pik), 1 ≤ |pik| < D; (26)
VD(z) = −cφD(z; Σ), (27)
where ΣA;B denotes the matrix Σ restricted to the rows in the set A and columns in B,
and piCk = D \ pik. Expressions (25) and (26) involve the multivariate Gaussian distribution
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in dimension D and D − |pik|, respectively, which may be approximated using quasi Monte
Carlo methods. It remains expensive to compute when D is moderately large, which is a
common issue with most popular spatial extreme-value models. The finiteness of Λ entails a
point mass at the lower boundary `, and therefore the likelihood formula (18) in Huser et al.
(2018b) needs to be modified accordingly as LH,c(ψ; z1, . . . , zn) = exp(−cm)×L(ψ; zi, i ∈ I),
where I = {i ∈ {1, . . . , n} : zi > `} and m = n − |I| is the number of vectors zi equal to
the lower boundary `. In practice, events are typically not observed at the lower boundary,
which induces bias since the likelihood wrongfully reduces to Equation (18) in Huser et al.
(2018b) when m = 0. To limit this nuisance, one can assume that c > c0 > 0, with c0 large,
or adopt a censored likelihood approach with a low threshold.
C.5.2 Asymptotic properties of the pairwise likelihood estimator
As pairwise likelihoods are constructed from valid likelihood terms, they inherit appealing
properties (Varin et al., 2011). Denote by ψ̂ the maximum pairwise likelihood estimator and
by ψ0 ∈ Ψ ⊂ Rp the true parameter value. Under mild regularity conditions (Padoan et al.,
2010), and provided that ψ is identifiable from the bivariate densities, we have that
n1/2(ψ̂ − ψ0) D−→ Np(0, J−1KJ−1), n→∞, (28)
where n−1J−1KJ−1 is known as the sandwich matrix with J = E{− ∂2
∂ψ∂ψC
logPL(ψ0;Z)}
and K = var{ ∂
∂ψ
logPL(ψ0;Z)}, Z = {Z(s1), . . . , Z(sD)}T. Model comparison may be per-
formed using the composite likelihood information criterion (CLIC) defined as CLIC =
−2PL(ψ̂; z1, . . . , zn) + 2 trace(Ĵ−1K̂), where Ĵ and K̂ are estimators of J and K, re-
spectively. The rescaled version CLIC? (Davison and Gholamrezaee, 2012), based on
C−1 PL(ψ̂; z1, . . . , zn) with C = 2D−1
∑
1≤j1<j2≤D ωj1;j2 , is easier to interpret since it rec-
ognizes that all variables in Equation (19) of Huser et al. (2018b) appear on average C times
more often that they should in case of independence. When ωj1;j2 = 1 for all 1 ≤ j1 < j2 ≤ D,
then C = D − 1.
C.5.3 Simulation results
An extensive simulation study was conducted to validate our pairwise likelihood estimator
detailed in §4.2 of Huser et al. (2018b), for the max-id model constructed from (12) in
terms of an underlying Gaussian process W (s) with isotropic exponential correlation function
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Figure 4: Boxplots of estimated parameters β̂ (top) and λ̂ (bottom) for max-id data simulated
according to the model given in Equation (17) of Huser et al. (2018b) with β = 0, 0.5, 1, 2 (left
to right) at D = 10, 15, 20, 30 sites randomly generated in [0, 1]2, with n = 50 independent
replicates. The pairwise likelihood estimator maximizing (19) with binary weights and cut-
off distance δ = 0.5 was used. True values are indicated by orange horizontal lines. 1000
Monte Carlo simulations were performed.
ρ(h) = exp(−h/λ) with range parameter λ = 0.5, and a Poisson point process {Ri} with
measure on the positive half-line defined as
κ[2]γ [r,∞) = r−β exp
{−α(rβ − 1)/β} , r > 0, γ = (α, β)T ∈ (0,∞)× [0,∞),
as given in Equation (16) of Huser et al. (2018b).
We first fixed α = 1 (which corresponds to the parsimonious model (17) in Huser
et al. (2018b)), and simulated max-id data based on this model for β = 0, 0.5, 1, 2 at
D = 10, 15, 20, 30 locations randomly generated in [0, 1]2. We then estimated the model
parameters (β, λ)T by maximizing the pairwise log-likelihood function with cut-off distance
δ = 0.5. We performed 1000 Monte Carlo simulations to assess the finite-sample variability of
the estimates, represented using boxplots in Figure 4. The results suggest that the pairwise
likelihood estimator performs quite well overall and improves slightly as D increases.
We then considered the general max-id model at D = 20 locations and estimated all
model parameters (α, β, λ)T by pairwise likelihood. The results, shown in Figure 5, suggest
24
that even in this more complex setting, where both α and β have to be jointly estimated, our
pairwise likelihood estimator performs quite well overall, although the variability increases
as α or β gets larger. This is likely due to identifiability issues between α and β in these
cases.
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Figure 5: Boxplots of estimated parameters α̂ (top) β̂ (middle) and λ̂ (bottom) for max-
id data simulated according to model given in Equation (16) of Huser et al. (2018b) with
α = 1, 2, 5 and β = 0, 0.5, 1, 2 (left to right panels) at D = 20 sites randomly generated in
[0, 1]2, with n = 50 independent replicates. The pairwise likelihood estimator maximizing
the Equation (19) of Huser et al. (2018b) with binary weights and cut-off distance δ = 0.5
was used. True values are indicated by orange horizontal lines. 1000 Monte Carlo simulations
were performed.
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Figure 6: Histograms of estimated marginal GEV parameters for all monitoring stations.
C.6 Further details for the Dutch wind gust application
C.6.1 Marginal analysis
We model marginal distributions separately at each location, but jointly across time scales to
borrow strength across time series when few observations are available. Specifically, let zij;k
denote the ith observation at the jth monitoring station for the kth time scale. We assume
that the daily maxima, zij;1, follow a generalized extreme-value (GEV) distribution Gj;1(z)
with location, scale and shape parameters µj ∈ R, σj > 0 and ξj ∈ R, respectively, and that
maxima for larger time scales, zij;k (k = 2, 3, 4), are also GEV-distributed according to
Gj;k(z) = Gj;1(z)
bkθj = exp
{
−
(
1 + ξj
z − [µj − σj{1− (bkθj)ξj}/ξj]
σj(bkθj)ξj
)−1/ξj
+
}
,
where a+ = max(0, a), b2 = 7, b3 = 30 and b4 = 182 refer to (approximate) block sizes for
weekly, monthly and yearly data, respectively, and θj ∈ (0, 1] is the extremal index specific
to each station, representing the proportion of independent extremes within each block.
Figure 6 displays histograms of the four estimated parameters (µ̂j, σ̂j, ξ̂j, θ̂j)
T for all sites. In
particular, the estimated shape parameters are all negative, suggesting short bounded tails,
and the extremal index roughly lies in the interval [0.5, 0.6], revealing some mild extremal
dependence in the daily time series. Quantile-quantile plots (not shown) suggest that the
fits are good overall at all sites and time scales.
C.6.2 Further model diagnostics
To assess the goodness-of-fit of the estimated max-id models, Figure 7 displays empirical and
fitted extremal coefficients θD(z) for monthly and weekly maxima, for three subsets of sites
of dimension D = 5 at various distances. We compare the fits of the max-stable extremal-t
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Figure 7: Level-dependent extremal coefficients θD(z) for monthly (top) and weekly (bottom)
maxima for three subsets of sites of dimension D = 5 at average distance 33km (left),
57km (middle) and 74km (right). Dotted lines are empirical estimates with 95% pointwise
confidence bands (shaded areas), while solid and dashed lines are fitted coefficients based
on the max-id model (16) of Huser et al. (2018b) and the extremal-t max-stable model,
respectively.
model with our max-id model in Equation (16) of Huser et al. (2018b). Unlike the quite rigid
extremal-t model, our asymptotically independent max-id model can capture weakening of
dependence, although there is still room for improvement. More flexible max-id models could
be designed for example by allowing for spatial anisotropy or by choosing processes Wi(s) in
the spectral construction (12) of Huser et al. (2018b) that depend on the Poisson points Ri,
which might further improve results.
Overall, the CLIC? values, the estimated parameters (Table 2 of Huser et al. (2018b)) and
the model diagnostics suggest that our max-id model outperforms the max-stable extremal-t
counterpart.
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