In this paper, we analyze the problems produced by temporal variations of infrared face images when used in face recognition systems. The temporal variations present in thermal face images are mainly due to different environmental conditions, physiological changes of the subjects, and differences of the infrared detectors' responsivity at the time of the capture, which affect the performance of infrared face recognition systems. To perform this paper, we created two thermal face databases that include capture sessions with real and variable conditions. We also propose two criteria to quantify the temporal variations between data sets. The thermal face recognition systems have been developed using the following five methods: local binary pattern (LBP), Weber linear descriptor (WLD), Gabor jet descriptors, scale invariant feature transform, and speeded up robust features. The results indicate that the local matching-based methods (WLD and LBP) are mostly immune to temporal variations, which is noticeable when the face images have been acquired with a time lapse, while the rest of the methods are clearly affected and are not suitable for practical infrared face recognition.
I. INTRODUCTION
Face recognition is one of the most used applications in the area of computer vision, where a computer automatically identifies a person by means of digital images of his/her face. Face recognition systems are used to access to applications on mobile devices [1] , [2] , search for suspects in airports [3] or controlling access to restricted areas. Therefore, since face recognition systems are mainly used in security related tasks, they must be robust, which is analyzed in several surveys of techniques [4] , [5] .
Face recognition is often performed using images in the visible spectrum due to the low cost of conventional CCD/CMOS cameras, and there is a variety of literature about visible face recognition [6] - [8] . However, in a real operational scenario, lighting conditions can vary due to different factors such as a different time of capture or weather. Unfortunately, the vast majority of the face recognition methods used in the visible domain are affected by these variations in illumination intensity [7] , [9] .
A possible solution to overcome the lighting problem in visible imagery is the use of infrared (IR) images, specifically thermal images captured in the range between 8-12 µm. IR images remain invariant to changes in lighting conditions. The invariance of IR images is due to the spectral range of thermal radiation, since the diffuse energy is directly emitted by a human face and captured by the IR camera-not reflected by the face, as with the visible spectrum. Thus, the spatial distribution of diffuse energy is unique for each subject and can be used as a descriptor governed by Planck's law. In addition, using Wien's displacement law, it is possible to state that human IR emissivity (0.97) is contained precisely within the thermal range: 8-12 µm.
Another option to perform infrared face recognition is the use of NIR images, which are located above the visible spectrum (0.7-1.1 µm). These types of images have facial features (metabolism, emotional and health conditions) that are less variable than the visible and thermal spectrum, which can be used for face recognition. However, facial heat emission in NIR sub-bands is very small and requires appropriate illuminators for face recognition (active recognition) [10] , [11] . In contrast to NIR, thermal cameras can be used to passively sense facial thermal emissions without an external source of light [12] .
In recent years, a large quantity of studies has been performed to compare visible and thermal face recognition methods, mainly based on the analysis of results obtained using images acquired in a single session (indoor or outdoor) [13] - [17] . Nonetheless, those studies do not consider changes in the scene, which remains constant, and in addition, they do not analyze the capture of images at different times. Other research studies have shown that the use of thermal images acquired in multiple sessions leads to low recognition rates for face recognition using mainly appearance-based methods, principally due to temporal variations that affect the images when acquired after long periods [13] , [18] - [20] . The same studies also show that the thermal images captured over extensive periods suffer alterations due to several factors such as: (i) the metabolic effect of changes and redistribution of blood flow, producing abrupt changes in skin temperature, (ii) the effect of changes in environmental conditions, and (iii) temperature changes due to excess heat or cold, or for example daily situations such as a physical work-out at the gym. However, the low recognition rates reported by those studies is mainly due to the use of appearance-based methods such as Principal Component Analysis (PCA), Local Feature Analysis (LFA) and others, as these methods are always affected by images acquired over multiples sessions over time. To account for this, the studies reported in [18] and [19] concluded that by using a multimodal capture scheme between visible and thermal images, it is possible to obtain a considerable increase in the performance of the face recognition system, partially solving the temporal problem. Nevertheless, it is necessary to use two spectral ranges, and therefore two cameras, which is not a direct solution for pure thermal face recognition.
In this paper, we analyze the temporal variation problem in infrared face recognition also considering face recognition methods that have been designed to be robust to occlusion, pose and artefacts [17] , [21] , [22] , and that may overcome the performance issues of appearance-based methods. In particular, we propose the use of the following face recognition methods: Local Binary Pattern (LBP), Weber Local Descriptor (WLD), Gabor Jet Descriptor (GJD), Scale Invariant Feature Transform Method (SIFT), and Speeded Up Robust Features (SURF) to study their performance against images acquired in multiple sessions and then to perform a comparative study. In addition, since there are few databases available with thermal images acquired over multiples sessions over time, we build two open access databases and propose two new criteria that allows to quantify the temporal variations between datasets in order to analyze the robustness of the face recognition methods.
Section II presents and explains the thermal databases built in the present study. Section III presents a study of the temporal variation present in thermal face images. Section IV briefly describes the methods used in the present study to develop our face recognition system. Section V shows the face recognition experiments and results. Finally, section VI presents the main conclusions of the study.
II. THERMAL FACE DATABASES
IR images are acquired using thermal cameras that estimate the temperature of a body and generate an image through a process called thermography [23] , [24] . The energy collected by thermal sensors is a sum of several energy components related to the different elements present in the scene captured by the camera. A scene can be divided into three elements: the object to be measured, the background and the atmosphere. Variations in one of these components may affect the temperature estimation performed by the IR camera and consequently affect facial recognition. Thereby, the main challenges of the use of thermal face images for face recognition include: undesirable variations produced by the changes of environment temperature and weather-known as extrinsic factors-and intrinsic factors such as variable sensor response when the IR camera is working for long periods of time, and physiological changes in the metabolic processes of the subjects (e.g. disease). Both extrinsic and intrinsic factors generate temporal variations in the face images affecting the thermal face recognition performance-which is also known as the time-lapse problem. For both databases, all the images were acquired in a controlled environment, between 23 • C and 24 • C, allowing the minimization of the effects of the background or any atmospheric factors that may lead to thermal variations in the thermal face images. Thus, the images were only tentatively affected by physiological factors which cannot be controlled, observing temporal metabolic variations of the subjects such as changes in their appearance during the capture period (beard, haircut, moustache, etc.).
The UCHThermalTemporalFace (UCH-TTF) and the PUCVThermalTemporalFace (PUCV-TTF) databases are used to carry out face recognition experiments in the thermal domain. The UCH-TTF and PUCV-TTF databases were created for this study mainly due to the lack of databases for the study of the temporal problem in thermal face recognition in the literature. Samples of subjects from the databases can be seen in Fig. 1 . A brief description of each database is given as follows.
A. UCHThermalTemporalFace DATABASE
The database consists of 350 thermal images of frontal faces cropped and aligned to 150×81 pixels and 125×225 pixels. The images were obtained in 2011 from 7 different subjects over a period of 69 different days, corresponding to 50 different images per subject (one image per acquisition session). The images were acquired using a FLIR TAU 320 camera [25] , located approximately at 1.1m from the test subjects. Fig. 2 shows an example of a subject from ten different capture sessions. The database contains thermal images acquired in multiple sessions over time and it allows us to study mainly temporal variations in thermal imagery. The database consists of 130 frontal face images without expression or objects (glasses, scarf, and artefacts) of 13 different subjects captured at 10 acquisition sessions, cropped and aligned to 150×81 pixels and 125×225 pixels. The images were acquired over a period of 2 months, and only one image per subject was acquired at each session. The capture setup consisted of a tripod with the FLIR Tau 2 [26] camera, located at a height of 115 centimeters and at a distance of 91.5 centimeters from the subject. The background was a white wall (concrete) to avoid thermal and visible changes that might affect image acquisition.
The images of both databases were pre-processed by manually obtaining the coordinates of each eye and then each image was cropped and aligned in relation to the eyes coordi- 1 Available to download at: http://goo.gl/VCJkzQ nates, obtaining an image of 150×81 and 125×225 pixels. The images were captured at 14 bits per pixel from the thermal camera, and then were converted to 8-bit by applying a max-min as shows in (1):
where I is the thermal image in 14 bits and I norm is the output image in 8 bits. The values I min and I max correspond to the minimum and maximum values in the thermal image, the range [N min , N max ] represents the range of the conversion to 8 bits.
III. DETECTING TEMPORAL VARIATION FEATURES
In this section, two different approaches to evaluate dynamic changes produced by the difference in the acquisition of the thermal images are proposed and further described. The first approach consists of obtaining an image of the standard deviation produced between the face images during the different VOLUME 5, 2017
capture sessions. The second approach is to compute the accumulated distances produced by the changes in intensity in the face's pixels over all sessions compared to the first session. Finally, for each approach we define a criterion to quantify the temporal variation of a database. The result is a global indicator of the temporal variation present in the entire database. So, it will be possible to compare databases and say that a database presents more temporal variation than other.
A. STANDARD DEVIATION IMAGE
The first approach consists of obtaining an image of the standard deviation of the thermal patterns of the face for all the sessions. The main idea is to show the areas with highest variability regarding changes in the thermal patterns of the face, using all the standard deviations of each pixel. To perform this approach, all the images were properly aligned relative to the position of the eyes. Equation 2 (Standard Deviation Image) is then applied to obtain an image that shows the standard deviation of each pixel produced by the temporal variation of the faces over time:
where i, j are the rows and columns of the image, respectively, n is the number of temporal images per subject, x k is the face image acquired in the k-th session, and x is the temporal face average (from sessions 1 to k) Fig. 2 shows the images of two subjects in three different sessions (first three columns on the left) and the corresponding ''standard deviation image'' (fourth column). It is possible to observe that the standard deviation value is high (red regions) mainly in the region of the nose, forehead, mouth and cheeks. This indicates high presence of variation of features in those regions. It is important to note that above the forehead, there are red pixels indicating the high presence of a variation. However, these regions should not be considered because they correspond to hair and are not variation of features.
The procedure to compute the Standard Deviation Criterion (SDC) consists in selecting nine regions of the standard deviation image, and computing the average intensity of each region. Fig. 3 shows an example of the grid used to obtain the regions from the image. The grid was obtained from [27] , where was studied the thermoregulation process. They used a set of sensors located in areas of the face with more vascular information, and where dynamic variations may occur due to metabolic changes. Finally, the average value of each region is obtained between all the subjects using equation 3:
where N is the number of subjects in the database, S is the subject index (1 to N) and R is the region index (1 to 9). The results obtained with the standard deviation criterion for UCH-TTF and PUCV-TTF databases are presented in the Table 1 .
From the results in Table 1 , we can identify where the most representative temporal variations are (areas with greater variability for both databases); in this case the region of the nose (R5) and the forehead sides (R1 and R3). In general the results between the two databases are consistent. This allows us to say that the proposed criterion is a valid procedure for measuring the amount of temporal variation in different areas of the face.
B. ACCUMULATED DISTANCES IMAGE
The second approach consists of analyzing the accumulated distances between the first session of acquisition and the remaining acquisition sessions in the database. The process is performed using (4):
where i, j are the rows and columns of the image, respectively, n is the number of temporal images per subject, and x k is the face image acquired in the k-th session. Equation (3) represents the absolute difference between the images of each session compared to the first image. The result of the application of Equation 4 is a new image that contains the differences or accumulated distances of the face's pixels over time. These differences show which thermal patterns vary over time and they can be observed in Fig. 4 . Specifically, the first three columns of Fig. 4 correspond to images of subjects captured 9666 VOLUME 5, 2017 in three different acquisition sessions, while in the fourth column accumulated distances images are shown. It is important to note that again the highest accumulated distance values are concentrated in the regions of the nose, forehead and cheeks. As with the ''Standard Deviation Image'' approach, it is necessary to note that the red regions above the forehead are not temporal variation of the face, it is the hair which changes position in every image. Finally, the procedure to compute the Accumulated Distances Criterion (ADC) is similar to the previously mentioned approaches, and is exposed in (5) .
where n is the number of temporal images per subject, N is the number of subjects in the database, S is the subject index (1 to N ), and R is the region index (1 to 9). First, we selected nine regions of the accumulated distances image, and computed the average intensity of each region. We defined the same regions from Fig. 3 with the corresponding 3×3 neighborhood. Then, we computed the average value of each region obtained between all the subjects and finally this value was normalized by the quantity of temporal images available per subject (see equation 4). In Table 2 we show the results obtained after applying the accumulated distances criterion to the UCH-TTF and PUCV-TTF databases. From Table 2 , large Accumulated Distance Criterion values indicate that the temporal variation is mainly concentrated in the region of the nose (R2) and the forehead sides and bottom cheeks. It is worth mentioning again that the results of this method are normalized according to the number of images per subject. This means that it allows a more objective comparison between databases with different number of acquisition sessions, as in this case.
Based on the results obtained with these two approaches (Standard Deviation Image and Accumulated Distances Image), it is possible to verify the presence of temporal variations on some areas of the thermal face images. In addition, it can be concluded that the temporal variations appear with more magnitude and frequency principally in the areas of the nose, followed by the forehead. Note that from the results of both criteria (Table 1 and Table 2 ) it is possible to say that the UCH-TTF is much more dynamic than the PUCV-TTF database. Thus, it is expected that when applying a thermal face recognition system to both databases, the recognition rates for UCH-TTF will be lower than for PUCV-TTF.
IV. DESCRIPTION OF FACE RECOGNITION METHODS
As mentioned in the previous section, five methods used in the literature were selected to generate a face recognition system in the thermal domain. The methods were chosen considering a high degree of performance and requirements, such as working in real time; the use of only one image per person in a gallery (database) for face recognition matching; and high recognition rates obtained by the algorithms in related comparative studies [17] , [21] , [22] . Two local matching methods (LBP and WLD), and three global matching methods (GJD, SIFT and SURF) were selected. In addition, it was included the appearance-based method, Principal Component Analysis (PCA), to compare their results against the matching methods and thus corroborate what has been explained in the state of art-PCA methods are affected by images acquired over multiples session over time. A brief description of the methods is presented, as more details are available at the references associated with each method.
A. LOCAL BINARY PATTERN HISTOGRAMS (LBP)
Local Binary Pattern was proposed for the first time in [28] . Briefly, the method compares the intensity differences between the central pixel and its neighborhood in a 3×3 region to generate a binary code which represents the local information of the face. The method uses three levels of locality: pixel level, regional level and the holistic level, where a global description of the face is obtained by combining the regional LBP extracted features using histograms by region. In the implementation of LBP histograms, the number of regions of the image used to give a holistic feature was 80 divisions (20×4 regions).
B. WEBER LOCAL DESCRIPTOR (WLD)
The Weber Local Descriptor (WLD) proposed in [29] is a robust descriptor based on Weber's law. Specifically, WLD consists of two dimensional histograms: differential excitations and orientations. Thus, given an image, both components are used (differential excitation and orientation) to build the WLD histogram. For the implementation of WLD histograms, the same number of divisions of the face as with LBP method are used, 80 divisions (20×4 regions).
C. GABOR JET DESCRIPTORS (GJD)
Gabor filters are used in face recognition because of their similarity to cell behavior in visual perception and their robustness to changes in illumination. The filters extract characteristics by means of the selection of frequency, orientation and scale. The jets are calculated at different points on a grid on the face, and the Borda count method (BC) is then applied to obtain a ranking and thus generate the face recognition. The implementation for the present study was based on [30] , comparing several local feature representations, classification methods and combinations of classifier alternatives.
D. SCALE INVARIANT FEATURE TRANSFORM (SIFT)
Typically, local interest points are extracted independently from both a test and a reference image, and then characterized by invariant descriptors, and finally the descriptors are matched until a given transformation between the two images is obtained. Lowe's system [31] , using SIFT descriptors and a probabilistic hypothesis rejection stage, is a popular choice for implementing object recognition systems, given its accuracy and reasonable speed. In the present study, we used Lowe's system to build a face-recognition system
E. SPEEDED UP ROBUST FEATURES (SURF)
The SURF method [32] proposes procedures to compute local interest points and descriptors at a higher speed than the SIFT approach. This is achieved using: (i) the so-called Fast-Hessian detector, which approximates Gaussian filters by box-filters and convolutions by the use of integral images, and (ii) SURF descriptors that are simpler to compute than SIFT descriptors, and correspond to the distribution of Haarwavelet responses within the interest-point neighborhood.
In the present study, the OpenSURF implementation provided by [33] is used.
F. PRINCIPAL COMPONENT ANALYSIS (PCA)
PCA [14] is a statistical method whose purpose is to reduce the large dimensionality of a data space (observed variables) to a feature space with smaller dimensionality (independent variables), which are needed to describe the data efficiently i.e. without redundancy. The main idea of using PCA for face recognition is to express a large 1-D vector of pixels constructed from 2-D face image into the compact principal components of the feature space. The PCA method is traditionally used in face recognition, so is also known as eigenfaces. It is important to note that PCA uses multiple training images per subject (three images) in comparison with the other methods used in this work, which will generate a comparison of results that is not quite fair.
G. NOTATION: METHODS AND VARIANTS
The following notation is used to refer to the methods and their variations in this study: A-B-C. The parameter A is used to describe the name of the face recognition method. The parameter B denotes the similarity measure used as the nearest neighbor classifier, SIFT and SURF methods do not use a similarity measure. C represents the image size. Note that in the experimental results only the best variant per method and size of image will be presented.
V. EXPERIMENTS
In order to solve the face dynamic-features problem produced by the acquisition of thermal images at different time instants, the face recognition experiments are performed using images from two databases: UCHThermalTemporalFace (UCH-TTF) and PUCVThermalTemporalFace (PUCV-TTF).
In addition, to extend the scope of the experiment, the original images in both databases were modified to study the performance of the face recognition methods against real image capture conditions. In a real operational scenario, the face recognition system must overcome some drawbacks such as: subjects wearing artefacts, different head poses or variable distance between the subject and the camera. To simulate these real conditions, occlusion and noise in the eye position were added to the original images. To add occlusion in the face, each image was divided into 10 regions (5 rows, 2 columns) of equal size. One of these regions was then covered randomly with a black block, hiding the information of this region (see Fig. 5b ). The noise in the eyes position corresponds to the addition of displacement in the eye position relative to the original coordinates of the eyes in the normal frontal image to simulate misalignment. Images were generated with three different levels of noise: 2.5%, 5% and 10% (see Fig. 5c-5e ). The percentage of noise refers to the distance between the centers of the eyes, set to 42 pixels for all images of both databases. The amount of noise for each image is randomly selected between 0% and a maximum value of 2.5%, 5% or 10% of 42 pixels. This noise value is then added to the original coordinates (x,y) of both eyes of the subject, altering the alignment of the face.
A. EXPERIMENTS PROCEDURE
The experiment consisted of performing two analyses. The first analysis aims to study the performance of all face recognition methods versus the temporal variation of the face using normal images from the UCH-TTF and PUCV-TTF databases, i.e. images without modifications. Thus, it is possible to identify the method with best performance and whether the method solves the time-lapse problem. The second analysis aims to study the behavior of the face recognition methods against simulated real image capture conditions, using normal, occluded and misaligned face images for both databases. The results are compared to observe the trend of each method for both databases, thus validating the performance of the selected method.
For each session, a subset was generated containing 7 thermal face images from UCH-TTF and 13 thermal face images from PUCV-TTF, one per individual. Thus, 50 and 10 subsets were created for each database, respectively. The subsets were named S1 to S50 for UCH-TTF and S1-S10 for PUCV-TTF to represent the number of sessions. The first session (S1) was selected as the gallery set and the remaining as test sets. Thereby, the experiment consists of comparing the recognition rates obtained from the evaluation of the first session against the other sessions to address the temporal problem. The procedure is the same for all image variants (normal, occlusion and images with noise in the eye position); however, the gallery set S1 contains only normal images without occlusion or noise. In cases in which modified images were used, the recognition rates were computed between the gallery set composed of normal images from subset S1 and all the subsets (S1 to S50, or S1-S10) of modified images. Finally, the average recognition rate was obtained as a measure to score the system. In summary, all the methods were tested using normal and modified images from both databases and for both image size. Note that top-1 recognition was used to calculate the performance of the face recognition system. Top-1 recognition consists of obtaining the most similar image as a correct recognition from the gallery/test sets pairs. Only the result obtained for the best variant of each method, considering the similarity measure and image size, will be presented.
This procedure was carried out for each face recognition method selected in this study. The use of the PCA method is different from the other methods because it uses multiple training images per subject. In the experiments, three images per subject, corresponding to the first three sessions, were used in the generation of training gallery and the remaining as test. Note that the comparison with PCA and the other methods is not fair because the others methods use only one image in gallery, they not require a training stage.
B. EXPERIMENT 1: FACE RECOGNITION METHODS VERSUS TEMPORAL VARIATION
This first analysis involves studying the performance of different face recognition methods, against the problem of temporal variation that appear in thermal images of faces when the images are captured at different times. This analysis will allow us to identify the method with best performance for each database, identifying a method that is robust to the temporal variation of thermal face images. The results are compared between the databases to conclude which of the six methods gives the best global performance.
The results obtained from applying the face recognition methods to the UCH-TTF and PUCV-TTF databases are presented in Table 3 . Specifically, the average recognition rates and the standard deviations for the recognition systems used in this study are shown.
Based on Table 3 , it can be said that LBP-HI, GJD-BC and WLD-HI achieve high recognition rates for both databases. The good results are principally because the new methods are not based on the appearance of the face image. For the UCH-TTF database, the GJD method achieves the best result of the system, with a 96.6% performance using normal images, followed by WLD with 94.9% and LBP with 92%. The results for SIFT and SURF are not convincing because these methods do not work well with images with temporal variation [17] .
In the case of PUCV-TTF, the results indicate that some current face recognition methods are robust against the temporal problem, obtaining average recognition rates over 90%. Broadly, the same behavior can be seen with UCH-TTF for the face recognition methods as with the PUCV-TTF database. The main difference is that the WLD approach obtained a recognition rate of 98.43%, ranking first, followed by the LBP method, which obtained 93.3%. The GJD method is in third place with a recognition rate of 89.2%. The GJD method shows an overall decline in recognition rates compared to the rates obtained with images from the UCH-TTF database. The SIFT and SURF methods again show poor performance.
In Table 3 , we can also appreciate the low results obtained with the PCA method. A 67.8% for UCH-TTF and 69.2% for PUCV-TTF, not exceeding 70%. This is because the PCA approach is based on appearance and is affected by the dynamic characteristics of thermal face; this is consistent with what was mentioned in the introduction.
Overall from Table 3 , it can be said that it is possible to overcome the temporal variation problem in thermal images because new local matching methods are almost invariant to temporal changes in the pixel values of the thermal images. Finally, considering the average recognition rates obtained and the corresponding standard deviation for the different face recognition methods, plus the robustness exhibited by each one, the WLD method can be selected as the face recognition method with best global performance for this study.
C. EXPERIMENT 2: FACE RECOGNITION METHODS VERSUS REAL CONDITIONS
The main objective of this analysis is to study the performance of the selected face recognition methods against real conditions at the time of the acquisition of the thermal face images. In a real operational scenario, the face recognition system must face challenges such as: people wearing artefacts like glasses, scarves or hats, different head poses and subjects placed at different distances from the camera. To obtain high performance levels, the recognition system must be robust to these real world situations.
To analyze the performance of the methods under real acquisition conditions, the images from the UCH-TTF and PUCV-TTF databases were modified as was described in the experiments section above. Thus, it will be possible to conclude whether the methods are robust or not to real acquisition conditions. The average recognition rates obtained by each face recognition method for both databases are presented in Fig. 6 . We discard the PCA method because of its low recognition rates obtained in the temporal variation experiments (Table 3 ). In addition, this experiment tries to analyze the performance of global and local matching methods instead of appearance based methods, and thus perform a fair comparison between them.
From Fig. 6 , it is possible to observe that: first, the results for each method follow practically the same trend for both databases for the normal, occluded and noisy images. Second, WLD and LBP remain constant in performance when the thermal images are occluded, unlike GJD, SIFT and SURF. The latter methods suffer a reduction in recognition performance in the occluded case. Third, when the face images are misaligned, LBP, WLD and GJD see a reduction in performance of approximately 5-10% compared to the normal thermal images. On the other hand, the SIFT and SURF methods are not seriously affected by noise at the eye position. Note that SURF actually sees an increase in the recognition rate with 5% noise in the eye positions, compared to the 2.5% case. We believe this is a result of the nature of the algorithm, which is invariant to the rotation and scale of the objects (faces), achieving a better match in the gallery/test pairs. Fourth, GJD follows the same trend for both databases, showing a sustained difference between them, where the results for PUCV-TTF are always 10% below the results for the UCH-TTF database. This fact is likely because the PUCV-TTF database contains images of subjects with beards, which can be interpreted as a kind of occlusion in the images, affecting the performance of the GJD method, i.e. the GJD method is not robust to occlusion in the images. Finally, WLD and LBP show the best performance and robustness for this analysis.
D. DISCUSSION
From both analyses, it can be seen that in general all methods follow the same trend with both databases, thereby validating the performance of each method against different conditions. In this sense, it is possible to discard the use of the PCA, SIFT and SURF methods to solve the problem of temporal variation, because they fail to obtain more than 80% recognition in all cases. Of the remaining methods, it can be seen that LBP and WLD are robust to occlusion in the images, as their results remain almost invariant for normal images and images with occlusion. By contrast, the GJD method is affected by occlusion in the images, showing a decrease in the recognition rate when images with occlusion were used. This is also reflected by the overall decline in recognition rates obtained with PUCV-TTF for the GJD method, likely due to some subjects in this database having beards at the moment of the acquisition, which may be interpreted as a kind of occlusion in the images. Finally, it should be noted that all methods are affected by increased noise in the eye position.
Finally, the decrease of the performance obtained with UCH-TTF show consistency with the analysis performed with the proposed criteria ( Table 1 and Table 2 ), because there is much more variation in the temporal variation of the database UCH-TTF than in PUCV-TTF database.
VI. CONCLUSIONS
A comparative study was performed on five current face recognition methods and a classic appearance based method to analyze the capability of each in overcoming the temporal variation problem in thermal face recognition, specifically the problem due to environmental variations and metabolic changes in the individuals at the moment of the image acquisition. However, before conducting the experiment, the temporal variation of the faces was analyzed. Two different approaches were used to check the existence of temporal variations, which appears principally in the nose and parts of the forehead. The proposed criteria allowed us to quantify the temporal variations between datasets.
Two experiments were done to study the performance of the selected face recognition methods. The first one uses the original databases with temporal variation, and the second one uses the modified databases with real conditions such as occlusions and noise. Two analyses were then performed: one aimed to study the robustness of the methods to temporal variation and the other analysis related to study the performance of the methods under real acquisition conditions. The general conclusion of this study is that the results obtained by the WLD, GJD and LBP methods achieve high recognition rates for both databases (from 92% ∼ 98%), indicating that it is possible to overcome the problem of temporal variation in thermal images for face recognition. The others methods produced low performance levels for both databases and for all image types, not exceeding 80% of recognition. It is important to mention that the fusion between visible-thermal images is also an option which gives good results against the problem of temporal variation [34] , but the core of this investigation is to deal only with thermal imagery, imagining a situation of night time or low-light face recognition. Similar is the case of the PCA method that gives low recognition rates, not exceeding 70%. This fact confirms the poor performance of methods based on appearance when temporal variations are present, corroborating what was already stipulated in the literature.
Through the results of this study, it is possible to encourage other researchers to study temporal problem variations in thermal images. In addition, as a result of this study two new databases, that were developed to study the temporal problem in thermal images for face recognition systems, are now available for the scientific community. In conclusion, the best choice when designing a thermal face recognition system is to use the WLD-HI method as descriptor because it is very robust to the temporal problem with infrared images. As future work, we will create a new thermal database to evaluate the temporal problem with more individuals and including controlled conditions of metabolic variations, such as physical work, alcohol or drug effects, etc. In addition, we want to study new face recognition descriptors [35] , [36] or new texture classification methods published in recent literature to address the temporal problem. Dr. Vera is a member of the Optical Society of America and SPIE.
