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Abstract
Leslie matrix models are discrete models for the development of age-structured populations.
It is known that eigenvalues of a Leslie matrix are important in describing the asymptotic
behavior of the corresponding population model. It is also known that the ratio of the spectral
radius and the second largest (subdominant) eigenvalue in modulus of a non-periodic Leslie
matrix determines the rate of convergence of the corresponding population distributions to a
stable age distribution. In this paper, we further study the spectral properties of a row-stochastic
Leslie matrix A with a near-periodic fecundity pattern of type (k, d, s) based on Kirkland’s
results in 1993. Intervals containing arguments of eigenvalues of A on the upper-half plane are
given. Sufficient conditions are derived for the argument of the subdominant eigenvalue of A to
be in the interval
[
2π
d
, 2π
d−s
]
for the cases where k = 1. A computational scheme is suggested
to approximate the subdominant eigenvalue when its argument is in
[
2π
d
, 2π
d−s
]
.
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1. Introduction
A Leslie matrix arises in a discrete, age-dependent model for population growth
[1,3,7]. It is a matrix of the form
L =


m1 m2 m3 · · · mn−1 mn
p1 0 0 · · · 0 0
0 p2 0 · · · 0 0
0 0 p3 · · · 0 0
...
...
...
.
.
.
...
...
0 0 0 · · · pn−1 0


,
where pj > 0, j = 1, 2, . . . , n − 1, are age-specific survival probabilities and mj 
0, j = 1, 2, . . . , n, are age-specific fecundity rates with at least one mj > 0 for the
population being modeled. Let x0 be the initial population vector. Then xτ = Lτx0
and xτ‖xτ ‖1 are the population vector and age distribution vector at time τ , respectively,
where ‖ · ‖1 denotes the l1-norm of a vector. The asymptotic behavior of xτ depends
on the ratio of the spectral radius ρ and the second largest eigenvalue in modulus of
L. By a similarity transformation with a diagonal matrix S,
S = diag
{
1,
p1
ρ
,
p1p2
ρ2
, . . . ,
p1p2 . . . pn−1
ρn−1
}
,
L can be normalized to a so-called row-stochastic Leslie matrix [2,4,5],
A = 1
ρ
S−1LS =


a1 a2 a3 · · · an−1 an
1 0 0 · · · 0 0
0 1 0 · · · 0 0
0 0 1
.
.
. 0 0
...
...
...
.
.
.
.
.
.
...
0 0 0 · · · 1 0


,
where a1 = m1ρ  0, aj = mjp1p2···pj−1ρj  0 for j = 2, 3, . . . , n, and
∑n
j=1 aj = 1.
Let λj = rj eiθj for j = 1, . . . , T be all eigenvalues of A whose arguments lie in
[0, π ] where
r1  r2  · · ·  rT .
The following facts are known:
(i) λ1 = 1 and (1, e) is an eigenpair of A where e = [1 · · · 1]T.
(ii) When A is not periodic, λ2, the subdominant eigenvalue of A, determines the
rate of convergence of population distributions to a stable population distribu-
tion vector x∗.
Since λ1 = 1, we are interested in eigenvalues λj for j  2, especially, λ2.
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In this paper, we will study the spectral properties of a class of row-stochastic
Leslie matrices with a near-periodic fecundity pattern which is first introduced for
some population models by Kirkland in [4,5]. Consider a class of row-stochastic
Leslie matrices A whose top rows [a1 a2 · · · an] where n = kd has the following
property: for some k  1, d  1 and 0  s  d − 1,
aq > 0 only if q = jd − i for some 1  j  k and 0  i  s. (1)
That is, the top row can have positive entries only in positions
d − s, d − s + 1, . . . , d, 2d − s, 2d − s + 1, . . . ,
2d, . . . , kd − s, kd − s + 1, . . . , kd.
When s = 0, the top row of A is of the form[
0 · · · 0 ad 0 · · · 0 a2d 0 · · · 0 a(k−1)d 0 · · · 0 akd
]
,
where d = gcd{i|ai > 0}  2 and A is periodic with period d. In this case, A has k
sets of eigenvalues and each of these sets consists of d eigenvalues which are evenly
distributed on a circle centered at the origin. One of the sets includes 1 and consists
of the eigenvalues e2πji/d , j = 0, 1, . . . , d − 1. When k = 1, the top row of A is of
the form[
0 · · · 0 ad−s ad−s+1 · · · ad−1 ad
]
,
where at least ad−s and ad are positive. It is assumed that the value of s is much
smaller than d . We restrict ourselves further to values of k, d, and s such that
1  s < d
2k + 1 , k  1. (2)
A row-stochastic Leslie matrix A satisfying (1) and (2) is said to have a near-periodic
fecundity pattern of type (k, d, s) (or we sayA is a near-periodic row-stochastic Leslie
matrix of type (k, d, s) for simplicity). For example, the matrix A with the top row
0 · · · 0︸ ︷︷ ︸
8 of 0’s
1
4
1
2
1
4

 is a near-periodic row-stochastic Leslie matrix of type (1, 11, 2)
and with the top row

0 · · · 0︸ ︷︷ ︸
8 of 0’s
1
4
3
8 0 · · · 0︸ ︷︷ ︸
8 of 0’s
1
8
1
4

 is a near-periodic row-stochastic
Leslie matrix of type (2, 10, 1) . Throughout this paper, A is a near-periodic row-
stochastic Leslie matrix of type (k, d, s). Note that some periodic row-stochastic
Leslie matrices with a small perturbation will not be considered in this paper, e.g., the
matrix A with the top row

0.001 · · · 0.001︸ ︷︷ ︸
9 of 0.001’s
0.991

 is considered as the periodic
matrix B with the top row

0 · · · 0︸ ︷︷ ︸
9 of 0’s
1

 with a small perturbation. However, it will be
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interesting to investigate the spectral properties of such a class of matrices with the
matrix perturbation theory.
For a near-periodic row-stochastic Leslie matrix of type (k, d, s), one also wants
to know in what period it is near to. In [5], Kirkland presented an example of a near-
periodic row-stochastic Leslie matrix A of type (1, 11, 2) to illustrate its near-periodic
pattern of convergence reflected in the age distributions. Here, we further explain this
phenomenon and give an estimate of the near-period. Let
{
(λj , uj )
}n
j=1 be a set of n
eigenpairs of A and assume that the set {u1, u2, . . . , un} is linearly independent. We
write an initial population vector as x0 = ∑nj=1 cjuj with assuming c1 /= 0. Then
the population vector xτ at the time τ is given by
xτ = c1u1 +
n∑
j=2
λτj cjuj = c1u1 +
n∑
j=2
rτj e
iτθj cjuj .
For simplicity, let λ2 and λ3 = λ2 be a pair of simple conjugate subdominant eigen-
values of A. If the argument θ2 of λ2 is close to 2πt for some positive integer t , then
for a sufficiently large integer p,
x(p+1)t − xpt =
n∑
j=2
λ
pt
j (λ
t
j − 1)cjuj
= rpt2
[
eiθ2pt
(
rt2e
itθ2 − 1
)
c2u2 + e−iθ2pt
(
rt2e
−itθ2 − 1
)
c3u3
]
+ rpt2
n∑
j=4
(
rj
r2
)pt (
rtj e
iθj t − 1
)
cjuj
≈ rpt2 (rt2 − 1)(c2u2 + c3u3).
Thus,
x(p+2)t − x(p+1)t ≈ rt2(x(p+1)t − xpt ), or∥∥(x(p+2)t − x(p+1)t)− rt2(x(p+1)t − xpt )∥∥ ≈ 0
for any vector norm ‖ · ‖. It means that for a sufficiently large positive integer P, the
subsequence xP , xP+t , xP+2t , . . . , xP+pt , . . . of {xτ } has nearly the same asymp-
totically convergent behavior. Hence, {xτ } behaves asymptotically very much like a
sequence with a period t . The following example illustrates this phenomenon.
Example 1. Let A1, A2 and A3 be near-periodic row-stochastic Leslie matrices of
type (1, 11, 2) where the first rows of A1, A2 and A3 are

0 · · · 0︸ ︷︷ ︸
8 of 0’s
1
3
1
3
1
3

,

0 · · · 0︸ ︷︷ ︸
8 of 0’s
1
16
1
16
7
8

 and

0 · · · 0︸ ︷︷ ︸
8 of 0’s
7
8
1
16
1
16

, respectively. In all three cases, θ2 ∈
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2π
11 ,
2π
9
]
. So, θ2 can be considered close to 2π11 ,
2π
10 or
2π
9 . Results are listed in the
following table where M = 600 and R = ∥∥(xM − xM−t ) − rt2(xM−t − xM−2t )∥∥∞.
A λ2 t ≈
∣∣θ2 − 2πt ∣∣ R ‖xM − xM−1‖∞
A1 0.9865 e0.6277i 10 0.0006 0.6214 × 10−7 0.4361 × 10−4
A2 0.9959 e0.5799i 11 0.0087 0.1242 × 10−3 0.7170 × 10−2
A3 0.9933 e0.6861i 9 0.0079 0.8487 × 10−4 0.4330 × 10−2
The data suggest that A1 has a near-period 10, A2 has a near-period 11 and A3 has a
near-period 9.
We conclude that the rate of convergence of a near-periodic row-stochastic Leslie
matrix is determined by the modulus of λ2 while the period of the near-periodic
convergence is determined by θ2, the argument of λ2. So, it is also important to find
θ2 or an estimate of θ2 for studying the convergence behavior of a near-periodic
row-stochastic Leslie matrix.
For any k, d and s satisfying (2), define
l := l(k,d,s) =
{⌊
d−s
2ks
⌋
if 2ks(d − s),
d−s
2ks − 1 if 2ks|(d − s).
It means that l is the largest integer less than d−s2ks . Note that with the definition, we
have
1  l and 2πl
d − s <
π
ks
.
The following results give l disjoint intervals containing arguments of l eigenvalues
of A on the upper-half plane, and a lower bound on the modulus of the eigenvalue in
each interval.
Theorem 1 [5, Theorem 2]. For each m ∈ {1, 2, . . . , l}, A has exactly one eigenvalue
reiθ such that θ ∈
[
2πm
d
, 2πm
d−s
]
and rˆm(θ)  r  1, where rˆm(θ) solves the equation
rˆkdm sin((d − s)θ) − rˆd−sm sin(kdθ) + sin[((k − 1)d + s)θ ] = 0, rˆm > 0.
(3)
Clearly, for each m ∈ {1, 2, . . . , l}, the solution rˆm(θ) of the equation (3) for θ ∈[
2πm
d
, 2πm
d−s
]
depends only on d , s, k and m but is independent on the actual values of
the non-zero top-row elements aj of A. If
r¯m = min
2πm
d
θ 2πm
d−s
rˆm(θ) ≈ 1
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for some m ∈ {1, . . . , l}, as pointed out in [5], we can conclude that |λ2| is close to
1 and therefore, xτ → x∗ very slowly for that population model. However, in the
cases where r¯m is not close to 1 for all m = 1, . . . , l, what do we know about |λ2|
from r¯m? Is θ2 in one of these l disjoint intervals? Where are the arguments of other
eigenvalues on the upper-half plane? In the cases where the actual values of the non-
zero top-row elements aj are known, can we obtain a better estimate of rˆm(θ) and a
better estimate of |λ2|? With these questions in mind, we further study the spectral
properties of A. In this paper, we first describe intervals containing arguments of
kl + 1 eigenvalues of A on the upper-half plane in Section 2. We then consider the
special case k = 1. In Section 3, properties of rˆm(θ) are investigated and based on the
findings a computational scheme using Newton’s method is developed to efficiently
find the eigenvalue r+eiθ+ for θ+ ∈
[
2πm
d
, 2πm
d−s
]
without computing all eigenvalues
of A. Sufficient conditions in terms of the actual values of the non-zero top-row
elements aj of A and θ¯ = 2πd−s for θ2 to be in the interval
[
2π
d
, 2π
d−s
]
are derived in
Section 4. Conclusions and a discussion of future work on cases where k > 1 are
given in Section 5.
2. Intervals for arguments of kl + 1 eigenvalues
As given in Theorem 1, A has exactly one eigenvalue reiθ such that θ ∈[
2πm
d
, 2πm
d−s
]
for each m ∈ {1, 2, . . . , l}. From 1  l < d−s2ks , it follows that 2πld−s < πks
and thus these disjoint l intervals are subsets of (0, π
ks
)
. As an extension of this result,
the intervals containing arguments of a total of kl + 1 eigenvalues of A are given in
the following theorem.
Theorem 2. A has exactly k eigenvalues whose arguments lie on each of the disjoint
intervals
[
2π(m−1)
d
, 2πm
d
)
for m ∈ {1, 2, . . . , l}.
Proof. For a fixed m ∈ {1, 2, . . . , l}, let  > 0 be sufficiently small and let
(m) = 1(m, ) ∪ 2(m, ) ∪ 3(m, ),
where
1(m, )=
{
re
i
(
2π(m−1)
d
−
)∣∣∣0  r  1 + } ;
2(m, )=
{
(1 + )eiθ
∣∣∣2π(m − 1)
d
−   θ  2πm
d
− 
}
; and
3(m, )=
{
re
i
(
2πm
d
−
)∣∣∣0  r  1 + } .
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Γ
ε
(1) 
Γ
ε
(3) 
radius=1 
*  e2π ji/(kd)
     j=0,...,d–1  
Fig. 1. ε(1), ε(3) and e2πji/(kd).
(1), (3) and e2πji/(kd) (j = 0, 1, . . . , d − 1) are shown in Fig. 1 for k = 2,
d = 15 and s = 1. Let B be a row-stochastic Leslie matrix of type (1, kd, 0), that
is, all elements of the top row are zero except the kdth element which is 1. For
each 0  α  1, let C(α) = (1 − α)B + αA and F(λ, α) = det(λI − C(α)). Zeros
of F(λ, α) are eigenvalues of C(α). In particular, zeros of F(λ, 0) are eigenvalues of
B and zeros of F(λ, 1) are eigenvalues of A. By Remark 2.4 in [5], for a sufficiently
small  > 0, no near-periodic row-stochastic Leslie matrix can have an eigenvalue
with argument equal to 2πm
d
− . Then the function F(λ, α) is continuous in α, is
analytic in λ, and has no zeros on(m). Thus the number of zeros of F inside(m)
is
N(α) = 1
2πi
∮
 (m)
1
F(λ, α)
(
∂F (λ, α)
∂λ
)
dλ.
Since the integrand is uniformly continuous on (m) × [0, 1], N(α) is a continuous
and integer-valued function on [0, 1], and therefore, N(α) must be a constant. It is
known that kd eigenvalues of B are evenly distributed on the unit circle and the length
of interval
[
2π(m−1)
d
, 2πm
d
]
is 2π
d
. It follows that k of these eigenvalues are inside
(m). So, N(0) = k and then N(1) = k. Therefore, A has exactly k eigenvalues
inside (m). 
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Remark 1. From Theorem 1 and Theorem 2, we have the intervals for arguments of
kl + 1 eigenvalues of A:
(i) A has exactly 1 eigenvalue whose argument lies on
[
2πm
d
, 2πm
d−s
]
for each m ∈
{1, 2, . . . , l};
(ii) A has exactly k − 1 eigenvalues whose arguments lie on
(
2π(m−1)
d−s ,
2πm
d
)
for
each m ∈ {1, 2, . . . , l}; and
(iii) A has exactly kl + 1 eigenvalues whose arguments lie on
[
0, 2πl
d−s
]
.
3. Properties of rˆm(θ)
As stated in Theorem 1, for each m ∈ {1, 2, . . . , l}, A has exactly one eigenvalue
λ+ = r+eiθ+ where θ+ ∈
[
2πm
d
, 2πm
d−s
]
and rˆm(θ+) is a lower bound of r+. Since θ+ is
unknown, rˆm(θ+) cannot be computed explicitly in general. In this section, we further
study the properties of the solution function rˆm(θ) in the case when k = 1. From now
on, rˆm in (3) and rˆm(θ) are denoted for simplicity by r and r(θ), respectively. Eq. (3)
becomes
rd sin((d − s)θ) − rd−s sin(dθ) + sin(sθ) = 0, r > 0. (4)
For each m ∈ {1, 2, . . . , l}, as shown in [5], the solution function r(θ) is continuous
in θ on
[
2πm
d
, 2πm
d−s
]
and satisfies equalities
r
(
2πm
d
)
= r
(
2πm
d − s
)
= 1.
More properties of r(θ) on
(
2πm
d
, 2πm
d−s
)
are given in the following lemma.
Lemma 1. For each m ∈ {1, 2, . . . , l}, there is a unique θ∗ ∈
(
2πm
d
, 2πm
d−s
)
such that
r ′(θ∗) = 0. Moreover, r ′′(θ∗) > 0.
Proof. For each m ∈ {1, 2, . . . , l}, let α = 2πm
d
and β = 2πm
d−s . Observe that
dα = 2mπ, dβ = 2mπ + sβ,
(d − s)α = 2mπ − sα, and (d − s)β = 2mπ.
It follows from θ  2πl
d−s <
π
s
that for θ ∈ [α, β],
0 < sθ < π, (2m − 1)π < (d − s)θ  2mπ, and
2mπ  dθ < 2mπ + π.
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Hence,
sin(sθ) > 0, sin((d − s)θ)  0, and sin(dθ)  0 for θ ∈ [α, β].
Define
G(r, θ) = rd sin((d − s)θ) − rd−s sin(dθ) + sin(sθ) for α  θ  β.
We have
Gθ(r, θ)=rd(d − s) cos((d − s)θ) − rd−sd cos(dθ) + s cos(sθ), and
Gr(r, θ)=drd−1 sin((d − s)θ) − (d − s)rd−s−1 sin(dθ).
Since sin((d − s)θ)  0, sin(dθ)  0 and both sin((d − s)θ) = 0 and sin(dθ) = 0
do not hold simultaneously,
Gr(r, θ) < 0. (5)
It follows from implicit differentiation that r(θ) is differentiable on (α, β) and
r ′(θ) = −Gθ(r, θ)
Gr(r, θ)
> 0 (< 0) if and only if Gθ(r, θ) > 0 (< 0). (6)
When θ = α, we have that
cos(dα) = cos(2mπ) = 1 and
cos((d − s)α) = cos(2mπ − sα) = cos(sα).
It follows from r(α) = 1 that
Gθ(1, α) = (d − s) cos(sα) − d + s cos(sα) = −d + d cos(sα) < 0.
When θ = β, we have that
cos((d − s)β) = cos(2mπ) = 1 and
cos(dβ) = cos(2mπ + sβ) = cos(sβ).
It follows from r(β) = 1 that
Gθ(1, β) = (d − s) − d cos(sβ) + s cos(sβ) = (d − s) (1 − cos(αs)) > 0.
Hence,
lim
θ→α+
r ′(θ) < 0 and lim
θ→β−
r ′(θ) > 0.
Since r ′(θ) is continuous on (α, β), there is at least one θ∗ ∈ (α, β) such that r ′(θ∗) =
0.
Now we show r ′′(θ∗) > 0. From (6),
r ′′(θ) = −
(
Gθθ + Gθrr ′(θ)
)
Gr − Gθ
(
Grθ + Grrr ′(θ)
)
G2r
.
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Since r ′(θ∗) = 0 and Gr (r(θ∗), θ∗) /= 0, Gθ (r(θ∗), θ∗) = 0. Hence,
r ′′(θ∗) = −Gθθ (r(θ
∗), θ∗)
Gr (r(θ∗), θ∗)
.
Observe that
Gθθ (r(θ), θ) = −r(θ)d(d − s)2 sin((d − s)θ)
+ r(θ)d−sd2 sin(dθ) − s2 sin(sθ).
From (4),
sin(sθ) = −r(θ)d sin((d − s)θ) + r(θ)d−s sin(dθ).
Substituting this expression into Gθθ , we have
Gθθ (r(θ), θ) = −r(θ)d((d − s)2 − s2) sin((d − s)θ)
+ r(θ)d−s(d2 − s2) sin(dθ) > 0
because sin((d − s)θ) < 0 and sin(dθ) > 0 for θ ∈ (α, β). Combining this inequality
with (5), we have r ′′(θ∗) > 0.
Because r(θ) is differentiable, the fact that r ′′(θ∗) > 0 whenever r ′(θ∗) = 0 im-
plies that θ∗ is unique in (α, β). This completes the proof. 
Lemma 1 shows that r(θ∗) is the unique absolute minimum value of r(θ) on[
2πm
d
, 2πm
d−s
]
. Fig. 2 gives an example of the graph of r(θ) on
[
2πm
d
, 2πm
d−s
]
for some
m ∈ {1, . . . , l} and the relations of the eigenvalue λ+ = r+eiθ+ , r(θ+), and r(θ∗),
where θ+ ∈
[
2πm
d
, 2πm
d−s
]
.
Because λ+ = r+eiθ+ is a solution of the characteristic equation
λd −
s∑
p=0
ad−pλp = 0,
(r+, θ+) is the unique solution of the system of equations:

u(r, θ) = rd cos(dθ) −
s∑
p=0
ad−prp cos(pθ) = 0,
v(r, θ) = rd sin(dθ) −
s∑
p=1
ad−prp sin (pθ) = 0
for (r, θ) ∈ Rm =
{
(r, θ)
∣∣ 2πm
d
 θ  2πm
d−s and rˆm(θ)  r  1
}
and can be solved
numerically. It is known that Newton’s method converges locally and quadratically.
Since each Rm is usually a small region, Newton’s method can be used to efficiently
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0.55 0.6 0.65 0.7 0.75 0.8
0.92
0.93
0.94
0.95
0.96
0.97
0.98
0.99
1
θ
r
λ=r+eiθ
+
r=r(θ+) 
r=r(θ*) 
r=r(θ) 
θ=θ*θ=θ+
Fig. 2. The graph of r = r(θ).
solve (r+, θ+)with an initial estimate inRm. We list the steps to approximate (r+, θ+)
in Rm as follows.
Algorithm 1. An algorithm for computing (r+, θ+):
(i) Input ε > 0; set K = 1, r0 = 1, and θ0 = 12
(
2πm
d
+ 2πm
d−s
)
;
(ii) Let r = rK−1 and θ = θK−1. Compute rK and θK by[
rK
θK
]
=
[
r
θ
]
−
[
ur(r, θ) uθ (r, θ)
vr(r, θ) vθ (r, θ)
]−1 [
u(r, θ)
v(r, θ)
]
;
(iii) If max {|u(rK, θK)|, |v(rK, θK)|} > ε, then
K = K + 1 and go to (ii);
Otherwise, the algorithm is terminated and (r+, θ+) ≈ (rK, θK).
Remark 2. When the values of the non-zero top row elements aj of A are known,
Algorithm 1 computes efficiently the eigenvalue λ = r+eiθ+ for θ+ ∈
[
2πm
d
, 2πm
d−s
]
without computing all eigenvalues of A. Computation of all of the eigenvalues is
numerically intensive, especially when the size of A is large.
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Example 2 [5, Example 3.2]. Let (k, d, s) = (1, 11, 2) and a9 = 14 , a10 = 12 , a11 =
1
4 . Letm = 1. Then θ ∈
[
2π
11 ,
2π
9
]
. For ε = 0.0001, Algorithm 1 takes only 2 iterations
to satisfy the stopping criterion and
(r+, θ+) ≈ (0.990024, 0.627995) .
The return time T of r+, i.e., the number of time units it takes to reduce a small
perturbation from equilibrium by the factor 1
e
, is given byT = − 1log(0.990024) = 99.74.
It means that the convergence of population distribution to a stable population distri-
bution vector is very slow.
4. Subdominant eigenvalue
The eigenvalue λ2 = r2eiθ2 , also called the subdominant eigenvalue of A, deter-
mines the rate of convergence of population distributions to a stable population dis-
tribution vector. The properties of the solution function r(θ) on
[
2πm
d
, 2πm
d−s
]
for each
m ∈ {1, 2, . . . , l} and the numerical method to approximate the eigenvalue of A with
argument in
[
2πm
d
, 2πm
d−s
]
suggest a way to approximate λ2 if its argument is in one
of these l disjoint intervals. A natural question arises: Is θ2 in one of these l disjoint
intervals? Many applications and numerical results have shown that θ2 ∈
[
2π
d
, 2π
d−s
]
.
However, we can also manufacture some examples for which θ2 	∈
[
2π
d
, 2π
d−s
]
. In the
following, we give one example for each case.
Example 3 [5, Example 3.1;6]. The species Lasioderma serricorne (the cigarette
beetle): (k, d, s) = (1, 45, 12). The characteristic polynomial of the corresponding
Leslie matrix is given by
det (L − λI)=λ45 − 0.240λ12 − 1.774λ11 − 3.917λ10 − 2.269λ9 − 2.336λ8
−1.63λ7−0.682λ6−0.239λ5−0.081λ4 − 0.012λ3 − 0.002λ2
−0.00003λ − 0.00001.
We have
θ2 = 0.175107 ∈
[
2π
d
,
2π
d − s
]
= [0.139624, 0.190540] .
Example 4. In this example, d = 11 and s = 1, 2, 3. The last s + 1 nonzero elements
of the first rows of corresponding matrices A are listed in the following table:
178 M.-Q. Chen, X. Li / Linear Algebra and its Applications 409 (2005) 166–186
s ad−s , . . . , ad
1 0.01, 0.99
2 0.01, 0.0008, 0.9892
3 0.01, 0.0005, 0.0009, 0.9886
The locations of λ2 for s = 1, 2, 3, respectively, shown in Fig. 3 indicate that θ2 	∈[
2π
d
, 2π
d−s
]
when s = 2, 3.
It is natural to ask when θ2 is in
[
2π
d
, 2π
d−s
]
for a given near-periodic row-stochastic
Leslie matrix A of type (1, d, s). Several sufficient conditions are discussed in the
following two theorems and one corollary.
Theorem 3. Let A be a near-periodic row-stochastic Leslie matrix of type (1, d, s).
The eigenvalue whose argument lies on
[
2π
d
, 2π
d−s
]
is the largest eigenvalue in modulus
of A for all arguments over (0, π
s
]
. Especially, for s = 1, the eigenvalue with the
argument on
[
2π
d
, 2π
d−s
]
is the subdominant eigenvalue of A.
Proof. Let λ = reiθ be an eigenvalue of A. Then
rdeidθ = ad−srseisθ + · · · + ad−2r2ei2θ + ad−1reiθ + ad.
–1 –0.8 –0.6 –0.4 –0.2 0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
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0.8
0.9
1
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2, s=2 
2, s=3 
2, s=1 
=2 /d
=2 /(d–3)
=2 /(d–2)
=2 /(d–1)
d=11 
Fig. 3. θ2 	∈
[
2π
d
, 2π
d−s
]
for s = 2 and 3.
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Squaring both sides of the real and imaginary parts of the equation:
r2d cos2 dθ =
(
ad−srs cos sθ + · · · + ad−2r2 cos 2θ + ad−1r cos θ + ad
)2
=
s∑
p=0
a2d−pr2p cos2 pθ + 2
∑
0p<qs
ad−pad−qrp+q cospθ cos qθ,
r2d sin2 dθ =
(
ad−srs sin sθ + · · · + ad−2r2 sin 2θ + ad−1r sin θ
)2
=
s∑
p=0
a2d−pr2p sin2 pθ + 2
∑
0p<qs
ad−pad−qrp+q sin pθ sin qθ,
and adding both sides, we have
r2d =
s∑
p=0
a2d−pr2p + 2
∑
0p<qs
ad−pad−qrp+q cos (q − p) θ.
The expression of the right hand side of the above equation will be used many times
later. For convenience, it is denoted by f (r, θ) as
f (r, θ) =
s∑
p=0
a2d−pr2p + 2
∑
0p<qs
ad−pad−qrp+q cos (q − p) θ. (7)
For any θ ∈ (0, π
s
]
,
f (0, θ) = a2d  0 and f (1, θ) <

 s∑
p=0
ad−p

2 = 1.
It is clear that r2d is monotonically increasing for r ∈ [0, 1]. So, for any θ ∈ [0, π
s
]
,
the equation r2d = f (r, θ) has a positive solution for r ∈ [0, 1]. Note that
f (r, 0) = (ad−srs + · · · + ad−1r + ad)2 .
It follows from 0  p < q  s that
0  (q − p)θ  π,
and f (r, θ) is a monotonically decreasing function of θ on
[
0, π
s
]
, i.e., whenever
θo > θ∗,
f (r, θo) < f (r, θ∗) for 0  r  1.
The graphs of y = r2d , y = f (r, 0), y = f (r, θo) and y = f (r, θ∗) are given in Fig.
4. Let λi2 = ri2 eiθi2 and λo = roeiθo be eigenvalues of A where θi2 ∈
[
2π
d
, 2π
d−s
]
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Fig. 4. Graphs of y = r2d , y = f (r, 0), y = f (r, θo) and y = f (r, θ∗).
and θo ∈
(
2π
d−s ,
π
s
]
. It is known from Theorem 1 that ri2 is the unique positive
solution of the equation r2d = f (r, θi2). Note that the points (ri2 , f (ri2 , θi2)) and
(ro, f (ro, θo)) are intersections of the graphs of y = r2d and y = f (r, θ) when
θ = θi2 and θ = θo, respectively. Because the graph of y = f (r, θo) is always below
the one of y = f (r, θi2), the point (ro, f (ro, θo)) locates at the left lower corner of
the point (ri2 , f (ri2 , θi2)) in the (r, y)-plane, i.e., ro < ri2 . By Remark 1, there is no
eigenvalue of A whose argument lies on
(
0, 2π
d
)
. Hence, the eigenvalue λi2 = ri2 eiθi2
where θi2 ∈
[
2π
d
, 2π
d−s
]
is the largest eigenvalue in modulus of A on
(
0, π
s
]
. This
completes the proof. 
Notice that
[
0, π
s
]
can be a small interval. What can we say about f (r(θ), θ) for
θ > π
s
? What are conditions for θ2 ∈
[
2π
d
, 2π
d−s
]
when s > 1? Before answering these
questions, we first derive a recurrence formula of cosine functions. It follows from
the sum-to-product formula
cosmx + cos(m − 2)x = 2 cos(m − 1)x cos x
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for any integer m  2 that
cosmx − cosmy
= 2 cos(m− 1)x cos x− cos(m− 2)x− 2 cos(m− 1)y cos y+cos(m − 2)y
= 2 cos(m − 1)x cos x − 2 cos(m − 1)y cos x + 2 cos(m − 1)y cos x
− 2 cos(m − 1)y cos y − cos(m − 2)x + cos(m − 2)y
= 2 cos x [cos(m − 1)x − cos(m − 1)y] − (cos(m − 2)x − cos(m − 2)y)
+ 2 cos(m − 1)y(cos x − cos y).
Notice that cosmx − cosmy has a factor cos x − cos y. Definegm(x, y) by
cosmx − cosmy = (cos x − cos y)gm(x, y).
Then we have the following recurrence formula for gm(x, y) for cos x /= cos y:{
g0(x, y) = 0, g1(x, y) = 1,
gm(x, y) = 2 cos xgm−1(x, y) − gm−2(x, y) + 2 cos(m − 1)y, m  2.
(8)
For example,
g2(x, y) = 2(cos x + cos y);
g3(x, y) = 4(cos2 x + cos x cos y + cos2 y) − 3;
g4(x, y) = 8(cos x + cos y)(cos2 x + cos2 y − 1).
The sufficient conditions for θ2 ∈
[
2π
d
, 2π
d−s
]
are stated in the following theorem.
Theorem 4. Let θ¯ = 2π
d−s and r
∗ be the unique absolute minimum value of r(θ) on[
2π
d
, 2π
d−s
]
. If for each m ∈ {2, 3, . . . , s}, θ ∈ [π
s
, π
]
, and r∗  r < 1,
ad−(m−1)rm−1 + ad−(m−2)rm−2g2(θ, θ¯) + · · · + adgm(θ, θ¯)  0, (9)
where gm(θ, θ¯) satisfies the recurrence relationship in (8), then θ2 ∈
[
2π
d
, 2π
d−s
]
.
Proof. We first denote f (r, θ) in (7) by h(θ) for simplicity, and rewrite the terms in
the order of 1, cos θ, . . . , cos sθ as follows:
h(θ) :=f (r, θ) = a2d + (ad−1r)2 + +(ad−2r2)2 + · · · + (ad−srs)2
+ 2
(
adad−1r + ad−1ad−2r3 + · · · + ad−(s−1)ad−sr2s−1
)
cos θ
+ 2
(
adad−2r2 + ad−1ad−3r4 + · · · + ad−(s−2)ad−sr2s−2
)
cos 2θ
+ 2
(
adad−3r3 + ad−1ad−4r5 + · · · + ad−(s−3)ad−sr2s−3
)
cos 3θ
+ · · · + 2adad−s cos sθ.
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It is easy to see that h(θ) is monotonically decreasing for θ ∈ [0, π
s
]
. It is known
from Theorem 2 that there is no eigenvalue whose argument is in
(
0, 2π
d
)
and there
is only one eigenvalue whose argument is in
[
2π
d
, 2π
d−s
]
⊂ (0, π
s
)
. As shown in the
proof of Theorem 3, the value of the r-coordinate of the intersection of y = r2d and
y = f (r, θ) decreases as θ increases on [0, π
s
]
. Hence, if
h(θ)  h(θ¯), for θ ∈
[π
s
, π
]
and r∗  r < 1 (10)
then θ2 ∈
[
2π
d
, 2π
d−s
]
. The inequality (10) is equivalent to the inequality:
h(θ) − h(θ¯)
=
(
adad−1r + ad−1ad−2r3 + · · · + ad−(s−1)ad−sr2s−1
)
(cos θ − cos θ¯ )
+
(
adad−2r2 + ad−1ad−3r4 + · · · + ad−(s−2)ad−sr2s−2
)
×(cos 2θ − cos 2θ¯ )
+
(
adad−3r3 + ad−1ad−4r5 + · · · + ad−(s−3)ad−sr2s−3
)
×(cos 3θ − cos 3θ¯ )
+ · · · + adad−srs(cos sθ − cos sθ¯)
 0,
or is equivalent to the following inequality using the notation gm(θ, θ¯) in (8):
h(θ) − h(θ¯)
cos θ − cos θ¯
=
(
adad−1r + ad−1ad−2r3 + · · · + ad−(s−1)ad−sr2s−1
)
+
(
adad−2r2 + ad−1ad−3r4 + · · · + ad−(s−2)ad−sr2s−2
)
g2(θ, θ¯)
+
(
adad−3r3 + ad−1ad−4r5 + · · · + ad−(s−3)ad−sr2s−3
)
g3(θ, θ¯)
+ · · · + adad−srsgs(θ, θ¯ )
 0, (11)
because cos θ − cos θ¯ < 0 from s < d3 in (2). It suffices to show that (9) implies (11).
We have from (9)
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m = 2 ad−1r + adg2(θ, θ¯)  0;
m = 3 ad−2r2 + ad−1rg2(θ, θ¯) + adg3
(
θ, θ¯
)
 0;
m = 4 ad−3r3 + ad−2r2g2(θ, θ¯) + ad−1rg3(θ, θ¯) + adg4
(
θ, θ¯
)
 0;
...
...
m = s ad−(s−1)rs−1 + ad−(s−2)rs−2g2(θ, θ¯) + · · · + adgs(θ, θ¯)  0.
(12)
Multiplying ad−2r2, ad−3r3, ad−4r4, . . . , ad−srs on both sides of each inequality in
(12), respectively, we have
ad−1ad−2r3 + adad−2r2g2(θ, θ¯)  0;
ad−2ad−3r5 + ad−1ad−3r4g2(θ, θ¯) + adad−3r3g3
(
θ, θ¯
)
 0;
...
ad−(s−1)ad−sr2s−1 + ad−(s−2)ad−sr2s−2g2(θ, θ¯)
+ · · · + adad−srsgs(θ, θ¯ )  0. (13)
The inequality (11) follows by adding both sides of all inequalities in (13) and the
inequality adad−1r  0. This completes the proof. 
Note that the left side of each inequality in (9) contains r ∈ [r∗, 1). To check the
sufficient conditions in (9), we may need an estimate of r∗. Observe that the equation
in (4) can be written as
rd−s = sin sθ
sin dθ − rs sin(d − s)θ .
Since
2π − s
d
π  2d − s
2
θ  2π + s
d − s π and
s
d
π  s
2
θ  s
d − s π <
π
2
,
r∗  min
2π
d
θ 2π
d−s
(
sin sθ
sin dθ − sin(d − s)θ
)1/(d−s)
= min
2π
d
θ 2π
d−s
(
cos sθ2
cos (2d−s)θ2
)1/(d−s)

(
cos
sπ
d − s
)1/(d−s)
.
Hence, r∗1 =
(
cos sπ
d−s
)1/(d−s)
is a lower boundof r∗ and will be used later in deri-
vations of inequalities.
For the case (1, d, 2), an alternative sufficient condition can be derived as follows.
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Corollary 1. Let A be a near-periodic row-stochastic Leslie matrix of type (1, d, 2).
If
ad−1 
(
1 − cos 2π
d − 2
)√
adad−2,
then θ2 ∈
[
2π
d
, 2π
d−2
]
.
Proof. It is well-known that
n1 + n2
2
 √n1n2
for any two nonnegative numbers n1 and n2. So,
ad + ad−2r2  2r√adad−2.
Let θ ∈ [π2 , π] and θ¯ = 2πd−2 . Notice that cos θ + cos θ¯  −1 + cos θ¯ . The inequality
in (11) holds since
adad−1r + ad−1ad−2r3 + 2adad−2r2(cos θ + cos θ¯ )
 2ad−1
√
adad−2r2 + 2adad−2r2(cos θ + cos θ¯ )
> 2r2
√
adad−2
(
ad−1 −
(
1 − cos θ¯)√adad−2)
 0.
It follows from the proof of Theorem 4 that θ2 ∈
[
2π
d
, 2π
d−2
]
. 
The sufficient condition given in Corollary 1 is independent of r and is easily
checked. Two examples are given below to illustrate the results in Theorem 4 and
Corollary 1.
Example 5 [5, Example 3.2]. Let (k, d, s) = (1, 11, 2) and a9 = 14 , a10 = 12 , a11 =
1
4 .
In this example, the sufficient condition in Corollary 1 holds:
ad−1 = 12 >
(
1 − cos 2π
d − 2
)√
adad−2 = 5.8489 × 10−2.
So, we conclude that θ2 ∈
[
2π
11 ,
2π
9
]
.
Example 6. Let (k, d, s) = (1, 11, 3) and a8 = 125 , a9 = 1940 , a10 = 1940 , a11 = 1100 .
For this example, θ¯ = π4 , θ ∈
[
π
3 , π
]
, r∗1 =
(
cos 3π8
)1/8 = 0.88685,
g2(θ, θ¯) = 2(cos θ + cos θ¯ )  −2 +
√
2,
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g3(θ, θ¯)=4
(
cos2 θ + cos θ cos θ¯ + cos2 θ¯
)
− 3 = 4 cos2 θ + 2√2 cos θ − 1
4(0) + 2√2(−1) − 1 = −2√2 − 1.
The sufficient conditions (9) in Theorem 4 hold:
ad−1r + adg2(θ, θ¯)  1940 (0.88685) +
(
1
100
)(
−2 + √2
)
= 0.41540 > 0,
ad−2r2 + ad−1rg2(θ, θ¯) + adg3(θ, θ¯)
 19
40
(0.88685)2 + 19
40
(1)
(
−2 + √2
)
+ 1
100
(
−2√2 − 1
)
= 5.7056 × 10−2 > 0.
So, we conclude that θ2 ∈
[
2π
11 ,
π
4
]
.
5. Conclusion
The spectral properties of a near-periodic row-stochastic Leslie matrix A of type
(k, d, s) are studied in this paper. We present the result that each of the intervals[
2π(m−1)
d
, 2πm
d
]
for m = 1, 2, . . . , l contains the arguments of exactly k eigenvalues
of A. It is shown by Kirkland [5] that each of the intervals
[
2πm
d
, 2πm
d−s
]
for m =
1, 2, . . . , l contains the argument of exactly one eigenvalue λ+ = r+eiθ+ of A. In
the special case k = 1, we show that as a lower bound of r+, the solution func-
tion r(θ) attains uniquely its absolute minimum value r∗ on
[
2πm
d
, 2πm
d−s
]
for each
m ∈ {1, 2, . . . , l}. Based on the findings, we develop a simple computation procedure
using Newton’s method to approximate efficiently the pair (r+, θ+). We then derive
sufficient conditions for which the argument of the subdominant eigenvalue λ2 of
A is on
[
2π
d
, 2π
d−s
]
. Using these sufficient conditions and the designed computation
procedure, we can find λ2 efficiently without computing all eigenvalues of A.
A further study of the spectral properties of A and the location of the argument of
λ2 for k > 1 is ongoing. There might be other directions to attack the problem of how
to determine the rate of convergence of a row-stochastic Leslie model. The matrix
perturbation theory, for example, may be used for a periodic row-stochastic Leslie
matrix with a small perturbation as mentioned in the Introduction.
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