Abstract
Introduction

23
Temperature controls many physical properties of rocks and governs a variety 24 of geologic processes, including the generation of magmas and the deformation 25 style of rocks [1, 3, 20, 26] , see also [9, 10, 23] . Thus, knowledge of the thermal 26 structure of the lithosphere is essential for understanding geophysical observa-27 tions and dynamic processes in the deep interior. However, temperature cannot 28 be directly measured beyond a few kilometers depth, in deep mines or drill holes 29 [12, 21] . To obtain the information about the temperature distribution in the 30 lithosphere, the surface observations, e.g. surface heat flux, are extrapolated to 31 the lithosphere base using a heat conduction model [5, 8] . Since the thermal 32 conductivity of rocks are temperature and pressure dependent [11] the prob-33 lem is non-linear. For the one-dimensional case an analytical solution can be 34 found [7, 14] but for the two or three-dimensional case numerical modeling is 35 required. Several previous studies investigated this type of problems using the 36 least squares approach, see [32, 29] , and also [19, 9] , but these authors did not 37 strictly treat the nonlinear aspect resulting from the temperature-dependent 38 thermal properties of rocks.
39
The inverse geothermal problem can be formulated as a boundary value problem 40 for the stationary heat equation in a domain, but where the temperature and 41 heat-flux data are only known on a part of the boundary. This is often referred 42 to as the Cauchy problem for the heat equation [2, 15] , see also [4] and [5] . The 
51
In our implementation we solve the normal equations, that correspond to the 52 minimization of the Tikhonov functional, using the conjugate gradient method.
53
The bulk of the computational work in the algorithm consists of solving several 54 linear systems of equations originating from a finite difference discretization of 55 the underlying well-posed boundary value problem. We also show how to treat 56 the non-linearity of the problem. An important feature of the algorithm is that 57 it can be generalized to the case surface data is available on a 2D area and the 58 temperature distribution for a 3D region below the surface is desired.
59
The outline of this paper is as follows: In Section 2 we introduce a well-posed 60 boundary value problem for the heat-equation that allows us to reformulate the 61 inverse geothermal problem as a non-linear operator equation. We also give 62 the the details of our thermal model. In Section 3 we start by investigating 
, where x is the lateral coordinate, and z is the 74 depth.
75
The boundary of the domain Ω consists of the surface where measurements 76 are available, the base where we specify the heat flux, and the sides where we 77 assume a zero flux. Thus the thermal model is the following: The temperature we can compute the surface heat-flux Q 0 . This means that we can introduce a 88 mapping from Q m to Q 0 that we denote by
In order to simplify the notation in the paper we also introduce a function can be used to approximate the operator K, introduced in (2.2).
107
In our work we use finite differences [31] to discretize the differential equation.
108
The details of our code are described briefly. At interior points we discretize 109 the governing equation using a symmetric difference approximation, for u we can compute the surface heat flux using a one sided difference quotient.
116
We remark that the linear system Au = b is large and sparse but can be solved 117 effectively using either direct or iterative methods. Also, the matrix A only in Table 1 , see also Figure 1 . Note that the heat production is not temperature 141 dependent.
142
For the numerical simulations, with the above thermal model, we picked a com- 
147
Starting from the initial guess T (0) (x, z) = 0 we used our finite difference code 148 to solve (2.1) iteratively,
F is sufficiently small. At each step we solve a 150 sparse linear system of size 75000×75000, with 371412 non-zero elements.
151
The convergence is rather fast, see Figure 1 . The final temperature distribution
152
T (x, z), after convergence, is also displayed. We emphasize that the choice of give an accurate solution. 
that can be solved for the desired heat-flux Q m .
172
In our model the thermal conductivity and heat production are temperature de- we begin by studying the case where the coefficients κ and A p are independent 175 of the temperature. We assume that an approximate temperature distribution 176 T (0) is available and use the notation
in the remainder of this section. Step size: ||T (k) 
F , measured in the Frobenius norm (top,right). The temperature distribution T (x, z) in the lithosphere (bottom,left) and the thermal conductivity κ(x, z, T ) (bottom,right) are also displayed.
In the case where the thermal conductivity κ and heat production A p are both 179 independent of the temperature we can transform the operator (2.2) into a linear 180 operator. The procedure is as follows: First, find a function V (x, z) that satisfies 181 (2.1) with the heat-flux T z (L z , x) = 0 at the base of the model, i.e.
Second, set the surface temperature and the heat production to zero, so that
183
W is defined by
Then T = V + W and we have Q 0 = Q 1 + Q 2 . We conclude that
and that K is a linear operator. 
Analysis of the Linear Problem
187
In this section we study the linear operator K analytically. In order to be able
188
to carry out the analysis we simplify the model and assume that the thermal 189 conductivity κ is a constant.
190
Taking A p = 0, T 0 = 0 and κ a constant, the problem (2.1) transforms into
(3.11)
By separation of variables, we can write the solution as
The condition κT z (x, L z ) = Q m (x) can also be written as
If we then write Q m (x) as a Fourier cosine series,
and compare the two expressions we find that the constants a n can be written 195 as 196 a n = 2κ
At the earth's surface the heat flux κT z (x, 0) = Q 0 is then given by
substituting for a n and reorganizing the expression gives the result given by
The degree of ill-posedness for an operator equation, e.g. In the remainder of this section we are concerned with solving the ill-conditioned 216 linear system of equations, 18) where the vector Q 0 is computed as, see (3.10),
The linear system (3.18) is ill-conditioned and regularization is needed [13, 16] . and λ is a scalar.
229
The regularization parameter λ controls the weight given to the regularization 
A Numerical Example
259
In order to illustrate the ill-posedness of the operator K, and also the effects of First, using the technique described in Section 3, we compute the matrix K, of 
The Non-linear Problem
291
We recall that our goal is to solve the non-linear case, where both the thermal 292 conductivity κ and the heat production A p depend on the temperature. Our First solve the linearized problem using Tikhonov regularization to obtain 
The process is repeated until the update
F is sufficiently small.
299
The algorithm works well, provided that a sufficiently large regularization pa-300 rameter λ is used, but is computationally demanding. At each step we need to 
Modified Normal Equations and an Iterative Method
310
For large grid sizes, e.g. 3D calculations, it is necessary to avoid forming K, 311 see (3.17), explicitly. Instead we note that the minimization problem (3.20) is 312 equivalent to solving the modified normal equations,
Instead of forming the matrix K explicitly we solve the normal equations using block that contains the vector Q m . In matrix form this can be written as
where W 2 is a matrix that places the values in Q m at the correct locations in 320 the vector b. After having computed the temperatures T ij at the grid points a 321 finite difference formula is used to obtain the heat-flux at the surface level. This 322 can also be represented in matrix form as
where W 1 is a matrix that computes a finite difference approximation of the 324 surface heat flux given the temperature values stored in the vector u. The 325 matrix K can be written in factorized form as,
and its transpose can be written as,
In order to evaluate a matrix-vector product K T Q we need to solve a system 328 of equations involving the matrix A T . Our finite difference code is written so 329 it can compute matrix-vector products involving both K and K T . In order to 330 evaluate the product,
we need to form the matrix A once and we need to solve two linear systems of 332 equations (one with A and one with A T ). Note that if the LU decomposition 333 of A is computed then the relation 
where K (k) is the matrix defined by the relation (4.26) above; with κ := κ(T (k) ).
339
The previous solution Q accuracy that the generated Cauchy data [T 0 , Q 0 ] can be considered exact.
349
To the generated Cauchy data we add normally distributed noise of variance ǫ 
356
The purpose of the tests is to illustrate how the algorithm for solving the non- The simulated Cauchy data at the surface level. We display the heatflux Q 0 (left) and the temperature T 0 . In both cases we display both the exact function (blue,dashed curve) and the noisy function (black, solid curve).
Iteration number: k 0 5 10 15
Step size: ||T (k) Tikhonov regularization to work well a good regularization parameter is needed.
359
We suggest that the L-curve is used and in our tests we use the value λ = 
362
For the first test we use the simplest implementation of Tikhonov regularization, 
368
The results are presented in Figure 6 . by comparison and the cost can be neglected.
380
In our second test we solve the same problem again using the iterative implemen- Step size: ||T (k) the fact that the problem is non-linear and κ(T (k),λ ) is recomputed in each step.
391
The computational work for the second test is as follows. For each step of the 392 algorithm we need to form two linear systems corresponding to (3.19) and (3.16).
393
The first system is solved once and the second needs to be solved twice during 394 each step in the CG algorithm. The amount of work required is significantly 395 less than for the first test above.
396
In order to further reduce the amount of computational work we stop the CG (left,black curve), for the case then the stopping in the CG algorithm criteria was set to 10 −9 and also the solution Q (5),λ m (right,black curve) for the case when the stopping criteria were 10 −5 . The two solutions are of equally good quality.
Concluding Remarks
404
In this paper we have presented the inverse geothermal problem. The application 405 is important since many geophysical process are influenced by the temperature.
406
The physical properties of rocks depend strongly on the temperature and the 407 problem is non-linear. 408 We have demonstrated that the problem is severely ill-posed and regularization 
416
Our implementation is based on having a finite difference solver for a related, In our work we consider only 2D models however the algorithm can be expected 426 to work well for 3D calculations as well. As long as the corresponding direct 427 problem can be solved we can also solve the inverse problem. Calculations on a 428 realistic full 3D model is something we intend to do in the future.
