This paper contributes to the forecasting literature by presenting a new evaluation method for density and probability estimates. This procedure is particularly well suited for analysing time series of forecasts implied from option prices, although the results are very general and can be applied also outside this framework. A small scale simulation study documents that valid and accurate inference can be drawn for option implied densities with the proposed method. The new testing procedure is demonstrated in an empirical application on density estimates implied from US $/ British £ currency options.
Introduction
Since the introduction of the option valuation formula in the seminal work of Black & Scholes (1973) and Merton (1973) , researchers have proposed and tested various extensions. In particular, the risk neutral valuation method of Cox & Ross (1976) has found widespread use. 1 They showed that the price of a European option under no-arbitrage conditions is the discounted risk neutral expected value of the payoffs.
Option markets also provide useful information about the future prices of the underlying security. This relation exists since an option's payoff is a uniquely determined function of the future price of the underlying security, and therefore interactions between market participants about the price settlement of the option will also reveal their expectations of the underlying security's price distribution. Such kind of probabilistic information can be recovered using the framework of Cox & Ross (1976) , although it reflects the risk neutral expectations and not the subjective expectations of the investors. However, a striking advantage of modelling the entire distribution is that information about all moments becomes available simultaneously.
The risk neutral density satisfies the Kolmogorov backward equation, and therefore follows a martingale. Rejecting that estimates of the risk neutral density follows a martingale implies that it will provide neither unbiased nor efficient predictions when using it for option valuation or forecasting of asset prices. It is therefore important to assess the quality of the risk neutral price distribution, when using it for such purposes. This study contributes to this field of research by introducing a new general method for testing the adequacy of time series of estimated densities using the martingale restriction.
To date, most research on empirical option pricing has focused on the estimation and testing of densities at a single point in time, while few papers have modelled the stochastic evolution of the option implied distribution through time. Moreover, when testing option pricing models, studies typically examine only specific moments of the risk neutral price distribution, such as pricing errors or implied volatility. 2 In addition, only few methods are available for testing the validity of density estimates. The probability integral transformation (PIT) method suggested by Diebold, Gunther & Tay (1998) is probably the most recognized for test of equality between the density estimatesm and the density of the true data generating process m. For this procedure the inverse probability transformations of the realizations y t = R S t −∞m (z)dz test the dual hypothesis of independence and uniformity, which is satisfied under weak conditions for the null hypothesis. In Bliss & Panigirtzoglou (2004) the PIT approach is applied to test the forecast ability for option implied densities. For this type of applications, the martingale restriction test for densities proposed in this paper complements and extends the PIT literature for density forecasting in several ways. First, the PIT methods test the whole density, whereas the martingale restriction test is much more flexible since it is able to examine specific parts of the distribution. Second, the martingale approach allows inclusion of whatever information available and hence may prove more powerful. Third, if the null hypothesis is rejected, the information included will possibly reveal why it is so. Fourth, when the SDE of the underlying process is not absolutely continuous, i.e. when no density exists, the martingale approach can be used solely on the probabilities instead. This is not possible with the PIT approach.
Two tests are suggested for the practical implementation of the martingale approach. These are corrected versions of the Cramér-von Mises spectral test and the Box-LjungPierce test by Deo (2000) , which are both robust to conditional heteroskedasticity. To examine the finite sample properties of the tests for this type of application, a small scale Monte Carlo study is conducted. Results suggest that it is possible to draw valid and accurate inference when testing on option implied densities.
Time series at weekly frequency of US $/ British £ currency options for the period December 1989 to November 2000 are used in an empirical application to illustrate the novelties of the proposed method. The normal inverse Gaussian (NIG) distribution is chosen for the estimation of the option implied risk neutral density. The martingale restriction is in most cases satisfied, and, furthermore, the implied skewness estimates do not forecast future implied densities, suggesting that the no-arbitrage constraint implicitly imposed in the estimation procedure is satisfied. Consistent with existing literature, however, the implied skewness is found to be a noisy estimate.
The remainder of the paper is organized as follows. Section 1 formalizes the martingale restriction test for densities, while Section 2 presents the simulation study. Empirical results are provided in Section 3, and the conclusion follows in Section 4.
The Martingale Restriction Test
The new testing procedure utilizes the fact that under general conditions a correctly specified distribution measure satisfies Kolmogorov's backward equation and therefore follows a martingale. This is formalized below. First, notation is introduced together with some option pricing theory, relevant for the empirical application.
Option Pricing Theory
In an asset market, where no transaction costs, illiquidities or other market frictions exist, assume that the dynamics of the price of an underlying asset S t on the time interval [0, T ] is a markov process governed by a stochastic differential equation (SDE) and that the price of the risk free asset is determined by an ordinary differential equation
The short (risk free) rate of interest r is a known constant. Both µ(t, S t ) and σ(t, S t ) are "well behaved" measurable functions satisfying the technical assumptions in e.g. Øk-sendal (2003) , so the SDE has a solution. Let (Ω, F T , P ) denote the probability space on which S t is defined, where Ω is the set of possible outcomes, F T is the sigma-algebra of sets in Ω, and P represents the objective probability measure that assigns probabilities to the different elements of F T . Let F= {F W P t } 0≤t≤T denote the filtration that is generated by the Wiener process W P and satisfies the usual conditions, see Protter (2003) . Let S t be adapted to the filtration F, that is, S t is F W P t -measurable for each t. Suppose there exists an equivalent martingale measure Q on F T , i.e. Q v P . This new probability measure Q is equivalent to P on F T in the sense that Q assigns zero probability to a set in F T if and only if P assigns zero probability to the same set. Moreover, the normalized price process of every traded asset is a martingale relative to the filtration F under the equivalent martingale measure, also known as the risk neutral measure. In the case of (1) and (2) the process
, where B t is the numeraire, is a martingale under the measure Q, and the SDE of S t takes the following form
Consider a European type contingent claim with date of maturity T and a F Tmeasurable payoff function H(S T ) square integrable under the Q measure. Let the price process of this contingent claim be denoted by V t . Then the Feynman-Kač stochastic representation formula, well known from any standard mathematical finance text book, can be used to solve for the value of the contingent claim, which under the equivalent martingale measure is given by the discounted risk neutral expected value
where τ = T − t and G τ = e −rτ . Note that if the time t price of a unit discount bond with maturity date T is used, instead of G τ , as the numeraire in the pricing of V t , then the true interest rates can in fact be stochastic.
Continuous Time Results
The Feynman-Kač formula also contains results concerning transition probabilities and transition densities for the solution to an SDE. In this case the formula is given by Kolmogorov's backward equation. These results show that correctly specified transition (or equivalently conditional) probabilities and transition densities follow martingales. In the following presentation some technical details are skipped. For a more comprehensive exposition the reader is referred to the relevant text books, such as Björk (2004) . Consider the stochastic process S = {S s } s∈ [t,T ] that satisfies the SDE
where M denotes either the objective probability P measure or the equivalent martingale measure Q. The corresponding infinitesimal generator A of S is given by
With S as a solution to (5) it follows from the Feynman-Kač formula that the solution to the following boundary value problem
where I D (·) is the indicator function of the set D given by
This argument heuristically establishes the following well known result.
Lemma 1 Let S be a solution to (5). Then the transition probabilitiesM (t, x; T, D) are given as the solution to the equation
Provided the distribution measureM (t, x; T, D) is absolutely continuous with respect to the Lebesgue measure λ 1 , i.e.M ¿ λ 1 , an equivalent result holds for the corresponding transition densities through the relationshipM (t, x; T, D) = R D m(t, x; T, z)λ 1 (dz). In general, whenM ¿ λ 1 , the Radon-Nikodym derivative defined by
Lemma 2 Let S be a solution to (5) and assume thatM ¿ λ 1 . Then the distribution measureM (t, x; T, D) has a density m(t, x; T, z), where m is given as the solution to the equation
and δ z is the unit point mass at z.
Suppose that S is the solution to the SDE in (5). Then the transition probabilities in (6) are given as the solution to the Kolmogorov backward equation in Lemma 1. Moreover, as shown in e.g. Björk (2004, Proposition 4.9) , it follows that the process of the solution to the Feynman-Kač formula, and hence also for the Kolmogorov backward equation, is a martingale under the M -measure relative to the filtration F. This proves the next two propositions.
Proposition 3 Let the transition probabilitiesM (t, x; T, D) be the solution to the Kolmogorov backward equation. Then the distribution measureM (t, S t ; T, D) is a martingale under the M -measure relative to the filtration F.
Imposing weak conditions on the probability measure, the same results hold for the corresponding density m(t, S t ; T, z).
Proposition 4 Assume that the distribution measureM (t, x; T, D) is absolutely continuous with respect to the Lebesgue measure λ 1 , with corresponding density m(t, x; T, z) that satisfies the Kolmogorov backward equation. Then the density m(t, S t ; T, z) is a martingale under the M -measure relative to the filtration F.
From Propositions 3 and 4 it follows that the time series of transition probabilities M (t, S t ; T, D) or transition densities m(t, S t ; T, z) implied from the SDE are martingales. This sets forth a necessary condition for the assumed SDE to equal the true data generating process under the M -measure. If the martingale assumption is violated, the estimated density can produce neither unbiased nor efficient forecasts.
Empirical Implementation
In this section it is explained how to implement the martingale restriction test for transition densities for a given sample and, thus, from now on all results are stated in discrete time.
Assumption 5 The adapted discrete time processM (t, S t ; T, D), t = 0, . . . , T under the M -measure defines the transition probabilities of a correctly specified stochastic process S.
The discrete time counterparts of the results outlined in Propositions 3 and 4 follow straightforwardly by the law of iterated expectations. Hence, provided Assumption 5 is satisfied, the distribution measure is a martingale under the M -measure with respect to the filtration F. More formally, set up the null and alternative hypotheses as follows
is a martingale under the M -measure relative to F.
(7)
is not a martingale under the M -measure relative to F.
By definition, a martingale is characterized by the property that the conditional expectation of a forward increment equals zero, i.e.
and the null hypothesis in (7) can therefore be tested on the increments of the transition probabilities through time.
An Extension of the Martingale Restriction Test
Suppose the density estimates of m(t, x; T, z) are used to forecast extreme events. Then it is mainly the quality of the tails of the transition densities that are of interest. Unfortunately, since the set D inM (t, x; T, D) is defined over a fixed range of S T , the martingale test outlined above cannot be implemented to analyse specifically, e.g. the tails of the density. Consequently, to overcome this undesirable characteristic a novel extension of the proposed martingale test procedure is outlined in Proposition 6. In the followingM j (t, S t ; T, D j ) denotes a distribution measure, where D j can be defined using information up until time t = j such thatM j (t, S t ; T, D j ) is adapted to the filtration F= {F W P t } t∈{j,...,T } .
Proposition 6 Let the distribution measureM j (t, S t ; T, D j ), t = j, . . . , T satisfy Assumption 5, and define the stochastic process M = {M t } t∈{1,...,T } where
Then the process M is a martingale under the M -measure relative to F. Proof. By Assumption 5 the processM j (t, S t ; T, D j ), t = j, . . . , T is a martingale. For
Some comments on the results are in order. The martingale hypothesis is testable using sample estimates of the innovations ∆ j . Furthermore, ∆ j+1 quantifies the innovation in the single distribution measureM j (j, x; T, D j ) at time t = j, so using the set D j it is possible to specify what parts of the transition densities to analyse through time. Furthermore, violation of Assumption 5 implies that neither of the transition probabilities M j (t, S t ; T, D j ) satisfy the martingale restriction. Hence, the power properties when applying the martingale test on M t compared toM (t, S t ; T, D) in (7) are expected to be similar. This conjecture is examined in the simulation study in Section 2. Figure 1 illustrates how ∆ t is computed.
( 1 0 )
The null hypothesis in (10) can be analysed using a wide variety of testing strategies through the construction of D j . With the proposed martingale test, evaluation of the accuracy of estimated density tails, crucial for e.g. Value-at-Risk analysis, is straightforward. Furthermore, the method is dynamically able to test every part of the density with whatever information available. Hence, this is a general but nevertheless powerful testing procedure for assessing the estimated conditional densities and corresponding conditional probabilities. The empirical application of Section 3 illustrates possible applications.
[ Figure 1 about here]
For practical use of the testing methods proposed in this section, specification of the process of the underlying SDE is in general not necessary. Only the corresponding density has to be known under the null hypothesis. For example, the density under the risk neutral measure can be backed out from the European option pricing formula, without knowing the SDE of the underlying asset, and subsequently tested. Moreover, if an estimate of the density for the SDE in (1) under the objective measure P is available, the results of Propositions 3 and 4 are readily available. It is now standard theory that the subjective density can be backed out, if a functional form of the individual agents' preferences is assumed and applied with Girsarnov's theorem to make an adjustment to the risk neutral density, as shown in e.g. Aït-Sahalia & Lo (2000) and applied in a recent study by Bliss & Panigirtzoglou (2004) .
When the option implied risk neutral densities are tested under the objective probability measure, they should in general be corrected to obtain unbiased density estimates under the P -measure. Nonetheless, Söderlind & Svensson (1997) , among others, argue that the foreign exchange risk premium is often negligible for short horizons. For the empirical analysis, where currency option implied density estimates are examined, the risk neutral and the objective densities are therefore likely to be similar, so the proposed martingale test is applied on plain risk neutral density estimates.
Within the option pricing framework of Cox & Ross (1976) the valuation formula in (4) is derived under the assumption that Q v P . For this condition to hold, it is critical that the market admits no arbitrage opportunities. In general, this seems to be a fair assumption in liquid markets. Rejection of the martingale restriction for option implied densities therefore more plausibly indicates that prices are recorded non-synchronously 3 and with errors, that the model setup fails to adequately describe the data generating process, and/or that there are market imperfections. The latter includes: i) bid-ask spreads; ii) transaction costs; and iii) liquidity premia. This conjecture is examined in the empirical analysis in Section 3. It is important to note, however, that the results of Propositions 3 and 4 are derived without the no-arbitrage assumption and hence the proposed martingale restriction test is a very general approach applicable also outside the risk neutral option pricing framework.
Two Tests
Corrected versions of the Cramér-von Mises spectral test and the Box-Ljung-Pierce test of Deo (2000) are in this paper applied to test the martingale hypothesis of the transition densities. Both tests have the advantage of being invariant to conditional heteroskedasticity. In the following, they are outlined and briefly commented.
The Cramér-von Mises Spectral Test In general, spectral shape tests exploit the fact that under the null hypothesis of a martingale process, the spectral density function of the first differenced sequence is constant. This suggests that the martingale restriction can be tested on deviations of the sample spectral density function from the null hypothesis. These types of tests check for deviations across all frequencies in the frequency domain. They are therefore preferable to other martingale tests, such as the variance ratio test, since the latter only looks for deviations in the zero frequency of the spectral density function.
Intuitively, the Cramér-von Mises spectral test statistic examines the autocorrelation structure of the differenced sample time series in the frequency domain. In order to analyse the martingale hypothesis, Deo (2000) derives the limiting behaviour of the test by assuming that the differenced time series under the null satisfies ∆ t = µ + ξ t , where µ is a constant and {ξ t } is a covariance stationary martingale difference sequence with E[ξ (2000) is computed by
, and
The CV M T statistic is computed using the spectral shape test statistic U T,w (t), the sample autocorrelation coefficientρ j at lag j for the differenced time series ∆ t , the sample varianceσ 2 , the sample mean∆, a correction termâ j that takes account of conditional heteroskedasticity and, finally, w T (·), an appropriate sequence of weighting terms for the sample autocorrelation coefficients. The choice of weights is rather heuristic, and sev-eral methods can be considered. For this application the Bartlett kernel is chosen, see e.g. Hamilton (1994) . The spectral shape test statistic U T,w (t) has under fairly weak conditions the same limiting distribution as if ∆ t were an independent identically distributed white noise series. In this case, tabulated critical values from Andersen & You (1996) can be used when carrying out inference for the CV M T statistic.
The Corrected Box-Ljung-Pierce Test In addition to the CV M T statistic, Deo (2000) derived for the same underlying process a corrected Box-Ljung-Pierce statistic that is robust to conditional heteroskedasticity and tests for presence of autocorrelation in ∆ t . It is computed as
whereâ j is defined in (12). If the time series is a martingale difference sequence, then the BLP K statistic is asymptotically χ 2 distributed with K degrees of freedom. From the martingale null hypothesis in (7) or (10) it is apparent that µ = 0 in ∆ t . When testing the martingale restriction of the option implied densities with the CV M T or the BLP K , this restriction should also be examined.
Monte Carlo Simulation
This section presents the results of a small scale simulation study, where the proposed martingale testing methods are compared. Furthermore, size and power properties of the CV M T and BLP K statistics are examined on time series of density innovations in an empirically realistic option pricing framework. For size calculations it is assumed that the (logarithmic) price of the underlying asset follows a geometric Brownian motion (GBM). In the power simulations an Ornstein-Uhlenbeck (O-U) process is generated for the price of the true data generating process, while the null hypothesis is a GBM.
Simulation Design
The setup for the simulations follows that of the empirical application in the following section as close as possible. Hence, t = 0 is regarded as the start of the contingent claim, and t = T is the expiry. Suppose the SDE is a GBM, i.e. dS t = µS t dt + σS t dW t . By Ito's lemma the price p t = log(S t ) is given by
where µ and σ are constants. Recall that τ = T − t. Then p T is conditional Gaussian and given by
( 1 5 ) In the size calculations the data generating process is simulated from (15). For the power analysis the null hypothesis is that the estimate of the conditional densitym(t, x; T, z) equals the normal distribution in (15). The actual price, however, is generated from the following O-U process dp
with corresponding conditional distribution
where the steady state log-pricep and the mean-reversion parameter κ are constants with κ ≥ 0. Hence, for the power calculations the true underlying return process exhibits mean-reversion, where the null hypothesis is no autocorrelation. The GBM and O-U processes are sampled using moments from the Euler discretization scheme with 20 increments between each time step t to reduce the discretization bias for the latter process. The sampling interval is fixed at δ = 1/52, corresponding to weekly observations at a yearly horizon. All data series are drawn from a random number generator initialized from the same seed. Consistent with the empirical analysis, the data generating process is simulated from four to one month before expiry of the contingent claim resulting in 20 observations. In each replication 5, 10, 25 or 50 paths are simulated. Results are reported for 1000 replications.
The annualized volatility is set at 20%, i.e. σ = 0.2. Without loss of generality, no drift term µ is introduced. The long term levelp is set to 100 and the recursion is started at p 0 = log(S 0 ), for S 0 = 100, where the first 100 observations are eliminated to minimize the effect of initial values. The O-U process is sampled with either κ = 5 or κ = 10, and using the following relation for the O-U process ρ δ (1) = − 1 2
, this corresponds to a weekly autocorrelation coefficient ρ of −0.046 and −0.087, respectively.
Time series of the increments in the transition probabilities are computed usinĝ m(t, x; T, z) = n
2´τ , σ 2 τ´, where n denotes the Gaussian density. Both of the proposed martingale tests in (7) and (10) 
2´τ and σ 2 t = σ 2 τ .
Simulation Results
Simulation results of both size and size-corrected power for the CMV T and BLP K statistics, when testing the martingale restriction for option implied densities, are presented in Tables 1 and 2 , respectively.
[Tables 1-2 about here] Table 1 reveals that both the CMV T and BLP K statistics in general have sizes slightly below the nominal level. It is reassuring, though, that this problem is decreasing in the sample size and invariant to the type of testing strategy.
In the power simulations the true process is the O-U process, while the null hypothesis is the log GBM process. From the size-corrected power results in Table 2 it is evident that the test statistics are consistent, since the power is increasing in the number of observations. For T = 500 observations and a weekly autocorrelation of ρ = −0.087, large rejection frequencies are reached for the CMV T and BLP 10 statistics, while satisfactory results are reached for T = 1000, when ρ = −0.046. A comparison of strategy D with D half j and D tail j reveals that, in most cases, the former has slightly higher power. In all cases the BLP 1 statistic has the lowest rejection rate, indicating that more lags of autocorrelations are needed to increase power. Overall, it appears that the CMV T and BLP 10 statistics are able to reject the null hypothesis also for a low number of observations.
Empirical Application
The simulation study in Section 2 indicates that the martingale testing procedure for transition densities, proposed in this paper, is a reliable tool for detecting distributions that provide unbiased and possibly efficient predictions of the future outcome of variables. Next, this conjecture is further examined in an empirical application on option implied densities.
Data
Time series of weekly observations of both put and call US $/ British £ currency options, for the period December 1989 to November 2000, are applied in the empirical analysis. The options are American-style and therefore converted into pseudo-European option prices using the Barone-Adesi & Whaley (1987) approximation to fit the Cox & Ross (1976) risk neutral contingent claim valuation formula.
From the period December 1989 to March 1996, weekly observations of three-month options are available with expiration dates on March, June, September and December. In that period, data from three months to one week to expiry are used with an average of 14.81 observations available for each date. After March 1996 time series of ninemonth options are accessible, and consequently only options between four to one month to expiry are used. For this period, an average 20.39 of observations are accessible every week. Contingent claims in this time range are often traded in high volumes and are therefore expected to contain a relatively small amount of noise. Furthermore, as the option contract approaches its expiry, the implied distribution will eventually degenerate (see Lemma 2). This "time-to-maturity" effect, apparent when estimating option implied densities, is therefore reduced.
For every day that option prices are available, the corresponding underlying forward price is recorded using a futures contract with the same time to maturity. To reduce the problem of non-synchronous prices, only out-of-the-money puts and calls are used, since they are competitively priced due to their liquidity and therefore recorded more synchronously than in-the-money options, as pointed out in Bates (1991) , Gemmill (1996) and Aït-Sahalia, Wang & Yared (2001) , among others. The US $ Treasury Bill rate is used as an approximation of the risk free rate of return r $ . From close to eleven years of weekly data, a time series of 528 implied risk neutral density estimates are obtained.
Estimation
Before making time series inference, a preliminary task is to provide some density estimates. For the empirical application, implied risk neutral densities are extracted using the option valuation formula in (4). The most important advantage of this estimation method is that the distributional properties of the underlying security are captured without knowing the dynamics of the true process. For example, volatility feedback effects, leverage effects and stochastic volatility in the underlying process are reflected in the relevant moments of the corresponding density. 4 Only a few data points are available at each time point when estimating the implied risk neutral density. Thus, a parsimonious model is needed for the estimation procedure, to reduce the possibility of overfitting data. Nevertheless, the distribution must be flexible enough to reflect the diversity of shapes that densities of the return or price processes exhibit. In particular, semi-heavy tail behaviour, asymmetry and excess kurtosis are important characteristics of a density that correctly models the probabilistic behaviour in the log-returns of financial assets. The NIG distribution (see e.g. Barndorff-Nielsen (1997) for an introduction) fits these demands and is chosen for the estimation procedure. Further support for the NIG distribution in an option pricing context is provided in Anagnou et al. (2003) , who evaluated several parametric and non-parametric densities.
The NIG density is given by
, where y ∈ R, η∈ R, ψ > 0, 0 ≤ |φ| ≤ κ, and K 1 is the modified Bessel function of the second kind (by some called third order) and index 1. The parameters (κ, φ, η, ψ) are interpreted as follows; κ and φ are shape parameters, with κ showing fat-tailedness, such that a smaller value of κ implies a density with higher kurtosis. Asymmetry is measured by φ, where φ = 0 denotes a symmetric distribution. Furthermore, η and ψ are location and scale parameters, respectively. Suppose the option implied risk neutral density belongs to the family of NIG distributions. According to the Cox & Ross (1976) valuation formula, values of European calls C t,i (K i , τ ), and European puts P t,j (K j , τ) of the US $/ British £ currency options are then estimated aŝ
where n and m denotes the number of calls and puts, respectively, at the same point in time but with different strike prices K. Conversely, given C t , P t , r τ and the forward price F t , the implied NIG density can be backed out fromĈ t,i andP t,j using the parameter estimatesκ,φ,η andψ. For the empirical analysis, the NIG densities are estimated solving the following minimization problem with nonlinear least squares
I t = {C t , P t , F t , r $ } is the available information set and I t ⊆ F t for the sigma algebra F t of the true (unknown) process of the underlying return. Let r $ denote the British £ risk free interest rate for maturity T . Then from the spot-forward interest rate parity S t e (r $ −r $ )τ = F t , well known from international finance, the probabilistic equivalence between the exchange rate S T and the forward rate F T of the exchange rate is readily perceived.
Evaluation of the Option Implied Densities
In this section, the implied NIG density estimates are analysed applying the different testing rules outlined in Section 1.
Constant D First, the density estimates are tested on a constant interval of the underlying asset price using the following four testing strategies
In Table 3 results are presented for the entire sample period 1990 to 2000 and for two sub-periods before and after 1996. The martingale test is in the interval 1400 ≤ S T ≤ 1500 rejected for the whole period and after 1996. For the remaining intervals the test statistic is unable to reject the martingale hypothesis, suggesting that the NIG density provides an unbiased fit to the distribution of the underlying asset price.
[ Table 3 about here]
Static D j Instead of testing on constant intervals, it is of greater interest to analyse specific areas in the estimated density. For example, the tail behaviour is important for many financial applications, such as Value-at-Risk analysis. In the following, four strategies of this type are formulated . Results are presented in Table 4 . The null hypothesis is rejected for few of the CM V T and BLP K statistics, and, moreover, the sample means of the innovations are all insignificantly different from zero. Hence, the results indicate that NIG density estimates often satisfactorily approximate the distribution of the true underlying process.
[ Table 4 about here]
When the martingale hypothesis is rejected, a negative autocorrelation on the first lag of the ∆ t 's is often apparent. This may imply that the density estimates are overfitting the distribution of the true underlying process and hence produce poor out of sample forecasts. However, the NIG density only has four parameters to estimate. Another explanation of the negative first order autocorrelation is that the skewness estimates implied from the NIG densities are negatively autocorrelated. Preliminary examination of this conjecture revealed a weak positive serial correlation of the implied skewness parameters on the first three lags for all periods except one. This supports the claim that the NIG distribution is overfitting some areas in the risk neutral density. Thus, rejection of the null hypothesis is possibly a consequence of bad choice of parametric model, or even more likely due to noisy parameter estimates. For example, in the 1989 to 2000 sample the skewness estimate ranges between −2.91 and 5.18. This high dispersion supports the observation made by e.g. Bliss & Panigirtzoglou (2002) that measures of the skewness (and kurtosis) are very sensitive to small variations in the tails of the option implied density and thus considerably model dependent and consequently highly unstable.
Dynamic D j Instead of focusing on a fixed range of the density as done above, the martingale test is also capable of analysing the density over the whole real line, and it is therefore related to the PIT methods suggested in e.g. Diebold et al. (1998) for evaluating density forecasts. Furthermore, the martingale test is capable of including additional information in the analysis, which is expected to provide knowledge of the shape of the density forecasts.
For illustration of the generality of the proposed martingale testing procedure, the predictive effect of estimated skewness on the future probabilistic behaviour of the implied NIG density is examined with the following two simple testing rules
denotes the conditional skewness estimate of the NIG density. Both strategies analyse whetherγ t consistently over-or under-predicts the skewness at time t + 1. Results are depicted in Table 5 and reveal that the estimated skewness does not contain information concerning future density estimates.
[ Table 5 about here]
While the martingale hypothesis of the test proposed in this paper is true as long as the corresponding density satisfies Kolmogorov's backward equation, the estimation method for the option implied risk neutral density imposes an extra assumption of noarbitrage. Hence, rejection of the martingale restriction for the implied NIG distribution could be explained by violation of this constraint. This conjecture is examined in the following.
The dynamic testing rules are defined such that if financial markets in general overreact to news, then the sample mean of the innovations will be positive. For example, a negative estimate of the skewness at time t implies that positive skewness is expected in the next period, and consequently the probability that the return is above the mean is computed. The innovation is then positive if this prediction is true. However, the first moment in the innovations, when applying D 1,dynamic j , is negative for the full sample 1989 to 2000 and for the sub-period 1996 to 2000. This does not support the claim that financial markets in general overreact to news. 5
Conclusions
The result that transition densities and transition probabilities under weak assumptions must satisfy the martingale property when they correctly specify the data generating process is in this study proposed as basis for a testing procedure for analysing the time series properties of the corresponding estimates. The method is particularly well suited for evaluation of time series of density forecasts implied from option prices, although the results are very general and can be utilized also outside the option pricing framework.
Rejection of the martingale restriction implies violation of a necessary condition for the density to correctly specify the underlying SDE. In this case the density estimates are neither unbiased nor efficient. This procedure is therefore a natural choice for evaluation of density and interval forecasts. Moreover, a novelty of this approach is that all relevant information can be included to formulate dynamic testing strategies, enabling the researcher to detect the cause of the possible violation of the null hypothesis. Prior to this study, no density evaluation tests of the same generality existed. Two conditional heteroskedastic consistent tests, namely corrected versions of the Cramér-von Mises and the Box-Ljung-Pierce statistics by Deo (2000) , are suggested for the empirical implementation of the martingale test procedure of density and probability forecasts.
In a small scale Monte Carlo study, the proposed martingale testing procedure is shown to provide valid and accurate inference for simulated time series of option implied densities. In particular, for a low number of observations the tests statistics satisfactorily gain power against a hypothesized density of a GBM process, when the true process exhibits autocorrelation. With risk neutral density estimates of the NIG distribution, obtained from weekly observations of US $/ British £ currency options, for the period December 1989 to November 2000, the special features of the martingale testing procedure is illustrated. In most cases, the NIG density appears to provide a reasonable and unbiased estimate of the underlying asset price. Consistent with existing literature, though, the implied skewness is a noisy estimator.
The martingale restriction test is derived in a univariate framework. However, multivariate extensions follow straightforwardly. Currently, work is undertaken regarding inclusion of jumps in the data generating process. Future research could contribute by comparing the martingale method of this paper with other procedures for density and probability evaluation. Of particular interest is the PIT approach proposed in Diebold et al. (1998) . possible in reality if the parameter estimates are correct, and if the density of the option valuation formula belongs to the family of NIG distributions. In this case, rejection of the martingale restriction corresponds to the opportunity of an arbitrage and hence violation of the market efficiency hypothesis. Figure 1 : Illustration of calculation of the innovation in the transition probabilities M (t, S t ; T, D) between time t and t+1. The innovation is given by ∆ t = M t+1 −M t , where M t+1 =M (t + 1, S t+1 ; T, D) and M t =M (t, S t ; T, D) represent areas in the conditional densities m(t + 1, S t+1 ; T, s) and m(t, S t ; T, s), respectively.
