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Resumen
En este escrito se categorizara´ a los entrelazados, estudiando algunas de sus
propiedades. En la primera parte se definen los entrelazados, se les asigna
una composicio´n y se muestran algunos ejemplos, en la segunda parte se
define el concepto de categor´ıa tensorial, en la tercera parte se muestra
que los entrelazados forman una categor´ıa tensorial libre, y por u´ltimo se
establecera´n las reglas de un ca´lculo gra´fico para las categor´ıas tensoriales.
Tambie´n consideramos una extensio´n de las categor´ıas tensoriales llamadas
las categor´ıas trenzadas, a las cuales se le asocian gra´ficos, ana´logos a los
entrelazados. Se considera un nuevo tipo de entrelazados: los entrelaza-
dos enmarcados. Algunas propiedades de los entrelazados enmarcados son
tomadas para formar el concepto de categor´ıa de cintas (ribbon). Final-
mente se mostrara´ como las categor´ıas de cintas producen invariantes de
nudos, llamados invariantes de Reshetikhin Turaev.
1. Los Entrelazados
Definicio´n 1.1. Un entrelazado L es un encajamiento propio de 1-variedades en
R
2 × [0, 1] como se muestra en la figura:
L R2 × {0}
R
2 × {1}
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La frontera de un entrelazado L sera´ un conjunto vac´ıo o un conjunto finito de
puntos en (R2 × {0}) ∪ (R2 × {1}).
Los entrelazados que no poseen puntos frontera, son llamados enlaces, estos son
uniones disjuntas de 1-variedades, isomorfas a la circunferencia S1. Un enlace
con un u´nica componente conexa sera´ llamado un nudo (knot).
Un entrelazado L se dice orientado cuando sus componentes conexas esta´n orien-
tadas, es decir las componentes son encajamientos de 1-variedades orientadas en
R
3.
Definicio´n 1.2. Los entrelazados se pueden relacionar de la siguiente forma:
Dos entrelazados L1 y L2 se dicen equivalentes si existe un homeomorfismo lineal
h : (R2×[0, 1])→ (R2×[0, 1]) que preserva la orientacio´n y tal que h(L1) = h(L2).
Dos entrelazados L1 y L2 son isoto´picos si existe ht : R
2 × [0, 1] → R2 × [0, 1]
para cada t ∈ [0, 1] tal que h0 = identidad y h1 = h y donde (x, t) → (htx, t) es
un homeomorfismo de R2 × {t} en s´ı mismo.
Una isotop´ıa es una deformacio´n continua de un entrelazado en otro que preserva
los puntos frontera y no presenta auto intersecciones. La relacio´n ser isoto´picos
es una relacio´n de equivalencia.
Nos interesa estudiar las clases de equivalencia determinadas por la relacio´n ante-
rior, supondremos sin perdida de generalidad, que podemos alinear los m puntos
ﬁnales inferiores y los n puntos ﬁnales superiores de un entrelazados L sobre
cada uno de los planos (R2 × {0}) y (R2 × {1}) respectivamente, es decir los
puntos frontera inferiores sera´n de la forma {(1, 0, 0), . . . , (m, 0, 0)} y los puntos
frontera superiores sera´n de la forma {(1, 0, 1), . . . , (n, 0, 1)}. Denotaremos para
todo entero n > 0, [n] = {1, 2, . . . , n}. Cuando n = 0 , acordaremos que [0] es el
conjunto vac´ıo. Denotaremos por I el intervalo [0, 1].
Definicio´n 1.3. Sean k y l enteros no negativos. Un entrelazado L de tipo (k, l)
es un entrelazado tal que sus puntos frontera satisfacen la condicio´n
∂L = L ∩ (R2 × {0, 1}) = ([k]× {0} × {0}) ∪ ([l]× {0} × {1}).
Dado un entrelazado de tipo (k, l), deﬁnimos dos sucesiones ﬁnitas s(L) y b(L)
que consisten de signos ma´s ‘+’ o menos ‘-’. La sucesio´n s(L) es de longitud k,
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mientras que b(L) es de longitud l. Si k = 0, entonces s(L) es el conjunto vac´ıo,
si l = 0, b(L) = ∅. En el caso general, se deﬁne
s(L) = (ε1, . . . , εk) y b(L) = (η1, . . . , ηl)
donde ‘εi = +’ [resp. ‘η = +’] si el punto (i, 0, 0) [resp. el punto (i, 0, 1)] es un
punto ﬁnal [resp. inicial] de L. Tenemos ‘εi = −’ y ‘ηi = −’ en el otro caso,
ejemplos de entrelazados importantes son:
1. El segmento de recta que une los puntos [1, 0, 0] ∈ R3 y [1, 0, 1] ∈ R3; este
entrelazado lo denotaremos como ↑. Ana´logamente el entrelazado que une los
puntos [1, 0, 1] ∈ R3 y [1, 0, 0] ∈ R3 lo denotaremos por ↓. Para estos entrelazados
tenemos que s(↓) = (+), b(↓) = (+), s(↑) = (−), y b(↑) = (−).
R
2 × {0}
R
2 × {1}
denotado por ‘ ↓’ denotado por ‘ ↑’
2. Los entrelazados de la ﬁgura siguiente
denotado por X+ denotado por X−
son tales que s(X+) = b(X+) = s(X−) = b(X−) = (+,+).
3. Los entrelazados de la siguiente ﬁgura, son de tipo (2, 0)
denotado por ∩ denotado por ←−∩
Tenemos que s(∩) = (−,+), b(∩) = ∅, s(←−∩ ) = (+,−) y b(←−∩ ) = ∅.
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4. Los entrelazados de la siguiente ﬁgura, son de tipo (0, 2)
denotado por ∪ denotado por ←−∪
Tenemos que s(∪) = ∅, b(∪) = (+,−), s(←−∪ ) = ∅, b(←−∩ ) = (−,+).
1.1. Composicio´n de entrelazados
Para el entrelazado L
L
y el entrelazado L′:
L′
La composicio´n de L′ ◦L se obtiene colocando L′ encima de L del siguiente modo
L′
L
L′ ◦ L∼
En general si tengo entrelazados L y L′ tales que b(L) = s(L′) podemos deﬁnirla
composicio´n L′ ◦ L ana´logo al ejemplo anterior.
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2. Categor´ıas tensoriales
Las categor´ıas tensoriales tambie´n son llamadas categor´ıas monoidales, puesto
que copian las propiedades de los monoides. Un monoide es un conjunto con
un producto el cual es asociativo y posee elemento unidad. Un ejemplo de cate-
gor´ıa monoidal es la categor´ıa de los espacios vectoriales con un producto el cual
puede ser, la suma directa ‘⊕’ de espacios vectoriales, o el producto tensorial ‘⊗’,
de los espacios vectoriales. Primero consideraremos categor´ıas con un producto
estrictamente asociativo y un objeto unidad a derecha e izquierda.
Definicio´n 2.1. Una categor´ıa tensorial estricta (C,⊗, e) es una categor´ıa C
equipada con un bifuntor ⊗ : C × C → C tal que
⊗ ◦ (⊗× id) = ⊗ ◦ (id×⊗) : C × C × C → C (1)
y con un objeto unidad ‘e’ el cual es identidad por derecha e izquierda, para ⊗,
es decir
⊗ ◦ (e× id) = idC = ⊗ ◦ (id× e) (2)
La condicio´n (1) sobre la asocociatividad nos dice que (a ⊗ b)⊗ c = a ⊗ (b ⊗ c)
para todo
a, b, c ∈ Obj(C). La condicio´n (2) nos dice que a ⊗ e = a para todo a ∈ Obj(C).
Para comprender mejor el concepto de categor´ıa tensorial recordaremos el con-
cepto de bifuntor. El producto  es un bifuntor  : C × C → C s´ı:
(a) Para todo par (V,W ) de objetos de la categor´ıa, existe un objeto
VW ∈ Obj(C) asociado.
(b) Existe un morﬁsmo fg, asociado a todo par (f, g) de morﬁsmos de C, tal
que para f : A→ B y g;A′ → B ′
fg : AA′ → BB ′
(c) Si f ′ y g′ son morﬁsmo tales que las composiciones f ′◦f y g′◦g esta´n deﬁnidas
entonces:
(f ′g′) ◦ (fg) = (f ′ ◦ f)(g′ ◦ g).
(d) Tambie´n se cumple que
idVW = idVidW .
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Un ejemplo de bifuntor es el producto tensorial en la categor´ıa V ect(k) de los
espacios vectoriales sobre un cuerpo k. Entonces el producto tensorial de espacios
vectoriales deﬁne un bifuntor de V ect(k)× V ect(k) a V ect(k).
De aqu´ı en adelante denotaremos el bifuntor de una categor´ıa tensorial como ⊗
en lugar de .
Una categor´ıa tensorial (relajada o simplemente tensorial) es una categor´ıa C con
un bifuntor ⊗, el cual es asociativo (salvo un isomorﬁsmo natural α), y un objeto
e unidad el cual es una unidad a derecha e izquierda (salvo isomorﬁsmos naturales
r y l). Formalmente tenemos la siguiente deﬁnicio´n.
Definicio´n 2.2. Una categor´ıa tensorial (C,⊗, e, α, l, r) es una categor´ıa C equipa-
da con un bifuntor ⊗ : C × C → C, con un objeto unidad e, llamado la unidad de
la categor´ıa tensorial y tres isomorfismos naturales α, l, r, tales que
α : αa,b,c : a⊗ (b⊗ c) ∼= (a⊗ b)⊗ c
es un isomorfismo natural para todo a, b, c ∈ C y el penta´gono
(a⊗ b)⊗ (c⊗ d)
a⊗ (b⊗ (c⊗ d)) ((a⊗ b)⊗ c)⊗ d
a⊗ ((b⊗ c)⊗ d) (a⊗ (b⊗ c))⊗ d

α

id⊗α




α

α

α⊗id
es conmutativo para todo a, b, c ∈ C.
Los isomorﬁsmos naturales l y r son tales que l : la : e⊗ a ∼= a, r : ra : a⊗ e ∼= a
y satisfacen el siguiente diagrama triangular, para todo a, c ∈ C.
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a⊗ (e⊗ c)
a⊗ c
(a⊗ e)⊗ c

α

id⊗l


r⊗id
En la siguiente seccio´n se muestra como los entrelazados forman una categor´ıa
tensorial estricta.
3. La categor´ıa de los entrelazados
Procederemos a ver el conjunto de los entrelazados orientados, como una categor´ıa
tensorial estricta a la que denotaremos por T . Por deﬁnicio´n los objetos de T son
las sucesiones ﬁnitas de signos ma´s ‘+’ o menos ‘-’, incluyendo la sucesio´n vac´ıa, y
los morﬁsmos de T son las clases de isotop´ıa de los entrelazados orientados. Para
todo entrelazado orientado L, las sucesiones s(L) y b(L) deﬁnidas anteriormente,
corresponden al dominio y rango, respectivamente, del morﬁsmo que L deﬁne.
Por otra parte la identidad id : Ob(T ) → Hom(T ) esta deﬁnida por la siguiente
regla: id∅ es el conjunto vac´ıo ∅, si ε es una sucesio´n ﬁnita de longitud n en Ob(T ),
deﬁnimos idε como la clase de isotop´ıa de los entrelazados L formados por la unio´n
de los intervalos ({1}×{0}× [0, 1])∪ ({2}×{0}× [0, 1])∪· · · ∪ ({n}×{0}× [0, 1])
del espacio R2 × [0, 1], la orientacio´n de estos intervalos esta determinada por la
regla s(idε) = b(idε) = ε. La composicio´n de entrelazados deﬁnida anteriormente
es la composicio´n en T .
Equipamos a T con un producto tensorial. Este esta deﬁnido como la concate-
nacio´n de sucesiones, es decir, si ε = (ε1, . . . , εk) y ε
′ = (εk+1, . . . , εl) son objetos
de T , entonces su producto tensorial esta dado por
ε⊗ ε′ = (ε1, . . . , εk, εk+1, . . . , εl).
Adema´s ∅ ⊗ ε = ε = ε ⊗ ∅. Esta operacio´n es asociativa. El producto tensorial
para los morﬁsmos se deﬁne como sigue, si L y L′ son clases de isotop´ıa para
entrelazados, L ⊗ L′ es la clase de isotop´ıa del entrelazado orientado obtenido
colocando L′ a la derecha de L. Esta operacio´n esta bien deﬁnida (con respecto a
la relacio´n de equivalencia isoto´pica), es asociativa y deﬁne un bifuntor de T ×T
en T .
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Proposicio´n 3.1. La categor´ıa de los entrelazados T equipada con el producto
tensorial definido anteriormente es una categor´ıa tensorial estricta, en la cual la
unidad I es el conjunto vac´ıo ∅.
La demostracio´n se sigue naturalmente de la deﬁnicio´n de producto tensorial de
entrelazados y de la deﬁnicio´n de categor´ıa tensorial estricta.
En lo que sigue, usaremos la siguiente notacio´n: ↓= id(+) y ↑= id(−), adema´s
notaremos X⊗Y simplemente por XY . Con esta´ notacio´n estableceremos una de
las propiedades ma´s interesantes de esta categor´ıas, que fue independientemente
obtenida por Turaev [Tur89] y Yetter [Yet90]. Este resultado se establece en el
siguiente Teorema:
Teorema 3.2. [Yet88][Tur89] La categor´ıa tensorial T es generada por los seis
morfismos
∪,←−∪ ,∩,←−∩ , X+, X−,
y las relaciones (ver la definicio´n de composicio´n de entrelazados (1.1))
(↓ ∩) ◦ (∪ ↓) =↓= (←−∩ ↓) ◦ (↓ ←−∪ ) (3)
(↑ ←−∩ )(←−∪ ↑) =↑= (∩ ↑) ◦ (↑ ∪) (4)
(∩ ↑↑) ◦ (↑ ∩ ↓↑↑) ◦ (↑↑ X+− ↑↑) ◦ (↑↑↓ ∪ ↑) ◦ (↑↑ ∪) (5)
= (↑↑ ←−∩ ) ◦ (↑↑↓ ←−∩ ↑) ◦ (↑↑ X+− ↑↑) ◦ (↑ ←−∪ ↓↑↑) ◦ (←−∪ ↑↑)
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X+ ◦X− = X− ◦X+ =↓↓, (6)
(X+ ↓) ◦ (↓ X+) ◦ (X+ ↓) = (↓ X+) ◦ (X+ ↓) ◦ (↓ X+) (7)
(↓ ←−∩ ) ◦ (X+− ↑) ◦ (↓ ∪) =↓,
(8)
(∩ ↓↑) ◦ (↑ X−+ ↑) ◦ (↑↓ ∪) ◦ (↑↓ ←−∩ ) ◦ (↑ X+− ↑) ◦ (←−∪ ↓↑) =↓↑ . (9)
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(↑↓ ←−∩ ) ◦ (↑ X+− ↑) ◦ (←−∪ ↓↑) ◦ (∩ ↓↑) ◦ (↑ X−+ ↑) ◦ (↑↓ ∪) =↑↓ . (10)
Demostracio´n. Ver [Kas95].
Siempre que se tiene una categor´ıa tensorial C (no estricta) podemos construir
una categor´ıa tensorial estricta Cstr la cual es tensorialmente equivalente a C.
La idea general para su construccio´n es la siguiente: Los objetos de Cstr sera´n
las sucesiones ﬁnitas de la forma S = (V1, . . . , Vk) de objetos de C incluyendo la
sucesio´n vac´ıa. Si S = (V1, . . . , Vk) y S
′ = (Vk+1, . . . , Vk+n) son dos sucesiones no
vac´ıas, denotamos por S ⊗ S ′ a la secuencia,
S ⊗ S ′ = (V1, . . . , Vk, . . . , Vk+n),
obtenida agregando S ′ despue´s de S. Adema´s tenemos que S⊗∅ = S = ∅⊗ S. A
cada objeto V de Cstr le asignamos un objeto F (V ) de C deﬁnido inductivamente
del siguiente modo
F (∅) = e, F ((V )) = V, F (S ⊗ (V )) = F (S)⊗ V.
Deﬁnimos los morﬁsmos de Cstr por
HomCstr(S, S
′) = HomC(F (S), F (S ′)).
esta nueva categor´ıa es tensorial estricta y equivalente a C, ver [Mac98].
La categor´ıa de los espacios vectoriales de dimensio´n ﬁnita sobre un cuerpo k,
V ecf (k), es un ejemplo de una categor´ıa tensorial (usando el producto tensorial
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de los espacios vectoriales) la cual no es estricta y a la que le podemos aplicar
la te´cnica anterior para generar una categor´ıa tensorialmente equivalente que
denotaremos por V .
Podemos observar que existen algunas analog´ıas entre las categor´ıas Cstr y la
categor´ıa de los entrelazados orientados T ; los objetos de T son sucesiones de
la forma: ε tales que ε = (ε1, . . . , εn) = (ε1) ⊗ · · · ⊗ (εn) los objetos de Cstr son
sucesiones (V1, . . . , Vn) = (V1)⊗ · · · ⊗ (Vn). Si ﬁjamos dos elementos V y W en C
podemos obtener una biyeccio´n entre los objetos de T y el conjunto de todas las
posibles sucesiones formadas con V y W . Si encontramos seis morﬁsmos en Cstr
que cumplan con las relaciones del Teorema (3.2), obtenemos una representacio´n
de T en Cstr.
Cuando encontramos una representacio´n de T en una categor´ıa tensorial (C,⊗, I),
obtenemos un funtor tensorial F : T → C. Por el hecho de ser tensorial, la imagen
de la unidad de T (la sucesio´n ∅ ) es enviada en la unidad I de la categor´ıa C, un
enlace L es un morﬁsmo L : ∅ → ∅, por lo tanto F (L) es un endomorﬁsmo de la
unidad de C. Como un morﬁsmo L de la categor´ıa T es precisamente la clases de
isotop´ıa de un entrelazado L, tenemos que si los entrelazados L y L′ son isoto´picos
F (L) = F (L′). Estos invariantes son tan robustos que usando la te´cnica anterior
es posible demostrar la existencia y unicidad del polinomio Homﬂy.
4. Ca´lculo gra´fico para categor´ıas tensoriales
Se desea establecer un sistema para representar morﬁsmos, de ciertas categor´ıas
que presenten propiedades ana´logas a los morﬁsmos de la categor´ıa de los entre-
lazados orientados T .
Sea C una categor´ıa tensorial. Representaremos un morﬁsmo f : U → V en C por
una caja con dos ﬂechas verticales orientadas hacia abajo como en la ﬁgura.
f
V
U
Aqu´ı U y V son representados por las ﬂechas y f es representada por la caja.
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El gra´ﬁco para la composicio´n de f : U → V y g : V → W es obtenido, de modo
ana´logo a como se obtiene la composicio´n de dos entrelazados, es decir, colocando
el gra´ﬁco de g encima del gra´ﬁco de f , como en la ﬁgura.
g ◦ f
W
U
g
f
W
V
U
La identidad de V se representa como una ﬂecha vertical hacia abajo ↓ V . El
producto tensorial de dos morﬁsmos f y g es representado por cajas puestas una
al lado de la otra como en la ﬁgura.
f ⊗ g
U ′
U
V ′
V
f ⊗ g
U ′ ⊗ V ′
U ⊗ V
U ′
U
V ′
V
f g
U ′
U
f g
V ′
V
⊗
Un morﬁsmo f : U1 ⊗ · · · ⊗ Um → V1 ⊗ · · · ⊗ Vn es representado por la ﬁgura
V1 · · ·
U1 · · ·
f
Vi · · ·
Ui · · ·
Vn
Un
5. Dualidad
Sea V un espacio vectorial de dimensio´n ﬁnita y V ∗ su dual, con bases {vi} y {vi}
respectivamente, podemos deﬁnir la funcio´n evaluacio´n evV , evV : V
∗ ⊗ V → k
mediante la formula:
evV (v
i ⊗ vj) =< vi, vj >= δi,j.
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Tambie´n deﬁnimos la funcio´n coevaluacio´n δV , δV : k → V ⊗ V ∗ como:
δV (1) =
∑
i
vi ⊗ vi.
Las funciones evV y δV son independientes de la escogencia de la base.
Recordemos que si tenemos una funcio´n lineal en espacios de dimensio´n ﬁnita
f : U → V , dada por f(uj) =
∑
i f
i
jvi deﬁnimos su transpuesta f
∗ : V ∗ →
U∗ por f∗(vj) =
∑
i f
j
i u
i. Un ejercicio sencillo que el lector puede realizar en
este punto es veriﬁcar que evV y δV satisfacen: (idV ⊗ evV )(δV ⊗ idV ) = idV y
(evV ⊗ idV ∗)(idV ∗ ⊗ δV ) = idV ∗ . Una propiedad interesante de la transpuesta de
una funcio´n f , es que se puede escribir en te´rminos de las funciones evaluacio´n y
coevaluacio´n del siguiente modo:
Proposicio´n 5.1. Sea f : U → V una funcio´n lineal, entonces la transpuesta de
f , f∗ es igual a la composicio´n de las funciones
V ∗ V ∗ ⊗ U ⊗ U∗ V ∗ ⊗ V ⊗ U∗ U∗idV ∗⊗δU idV ∗⊗f⊗idU∗ evv⊗idU∗
Demostracio´n. Se sigue directamente de la deﬁnicio´n de evV y δV en te´rminos de
una base.
Corolario 5.2. Toda categor´ıa tensorial C,⊗, donde los objetos de C y los mor-
fismo de C, satisfagan las relaciones (3)- (10), del teorema (3.2), es isomorfa a
T
Demostracio´n. Es consecuencia inmediata del teorema (3.2).
Si en la categor´ıa tensorial estricta V , asociada a la categor´ıa de los espacios vecto-
riales de dimension ﬁnita V ecf(k), ﬁjamos un objeto W ∈ V ecf(k), podemos rela-
cionar a (W ) ∈ V [respectivamente (W ∗) ∈ V ] con el objeto (+) [respectivamente
(−)] de la categor´ıa T de los entrelazados orientados. Al morﬁsmo ∪ ∈ Hom(T ),
∪ : ∅ → (+,−) [respectivamente, al morﬁsmo ∩ ∈ Hom(T ), ∩ : (−,+) → ∅]
le asignamos la funcio´n coevaluacio´n δV ∈ Hom(V)1, δV : k → V ⊗ V ∗ [res-
pectivamente evV ]. Esta asignacio´n se hace de este modo dado que evV y δV
1En realidad si δV ∈ V deber´ıa notarse como δV : (k) → (V, V ∗), pero esperamos que no
creara´ confusiones.
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satisfacen que (idV ⊗ evV )(δV ⊗ idV ) = idV , la cual corresponde para los mor-
ﬁsmos ∪,∩ ∈ Hom(T ) a (↓ ∩) ◦ (∪ ↓) =↓ que corresponde al lado izquier-
do de la relacio´n (3) del Teorema (3.2); adema´s evV y δV tambie´n satisfacen
que (evV ⊗ idV ∗)(idV ∗ ⊗ δV ) = idV ∗ , que para ∪,∩ ∈ Hom(T ) corresponde a
↑= (∩ ↑) ◦ (↑ ∪), el cual es el lado derecho da la relacio´n (4) del Teorema (3.2),
gra´ﬁcamente:
(idV ⊗ evV )(δV ⊗ idV ) = idV y (evV ⊗ idV ∗)(idV ∗ ⊗ δV ) = idV ∗ (11)
Dado que tratamos de adoptar un ca´lculo gra´ﬁco, el cual se parezca a los entre-
lazados, tenemos que la identidad de W ∗ se graﬁcara´ como una ﬂecha vertical
hacia arriba denotada: ↑ W . En te´rminos generales tenemos que un morﬁsmo
f : U∗ → V ∗ puede ser representado por varios gra´ﬁcos entre ellos:
f =
V ∗
U∗
V
U∗
f =
V ∗
U
f =
V
U
f
Usando la proposicio´n (5.1) podemos representar la transpuesta f∗ de un morﬁs-
mo f : U → V con el siguiente diagrama:
V
U
f
f∗ = (evV ⊗ idU∗)(idV ∗ ⊗ f ⊗ idU∗)(idV ∗ ⊗ δV ).
En una categor´ıa tensorial estricta, podemos abstraer la nocio´n de dualidad de
la siguiente forma:
Definicio´n 5.3. Sea (C,⊗, e) una categor´ıa tensorial estricta. Una categor´ıa ten-
sorial posee dualidad a izquierda si para cada objeto V , V ∈ C existe un objeto
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V ∗ ∈ C y morfismos bV y dV de C tales que:
bV : e→ V ⊗ V ∗ y dV : V ∗ ⊗ V → e,
tal que:
(idV ⊗ dV )(bV ⊗ idV ) = idV y (dV ⊗ idV ∗)(idV ∗ ⊗ bV ) = idV ∗ .
Los morﬁsmos bV : e → V ⊗ V ∗ y dV : V ∗ ⊗ V → e son representados por los
gra´ﬁcos:
bV dV
Las anteriores deﬁniciones generalizan las propiedades usuales de dualidad en la
categor´ıa de los espacios vectoriales de dimensio´n ﬁnita. Esto se veriﬁca en la
siguiente proposicio´n.
Proposicio´n 5.4. Sea C una categor´ıa tensorial estricta con dualidad a izquierda.
Entonces si f : V →W y g : U → V son morfismos de C tenemos (f◦g)∗ = g∗◦f∗
y (idV )
∗ = idV ∗ para todo objeto V .
Demostracio´n. Usando el ca´lculo gra´ﬁco tenemos que
f∗
g∗
W
V
U
g∗ ◦ f∗
U∗
W ∗
f
g
W
V U
f∗
g
W
V U
(f ◦ g)∗
U∗
W ∗
(f ◦ g)∗
U
W
(f ◦ g) U
W W
f
g
V= = = =
= =
=
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Para ver que (idV )
∗ = idV ∗ , se usan las deﬁniciones de la transpuesta de idV y la
deﬁnicio´n de categor´ıa con dualidad a izquierda tenemos, as´ı tenemos:
(idV )
∗ = (dV ⊗ idV ∗) ◦ (idV ∗ ⊗ idV ⊗ idV ∗) ◦ (idV ∗ ⊗ bV )
= (dV ⊗ idV ∗) ◦ (idV ∗ ⊗ bV )
= idV ∗
La nocio´n de dualidad a derecha, se obtiene del siguiente modo: una categor´ıa
tensorial estricta (C,⊗, e) se dice que es una categor´ıa con dualidad a derecha si
para cada objeto V de C existe un objeto ∗V y morﬁsmos
b′V : e →∗ V ⊗ V y d′V : V ⊗∗ V → e,
en la categor´ıa, tal que:
(d′V ⊗ idV )(idV ⊗ b′V ) = idV y (id∗V ⊗ d′V )(b′V ⊗ id∗V ) = id∗V .
Podemos deﬁnir la transpuesta a derecha de f , ‘∗f ’ ana´logo a f∗:
∗f = (id∗V ⊗ d′W )(id∗V ⊗ f ⊗ id∗W )(b′V ⊗ id∗W ).
En categor´ıas generales la dualidad por derecha es distinta al dualidad izquierda,
sin embargo cuando en una categor´ıa C se tiene dualidad a derecha e izquierda
se dice que C es auto´noma. En este caso, existen isomorﬁsmos tales que:
∗(V ∗) ∼= V ∼= (∗V )∗,
para todo objeto V en C. Ver [BJ01].
6. Categor´ıas trenzadas
Consideraremos algunas extensiones de las categor´ıas tensoriales. La primera
de ellas, es la de categor´ıa tensorial sime´trica. Una categor´ıa tensorial sime´tri-
ca es una categor´ıa donde el producto tensorial no solo es asociativo (salvo
isomorﬁsmos), sino que adema´s es sime´trico, salvo un isomorﬁsmo natural c,
ca,b : a⊗ b ∼= b⊗ a, tal que el siguiente diagrama conmuta:
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a⊗ b
a⊗ b
b⊗ a

ca,b

id
cb,a
As´ı como se generalizo´ la idea de asociatividad se desea generalizar la nocio´n de
simetr´ıa para ello deﬁnimos la nocio´n de trenza.
Definicio´n 6.1. Una trenza para una categor´ıa tensorial (B,⊗, e, α, l, r) consiste
de una familia de isomorfismos naturales:
ca,b : a⊗ b ∼= b⊗ a, para a, b ∈ B.
tales que los siguientes diagramas hexagonales conmuten para todo objeto U,W, V
en B.
U ⊗ (V ⊗W ) (V ⊗W )⊗ U
(U ⊗ V )⊗W V ⊗ (W ⊗ U)
(V ⊗ U) ⊗W V ⊗ (U ⊗W )

cU,V ⊗W

αV,W,U




αU,V,W

cU,V ⊗idW

αV,U,W




idV ⊗cU,W
(U ⊗ V )⊗W W ⊗ (U ⊗ V )
U ⊗ (V ⊗W ) (W ⊗ U) ⊗ V
U ⊗ (W ⊗ V ) (U ⊗W )⊗ V

cU⊗V,W

α−1W,U,V




α−1U,V,W

idU⊗cV,W

α−1U,W,V




cU,W⊗idV
Definicio´n 6.2. Una categor´ıa tensorial trenzada (B,⊗, e, α, l, r, c) es una cate-
gor´ıa tensorial, con una trenza c.
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Ejemplos de categor´ıas trenzadas son V ec(k) con el producto tensorial de los
espacios vectoriales, y el isomorﬁsmo natural A⊗ B ∼= B ⊗ A como trenza, otro
ejemplo es la categor´ıa T con la trenza cn,m : [n]⊗ [m] ∼= [m]⊗ [n] ∈ Obj(T ) para
objetos en Obj(T ), dada por:
n m
n m
Si nos basamos en el u´ltimo ejemplo tenemos que para una categor´ıa tensorial
trenzada, con una trenza c, podemos representar a cV,W y a c
−1
V,W , respectivamente,
con los siguientes diagramas:
V W V W
V W V W
cV,W c
−1
V,W
De la deﬁnicio´n de trenza tenemos las siguientes relaciones:
V ⊗W V ⊗W
cV,W
c−1V,W
=
c−1V,W
cV,W
=
El hecho de que c sea isomorﬁsmo natural se expresa como
V W V W
g f f g
W ′ V ′ W ′ V ′
=
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Si aplicamos este ca´lculo gra´ﬁco a la categor´ıa V ecf(k), podemos relacionar los
morﬁsmo X+ y X− con morﬁsmos cV,W y c−1V,W tales que cV,W : V ⊗W → W ⊗V
y c−1V,W : W ⊗V → V ⊗W . Pero para poder identiﬁcar X+ y X− con cV,W y c−1V,W ,
respectivamente, sin temor a generar inconsistencias se necesita que cV,W y c
−1
V,W
cumplan las condiciones ana´logas a la de entrelazados, ver Teorema (3.2).
c−1 c cU,V
idW
cU,WidU
cV,W idUc c
−1
V ⊗ V
= = =
La primera gra´ﬁca nos dice que c ◦ c−1 = c−1 ◦ c = idV⊗V . La segunda gra´ﬁca
aﬁrma que
(cV,W⊗idU)(idV ⊗cU,W )(cU,V ⊗idW ) = (idW⊗cU,V )(cU,W⊗idV )(idU⊗cV,W ). (12)
En el caso c = cV,V esta relacio´n es llamada la ecuacio´n de Yang-Baxter. Un
automorﬁsmo c, c : V ⊗ V → V ⊗ V es una solucio´n de la ecuacio´n de Yang-
Baxter si satisface la siguiente ecuacio´n:
(c⊗ idV )(idV ⊗ c)(c⊗ idV ) = (idV ⊗ c)(c⊗ idV )(idV⊗) (13)
7. Categor´ıas de cintas
Las categor´ıas sime´tricas tienen la propiedad que cV,W ◦ cW,V = idV,W , esto nos
permite deﬁnir dualidad a derecha con ayuda de la trenza y la dualidad a izquierda
de la siguiente forma:
b′V = cV,V ∗ ◦ bV d′V = dV ◦ cV,V ∗ . (14)
Es decir, una categor´ıa tensorial sime´trica con dualidad a izquierda [ respecti-
vamente a derecha] inmediatamente tengo dualidad a derecha, [ respectivamente
a izquierda] con lo cual la categor´ıa es auto´noma. Esta propiedad se puede ver
gra´ﬁcamente como:
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= =
En categor´ıas trenzadas, no sime´tricas, tenemos que c2 = id; es decir, no nece-
sariamente las ecuaciones (14) nos garantizan una dualidad. Para poder extender
estas ideas de dualidad introduciremos los entrelazados enmarcados (framed
tangles) tambie´n llamados entrelazados de cintas (ribbon tangles). Una cinta
es la imagen homeomorﬁca de un recta´ngulo de R2 en R2 × [0, 1] con dos bordes
en ∂(R2 × [0, 1]) = (R2 × {0}) ∪ (R2 × {1}), a estos bordes los llamaremos las
bases de la cinta. En una cinta, cuando sea necesario, se distinguira´ cada una de
las dos caras, se dibujara una cara con blanco y la otra con negro. Tambie´n se
considerara´n ima´genes homeomorﬁcas de anillos, (en lugar de recta´ngulos) que
llamaremos enlaces enmarcados, los cuales tambie´n tienen caras que se pueden
distinguir una de la otra, dibuja´ndolas en blanco y negro.
Definicio´n 7.1. Un entrelazado enmarcado, es la clase de isotop´ıa de una unio´n
de cintas y enlaces enmarcados en R2 × [0, 1], los cuales no se interceptan.
Los entrelazados enmarcados forman una categor´ıa tensorial estricta con dualidad
a izquierda, que denotaremos por M. La categor´ıaM se deﬁne como se deﬁnio´ la
categor´ıa T de los entrelazados orientados. Los objetos de M son los objetos de
T , los morﬁsmos de M son las clases de isotop´ıa de los entrelazados enmarcados
orientados. La composicio´n, la unidad, el producto tensorial son ana´logos a como
se deﬁnio´ en T . La trenza cn,m es deﬁnida por:
n m
n m
Para describir la dualidad a izquierda, sea ε un objeto de M expl´ıcitamente
ε = (ε1, . . . , εn) una sucesio´n de signos ‘+’ mas o ‘-’ menos. Deﬁnimos el objeto
dual por la sucesio´n ε∗ = (−εn, . . . ,−ε1). Las funciones bε : ∅ → (ε ⊗ ε∗) y
dε : (ε
∗ ⊗ ε) → ∅ son entrelazados enmarcados representados por las siguientes
ﬁguras:
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bε dε
Para cada elemento ε ∈ Obj(M) deﬁniremos el twist de ε que denotaremos por
θε, θε : ε → ε as´ı: si ε = (+), θ(+) es la cinta orientada hacia abajo representada
por:
θ(+) θ(+)
El inverso de θ(+), θ
−1
(+) esta dado por la cinta con direccio´n hacia abajo
θ−1(+) θ
−1
(+)
Para deﬁnir el twist, en general, sea ε una sucesio´n de longitud n entonces θε
es obtenido torciendo el plano, que contiene las n cintas, un a´ngulo de 2π, la
direccio´n de cada una de las cintas resultantes esta´ dada por los signos de la
sucesio´n ε. Ma´s formalmente usando el hecho que ε tambie´n se puede escribir
como ε = ε1 ⊗ · · · ⊗ εn, donde εi, i = 1, . . . , n, n ≥ 2 son signos ma´s [+] o menos
[-]. Si n = 2 deﬁnimos θεa⊗εb = cεa,εb ◦ θεa ⊗ θεb ◦ cεa,εb, inductivamente se deﬁne el
twist de cualquier sucesio´n ε de longitud n ≥ 2. Como un ejemplo del twist para
un elemento ε ∈M de longitud 2, θε es de la forma:
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θε θε
c
c
Usando la trenza y el twist, podemos deﬁnir morﬁsmos b′ε : ∅ → ε∗ ⊗ ε y d′ε :
ε⊗ ε∗ → ∅ para todo objeto ε de M por:
θεidε∗
cε,ε∗
bε
b′ε=
dε
cε,ε∗
idε∗θε∗
b′ε = (idε∗ ⊗ θε)cε,ε∗bε d′ε = dεcε,ε∗(θε ⊗ idε∗)
= d′ε
Definicio´n 7.2. Sea (R,⊗, c, e) una categor´ıa tensorial trenzada con dualidad a
izquierda.
(a) Un twist es una familia {θV : V → V }V ∈Ob(R) de isomorfismos naturales tal
que el siguiente diagrama conmuta.
V ⊗W W ⊗ V
V ⊗W W ⊗ V

θV⊗W

cV,W

θW⊗θV
ﬀ
cW,V
para todo V,W en R. Adema´s
(b)
θV ∗ = (θV )
∗
para todo V en R.
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Como el twist es un isomorﬁsmo natural tenemos para todo morﬁsmo
f ∈ HomR(V,W ) la propiedad θWf = fθV . Usando el ca´lculo gra´ﬁco podemos
representar las relaciones de esta deﬁnicio´n como
θV θ
−1
V =θV⊗W
cV,W
cW,V
θW θV
θV ∗ = θV
θV⊗W = cV,WθW ⊗ θV cW,V θV ∗ = (θV )∗
Definicio´n 7.3. Una categor´ıa cinta (R,⊗, c, θ, e) es una categor´ıa tensorial es-
tricta trenzada con dualidad izquierda y con un twist θ.
Al igual que en la categor´ıa de los entrelazados enmarcados, para una categor´ıa
cinta podemos deﬁnir morﬁsmos b′V : e → V ∗ ⊗ V y d′V : V ⊗ V ∗ → e para cada
objeto V ∈ R mediante:
b′V = (idv∗ ⊗ θV )cV,V ∗bV d′V = dV cV,V ∗(θV ⊗ idV ∗).
Como es de esperarse, estos morﬁsmos sera´n representados por:
b′V d
′
V
Proposicio´n 7.4. Los morfismo b′V y d
′
V , nos proporcionan una dualidad a
derecha; es decir
(d′V ⊗ idV )(idV ⊗ b′V ) = idV
y
(idV ∗ ⊗ d′V )(b′V ⊗ idv∗) = idV ∗ .
Para una demostracio´n vea en [Kas95].
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8. Traza y dimensio´n
En los espacios vectoriales de dimensio´n ﬁnita las funciones evaluacio´n y
coevaluacio´n, permiten deﬁnir el concepto de traza y de dimensio´n, los cuales
se generalizara´n a otras categor´ıas del siguiente modo:
Proposicio´n 8.1. Sea f : V → V una funcio´n lineal. Entonces la traza de f es
igual a la composicio´n de las funciones
k V ⊗ V ∗ V ⊗ V ∗ V ∗ ⊗ V kδV f⊗idV ∗ 
τV,V ∗ evV
Generalizando el concepto de traza de la categor´ıa de los espacios vectoriales,
tenemos la siguiente deﬁnicio´n.
Definicio´n 8.2. Sea C una categor´ıa de cintas con unidad e. Para todo objeto V
de C y todo endomorfismo f de C, denotamos por trq(f) la traza cua´ntica de f ,
como al elemento, trq(f) = d
′
V (f ⊗ idV ∗)bV = dV cV,V ∗(θV f ⊗ idV ∗)bV ∈ End(e),
donde End(e), es el conjunto de los endomorfismos del elemento unidad e de R.
El conjunto End(e) es un monoide. La traza cua´ntica la podemos ver tambie´n
como:
I V ⊗ V ∗ V ⊗ V ∗ V ∗ ⊗ V IbV θV f⊗idV ∗ 
cV,V ∗ dV
Que es ana´logo a la ecuacio´n de la proposicio´n (8.1). Usando ca´lculo gra´ﬁco
podemos representar la traza cua´ntica como:
f
f
f
f
f= = = =
La dimensio´n de un objeto se puede deﬁnir usando la traza cua´ntica as´ı: sea
C una categor´ıa de cintas. Para todo objeto V de C la dimensio´n cua´ntica que
denotamos como dimq(V ) como el elemento dimq(V ) = trq(idV ) = d
′
V bV , del
monoide End(e).
Esta deﬁnicio´n y la anterior coinciden con las deﬁniciones usuales de traza y de
dimensio´n, en la categor´ıa de los espacios vectoriales de dimensio´n ﬁnita, como
era de esperarse.
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9. Invariantes de Reshetikhin y Turaev
Todo lo anteriormente expuesto en este trabajo nos permite trasladar funtorial-
mente es decir via un funtor F : R →M morﬁsmos f de una categor´ıa de cinta
R a morﬁsmos F (f) en la categor´ıa de los entrelazados enmarcados orientados
M.
Una pregunta natural es, si los conjuntos de morﬁsmos (en una categor´ıa de cinta
R) correspondientes a entrelazados isoto´picos (de la categor´ıa M) son iguales.
Este problema fue resuelto por Reshetikhin y Turaev en [RT90], tambie´n puede
verse en,[Tur94].
Para establecer los resultados de Reshetikhin Turaev se necesitan las siguientes
consideraciones. Sea C una categor´ıa de cintas con unidad e, ﬁjemos objetos
V1, . . . , Vn en C y consideremos todas las posibles expresiones de la forma
X = V1 ⊗ ((V ∗∗3 ⊗ (V1 ⊗ V ∗3 )⊗ V4)⊗ ((V ∗∗∗2 ⊗ I)⊗∗ V2)⊗ · · · ) (15)
donde tomamos el producto tensorial de V1, . . . , Vn, un numero arbitrario de veces,
tambie´n se permiten repeticiones.
A cada expresio´n X se le asignara una sucesio´n F (X) de ﬂechas con nombres
propios, por la siguiente regla: al objeto ∗...∗V ∗...∗ se le asigna ↑ V si el total de
numero de estrellas es impar, y ↓ V si este es par. Todos los I son ignorados. Por
ejemplo para el elemento (15) le asignamos
↓ V1 ↓ V3 ↓ V1 ↑ V3 ↓ V4 ↑ V2 ↑ V2
Para dos expresiones X1 y X2 considere todos los morﬁsmos ϕ : X1 → X2 que
se pueden obtener como composicio´n de los morﬁsmos elementales α±1, l±1, r±1 y
c±1, b, d, b′, d′, θ (para cada uno de los cuales se tiene un entrelazado enmarcado ya
asignado) con un numero ﬁnito de otros morﬁsmos de C. A cada composicio´n de
morﬁsmos ϕ : X1 → X2 le asignaremos un entrelazado enmarcado G = F (ϕ) ∈
M as´ı: tanto la base inferior y superior de G son sucesiones de signos ‘+Vi’ o ‘−Vi’
i = 1, . . . , n, es decir, signos ma´s o menos etiquetados por los Vi, estos signos esta´n
dados por la sucesio´n de ﬂechas asignadas anteriormente (Vea deﬁnicio´n (1.3)).
Los morﬁsmos f : Vi → Vj corresponden a cintas planas, etiquetadas (cada
etiqueta la consideraremos un color) con la letra f , cuyas bases esta´n dadas
como en el caso anterior. Como la categor´ıa R la podemos considerar tensorial
estricta, es natural asignar a los morﬁsmos α, l, r el entrelazado enmarcado vacio´,
y aplicando las reglas del ca´lculo gra´ﬁco desarrollado se puede enunciar el siguiente
resultado, que es la relacio´n ma´s importante que estableceremos en este cap´ıtulo
y que es debida a Turaev y Reshetikhin.
165
Memorias XV Encuentro de Geometr´ıa y III de Aritme´tica
Teorema 9.1. (Reshetikhin-Turaev [RT90]). Los morfismos ϕ (definidos arriba)
dependen u´nicamente de la clase de isotop´ıa del entrelazado enmarcado F (ϕ),
es decir, si F (ϕ1) y F (ϕ2) son isoto´picos como entrelazados enmarcados en M
entonces ϕ1 = ϕ2.
El Teorema anterior es usado en su forma contrarec´ıproca, para generar inva-
riantes de enlaces, es decir, si los morﬁsmos de la categor´ıa de cintas, asociados a
ciertos entrelazados, son distintos, entonces los entrelazados no son equivalente-
mente isoto´picos. Estos invariantes son llamados los invariantes de Reshetikhin-
Turaev. Algunos ejemplos de categor´ıas de cintas, con las que se generan in-
variantes de este tipo son: la categor´ıa de representaciones ﬁnitas de los grupos
cua´nticos, los invariantes para este caso son funciones racionales, en cierta inde-
terminada. La categor´ıa de los espacios vectoriales de dimensio´n ﬁnita sobre un
cuerpo k tambie´n es una categor´ıa tensorial, los invariantes son elementos del
cuerpo k.
Del Teorema anterior se desprende un Corolario que nos indica expl´ıcitamente
como encontrar invariantes de nudos de una categor´ıa de cintas.
Corolario 9.2. Sea R una categor´ıa de cintas y V un objeto de R. Entonces
existe un u´nico funtor tensorial estricto FV de la categor´ıa de los entrelazados
enmarcados M a la categor´ıa R que preserva el elemento trenza, la dualidad
izquierda y el twist, tal que F (+) = V , F(−) = V ∗.
Este Teorema produce invariantes isoto´picos de enlaces enmarcados con valores
en el conjunto de endomorﬁsmos de la unidad FV (∅) de la categor´ıa R, dado que
los enlaces enmarcados son endomorﬁsmos de la unidad (la unidad de M es ∅)
en la categor´ıa M. El invariante puede calcularse usando el siguiente algoritmo:
Tome un diagrama plano D del enlace enmarcado L, D es obtenido por la com-
posicio´n y el producto tensorial de ↓↑, X+,∪,∩ y el twist. Para obtener FV (L)
se reemplaza (de acuerdo con el diagrama D de L) ↓↑, X+,∪,∩ y el twist, por
idV , idV ∗ , CV,V , bV , dV y θ, respectivamente.
La categor´ıa de los entrelazados orientados T , tambie´n es una categor´ıa de cintas.
La diferencia entre T y la categor´ıa de los entrelazados enmarcados M es que
θ(±) ∈ Hom(T ) corresponde a id(±) en T . El twist en la categor´ıa T en general
puede obtenerse usando la deﬁnicio´n (7.2). Podemos obtener un Corolario como
el anterior para T agregando la hipo´tesis θV = idV a la categor´ıa R.
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