We observe spectral assignment D 2 y = λy defined by
y(π) = 0 (3)
Introduction
As it is known, the trace of a finite-dimensional matrix is the sum of all the eigenvalues. But in an infinitedimensional space, in general, ordinary differential operators do not have a finite trace. Gelfand and Levitan [5] firstly obtained a trace formula for a self-adjoint Sturm-Liouville differential equation. For the scalar Sturm-Liouville problems, there is an enormous literature on estimates of large eigenvalues and regularized trace formula which may often be computed explicitly in terms of the coefficients of operators and boundary conditions. A detailed list of publications related to the present aspect can be found in [3] . A trace formula for the limit assignment of Sturm-Liouville type with two constant delays has never been considered before.
Construction solutions
Theorem 2.1. If the q i ∈ L 1 [0, π], i = 1, 2 and 0 < τ 2 < 2τ 2 < . . . < k 0 τ 2 = τ 1 < . . . < (l 0 k 0 − 1)τ 2 < l 0 τ 1 = l 0 k 0 τ 2 < π ≤ (l 0 k 0 + 1)τ 2 , (k 0 , l 0 ∈ N), then the solution of the equation (1) with the initial condition (2) has the following form
..l 0 k o , P permutations with repeating elements 1 and 2.
Proof. Solving the equation (1) with limit conditions y(0) = 0 by using the method of variation of constants, we obtain the integral equation
We introduce notation
(6) k = 1, 2, ..., l 0 k 0 , wherein y k−k 0 (x, z) = 0 for k < k 0 , then the solution of the equation (1) with the initial condition y(x − τ 1 ) ≡ 0, x ∈ (0, τ 1 ] has the form
1. At [0, τ 2 ) the solution of the equation (5) is equal to y 0 (x, z) = sin zx because of (6) y 1 (x, z) = 0, x < τ 2 . From (6) we obtain
Induction to prove that
Induction to prove that is:
3. As the 2k 0 τ 2 = 2τ 1 by using (6) we obtain
4. The same way we do
5. Based on the foregoing, we conclude that induction on n to prove that valid of formula ( 7 ) - ( 9 ). For m = 2, 3, ...l 0 − 1 and n = 2, ...m − 1
6. Let us prove the formula (7). Some of the natural numbers are less than or equal to m and 3 ≤ n < m − 2 true (7). We will show that (7) holds for n + 1. From (7) and the recurrence of the formula (6) we obtain
From here we get
We have shown that (7) is true for a natural number n + 1. 7. Let us prove the formula (8) . Suppose that (8) is valid for all integers ≤ n, n ≤ l 0 − 1. Based on (7), the inductive assumption of (8) and recurrent formula (6) we obtain.
8. Now it easily from (7), (8) and recurrent formula (6) mathematical induction to prove the exact formula (9) . Mathematical induction has been shown to correct the following formula
. Based on formulas (7) - (9), we get the solution of the equation (1) with the initial condition (2) to the segment [0, π]
Therefore, it is worth
which proves the theorem.
Characteristic function. Asymptotic properties of the zeros characteristic function
For x = π from (4) we get the characteristic function
where the b
Define the following functions
[q i (t 1 )
.
We introduce the following sizes
Function (10) with (11) and (12) can be rewritten in the form:
then zeros z n , n ∈ N of the function (13) have an asymptotics shape
where
Take
Putting exspression (14) into the equation (13). If we include
Let us define the folowing number sequences:
Next, apply
Let us introduce the following sequences
Then apply the relation
Using the previous equality, relation (13) becomes:
and grouping expression by degrees, we get:
This proves the theorem 3.2. n vanishes. Similarly to the in C 2 (n). Expression
oscillates, while the expression
vanishes as n → ∞.
Determining the regularized trace
From λ n = z 2 n follows λ n = n 2 + 2C 1 (n) + 2C 2 (n) n + o C 2 (n) n Proof. The entire function (10) can be represented by its zeros z n , n ∈ N 0 in the form of an infinite product. 
