Abstract Let (X, d, µ) be a RCD * (K, N) space with K ∈ R and N ∈ [1, ∞]. For N ∈ [1, ∞), we derive the upper and lower bounds of the heat kernel on (X, d, µ) by applying the parabolic Harnack inequality and the comparison principle, and then sharp bounds for its gradient, which are also sharp in time. When N = ∞, we also establish a sharp upper bound of the heat kernel by using the dimension free Harnack inequality. For applications, we study the large time behavior of the heat kernel, the stability of solutions to the heat equation, and show the L p boundedness of (local) Riesz transforms.
Introduction and main results
Let M be a complete (smooth) Riemannian manifold with dimension n ≥ 2, and let p t be the heat kernel. Denote the length in the tangent space by | · |. It is well-known from Li and Yau [26] that, if M has nonnegative Ricci curvature, then for any ǫ > 0, there exist positive constants C(ǫ) and C 1 (ǫ), such that 1
C(ǫ)µ(B(y,
and
for all t > 0 and all x, y ∈ M. It is known that the upper and lower bounds of p t (x, y) has been extended by Sturm [34, 35] to the Dirichlet space (X, E, µ) supporting a (weak) local Poincaré inequality and the doubling measure µ, where X is a locally compact separable Hausdorff space, E is a strongly local, regular symmetric Dirichlet form and µ is a positive Radon measure. Note that here the distance is the so-called intrinsic distance induced by the Dirichlet form E. For the case of the non-symmetric and time-dependent Dirichlet form in the similar framework, see the recent paper [27] .
Throughout this work, let (X, d, µ) be a metric measure space, such that (X, d) is a complete and separable metric space and µ is a locally finite (i.e., finite on bounded sets) Borel regular measure with support the whole space X.
Recently, in the metric measure space (X, d, µ), Erbar et al. [15] and Ambrosio et al. [8] introduced the Riemannian curvature-dimension condition, denoted by RCD * (K, N), which is a generalization of the "Ricci curvature lower bound" for the non-smooth setting and a strengthening of the curvature-dimension condition introduced by Lott and Villani [28] and Sturm [36, 37] . The RCD * (K, N) space resembles more a Riemannian structure in some sense. We refer the reader to [3, 4, 5, 1, 7, 15] for more details (see also Section 2 below). In this work, we will study the sharp heat kernel bounds on RCD * (K, N) spaces with K ∈ R and N ∈ [1, ∞], and then give some applications.
Notice that Sturm's results in [33, 34, 35] are valid for a metric measure space (X, d, µ) satisfying the RCD * (0, N) condition with N ∈ [1, ∞), since where doubling property and Poincaré inequality hold; see e.g. [15, 29] . However, for example, the constant in the exponential term in the Gaussian lower bound in [35] is not sharp. The first main result below gives a sharper lower bound of p t (x, y). The approach is adapted from Strum [32] in the Riemannian setting, by applying the Laplacian comparison principle established by Gigli in [17] and the parabolic Harnack inequality established by Garofalo and Mondino [16] and the first named author [22] . Combining this, and the Li-Yau inequality from [22] , we can immediately derive a sharp bound for the gradient of the heat kernel. Here, we denote the minimum weak upper gradient of a function f : X → R by |∇ f | (assume its existence at present). 
for all t > 0 and µ-a.e. x, y ∈ X.
We shall then establish the following heat kernel bounds on general RCD * (K, N) spaces with K < 0 and N ∈ [1, ∞). 
For the infinite dimensional case (i.e., N = ∞), we will use the dimension free Harnack inequality established by the second named author in [24] to derive the following heat kernel upper bound. Notice that, for some technical reason, here we need to assume that X is locally compact in addition.
For any ǫ > 0, there exist constant C ǫ > 0 and c K ≥ 0 such that, for any x, y ∈ X and t > 0, it holds
In particular, if K ≥ 0 then c K can be chosen as 0.
For applications of the bounds on the heat kernel and its gradient, we shall consider the large time behavior of heat kernels, stability of solutions to the heat equation, and the boundedness of (local) Riesz transforms.
The paper is organized as follows. In Section 2, we give some basic notations and notions for Sobolev spaces, differential structures, curvature-dimension conditions and heat kernels, and recall some know results. In Section 3, we will provide the proofs of heat kernel and its gradient estimates when N < ∞.
In Section 4, we will show that, when N ∈ N, if a RCD * (0, N) space has maximal volume growth, then the heat kernel has exactly the same behavior as in the Riemannian manifold (see Li [25] ). Stability of solutions to the heat equation will be studied there as well. Notice that, since the approach depends on the comparison results between a RCD * (0, N) space and the Euclidean space R N , we can only obtain the result when N ∈ N. The arguments essentially follows from Li [25] with some necessary modifications to our non-smooth context, since e.g. there seems no effective Gauss-Green type formula available so far.
In Section 5, we will establish the boundedness of the Riesz transform |∇(−∆) 1/2 | and its local version on L p (X) for all p ∈ (1, ∞), where ∆ is the Laplacian (see Definition 2.5 below). The approach follows from the known one in Riemannian manifolds. In the smooth setting, since the Riesz transform of smooth functions with compact supports is well defined, and this class of functions is dense in L p (X) for each p ∈ (1, ∞), one only needs to deal with smooth functions with compact support. However, in our non-smooth setting, by applying the results from [12, 9] , the main issue left should be to find a suitable acting class for the Riesz transform.
In Section 6, we will mainly establish the heat kernel upper bound for the infinite dimensional case (see Theorem 1.3 above).
We should mention that, all the results we get generalize the known ones in the Riemannian manifold with Ricci curvature bounded below, and hold in the Alexandrov space with Ricci curvature bounded from below; see [40] .
Finally, we make some conventions on notation. Throughout the work, we denote by C, c positive constants which are independent of the main parameters, but which may vary from line to line. The symbol B(x, R) denotes an open ball with center x and radius R with respect to the distance d, and CB(x, R) = B(x, CR). The space LIP(X) denotes the set of all Lipschitz functions on X.
Preliminaries
In this section, we recall some basic notions and several auxiliary results. 
Sobolev spaces and Differential structures
Let µ be a locally finite (i.e., finite on bounded sets) Borel regular measure on (X, d) with support the whole space X. Throughout the work, we call the triple (X, d, µ) the metric measure space. 
Definition 2.1 (Test Plan
It then follows from a compactness argument that, for each f ∈ S 2 (X) there exists a unique minimal G in the µ-a.e. sense such that (2.2) holds. We then denote the minimal G by |∇ f | and call it the minimal weak upper gradient following [6] .
The inhomogeneous Sobolev space W 1,2 (X) is defined as S 2 (X)∩L 2 (X) equipped with the norm
The local Sobolev space W c (X) can be defined in an obvious manner. The relevant Sobolev spaces have been studied in [6, 11, 30] .
The following terminologies and results are mainly taken from [5, 17] . Notice that, from the definition, it follows that (X, d, µ) is infinitesimally Hilbertian if and only if, for any f, g ∈ S 2 (X), it holds
Definition 2.3 (Infinitesimally Hilbertian Space
with the infimum being intended as µ-essential infimum.
We shall sometimes write ∇ f, ∇g as ∇ f · ∇g for convenience. The inner product ∇ f, ∇g is linear, and satisfies the Cauchy-Schwarz inequality, the chain rule and the Leibniz rule (see e.g. [17] ).
With the aid of the inner product, we can define the Laplacian operator as below. Notice that the Laplacian operator is linear due to (X, d, µ) being infinitesimally Hilbertian.
Definition 2.5 (Laplacian
We will write ∆ f = h. If f ∈ W 1,2 (X) and h ∈ L 2 (X), we then call f ∈ D(∆).
From the Leibniz rule, it follows that if
f, g ∈ D loc (∆) ∩ L ∞ loc (X) (resp. f, g ∈ D(∆) ∩ L ∞ loc (X) ∩ LIP(X)), then f g ∈ D loc (∆) (resp. f g ∈ D(∆)) satisfies ∆( f g) = g∆ f + f ∆g + 2∇ f · ∇g.
Curvature-dimension conditions and consequences
Let (X, d, µ) be an infinitesimally Hilbertian space. Denote by H t the heat flow e t∆ corresponding to the Dirichlet form E, W 1,2 (X) , defined by 
On the RCD * (K, N) space (X, d, µ), the measure µ satisfies the local doubling (global doubling, provided K ≥ 0) property, which we present in the next lemma (see e.g. [15, Section 3] ).
space with K ≤ 0 and N ∈ (1, ∞), and let x ∈ X and 0 < r ≤ R < ∞.
) is a continuous function depending on K and N, and l K,N (t) = O(e tC(K,N) ) as t tends to ∞ for some constant C(K, N) depending on K and N.
From the definition of the RCD * (K, N) space, we know that (X, d) is a length space. The (local) doubling property immediately implies that every bounded closed ball in (X, d) is totally bounded. Since (X, d) is also complete, it is then proper and geodesic. Recall that a metric space (X, d) is proper if every bounded closed subset is compact. The properness also implies that the Dirichlet form (E, W 1,2 (X)) is indeed regular.
By [5, Theorem 3.9] , we see that the intrinsic metric induced by the Dirichlet form (E, W 1,2 (X)), defined as
for every x, y ∈ X, coincides with the original one, i.e.,
Hence, we can work indifferently with either the distance
Recently, Rajala [29] proved that an L 1 weak local Poincaré inequalities hold on RCD * (K, N) spaces, and hence also an L 1 strong local Poincaré inequalities hold by the doubling and geodesic properties and by applying [21, Theorem 1] . It is also known that in this case, the L p weak local Poincaré inequality holds for all p ∈ (1, ∞). 
for all s, t > 0 and all x, y ∈ X,
the function u : (t, y) → p t (x, y) is a solution of the equation ∆u = ∂ ∂t u on (0, ∞) × X in the weak sense. By the symmetry of the semi-group, p t is also symmetric, i.e., for every t > 0, p t (x, y) = p t (y, x) for all (x, y) ∈ X × X. The doubling property and the local L 2 Poincaré inequality imply that the function x → p t (x, y) is Hölder continuous for every (t, y) ∈ (0, ∞)×X, by a standard argument; see e.g. [35, Section 3] . Moreover, H t is stochastically complete (see e.g. [33, Theorem 4] ), i.e., X p t (x, y) dµ(y) = 1, ∀t > 0 and ∀x ∈ X.
Heat kernel bounds: the case N < ∞
In this section, we shall prove the main results on the heat kernel bounds. We shall follow the approach of Sturm [32] , by applying the Laplcian comparison principle established by Gigli [17] (see Lemma 3.1 below) and the parabolic Harnack inequality in [22] as our main tools.
In what follows, let
, and
The following parobolic Harnack inequalities are established in [22] .
Lemma 3.2 (Parabolic Harnack Inequality
. Now we begin to prove Theorem 1.1.
Proof of Theorem 1.1. (i) The inequality
follows from Sturm [34, Corollary 2.5], by using the doubling property in Lemma 2.1 and the L 2 Poincaré inequality in Lemma 2.2.
To prove the reverse inequality, we set N 1 := min{m ∈ N| m N}. Since N N 1 , the space (X, d, µ) satisfies also RCD * (0, N 1 ). By applying the same argument in [32, p158-p159] with Lemma 3.1, we conclude that there exists a constant C(N 1 ) such that (3.1)
for all t > 0 and all x, y ∈ X. Indeed, the argument only used the Laplacian comparison principle for X in Lemma 3.1 and an explicit calculation for the heat kernel on Euclidean space R N 1 of dimension N 1 (see [32, (3 
.1)]).
Fix any ǫ > 0. According to Lemma 3.2 (i), we have
for all t > 0 and all x, y ∈ X. This implies the desired estimate.
Proof of Corollary 1.1. It follows from the Li-Yau inequality
in [22] and Theorem 1.1 that, for each ǫ > 0,
as desired.
We now turn to prove Theorem 1.2. To this end, in particular, we derive a parobolic Harnack inequality for the heat kernel p t from Lemma 3.2 (ii).
The following lemma is a particular case of Sturm [34, Lemma 1.7] .
and u is a solution to the heat equation
We can prove Theorem 1.2 now. We should mention that the idea of the establishment of the upper bound comes from [34, Theorem 2.4] and the lower bound from [32] .
Proof of Theorem 1.2. (i) The upper bounds.
Let ǫ > 0, t > 0 and x, y ∈ X. By the parabolic Harnack inequality (Lemma 3.2 (ii)), it follows that, for each z ∈ B(y,
, and, if t ≥ max{1, 1/ǫ}, then, by Lemma 3.3,
Suppose at first that t < max{1, 1/ǫ}. By Lemma 3.4 and the parabolic Harnack inequality (3.2), we find that, for all z ∈ B(y, √ t), it holds
This implies that
.
On the other hand, since
which, together with (3.4), and taking supremum with respect to f L 2 (B(x,
A similar argument as in (3.4) , by applying the parabolic Harnack inequality (3.2), yields,
2t , and chose ψ such that ψ(x) − ψ(y) sufficiently close to −d(x, y). Combining the estimates (3.5) and (3.6), we find
which, together with the doubling property (Lemma 2.1 (ii)), implies that
For the case t ≥ max{1, 1/ǫ}, by using the parabolic Harnack inequality (3.3) instead of (3.2) in the proof of (3.7), we can conclude that (3.7) also holds. This completes the proof of upper bounds.
(ii) The lower bounds. Set N 1 := min{m ∈ N| m N}. Since N N 1 , the metric measure space (X, d, µ) satisfies also RCD * (K, N 1 ) . By applying the Laplacian comparison theorem (Lemma 3.1), and the parabolic maximum principle, we conclude that, there exists a constant C(N 1 ) such that (3.8)
for all t > 0 and all x, y ∈ X. Notice that, the argument only used the Laplacian comparison theorem (Lemma 3.1), and an explicit calculation for heat kernel on the hyperbolic space E k,N 1 of dimension N 1 and constant sectional curvature k = K N 1 −1 ; see [32] . For t < max{1, 1/ǫ}, by the parabolic Harnack inequality (3.2), we have
Suppose now t ≥ max{1, 1/ǫ}. By the parabolic Harnack inequality (3.3), we conclude that
The proof is completed. 
e −4Kt/3 1 − e −2Kt/3 , µ-a.e.. This gives, when 0 < t ≤ 1, that
If t > 1, by writing p t (x, t) = H 1 (p t−1 (x, ·))(y), we can also conclude that
Notice that, by using Davies [13, Theorem 4] and Theorem 1.2, we see that for each t > 0, and almost all x, y ∈ X,
This, together with Theorem 1.2 again, yields
Gong and Wang [19] established a characterization of compactness of Riemannian manifolds by using heat kernel bounds. Their arguments work also in our RCD * (K, N) setting. We omit the details of the proof here, but just mention that the heat flow satisfies the semi-group Poincaré inequality (see [5, Corollary 2.3] ): for every f ∈ W 1,2 (X) and every t > 0, (ii) There exist x ∈ X and t 0 > 0 such that X p t 0 (x, y) −1 dµ(y) < ∞; (iii) There exists t 0 > 0 such that X p t 0 (x, x) dµ(x) < ∞.
Stability of solutions to the heat equation
In this section, we apply the heat kernel bounds (Theorem 1.1) to the study of large time behavior of the heat kernel and stability of solutions to the heat equation. Our arguments will be based on the method of Li [25] with some necessary modifications, due to lacking of the Stokes' formula (or the Gauss-Green formula). 
and hence
This contradicts with the assumption. Therefore, for each R > 0, we see that s(x 0 , R) ≥ NθR N−1 , as desired.
Definition 4.2 (Boundary Integral). Let x 0 ∈ X and r ∈ [0, ∞). Suppose f ∈ L ∞ loc (X). Define the integral of f on ∂B(p, r) as
Proof. Notice that, for each fixed x 0 ∈ X, the function r → µ(B(x 0 , r)) is locally Lipschitz continuous on (0, ∞). From this, we conclude that, for each f ∈ L ∞ loc (X), the function
f dµ is locally Lipschitz continuous on (0, ∞), and hence, the required equality holds.
The first main result in this section is the next theorem, which generalizes the result in the Riemannian manifold (see [25, Theorem 1] ) to the present setting with also sharp form. Letting r → ∞, we find that
Let us prove the upper bound of θC(θ). For any δ > 0 and all x, y ∈ X , the parabolic Harnack inequality in Lemma 3.2 (i) yields
which implies that, for all r, ǫ > 0,
Letting ǫ → 0 and applying Lemma 4.2, we conclude that for a.e. r > 0,
Integrating over (0, ∞), and applying Lemma 4.1 and Lemma 4.3, we find that
where in the last inequality, we used (4.4). With (4.1), letting t → ∞, we derive that
. Letting δ → ∞ and using (4.3), we have
and hence, we complete the proof.
The existence of the large time limit of heat kernels yields the following stability property of solutions to the heat equation. The proof is a slightly modification of the proof of [25, Theorem 3] to our non-smooth context. 
Proof. It follows from Theorem 4.1 that for each x ∈ X,
This, together with the parabolic Harnack inequality
for all x, y ∈ X and 0 < s < t, yields that there exists ǫ(s) > 0 satisfying ǫ(s) → 0 as s → ∞ such that
For any 0 ≤ g ∈ L ∞ (X) and each x ∈ X, it holds
|g| ∂B(x,r) dr.
Let 0 ≤ g ∈ L ∞ (X) and let z ∈ R N . We set for each x ∈ X,
By Lemma 4.1, we have
Let H t be the heat semigroup on R N . Then for each x ∈ X, it follows that
For a function f ∈ L ∞ (X), we may assume | f | ≤ 1. By setting g 1 := 1 + f and g 2 := 1 − f , we then conclude from (4.5) that
Using Lemma 4.2 and the definition of1, we find that
which, together with (4.6) and (4.7), implies that
Letting s = √ t and t → ∞, we find that 
Since lim R→∞ µ(B(x,R)) R N = θ, we find that, the limit lim R→∞ B(0,R)⊂R Nfx (z) dz exists, if and only if,
Hence, we see that the limit lim t→∞ H t ( f )(x) exists, if and only if, lim r→∞ B(x,r) f (y) dµ(y) exists. Similar arguments as in the proof of [25, Theorem 3] imply that the two limits must equal, if they exist. The proof is therefore completed.
Riesz transforms
In this section, we consider the boundedness of the Riesz transform |∇(−∆) 1/2 | and the local version |∇(−∆ + a) 1/2 | for some a > 0. For simplicity, we only consider the case µ(X) = ∞, the case µ(X) < ∞ follows from minor modifications.
In what follows, we shall let a K = 0 if K = 0, and let a K > 0 large enough for K < 0.
Definition 5.1 (Acting Class). The acting class V(X) of the Riesz transform
, where the elements f are required to satisfy f ∈ L p (X) and X f dµ = 0. In this case, we need to redefine the acting class V(X) as
Proof. We only need to show that, for each
From the property of the heat semi-group, it follows that
From the heat kernel bounds in Theorems 1.1 and 1.2, it follows that for each x ∈ X,
which tends to 0 as ǫ → 0, where we choose
Let us show that f ǫ ∈ V(X). By the analytic property of the heat semi-group, and the fact
we conclude that
If K = 0, then by using Theorem 1.1 and the Minkowski inequality, we find
for some constant C(ǫ) > 0. These show that f ǫ ∈ V(X) when K = 0. Suppose now K < 0. Using Theorem 1.2 and the Minkowski inequality, we find
for some constant C(ǫ, a K ) > 0. Hence, we can conclude now that f ǫ ∈ V(X) for each ǫ > 0.
Therefore
The proof is completed.
Now we present the main results of this section. The first theorem is on the L p boundedness of the Riesz transform |∇(−∆) −1/2 |. We recall that a sub-linear operator T is of weak type (1, 1) if, for any f ∈ L 1 (X), there exists a constant C > 0 such that In the following subsections, we show the proofs of the above main results.
Proofs by using heat kernel gradient estimates
Now we begin the proof of the main results by combing the heat kernel gradient estimate in Corollaries 1.1 and 1.2, and applying the original method of [12] and [9] .
Proof of Theorem 5.1. For each f ∈ V(X), it follows from the definition of V(X) that,
Then by Lemma 5.1, we conclude that |∇(−∆) −1/2 | is bounded on L 2 (X). Following the method in [12] and [9] , we divide the proof into two cases, namely, p ∈ (1, 2) and p ∈ (2, ∞).
Following the proofs in [12, Sections 2 and 3] , by applying the Calderón-Zygmund decomposition for functions and the Marcinckiewicz interpolation theorem, in order to show the boundedness of |∇(−∆) −1/2 | on L p (X) for all p ∈ (1, 2), we only need to prove that |∇(−∆) −1/2 | is of weak type (1, 1). It will follow from by using the heat kernel estimate in Theorem 1.1 and by showing that, there exist constants C, c > 0 such that for all s, t > 0 and µ-a.e. x ∈ X,
Indeed, by using the gradient estimate (1.2) and the doubling property in Lemma 2.1 (i), we see that
For the remaining case that p ∈ (2, ∞), combining the estimate of heat kernel in Theorem 1.1 and its gradient estimate (1.2) and the real variable result on singular integrals in [9, Theorem 2.1], and following the proof in [9, pp.936-938], we conclude that |∇(−∆) −1/2 | is bounded on L p (X) for all p ∈ (2, ∞), which completes the proof. Now we begin to prove Theorem 5.2.
Proof of Theorem 5.2. For each f ∈ V(X), it follows from the definition of V(X) and the spectrum theory that,
The rest of the proof follows from similar proofs in the cases p ∈ (1, 2) and p ∈ (2, ∞) as in [12, 9] , by noticing that
and combining the estimates of the heat kernel and its gradient in Theorem 1.2 and in Corollary 1.2, respevtively. The proof is then finished.
Proofs without explicit heat kernel gradient estimates
In fact, also by the method in [12, 9] , the L p boundedness of the Riesz transform |∇(−∆) −1/2 | and the local Riesz transform |∇(a K − ∆) −1/2 | for every p ∈ (1, ∞) can be shown without using the explicit heat kernel gradient estimates (1.2) and (1.4) . The approach demands the following main ingredients: (1) doubling property, (2) stochastic completeness, (3) L 2 version of the local weak Poincaré inequality, (4) Caccioppoli type inequalities, (5) L p boundedness of √ t|∇H t |, (6) Davies-Gaffney type estimates, and (7) L 2 boundedness of the Riesz transform. Now we are going to establish the missing parts (4)-(6) one by one and then give another proof of Theorems 5.1 and 5.2.
The Caccioppoli type estimate for the semi-group H t can be deduced from the following inequality (see [5, Corollary 2.3] ), for every t > 0 and f ∈ L 2 (X),
Here and in the next proposition, N = ∞ is allowable. 
Proof. By (5.1), it is immediate to get, for every t > 0 and f ∈ L 2 (X),
which is just (5.2). For K ≥ 0, (5.3) is immediately implied by (5.2) and the elementary inequality e 2Kt ≥ 1 + 2Kt. For K < 0, (5.4) follows from the fact that the function t → e 2Kt −1 K is decreasing in [0, ∞) with maximum value 2 at t = 0.
The first Davies-Gaffney type estimate can be established by the same proof of [10, Lemma 3.6] with minor modifications. In fact, if we let
The second one can be established by the general method since (H t ) t≥0 is an analytic semi-group in L p (X) for every p ∈ (1, ∞); see [10, Lemma 3.7] . We present them in the next lemma and omit the details here. 
and there exists a constant C > 0, such that
Applying the similar argument as the proof of (5.6), we can prove the following corollary, which is in fact equivalent to (5.6). 
In order to establish the third Davies-Gaffney type estimates, we need to construct the Lipschitz cut-off function with quantitative estimate on its gradient in X, which is possible since for fixed x ∈ X, the function y → d(x, y) is Lipschitz continuous in X with respect to the distance d itself. Proof. Choose
where d(x, A) := inf y∈A d(x, y) for a subset A in X. We complete the proof.
The third Davies-Gaffney type estimate is presented in the next lemma. The key ingredient in the proof is the following inequality: for every t > 0, 
Now we are in position to present another proof of Theorem 5.1.
Proof of Theorem 5.1 for p ∈ (1, 2). As the proof given in Section 5.1, we only need to show that |∇(−∆) −1/2 | is of weak type (1, 1), which is implied by combining Theorem 1.1, the doubling property in Lemma 2.1 (i) and the third Davies-Gaffney type estimate in Lemma 5.4. The dimension free Harnack inequality has various applications, such as functional inequalities, heat kernel estimates, short time behavior of transition functions; see e.g. [39] for an comprehensive introduction in the setting of Riemannian manifolds, and see [24, Section 4] for some applications on the transport-cost inequality, logarithmic Sobolev inequality and contractivity property of the heat flow in RCD * (K, ∞) spaces.
As what has been done in Riemannian manifolds, we shall apply (6.1) to derive heat kernel upper bounds by establishing the following lemma at first, which is a generalization of [19, (2.9) ] to our non-smooth context and with more general integrand. (1) There exists a constant C > 0, depending only on p, q and (α + K) ∨ α, such that for any f ∈ L p (X),
(2) For any q < 2, there exists a constant C p,q > 0 such that for any t > 0 and f ∈ L p (X),
where · p→p is the operator norm. We remark here that for some α > 0, R
α is just the local Riesz transform |∇(α − ∆) −1/2 |. But we cannot obtain its L p boundedness in the RCD * (K, ∞) space at present.
