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Abstract
As our main theorem, we prove that a Lipschitz map from a compact Riemannian
manifold M into a Riemannian manifold N admits a smooth approximation via
immersions if the map has no singular points onM in the sense of F.H. Clarke, where
dimM ≤ dimN . As its corollary, we have that if a bi-Lipschitz homeomorphism
between compact manifolds and its inverse map have no singular points in the same
sense, then they are diffeomorphic. We have three applications of the main theorem:
The first two of them are two differentiable sphere theorems for a pair of topological
spheres including that of exotic ones. The third one is that a compact n-manifold M
is a twisted sphere and there exists a bi-Lipschitz homeomorphism between M and
the unit n-sphere Sn(1) which is a diffeomorphism except for a single point, if M
satisfies certain two conditions with respect to critical points of its distance function
in the Clarke sense. Moreover, we have three corollaries from the third theorem;
the first one is that for any twisted sphere Σn of general dimension n, there exists
a bi-Lipschitz homeomorphism between Σn and Sn(1) which is a diffeomorphism
except for a single point. In particular, there exists such a map between an exotic
n-sphere Σn of dimension n > 4 and Sn(1); the second one is that if an exotic 4-
sphere Σ4 exists, then Σ4 does not satisfy one of the two conditions above; the third
one is that for any Grove-Shiohama type n-sphere N , there exists a bi-Lipschitz
homeomorphism between N and Sn(1) which is a diffeomorphism except for one of
points that attain their diameters.
1 Introduction
1.1 Motivations and our main theorem
We first mention our motivations behind our purpose, which are exotic structures: No
one needs the introduction of exotic n-dimensional spheres Σn, however Σn were very first
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discovered by Milnor [25] in the case of n = 7, which is, by definition, homeomorphic to
the standard n-sphere Sn but not diffeomorphic to it. Note that the smooth 4-dimensional
Poincare´ conjecture (SPC4), that is, the problem of the existence of an exotic structure
on the 4-sphere, is still open.
Due to exotic structures, we always have technical difficulties when investigating
whether a topological sphere theorem can be reinforced into a differentiable sphere theo-
rem. The difficulties become clearer from global Riemannian geometry’s stand point: It
follows from Smale’s h-cobordism theorem [35] together with [34] that every homotopy
sphere of dimension n ≥ 5 is a twisted sphere, which is a smooth manifold obtained by
glueing two standard n-discs along their boundaries under a boundary diffeomorphism.
This implies that every Σn (n > 4) is actually twisted, since Σn is a homotopy sphere.
Applying Weinstein’s deformation technique for metrics ([37, Proposition C]) to both of
two discs embedded smoothly into a twisted sphere X of general dimension, we see that
X admits a metric such that the cut locus1 of some point on X is a single point. By all
together above, we have
Theorem 1.1 (Also see [2, Proposition 7.19]) Every exotic sphere Σn of dimension n > 4
admits a metric such that there is a point whose cut locus consists of a single point.
Thus, it is very difficult for us to notice the difference between Σn and Sn from the
point of view of two exponential maps at the single point on Σn and at any point on Sn.
For example, one of open problems in global Riemannian geometry is if a Grove-Shiohama
type n-sphere can be diffeomorphic to Sn. Here, a complete Riemannian manifold V is
called a Grove-Shiohama type sphere if sectional curvature KV ≥ 1 and its diameter
diam(V ) > π/2 ([18]). Since such a V is twisted, from Theorem 1.1 we can infer that
some single cut point on V is a big obstacle whenever approximating a homeomorphism,
in fact which is bi-Lipschitz, between V and Sn by diffeomorphisms.
Hence, there is a cardinal importance to do an analysis of such singular points on an
arbitrary manifold. For this, we employ a notion used in non-smooth analysis of F.H.
Clarke ([5], [6]), i.e., a non-singular point for a Lipschitz function/map in this article.
The following example shows that the non-smooth analysis is a strong tool in differential
geometry.
Example 1.2 Let M be a complete Riemannian manifold, d the distance function of M .
Take any point p ∈ M , and fix it. Set dp(x) := d(p, x) for all x ∈ M . Then, the point
q ∈M \{p} is a critical point of dp (or critical point for p) in the sense of Grove-Shiohama
[18], if for every nonzero tangent vector v ∈ TqM at q, there exists a minimal geodesic
segment γ emanating from q to p such that
∠(v, γ˙(0)) ≤ π
2
.
1The cut locus Cut(p) of a point p in a complete Riemannian manifold M is, by definition, the closure
of the set of all points x ∈M such that there are at least two minimal geodesics emanating from p to x.
Then, a point in Cut(p) is called the cut point of p. For example, Cut(N) of N := (0, . . . , 0, 1) ∈ Sn(1)
is {(0, . . . , 0,−1)}, where Sn(1) := {v ∈ Rn+1 | ‖v‖ = 1}. Note that the distance function from a point x
of M is not differentiable at the cut point of x.
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Here, ∠(v, γ˙(0)) denotes the angle between v and γ˙(0) := (dγ/dt)(0). Note that a critical
point of dp is the cut point of p. Assume that, for some r > 0, ∂Br(p) := {x ∈M | d(p, x) =
r} has no critical points of dp. By Gromov’s isotopy lemma [15], ∂Br(p) is a topological
submanifold of M . Since ∂Br(p) is also free of critical points of dp in the sense of Clarke
(See Example 1.9), it follows from Clarke’s implicit function theorem [7] that
in fact, ∂Br(p) is a Lipschitz submanifold of M .
We are going to give the definition of the Clarke sense later (See Definition 1.5 in Sect 1.2).
Our purpose of this article is to establish an approximation method for a Lipschitz map
via diffeomorphisms using the notion of non-smooth analysis and to apply this method to
prove differentiable sphere theorems. That is, our main theorem is as follows:
Theorem 1.3 (Main Theorem) Let F : M −→ N be a Lipschitz map from a compact
Riemannian manifold M into a Riemannian manifold N , where dimM ≤ dimN . If F
has no singular points on M (in the sense of Clarke), then for any η > 0, there exists a
smooth immersion fη from M into N such that
max
x∈M
dN(F (x), fη(x)) < η, Lip(fη) ≤ Lip(F )(1 + η).
Here, Lip(fη) and Lip(F ) denote the Lipschitz constants of fη and F , respectively, i.e.,
Lip(fη) := sup
{
dN(fη(x), fη(y))
dM(x, y)
∣∣∣∣ x, y ∈M,x 6= y}
and
Lip(F ) := sup
{
dN(F (x), F (y))
dM(x, y)
∣∣∣∣ x, y ∈M,x 6= y} ,
where dM and dN are the distance functions of M and N , respectively.
Remark 1.4 We give three remarks on Theorem 1.3.
• The definition of a singular point for a Lipschitz map, i.e., non-smooth analysis of
Clarke, is given in Sect 1.2.
• It should be emphasized that the reason why Clarke introduced the notion of non-
smooth analysis was not for approximations of a Lipschitz map via diffeomorphisms,
but for the inverse function theorem for a Lipschitz map, which contains the classical
one as a special case. See also Example 1.8 below.
• Our approximation method for Lipschitz maps to prove Theorem 1.3 generalizes the
whole Grove-Shiohama one in [18]. See Sect. 2.
As an indirect corollary of Theorem 1.3, for any twisted sphere Σn of any dimension n,
we can construct a concrete bi-Lipschitz homeomorphism F between Σn and Sn which is
a diffeomorphism except for a single point (See Corollary 1.15). Therefore, by this result
together with Theorem 1.1, the existence of exotic n-spheres (n > 4) implies that we
cannot approximate F by diffeomorphisms. Hence, we must give careful consideration to
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sufficient conditions for a pair of topological spheres admitting a single cut point of some
point, hence even for that of exotic ones, to be diffeomorphic.
As applications of Theorem 1.3, we prove differentiable sphere theorems not only for
such a pair above, but for a pair of exotic n-spheres (n > 4), where we give the sufficient
conditions for each pair to be diffeomorphic. See Sect. 1.3.
1.2 Non-smooth analysis and a corollary of Theorem 1.3
F.H.Clarke very first established the non-smooth analysis in [5] and [6]. It is a strong
tool not only in the optimal control theory (cf. [8]), but also in differential geometry (e.g.,
[20], [30], and Example 1.2): Let M , N be Riemannian manifolds, and let F : M −→ N
be a Lipschitz map. In the case of N = R, let f := F : M −→ R. By Rademacher’s
theorem [29], there exists a set EF ⊂ M of measure zero such that the differential dF of
F exists on M \EF . Then, for each point x, there exists a sequence {xi} of xi ∈M \EF
convergent to x, and hence we can define the generalized differential ∂F (x) of F at x ∈M
as follows:
(1.1) ∂F (x) := Conv({ lim
i→∞
dFxi | dFxi exists as xi ∈M \ EF −→ x}),
where “Conv( · )” means “convex hull”. In the case ofN = R, we call ∂f(x) the generalized
gradient of f at x, i.e.,
∂f(x) := Conv({ lim
i→∞
∇f(xi) | ∇f(xi) exists as xi ∈M \ Ef −→ x}).
Here ∇f denotes the gradient vector field of f . Note that both definitions above do not
depend on atlases (e.g., [20]), and that ∂F (x), ∂f(x) are compact convex sets.
Definition 1.5 ([5], [6]) Let M , N be the same as above, and U ⊂M an open set.
• A point x ∈ U is said to be non-singular for a Lipschitz map F : U −→ N , if every
element in ∂F (x) is of maximal rank.
• A point x ∈ U is said to be non-critical for a Lipschitz function f : U −→ R, if
o 6∈ ∂f(x),
where o denotes the zero tangent vector at x.
We give several examples of Definition 1.5 with a few related remarks.
Example 1.6 Consider two functions f1(x) := x
2, f2(x) := x+ 2 on (−2, 3). Define the
Lipschitz function f(x) := max{f1(x), f2(x)} on (−2, 3), i.e.,
f(x) =
{
x2 on (−2,−1) ∪ (2, 3),
x+ 2 on [−1, 2].
Note that f is not differentiable at x = −1, 2. Since
λ
df1
dx
(−1) + (1− λ)df2
dx
(−1) = −3λ+ 1
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for all λ ∈ [0, 1], we have ∂f(−1) = [−2, 1]. As well as above, we have ∂f(2) = [1, 4].
Since 0 ∈ ∂f(−1) and 0 6∈ ∂f(2), x = −1 is a critical point of f and x = 2 is not that of
f . Note that f(−1) = 1 is the minimum value of f .
Example 1.7 ([6, Remark 1]) Let F : R2 −→ R2 be the Lipschitz map defined by
F (x, y) := (|x|+ y, 2x+ |y|). Note that F is not differentiable at (x, y) = (0, 0). Then,
∂F (0, 0) = Conv
({(
1 1
2 1
)
,
(
1 1
2 −1
)
,
( −1 1
2 1
)
,
( −1 1
2 −1
)})
=
{(
s 1
2 t
) ∣∣∣∣ |s| ≤ 1, |t| ≤ 1} .
Thus, (0, 0) is non-singular for F .
Example 1.8 ([6, Lemmas 3, 4]) Let F : Rn −→ Rk be a map that is Lipschitz near
some point p ∈ Rn, where n ≤ k. Assume that p is non-singular for F . Then for any
u ∈ Sn−1(1), ∂F (p)u := {Au |A ∈ ∂F (p)} is convex in Rk and o 6∈ ∂F (p)u. Hence, there
exist a vector v ∈ Sk−1(1) and a number δ(p) > 0 such that
〈Au, v〉 ≥ 2δ(p)
for all A ∈ ∂F (p). Moreover, by the definition of ∂F (p), we may find a number r(p) > 0
satisfying
〈Au, v〉 ≥ δ(p)
for all A ∈ ∂F (q) and all q ∈ Br(p)(p) := {x ∈ Rn | ‖p − x‖ < r(p)}. Furthermore, one
can prove that if q1, q2 ∈ Br(p)(p) := {x ∈ Rn | ‖p− x‖ ≤ r(p)}, F is δ(p)-expanding near
p, that means that
‖F (q2)− F (q1)‖ ≥ δ(p)‖q2 − q1‖.
Using this inequality, Clarke proved the existence of a local Lipschitzian inverse at a
non-singular point of a Lipschitz map (See [6, Theorem 1]).
Example 1.9 (Critical points of Grove-Shiohama [18]) LetM be a complete Riemannian
manifold, d the distance function ofM , and fix p ∈M . Assume that q ∈M is not a critical
point for p in the sense of Grove-Shiohama (Refer to Example 1.2 for its definition). By
definition, there exists w ∈ TqM \ {o} such that ∠(w, γ˙(0)) > π/2 holds for all minimal
geodesic segments γ emanating from q to p. Hence, o 6∈ ∂dp(q), where dp(x) := d(p, x)
for all x ∈ M . Note that a point q 6= p is a critical point of dp if and only if o ∈ ∂dp(q).
Since ∂dp(p) equals the unit closed ball centered at the origin of TpM , o ∈ ∂dp(p). Note
that, even if o 6∈ ∂dp(q), it is possible to occur that q is a cut point of p in general.
As a direct consequence of Theorem 1.3, we have
Corollary 1.10 Let F be a bi-Lipschitz homeomorphism from a compact Riemannian
manifold M onto a Riemannian manifold N . If F and F−1 have no singular points on
M and N , respectively, then M and N are diffeomorphic.
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Remark 1.11 Shikata would be the first researcher who approximated a bi-Lipschitz
homeomorphism via diffeomorphisms: In [31], he introduced a distance for a pair of
compact differentiable manifolds which are bi-Lipschitz homeomorphic and proved that
if the distance between such a pair is smaller than a certain positive constant, then
the bi-Lipschitz map can be approximated via diffeomorphisms, i.e., the manifolds are
diffeomorphic. Moreover, as an application to the differentiable pinching problem, he
proved in [32] that there exists a certain constant δ(n) ∈ (1/4, 1) depending on a number
n such that if sectional curvature of a simply connected, compact Riemannian manifold
M of dimension n is δ(n)-pinched, then M is diffeomorphic to the standard sphere. What
astonishes us is that he defined such a distance between two manifolds for getting the
differentiable sphere theorem more than ten years before Gromov’s Hausdorff distance in
[16].
1.3 Applications of Theorem 1.3: Three differentiable sphere
theorems
Now, we are going to state applications of Theorem 1.3: Taking Theorem 1.1 into account,
we consider the following setting. Let Mi (i = 1, 2) be a compact manifold of dimension n
admitting a point pi ∈ Mi with a single cut point qi ∈Mi, and let dMi(pi, qi) = ℓi, where
dMi denotes the distance function of Mi. Note that Mi is homeomorphic to S
n. Choose a
linear isometry I : Tp1M1 −→ Tp2M2, where TpiMi denotes the tangent space of Mi at pi.
For each i = 1, 2, let σpiqi be the diffeomorphism from S
n−1
pi
:= {v ∈ TpiMi | ‖v‖ = 1} onto
S
n−1
qi
defined by
(1.2) σpiqi (ui) := −τ˙ui(ℓi),
where τui(t) := exppi tui for all ui ∈ Sn−1pi and all t ∈ [0, ℓi]. Thus, we have the diffeomor-
phism
(1.3) σ : Sn−1q1 −→ Sn−1q2
defined by σ := σp2q2 ◦ I ◦ σq1p1 , where σq1p1 := (σp1q1 )−1. The bi-Lipschitz constant Lipb(σ) of
σ is given by
(1.4) Lipb(σ) := inf{ℓ | ℓ−1‖u− v‖ ≤ ‖σ(u)− σ(v)‖ ≤ ℓ‖u− v‖ for all u, v ∈ Sn−1q1 }.
For a geodesic segment γ : [0, π] −→ Sn−1q1 with ‖γ˙‖ := ‖dγ/dt‖ ≡ 1, let c : [0, π] −→ Sn−1q2
be the curve defined by
(1.5) c := σ ◦ γ.
Then, we find that the relation between the differentiable structures ofM1 andM2 depends
on the map σ above, i.e., the first application of Theorem 1.3 is stated as follows:
Differentiable Exotic Sphere Theorem I. If Lipb(σ) satisfies
(1.6) ‖c¨‖2 − 2 Lipb(σ)−2 ≤ 2
{ √
2− 1
2(eπ − 1)
}2
− 1
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for all geodesic segments γ([0, π]) ⊂ Sn−1q1 with ‖γ˙‖ ≡ 1 where c := σ ◦ γ and ‖c¨‖ :=
‖d2c/dt2‖, or if the σ and n satisfy
(1.7) Lipb(σ)2 ≤ 1 +
{
8
π
(n− 1)
}− 1
2
,
then M1 and M2 are diffeomorphic.
Remark 1.12 We give two remarks on the differentiable exotic sphere theorem I and the
outlines of the proof of it in order to show Theorem 1.3 to be useful:
• The assumption (1.6) does not depend on the dimension. Moreover, it implies that
σ is almost an isometry, and that c is almost a geodesic segment on Sn−1q2 . The
inevitability of the restriction of c¨ is discussed in Sect. 3.4.
• The right side of (1.7) is the same constant as Karcher [21] estimated to get a
sharper version of Shikata’s theorem in [31].
• The outline of the proof in the case where (1.6) holds: Let dMi(pi, qi) := π (i = 1, 2)
by normalizing the metric. For each (t, u1) ∈ [0, π]×Sn−1p1 , we define the bi-Lipschitz
homeomorphism F :M1 −→M2 by
(1.8) F (expp1 tu1) := expp2(tI(u1)).
Note that F is a diffeomorphism between M1 \ {q1} and M2 \ {q2}. Thanks to (1.6),
we see that q1 is a non-singular point of F , and hence F has no singular points
on M1. By Theorem 1.3, for a sufficiently small η > 0, we can approximate F via
smooth immersions fη : M1 −→ M2. By a topological argument, we see that the
local diffeomorphism fη is a bijection. Therefore, M1 and M2 are diffeomorphic.
• The outline of the proof in the case where (1.7) holds: Let F : M1 −→M2 denote the
map defined by (1.8). And we embed M2 into R
m isometrically, where m ≥ n + 1.
By (1.7) and [21, Theorem 5.1], we can find δ > 0 such that a locally smooth
approximation F
(q1)
ε |Bδ(q1) of F is an immersion into Rm for all ε ∈ (0, δ), where
Bδ(q1) := {x ∈ M1 | dM1(q1, x) < δ}. Then, we have the local diffeomorphism
Fε : M1 −→ Rm defined by Fε := (1 − ϕ)F + ϕF (q1)ε . Here, ϕ denotes a smooth
function on M1 satisfying 0 ≤ ϕ ≤ 1 on M1, ϕ ≡ 1 on Br(q1), and suppϕ ⊂ BR(q1),
where 0 < r < R < δ. Choose a sufficiently small open neighborhood U of M2 in
R
m so that the smooth (locally) distance projection π : U −→ M2 is well-defined.
Since Fε(M1) ⊂ U for any sufficiently small ε > 0, the map fε := π◦Fε :M1 −→M2
is a local diffeomorphism. Since fε is bijective, M1 and M2 are diffeomorphic. The
fundamental course in the proof of Theorem 1.3 has a similar construction of fε,
where we use the partition of unity.
Moreover, let c : [0, π] −→ Tq2M2 be the smooth curve defined by
(1.9) c(t) := c(0) cos t + c˙(0) sin t,
where c is the curve in Sn−1q2 defined by (1.5) and we set c˙(t) := dc/dt. Note that ‖c˙(0)‖ 6= 1
is possible. Then, we can replace (1.6) with the following condition (1.10):
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Differentiable Exotic Sphere Theorem II. If σ satisfies
(1.10) ∠(c(t), c(t)) <
π
2
for all geodesic segments γ([0, π]) ⊂ Sn−1q1 with ‖γ˙‖ ≡ 1, then M1 and M2 are diffeomor-
phic.
Remark 1.13 We find (1.10) in the process for proving lemmas that we need for the
proof of the differentiable exotic sphere theorem I in the case where (1.6) holds. By
(1.10), q1 is non-singular for the map F defined by (1.8), and hence F has no singular
points on M1. By Theorem 1.3, we get the assertion.
Next, we will state the third application of Theorem 1.3 and its corollaries: Let M be
a compact Riemannian manifold of dimension n. For any two distinct points p, q ∈ M ,
we set
D(p) := {x ∈M | d(p, x) < d(q, x)}, D(q) := {x ∈M | d(p, x) > d(q, x)},
and
Ep, q := {x ∈M | d(p, x) = d(q, x)},
where d denotes the distance function of M . Moreover, for a point x ∈M , we set
Crit(x) := {y ∈M | o ∈ ∂dx(y)}.
With these notations, we have
Differentiable Twisted Sphere Theorem. Take any two distinct points p, q ∈M . If
(1.11) D(p) ∩ Crit(p) = {p}, D(q) ∩ Crit(q) = {q},
and if for any geodesic segments α and β emanating from each point x ∈ Ep, q to p and q,
respectively,
(1.12) ∠(α˙(0), β˙(0)) >
π
2
holds at x, then
(T-1) M is a twisted sphere, and
(T-2) there exists a bi-Lipschitz homeomorphism between M and Sn(1) which is a diffeo-
morphism except for the point q, where Sn(1) := {v ∈ Rn+1 | ‖v‖ = 1}.
Furthermore, we have that
(T-3) there exists a diffeomorphism σpq : S
n−1
p −→ Sn−1q defined similarly to (1.2) such that
if the following condition (a) or (b) is satisfied, thenM and Sn(1) are diffeomorphic:
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(a) Lipb((σpq )
−1) satisfies (1.6) for all geodesic segments γ([0, π]) ⊂ Sn−1q with
‖γ˙‖ ≡ 1, where the curve c : [0, π] −→ Sn−1S is given by c := σNS ◦ I ◦ (σpq )−1 ◦ γ,
and we put N := (0, 0, . . . , 1), S := (0, 0, . . . ,−1) ∈ Sn(1), or if (σpq )−1 and n
satisfy (1.7);
(b) (σpq )
−1 satisfies (1.10).
Note that the curve c : [0, π] −→ TSSn(1) in (1.10) is defined by (1.9) for the c =
σNS ◦ I ◦ (σpq )−1 ◦ γ.
Remark 1.14 We give two remarks on the differentiable twisted sphere theorem and
several related topics for it:
• Since M is twisted by (T-1), M admits a metric such that the cut locus of some
point in M is a single point by Weinstein’s deformation technique for metrics. See
Remark 4.3 for details.
• The diffeomorphism σpq in (T-3) induces a boundary diffeomorphism hσpq : Sn−1 −→
Sn−1 such thatM = Dn∪h
σ
p
q
Dn, where Dn denotes the standard n-disc and Sn−1 =
∂Dn (See Sect. 4). Thus, by taking the contrapositive of (T-3), we could define
clearly a boundary diffeomorphism to get an exotic sphere Σn (n > 4) from a
twisted one. The fact that there are few explicit examples of such maps is worthy
of note. E.g., Dura´n’s boundary diffeomorphism for an Σ7 in [10].
• Donaldson and Sullivan [9] proved that there are smooth 4-manifolds which are
homeomorphic, but not bi-Lipschitz.
• Let M be a piecewise linear (PL) n-manifold2 of dimension n ≥ 5 which has the
homotopy type of Sn. Then, the Stallings-Zeeman theorem ([36] together with [40])
says that M \ {point} is PL-homeomorphic to Rn.
• For any closed Riemannian manifold M of dimension n ≥ 2, Cheeger and Colding
[4] found a positive number δ(n) depending on n such that if RicM ≥ n − 1 and
vol(M) > vol(Sn(1))− δ(n), then M is diffeomorphic to Sn(1), where RicM denotes
Ricci curvature of M , and vol(M) denotes the volume of M . Note that their result
is a generalization of the pioneering work of Otsu-Shiohama-Yamaguchi [27] in the
sectional curvature case.
Next, we will state three corollaries of the differentiable twisted sphere theorem: Ap-
plying the same argument in the proof of (T-2) to any twisted sphere, we have
Corollary 1.15 For any twisted sphere Σn of general dimension n, there exists a bi-
Lipschitz homeomorphism between Σn and Sn(1) which is a diffeomorphism except for a
single point. In particular, if n > 4, then there exists such a map between each exotic
sphere Σn and Sn(1).
2A PL n-manifold is, by definition, a polyhedron admitting a linear triangulation that satisfies that
the link of each vertex is combinatorially equivalent to the boundary of the n-simplex.
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Remark 1.16 Let Dn be the standard n-disc and Sn−1 = ∂Dn. Combining with results
of Munkres [26], Kervaire-Milnor [22], and Cerf [3]3 , we see that if n ≤ 6, then the
group Γn := Diff(S
n−1)/Diff(Dn) is trivial. Here, Diff(X) denotes the topological group
of orientation preserving diffeomorphisms of a smooth manifold X . Hence, every twisted
n-sphere of dimension n ≤ 6 is diffeomorphic to Sn(1).
Since Γ4 = 0 as in the above, there is no twisted sphere but the standard sphere.
Hence, if an exotic 4-sphere Σ4 exists, then Σ4 is not twisted. Thus, we have
Corollary 1.17 If Σ4 exists, then Σ4 does not satisfy (1.11), or (1.12).
Remark 1.18 So far many topological 4-spheres regarded as exotic are indeed standard.
E.g., Akbulut’s [1] and Gompf’s [13]. We refer to [12] about the difficulty to solve SPC4.
We can find an interesting work on the relationship between Stein 4-manifolds and SPC4
in Yasui’s [39].
Let M be a Grove-Shiohama type n-sphere, and let p, q ∈ M such that d(p, q) =
diam(M), where d denotes the distance function of M . Then, Toponogov’s comparison
theorem shows the following process: First M \Bπ/2(p) is convex, where Bπ/2(p) := {x ∈
M | d(p, x) < π/2}, second q is a unique point, and finally Crit(p) = {p, q} (See [18], or
[23], [24] for details). By the same process above, we have Crit(q) = {p, q} since KM ≥ 1
everywhere. Thus, M satisfies (1.11) and (1.12). By the differentiable twisted sphere
theorem, we have
Corollary 1.19 Let M be a Grove-Shiohama type n-sphere, and let p, q ∈ M such that
d(p, q) = diam(M). Then, there exists a bi-Lipschitz homeomorphism between M and
Sn(1) which is a diffeomorphism except for q.
Remark 1.20 We give a remark on Corollary 1.19 and two related results for it:
• Since any Grove-Shiohama type n-sphere M is twisted, M of dimension n ≤ 6 is
diffeomorphic to Sn(1). See Remark 1.16 above.
• Grove and Wilhelm [19] proved that every Grove-Shiohama type n-sphere is diffeo-
morphic to Sn(1) if the diffeomorphism stability question is “yes” in their sense.
• Petersen and Wilhelm [28] announced that the Gromoll-Meyer exotic sphere in [14]
admits a metric with positive sectional curvature everywhere.
The organization of this article is as follows: Sect. 2 has three subsections. In Sect. 2.1,
we study an approximation of a Lipschitz function on a Riemannian manifold M . Using
non-smooth analysis, we prove, as a main lemma (Lemma 2.14), that (1.12) also holds for
two gradient vector fields on a compact set inM of smooth approximations of two distance
functions from distinct points in M . In Sect. 2.2, we establish an approximation method
for a Lipschitz map from a compact Riemannian manifold into a Riemannian manifold
using some techniques from non-smooth analysis and the partition of unity, and prove
3An alternative proof of Γ4 = 0 is found in Eliashberg’s [11].
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our main theorem, Theorem 1.3, applying the method. In Sect. 2.3, we prove Corollary
1.10 applying Theorem 1.3. Sect. 3 has four subsections. In the first two subsections 3.1
and 3.2, we give preliminaries to proofs of the differentiable exotic sphere theorems I and
II in assuming each of the conditions, i.e., (1.6), (1.7), and (1.10). In Sect. 3.3, we prove
the two theorems. In Sect. 3.4, we discuss why we need the restriction of c¨ in (1.6) for the
theorem I. In Sect. 4, we prove the differentiable twisted sphere theorem applying Lemma
2.14 and Theorem 1.3.
2 Approximations of Lipschitz maps via immersions
We prove here our main theorem, Theorem 1.3. For the proof, we establish an approxima-
tion method for a Lipschitz map from a compact Riemannian manifold into a Riemannian
manifold using non-smooth analysis. As was mentioned in Remark 1.4, this approxima-
tion method generalizes the whole method of Grove-Shiohama [18]. Note that we do not
assume curvature assumptions at all, and that the smoothing technique bases on the par-
tition of unity, while those in [18], [21] depend on the center of mass technique constructed
by Grove and Karcher [17].
2.1 Approximations of Lipschitz functions
We first treat an approximation of a Lipschitz function f on a Riemannian manifold M
of dimension n. As a main lemma (Lemma 2.14) in this subsection, we prove that our
approximation method keeps (1.12) for two gradient vector fields ∇(dp)ε,∇(dq)ε on a
compact set in M of smooth approximations (dp)ε, (dq)ε of two distance functions dp, dq
from distinct points p, q ∈ M , where d denotes the distance function of M . This lemma
will be applied to the proof of the differentiable twisted sphere theorem in Sect. 4.
Take any point p ∈ M , and fix it. Since the exponential map expp on TpM is a
diffeomorphism from Br(op) onto Br(p) for a sufficiently small r > 0, we denote by exp
−1
p
the inverse map of expp |Br(op). Here we set
Br(op) := {v ∈ TpM | ‖v‖ < r}, Br(p) := {q ∈M | d(p, q) < r},
where op denotes the origin of TpM . In what follows, we identify TpM with Euclidean
n-dimensional space (Rn, 〈 · , · 〉). Then, we may define a smooth approximation of the f
around p:
Definition 2.1 For each ε > 0, let f
(p)
ε : Br(p) −→ R denote the function defined by
f (p)ε (q) :=
∫
Rn
f(q(y))ρε(y)dy =
∫
Rn
f(expp(y))ρε(exp
−1
p q − y)dy,
where we set q(y) := expp(exp
−1
p q − y), and the function ρε denotes the mollifier. Refer
to [31], [21], or [18] for details of the mollifier.
Choose a locally finite covering {Bri(pi)} of strongly convex balls of M such that
M = ∪iBri/2(pi).
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Here, a subset C ⊂M is said to be strongly convex if for any two points x, y in the closure
C of C, there exists a unique minimal geodesic segment γ : [0, 1] −→M emanating from
x = γ(0) to y = γ(1) such that γ((0, 1)) ⊂ C. Note that for each x ∈ M , there exists a
strongly convex ball of its center x (Whitehead’s convexity theorem [38]).
Let {ψi}∞i=1 be the partition of unity subordinate to {Bri/2(pi)}. Define the smooth
approximation fε of the f on M by
fε(q) :=
∞∑
i=1
ψi(q)f
(pi)
ε (q).
By definition,
(2.1) f (pi)ε (q) =
∫
Rn
f(qi(y))ρε(y)dy
for q ∈ Bri(pi), where
(2.2) qi(y) := exppi(exp
−1
pi
q − y).
Lemma 2.2 For each center pi of Bri(pi),
(2.3) sup
q∈suppψi
|f (pi)ε (q)− f(q)| ≤ ε · Lip(f) · Lip(exppi |Bri (opi ))
holds for all ε ∈ (0, εi), where εi := ri − max{‖ exp−1pi q‖ | q ∈ suppψi}, and Lip(f) and
Lip(exppi |Bri(opi )) denote the Lipschitz constants of f and expp |Bri(opi ), respectively, i.e.,
(2.4) Lip(f) := sup
{ |f(q1)− f(q2)|
d(q1, q2)
∣∣∣∣ q1, q2 ∈M, q1 6= q2}
and
Lip(exppi |Bri(opi )) := sup
{
d(exppi v, exppi w)
‖v − w‖
∣∣∣∣ v, w ∈ Bri(opi), v 6= w} .
Proof. Take any point q ∈ suppψi. Then, for any y ∈ Bεi(opi), we have, by the triangle
inequality,
‖ exp−1pi q − y‖ ≤ ‖ exp−1pi q‖+ ‖y‖ < ri.
Thus, exp−1pi q − y and exp−1pi q are elements of Bri(opi) for all y ∈ Bεi(opi). Hence,
(2.5) d(qi(y), q) ≤ Lip(exppi |Bri(opi ))‖(exp−1pi q − y)− exp−1pi q‖ = Lip(exppi |Bri(opi ))‖y‖.
On the other hand, since
∫
Rn
ρε(y)dy = 1, we have f(q) =
∫
‖y‖<ε
f(q)ρε(y)dy. Then,
|f (pi)ε (q)− f(q)| ≤
∫
‖y‖<ε
|f(qi(y))− f(q)| ρε(y) dy(2.6)
≤ Lip(f)
∫
‖y‖<ε
d(qi(y), q) ρε(y) dy,
where note that ‖y‖ < ε when ρε(y) 6= 0. Combining (2.5) with (2.6), we get (2.3). ✷
12
Take any p ∈M and any pi with p ∈ suppψi, and fix them in the following. Moreover,
we assume q ∈ suppψi in this situation.
Lemma 2.3 For any u˜ ∈ Sn−1q := {v ∈ TqM | ‖v‖ = 1},
(2.7) (df (pi)ε )q(u˜) =
∫
Rn
dfqi(y)(Y
(u˜)
y (1))ρε(y)dy
holds, where qi(y) ∈M is by definition (2.2), and
Y (u˜)y (t) :=
∂
∂s
exppi t(exp
−1
pi
(expq su˜)− y)
∣∣∣∣
s=0
is a Jacobi field along the geodesic exppi t(exp
−1
pi
q − y) for each y.
Proof. Since
(df (pi)ε )q(u˜) =
d
ds
f (pi)ε (expq su˜)
∣∣∣∣
s=0
,
we get (2.7) by (2.1). ✷
For a pair of points q1 and q2 of M admitting a unique minimal geodesic segment γ,
let τ q1q2 : Tq1M −→ Tq2M denote the parallel transportation along γ. In what follows, we
will omit brackets of τ q1q2 (u) (u ∈ Tq1M) for simplicity, i.e, τ q1q2 u := τ q1q2 (u).
Lemma 2.4 Let U˜qi(y) := τ
q
qi(y)
u˜. Then, we have∣∣∣∣(df (pi)ε )q(u˜)− ∫
Rn
dfqi(y)(U˜qi(y))ρε(y)dy
∣∣∣∣ ≤ Lip(f) sup
y∈Bε(opi )
‖Y (u˜)y (1)− U˜qi(y)‖.
Proof. By Lemma 2.3 and (2.4), we get∣∣∣∣(df (pi)ε )q(u˜)− ∫
Rn
dfqi(y)(U˜qi(y))ρε(y)dy
∣∣∣∣ ≤ ∫
Rn
|dfqi(y)(Y (u˜)y (1)− U˜qi(y))|ρε(y)dy
≤ Lip(f) sup
y∈Bε(opi )
‖Y (u˜)y (1)− U˜qi(y)‖.
✷
Lemma 2.5 For any η > 0, there exists a number εi(η) > 0 such that
sup{‖Y (u˜)y (1)− U˜qi(y)‖ | y ∈ Bεi(η)(opi), q ∈ suppψi, u˜ ∈ Sn−1q } < η.
Proof. Let η > 0 be an arbitrary number. Take any q ∈ suppψi and any u˜ ∈ Sn−1q . Since
Y
(u˜)
y (1) = U˜qi(y) = u˜ for y = o, there exists a positive number ε(q, u˜, pi, η) > 0 such that
‖Y (u˜)y (1) − U˜qi(y)‖ < η for all y ∈ Bε(q, u˜, pi, η)(opi). Since suppψi and Sn−1q are compact,
there exists a positive number εi(η) such that ‖Y (u˜)y (1)− U˜qi(y)‖ < η for all q ∈ suppψi,
u˜ ∈ Sn−1q , and y ∈ Bεi(η)(opi). ✷
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For each v ∈ Rn = TpM , let πp(v) be the nearest point on ∂f(p) from v. Since ∂f(p)
is convex, the nearest point is uniquely determined. Moreover, it is easy to check that the
map πp : R
n −→ ∂f(p) is continuous.
Lemma 2.6 Set
(2.8) v(i)ε :=
∫
Rn
πp(τ
q
p τ
qi(y)
q ∇f(qi(y)))ρε(y)dy
and u := τ qp u˜. Then, we have∣∣∣∣∫
Rn
dfqi(y)(U˜qi(y))ρε(y)dy − 〈v(i)ε , u〉
∣∣∣∣ ≤ ∫
Rn
‖(1− πp)(τ qp τ qi(y)q ∇f(qi(y)))‖ρε(y)dy,
where we set U˜qi(y) := τ
q
qi(y)
u˜.
Proof. It is easy to check that dfqi(y)(U˜qi(y)) = 〈τ qp τ qi(y)q ∇f(qi(y)), u〉. Thus, by the
Cauchy-Schwarz inequality, we get∣∣∣∣∫
Rn
dfqi(y)(U˜qi(y))ρε(y)dy − 〈v(i)ε , u〉
∣∣∣∣ = ∣∣∣∣∫
Rn
〈(1− πp)(τ qp τ qi(y)q ∇f(qi(y))), u〉ρε(y)dy
∣∣∣∣
≤
∫
Rn
‖(1− πp)(τ qp τ qi(y)q ∇f(qi(y)))‖ρε(y)dy.
✷
Definition 2.7 A map F : Rn −→ Rk is called a locally L1-map if each F i : Rn −→ R is
a locally L1-function, where F i(x) denotes the i-th component of F (x) ∈ Rk.
Lemma 2.8 Let F : Rn −→ Rk be a locally L1-map, and C ⊂ Rk a compact convex
set. If F (Rn) ⊂ C, then ∫
Rn
ρ(x)F (x)dx ∈ C for all non-negative continuous function
ρ : Rn −→ R whose support is compact with ∫
Rn
ρ(x)dx = 1.
Proof. Let {Hα}α∈Γ be the family of all closed half spaces in Rk. It is well known that
K =
⋂
K⊂Hα
Hα for any closed convex subset K of R
k. Choose any closed half space Hα
with C ⊂ Hα. Let nα denote the inward pointing unit normal vector of Hα and vα ∈ Rk a
nearest point of C from ∂Hα. Then, 〈F (x)− vα, nα〉 ≥ 0 holds for all x, since F (x) ∈ C.
Since
∫
Rn
ρ(x)dx = 1,
∫
Rn
ρ(x)vαdx = vα. Thus,〈∫
ρ(x)F (x)dx− vα, nα
〉
=
∫
ρ(x)〈F (x)− vα, nα〉dx ≥ 0,
and hence
∫
Rn
ρ(x)F (x)dx ∈ Hα for all Hα with C ⊂ Hα. Thus,
∫
Rn
ρ(x)F (x)dx ∈ C. ✷
Lemma 2.9 For any η > 0, there exists a number δ(p, η) > 0 such that
τ q1p τ
q2
q1∇f(q2) ∈ ∂f(p)η :=
⋃
v∈∂f(p)
Bη(v)
holds for all q1 ∈ Bδ(p,η)(p) and q2 ∈ Bδ(p, η)(p) ∩ (M \ Ef ).
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Proof. Take any two sequences {xi} of xi ∈M and {yi} of yi ∈M \Ef both of which are
convergent to the point p. If the limit limi→∞∇f(yi) exists, then limi→∞ τxip τ yixi∇f(yi) =
limi→∞∇f(yi) ∈ ∂f(p). This implies the existence of the positive number δ(p, η). ✷
Lemma 2.10 For any η > 0, there exist numbers δ1(p, η) > 0 and ε(p, pi, η) > 0 such
that
τ qp∇f (pi)ε (q) ∈ ∂f(p)η
for all q ∈ Bδ1(p, η)(p) ∩ suppψi, and for all ε ∈ (0, ε(p, pi, η)).
Proof. It follows from Lemmas 2.4 and 2.5 that
(2.9)
∣∣∣∣(df (pi)ε )q(u˜)− ∫
Rn
dfqi(y)(U˜qi(y))ρε(y)dy
∣∣∣∣ < η2
for all ε ∈ (0, εi(η/2Lip(f))), q ∈ suppψi, and u˜ ∈ Sn−1q . If ε is not greater than
min
{
ri − max
q∈suppψi
‖ exp−1pi q‖,
δ(p, η/2)
2 Lip(exppi |Bri (opi ))
}
,
then ‖ exp−1pi q − y‖ ≤ ‖ exp−1pi q‖+ ‖y‖ < ri for all y ∈ Bε(opi). Hence,
d(qi(y), q) ≤ Lip(exppi |Bri (opi ))‖y‖ <
δ(p, η/2)
2
for all y ∈ Bε(opi). Thus, we have
d(p, qi(y)) ≤ d(p, q) + d(q, qi(y)) < δ(p, η/2)
2
+
δ(p, η/2)
2
= δ(p, η/2)
for all q ∈ suppψi ∩Bδ1(p,η)(p), where we set δ1(p, η) := δ(p, η/2)/2. Let
ε(p, pi, η) := min
{
εi(η/2 Lip(f)),
δ1(p, η)
Lip(exppi |Bri(opi ))
, ri − max
q∈suppψi
‖ exp−1pi q‖
}
.
From Lemma 2.9, we get
‖(1− πp)(τ qp τ qi(y)q ∇f(qi(y)))‖ <
η
2
for all q ∈ Bδ1(p, η)(p) and almost all y ∈ Bε(p, pi, η)(opi). Therefore, by Lemma 2.6, we
obtain
(2.10)
∣∣∣∣∫
Rn
dfqi(y)(U˜qi(y))ρε(y)dy − 〈v(i)ε , u〉
∣∣∣∣ < η2
for all q ∈ Bδ1(p, η)(p) and all ε ∈ (0, ε(p, pi, η)). By the triangle inequality and the
equations (2.9), (2.10), we obtain
(2.11) |(df (pi)ε )q(u˜)− 〈v(i)ε , u〉| < η
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for all u˜ ∈ Sn−1q , q ∈ suppψi ∩ Bδ1(p, η)(p), and ε ∈ (0, ε(p, pi, η)). Since (df (pi)ε )q(u˜) =
〈τ qp∇f (pi)ε (q), u〉 and u˜ is arbitrarily chosen, we have, by (2.11),
‖τ qp∇fε(pi)(q)− v(i)ε ‖ =
∣∣∣〈τ qp∇f (pi)ε (q)− v(i)ε , τ qp∇f (pi)ε (q)− v(i)ε 〉∣∣∣
‖τ qp∇fε(pi)(q)− v(i)ε ‖
< η
for all q ∈ suppψi ∩ Bδ1(p, η)(p) and ε ∈ (0, ε(p, pi, η)). By Lemma 2.8 and (2.8), v(i)ε ∈
∂f(p). Hence, τ qp∇fε(pi)(q) ∈ ∂f(p)η for all q ∈ suppψi∩Bδ1(p, η)(p), and ε ∈ (0, ε(p, pi, η)).
✷
Lemma 2.11 For any η > 0, there exist numbers δ2(p, η) > 0 and ε(p, η) > 0 such that
τ qp∇fε(q) ∈ ∂f(p)η
for all q ∈ Bδ2(p, η)(p) and all ε ∈ (0, ε(p, η)).
Proof. By Lemma 2.10, τ qp∇f (pi)ε (q) ∈ ∂f(p)η/2 holds for all q ∈ Bδ1(p, η/2)(p) ∩ suppψi
and ε ∈ (0, ε(p, pi, η/2)). Since ∂f(p)η/2 is convex,
(2.12)
∑
i
ψi(q) · τ qp∇f (pi)ε (q) ∈ ∂f(p)η/2
for all q ∈ Bδ1(p, η/2)(p) and ε ∈ (0, ε1(p, η)), where
ε1(p, η) := min{ε(p, pi, η/2) |Bδ1(p, η/2)(p) ∩ suppψi 6= ∅}.
Fix any q ∈ Bδ2(p, η)(p), where δ2(p, η) := δ1(p, η/2), and take any u˜ ∈ Sn−1q . Since∑
i ψi = 1,
∑
i dψi(u˜) = 0 holds. Then, we get
(2.13) (dfε)q(u˜) =
∑
i
ψi(q)df
(pi)
ε (u˜) +
∑
i
dψi(u˜)(f
(pi)
ε (q)− f(q))
By Lemma 2.2,∣∣∣∣∣∑
i
dψi(u˜)(f
(pi)
ε (q)− f(q))
∣∣∣∣∣ ≤ ε∑
i
|dψi(u˜)| · Lip(f) · Lip(exppi |Bri(opi ))
holds. Therefore, there exists a number ε(p, η) ∈ (0, ε1(p, η)] such that
(2.14)
∣∣∣∣∣∑
i
dψi(u˜)(f
(pi)
ε (q)− f(q))
∣∣∣∣∣ < η2
for all ε ∈ (0, ε(p, η)) and for all q ∈ Bδ2(p, η)(p). By (2.13) and (2.14),∣∣∣∣∣〈∇fε(q), u˜〉 −
〈∑
i
ψi(q)∇f (pi)ε (q), u˜
〉∣∣∣∣∣ < η2 .
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If we set u := τ qp u˜, then∣∣∣∣∣〈τ qp∇fε(q), u〉 −
〈∑
i
ψi(q) · τ qp∇f (pi)ε (q), u
〉∣∣∣∣∣ < η2 .
Since u is any unit tangent vector,∥∥∥∥∥τ qp∇fε(q)−∑
i
ψi(q) · τ qp∇f (pi)ε (q)
∥∥∥∥∥ < η2 .
Hence, from (2.12), it follows that τ qp∇fε(q) ∈ ∂f(p)η for all q ∈ Bδ2(p, η)(p) and all
ε ∈ (0, ε(p, η)). ✷
Lemma 2.12 Let A,B ⊂ Rn \ {o} be compact sets such that ∠(u, v) > π/2 holds for all
u ∈ A and v ∈ B. Then, o /∈ Conv(A) and o /∈ Conv(B). Moreover, ∠(u, v) > π/2 also
holds for all u ∈ Conv(A) and v ∈ Conv(B).
Proof. Take any u ∈ A, and fix it. Since ∠(u, v) > π/2 for all v ∈ B, B is a subset of
the open convex cone Vu := {v ∈ Rn \ {o} |∠(u, v) > π/2}. Thus, B ⊂
⋂
u∈A Vu. The
set
⋂
u∈A Vu is convex, since each Vu is convex. From the definition of the convex hull,
Conv(B) ⊂ ⋂u∈A Vu. Hence, we have proved that o 6∈ Conv(B), and that ∠(u, v) > π/2
for all u ∈ A and all v ∈ Conv(B). On the other hand, choose any v ∈ Conv(B), and fix
it. Since ∠(u, v) > π/2 for all u ∈ A, A is a subset of the open convex cone Vv. Then,
A ⊂ ⋂v∈Conv(B) Vv, and hence Conv(A) ⊂ ⋂v∈Conv(B) Vv. In particular, o 6∈ Conv(A) and
∠(u, v) > π/2 for all u ∈ Conv(A) and all v ∈ Conv(B). ✷
Lemma 2.13 Let f and h be Lipschitz functions on M . Assume that o /∈ ∂f(x), o /∈
∂h(x) on a compact set K ⊂M . If ∠(u, v) > π/2 holds for all x ∈ K and all u ∈ ∂f(x),
v ∈ ∂h(x), then there exists a number ηK > 0 such that, for any x ∈ K and any u ∈
∂f(x)ηK , v ∈ ∂h(x)ηK , ∠(u, v) > π/2 holds.
Proof. By supposing that the conclusion is false, we will get a contradiction. Then, for
each positive integer i, there exist a point xi ∈ K, ui ∈ ∂f(xi), and vi ∈ ∂h(xi) such
that ∠(ui, vi) < π/2 + 1/i. Since K is compact, we can assume, taking a subsequence,
if necessary, that x := limi→∞ xi ∈ K exists. By definition, any limits of the sequences
{τxix ui} and {τxix vi} are elements of ∂f(x) and ∂h(x), respectively. Since ∠(τxix ui, τxix vi) =
∠(ui, vi) < π/2 + 1/i for each i, we get ∠(u, v) ≤ π/2 for some u ∈ ∂f(x) and v ∈ ∂h(x).
This is a contradiction. ✷
Lemma 2.14 Let K ⊂ M be a compact set. Assume that there exist two distinct points
p, q ∈M \K such that for any minimal geodesic segments α and β emanating from each
point x ∈ K to p and q, respectively, ∠(α˙(0), β˙(0)) > π/2 holds. Then, for any sufficiently
small ε > 0, ∠(∇(dp)ε,∇(dq)ε) > π/2 holds on K, where dp(x) := d(p, x) for all x ∈M .
Proof. Let x be any point of K. It follows from Lemma 2.12 that o /∈ ∂dp(x) ∪ ∂dq(x)
and ∠(u, v) > π/2 holds for all u ∈ ∂dp(x) and v ∈ ∂dq(x). Then, by Lemma 2.13,
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there exists a positive number ηK such that, for any x ∈ K, u ∈ ∂dp(x)ηK , and v ∈
∂dq(x)ηK , ∠(u, v) > π/2 holds again. It follows from Lemma 2.11 that, for each point
x ∈ K, there exist two numbers δ2(x, ηK) > 0 and ε(x, ηK) > 0 such that τ q1x ∇(dp)ε(q1) ∈
∂dp(x)ηK and τ
q1
x ∇(dq)ε(q1) ∈ ∂dq(x)ηK for all q1 ∈ Bδ2(x, ηK)(x) and ε ∈ (0, ε(x, ηK)).
Since ∠(∇(dp)ε(q1),∇(dq)ε(q1)) = ∠(τ q1x ∇(dp)ε(q1), τ q1x ∇(dq)ε(q1)), it follows from Lemma
2.13 that ∠(∇(dp)ε(q1),∇(dq)ε(q1)) > π/2 for all q1 ∈ Bδ2(x, ηK)(x) and all ε ∈ (0, ε(x, ηK)).
This implies that, for any sufficiently small ε > 0, ∠(∇(dp)ε,∇(dq)ε) > π/2 holds on K
since K is compact. ✷
2.2 Approximations of Lipschitz maps: Proof of Theorem 1.3
In this subsection, using some techniques from non-smooth analysis and the partition of
unity, we first treat an approximation of a Lipschitz map F from a compact Riemannian
manifold M of dimension n into a Riemannian manifold N of dimension k, and finally
prove Theorem 1.3 applying the approximation method.
LetN be embedded into Euclideanm-dimensional space (Rm, 〈 · , · 〉), wherem ≥ k+1.
We may assume that N is isometrically embedded into Rm by introducing the induced
metric from the space. Here, note that the notion of the singular point of a Lipschitz
map is independent of the choice of the Riemannian metric (See (1.1) and Definition 1.5).
The Lipschitz map F is therefore a map from M into Rm. Then, we may define a smooth
approximation of F on a convex ball Br(p) of radius r, centered at each point p ∈M .
Definition 2.15 For each ε > 0, let F
(p)
ε : Br(p) −→ Rm denote the map defined by
(2.15) F (p)ε (q) :=
∫
Rn
ρε(y)F (q(y))dy =
∫
Rn
ρε(exp
−1
p q − y)F (expp(y))dy,
where q(y) := expp(exp
−1
p q − y) and ρε denotes the mollifier.
Lemma 2.16 For any ε > 0 and any q ∈ Br(p),
‖F (p)ε (q)− F (q)‖ ≤ ε · Lip(F ) · Lip(expp |Br+ε(op))
holds, where ‖ · ‖ denotes the Euclidean norm of Rm.
Proof. After the fashion of the proof of Lemma 2.2, we have the desired inequality. ✷
Since M is compact, we can choose finitely many convex balls Bri(pi), i = 1, 2, . . . , ℓ,
which cover M . Take a partition of unity ϕi subordinate to {Bri(pi)}. Then, for each
ε > 0, we define the global approximation Fε of F by
(2.16) Fε(q) =
ℓ∑
i=1
ϕi(q)F
(pi)
ε (q).
Lemma 2.17 For any ε > 0 and any q ∈M , we have
‖Fε(q)− F (q)‖ ≤ ε · Lip(F )
ℓ∑
i=1
ϕi(q) Lip(exppi |Bri+ε(opi )).
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Proof. Since
∑ℓ
i=1 ϕi = 1, we get F (q) =
∑ℓ
i=1 ϕi(q)F (q). Hence, by Lemma 2.16 and
the triangle inequality, we have the desired inequality. ✷
In what follows, for a pair of points p and q of M or N admitting a unique minimal
geodesic segment γ, we denote by τ pq the parallel transport from the tangent space at p
onto the tangent space at q along γ.
Lemma 2.18 Let q ∈ suppϕi. Then, for any u˜ ∈ Sn−1q := {v ∈ TqM | ‖v‖ = 1},
(2.17) ‖(dF (pi)ε )q(u˜)‖ ≤ Lip(F )
(
1 + sup
y∈Bε(opi )
‖Y (u˜)y (1)− τ qqi(y)(u˜)‖
)
,
holds, where qi(y) := exppi(exp
−1
pi
q−y), and Y (u˜)y (t) := ∂∂s exppi t
(
exp−1pi (expq su˜)− y
) ∣∣
s=0
is a Jacobi field along the geodesic exppi t
(
exp−1pi q − y
)
for each y.
Proof. From (2.15), it is easy to obtain
(2.18) (dF (pi)ε )q(u˜) =
∫
Rn
ρε(y)dFqi(y)(Y
(u˜)
y (1))dy
and dFqi(y)(Y
(u˜)
y (1)) = dFqi(y)(Y
(u˜)
y (1)−τ qqi(y)(u˜))+dFqi(y)(τ
q
qi(y)
(u˜)). Hence, by the triangle
inequality, we get (2.17). ✷
Lemma 2.19 For any η > 0, there exists a number εi(η) > 0 such that
sup{‖Y (u˜)y (1)− τ qqi(y)(u˜)‖ | q ∈ suppϕi, u˜ ∈ Sn−1q , y ∈ Bεi(η)(opi)} < η.
Proof. In a similar way to the proof of Lemma 2.5, we get the inequality. ✷
Lemma 2.20 For any η > 0, there exists a number ε(η) > 0 such that
(2.19) ‖dFε(u˜)‖ ≤ (1 + η) Lip(F )
holds for all ε ∈ (0, ε(η)) and all unit tangent vectors u˜ on M .
Proof. Take any u˜ ∈ Sn−1q , and fix it. Since
∑ℓ
i=1 ϕi = 1 onM , we get
∑ℓ
i=1(dϕi)q(u˜) = 0.
Then, we have
(2.20) (dFε)q(u˜) =
ℓ∑
i=1
ϕi(q)(dF
(pi)
ε )q(u˜) +
ℓ∑
i=1
(dϕi)q(u˜)(F
(pi)
ε (q)− F (q)).
By applying the triangle inequality to the equation above, we have
‖(dFε)q(u˜)‖ ≤
ℓ∑
i=1
ϕi(q)‖(dF (pi)ε )q(u˜)‖+
ℓ∑
i=1
|(dϕi)q(u˜)| · ‖F (pi)ε (q)− F (q)‖.
By Lemmas 2.16, 2.18 and 2.19, we get (2.19) for all sufficiently small ε > 0. ✷
From now on, we assume that n = dimM ≤ dimN = k.
19
Lemma 2.21 For each non-singular point p ∈ M of F , there exist positive numbers
r(p) and δ(p) such that, for any u ∈ Sn−1p , there exists a local unit vector field V on a
neighborhood of F (p) satisfying
(2.21) 〈dFq(τ pq (u)), VF (q)〉 ≥ δ(p)
for almost all q ∈ B2r(p)(p).
Proof. Choose convex balls Br1(p) and Br2(F (p)) so as to satisfy F (Br1(p)) ⊂ Br2(F (p)).
Since the point p is a non-singular point of F , it follows from Example 1.8 that there exist
positive numbers r(p) ∈ (0, r1/2) and δ(p) satisfying the following property: For any
u ∈ Sn−1p at the point p, there exists a unit vector v at F (p) such that
〈τF (q)F (p) ◦ dFq ◦ τ pq (u), v〉 ≥ δ(p)
for almost all q ∈ B2r(p)(p). Hence, we get 〈dFq(τ pq (u)), VF (q)〉 ≥ δ(p) for almost all
q ∈ B2r(p)(p), where VF (q) := τF (p)F (q) (v). ✷
Henceforth, we fix any non-singular point p ∈ M of F and any u˜ ∈ Sn−1q at any point
q ∈ Br(p)(p). Here, we also fix an integer i ∈ {1, 2, . . . , ℓ} satisfying q ∈ suppϕi ⊂ Bri(pi).
Lemma 2.22 There exists a unit vector field V on a neighborhood of F (p) such that
〈(dF (pi)ε )q(u˜), VF (q)〉(2.22)
≥ −Lip(F )( sup
y∈Bε(opi )
‖Y (u˜)y (1)− Uqi(y)‖+ sup
y∈Bε(opi )
‖VF (q) − VF (qi(y))‖
)
+ δ(p)
for all ε ∈ (0, εi(p)). Here, εi(p) := min
{
ri, r(p)/Lip(exppi |B2ri (opi ))
}
and Uqi(y) := τ
p
qi(y)
◦
τ qp (u˜).
Proof. It follows from Lemma 2.21 that for the unit tangent vector u := τ qp (u˜), there
exists a unit vector field V on a neighborhood of F (p) satisfying (2.21). By the triangle
inequality, ‖ exp−1pi q − y‖ < ri + ‖y‖ < 2ri for all y ∈ Bri(opi). Thus, we get
dM(q, qi(y)) ≤ ‖y‖ · Lip(exppi |B2ri (opi ))
for all y ∈ Bri(opi), where dM denotes the distance function ofM . Then, from the triangle
inequality, we obtain
dM(p, qi(y)) ≤ dM(p, q) + dM(q, qi(y)) < 2r(p)
for all y ∈ Bεi(p)(opi). Thus, by Lemma 2.21,
(2.23) 〈dFqi(y)(Uqi(y)), VF (qi(y))〉 ≥ δ(p)
for almost all y ∈ Bεi(p)(opi), where Uqi(y) := τ pqi(y)(u). It is clear to see that for almost all
y ∈ Bε(opi),
〈dFqi(y)(Uqi(y)), VF (q)〉(2.24)
= 〈dFqi(y)(Uqi(y)), VF (q) − VF (qi(y))〉+ 〈dFqi(y)(Uqi(y)), VF (qi(y))〉
≥ −Lip(F ) sup
y∈Bε(opi )
‖VF (q) − VF (qi(y))‖+ 〈dFqi(y)(Uqi(y)), VF (qi(y))〉.
20
Since dFqi(y)(Y
(u˜)
y (1)) = dFqi(y)(Y
(u˜)
y (1) − Uqi(y)) + dFqi(y)(Uqi(y)), we therefore get (2.22)
from (2.18), (2.23) and (2.24). ✷
Lemma 2.23 For any η > 0, there exists a number εi(p, η) > 0 such that
sup{‖Y (u˜)y (1)− Uqi(y)‖ | q ∈ suppϕi ∩ Br(p)(p), u˜ ∈ Sn−1q , y ∈ Bεi(p, η)(opi)} < η
and
sup{‖τF (p)F (q) (v)− τF (p)F (qi(y))(v)‖ | q ∈ suppϕi ∩Br(p)(p), v ∈ Sk−1F (p), y ∈ Bεi(p, η)(opi)} < η,
where Br(p)(p) := {q ∈M | d(p, q) ≤ r(p)}.
Proof. Imitate the proof of Lemma 2.19. ✷
Lemma 2.24 There exists VF (q) ∈ Sk−1F (q) such that
〈(dF (pi)ε )q(u˜), VF (q)〉 ≥
2δ(p)
3
for all ε ∈ (0, ε(p)) and all pi with q ∈ suppϕi. Here we set
ε(p) := min{εi(p), εi(p, η0) | suppϕi ∩Br(p)(p) 6= ∅},
where η0 := δ(p)/6 Lip(F ).
Proof. The inequality is immediate from Lemmas 2.22 and 2.23. ✷
Lemma 2.25 There exist VF (q) ∈ Sk−1F (q) and a number ε0(p) > 0 such that
(2.25) 〈(dFε)q(u˜), VF (q)〉 ≥ 1
3
δ(p)
for all ε ∈ (0, ε0(p)).
Proof. By Lemma 2.24, for any ε ∈ (0, ε(p)),
(2.26)
ℓ∑
i=1
ϕi(q)〈dF (pi)ε (u˜), VF (q)〉 ≥
2
3
δ(p).
From Lemma 2.16, we may choose a number ε0(p) ∈ (0, ε(p)) satisfying
(2.27)
∣∣∣∣∣
ℓ∑
i=1
dϕi(u˜)〈F (pi)ε (q)− F (q), VF (q)〉
∣∣∣∣∣ < 13δ(p)
for all ε ∈ (0, ε0(p)). Combining (2.20), (2.26) and (2.27), we get (2.25). ✷
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(Proof of Theorem 1.3) Let F :M −→ N be a Lipschitz map from a compact Riemannian
manifold M into a Riemannian manifold N , where dimM ≤ dimN . Assume that F has
no singular points on M . We embed N into Rm, where m ≥ dimN + 1, and introduce
the induced metric from the outer space to N . Note that F : M −→ Rm. Since N is
a smooth submanifold in Rm, for any x ∈ N there exists an open neighborhood Ux of x
in Rm such that each y ∈ Ux admits a unique z ∈ N with ‖y − z‖ = infw∈N ‖y − w‖.
Considering the open set UN := ∪x∈NUx in Rm, we have the smooth locally distance
projection πN : UN −→ N . Note here that N ⊂ UN . Since F (M) is compact, it follows
from Lemma 2.17 that for all sufficiently small ε > 0, the image of the map Fε defined by
(2.16) is a subset of UN . Then, for any sufficiently small ε > 0, we can define the smooth
map πN ◦Fε fromM into N . By its definition, (dπN)x is an orthogonal projection to TxN
for each x ∈ N . Therefore, for any sufficiently small ε > 0, the map πN ◦Fε : M −→ N is
an immersion from Lemma 2.25. Combining Lemmas 2.17, 2.20 and the argument above,
we get the assertion. ✷
2.3 Proof of Corollary 1.10
We need one more lemma in order to prove Corollary 1.10. In what follows, dM denotes
the distance function of a given Riemannian manifold M .
Lemma 2.26 Let M be a compact (connected) Riemannian manifold, and let F : M −→
M be a local diffeomorphism. If maxx∈M dM(F (x), x) is sufficiently small, then F is
injective. In particular, F is a diffeomorphism.
Proof. Since F (M) is open and closed in M , F is surjective. Then, we can consider F to
be a covering map. Since M is compact, there exists a number a such that 0 < a < i(M),
where i(M) denotes the injectivity radius of M . Since maxx∈M dM(F (x), x)≪ 1, we may
assume that dM(F (x), x) < i(M) for all x ∈ M . Thus, for each x ∈ M , there exists
a unique minimal geodesic segment γ : [0, 1] −→ M joining x = γ(0) to F (x) = γ(1).
Define the map H : M × [0, 1] −→ M by H(x, t) := σx(t), where σx : [0, 1] −→ M
denotes a unique minimal geodesic segment emanating from x = σx(0) to F (x) = σx(1).
H is continuous, for F is continuous and σx is unique. By the definition of H , H(x, 0) =
x = idM(x) and H(x, 1) = F (x) for all x ∈ M , i.e., F is homotopic to idM . Since
π1(M,F (x))/F♯(π1(M,x)) is trivial, where F♯ denotes the homomorphism from π1(M,x)
to π1(M,F (x)) induced by F , it follows from a well known lemma (cf. Corollary 3 in [33,
Chapter 3]) that F−1(x) is one point, i.e., F is injective. ✷
(Proof of Corollary 1.10) Let F be a bi-Lipschitz homeomorphism from a compact Rie-
mannian manifold M onto a Riemannian manifold N . Assume that F and F−1 have no
singular points on M and N , respectively. By Theorem 1.3, for any η > 0, there exist
two smooth immersions fη from M into N and gη from N into M such that
max
p∈M
dN(fη(p), F (p)) < η, Lip(fη) ≤ Lip(F )(1 + η),
and that
max
q∈N
dM(gη(q), F
−1(q)) < η, Lip(gη) ≤ Lip(F−1)(1 + η),
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respectively. Hence, Lip(gη ◦ fη) ≤ Lip(gη) Lip(fη) ≤ Lip(F ) Lip(F−1)(1 + η)2. Moreover,
by the triangle inequality, we get
dM(gη ◦ fη(p), p) ≤ dM(gη(fη(p)), F−1(fη(p))) + dM(F−1(fη(p)), F−1(F (p))).
Since dM(gη(fη(p)), F
−1(fη(p))) < η and dM(F
−1(fη(p)), F
−1(F (p))) < η Lip(F−1) for all
p ∈ M , we obtain maxp∈M dM(gη ◦ fη(p), p) < η(1 + Lip(F−1)). Therefore, by Lemma
2.26, for all sufficiently small η > 0, gη ◦ fη is a diffeomorphism on M . This implies that
fη and gη are injective for all sufficiently small η, and hence M and N are diffeomorphic.
✷
3 Proofs of the differentiable exotic sphere theorems
We first give two preliminaries to three cases (1.6), (1.7), and (1.10).
3.1 Preliminaries to the proofs in assuming (1.6) and (1.10)
Throughout this subsection, let σ : Sn−1(1) := {v ∈ Rn | ‖v‖ = 1} −→ Sn−1(1) be a
diffeomorphism satisfying
(3.1)
∫ π
0
e−t‖c¨(t) + c(t)‖dt ≤ e−πα
for some α > 0 and any unit speed geodesic γ : [0, π] −→ Sn−1(1). Here,
c := σ ◦ γ, c˙ := dc
dt
, and c¨ :=
d2c
dt2
.
Our aim in this subsection is to prove the following theorem:
Theorem 3.1 If α > 0 is sufficiently small, for example α = 1 − 1/√2, then the origin
o ∈ Rn is non-singular for the map F˜ : Rn −→ Rn defined by
F˜ (v) :=
 ‖v‖σ
(
v
‖v‖
)
on Rn \ {o},
o when v = o.
We need six lemmas to prove Theorem 3.1. So, we first prove the lemmas before
proving the theorem: Take any unit speed geodesic γ : [0, π] −→ Sn−1(1), and fix it. Set
c(t) := c(0) cos t+ c˙(0) sin t
on [0, π].
Lemma 3.2 For any t ∈ [0, π],√
‖c(t)− c(t)‖2 + ‖c˙(t)− c˙(t)‖2 ≤ eπ
∫ π
0
e−θ‖c¨(θ) + c(θ)‖dθ
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holds. In particular, we have
(3.2) ‖c(t)− c(t)‖ ≤ α
for all t ∈ [0, π].
Proof. Let f(t) :=
√
‖c(t)− c(t)‖2 + ‖c˙(t)− c˙(t)‖2, and let X(t) :=
(
c(t)
c˙(t)
)
, X(t) :=(
c(t)
c˙(t)
)
∈ R2n. Then, f(t) = ‖X(t) − X(t)‖. Note that f(0) = 0 because c(0) = c(0)
and c˙(0) = c˙(0). Choose an open interval (a, b) ⊂ [0, π] such that f(t) > 0 on (a, b) and
f(a) = 0. In this situation, we observe
f ′(t) =
1
‖X(t)−X(t)‖
〈
X(t)−X(t), X ′(t)−X ′(t)
〉
(3.3)
≤ ‖X ′(t)−X ′(t)‖ =
√
‖c˙(t)− c˙(t)‖2 + ‖c¨(t)− c¨(t)‖2
on (a, b). Since c¨(t) = −c(t), we have
‖c¨(t)− c¨(t)‖ = ‖(c¨(t) + c(t))− (c¨(t) + c(t))‖(3.4)
≤ ‖c¨(t) + c(t)‖+ ‖c¨(t) + c(t)‖ = ‖c¨(t) + c(t)‖+ ‖c(t)− c(t)‖.
Thus, by (3.4),
‖c˙(t)− c˙(t)‖2 + ‖c¨(t)− c¨(t)‖2(3.5)
≤ ‖c˙(t)− c˙(t)‖2 + ‖c¨(t) + c(t)‖2 + 2‖c¨(t) + c(t)‖ · ‖c(t)− c(t)‖+ ‖c(t)− c(t)‖2
≤ f 2(t) + 2‖c¨(t) + c(t)‖f(t) + ‖c¨(t) + c(t)‖2 = (f(t) + ‖c¨(t) + c(t)‖)2.
Hence, by (3.3) and (3.5), we get
(3.6) f ′(t) ≤ f(t) + ‖c¨(t) + c(t)‖
on (a, b). Since e−t(f ′(t)− f(t)) ≤ e−t‖c¨(t) + c(t)‖ from (3.6), and since f(a) = 0,∫ b
a
e−t‖c¨(t) + c(t)‖dt ≥
∫ b
a
e−t(f ′(t)− f(t))dt =
∫ b
a
(e−tf(t))′dt = e−bf(b),
and hence f(b) ≤ eb ∫ b
a
e−θ‖c¨(θ) + c(θ)‖dθ ≤ eb ∫ b
0
e−θ‖c¨(θ) + c(θ)‖dθ. Since the function
t −→ et ∫ t
0
e−θ‖c¨(θ) + c(θ)‖dθ is increasing on [0, π],
(3.7) f(b) ≤ eb
∫ b
0
e−θ‖c¨(θ) + c(θ)‖dθ ≤ eπ
∫ π
0
e−θ‖c¨(θ) + c(θ)‖dθ.
If f(t) = 0 for some t ∈ [0, π], then (3.7) still holds for such a t. Therefore,
f(t) ≤ eπ
∫ π
0
e−θ‖c¨(θ) + c(θ)‖dθ.
holds on [0, π]. ✷
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Lemma 3.3 〈c(0), c(θ)〉 cos θ ≥ cos2 θ − α| cos θ| for all θ ∈ [0, π].
Proof. Since ‖c(0)‖ = 1 and c(0) ⊥ c˙(0),
〈c(0), c(θ)〉 = 〈c(0), c(θ)− c(θ)〉+ 〈c(0), c(θ)〉(3.8)
= 〈c(0), c(θ)− c(θ)〉+ 〈c(0), c(0) cos θ + c˙(0) sin θ〉
= 〈c(0), c(θ)− c(θ)〉+ cos θ.
By (3.2) and (3.8), we have
〈c(0), c(θ)〉 cos θ ≥ cos2 θ − ‖c(θ)− c(θ)‖ · | cos θ| ≥ cos2 θ − α| cos θ|.
✷
Lemma 3.4 〈c˙(0), c(θ)〉 sin θ ≥ ‖c˙(0)‖2 sin2 θ − α‖c˙(0)‖ sin θ for all θ ∈ [0, π].
Proof. Since c(0) ⊥ c˙(0),
(3.9) 〈c˙(0), c(θ)〉 = 〈c˙(0), c(θ)− c(θ)〉+ 〈c˙(0), c(θ)〉 = 〈c˙(0), c(θ)− c(θ)〉+ ‖c˙(0)‖2 sin θ.
By (3.2) and (3.9), we have
〈c˙(0), c(θ)〉 sin θ ≥ ‖c˙(0)‖2 sin2 θ − ‖c˙(0)‖ · ‖c(θ)− c(θ)‖ sin θ
≥ ‖c˙(0)‖2 sin2 θ − α‖c˙(0)‖ sin θ.
✷
Lemma 3.5 |‖c˙(0)‖ − 1| ≤ α.
Proof. Since c(π/2) = c˙(0), c˙(0) = c(π/2) − c(π/2) + c(π/2). Since ‖c(π/2)‖ = 1, by
the triangle inequality and (3.2), ‖c˙(0)‖ ≤ ‖c(π/2) − c(π/2)‖ + ‖c(π/2)‖ ≤ α + 1, and
‖c˙(0)‖ ≥ ‖c(π/2)‖ − ‖c(π/2)− c(π/2)‖ ≥ 1− α. Hence, we get the assertion. ✷
Lemma 3.6 For α = 1− 1/√2, we have
〈c(θ), c(θ)〉 > 0
on [0, π].
Proof. First we consider the case where ‖c˙(0)‖ ≥ 1 holds. Then, by Lemmas 3.3, 3.4,
and 3.5, we have
〈c(θ), c(θ)〉 = 〈c(0), c(θ)〉 cos θ + 〈c˙(0), c(θ)〉 sin θ(3.10)
≥ cos2 θ − α| cos θ|+ ‖c˙(0)‖2 sin2 θ − α‖c˙(0)‖ sin θ
≥ cos2 θ − α| cos θ|+ sin2 θ − α(α + 1) sin θ
= 1− α| cos θ| − α(α + 1) sin θ.
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Set t = sin θ. Note that 0 ≤ t ≤ 1. Since | cos θ| = √1− t2 ≤ 1− t2/2, we have, by (3.10),
〈c(θ), c(θ)〉 ≥ 1− α| cos θ| − α(α+ 1) sin θ(3.11)
≥ 1 + α
(
t2
2
− 1
)
− α(α + 1)t
=
α
2
t2 − α(α+ 1)t + 1− α
=
α
2
{t− (α + 1)}2 − α
2
(α + 1)2 + 1− α.(3.12)
Consider the function ϕ(t) := (α/2)t2 − α(α + 1)t+ 1 − α on [0, 1], which is a parabola.
From (3.12), the axis of ϕ is t = α + 1. Since α = 1 − 1/√2, we see that α/2 > 0 and
α + 1 > 1, which imply that ϕ is decreasing on [0, 1]. Moreover, since α = 1 − 1/√2, we
see that
(3.13) ϕ(1) = −
(
α +
3
4
)2
+
25
16
> 0.
Hence, by (3.11), (3.12), and (3.13),
〈c(θ), c(θ)〉 ≥ ϕ(1) > 0
holds on [0, π].
Finally we consider the case where ‖c˙(0)‖ < 1 holds. Then, since α = 1 − 1/√2, we
have, by Lemmas 3.3, 3.4, and 3.5,
〈c(θ), c(θ)〉 = 〈c(0), c(θ)〉 cos θ + 〈c˙(0), c(θ)〉 sin θ
≥ cos2 θ − α| cos θ|+ ‖c˙(0)‖2 sin2 θ − α‖c˙(0)‖ sin θ
> cos2 θ + sin2 θ − α| cos θ|+ (‖c˙(0)‖2 − 1) sin2 θ − α sin θ
= 1− α(| cos θ|+ sin θ) + (‖c˙(0)‖+ 1)(‖c˙(0)‖ − 1) sin2 θ
≥ 1− α(| cos θ|+ sin θ)− α(‖c˙(0)‖+ 1) sin2 θ
> 1−
√
2α− 2α = 0
for all θ ∈ [0, π]. ✷
Lemma 3.7 Let F˜ : Rn −→ Rn be the map defined by
(3.14) F˜ (v) :=
 ‖v‖σ
(
v
‖v‖
)
on Rn \ {o},
o when v = o.
Then, the generalized differential of F˜ at o is given by
∂F˜ (o) = Conv({Av | v ∈ Sn−1(1)}),
where Av is the linear map defined by Av(λv) := λσ(v) for all λ ∈ R and Av(w) := dσv(w)
for all w ∈ Rn with w ⊥ v.
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Proof. Let v ∈ Sn−1(1), ℓ > 0, and λ ∈ R. By (3.14),
(3.15) dF˜ℓv(λv) =
d
dt
F˜ (ℓv + tλv)
∣∣∣∣
t=0
=
d
dt
(ℓ+ λt)σ(v)
∣∣∣∣
t=0
= λσ(v).
For any w ∈ Rn with w ⊥ v, by (3.14),
dF˜ℓv(w) =
d
dt
F˜ (ℓv + tw)
∣∣∣∣
t=0
=
d
dt
F˜
(√
ℓ2 + ‖w‖2t2 · ℓv + tw√
ℓ2 + ‖w‖2t2
) ∣∣∣∣
t=0
(3.16)
=
d
dt
√
ℓ2 + ‖w‖2t2 · σ
(
ℓv + tw√
ℓ2 + ‖w‖2t2
)∣∣∣∣
t=0
= ℓ · d
dt
σ
(
ℓv + tw√
ℓ2 + ‖w‖2t2
) ∣∣∣∣
t=0
= ℓ · dσv
(w
ℓ
)
= dσv (w)
Hence, by (3.15) and (3.16), we obtain ∂F˜ (o) = Conv({Av | v ∈ Sn−1(1)}). ✷
Remark 3.8 In the proof of Lemma 3.7, we do not need the assumption that σ satisfies
(3.1) for some α.
Now, we are going to give the proof of Theorem 3.1:
(Proof of Theorem 3.1) Let α > 0 be sufficiently small, and let F˜ : Rn −→ Rn be the
map defined by (3.14). Let u, v ∈ Sn−1(1) be any vectors. Then, we can take a unit speed
geodesic γ : [0, π] −→ Sn−1(1) emanating from v = γ(0) satisfying u = γ(t0) for some
t0 ∈ [0, π]. Setting w := γ˙(0), we have γ(t) = v cos t + w sin t on [0, π]. Take any ℓ > 0,
and fix it. Since c(0) = σ(γ(0)) = σ(v) and c˙(0) = dσγ(0)(γ˙(0)) = dσv(w), we see, by
(3.15) and (3.16),
dF˜ℓv(u) = dF˜ℓv(γ(t0)) = dF˜ℓv(v) cos t0 + dF˜ℓv(w) sin t0
= σ(v) cos t0 + dσv(w) sin t0
= c(0) cos t0 + c˙(0) sin t0 = c(t0).
Since σ(u) = σ(γ(t0)) = c(t0),
(3.17) 〈dF˜ℓv(u), σ(u)〉 = 〈dF˜ℓv(u), c(t0)〉 = 〈c(t0), c(t0)〉.
Thus, if α = 1− 1/√2, then, by Lemma 3.6, 〈dF˜ℓv(u), σ(u)〉 > 0 holds. This implies
(3.18) 〈Av(u), σ(u)〉 > 0
for all u, v ∈ Sn−1(1). Therefore, by Lemma 3.7 and (3.18), o is non-singular for F˜ .
Indeed, suppose that o is singular for F˜ . Set G := {Av | v ∈ Sn−1(1)}. Since
Conv(G) =
{ ℓ∑
i=1
λiAzi
∣∣∣∣Azi ∈ G, ℓ∑
i=1
λi = 1, λi ≥ 0 (i = 1, 2, . . . , ℓ)
}
,
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where ℓ < ∞ (by Carathe´odory’s theorem), there exists ∑ℓi=1 λiAzi ∈ ∂F˜ (o) such that
rank(
∑ℓ
i=1 λiAzi) < n. Thus, we may find a vector v0 ∈ Sn−1(1) such that
∑ℓ
i=1 λiAzi(v0) =
o. By (3.18),
0 = 〈o, σ(v0)〉 =
〈
ℓ∑
i=1
λiAzi(v0), σ(v0)
〉
=
ℓ∑
i=1
λi〈Azi(v0), σ(v0)〉 > 0,
which is a contradiction. Hence, o is non-singular for F˜ . ✷
From (3.17) in the proof of Theorem 3.1, we have the following lemma, which is applied
to the proof of the differentiable exotic sphere theorem II.
Lemma 3.9 If σ satisfies
∠(c(t), c(t)) <
π
2
for all geodesic segments γ([0, π]) ⊂ Sn−1(1) with ‖γ˙‖ ≡ 1, then o ∈ Rn is non-singular
for the map F˜ defined by (3.14). Here, we do not assume that σ satisfies (3.1) for some
α.
We need a corollary below of Theorem 3.1 to prove the differentiable exotic sphere
theorem I in the case where (1.6) holds. We prepare the following lemma for proving the
corollary.
Lemma 3.10 A smooth curve c : (a, b) −→ Sn−1(1) ⊂ Rn satisfies
‖c¨(t) + c(t)‖2 = ‖c¨(t)‖2 − 2‖c˙(t)‖2 + 1.
Proof. It is clear that ‖c¨(t)+ c(t)‖2 = ‖c¨‖2+2〈c¨(t), c(t)〉+1, where note that ‖c(t)‖ ≡ 1
on (a, b). Since 1 = ‖c(t)‖2 = 〈c(t), c(t)〉 for all t ∈ (a, b), 〈c˙(t), c(t)〉 ≡ 0 holds. We thus
have 〈c¨(t), c(t)〉 = −〈c˙(t), c˙(t)〉 = −‖c˙(t)‖2. Hence, we get
‖c¨(t) + c(t)‖2 = ‖c¨‖2 + 2〈c¨(t), c(t)〉+ 1 = ‖c¨(t)‖2 − 2‖c˙(t)‖2 + 1.
✷
Corollary 3.11 Let σ : Sn−1(1) −→ Sn−1(1) be a diffeomorphism, c := σ ◦ γ the curve
in Sn−1(1), where γ : [0, π] −→ Sn−1(1) denotes a geodesic segment, and F˜ : Rn −→ Rn
the map defined by (3.14). If Lipb(σ) satisfies (1.6) for all geodesic segments γ([0, π]) ⊂
Sn−1(1) with ‖γ˙‖ ≡ 1, then o ∈ Rn is non-singular for F˜ .
Proof. Since
‖c˙(t)‖ = lim
h→0
‖c(t+ h)− c(t)‖
|h| = limh→0
‖σ(γ(t+ h))− σ(γ(t))‖
‖γ(t+ h)− γ(t)‖ ·
‖γ(t+ h)− γ(t)‖
|h| ,
(3.19) Lipb(σ)−1 ≤ ‖c˙‖ ≤ Lipb(σ)
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holds on any geodesic segment γ([0, π]) ⊂ Sn−1(1). By Lemma 3.10, (1.6), and (3.19),∫ π
0
e−t‖c¨(t) + c(t)‖ dt =
∫ π
0
e−t
√
‖c¨(t)‖2 − 2‖c˙(t)‖2 + 1 dt
≤
∫ π
0
e−t
√
‖c¨(t)‖2 − 2 Lipb(σ)−2 + 1 dt
≤
∫ π
0
e−tdt
√√√√2{ √2− 1
2(eπ − 1)
}2
= (1− e−π) · 2−
√
2
2(eπ − 1)
= e−π
(
1− 1√
2
)
.
Hence, σ satisfies (3.1) for α = 1− 1/√2. By Theorem 3.1, o is non-singular for F˜ . ✷
3.2 Preliminary to the proof in assuming (1.7)
Lemma 3.12 Let σ : Sn−1(1) −→ Sn−1(1) be a diffeomorphism, where we do not assume
(3.1), Lipb(σ) the bi-Lipschitz constant of it, and F˜ : Rn −→ Rn the map defined by
(3.14). Then, we have
(3.20) Lipb(σ)−1‖u− v‖ ≤ ‖F˜ (u)− F˜ (v)‖ ≤ Lipb(σ)‖u− v‖
for all u, v ∈ Rn, i.e., F˜ is bi-Lipschitz.
Proof. Take any u, v ∈ Rn. If u = 0, or v = 0, then the inequality holds. Hence, we
assume u 6= 0 and v 6= 0. Set u˜ := u/‖u‖ and v˜ := v/‖v‖. Note that if u˜ = v˜, then
(3.20) trivially holds. Hence, we assume u˜ 6= v˜. Since ‖F˜ (u)‖ = ‖u‖ and 〈F˜ (u), F˜ (v)〉 =
‖u‖ · ‖v‖〈σ(u˜), σ(v˜)〉,
(3.21) ‖F˜ (u)− F˜ (v)‖2 = ‖u‖2 + ‖v‖2 − 2‖u‖ · ‖v‖〈σ(u˜), σ(v˜)〉
Since ‖u− v‖2 = ‖u‖2 + ‖v‖2 − 2‖u‖ · ‖v‖〈u˜, v˜〉, we have, by (3.21),
(3.22) ‖F˜ (u)− F˜ (v)‖2 − ‖u− v‖2 = 2‖u‖ · ‖v‖(〈u˜, v˜〉 − 〈σ(u˜), σ(v˜)〉)
Similarly, we see
(3.23) ‖σ(u˜)− σ(v˜)‖2 − ‖u˜− v˜‖2 = 2(〈u˜, v˜〉 − 〈σ(u˜), σ(v˜)〉)
Set ℓ2 := ‖σ(u˜)− σ(v˜)‖2/‖u˜− v˜‖2. Then, by (3.22) and (3.23),
‖F˜ (u)− F˜ (v)‖2 − ‖u− v‖2 = ‖u‖ · ‖v‖{‖σ(u˜)− σ(v˜)‖2 − ‖u˜− v˜‖2}(3.24)
= ‖u‖ · ‖v‖(ℓ2 − 1)‖u˜− v˜‖2
= 2(ℓ2 − 1)(‖u‖ · ‖v‖ − 〈u, v〉).
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Since Lipb(σ) ≥ 1, ‖u‖ · ‖v‖ − 〈u, v〉 ≥ 0 and 2(‖u‖ · ‖v‖ − 〈u, v〉) ≤ ‖u− v‖2, we see, by
(3.24),
‖F˜ (u)− F˜ (v)‖2 = ‖u− v‖2 + 2(ℓ2 − 1)(‖u‖ · ‖v‖ − 〈u, v〉)
≤ ‖u− v‖2 + 2(Lipb(σ)2 − 1)(‖u‖ · ‖v‖ − 〈u, v〉)
= Lipb(σ)2‖u− v‖2 + (1− Lipb(σ)2){‖u− v‖2 − 2(‖u‖ · ‖v‖ − 〈u, v〉)}
≤ Lipb(σ)2‖u− v‖2.
As well as above, we have ‖F˜ (u)− F˜ (v)‖2 ≥ Lipb(σ)−2‖u− v‖2. ✷
3.3 The proofs
All notations in this subsection are the same as those defined in Sect. 1.3.
(Proof of the differentiable exotic sphere theorem I in the case of (1.6)) We assume here
dMi(pi, qi) := π for each i = 1, 2 by normalizing the metric, where dMi denotes the
distance function on Mi. Note that this normalization does not change Lip
b(σ) and ‖c¨‖.
The diffeomorphism σpiqi : S
n−1
pi
−→ Sn−1qi defined by (1.2) satisfies σpiqi (ui) = −τ˙ui(π), i.e.,
ℓi = π, since dMi(pi, qi) = π. Here, τui(t) := exppi tui for all ui ∈ Sn−1pi and all t ∈ [0, π].
We first construct a map F˜ satisfying (3.14) under identifying TqiMi = R
n: For each
(t, u1) ∈ [0, π]× Sn−1p1 , we define the bi-Lipschitz homeomorphism F : M1 −→M2 by
(3.25) F (expp1 tu1) := expp2(tI(u1)),
where I : Tp1M1 −→ Tp2M2 denotes a linear isometry. Note that F is a diffeomorphism
between M1 \ {q1} and M2 \ {q2}. Define the map F˜ : Bπ(oq1) −→ Bπ(oq2) by
(3.26) F˜ := exp−1q2 ◦F ◦ expq1,
where for each i = 1, 2, Bπ(oqi) := {v ∈ TqiMi | ‖v‖ < π} and oqi denotes the origin of
TqiMi. Since
F (expq1 tσ
p1
q1
(u1)) = F (τu1(π − t)) = expp2(π − t)I(u1) = τu2(π − t) = expq2 tσp2q2 (u2),
where u2 := I(u1), we have
(3.27) F˜ (tσp1q1 (u1)) = exp
−1
q2
(expq2 tσ
p2
q2
(u2)) = tσ
p2
q2
(u2) = tσ
p2
q2
◦ I(u1)
By setting v1 := σ
p1
q1 (u1), it follows from (3.27) that
F˜ (tv1) = F˜ (tσ
p1
q1
(u1)) = tσ
p2
q2
◦ I(u1) = tσp2q2 ◦ I ◦ σq1p1(v1) = tσ(v1),
and hence F˜ satisfies (3.14).
Since d(expq1)o and d(exp
−1
q2 )q2 are the identity maps, ∂F (q1) = ∂F˜ (o), where o := oq1.
By Lemma 3.7, ∂F (q1) = Conv({Av | v ∈ Sn−1q1 }) holds, where Av is as in the statement.
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Since Lipb(σ) satisfies (1.6), by Corollary 3.11, q1 is non-singular for F . Since F has no
singular points on M1, it follows from Theorem 1.3 that for any sufficiently small η > 0,
there exists a smooth approximation fη : M1 −→M2 of F , which is an immersion. Since
fη(M1) is open and closed in M2, fη(M1) =M2. On the other hand, since M1 is compact
and M2 is Hausdorff, fη is proper. Since fη is a local diffeomorphism, fη is a covering
map from M1 onto M2. Since M2 is simply connected, fη is injective. Therefore, for any
sufficiently small η > 0, fη is a diffeomorphism from M1 onto M2. ✷
(Proof of the differentiable exotic sphere theorem I in the case of (1.7)) Let F :M1 −→M2
and F˜ : Bπ(oq1) −→ Bπ(oq2) be the maps defined by (3.25) and (3.26), respectively.
Moreover, let M2 be isometrically embedded into R
m, where m ≥ n + 1, by introducing
the induced metric from the space. Then, F : M1 −→ Rm. By Lemma 3.12 and (1.7),
we get Lipb(F˜ )2 ≤ 1 + {(8/π)(n− 1)}−1/2. Hence, it follows from the proof of [21,
Theorem 5.1] that the smooth approximation F˜ε, which is the convolution of F˜ and the
mollifier ρε, is an immersion from some open ball Bδ(oq1) ⊂ Bπ(oq1) into Bπ(oq2). Here,
F˜ε(y) :=
∫
F˜ (x)ρε(x− y)dx for ε < δ. Therefore, F admits a local smooth approximation
F
(q1)
ε from an open ball Bδ(q1) = expq1 Bδ(oq1) into R
m, which is an immersion. Let
ϕ : M1 −→ R be a smooth function satisfying 0 ≤ ϕ ≤ 1 on M1, ϕ ≡ 1 on Br(q1),
and suppϕ ⊂ BR(q1), where 0 < r < R < δ. Define the map Fε : M1 −→ Rm by
Fε := (1− ϕ)F + ϕF (q1)ε . Since
Fε =
{
F
(q1)
ε on Br(q1),
F on M1 \ suppϕ,
Fε is a local diffeomorphism from Br(q1) ∪ (M1 \ suppϕ) into Rm. Since F is smooth on
BR(q1)\Br(q1), it is easy to see that F (q1)ε uniformly converges to F on BR(q1)\Br(q1) as
ε goes to zero in the C1-topology. Thus, Fε uniformly converges to F on BR(q1) \Br(q1)
as ε goes to zero in the C1-topology. Now, choose a small neighborhood NM2 of M2 ⊂ Rm
such that any x ∈ NM2 admits a unique nearest point πM2(x) ∈ M2. Then, the map
πM2 : NM2 −→ M2 is well-defined and smooth. Since (dπM2)y is an orthogonal projection
to TyM2 for each y ∈ M2, the map Gε := πM2 ◦ Fε : M1 −→ M2 is an immersion for
any sufficiently small ε > 0. Since Gε(M1) is open and closed in M2, Gε(M1) = M2.
Moreover, since M1 is compact and M2 is Hausdorff, Gε is proper, and thus Gε is a
covering map from M1 onto M2. Since M2 is simply connected, Gε is injective, and hence
it is a diffeomorphism from M1 onto M2 for any sufficiently small ε > 0. ✷
(Proof of the differentiable exotic sphere theorem II) Let F : M1 −→ M2 and F˜ :
Bπ(oq1) −→ Bπ(oq2) be the maps defined by (3.25) and (3.26), respectively. By the
same argument in the proof of the case where (1.6) holds, we have ∂F (q1) = ∂F˜ (o) =
Conv({Av | v ∈ Sn−1q1 }), where Av is as in Lemma 3.7. Since σ satisfies (1.10), by Lemma
3.9, q1 is non-singular for F , i.e., F has no singular points onM1. By Theorem 1.3 and the
same argument as the proof of the case where (1.6) holds, M1 andM2 are diffeomorphic.✷
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3.4 The reason why we need the restriction of c¨ in the condition
(1.6)
Let σ : Sn−1(1) −→ Sn−1(1) be a diffeomorphism, where Sn−1(1) := {v ∈ Rn | ‖v‖ = 1},
and let Lipb(σ) ≥ 1 denote the bi-Lipschitz constant of σ defined by (1.4). First, we will
prove that, for any i, j ∈ {1, 2, . . . , n},
|〈σ(ei), σ(ej)〉 − δij | ≤ Lipb(σ)2 − 1,
where ei := (0, . . . , 1, . . . , 0) ∈ Rn. From this property, {σ(e1), σ(e2), . . . , σ(en)} looks
linearly independent if Lipb(σ)2 − 1 is sufficiently small. As Lemma 3.13 below shows,
however, {σ(e1), σ(e2), . . . , σ(en)} is not always linearly independent. Take any vectors
u, v ∈ Sn−1(1). By the parallelogram law, we have
〈σ(u), σ(v)〉 = 1
2
{‖σ(u)‖2 + ‖σ(v)‖2 − ‖σ(u)− σ(v)‖2} = 1
2
{2− ‖σ(u)− σ(v)‖2}
and 〈u, v〉 = {‖u‖2 + ‖v‖2 − ‖u− v‖2}/2 = {2− ‖u− v‖2}/2. Then, we have
〈σ(u), σ(v)〉 − 〈u, v〉 = 1
2
{‖u− v‖2 − ‖σ(u)− σ(v)‖2}
≤ 1
2
(1− Lipb(σ)−2)‖u− v‖2 ≤ Lip
b(σ)2 − 1
2
‖u− v‖2.
As well as above, 〈σ(u), σ(v)〉 − 〈u, v〉 ≥ (1− Lipb(σ)2)‖u− v‖2/2. Thus,
|〈σ(u), σ(v)〉 − 〈u, v〉| ≤ Lip
b(σ)2 − 1
2
‖u− v‖2
holds. In particular, |〈σ(ei), σ(ej)〉 − 〈ei, ej〉| ≤ Lipb(σ)2 − 1.
Lemma 3.13 For any ε > 0, there exist a1,a2, . . . ,an ∈ Rn such that
(3.28) |〈ai,aj〉 − δij | < ε,
but {a1,a2, . . . ,an} is not linearly independent.
Proof. Take any ε ∈ (0, 1), and fix it. Choose an integer k ≥ 0 satisfying
(3.29)
4(1− ε2)
ε2
< k ≤ 4(1− ε
2)
ε2
+ 1.
Set c1 = c2 = · · · = ck = ε/2. Since
∑k
j=1 c
2
j = kε
2/4, we have 1 −∑kj=1 c2j = 1 − kε2/4.
By the right inequality of (3.29),
1−
k∑
j=1
c2j ≥ 1−
ε2
4
{
4(1− ε2)
ε2
+ 1
}
=
3
4
ε2 > 0.
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By the left inequality of (3.29),
1−
k∑
j=1
c2j < 1−
ε2
4
· 4(1− ε
2)
ε2
= ε2.
Thus, we have 0 < ck+1 :=
√
1−∑kj=1 c2j < ε. Defining a1 := e1,a2 := e2, . . . ,ak :=
ek,ak+1 =
∑k+1
j=1 cjej ∈ Rn, we see 〈ai,aj〉 = δij for all i, j < k + 1, 〈ak+1,ak+1〉 = 1, and
0 < 〈ak+1,ai〉 < ε for all i 6= k + 1. Hence, {a1,a2, . . . ,ak+1} is linearly dependent, but
that satisfies (3.28). ✷
Remark 3.14 By Lemma 3.13, it looks impossible to find a bound on the Lipschitz
constant of F˜ independent of the dimension n such that the differential of the smooth
approximation of F˜ at o is injective. In this sense, it is natural that the Lipschitz constant
of the locally bi-Lipschitz map in [21, Theorem 5.1] depends on n, and it is too for (1.7).
4 Proof of the differentiable twisted sphere theorem
We need two lemmas in order to prove the differentiable twisted sphere theorem.
Lemma 4.1 Let M be a complete Riemannian manifold, and let f : M −→ R be a
Lipschitz function on M . If f−1(0) is compact, then for any open neighborhood U of
f−1(0), there exists a positive number ε0 such that for all ε ∈ (0, ε0), f−1ε (0) ⊂ U , where
fε denotes the smooth approximation of f defined in Sect. 2.1.
Proof. For each ε > 0, let fε be the smooth approximation of the function f , i.e.,
fε(q) :=
∑
i ψi(q)f
(pi)
ε (q). Here, {ψi}ℓi=1 denotes the partition of unity subordinate to
{Bri/2(pi)}, where {Bri(pi)} is a locally finite covering of strongly convex balls ofM which
satisfies M = ∪iBri/2(pi), and the local approximation f (pi)ε is defined by the equation
(2.1). Since
∑ℓ
i=1 ψi(q) = 1, we have, by the triangle inequality,
(4.1) |fε(q)− f(q)| =
∣∣∣∣∣
ℓ∑
i=1
ψi(q)(f
(pi)
ε (q)− f(q))
∣∣∣∣∣ ≤
ℓ∑
i=1
ψi(q)
∣∣f (pi)ε (q)− f(q)∣∣ .
Applying Lemma 2.2 to (4.1), we see that
|fε(q)− f(q)| ≤ ε · Lip(f)
ℓ∑
i=1
ψi(q) Lip(exppi |Bri(opi ))
for all ε ∈ (0, ε0), where ε0 := min{εi | i = 1, 2, . . . , ℓ}. Hence, for any sufficiently small
ε > 0, f−1ε (0) is a subset of U . ✷
Lemma 4.2 Let A, B be linear transformations on Rn such that A|Rn−1 = B|Rn−1 =
idRn−1, and that 〈A−→n ,−→n 〉 > 0, 〈B−→n ,−→n 〉 > 0, where Rn−1 := {(x1, x2, . . . , xn) ∈ Rn | xn =
0} and −→n := (0, . . . , 0, 1). Then, every element in Conv({A,B}) is of maximal rank.
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Proof. Take any λ ∈ [0, 1]. Assume that there exists −→v + a−→n ∈ Rn, where a ∈ R and−→v ∈ Rn−1, such that (λA+(1−λ)B)(−→v +a−→n ) = o. Since o = (λA+(1−λ)B)(−→v +a−→n ) =−→v + a(λA+ (1− λ)B)−→n , we have
0 = 〈−→v + a(λA+ (1− λ)B)−→n ,−→n 〉 = a(λ〈A−→n ,−→n 〉+ (1− λ)〈B−→n ,−→n 〉),
and hence a = 0. Since (λA+(1−λ)B)(−→v +a−→n ) = o, we have −→v = o. Thus, −→v +a−→n = o.
This implies that λA + (1− λ)B is non-singular for any λ ∈ [0, 1]. ✷
In what follows, all notations are the same as those defined in Sect. 1.3.
(Proof of the differentiable twisted sphere theorem)We first prove (T-1), i.e.,M is a twisted
sphere: Let dp, dq be the distance functions from p, q, respectively, i.e., dp(x) := d(p, x)
for all x ∈M . Consider the Lipschitz function f := dp−dq on M . Remark that f−1(0) =
Ep, q is compact. Let fε denote the smooth approximation of f , i.e., fε = (dp)ε − (dq)ε.
Applying Lemma 2.14 to the compact set K = Ep ,q, we obtain that ∇fε 6= 0 on Ep ,q
for all sufficiently small ε > 0. Choose any R > 0 so as to be p, q 6∈ BR(f−1(0)). Here
BR(f
−1(0)) := {x ∈ M | d˜(f−1(0), x) < R}, where d˜(f−1(0), x) = miny∈f−1(0) d(y, x). By
Lemma 4.1, f−1ε (0) ⊂ BR(f−1(0)) for any sufficiently small ε > 0, and hence f−1ε (0)
is a regular compact hypersurface. Choose such a sufficiently small ε, and fix it in the
following. Now, let Dε(p) := {x ∈ M | fε(x) ≤ 0} and Dε(q) := {x ∈ M | fε(x) ≥ 0}.
Since dp is smooth on a punctured convex ball P(p) at p, ‖∇(dp)ε −∇dp‖ is sufficiently
small on P(p). Therefore, we can assume that there exists a non-zero smooth vector field
X+ on Dε(p) \ {p} such that
X+ =
{
∇dp on P(p),
∇(dp)ε on a neighborhood of f−1ε (0).
For each v ∈ Sn−1p , let τ+(t, v) be the integral curve ofX+ with initial conditions τ+(0, v) =
p and ∂τ+
∂t
(0, v) = v. Since X+ = ∇dp on P(p), τ+(t, v) = expp tv holds for all sufficiently
small t ≥ 0. It follows from Lemma 2.14 that ∠(∇(dp)ε,∇(dq)ε) > π/2 on Ep ,q. Thus,
there exists a smooth solution t = t+(v) > 0 of fε(τ+(t, v)) = 0, since X+ is not tangent
to f−1ε (0) at each point of the hypersurface. Then, we have the diffeomorphism G+ from
Dε(p) onto S
n
+(1) := {(x1, x2, . . . , xn+1) ∈ Sn(1) | xn+1 ≥ 0} defined by
G+(τ+(t, v)) := expN
tπ
2t+(v)
I(v)
for all (t, v) ∈ [0,∞)× Sn−1p with t ≤ t+(v), where I denotes a linear isometry from TpM
onto TNS
n(1). In the same way as G+, we have the diffeomorphism G− from Dε(q) onto
Sn−(1) := {(x1, x2, . . . , xn+1) ∈ Sn(1) | xn+1 ≤ 0}. Thus, we can define the induced metrics
g± := G
∗
±g0 on Dε(p), Dε(q) from S
n(1), where g0 denotes the metric of S
n(1), so that
Dε(p), Dε(q) are isometric to S
n
+(1), S
n
−(1), respectively. Let exp
g+, expg− be exponential
maps on tangent spaces at p, q of Dε(p), Dε(q) with respect to g±, respectively. For each
(t, v) ∈ [0, π]× Sn−1p , we define the point e(t, v) on M with respect to g± by
e(t, v) =
{
expg+(tv) on [0, π/2],
expg−((π − t)σpq (v)) on [π/2, π],
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where σpq : S
n−1
p −→ Sn−1q is the diffeomorphism satisfying exp+(πv/2) = exp−(πσpq (v)/2).
Thus, we have a boundary diffeomorphism hσpq : ∂S
n
+(1) −→ ∂Sn−(1) induced from σpq .
Hence, M = Sn+(1) ∪hσpq S
n
−(1) is twisted.
We next prove (T-2), i.e., we construct a bi-Lipschitz homeomorphism from M to
Sn(1) that admits a diffeomorphism between M \ {q} and Sn(1) \ {S}: For every (t, v) ∈
[0, π]× Sn−1p , define the map F :M −→ Sn(1) by
F (e(t, v)) := expN tI(v).
It is not difficult to see that F is bi-Lipschitz. Since F is a local diffeomorphism on
M \ (f−1ε (0) ∪ {q}), F has no singular points on M \ (f−1ε (0) ∪ {q}). Let F+ and
F− be the smooth extensions of F |Dε(p) and F |Dε(q)\{q}, respectively. Since ∂F (x) =
Conv({dF+x , dF−x }) for each x ∈ f−1ε (0), it follows from Lemma 4.2 that any element
in ∂F (x) is of maximal rank. Hence, F has no singular points on M \ {q}. Since
BR(f
−1(0)) is open in M1 and f
−1
ε (0) ⊂ BR(f−1(0)), there exists r ∈ (0, R) such that
Br(f
−1
ε (0)) ⊂ BR(f−1(0)). Note that p, q 6∈ Br(f−1ε (0)). Let ϕ be a smooth function on
M satisfying 0 ≤ ϕ ≤ 1 on M , ϕ ≡ 1 on Br(f−1ε (0)), and suppϕ ⊂ BR(f−1(0)). Define
the map Gε : M −→ Rn+1 by Gε := (1− ϕ)F + ϕFε, where Fε :M −→ Rn+1 denotes the
smooth approximation of F defined by (2.16). It is clear that
Gε =
{
Fε on Br(f−1ε (0)),
F on M \ suppϕ.
Since F has no singular points on Br(f−1ε (0)), by the same argument as the proof of
Lemma 2.25, dFε is injective on Br(f
−1
ε (0)). Since ε > 0 is sufficiently small, by (4.1), we
can assume that |fε− f | ≤ r on M . Then, since F is smooth on BR(f−1(0)) \Br(f−1ε (0)),
Fε uniformly converges to F on BR(f−1(0)) \ Br(f−1ε (0)) as ε ↓ 0 in the C1-topology.
Thus, we see that Gε uniformly converges to F on BR(f−1(0))\Br(f−1ε (0)) as ε ↓ 0 in the
C1-topology. Hence, Gε : M −→ Rn+1 is a bi-Lipschitz homeomorphism which is a local
diffeomorphism on M \{q}. Define the map ψε : M −→ Sn(1) by ψε := πSn(1) ◦Gε, where
πSn(1) : R
n+1 \ {o} −→ Sn(1) denotes the distance projection. By a similar argument to
the proof of the differentiable exotic sphere theorem, we see that ψε is a covering map
from M onto Sn(1). Since Sn(1) is simply connected, ψε is injective. Therefore, ψε is a
bi-Lipschitz homeomorphism from M onto Sn(1) which is a diffeomorphism except for q.
Finally, we prove (T-3): Define the map F˜ : Bπ(oq) −→ TSSn(1) by F˜ := exp−1S ◦F ◦
expg−. By a similar argument to the proof of the differentiable exotic sphere theorem, we
then see that F˜ (tv) = tσNS ◦ I ◦ (σpq )−1(v) for all (t, v) ∈ [0, π]× Sn−1q . Here, σNS denotes
the diffeomorphism defined by (1.2). In particular, F˜ satisfies (3.14). Hence, by Lemma
3.7, ∂F (q) = Conv({Av | v ∈ Sn−1q }), where Av is as in the lemma. For a geodesic segment
γ : [0, π] −→ Sn−1q , let c : [0, π] −→ Sn−1S be the curve defined by c := σNS ◦ I ◦ (σpq )−1 ◦ γ.
Now, we assume Lipb((σpq )
−1) satisfies (1.6) for all geodesic segments γ([0, π]) ⊂ Sn−1q with
‖γ˙‖ ≡ 1. Since
Lipb(σNS ◦ I ◦ (σpq )−1) = Lipb((σpq )−1),
Lipb(σNS ◦ I ◦ (σpq )−1) satisfies (1.6). By Corollary 3.11, q is non-singular for F , and hence
F has no singular points onM . Therefore, it follows from Theorem 1.3 thatM and Sn(1)
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are diffeomorphic. In the case where (1.7) or (1.10) holds, we can prove thatM and Sn(1)
are diffeomorphic by the same arguments as Sect. 3.3. ✷
Remark 4.3 By applying [37, Proposition C] to the two discs Dε(p) and Dε(q) in the
proof above successively, we get a new Riemannian metric on M, points p1 ∈ Dε(p) and
q1 ∈ Dε(q) such that all geodesics (with this new metric) emanating from p1 (respectively
q1) pass through the boundary of Dε(p) (respectively Dε(q)) perpendicularly. Therefore,
any geodesic emanating from p1 passes through q1, i.e., the cut locus of p1 consists of q1.
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