In initial value problems for ODEs with interval-valued parameters and/or initial values, it is desirable in many applications to be able to determine a validated enclosure of all possible solutions to the ODE system. Much work has been done for the case in which initial values are given by intervals, and there are available software packages that deal with this case. However, less work has been done on the case in which parameters are given by intervals. We describe here a new method for obtaining validated solutions of initial value problems for ODEs with interval-valued parameters. The method also accounts for interval-valued initial values. The effectiveness of the method is demonstrated using several numerical examples involving parametric uncertainties.
Introduction
Initial value problems (IVPs) for ordinary differential equations (ODEs) arise naturally in many applications in science and engineering. It is often the case that the problem involves parameters and/or initial values that are not known with certainty but that can be expressed as intervals. For this situation it is desirable to be able to determine an enclosure of all possible solutions to the ODEs. Traditional approximate solution methods for ODEs are not useful in this context, since, in essence, they would have to solve infinitely many systems to determine such an enclosure. Interval methods [25] for ODEs, on the other hand, provide a natural approach for computing the desired enclosure. Even in the case in which the initial values and parameters are known exactly, standard numerical methods for solving ODEs only compute an approximate solution to some tolerance, without guaranteed error bounds, and so it is of interest to determine an enclosure of the true solution. Interval methods (also called validated methods or verified methods) not only can determine a guaranteed error bound on the true solution, but can also verify that a unique solution to the problem exists. An excellent review of interval methods for IVPs has been given by Nedialkov et al. [28] . Much work has been done for the case in which the initial values are given by intervals, and there are several available software packages that deal with this case. However, relatively little work has apparently been done on the case in which parameters are given by intervals. We concentrate here on the case of such parametric ODEs. However, the method developed will also account for interval-valued initial values.
Traditional interval methods usually consist of two processes applied at each integration step [28] . In the first process, existence and uniqueness of the solution are proven, and a rough enclosure of the solution is computed. In the second process, a tighter enclosure of the solution is computed. This can be regarded as similar to the familiar predictor-corrector procedure employed in many standard methods for obtaining an approximate solution. In general, both processes are realized by applying interval Taylor series (ITS) expansions with respect to time, and using automatic differentiation to obtain the Taylor coefficients. A major difficulty in interval methods is the overestimation of bounds caused by the dependency problem of interval arithmetic and by the wrapping effect [25] . The accumulation of overestimations at successive time steps may ultimately lead to an explosion of enclosure sizes, causing the integration procedure to abort. Several schemes for reducing the overestimation of bounds have been proposed. For example, Lohner's AWA package employs a QR-factorization method which features efficient coordinate transformations to tackle the wrapping effect [15] . Nedialkov's VNODE package employs QR together with an interval Hermite-Obreschkoff method [27, 29] , which can be viewed as a type of generalized Taylor method, and improves on AWA. Janssen et al. [7] have introduced a constraint satisfaction approach to these problems, which enhances traditional interval methods with a pruning step based on a global relaxation of the ODEs. Another approach for addressing the dependency problem and the wrapping effect has been described by Berz and Makino [3] and implemented in the beam dynamics package COSY INFINITY. This scheme is based on expressing the dependence on initial values and time using a Taylor model (i.e., a Taylor polynomial and an interval remainder bound). Neher et al. [30] have recently described this Taylor model approach in some detail and compared it to traditional interval methods. We will also use Taylor models in the new method described here, though they will be determined and used in a different way, and a new type of Taylor model will be introduced.
Available general-purpose validated ODE solvers are focused on dealing with uncertainties in the initial values. Some solvers, including VNODE [26] , can take interval parameters as input. These solvers, however, can become very inefficient in the presence of interval parameters because this tends to exacerbate the wrapping effect; thus the size of the enclosure can grow so quickly that the integration must be stopped. An alternative approach is to treat time-invariant interval parameters as additional state variables, with zero first-order derivatives, as suggested by Lohner [16] . Since the parameters are now treated as independent variables, tighter enclosures can be obtained using this approach. However, the increase in the number of state variables can result in a significant increase in the computational expense. For example, in a problem with n states and p parameters, an (n + p) × (n + p) matrix, instead of an n × n matrix, must be factored at each time step in the usual approach for controlling the wrapping effect. In the work described here, we will develop a method for efficiently determining validated solutions of ODEs with parametric uncertainties, where instead of increasing the number of state variables, we will treat the parametric uncertainties directly. The method follows the traditional two-phase interval approach, but makes use, in a novel way, of Taylor models.
Singer and Barton [35] have recently suggested another approach for bounding the solutions of parametric ODEs. They use convex underestimators and concave overestimators to construct two bounding IVPs, which are then solved to obtain the lower and upper bounds on the trajectories. However, as implemented [34] , the bounding IVPs are solved using standard numerical methods that do not provide guaranteed error estimates. Thus, this approach cannot be regarded as providing rigorously guaranteed enclosures.
The remainder of this paper is organized as follows. Section 2 describes the problem we are addressing and the notation used. Section 3 provides background on interval analysis and a brief introduction to the use of Taylor models, based on the Taylor model arithmetic (remainder differential algebra) described by Makino and Berz [20, 23] . Section 4 presents the new interval method for obtaining guaranteed enclosures of the solutions of parametric ODEs. Then, in Section 5 we present the results of several numerical experiments that demonstrate the effectiveness of the new method.
Problem Description
In this section we describe the problem to be solved, and introduce our notation. We consider validated numerical methods for solving the set of parametric autonomous IVPs
where t ∈ [t 0 , t m ] for some t m > t 0 . Here θ is a p-dimensional vector of time-invariant parameters, y is the n-dimensional vector of state variables, and y 0 is the n-dimensional vector of initial values. The interval vectors Θ and Y 0 represent enclosures of the uncertainties in θ and y 0 , respectively. Uppercase will be used to denote interval-valued quantities, unless noted otherwise. We assume that f : R n × R p → R n is (k − 1)-times continuously differentiable with respect to the state variables y on R n , and (q + 1)-times continuously differentiable with respect to the parameters θ on R p . Here, k is the order of the truncation error in the ITS method to be used, and q is the order of the Taylor model to be used to represent dependence on the uncertain quantities (parameters and/or initial values). We also assume that the representation of f contains a finite number of constants, variables, elementary operations, and standard functions. Because of the differentiability requirement, functions such as branches, abs, min or max are excluded.
A sequence of values, t 0 < t 1 < · · · < t m will be considered, with step size h j = t j+1 − t j (not necessarily constant) at the (j +1)-th integration step, j = 0, . . . , m−1. A solution of y (t) = f (y, θ) for the initial condition y = y j at t = t j is denoted by y(t; t j , y j , θ). We denote by y(t; t j , Y j , Θ) the set of solutions
In this work, we seek to determine enclosures Y j , j = 1, . . . , m, of the state variables at each time step such that
and to do so in such a way that there will be relatively little overestimation.
Traditional interval methods for solving (1) involve the use of Taylor series expansions with respect to time. In a Taylor expansion of y(t) with respect to time, the i-th Taylor coefficient evaluated at t j is denoted by
where y (i) (t) is the i-th derivative of y(t). In terms of f (y, θ) = y (t), these Taylor coefficients can be expressed recursively using functions denoted by
This allows for the efficient generation of Taylor coefficients [25] . Interval extensions, (
, of the Taylor coefficients for y j ∈ Y j and θ ∈ Θ can be generated by using the same procedure in interval arithmetic, as discussed in the next section, or by using other methods, as described in Section 4.
Background

Interval analysis
A real interval C is defined as the set of real numbers lying between (and including) given upper and lower bounds; that is,
Here an underline is used to indicate the lower bound of an interval and an overline is used to indicate the upper bound. Thus, uppercase quantities with underline or overline are real. The set of all real intervals is denoted by IR. For an interval C = [C, C], the width is denoted by w(C) = C − C and the midpoint by m(C) = (C + C)/2. A real interval vector X = (X 1 , X 2 , · · · , X n ) T ∈ IR n has n real interval components and can be interpreted geometrically as an n-dimensional rectangle or box. Interval matrices can be similarly defined. For an interval vector or matrix, the width and midpoint are defined componentwise.
Basic arithmetic operations with intervals are defined by
where op = {+, −, ×, ÷}. Interval versions of the elementary functions can be similarly defined. It should be emphasized that, when machine computations with interval arithmetic operations are done, as in the procedures outlined below, the endpoints of an interval are computed with a directed (outward) rounding. That is, the lower endpoint is rounded down to the next machinerepresentable number and the upper endpoint is rounded up to the next machine-representable number. In this way, through the use of interval, as opposed to floating-point arithmetic, any potential rounding error problems are avoided. Several good introductions to interval analysis, as well as interval arithmetic and other aspects of computing with intervals, are available [8, 6, 9, 31] . Implementations of interval arithmetic and elementary functions are also readily available, and recent compilers from Sun Microsystems directly support interval arithmetic and an interval data type.
For an arbitrary function g(x), the interval extension, denoted by G(X), encloses all possible values of g(x) for x ∈ X. That is, G(X) ⊇ {g(x) | x ∈ X} encloses the range of g(x) over X. It is often computed by substituting the given interval X into the function g(x) and then evaluating the function using interval arithmetic. This "natural" interval extension may be wider than the actual range of function values, although it always includes the actual range. For example, the natural interval extension of g(x) = x/(x − 1) over the interval X = [2, 3] [1, 3] , while the true function range over this interval is [1.5, 2] . This overestimation of the function range is due to the "dependency" problem of interval arithmetic, which may arise when a variable occurs more than once in a function expression. While a variable may take on any value within its interval, it must take on the same value each time it occurs in an expression. However, this type of dependency is not recognized when the natural interval extension is computed. In effect, when the natural interval extension is used, the range computed for the function is the range that would occur if each instance of a particular variable were allowed to take on a different value in its interval range. For the case in which g(x) is a single-use expression, that is, an expression in which each variable occurs only once, natural interval arithmetic will always yield the true function range. For example, rearrangement of the function expression used above gives g(x) = x/(x − 1) = 1 + 1/(x − 1), and now G( [2, 3] 
, the true range. There are a variety of approaches that can be used to try to avoid the overestimation that may occur due to the dependency problem, including the use of Taylor models, as described in the next subsection.
Taylor models
Makino and Berz [20] have described a remainder differential algebra (RDA) approach for bounding function ranges and control of the dependency problem of interval arithmetic [21] . In this method a function is represented using a model consisting of a Taylor polynomial and an interval remainder bound.
One way of forming a Taylor model of a function is by using a truncated Taylor series. Consider a function f : x ∈ X ⊂ R m → R that is (q + 1) times partially differentiable on each component of x, and let x 0 ∈ X. The Taylor theorem states that for each x ∈ X, there exists a ζ ∈ R with 0 < ζ < 1 such that
where the partial differential operator
The last (remainder) term in (10) can be quantitatively bounded over 0 < ζ < 1 using interval arithmetic or other methods to obtain an interval remainder bound R f . The summation in (10) is a q-th order polynomial (truncated Taylor series) in (x − x 0 ) which we denote by p f (x − x 0 ). A q-th order Taylor model T f = p f + R f for f (x) then consists of the polynomial p f and the interval remainder bound R f and is denoted by T f = (p f , R f ). Note that f ∈ T f for x ∈ X and thus T f encloses the range of f over X.
Taylor models of functions can also be formed by performing Taylor model operations. Arithmetic operations with Taylor models can be done using the remainder differential algebra (RDA) described by Makino and Berz [20, 23] . Let T f and T g be the Taylor models of the functions f (x) and g(x), respectively, over the interval x ∈ X. For f ± g,
Thus a Taylor model of f ± g is given by
For the product f × g,
Note that p f × p g is a polynomial of order 2q. Since a q-th order polynomial is sought for the Taylor model of f × g, this term is split p f × p g = p f ×g + p e . Here the polynomial p f ×g contains all terms of order q or less, and p e contains the higher order terms. A q-th order Taylor model for the product f × g can then be given by T f ×g = (p f ×g , R f ×g ), with
Here
Similarly, an interval bound on an overall Taylor model T = (p, R) will be denoted by B(T ), and is computed by obtaining B(p) and adding it to the remainder bound R; that is,
The method we use to obtain the polynomial bounds is described below. In storing and operating on a Taylor model, only the coefficients of the polynomial part p are used, and these are point valued. However, when these coefficients are computed in floating point arithmetic, numerical errors may occur and they must be bounded. To do this in our current implementation of Taylor model arithmetic, we have used the "tallying variable" approach, as described by Makino and Berz [23] . This approach has been analyzed in detail by Revol et al. [33] . This results in an error bound on the floating point calculation of the coefficients in p being added to the interval remainder bound R.
Taylor models for the reciprocal operation, as well as the intrinsic functions (exponential, logarithm, square root, sine, cosine, etc.) can also be obtained [19, 20, 23] . Using these, together with the basic arithmetic operations defined above, it is possible to start with simple functions such as the constant function f (x) = k, for which T f = (k, [0, 0]), and the identity function f (
, and then to compute Taylor models for very complicated functions. Altogether, it is possible to compute a Taylor model for any function that can be represented in a computer environment by simple operator overloading through RDA operations. It has been shown that, compared to other rigorous bounding methods, the Taylor model often yields sharper bounds for modest to complicated functional dependencies [20, 21, 32] . A discussion of the uses and limitations of Taylor models has been given by Neumaier [32] .
The range bounding of the interval polynomials B(p) = P (X − x 0 ) is an important issue, which directly affects the performance of Taylor model methods. Unfortunately, exact range bounding of an interval polynomial is NP hard, and direct evaluation using interval arithmetic is very inefficient, often yielding only loose bounds. Thus, various bounding schemes [24, 32] have been used, mostly focused on exact bounding of the dominant parts of P , i.e., the first-and second-order terms. However, exact bounding of a general interval quadratic is also computationally expensive (in the worst case, exponential in the number of variables m). Thus, we have adopted here a very simple compromise approach, in which only the first-order and the diagonal second-order terms are considered for exact bounding, and other terms are evaluated directly. That is,
where Q is the interval bound of all other terms, and is obtained by direct evaluation with interval arithmetic. In (16) , since X i occurs twice, there exists a dependency problem. For |a i | ≥ ω, where ω is a small positive number, we can rearrange Eq. 16 such that each X i occurs only once; that is,
In this way, the dependence problem in bounding the interval polynomial is alleviated so that a sharper bound can be obtained. If |a i | < ω, direct evaluation will be used instead.
Validated Parametric ODE Solver
In traditional interval Taylor series (ITS) methods for IVPs for ODEs, each integration step consists of two phases: 1. Validating existence and uniqueness; 2. Computing a tighter enclosure. The traditional methods are focused on handling interval-valued uncertainties in the initial conditions, and do not explicitly account for dependence on a parameter vector. Thus, in problems with interval-valued parameters, the interval dependency problem can quickly cause the size of the enclosure to become unacceptable, perhaps leading to premature termination of the integration process. As noted above, by treating interval parameters as additional state variables [16] , tighter enclosures may be obtained using traditional methods. However, the increase in the number of state variables can result in a significant increase in the computational expense, due to, for example, the matrix factorizations used to control wrapping. In this section, we present a new method for the validated solution of the parametric ODE system defined by (1) . A two-phase approach is used in which the dependence of y (t) = f (y, θ) on t is handled using ITS methods. However, in the enclosure tightening phase, the dependence on the parameter vector θ is handled using Taylor models in terms of the parameters. Interval-valued uncertainties in the initial conditions are handled in the same way. This allows for efficient control of the interval dependency problem, and also leads to a new method for dealing with the wrapping effect. The technique for addressing the wrapping effect is based on a new type of Taylor model in which the enclosure of the remainder is an n-dimensional parallelepiped, rather than an interval.
Validating existence and uniqueness
In phase 1, we apply the traditional method to the parametric ODEs by using an interval Taylor series with respect to time. The approach used is essentially the same as in the traditional method, except that parameter dependence is explicitly accounted for. Assume that at t j we have an enclosure Y j of y(t j ; t 0 , Y 0 , Θ). The goal is to find a step size h j = t j+1 − t j > 0 and an a priori enclosure (coarse enclosure) Y j of the solution such that a unique solution y(t) is guaranteed to exist for all t ∈ [t j , t j+1 ], all y j ∈ Y j , all θ ∈ Θ, and y(t; t j , Y j , Θ) ⊆ Y j .
Using the Picard-Lindelöf operator and the Banach fixed-point theorem [5] , it can be shown that if h j and Y j ⊆ Y 0 j satisfy
then there is a unique solution y(t; t j , y j , θ) that satisfies y(t; t j , y j , θ) ∈ Y j for all t ∈ [t j , t j+1 ], all y j ∈ Y j , all θ ∈ Θ. The method based on (18) is referred as a first-order (or constant) enclosure method. While an h j for which (18) can be satisfied can always be found, this step size may be very small. Thus, high-order enclosure methods are commonly used that can enable larger step sizes by using polynomial enclosures [17] or more Taylor series terms [25, 28] in the sum in (18) .
Following the latter method, we determine h j and Y j such that
Following the approach of Corliss and Rihm [4, Theorem 3] , it can be shown that if (19) is satisfied, then there exists a unique solution y(t; t j , y j , θ) ∈ Y j for all t ∈ [t j , t j+1 ], all θ ∈ Θ and all y j ∈ Y j . The approach used to implement phase 1 is similar to that used in VNODE [26] .
Computing a tighter enclosure
In phase 2, we compute a tighter enclosure
. This will be done by using an ITS approach to compute a Taylor model T y j+1 of y j+1 in terms of the parameters and initial values, and then obtaining the enclosure Y j+1 from Y j+1 = B(T y j+1 ).
For the Taylor model computations, we begin by representing the interval initial values y 0 ∈ Y 0 by the Taylor model T y 0 , with components
The interval parameters are represented by the Taylor model T θ , with components
We can now determine Taylor models T f [i] of the ITS coefficients f [i] (y j , θ) by using RDA operations and (7) to compute
is specified to be of order q, and is a function of the parameters θ and initial values y 0 (p+n total variables). Thus,
Now consider the interval Taylor series with respect to time
where y j ∈ Y j , and f [k] (y; t j , t j+1 , θ) denotes f [k] with its l-th component (l = 1, . . . , n) evaluated at y(ξ j,l ) for some ξ j,l ∈ [t j , t j+1 ], which can be enclosed by
To get an enclosure Y j+1 from (22), enclosures of the ITS coefficients f [i] (y j , θ), i = 1, . . . , k − 1 are needed. One traditional approach for doing this is to evaluate these coefficients in interval arithmetic, that is
. In one variation of the approach proposed here, we instead use Taylor models, that is
Now using this with (22) gives the enclosure
for y 0 ∈ Y 0 and θ ∈ Θ, where (T y j+1 ) ; that is, by bounding T y j+1 over y 0 ∈ Y 0 and θ ∈ Θ. The use of Taylor models, rather than interval arithmetic to bound the ITS coefficients has the advantage that overestimation due to interval dependency is generally reduced significantly.
If either of these methods, the traditional interval evaluation or the proposed Taylor model evaluation, is used for bounding the ITS coefficients, the result is a "naive" approach in which the enclosure size does not contract, even in cases for which the true solution contracts. For instance, from (13) and (23), it can be seen that R y j+1 , the interval remainder bound in T y j+1 , is determined by adding the previous remainder bound R y j to the remainder bound arising from the summation term and to the interval Z j+1 . Since the width of a sum of intervals is equal to the sum of the widths of the intervals summed, this means that w(R y j+1 ) ≥ w(R y j ). Thus, the interval remainder part of the Taylor model keeps growing as the integration proceeds. This difficulty can be illustrated by a simple logistic map problem
For any θ ∈ Θ, the solution to this problem is y → 1 as t → +∞. Using the naive approach, as given by (23) , and using a step size of h = 0.1 (this is the maximum step size, it may be reduced in phase 1) we obtained at t = 2.7 an enclosure for the solution of [0.9999837, 1.0000134], which is close to the true solution range. However, as the integration proceeds, the enclosure of the solution becomes larger and does not contract as the true solution range does. For example, at t = 4.495688, the solution enclosure obtained is [0.8415998, 1.1584002]. Eventually, the integration breaks down at about t = 4.77. This example will be revisited below in Section 5.
To address this issue, an approach used in connection with traditional methods is to bound the ITS coefficients by applying the mean value theorem, with evaluation of the resulting expression in interval arithmetic. In the new method described here, we instead evaluate mean-value enclosures of the ITS coefficients f [i] (y j , θ), i = 1, . . . , k − 1, using Taylor models. Applying the mean-value theorem at some point y j ∈ Y j , one obtains
where J(f [i] ; y j , y j , θ) denotes the Jacobian of f [i] with its l-th row (l = 1, . . . , n) evaluated at y j + ξ i,l ( y j − y j ) for some ξ i,l ∈ [0, 1], and can be enclosed by J(f [i] ; Y j , Θ), an interval extension of the Jacobian of f [i] over y j ∈ Y j and θ ∈ Θ. To apply the mean-value theorem using Taylor models, we first re-express T y j so that it has a remainder bound R y j with m( R y j ) = 0. This can always be done by adjusting the constant term in the polynomial part; after adjustment, this "centered" polynomial is denoted as T y j . That is, T y j = ( T y j , R y j ), and R y j = T y j − T y j . Note that the polynomial T y j is point valued and that it now represents a point, say y j , in B(T y j ) = Y j . Now evaluating (25) at the point y j = T y j and using Taylor model arithmetic, we obtain
, a q-th order Taylor model in terms of θ and y 0 , and
we have the Taylor model enclosure
for y 0 ∈ Y 0 and θ ∈ Θ. Now using (22), we obtain the enclosure
with
and y 0 ∈ Y 0 , θ ∈ Θ. Again T y j+1 is a Taylor model of y j+1 with a q-th order polynomial in terms of the uncertain quantities θ and y 0 , and Y j+1 is determined by bounding T y j+1 over y 0 ∈ Y 0 and θ ∈ Θ. Note that, in using (28), R y j+1 , the remainder bound in T y j+1 , is no longer determined from the sum of R y j and other intervals, as in (23). Thus, it is possible for the interval remainder part of the Taylor model to contract as the integration proceeds.
It remains to address the wrapping effect [25] . This occurs because the set y(t j ; t 0 , Y 0 , Θ) of solutions that we seek to enclose is rarely an interval. When this set is wrapped in an interval, overestimation occurs. If interval enclosures are used to propagate solution ranges from one time step to the next, this overestimation is also propagated and can thus grow rapidly. In traditional interval methods for ODEs, a common approach for dealing with this issue is to propagate intermediate results not as intervals, but as n-dimensional parallelepipeds (parallelepiped method) or n-dimensional rotated rectangles (QR method [16] ), with the latter generally providing a more stable and effective approach. In the new method described above, results are propagated using Taylor models, not intervals, which ameliorates the wrapping effect. Nevertheless, because the Taylor models used involve an interval remainder bound, the wrapping effect remains an issue. For propagation of Taylor models, Makino and Berz [22] describe a "preconditioning" scheme, as further illustrated by Neher et al. [30] . Preconditioning involves representing the enclosure of the solution by a composition of a "left" and a "right" Taylor model. Depending on how the linear part of the left Taylor model is chosen, analogs of either the parallelepiped or QR methods can be obtained. For control of the wrapping effect in the method proposed here, we will use a different approach. This involves introduction of a new type of Taylor model in which the remainder bound is not represented by an interval.
Using a standard Taylor model, with interval remainder bound, results are propagated in the method described above using T y j = T y j + R y j . Thus, solutions have the form y j = T y j + r j , r j ∈ R y j . To address the wrapping effect, we propose to instead propagate intermediate results using Taylor models of the form T y j = T y j + P j , where P j = {A j v j | v j ∈ V j }, and A j ∈ R n×n is a real and regular matrix. This new type of Taylor model consists of the centered polynomial T y j and a remainder bound represented by the set P j , which in general is an n-dimensional parallelepiped. Thus, solutions are now propagated in the form
v j ∈ V j , with A 0 = I and V 0 = 0.
Given the results of the j-th time step, as represented by T y j , A j and V j , the solution at the next time step can be bounded using (22) and (26), with T y j − T y j = P j . This gives
with S j as in (29) and y 0 ∈ Y 0 , θ ∈ Θ. This result is now re-centered by defining
and re-expressing T U j+1 so that it has a remainder bound R U j+1 with m( R U j+1 ) = 0 and polynomial part T U j+1 . Thus, from (31) and (32),
Thus, solutions have the form
S j ∈ S j , r j+1 ∈ R U j+1 , v j ∈ V j . For propagation to the next time step, this result is put in the form (30) by setting
and
Thus,
One choice for A j+1 is A j+1 = m(S j A j ), analogous to the traditional parallelepiped method. Another choice is A j+1 = Q j , where Q j is the orthogonal matrix obtained from m(S j A j ) = Q j R j , the QR factorization of m(S j A j ). This is analogous to the traditional QR method. In this case, the set P j in the modified Taylor model becomes a rotated n-dimensional rectangle. Usually the QR method provides better stability since, in the parallelepiped method, A j+1 may become ill conditioned, and in fact is not even guaranteed to be regular. If the QR factorization is performed with appropriate column permutations, then an improved enclosure can generally be obtained [16, 28] . Our implementation of QR is similar to that used in VNODE in this regard. Finally we obtain the next Taylor model as
To obtain Y j+1 , this Taylor model is bounded over y 0 ∈ Y 0 and θ ∈ Θ. That is, Y j+1 = B(T y j+1 ) = B( T y j+1 ) + A j+1 V j+1 . It should be emphasized that when the traditional QR method is used, as in VNODE, the resulting enclosure is used directly for propagation to the next time step. However, when QR is used here to control wrapping, the resulting enclosure becomes part of a modified Taylor model, and this Taylor model is used for propagation to the next time step.
A summary of the new method for computing a tighter enclosure (phase 2) is given in Algorithm 1, for the case in which the QR method is used for control of the wrapping effect. This represents a completely new approach for phase 2. The method used for phase 1 is essentially the same as in the traditional approach implemented in VNODE, but extended to the case of interval-valued parameters.
Algorithm 1
Initialize:
Numerical experiments
We now report experimental results of a C++ implementation of the method described above. This implementation is called VSPODE (Validating Solver for Parametric ODEs). The automatic differentiation packages FADBAD [1] and TADIFF [2] , which are both implemented in C++, are used to generate Taylor coefficients for the ITS expansions. We use our own implementations of interval arithmetic and of Taylor model arithmetic, which are also written in C++. Tests were performed on a workstation running Linux with an Intel Pentium 4 3.2GHz CPU. The results for VSPODE were obtained using a k = 17 order interval Taylor QR method, and with a q = 5 order Taylor model. For purposes of comparison, as a representative of traditional methods, we use the popular VNODE package [26] , with a k = 17 order interval Hermite-Obreschkoff QR method. VNODE was tested with both the interval parameters as direct inputs and with the interval parameters as additional state variables. As expected, tighter enclosures were obtained using the latter approach, allowing for longer integration times before failure; only these VNODE results are presented here.
The first three example problems are simple ones for which there is an analytic solution. This allows for the solution enclosures calculated by VSPODE and VNODE to be compared with the exact solution ranges. The fourth example is a predator-prey model (Lotka-Volterra), which is a frequently used problem for the numerical verification of ODE solvers. The next example is the Lorenz problem [18] , a crude model of atmospheric dynamics. The final example is the double pendulum problem. No analytic solutions are available for the last three problems. In the first five examples, a constant step size was selected. However, if necessary, this step size may be reduced in phase 1 of the procedure. To avoid the repeated need to reduce the step size in phase 1, a variable step size procedure is also available in both VNODE and VSPODE which will attempt to automatically select an appropriate step size. This variable step size procedure was used in the last example. The step size adjustment procedures used in VSPODE are the same as used in VNODE. 
Linear scalar problem
In this problem we integrate
from t 0 = 0 to t m = 1. Eq. (38) has the analytic solution
Numerical tests were carried out with a constant step size h = 0.02. Table 5 .1 shows the interval enclosures and their widths at t m = 1 that are calculated via the analytic solution, and by using VSPODE and VNODE. The VSPODE enclosure bounds the analytic solution enclosure very tightly, to five significant figures on the lower bound and nine on the upper bound (as indicated by the underscores in Table 5 .1). Based on the ratio of the widths of the calculated enclosure to the true enclosure, the relative overestimation by VNODE is about 11.3% and by VSPODE about 0.002%. The CPU time needed was 0.012 s for VNODE and 0.013 s for VSPODE.
Nonlinear scalar problem
from t 0 = 0 to t m = 1. Eq. (40) has the analytic solution
Numerical tests were carried out with a constant step size h = 0.02. Table 2 shows the interval enclosures and their widths at t m = 1 that are calculated from the analytic solution and by using VSPODE and VNODE. The enclosure of VSPODE is again a very tight bound on the exact solution.
The relative overestimation, again based on the ratio of the calculated to true enclosure widths, is about 7.9% using VNODE and about 0.0002% using VSPODE. The CPU time needed was 0.018 s for VNODE and 0.073 s for VSPODE.
Logistic map problem
For this example, we revisit the logistic map problem (24) introduced in Section 4, and integrate it from t 0 = 0 to t m = 10. This problem has the analytic solution Numerical tests were carried out with a constant step size h = 0.1. Table 3 gives results at several intermediate time steps, showing the interval enclosures obtained, with comparison to the analytic result. Both methods can successfully integrate this problem and achieve the desired results, in which the computed enclosures contract. VSPODE obtains slightly better enclosures than VNODE. For integration to the final time of t m = 10, the CPU time needed was 0.039 s for VNODE and 0.150 s for VSPODE. On this problem and on the previous one, VNODE was about 4 times faster than VSPODE. In general, we would expect a single step in VSPODE to require more computation time than a single step in VNODE. This is due primarily to the overhead involved in using Taylor model arithmetic in VSPODE, as opposed to only interval arithmetic in VNODE.
Lotka-Volterra problem
The Lotka-Volterra problem involves a model of a predator-prey system. The model describes the population dynamics of two species, with biomasses represented by y 1 and y 2 . This is a widely studied model in theoretical ecology, and is also frequently used in the study of ODE solvers. The Lotka-Volterra model equations, along with the selected initial conditions and parameter intervals for this problem are
The system was integrated from t 0 = 0 to t m = 10. Numerical tests were carried out with a constant step size h = 0.1. No analytic solution is available for (43).
The enclosures computed using VSPODE and VNODE are shown in Figure 1 , with more detailed results given for selected times in Table 4 . VSPODE clearly provides a better enclosure, with VNODE breaking down at t = 8.99 due to rapid growth of the enclosure. However, VNODE is faster, and several runs of VNODE could be made with the same computational effort as one run of VSPODE. Thus, in order to allow VNODE multiple runs to solve the problem, we divided the parameter intervals into equal-sized sub-boxes and then used VNODE to determine the solution for each sub-box. The final solution enclosure is then the union of all the enclosures resulting from each parameter sub-box. Results showing the final solution enclosures (t m = 10) and their widths, as determined using VSPODE, and VNODE with an increasing number of parameter sub-boxes, are given in Table 5 . For example, VNODE-16 in Table 5 indicates the use of 16 parameter sub-boxes in VNODE. Even with 100 sub-boxes, the solution determined by VNODE is still wider than that obtained from a single calculation with VSPODE.
We also used this problem to study the effect of the choice of k, the order used for the interval Taylor series with respect to time, on the performance of VSPODE and VNODE. Automatic step size control was used for these tests. The results are shown in Table 6 , which gives, for each method, the time through which the problem can be integrated before breakdown (due to rapid growth of the solution enclosure). Also shown are the total number of time steps and the total CPU time (s) taken to integrate up to the breakdown point. The trends observed in the results are the same for both VSPODE and VNODE. The use of higher order k clearly allows the use of fewer and larger time steps in phase 1. However, the larger time steps lead to a slight increase in the overestimation remaining after phase 2, and thus breakdown times tend to actually become slightly worse as k is increased. 
Lorenz Problem
The Lorenz ODE system is a crude model of atmospheric dynamics. We will integrate this system in the neighborhood of the classical parameter values [10, 28, 8/3] . The model equations are (44)
The system was integrated from t 0 = 0 to t m = 2. Numerical tests were done with a constant step size of h = 0.01. No analytic solution is available for (44).
The enclosures determined using VSPODE and VNODE are shown in Figure 2 , with more detailed results for selected times given in Table 7 . Again in this problem, VSPODE clearly provides a better enclosure, with VNODE breaking down at t = 1.08. Using a parameter interval subdivision approach with VNODE allows VNODE to solve the problem to t = 2, as shown in Table 8 , which gives the final solution enclosures and their widths. Even compared to VNODE run on 1000 parameter sub-boxes, one run of VSPODE provides a sharper enclosure, and requires significantly less computation time. 
Double Pendulum Problem
In this problem, we consider the motion of a double pendulum, as depicted in Fig. 3 . This system can described by the nonlinear ODE systeṁ
where θ 1 and θ 2 are the angles of the pendulum rods (0 = vertical downwards, counter-clockwise is positive), and ω 1 and ω 2 are the angular velocities of the top and bottom rod, respectively. The mass parameters are set to m 1 = m 2 = 1 kg and the length parameters are set to L 1 = L 2 = 1 m. The initial conditions are (θ 1 , θ 2 , ω 1 , ω 2 ) 0 = (0, −0.25π, 0, 0). The parameter g is the local acceleration of gravity, which varies with latitude (greatest at the poles, lowest at the equator) and altitude. In this problem, we will treat g as an uncertain parameter in the interval [9.79, 9 .81] m/s 2 . This corresponds roughly to the variation in the sea level value between 25 • and 49 • latitude (i.e., spanning the contiguous United States). The system was integrated from t 0 = 0 to t m = 8. Numerical tests were done using the variable step size procedure (same in VSPODE as in VNODE). No analytic solution is available for (45).
The enclosures for the pendulum angles, θ 1 and θ 2 , as computed by VSPODE and VNODE are shown in Figure 4 , with VSPODE again providing significantly better results. More detailed results for all the state variables are given in Table 9 for selected times. As in the previous examples, use of parameter subdivision allows VNODE to integrate further, as shown in Table 10 . With enough parameter subdivisions, VNODE can achieve comparable or better enclosures than VSPODE, but with an order of magnitude more computation time. 
Concluding Remarks
We have described a new method for obtaining validated solutions of initial value problems for ODEs with interval-valued parameters. Though we have focused on the case of parametric uncertainties, the method also accounts for interval-valued initial values. The method employs a traditional two-phase approach in which the dependence of y (t) = f (y, θ) on t is handled using ITS methods. However, in the enclosure tightening phase, the dependence on parameters and initial values is handled using Taylor models. While there are other validated methods for ODEs that use Taylor models, they are determined and used here in a different way, and a new type of Taylor model is introduced for dealing with the wrapping effect. Numerical examples demonstrate that this approach provides a very effective way to determine tight enclosures of all possible solutions to parametric ODEs. The method presented, as implemented in VSPODE, is now being used in a number of practical applications, including simulation of bioreactors with parametric uncertainties [13] , model-based fault diagnosis [14] , deterministic global optimization for fitting time series data [10] and for optimal control [12] , and state and parameter estimation for nonlinear, continuoustime systems [11] . Information about the availability of the VSPODE code can be obtained by contacting the authors. 
