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Abstract—In this paper, we consider cooperative node-specific
direction-of-arrival (DOA) estimation in a fully connected wire-
less acoustic sensor network (WASN). We consider a scenario
where each node is equipped with a local microphone array with
a known geometry, but where the position of the nodes, as well
as their relative geometry and hence the between-nodes signal
coherence model is unknown. The local array geometry in each
node defines node-specific DOAs with respect to a set of target
speech sources and the aim is to estimate these in each node.
We assume a noisy environment with localized and/or diffuse
noise sources, i.e., the noise can be correlated over the different
microphones. A distributed noise reduction algorithm can then
be applied as a preprocessing step to denoise all the microphone
signals of the WASN, based on the distributed adaptive node-
specific signal estimation (DANSE) algorithm. The denoised
local microphone signals can then be used in each node to
estimate the node-specific DOAs by using a subspace-based DOA
estimation, involving a (generalized) eigenvalue decomposition of
the local microphone signal correlation matrices. It is seen that
the fused microphone signals that are exchanged between the
nodes in the DANSE algorithm can also be included in these
correlation matrices to obtain improved DOA estimates, leading
to a cooperative integrated noise reduction and DOA estimation
scheme, where the noise reduction can actually be shortcut.
The improved performance achieved by this cooperative DOA
estimation is demonstrated by means of numerical simulations for
two different subspace-based DOA estimation methods (MUSIC
and ESPRIT).
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I. INTRODUCTION
Microphone arrays facilitate spatiotemporal processing in
acoustic applications and allow to exploit the spatial char-
acteristics of the acoustic scenario to estimate a parameter
or signal of interest. For example, they allow to estimate the
direction from which target sound signals originate, and/or to
perform spatial filtering to suppress undesired sound signals
coming from other directions. Microphone arrays have been
widely used in hearing aids, teleconferencing systems, auto-
matic speech recognition, hands-free telephony, etc. [2], [3]. In
general, the estimation performance improves when more mi-
crophones are used, and often also when the spacing between
the microphones is increased. However, due to limitations in
terms of space, power and processing capabilities of devices
with embedded microphone arrays, it is not always possible
to have an array with these desired characteristics [4].
One remedy could be to use a so-called wireless acoustic
sensor network (WASN) [4]. A WASN consists of spatially
distributed nodes, which are each equipped with a microphone
array, a digital signal processing (DSP) unit and with wireless
communication facilities to exchange data with other nodes
in the WASN. As a result, the nodes can cooperate to solve
certain acoustic signal processing tasks by exchanging relevant
information amongst each other.
Direction-of-arrival (DOA) estimation of a target sound
signal with respect to a given microphone array plays a crucial
role in many applications. For example, based on the estimated
DOA, one can control the look direction of a camera, or design
an adaptive spatial filter to steer a beam towards the actual
location of the target sound source and steer nulls towards the
location of noise sources [5], [6]. In this paper, we consider
subspace-based DOA estimation techniques, which rely on
the estimation of a so-called signal and noise subspace from
the (generalized) eigenvalue decomposition of the microphone
signal correlation matrices. For example, in the case of a
narrowband signal and a fully calibrated microphone array,
e.g., multiple signal classification (MUSIC) [7], maximum
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likelihood methods (MODEs) [8] or weighted subspace fitting
(WSF) [9] can be used for DOA estimation. In this category,
perhaps MUSIC is the most popular super resolution algorithm
which can be applied to an array with an arbitrary but known
geometry. However, MUSIC has a relatively high computa-
tional complexity. To reduce the computational cost, the so-
called estimation of signal parameters via the rotational invari-
ance technique (ESPRIT) [10] may be used as an alternative,
which is also more robust with respect to array imperfections
compared to MUSIC [10]. However, ESPRIT can only be
applied to arrays with specific geometries [10].
When a wideband signal (such as a speech signal) is
considered, a wideband extension of a narrowband DOA esti-
mation should be utilized. Methods such as steered covariance
matrix (STCM) [11] and spatial smoothing or array manifold
interpolation (AMI) [12], are based on coherent focusing, i.e.,
they perform a narrowband method on a single frequency-
steered coherent covariance matrix [11], [13]. The class of
so-called incoherent methods, applies a narrowband method
on each frequency bin independently and averages them all
in the end [14], [15]. It has been demonstrated in [16] that
for sources with non-flat spectra (such as a speech signal),
incoherent wideband MUSIC (IWM) leads to more accurate
results compared to results of the coherently steered MUSIC.
Therefore, but without loss of generality (w.l.o.g.), we consider
incoherently averaged wideband methods in the sequel.
Although we will focus on MUSIC and ESPRIT in this
paper, it is noted that there are several other subspace-
based DOA estimation techniques for (partially) calibrated
microphone arrays, e.g., rank reduction (RARE) [17], multiple
invariance ESPRIT [18] and multiple invariances MUSIC and
MODE [19].
In this paper, we consider cooperative node-specific
direction-of-arrival (DOA) estimation in a fully connected
wireless acoustic sensor network (WASN). We consider a
noisy scenario where the position of the nodes as well as the
relative geometry between them are unknown, but where each
node is equipped with a local microphone array, with a known
local geometry. The local geometry defines node-specific
DOAs with respect to a set of target speech sources and the
aim is to estimate these in each node1. This means that, unlike
e.g., [20], [21], the aim is to take benefit from the correlation
between the microphone signals of the different arrays without
modeling the unknown coherence structure between them. In
practice, this is of great importance since even theoretical
modeling of the spatial coherence cannot perfectly describe
the environmental impacts (turbulence) that disturb the natural
spherical propagation of wavefronts, especially when nodes are
placed far apart [22], [20].
We assume a noisy environment where the noise can be
spatially correlated, i.e., due to localized and/or diffuse noise
sources, which may deteriorate the performance of the DOA
estimation. Therefore a multi-channel noise reduction algo-
rithm can be applied as a preprocessing step to denoise all the
microphone signals of the WASN. However, it is important
1One application could be a video conferencing in which on top of the
noise reduction for speech enhancement, we are also interested in steering
each node’s built-in camera towards the location of a certain speaker.
that this noise reduction does not remove the spatial informa-
tion associated to the target speech signal in the individual
microphone signals. Furthermore, due to the unknown node
and source positions, the noise reduction must rely on a
blind beamforming technique, e.g., the multi-channel Wiener
filter (MWF) [23]. In essence, MWF adopts a minimum
mean square error (MMSE) criterion to estimate the desired
target speech signal as it is observed in the microphones and
therefore allows to preserve the spatial characteristics of the
target speech signal in the individual microphones such that
DOA estimation can be performed on the denoised signals.
In order to apply a network-wide MWF, all the micro-
phone signals of the WASN must be centralized and pro-
cessed in a fusion center which may however demand a
large communication bandwidth and computational power.
An alternative could be a decentralized processing which is
inherently scalable in terms of the communication bandwidth
and computational complexity. The distributed adaptive node-
specific signal estimation (DANSE) algorithm [24], [25], is an
iterative algorithm that distributes the processing task of the
centralized MWF amongst the nodes. In the case of DANSE,
the nodes broadcast fused microphone signals which, assuming
a fully connected topology, can be captured by all other nodes
in the network. Under mild conditions, DANSE converges
to the centralized MWF solution as if all microphone signal
signals were available in each node [24], [25], allowing each
node to optimally denoise all of its local microphone signals.
Because of the node-specific nature of DANSE, it is well
suited to be applied in conjunction with the node-specific DOA
estimation. The denoised local microphone signals can then
be used in each node to estimate the node-specific DOAs by
using a subspace-based DOA estimation, involving a (general-
ized) eigenvalue decomposition of the local microphone signal
correlation matrices. It will be demonstrated that the fused
microphone signals that are exchanged between the nodes in
the DANSE algorithm can also be included in these correlation
matrices to obtain improved DOA estimates, leading to a
cooperative integrated noise reduction and DOA estimation
scheme, where the DANSE final filtering stage can actually
be shortcut.
The paper is organized as follows. The data model and
problem statement are presented in Section II. Section III
briefly reviews three subspace-based DOA estimation meth-
ods. Section IV first describes the MWF algorithm for noise re-
duction and then outlines its distributed implementation based
on the DANSE algorithm. Section V presents DANSE-based
node-specific DOA estimation. Section VI first addresses some
evaluation aspects and then presents the simulation results.
Finally, conclusions are drawn in Section VII.
II. DATA MODEL, PROBLEM STATEMENT AND PREVIEW
We consider a WASN with K nodes in which each node
k ∈ {1, . . . ,K} is equipped with Mk microphones forming a
uniform linear array (ULA), a set of Mk collinear microphones
with equal spacing. The ULA geometry is selected here for the
sake of an easy exposition, but w.l.o.g., i.e., other geometries
may be considered as well as long as a DOA estimation
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procedure is used that can handle general geometries (e.g.,
MUSIC). The topology of the network is assumed to be fully
connected which means that data broadcast by one node can
be received by all other nodes in the network. The signal of
microphone m at node k (frequency domain representations)
can be decomposed as
ykm(ω) = skm(ω) + nkm(ω) (1)
where skm(ω) and nkm(ω) are the target speech component
and undesired noise component, respectively, and ω is the
discrete frequency domain variable, where the resolution is
defined by the discrete Fourier transform (DFT) of size L. In
the sequel, whenever it is possible, we omit ω for the sake
of brevity. By stacking (1) for m = 1, . . . ,Mk, we obtain
yk = [yk1 . . . ykMk ]
T
= sk + nk. All the yk’s are stacked
in the full M -dimensional signal vector y = [yT1 . . .y
T
K ]
T in
which M =
∑K
k=1Mk. Considering sˇ as the signal generated
by S target speech sources, we have sk = Ak(θk) sˇ in which
the steering matrix Ak(θk) is defined as
Ak(θk) = [ak1(θk1) . . .akS(θkS)] (2)
where aks(θks) is the node-specific Mk-dimensional steering
vector which is composed of the acoustic transfer functions
(including room acoustics and microphone characteristics)
from the s-th target speech source to the microphones of node
k, and where θk = [θk1...θkS ]T is the set of corresponding
node-specific DOAs with respect to the ULA of node k. For a
ULA, the so-called array steering (response) vector gk(ω, θ),
which expresses the relative phase shifts of the target speech
signal s in all microphones at node k with respect to the
first microphone of its local ULA for a given DOA θ, can
be generally modeled as [5],
gk(ω, θ) =

1
e−jωd cos(θ)fs/c
...
e−jω(Mk−1)d cos(θ)fs/c
 (3)
where fs is the sampling frequency, c is the speed of sound,
and d is the inter-microphone distance of the ULA of node k.
Note that (3) assumes that all microphones have the same ideal
omni-directional directivity response, that the relative attenu-
ation factors are neglectable, and that far-field conditions are
satisfied. These are common assumptions in DOA estimation
algorithms [5], and they are a reasonable approximation when
the inter-microphone distances are small. This is indeed the
case for the local ULAs that are embedded in a sensor node,
as envisaged in this paper. It is noted that we only impose
these assumptions locally on a per-node basis, but not with
respect to the network-wide array.
It is reiterated that each node k ∈ {1, . . . ,K} observes
node-specific DOAs θk originating from the same set of target
speech sources, and that the goal for each node is to estimate
its node-specific DOAs θk in a noisy acoustic environment.
To this end, the nodes can first cooperate to denoise their local
microphone signals, where each node broadcasts observations
of fused microphone signals, as defined by the DANSE
algorithm. In a second step, each node can use its Mk denoised
microphone signals, as well as the denoised fused signals
that are exchanged between the nodes in the noise reduction
step, as inputs to a subspace estimation and a subspace-
based DOA estimation algorithm. A schematic diagram of
this approach with cascaded noise reduction and subspace
estimation is depicted in Figure 1 where the different blocks
will be explained later in more detail. It will be demonstrated,
however, that the DANSE algorithm allows to integrate the
subspace estimation into the noise reduction and that the
DANSE final filtering stage can then be shortcut. A schematic
diagram of this approach with integrated noise reduction and
subspace estimation is depicted in Figure 2.
For the sake of brevity, throughout Sections III-V we only
consider the special case of a single target speech source, i.e.,
S = 1. The multi-source case can be derived straightforwardly,
where all vector-variables can be replace by their matrix
equivalent. A multi-source scenario is considered in Section VI
to further show the effectiveness of the proposed cooperative
method in the general case.
Fig. 1. Node-specific DOA estimation scheme with cascaded noise reduction
and subspace estimation.
III. SUBSPACE-BASED DOA ESTIMATION
Subspace-based DOA estimation algorithms essentially ex-
tract the so-called signal and noise subspace from the micro-
phone signal correlation matrices and estimate the DOAs based
on them. In this section, we briefly review the MUSIC and ES-
PRIT algorithms and their incoherent wideband extensions. It
is noted that other subspace-based DOA estimation algorithms
can be used as well. We first consider the case where the noise
at each microphone is independent and identically distributed
(i.i.d.), and we will later consider the more general case. The
microphone signal correlation matrix at node k is then equal
to
Rykyk = E{ykyHk } = Rsksk + σ2nkIMk (4)
ACCEPTED FOR PUBLICATION IN SIGNAL PROCESSING, VOL. 107, PP. 68-81, 2015 5
Fig. 2. Node-specific DOA estimation scheme with integrated noise reduction
and subspace estimation.
where Rsksk = E{sksHk }, σ2nk is the noise power on each
microphone of node k, E{· · · } denotes the expected value
operator, the superscript H indicates the conjugate transpose
operator, and IMk is the Mk×Mk identity matrix. It is noted
that in (4), Rykyk and Rsksk have the same eigenvectors,
which is due to the i.i.d. assumption on the noise. In case of a
single target speech source, the correlation matrix of the target
speech signal component of the microphone signals, sk, can
be written as
Rsksk = σ
2
saka
H
k (5)
where σ2s = E{|sˇ|2} is the power of the target speech source
signal.
A. MUSIC
In this section, we provide a very brief outline of the
MUSIC algorithm, and we refer to [7] for further details.
Basically, MUSIC decomposes the correlation matrix Rykyk
at each frequency ω, into a signal and noise subspace which
are orthogonal to each other, e.g., by means of an eigenvalue
decomposition (EVD). In the case of a single target speech
source, the signal subspace is defined by the eigenvector cor-
responding to the largest eigenvalue of Rykyk , and the noise
subspace is spanned by the remaining (Mk − 1) eigenvectors.
The matrices containing the basis vectors for the signal and
noise subspace are then denoted as
Esk = [qk1] (6)
Enk = [qk2| . . . |qkMk ] (7)
where qk1 is the eigenvector corresponding to the largest
eigenvalue, and EHnkqk1 = 0. Note that these subspaces are
different at each frequency ω. For a narrowband signal with a
central frequency ω, we define the so-called pseudospectrum
as
1
|gHk EnkEHnkgk|
(8)
Fig. 3. Two sub-arrays (doublets) which are used by ESPRIT for a three-
element array
where gk(ω, θ) is defined in (3). It is noted that the denomina-
tor will be close to zero if θ equals the true DOA, since then
gk ≈ ak1 ≈ qk1. Therefore, the θk for which the wideband
pseudospectrum2 is maximized, will be the estimated DOA,
i.e. (we use an overline (bar) to denote an estimate),
θ¯k = arg max
θk
1∑
ω |gHk EnkEHnkgk|
(9)
where an exhaustive search over all possible θk is performed.
Note that although we are considering a ULA, MUSIC also
works with other array topologies as long as the array geom-
etry (and hence the array steering vector gk(ω, θ)) is known
and fully calibrated.
B. ESPRIT
ESPRIT [10] is an alternative subspace-based DOA estima-
tion algorithm, which does not require an exhaustive search
over all possible DOAs, leading to a computational com-
plexity that is typically lower compared to MUSIC. ESPRIT
essentially operates on a doublet structure which means that
it decomposes the array into several two-element sub-arrays
(doublets) with a known identical displacement vector, i.e. all
doublets are identically oriented with the same local inter-
microphone distance. Figure 3 shows how ESPRIT splits a
three-microphone ULA into two overlapping doublets.
In the rest of this section we briefly describe the ESPRIT
algorithm for a ULA and the reader is referred to [10] for
further details.
Given the signal subspace Esk in (6) which is extracted from
the correlation matrix Rykyk by means of an EVD, ESPRIT
defines two subvectors v1k and v2k with the first Mk− 1 and
the last Mk−1 entries of Esk . The i-th component in v1k and
v2k then corresponds to the i-th doublet in the array. Whenever
Esk exactly matches the array steering vector expressed in (3)
we can write
v2k = v1kψ (10)
where for an estimated Esk , the ψ is estimated by using a
least squares solver, i.e.,
ψ¯ =
(
vH1kv1k
)−1
vH1kv2k . (11)
Since both v1k and v2k are often noisy, a total least squares
(TLS) solver can be used alternatively which is based on the
singular value decomposition (SVD) of the matrix [v1k |v2k ].
2Note that there are also other alternatives to combine the different
frequencies (incoherent averaging) in a wideband pseudospectrum [26].
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Considering the array manifold vector expressed in (3), we
can then write
θ¯k = cos
−1
( 6 ψ¯
ωdfs/c
)
. (12)
For the case of a wideband signal, the DOA estimation is
then obtained from the average over the DOA estimates for
different frequencies (incoherent averaging).
IV. NOISE REDUCTION PREPROCESSING
In the previous section we have considered the problem
of DOA estimation in an acoustic environment with i.i.d.
microphone noise, i.e. the noise signals are spatially uncor-
related and identically distributed. In the sequel, we consider
the general case where the noise signals in the different
microphones may be correlated, e.g., due to the presence of
localized acoustic noise sources. In such an environment and
in order to estimate the DOAs using one of the subspace-based
algorithms explained so far, we can perform a noise reduction
as a preprocessing step to denoise the local microphone
signals in each node. The target speech correlation matrix
Rsksk (see (5)) is then estimated based on the denoised
local microphone signals. For the noise reduction we consider
multichannel Wiener filtering (MWF) [23] which in contrast to
standard beamforming, does not require prior information on
the microphone or source positions. In Subsection IV-A, we
briefly review the MWF, and in Subsection IV-B, we explain
how the nodes can cooperate to improve the overall noise
reduction performance.
A. Multi-channel Wiener filter
The goal of MWF is to estimate the target speech signal
skm as it is observed in the m-th microphone of node k.
MWF performs a filter-and-sum operation in which the filter
coefficients wkm are selected such that the following mean
square error (MSE) cost function is minimized
min
wkm
E{∣∣eHmsk −wHkmyk∣∣2} (13)
where em = [0 . . . 0 1 0 . . . 0]T , where the 1 is the m-th
coefficient. The solution to this minimum MSE (MMSE)
problem, assuming independence between sk and nk, is given
as [23]
wkm = (Rykyk)
−1
Rskskem. (14)
Again assuming independence between sk and nk, we can
write
Rsksk = Rykyk −Rnknk (15)
where Rnknk = E{nknHk }. Estimation of the covariance
matrices (R matrices) can be done by time averaging in
the short-time-Fourier-transform (STFT) domain. Rykyk can
be estimated during “speech-and-noise” signal segments and
Rnknk can be estimated during “noise-only” signal segments.
To distinguish between “noise-only” and “speech-and-noise”
signal segments, a voice activity detection (VAD) mechanism
must be applied [23].
In the case of a single speech source, Rsksk is given by (5)
and hence is a rank-1 matrix. In practice, however, due to (a)
the finite DFT size in the STFT analysis, (b) the non stationar-
ity of the noise and (c) the finite observation set (which leads
to estimation errors), the rank of the estimated R¯sksk will be
greater than one. Moreover, in low input signal to noise ratio
(iSNR) conditions, we have that R¯ykyk ≈ R¯nknk , such that
the estimation of Rsksk via subtraction in (15) may result
in a covariance matrix R¯sksk which is not positive (semi-
)definite and this may result in an unstable noise reduction
performance [27]. A remedy for this problem is to choose
a rank-1 approximation based on either the EVD of R¯sksk
or the generalized EVD (GEVD) of R¯ykyk and R¯nknk [28].
GEVD-based rank-1 approximation has been shown to deliver
the best performance, as it effectively selects the “mode”
corresponding to the highest SNR [28]. Therefore the GEVD
based rank-1 approximation is utilized in the sequel3.
Given the matrices R¯ykyk and R¯nknk , their joint diagonal-
ization can be written as
R¯ykyk = V¯kΣ¯ykV¯
H
k (16)
R¯nknk = V¯kΛ¯nkV¯
H
k
so that
R¯−1nknkR¯ykyk = V¯
−H
k (Λ¯
−1
nk
Σ¯yk)V¯
H
k = V¯
−H
k Σ¯kV¯
H
k (17)
where V¯k is an invertible matrix (not necessarily orthogonal)
and the columns of V¯−Hk are the generalized eigenvectors,
Σ¯yk = diag{σ¯1 · · · σ¯Mk}, Λ¯nk = diag{λ¯1 · · · λ¯Mk} and the
real-valued generalized eigenvalues are defined by the diagonal
matrix Σ¯k = diag{ σ¯1λ¯1 · · ·
σ¯Mk
λ¯Mk
} [29], [23]. The GEVD-based
rank-1 approximation of Rsksk , is then given by
R¯sksk = v¯k(σ¯1 − λ¯1)v¯Hk (18)
where v¯k is the first column of V¯k. The MWF formula then
becomes (compare with (14))
w¯km =
(
R¯ykyk
)−1
v¯kv¯
∗
km(σ¯1 − λ¯1) (19)
where v¯km is the m-th component of v¯k. Finally, the denoised
version of the m-th microphone of node k is computed as
d¯km = w¯
H
kmyk. (20)
After denoising all the microphone signals in each node k,
the resulting denoised microphone signals d¯k = [d¯k1 · · · d¯kMk ]
can be fed to the DOA estimation algorithm.
B. DANSE-based cooperative noise reduction
In Subsection IV-A we have assumed that each node op-
erates on its own in order to denoise its local microphone
signals. If a node k would also have access to the microphone
signals of all the other nodes, i.e., the entire M -dimensional
signal vector y, it could compute the network-wide MWF
to obtain a substantially better noise reduction. However,
this would require a large communication bandwidth and
computational power in each node. An alternative could be
a decentralized processing which is inherently scalable in
terms of the communication bandwidth and computational
3This is w.l.o.g. since EVD-based rank-1 approximation can also be utilized
for the proposed cooperative DOA method.
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complexity. This is achieved by the DANSE algorithm [24],
[25], which can be viewed as a distributed implementation of
the network-wide MWF. The computational cost is then shared
between the different nodes, and each node only broadcasts
one fused signal to the other nodes, rather than its full Mk-
dimensional signal vector yk. Consequently and compared
to the centralized network-wide MWF (based on the full
M -dimensional signal vector y), the algorithm reduces the
required per-node communication bandwidth by a factor Mk
as well as the number of input channels in each node which
results in a significant computational complexity reduction. It
has been shown in [24] that the DANSE algorithm is able
to denoise the microphone signals in each node as if each
node would have access to all the WASN microphone signals,
despite the fact that only one signal per node is broadcast. In
Section V, we will explain that the fused microphone signals
that are exchanged between the nodes in the DANSE algorithm
can also be exploited to improve the subspace estimation in
each node and hence the DOA estimation. In the rest of this
section we briefly review the DANSE algorithm for a single
target speech source in a fully-connected WASN. It is noted
that this is only a very concise review to give an idea of the
underlying principles. For more details, as well as extensions
to multiple speakers and other network topologies, we refer to
[24], [25], [30].
In DANSE (for a single source), each node k creates one
fused microphone signal zk by means of a filter-and-sum
operation on its own microphone signals and then broadcasts
it to all other nodes. The signal zk at node k is computed as
zk = f
H
k yk (21)
where the fusion vector fk will be defined later. We define
z = [z1 . . . zK ]
T and we write z−k to denote the vector z in
which zk is excluded.
Node k’s own microphone signals together with the zk-
signals received from the other nodes, are stacked in a vector
y˜k = [y
T
k z
T
−k]
T (22)
For the sake of an easy exposition, we first assume that each
node only estimates the target speech signal in its first mi-
crophone, and we later extend this for the other microphones.
Each node k then computes the local MWF (compare with
(19)) as
w˜k1 = R
−1
y˜ky˜k
v˜kv˜
∗
k1(σ˜1 − λ˜1) (23)
where the ·˜ notation is used for quantities that are computed
based on the extended signal y˜k rather than yk, and we also
replace ˜¯· with ·˜ in the sequel for the sake of conciseness. The
w˜k1 is then partitioned into two parts, one applied to yk and
one applied to z−k, i.e.,
w˜k1 =
[
hk1
gk1
]
(24)
and the denoised signal of the first microphone at node k can
then be written as
d˜k1 = w˜
H
k1y˜k = h
H
k1yk + g
H
k1z−k. (25)
In DANSE, the fk in (21) is then set to hk1, i.e.,
∀k ∈ {1, . . . ,K} : fk = hk1 (26)
Note that the fusion vector fk is not only a compressor in each
node k to generate the zk signal from the local microphone
signals, but also is a part of the MWF for the first microphone
signal in (25). However, this is a chicken-and-egg problem
since to obtain fk we have to compute (23)-(26) first, which
in turn require the z−k from the other nodes. Starting with
random entries for the fks, ∀k ∈ {1, . . . ,K}, DANSE lets
each node k iteratively update first its Ry˜ky˜k and Rn˜kn˜k and
then w˜k1 and fk (using (23)-(26)) based on the most recent
microphone signals of y˜k. The updating procedure can be done
in a sequential round-robin fashion [24], or all the nodes can
update simultaneously (requiring some minor modifications)
[25]. In [24] it is demonstrated that DANSE converges to
the network-wide MWF, as if all microphone signals were
available in each node.
So far we have only denoised the first microphone of each
node k ∈ {1, . . . ,K} with the DANSE algorithm. It can be
shown that the other microphone signals can also be optimally
denoised based on the same zk-signals, even though the fusion
vectors that generate these zk-signals are based on the MWF
problems corresponding to the first microphones in each node.
For example to denoise the second microphone signal of node
k, w˜k2 is computed with (23), where v˜k1 is merely replaced
by v˜k2.
V. COOPERATIVE INTEGRATED NOISE REDUCTION AND
DOA ESTIMATION
A. Cooperative DOA estimation
In the previous section, we have introduced the DANSE
algorithm to denoise the local microphone signals in each
node where the nodes cooperate with each other by exchanging
fused microphone signals. This preprocessing step allows to
reduce the effect of noise in the DOA estimation in each node.
As depicted in Figure 1, the next step is to estimate the node-
specific DOA at each node k, based on all available denoised
signals. Now the objective is to re-use the fused microphone
signals that are broadcast in the DANSE algorithm to fur-
ther improve the node-specific DOA estimation performance,
leading to a cooperative integrated noise reduction and DOA
estimation scheme. To achieve this, the z−k signals should
first also be denoised by the local MWF, i.e., all the signals in
y˜k are first denoised and then fed to the DOA estimation. By
stacking the Mk denoised microphone signals together with
K − 1 denoised zk signals, we can define d˜k as
d˜k = [d˜k1 · · · d˜kMk , · · · d˜k(Mk+K−1)] (27)
and its corresponding correlation matrix as
Rd˜kd˜k = E{d˜kd˜Hk } (28)
which will be used in the sequel for the node-specific DOA
estimation. In order to extract the local signal and noise
subspace at node k, an EVD of Rd˜kd˜k is performed. If u¯k,max
is the eigenvector corresponding to the largest eigenvalue, then
it is noted that since the relative geometry between the nodes
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is unknown, only the first Mk entries of u¯k,max, defined as u¯k
can be used for the DOA estimation. Although this means that
we throw away information, there is still implicit cooperation
between the nodes as the EVD indeed also relies on the
fused microphone signals from other nodes, allowing to exploit
more correlation structure in the subspace estimation4. Figure
4 visualizes the dimension of the correlation matrix Rd˜kd˜k
in the proposed cooperative approach, compared with two
other approaches. The first is a “centralized” approach where
each node has access to all M microphone signals throughout
the entire network, i.e. yk = y in (13). In this case we
can estimate the full M -dimensional correlation matrix which
indeed leads to a better node-specific subspace estimation and
hence DOA estimation, but which has a high communication
cost. Secondly we will consider an “isolated” approach where
each node has only access to its own microphone signals and
where there is no cooperation, i.e. the input of each local MWF
is merely the yk already introduced in Section II. As can
be seen in Figure 4, the DANSE-based node-specific DOA
estimation uses more data than the isolated approach, but less
data than the centralized approach. This figure also shows that
each node k estimates its node-specific DOA only based on
the Mk local entries corresponding to its local array.
Isolated 
𝑀𝑘 
DANSE 
𝑀𝑘 + 𝐾 − 1 
Centralized  
𝑀 
P
r
in
ci
p
a
l 
ei
g
en
v
ec
to
r
 
Node-specific  
DOA 
estimation at 
node k  
Fig. 4. Dimension of the correlation matrix R
d˜kd˜k
when extra signals
are included in the centralized and DANSE approaches, compared to the
dimension of the isolated approach.
Intuitively, there are three effects which explain why the
proposed cooperative approach results in a better node-specific
DOA estimation at each node:
1) The distributed noise reduction allows the DOA estima-
tion to perform better for a given input SNR and number
of microphones.
2) An enhanced subspace estimation is obtained by exploit-
ing more structure due to extending the covariance ma-
trix (see also Subsection V-B). Our proposed cooperative
approach exploits coherence between nodes, but without
using a model for this coherence based on relative
geometry etc., because such models with large inter-
microphone distances are typically inaccurate in the first
place due to the environmental impacts (turbulence) that
disturb the natural spherical propagation of wavefronts.
3) The proposed approach uses the broadcasting signals of
DANSE to extend the correlation matrix, which typically
4We will later provide some more motivation for this claim
have better SNR than when the nodes would merely
transmit raw microphone signals (see also Section VI).
According to (5), u¯k can be treated as a normalized estimate
of the steering vector, i.e. a¯k ≈ βu¯k, where β is an unknown
complex number.
To assess the performance of the cooperative DOA esti-
mation in conjunction with the DANSE algorithm, we can
apply any of the subspace-based DOA estimation algorithms
explained in Section III. In MUSIC, referring to (6), we will
have qk1 = u¯k and then Enk in (7), is computed as the
(Mk − 1)-dimensional subspace orthogonal to u¯k. Likewise,
in ESPRIT, Esk = qk1 = u¯k.
Remark: In terms of the computational complexity of the
proposed cooperative approach, the following items should be
considered:
1) When the noise reduction part is taken into account, we
have the inversion (see (23)) of K times (one per node)
an (Mk +K − 1)× (Mk +K − 1) matrix , versus one
M ×M matrix (in the centralized case) .
2) In the subspace-based DOA estimation part, we compute
an EVD (see (28)) of K times an (Mk+K−1)×(Mk+
K − 1) matrix , versus one M ×M matrix.
Therefore in both cases, there is a significant benefit since
both inversion and EVD are O(N3) procedures, where N
is the dimension of the matrix. However it is known that
in practice the communication unit of a WASN node (often
battery-powered) consumes much more energy than its DSP
unit. Therefore, even more important than the computational
gain, as mentioned in Section IV-B, there is a reduction in
communication cost with a factor Mk per node.
B. Theoretical motivation
In this section we provide a brief theoretical motivation that
explains why the proposed cooperative method improves the
performance of the node-specific DOA estimation method. For
the sake of an easy exposition, we consider a single-node
WASN with M microphones in which all the microphones
receive the signal of a target source at the same time (corre-
sponds to a DOA of 90 degrees in far-field conditions). More-
over, for the sake of mathematical tractability, we consider
i.i.d. noise components. Therefore, in this case we can write
the normalized steering vector as aˆ = 1√
M
1M , where 1M is
a M -dimensional vector with all entries equal to 1. Similar to
(4)-(5), we can here write
Ryy = E{yyH} = aσ2saH + σ2nIM . (29)
In practice, Ryy is estimated via time averaging. By defin-
ing the M ×N matrix Y in which each column corresponds
to an observation of y at a certain time instant, we can
approximate Ryy as
Ryy ≈ Ryy = 1
N
YYH . (30)
Based on an EVD we have
Ryyaˆ = λmaxaˆ (31)
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where λmax = σ2sM + σ
2
n. The other eigenvalues λm,m =
2, . . . ,M are equal to σ2n and correspond to the (M − 1)-
dimensional noise subspace. Let a¯ denote the normalized
steering vector estimate computed from the sample covariance
matrix Ryy. Define the estimation error then as ∆a = a¯− aˆ.
The second order statistic of ∆a can then be described as (see,
.e.g., formula (4) in [31])
E{∆a ∆aH} = λmax
N
M∑
m=2
λm
(λmax − λm)2 aˆmaˆ
H
m. (32)
By plugging
∑M
m=2 aˆmaˆ
H
m = IM − aˆaˆH in (32), and setting
λmax = σ
2
sM + σ
2
n and λm = σ
2
n,m = 2, . . . ,M , we can
write
E{∆a ∆aH} = Mσ
2
sσ
2
n + σ
4
n
M2Nσ4s
(IM − aˆaˆH). (33)
Now the objective is to determine how adding more signals
(increasing M ) affects the steering vector estimation perfor-
mance. To this end, we examine the MSE of the estimation
error ∆a. Since aˆ = 1√
M
1M , and with some straightforward
simplifications, we find that
E
{
‖∆a‖2
}
= E
{
Tr{∆a∆aH}
}
= Tr
{
E{∆a∆aH}
}
=
Mσ2sσ
2
n + σ
4
n
M2Nσ4s
(M − 1). (34)
Finally we define MSE(M) as the MSE per entry of ∆a
(hence independent of the length of M ), i.e.,
MSE(M) =
E
{
‖∆a‖2
}
M
=
1
MN
[
(
M − 1
M
)
σ2n
σ2s
+ (
M − 1
M2
)
σ4n
σ4s
]
.(35)
As can be seen, limM→∞MSE(M) = 0, i.e., the performance
of the steering vector estimation is improved as the dimension
of the sample covariance matrix increases, i.e., if extra signals
are added. Indeed, this also leads to a better DOA estimation
when a subspace-based DOA estimation is considered. Figure
5 is provided to better clarify the relationship between the
dimension of the sample covariance matrix, i.e., M , and the
steering vector estimation performance. This simulation is
carried out with σs = 2, σn = 1.3, N = 200 over different
values of M , and averaged over 200 Monte Carlo runs. The
data for the stochastic matrix Y is drawn from a zero-mean
normal distribution based on the covariance matrix described
by (29). The figure clearly shows how the MSE of the entries
of ∆a in this case is reduced, as M increases. The results of
the Monte Carlo simulations are compared to the theoretical
results by plotting (35) as a function of M . It is observed that
the theoretical prediction is very close to the simulated values.
This verifies that increasing the dimension of the sample
covariance matrix decreases the per-entry MSE of the steering
vector estimation.
Remark: Note that for the case where also corre-
lated noise components exist, it can be shown again that
limM→∞MSE(M) = 0.
C. Shortcutting the noise reduction
Until now, a cascaded scheme has been proposed in which
the first step is to denoise the microphone signals by DANSE
and the second step is to estimate the node-specific DOAs
based on the denoised signals (Figure 1). However it will be
shown in this section that exactly the same DOA estimates can
be obtained, without explicitly computing the signals in d˜k and
the EVD of its resulting correlation matrix (see (28)), which
effectively leads to a cooperative integrated noise reduction
and DOA estimation scheme, where the noise reduction is
shortcut (Figure 2).
From (23) we can define W˜k as
W˜k = R¯
−1
y˜ky˜k
v˜k(σ˜1 − λ˜1)v˜Hk (36)
where the m-th column of the W˜k corresponds to the MWF
to estimate the target speech signal in the m-th component
of y˜k at node k. Note that d˜k in (27) can then be written as
W˜Hk y˜k. Considering (28) and (36) we can write
R¯d˜kd˜k = W˜
H
k R¯y˜ky˜kW˜k
= v˜k(σ˜1 − λ˜1)∗v˜Hk R¯−Hy˜ky˜kR¯y˜ky˜kR¯−1y˜ky˜k v˜k(σ˜1 − λ˜1)v˜Hk
(37)
and by taking ρ = |(σ˜1 − λ˜1)|2v˜Hk R¯−Hy˜ky˜k v˜k, we have
R¯d˜kd˜k = ρv˜kv˜
H
k (38)
which means that R¯d˜kd˜k is immediately a rank-1 matrix and
hence the eigenvector corresponding to the largest (non-zero)
eigenvalue is equal to v˜k, which is already available from the
GEVD of R¯y˜ky˜k and R¯n˜kn˜k . As a result, we can shortcut the
final filtering stage of the DANSE algorithm that computes
the denoised signals of d˜k which clearly leads to a substantial
reduction in computational complexity. Note that this shortcut
only holds if an EVD- or GEVD-based rank-1 approximation
of R¯s˜ks˜k is used in the local MWFs of the DANSE algorithm.
Remark: As mentioned in Section IV, the use of a GEVD
for the rank-1 approximation of R¯sksk in the MWF often
improves the noise reduction performance compared to the use
of an EVD [27],[28]. However, in view of the DOA estimation,
there is an additional benefit in using a GEVD rather than an
EVD. If a random scaling is applied to one of the zk-signals
in y˜k, this results in a similar scaling of the corresponding
row and column of the correlation matrices R¯y˜ky˜k , R¯s˜k s˜k and
R¯n˜kn˜k . This scaling then actually changes the eigenvectors of
R¯s˜k s˜k and therefore also a steering vector estimate based on
the EVD. This is undesired, i.e., a simple scaling of the fused
microphone signals in one node should not have any effect on
the steering vector estimate (and the resulting DOA estimate)
in other nodes. It can be shown that the GEVD does not have
this effect, i.e., the scaling of a zk-signal only affects the
component in the generalized eigenvectors corresponding to
the scaled signal, while the other components remain the same
up to a common scaling. As a result, the local steering vector
estimate is never affected, as the scaled component is not part
of it (remember that the steering vector only consists of the
components in the generalized eigenvector that correspond to
the microphone signals, and not to the zk-signals).
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VI. SIMULATION RESULTS
A. Evaluation aspects
To demonstrate the effectiveness of the proposed coopera-
tive node-specific DOA estimation, it will be compared with
the centralized case and the case where each node performs
a local noise-reduction and DOA estimation on its own (the
‘isolated’ case). Moreover, we consider an approach where
each node k merely broadcasts one of its raw microphone
signals to the other nodes (instead of the zk-signal defined in
the DANSE) and where these signals are then directly used as
additional inputs to the local MWFs, followed by the subspace-
based DOA estimation in each node. This is similar to the
DANSE-based node-specific DOA estimation, but it relies on
a suboptimal cooperative noise reduction scheme instead of
the (optimal) DANSE algorithm. This approach does not only
result in a reduced noise reduction performance1, it also results
in a slightly worse DOA estimation performance, as will be
demonstrate with the simulations.
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Fig. 6. Acoustic scenario
All experiments are performed in a simulated cubic room
with dimensions 5m × 5m × 5m and with wall reflection
coefficients β = 0.2 using the image method [32]. First we
consider a WASN with four nodes (K = 4), each having a
ULA with 3 microphones (Mk = 3 for each node k and
M = 12), with a single target speech source placed at the
center of the room (The acoustic scenario is depicted in Figure
6). In Subsection VI-D, we will also consider the multi-source
case. We perform Monte-Carlo simulations (using different
speech signals in each run), in a room . Four localized multi-
talker noise sources are placed in the room with equal noise
power, which is varied to manipulate the input SNR. We use a
sampling frequency of fs = 16kHz, a Hann-windowed DFT
with size L = 512 and with 50% Hann-window overlaps.
An ideal VAD is used to exclude the effect of VAD errors.
The target speech source produces short English sentences
with a silence period between each two consecutive sentences.
1This follows from the fact that the DANSE algorithm always results in an
optimal noise reduction [24]
Sensor noise and all other spatially uncorrelated noise sources
are modeled as uncorrelated white Gaussian noise with 20%
of the power of the target speech signal as observed at the
microphones. We simulate DANSE in batch mode which
means that the required correlation matrices are estimated over
the full signal length in each iteration and the DOA estimation
is performed after convergence of the DANSE algorithm.
All results in Subsections VI-B and VI-C are averaged over
56 independent Monte Carlo runs and over all nodes. All the
figures are plotted as a function of the input SNR at a reference
node k which is defined in the time-domain as the power ratio
of the speech and noise component in the first microphone
signal of node k, i.e.,
iSNRk =
E
{
|sk1|2
}
E
{
|nk1|2
} = E
{
|sk1|2
}
E
{
|nmk1 + npk1|2
} (39)
where nmk1 and n
p
k1 are assumed to be the signal components
corresponding to the uncorrelated sensor noise and the local-
ized noise sources, respectively.
Since the actual subspace estimation performance plays
an import role in all the subspace-based DOA estimation
algorithms, a proper assessment of the subspace estimation
can give a better insight into the merits of our proposed
technique. Since only the relative phase differences between
the microphones are important, we should define a measure
for the subspace estimation performance that is independent
of phase or sign ambiguities. To achieve this goal, we again
consider the overlapping doublets structure for a ULA as
explained in Subsection III-B, and we compute the difference
between the phase of the two doublets’ estimated steering
vectors and of the true array manifold vector at each frequency
bin. For node k, this yields (see (11) and Figure 3)5
ek =
1
Ω
∑
ω
|6 ψ¯ − 6 ψ| (40)
where Ω = L/2 + 1 (50% Hann-window overlaps) is the
number of the DFT bins.
The performance of the node-specific DOA estimation by
using the DANSE algorithm is evaluated with the subspace-
based DOA estimation algorithms outlined earlier in Section
III, i.e., MUSIC and ESPRIT.
B. Scenario 1
We first assume a symmetric scenario in which the true
value of the DOA in each node is chosen to be 0 degree
(this corresponds to so-called end-fire arrays). Due to this
symmetry, iSNR is identical at each node and hence all
the nodes are equally important. To change the iSNRs, we
change the power of the four localized noise sources uni-
formly and identically, while keeping the uncorrelated noise
level on the microphones unchanged. Figure 7 compares the
subspace estimation performance based on the measure (40)
as a function of iSNR when averaged over all frequency
bins and all MC runs. As can be seen, DANSE achieves a
5It could be necessary to add or subtract multiples of 2pi to ensure that the
absolute phase ek is in the interval [0, pi].
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better subspace estimation than the isolated approach and the
approach where nodes merely broadcast their first microphone
signal to the other nodes (note that the plot corresponding to
the proposed cooperative distributed DOA estimation method
based on DANSE almost fully overlaps with the plot for the
centralized method). Figure 8 shows the averaged absolute
values of the DOA estimation errors using ESPRIT. Moreover,
the results for DOA estimation with MUSIC are illustrated in
Figure 9. As can be seen in these figures, there is a clear
benefit in terms of DOA estimation when there is cooperation
between the nodes, compared to the isolated approach. If
this cooperation is based on the zk-signals of the DANSE
algorithm, the performance of the DOA estimation is closer to
the centralized performance compared to the approach where
the nodes merely broadcast one microphone signal. The results
also show that MUSIC is more robust than ESPRIT. This
comes with a significantly higher computational complexity
due to the exhaustive searches, which might be impractical in
WASNs with limited power supply.
It is noted that the obtained results are better than those in
a preliminary study [1]. This is partly due to the fact that the
present simulations use a GEVD, rather than an EVD based
rank-1 approximation (as used in [1]). As explained in the
remark in Section V-C, such a GEVD-based approach is more
robust and less dependent on the differences in signal power
between the fused microphone signals that are exchanged
between the nodes.
C. Scenario 2
In order to further investigate the effectiveness of the
proposed cooperative node-specific DOA estimation, we now
rotate the microphone array in each node independently with
a random angle in each MC run. Figure 10 compares the
subspace estimation performance based on the measure in (40)
as a function of iSNR when averaged over all the frequency
bins and all the MC runs with different true DOAs. Moreover,
Figures 11 and 12 show the averaged absolute values of the
DOA estimation errors in degrees for ESPRIT and MUSIC,
respectively.
Again, we observe that cooperation between nodes results
in a better subspace estimation and hence a better DOA
estimation.
D. Scenario 3: multi-source case
In this section we consider a multi-source scenario with
two target speech sources, while three localized multi-talker
noise sources contaminate the captured target speech signals.
The multi-source acoustic arrangement is depicted in Figure
13. To change the iSNRs, we again increase the power of
the three localized noise sources uniformly and identically,
while keeping the uncorrelated noise level on the microphones
unchanged. Moreover, to have a noise subspace with a higher
dimension, here we consider Mk = 5 for each node k, hence
M = 20. While each source consists of a different speech
signal, there are some silent intervals for both sources to let
nodes estimate the noise statistics. The true DOAs of K = 4
nodes with respect to the first and the second (see Figure 13)
target speech sources are [45◦ 71◦ 71◦ 45◦] and [108◦ 135◦
135◦ 108◦], respectively. The simulations are performed by
averaging first over absolute estimation errors of 28 Monte
Carlo runs, and then over the two estimated DOAs at each
node k, and finally over all K = 4 nodes. It has been shown
in [24] that for multi-source cases, DANSE converges to the
centralized MWF performance when each node k broadcasts
min{S,Mk} fused signal to the other nodes (resulting in
a per-node compression factor of max{Mk/S, 1} for the
data to be sent). Therefore, and since here S = 2, DANSE
compresses the 5-channel microphone signal of each node k
into a 2-channel signal that is broadcast to the other nodes.
Figures 14 and 15 show the resulting DOA estimation error
when ESPRIT and wideband MUSIC are used, respectively.
Although the performance plots are now slightly different, the
general trend remains the same, i.e., these figures verify that in
the general case of estimating DOAs for multiple target speech
sources, cooperation between nodes again leads to significantly
better DOA estimation. As a reference, the case where nodes
merely exchange two of their raw microphone signals is also
considered. As can be clearly seen, the performance of the
DANSE case is again substantially closer to the centralized
case.
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VII. CONCLUSION
In this paper, we have studied a cooperative node-specific
DOA estimation algorithm in a fully connected WASN in
a noisy environment where the position of the nodes as
well as the relative geometry or coherence models between
them are unknown. The DANSE algorithm is employed as a
preprocessing step to first denoise all the WASN microphone
signals in a distributed fashion where in each node GEVD-
based MWFs are applied for the filtering process. In addition
to achieving an optimal noise reduction, the fused microphone
signals that are exchanged between the nodes in DANSE
are also exploited to improve the node-specific subspace
estimation in the DOA estimation algorithm, resulting in a
cooperative integrated noise reduction and DOA estimation
where the computational cost can be reduced by shortcutting
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the DANSE final filtering stage. An incoherent wideband
version of MUSIC and ESPRIT has been employed to show
the effectiveness of the proposed cooperative node-specific
DOA estimation. Monte-Carlo simulations have demonstrated
that the cooperation between the nodes indeed improves the
subspace estimation, and therefore also the multi-source DOA
estimation in each node.
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Fig. 5. MSE of the entries of ∆a
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Fig. 7. Subspace estimation performance
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Fig. 8. Absolute DOA estimation errors based on wideband ESPRIT.
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Fig. 9. Absolute DOA estimation errors based on wideband MUSIC.
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Fig. 10. Subspace estimation performance with random rotation of the arrays
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Fig. 11. Absolute DOA estimation errors based on wideband ESPRIT with random rotation of the arrays
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Fig. 12. Absolute DOA estimation errors based on wideband MUSIC with random rotation of the arrays
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Fig. 14. Absolute Multi-source DOA estimation errors based on wideband ESPRIT with random rotation of the arrays
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Fig. 15. Absolute Multi-source DOA estimation errors based on wideband MUSIC with random rotation of the arrays
