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FROBENIUS MAP AND THE p-ADIC GAMMA FUNCTION
ILYA SHAPIRO
Abstract. In this note we study the relationship between the power series
expansion of the Dwork exponential and the Mahler expansion of the p-adic
Gamma function. We exploit this relationship to prove that certain quantities
that appeared in our computations in [11] can be expressed in terms of the
derivatives of the p-adic Gamma function at 0. We then use this to prove the
claim made in [11] about the non-trivial off-diagonal entry in the Frobenius
matrix of the mirror quintic threefold.
Keywords : Dwork exponential, p-adic L-functions, p-adic Gamma function, Mahler
series.
1. Introduction.
The paper [11] was motivated by the recent use of p-adic methods in proving
integrality results in the theory of topological strings (with [5] a good starting point,
see also [9], [10] and [12]). Their main idea was the expression of certain physical
quantities in terms of the Frobenius map on p-adic cohomology.
In [11] we studied the Frobenius map on the cohomology of the mirror quintic
family at the point of maximally unipotent monodromy. More precisely, we looked
at the limit of the Frobenius action at λ = 0 of an appropriate quotient of the
family of projective hypersurfaces
λ(x50 + x
5
1 + x
5
2 + x
5
3 + x
5
4) + x0x1x2x3x4 = 0.
We used a Dwork-like complex, in the modern language it can be understood as the
rigid cohomology with coefficients, to compute the Frobenius map directly. This
allowed us to bypass (in the quintic case) the machinery of motives that was needed
in [5].
While successful in proving the vanishing of a certain Frobenius matrix element
(this vanishing was the key component of [5]), we were unable to demonstrate the
conjectural relation of the only non-zero off-diagonal element to the p-adic zeta value
at 3. This relation was communicated to us by the authors of [5], and numerically
verified in [11]. The purpose of this note is to finally prove this conjecture for the
case of the mirror quintic. Namely, the non-trivial off-diagonal element is
p3
23
52
Lp(3, ω
−2) = (p3 − 1)
23
52
ζp(3)
where Lp is the Kubota-Leopoldt p-adic L-function and ω is the Teichmu¨ller char-
acter.
The explanation for the presence of the zeta values in the Frobenius matrix is to
be found among the conjectures in the theory of motives. Namely, the appearance of
the ζp(3) factor (up to a rational number) would follow if one knew that the limiting
motive of the family is mixed Hodge-Tate. However in the present concrete case of
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the mirror quintic family it can be understood in terms of the relationship between
the Dwork exponential that appears in the definition of the Frobenius action, and
the p-adic Gamma function that is closely related to the zeta values.
1.1. Preliminaries. The p-adic Gamma function Γp(x) is the p-adic analogue of
the usual Gamma function. It extends in a natural way, to the p-adic integers Zp,
a slight modification of the factorial function on the integers. More precisely, we
have that
Γp(x+ 1) =
{
−xΓp(x) |x| = 1
−Γp(x) |x| < 1
where | · | denotes the p-adic norm on Zp, i.e., |x| < 1 if and only if x ∈ pZp and
|x| = 1 if and only if x ∈ Z×p .
We let
(x)n = x(x − 1)...(x− n+ 1)
denote the falling factorials. We reserve the notation (x)n for the rising factorials,
i.e., (x)n = x(x + 1)...(x+ n− 1). Note that (x)n = (−1)n(−x)n.
By default
g =
∑
aix
i
is a power series with coefficients in Cp, the completion of the algebraic closure of
Qp, the field of p-adic numbers. We assume that |aii!| → 0 which ensures that g(x)
is defined on pZp, though perhaps not on Zp itself. We call an expression
ϕ =
∑
ai(x)i
a Mahler series. We again assume that ai ∈ Cp and |aii!| → 0, so that ϕ(x) is a
continuous function on Zp.
For φ a function on Zp, let
∇φ(x) = φ(x + 1)− φ(x)
be the forward difference operator.
As in [11], let D denote the formal differential operator of infinite order defined
by
D =
∞∑
i=0
∂ix.
For a formal Laurent series g =
∑
aix
i, we denote by [g]0 the coefficient of x
0,
i.e.,
[g]0 = a0.
All sums are from 0 to ∞ unless stated otherwise.
We call the power series
f = exp (xp/p+ x) =
∑
Bix
i
the Dwork exponential. It defines a function on pZp though not on Zp. Note that
in our context Bi are simply the coefficients in the expansion of f and do not stand
for the Bernoulli numbers.
In everything that follows, p is assumed to be an odd prime.
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2. From power series to Mahler series.
We begin the study of the formal properties of the transform that converts power
series to Mahler series.
Definition 2.1. Let g =
∑
aix
i be a power series, then denote by
[g] =
∑
ai(−1)
i(x)i
the associated Mahler series.
Some properties of the above transform are immediate from the definition.
Lemma 2.2. Let g be a power series. Then
(1) [xng] = (−1)n(x)n[g](x− n),
(2) [∂g] = −∇[g].
Proof. Let g =
∑
aix
i, then
[xng] = [
∑
aix
n+i] =
∑
ai(−1)
n+i(x)n+i
=
∑
ai(−1)
n+i(x)n(x− n)i
= (−1)n(x)n
∑
ai(−1)
i(x − n)i = (−1)
n(x)n[g](x− n).
Similarly, since [∂xi] = ∇(x)i, we obtain the second part. 
Lemma 2.3. Let g =
∑
aix
i be a power series such that |aii!| → 0, then [g] defines
a continuous function on Zp and
g = ex
∑
[g](n)(−1)nxn/n!
as power series.
Proof. This is just a restatement of the results that can be found in [6]. 
The following lemma is the reason for the appearance of the Mahler series in the
computation of the Frobenius matrix. It relates the objects that arose in the coho-
mology computations, to the Stirling numbers of the second kind. This connection
was the link missing in [11].
Lemma 2.4. The following holds:[(
D
1
x
)
sxk
]
0
=
(−1)s+k
s!
(x)
(s)
k (0).
Proof. We proceed by induction on k. When k = 0 the identity holds trivially.
Consider
[(
D 1x
)
sxk+1
]
0
. By [11] we have that[(
D
1
x
)
sxk+1
]
0
= k
[(
D
1
x
)
sxk
]
0
+
[(
D
1
x
)
s−1xk
]
0
= k
(−1)s+k
s!
(x)
(s)
k (0) +
(−1)s+k−1
(s− 1)!
(x)
(s−1)
k (0).
But we also have that
(−1)s+k+1
s!
(x)
(s)
k+1(0) =
(−1)s+k+1
s!
((x)k(x− k))
(s)(0)
=
(−1)s+k+1
(s− 1)!
(x)
(s−1)
k (0)− k
(−1)s+k+1
s!
(x)
(s)
k (0).
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Which completes the proof. 
We are now ready for the important corollary below.
Corollary 2.5. Let g be a power series. Then[(
D
1
x
)
sg
]
0
=
(−1)s
s!
[g](s)(0).
Proof. Suppose that g =
∑
aix
i so that [g] =
∑
ai(−1)
i(x)i. Thus[(
D
1
x
)
sg
]
0
=
∑
ai
[(
D
1
x
)
sxi
]
0
=
∑
ai
(−1)i+s
s!
(x)
(s)
i (0) =
(−1)s
s!
[g](s)(0).

2.1. The Dwork exponential and the Gamma function. Here we give an
interpretation of the transform of the Dwork exponential in terms of the p-adic
Gamma function. Almost certainly, the formula below is not new, however we were
unable to find it in the literature. We then proceed to apply the above results in
the next section to shed light on the mysterious objects[(
D
1
x
)
sf
]
0
that appeared in [11].
We start with the computation of [f ]. There are some formulas that one can find
in the literature that hint at the relationship that we establish below. For example
in [8] one can find the following (see also [7]):
Γp(−a+ px) =
∑
k≥0
pkBa+kp(x)
k
for 0 ≤ a < p and x ∈ Zp. And even more enticingly, we learn from [6] that for
x ∈ Zp one has
Γp(x+ 1) =
[
1− xp
x− 1
f
]
.
In fact we can (we mention two proofs) use the latter in the proposition below.
Remark. Even though f itself does not define a function on all of Zp, one sees that
[f ] is at least a continuous function on Zp.
Proposition 2.6. Let f = exp (xp/p+ x), then
[f ](x) =
{
Γp(x) |x| < 1
0 |x| = 1 .
Proof. Let g be a power series such that [g] = Γp(x + 1). Then by the formula in
[6] mentioned above we see that (1− xp)f = (x− 1)g. Thus [f ]− [xpf ] = [xg]− [g]
and so [f ] + x[xp−1f ](x− 1) = −xΓp(x)− Γp(x+ 1). Observe that x
p−1f = ∂f − f
so that
[xp−1f ](x− 1) = [∂f ](x− 1)− [f ](x− 1)
= −∇[f ](x− 1)− [f ](x− 1) = −[f ].
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We conclude that [f ] − x[f ] = −xΓp(x) − Γp(x + 1). The latter is 0 if |x| = 1 and
(1− x)Γp(x) if |x| < 1. From the definition we see that [f ](1) = B0 −B1 = 0. The
result follows. 
One can also proceed more directly (as suggested by A. Mellit).
Proof. By Lemma 2.3 we have that f(x) = ex
∑
[f ](n)(−1)nxn/n!, i.e.,
ex
p/p =
∑
[f ](n)(−1)nxn/n!.
By comparing coefficients we see that if p ∤ n then [f ](n) = 0 and if n = ap then
[f ](n) = (−1)
a(ap)!
paa! = Γp(n). We are done by continuity. 
3. Consequences for f .
After establishing that the transform of the Dwork exponential is essentially the
p-adic Gamma function we may now derive a multitude of formulas involving the
coefficients Bk using the methods of the previous section. We start with the most
important application.
Proposition 3.1. Let f = exp (xp/p+ x). Then[(
D
1
x
)
sf
]
0
=
(−1)s
s!
Γ(s)p (0).
Proof. Combine Proposition 2.6 with Corollary 2.5. 
The corollary below generalizes the proposition. The objects it describes also
appear in the Frobenius calculation. We were mostly interested in the case of n = p;
the other cases can in principle be avoided if one uses certain general properties
that the Frobenius map is known to satisfy. Thus the corollary’s interest to us in
its full generality is mainly esthetic.
Corollary 3.2. Let f = exp (xp/p+ x), we have[(
D
1
x
)
sxnf
]
0
=


0 p ∤ n
(−1)s
s!
(pa(x/p)aΓp(x))
(s)
(0) n = ap .
Proof. As above we combine Proposition 2.6 with Corollary 2.5. Namely,[(
D
1
x
)
sxnf
]
0
=
(−1)s
s!
[xnf ](s)(0) =
(−1)s
s!
((−1)n(x)n[f ](x− n))
(s)(0).
If p ∤ n then near x = 0, the function [f ](x−n) is identically 0; this proves the first
part. Now let n = ap, then[(
D
1
x
)
sxapf
]
0
=
(−1)s
s!
((−1)a(x)ap Γp(x− ap))
(s)(0).
However one checks that for |x| < 1, we have
(x)ap Γp(x − ap) = (−1)
apa(x/p)aΓp(x)
and the result follows. 
Remark. So that for n = p we have:[(
D
1
x
)
sxpf
]
0
=
(−1)s
s!
(Γp(x)x)
(s)(0) =
(−1)s
(s− 1)!
Γ(s−1)p (0).
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The following result about the coefficients Bk of the Dwork exponential partially
intersects with the one found in [3], in particular the latter does not address the
case of p ∤ n. In [3] considerations very different from ours are used.
Corollary 3.3. Recall that f = exp (xp/p+ x) =
∑
Bkx
k, then for n > 0
∑
Bk(n+ k − 1)! =
{
0 p ∤ n
(−1)apa−1(a− 1)! n = ap .
Proof. Note that ∑
Bk(n+ k − 1)! =
[(
D
1
x
)
xnf
]
0
.
By Corollary 3.2 this proves the p ∤ n case. If n = ap then[(
D
1
x
)
xapf
]
0
= −(Γp(x)x(x − p)...(x− (a− 1)p))
′(0)
= −(Γp(x){p
a−1(−1)a−1(a− 1)!x+ higher powers of x})′(0)
= (−1)apa−1(a− 1)! Γp(0).

In fact we can handle the case of n = 0 as well, though the answer is less explicit.
Corollary 3.4. With Bk as above,∑
k≥1
Bk(k − 1)! = −Γ
′
p (0).
Proof. Apply Proposition 3.1 to the observation
∑
Bk(k − 1)! =
[(
D 1x
)
f
]
0
. 
Proposition 2.6 evaluates
∑
Bk(−1)
k(x)k. In particular, when |x| < 1 the sum
is equal to Γp(x). A natural question to ask is what happens when we shift the
coefficients Bk. More precisely, what can one say about
∑
Bk−s(−1)
k(x)k for
s ≥ 0?
Corollary 3.5. Let s ≥ 0 and f =
∑
Bkx
k, then
∑
Bk−s(−1)
k(x)k =
{
0 |x− s| = 1
(−1)s(x)s Γp(x− s) |x− s| < 1 .
Proof. Observe that∑
Bk−s(−1)
k(x)k = (−1)
s(x)s
∑
Bk−s(−1)
k−s(x− s)k−s = (−1)
s(x)s[f ](x− s).
We are done by Proposition 2.6. 
Remark. Since
∑
Bk(n + k − 1)! =
∑
Bk−(n−1)k! =
∑
Bk−(n−1)(−1)
k(−1)k the
above corollary provides an alternative proof of Corollary 3.3.
Note that Bks can be used to compute the values of the p-adic Gamma function
at the invertible p-adic integers as well. Namely, if |x| < 1 and 0 < a < p then
Γp(a+ x) = (−1)
a(x+ 1)a−1
∑
Bk(−1)
k(x)k.
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4. Connection to the p-adic L-functions.
In this section we conclude the proof of the claim made in [11] by relating the
derivatives of the p-adic Gamma function at 0 to certain values of the Kubota-
Leopoldt L-function. The latter can be expressed in terms of the p-adic zeta values
by [2].
Lemma 4.1. Let s ≥ 2, then
Lp(s, ω
1−s) =
(−1)s
(s− 1)!
(LogΓp)
(s)(0).
Proof. By definition (see [1] for example)
Lp(s, ω
1−s) =
1
s− 1
lim
k→∞
1
pk+1
pk+1∑
n=1
p∤n
1
ns−1
.
The latter is simply
1
s− 1
∫
Z
×
p
t1−s dt. Note that the integral vanishes for even
s ≥ 2, and LogΓp is odd (see [6] for both claims). Thus the case of even s is proven.
Now let s = 2m+ 1 with m ≥ 1. Then
Lp(2m+ 1, ω
−2m) =
1
2m
∫
Z
×
p
t−2m dt
while (see [6])
(LogΓp)
(2m+1)(0) = −(2m− 1)!
∫
Z
×
p
t−2m dt
and we are done. 
The above provides an extension (via a minor modification) of the formula found
in [4] to the case of the trivial character. Namely, for s ≥ 2 and χ a primitive
Dirichlet character of conductor d we have
Lp(s, χω
1−s) =
(−d)−s
(s− 1)!
∑
0≤a<d
χ(a)(LogΓp)
(s)
(a
d
)
.
The formula in [4] is valid for s ≥ 1 but only for χ 6= χtriv. The modification is the
extension of the range of summation above to include a = 0.
4.1. Evaluation of ∆3. In [11] we defined
∆s =
[(
D
1
x
)
sf
]
0
−
[(
D 1x
)
f
]s
0
s!
,
and noted that
∆2 = 0
followed from the general properties of the Frobenius map. Now that we have an
interpretation in terms of the Gamma derivatives, this fact follows from the obser-
vation (see [6] for example) that LogΓp is odd. The following theorem addresses
the question of ∆3 whose value was stated only conjecturally in [11].
Theorem 4.2. We have that
∆3 =
Lp(3, ω
−2)
3
.
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Proof. Using the fact that LogΓp is odd we see that
(LogΓp)
(3)(0) = Γ′′′p (0)− (Γ
′
p (0))
3.
By definition ∆3 =
[(
D 1x
)
3f
]
0
−
[(
D 1x
)
f
]3
0
/3!, and by Proposition 3.1 the latter is
− 16 (Γ
′′′
p (0)− (Γ
′
p (0))
3) = − 16 (LogΓp)
(3)(0). We are done by Lemma 4.1. 
Remark. The connection between the zeta values and L-functions can be found in
[2]. More precisely, we can take advantage of the formula ζp(s) =
ps
ps − 1
Lp(s, ω
1−s)
to obtain
∆3 =
(
1−
1
p3
)
ζp(3)
3
.
We conclude that the non-trivial off-diagonal Frobenius matrix entry in [11] is
indeed
p3
24
25
∆3 = p
3 2
3
52
Lp(3, ω
−2) = (p3 − 1)
23
52
ζp(3)
as promised.
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