The optimization of functionals depending on shapes which have convexity, diameter or constant width constraints is difficult from a numerical point of view. We show how to use the support function in order to approximate solutions to such problems by finite dimensional optimization problems under various constraints. After constructing the numerical framework, we present some applications from the field of convex geometry. We consider the optimization of various functionals depending on the volume, perimeter and Dirichlet Laplace eigenvalues under the constraints presented earlier. In particular we confirm numerically Meissner's conjecture, regarding three dimensional bodies of constant width with minimal volume, by directly solving an optimization problem.
Introduction
Shape optimization problems are a particular class of optimization problems where the variable is a shape. A typical example of such a problem has the form
where the functional F is computed in terms of the shape ω and A is a family of sets with given properties and eventual constraints. The cost functional F can be related to geometric quantities, like the volume or the perimeter of the set, or we can have a more complex dependence, via a partial differential equation. Classical examples in this sense are functionals depending on the spectrum of various operators related to ω, like the Dirichlet-Laplace operator. When dealing with constrained shape optimization problems, having volume or perimeter constraints facilitates the study of optimizers, in particular because we may find arbitrarily small inner and outer perturbations of the boundary which preserve the constraint. This is not the case when we optimize in the class of convex sets, when we have bounds on the diameter or when we impose a fixed constant width constraint. We refer to the papers [LN10] , [LNP12] , which describe some of the theoretical challenges when working with these constraints.
As is to be expected, theoretical difficulties are the same when dealing with convexity, constant width and diameter constraints from a numerical point of view. Since many techniques in numerical shape optimization rely on the existence of the shape derivative, which in turn, relies on the existence of perturbations preserving the constraint, handling these constraints numerically is not easy. There are works in the literature which propose algorithms which can handle the convexity constraint. In [LRO05] a convex hull method is proposed in which the convex shapes are represented as intersections of half-spaces. In [MO14] the authors propose a method of projection onto the class of convex shapes. In the articles [BLRO07] , [LRO07] , [Oud13] show how to deal with width constraints. These methods are rather complex and not straightforward to implement. We propose below a more direct approach, using the properties of the support function. Such a method was already proposed in [BH12] for the study of shapes of constant width, but was essentially limited to the two dimensional case and needed special tools regarding semi-definite programming algorithms. Moreover, the functional to be optimized was at most linear or quadratic.
We postpone the precise definition and properties of the support function until Section 2. We recall just that for a convex body K ∈ R d the support function p is defined on the unit sphere S d−1 and for each θ ∈ S d−1 , p(θ) measures the distance from a fixed origin, which can be chosen inside K, to the tangent hyperplane to K orthogonal to θ in the direction given by θ. Already from the definition we note that the quantity p(θ) + p(−θ) represents the diameter or width of the body K in the direction parallel to θ. This allows us to easily transform diameter or constant width constraints into functional inequality or equality constraints in terms of the support function. Convexity constraints can be expressed in similar ways, with complexity varying in terms of the dimension d. We recall these in the following section.
It is possible to build finite dimensional approximations of convex bodies using a truncation of a spectral decomposition of the support function. This can be done, for example, by using Fourier series decomposition for d = 2 and spherical harmonic decomposition for d ≥ 3. Using these parametrizations convexity constraints turn into linear pointwise inequalities for d = 2 or quadratic pointwise inequalities for d = 3. Moreover, the constant width constraint can be obtained by simply imposing that the coefficients of all the even functions in the basis decomposition are zero. Diameter constraints can also be translated into pointwise linear inequalities. The advantages don't stop here: in various situations, functionals like volume and perimeter have explicit formulas in terms of the coefficients in the above decompositions.
We recall that in [BH12] the authors study numerically optimization problems under constant width constraint for d = 2, with the aid of the support function and Fourier series decomposition. However, they work with a global parametrization of the convexity constraint, which requires the use of specific semidefinite-programming techniques and software. We choose to work in a simplified framework, inspired from [Ant16] , in which the convexity constraint is imposed on a finite, sufficiently large, number of points, giving raise to a more simple constrained optimization problem that can be handled by standard optimization software.
The paper is organized as follows. First we describe various properties of the support function parametrization in dimension two and three. Then we show how we can parametrize shapes using the spectral decomposition of the support function and how one can impose the relevant constraints we are interested in: convexity, constant width, diameter and inclusion. We show a wide range of applications for various problems in convex geometry. We provide a new confirmation of the Meissner conjecture regarding bodies of constant width in dimension three with minimal volume. The algorithm which performs the minimization of the volume under constant width constraint arrives at one of the Meissner bodies starting from general random initializations. This confirms the Meissner conjecture by a direct optimization procedure. The method described in the following allows the numerical approximation of minimizers for general functionals, more complex than other works in the literature which are, generally linear or quadratic. Among the applications presented in the numerical section we note the minimization of eigenvalues of the Dirichlet-Laplace operator under convexity and constant width constraints, approximation of rotors of minimal volume in dimension three, approximation of Cheeger sets and the minimization of the area under minimal width constraint.
Support function parametrization
In the following we recall some of the main properties of the support function, as well as the properties which will be used in order to implement numerically the constraints which interest us. We will refer to papers [BH12] , [AG11] and [ŠGJ08] where more details can be found.
Let B be a convex subset of R d . The support function of B is defined on the unit sphere
where the dot represents the usual Euclidean dot product. Geometrically, p(θ) represents the maximal distance from the origin to the a tangent plane α to B such that α is orthogonal to θ, taking into account the orientation given by θ. Given this interpretation, it is not hard to see that the sum of the values of the support function for two antipodal points will give the width or diameter of B in the direction defined by these two points. This already shows that bounds on the width of B could be expressed by inequalities of the type
and constant width constraint can be expressed
As already shown in [Ant16] , it is possible to impose inclusion constraints when dealing with support functions. If we consider two convex bodies B 1 , B 2 with support functions given by p 1 , p 2 then B 1 is included in B 2 if and only if p 1 (θ) ≤ p 2 (θ) for every θ ∈ S d−1 . In the case where B 2 is an intersection if half-spaces the inequality p 1 (θ) ≤ p 2 (θ) needs to be imposed only for a finite number of directions θ ∈ S d−1 , corresponding to the normals to the hyperplanes determining the hyperspaces.
Each convex body in R d has its own support function. It is not true, however, that every support function p : S d−1 generates a convex body. We present below what are the necessary assumptions for a function to be the support function of a convex body.
Given a convex set B and its support function p, a parametrization of ∂B is given by
where ∇ τ represents the tangential gradient with respect to the metric in S d−1 . Note that for this parametrization the normal of the point corresponding to u ∈ S d−1 is exactly u. The convexity constraint could be expressed by the fact that the principal curvatures of the surface are everywhere non-negative. In the following, the presentation is divided with respect to the dimension.
Dimension 2
In R 2 we may identify S 1 to the interval [0, 2π], therefore the parametrization of the boundary of the shape in terms of the support function becomes
It is immediate to see that (x(θ), y(θ)) = p(θ) + p (θ) and, as already underlined in [BH12] , the convexity constraint in terms of the support function is p + p ≥ 0.
Dimension 3
In R 3 suppose we have the classical parametrization of S 2 given by
Then, as already recalled in [ŠGJ08] , if p = p(φ, ψ) is a C 1 support function then a parametrization of the boundary is given by
Moreover, we also have the differential dx p on the basis n φ , n ψ of the tangent space at S 2 which is given by
Note that {n φ / sin(ψ), n ψ } is an orthonormal basis of the tangent space. The convexity constraint in dimension 3 amounts to imposing that the principal curvatures are everywhere nonnegative. This is equivalent to the fact that the eigenvalues of the matrix with coefficients given in the differential of x h are non-negative for every φ ∈ [−π, π) and ψ ∈ [0, π). In dimension 3 it is enough to impose a simpler condition. Indeed, if a surface has non-negative Gaussian curvature in a neighborhood of a point, then the surface is locally convex around that point. Tietze's theorem states that if a set is locally convex around each point then it is globally convex [Val64, . Moreover, a direct reference to the fact that a closed surface in dimension 3 which has positive Gaussian curvature everywhere bounds a convex body can be found in [Top06, p. 108] . This is also known as Hadamard's Problem. Therefore, in dimension three, we may impose the convexity constraint by assuring that the Gaussian curvature is positive at every point. Therefore the determinant of the matrix containing the coefficients of the differential written above should be positive:
Numerical framework
When performing numerical simulations for shape optimization problems we need to express shapes using a finite number of parameters. Since, in our case, shapes will be parametrized using the support function, we would like to work with a sufficiently rich class of support functions which can be represented in a finite dimensional framework. The approach taken in our computations is to approximate one dimensional functions using a truncated Fourier series and two dimensional functions using a truncated expansion using spherical harmonics. Such methods were already used in [AF12] , [Ost10] , [AF16] , [Ant16] , [BH12] . Using such systems of orthogonal or orthonormal basis representations has further advantages which will be underlined below. Again, for the clarity of exposition, we divide the presentation following the dimension.
Dimension 2
We approximate the support function by a truncated Fourier series
As stated in the previous section, in order for p to be the support function of a convex set in R 2 we need to have p (θ) + p(θ) ≥ 0 for every θ ∈ [0, 2π). In [BH12] the authors provide an exact characterization of this condition in terms of the Fourier coefficients, involving concepts from semidefinite programming. In [Ant16] the author provides a discrete alternative of the convexity inequality which has the advantage of being linear in terms of the Fourier coefficients. We choose θ m = 2πm/M, m = 1, 2, ..., M for some positive integer M and we impose the inequalities p(θ m ) + p (θ m ) ≥ 0 for m = 1, ..., M . As already shown in [Ant16] we obtain the following system of linear inequalities
where α m,n = (1 − n 2 ) cos(nθ m ) and β m,n = (1 − n 2 ) sin(nθ m ).
Next we turn to the constant width condition p(θ) + p(θ + π) = w for every θ ∈ [0, 2π). It is not difficult to see that this is equivalent to a 0 = w/2 and the coefficients of even index are zero: a 2k = b 2k = 0, k = 1, ..., N . This was already noted in [BH12] .
An upper bound W on diameter can be introduced as a constraint for the support function as follows
In the computations we consider a discrete version of the above inequality. 
It is not difficult to see that (11) can be generalized to the case where W also varies with θ. In order to impose a lower bound on the diameter it is enough to pick one direction θ and use the constraint
It is also possible to consider variable lower and upper bounds on the width of the body which depend on θ.
Let us now recall the formulas for the area and perimeter of a two dimensional shape in terms of the Fourier coefficients of the support function. The perimeter is simply equal to P (p) = 2πa 0 , which is linear in terms of the Fourier coefficients. As already stated in [BH12] the area of a convex shape having support function p with the Fourier decomposition (9) is given by
Note that a 1 and b 1 do not contribute to the area computations as modifying a 1 , b 1 only leads to translations of the shape defined by p.
Dimension 3
In [AF16] the authors parametrized three dimensional domains by their radial function using spherical harmonics. In our case we consider support function parametrized by a finite number of spherical harmonics
for a given positive integer N . The spherical harmonics are defined by
where P m l are the associated Legendre polynomials and
The convexity constraint is imposed by considering a discrete version of (8). Indeed, we construct a family of M d evenly distributed points on the unit sphere, for example like described in [Ant11, Section 3]. We denote by (φ i , ψ i ) i = 1, ..., M d the corresponding angles given by the parametrization (4). We impose that the convexity condition (8) is satisfied at points given by (φ i , ψ i ), i = 1, ..., M d . As in the two dimensional case, width inequality constraints can be handled in a similar way, by imposing inequalities of the type
at points u i , corresponding as above to parameters (φ i , ψ i ).
The constant width condition is p(u) + p(−u) = w. This simply means that in the decomposition (12) we only have odd spherical harmonics, except the constant term. This corresponds to considering only spherical harmonics for which the index l is odd. In the following, we note with h the part of the support function containing the non-constant terms. Equivalently
The area and volume of a convex body of constant width w in dimension three can be computed explicitly in terms of the spherical harmonics coefficients. Indeed, in [AG11, Theorem 2], the following formulas are provided:
where
The formulas in [AG11] are for a body of constant width 2w, which we transformed so that they correspond to a body of width w. Using the fact that the spherical harmonics Y m l are chosen to be an orthonormal family we can see that, in fact E(p) can be computed explicitly in terms of the coefficients a l,m and the eigenvalues λ l,m corresponding to the spherical harmonics Y l,m :
Therefore, when dealing with bodies of constant width, the volume and the area have explicit formulas in terms of the coefficients a l,m of the decomposition (12). We note that it is also possible to compute explicitly the area of a general convex body, using the coefficients of the support functions. Indeed, Lemma 1 from [AG11, Section 5] is valid for general support functions h, not only those corresponding to a constant width body. Therefore the area of a convex body B is also given by (14), where w = 2a 0,0 Y 0 0 . Also following the results stated in [AG11] it should also be possible to compute the volume explicitly using the Gaunt coefficients involving integrals on the sphere of products of three spherical harmonics.
In our computations, for general bodies parametrized using their support function, we used an alternative way to compute the volume. Using the divergence theorem, we can compute the volume of a convex body ω as the integral on ∂ω of a vector field V with divergence equal to one. For simplicity we choose V = 1 3 x = 1 3 (x, y, z) and we integrate V.n on ∂ω. One may note that since we are working with bodies parametrized by their support function, the quantity V.n computed at x 0 ∈ ∂ω is the value of the support function at x 0 : x.n(x 0 ) = p(x 0 ).
Shape derivatives
We have seen that functionals like volume or area have explicit formulas in terms of the coefficients in the Fourier or spherical harmonics decomposition. This gives straight forward formulas for gradients and Hessians which can be used in optimization algorithms. When the shape functional is more complex, direct formulas are not available. Below, we present how to pass from the Hadamard shape derivatives to derivatives in terms of coefficients of the decomposition into Fourier series or spherical harmonics.
Dimension 2
As already recalled in [BH12] a parametrization of the boundary of the convex width shape defined by the support function p is given by
and a straightforward computation gives
Therefore the norm of the velocity vector is given by (x (θ), y (θ)) = p (θ) + p(θ), which will help us compute the Jacobian when changing variables. Moreover, the normal to the point corresponding to parameter θ is simply (cos θ, sin θ). Now suppose we have a functional F(ω) with Hadamard shape derivative given by
We recall that V is a vector field inducing a perturbation of the boundary of ω. Then the Hadamard derivative is simply the derivative of the functional t → (Id + tV )(ω) at t = 0. We refer to [HP05, Chapter 5] for more details and examples regarding the shape derivatives. In order to compute the derivative of the functional with respect to the Fourier coefficients it is enough to transform the perturbation of the support function into a perturbation of the boundary and use the Hadamard formula. We summarize the derivative formulas below 1. Derivative with respect to a 0 . The corresponding boundary perturbation is V = (cos θ, sin θ) and the normal component is V.n = 1. Therefore the derivative is
2. Derivative with respect to a k . The corresponding boundary perturbation is V = (cos(kθ) cos θ + k sin(kθ) sin θ, cos(kθ) sin θ − k sin(kθ) cos θ) and the normal component is V.n = cos(kθ). Therefore the derivative is
3. Derivative with respect to b k . The corresponding boundary perturbation is V = (sin(kθ) cos θ − k cos(kθ) sin θ, sin(kθ) sin θ + k cos(kθ) cos θ) and the normal component is V.n = sin(kθ). Therefore the derivative is
Dimension 3
We wish to differentiate now a functional F(ω) for 3D shapes parametrized using the coefficients of the spherical harmonic decomposition (12) of the support function. When considering a general perturbation of the support function p → p + Y then, having in mind the boundary parametrization (5), we find that the boundary perturbation has the form
Since the vectors n, n φ and n ψ are orthogonal, we find that the normal component is simply V.n = Y . Then, using the general Hadamard derivative formula (16) we find that the derivatives with respect to the coefficients in the spherical harmonic decomposition of the support function have the form
where Jac(ψ, φ) is the Jacobian function given by (8). Indeed, the Jacobian for such kind of surface integral is computed by Jac(φ, ψ) = ∂ φ x p ×∂ ψ x p . Note that each of the vectors ∂ φ x p , ∂ ψ x p are orthogonal to the normal to the surface, which is exactly n given by (4). Therefore the Jacobian reduces to Jac(φ, ψ) = n.(∂ φ x × ∂ ψ x) and by the expressions of the differentials of x in the tangent plane given by (7) we can conclude that Jac(φ, ψ) is indeed given by (8).
Computation of the Dirichlet-Laplace eigenvalues
We recall that the spectrum of the Dirichlet-Laplace operator consists of a sequence of eigenvalues (counted with multiplicity)
The eigenvalue problem related to the Laplace equation has the form
and we will solve this problem using the Method of Fundamental Solutions (MFS) [Kar01, AA13] . We consider a fundamental solution of the Helmholtz equation,
and
respectively for 2D and 3D cases, where H
(1) 0 denotes the first Hankel function. For a fixed value of λ, the MFS approximation is a linear combination
where the source points y j are placed on an admissible source set, for instance the boundary of a bounded open setω ⊃ω, with ∂ω surrounding ∂ω. By construction, the MFS approximation satisfies the PDE of the eigenvalue problem (17) and we can just focus on the approximation of the boundary conditions, which can be justified by density results (e.g. [AA13] ). Next, we give a brief description of the numerical procedure for calculating the DirichletLaplace eigenvalues. We define two sets of points W = {w i , i = 1, ..., n} and X = {x i , i = 1, ..., m}, almost uniformly distributed on the boundary ∂ω, with n < m and the set of source points, Y = {w i + αn i , , i = 1, ..., n} where α is a positive parameter and n i is the unitary outward normal vector at the point w i . We consider also some interior points z i , i = 1, ..., p with (p < m) randomly chosen in ω and used Betcke-Trefethen subspace angle [BT05] . After defining the matrices
we compute the QR factorization
and calculate the smallest singular value of Q 1 (λ), which will be denoted by σ 1 (λ). The approximations for the Dirichlet-Laplace eigenvalues are the local minima λ, for which σ 1 (λ) ≈ 0.
Applications

Convexity constraint
We illustrate the behavior of our numerical framework by studying a classical shape optimization problem related to the eigenvalues of the Dirichlet-Laplace operator under convexity constraints. Two basic properties of these eigenvalues are the monotonicity with respect to inclusion and the scaling property:
The theoretical and numerical study of minimization problems of the form
gained a lot of interest in the recent years. Various problems were considered, like the optimization of eigenvalues under volume constraint [Buc12] , [MP13] , the optimization under perimeter constraint [DPV14] and recently, the minimization under diamenter constraint [BHL17] . For many of the problems considered, explicit solutions are not known, therefore various works, like [Oud04] , [AF12] , [AF16] deal with the optimization of the eigenvalues for volume and perimeter constraints. Such constraints can be naturally incorporated in the functional, in view of the behaviour of the eigenvalue with respect to scaling, and therefore unconstrained optimization algorithms based on information given by the shape derivative are successfully used in practice. The optimization of eigenvalues under convexity constraints poses additional difficulties. These are underlined in the study of the second eigenvalue [HO03] 
The authors of [HO03] proved that the minimizer of (23) must have two parallel segments in its boundary. Moreover, the optimizer is not the convex-hull of two tangent disks, as conjectured before, since its boundary cannot contain arcs of circles. In the same publication the authors propose an algorithm for finding numerically the minimizer of (23), by using a penalization of the difference between the volume of the shape and the volume of its convex hull. A more precise, parametric search for the minimum was done in [AH11] , giving an optimal numerical value of λ 2 (ω) = 37.987.
In the following we show results obtained using the numerical framework proposed in previous section, in order to deal with the convexity constraint with the aid of a Fourier series decomposition of the support function. This requires no additional work regarding the functional we want to optimize. For the optimization we use Matlab's fmincon routine, with linear inequality constraints given by the discrete convexity constraint equations shown in (10). Results are summarized in Figure 1 . Note that the values presented were obtained rounding up the optimal values obtained with our numerical algorithm and are thus upper bounds for the optimal values.
We compute the eigenvalues and corresponding eigenfunctions using the method of fundamental solution recalled in Section 5. The derivative with respect to every Fourier coefficient in the parametrization is computed using results shown in Section 4.
The numerical discretization we consider in Section 3.2 allows us to perform the same computation in dimension 3, with no additional difficulty. We present these results in Figure 2 for k ∈ {2, 3, 5, 6, 7, 8, 10}. For k ∈ {4, 9} we obtain balls as minimizers, which is natural, as numerical results show that considering a volume constraint alone we find that the ball minimizes λ 4 and λ 9 in 3D. One may notice that as in the two dimensional case, studied in [HO03] , there are parts of the numerical optimizers which seem to have at least one of the principal curvatures which vanish. This behavior could be a consequence of the following facts: minimizers of the eigenvalues with volume constraint tend do be non-convex, in general the eigenvalues are decreasing with respect to the inclusion of domains, so the eigenvalues of the convex hull are always lower than the eigenvalues of the actual shapes
Constant width constraint
We use the parametrizations presented in Section 3 in order to numerically solve shape optimization problems in the class of shapes of constant width. We show how our algorithm behaves when optimizing the area in dimension two obtaining the Reuleaux triangle and the volume in dimension three, confirming the Meissner conjecture. We also show how the DirichletLaplace eigenvalues behave under diameter constraint in dimension three.
As already underlined in Section 3, the parametrization of shapes using the Fourier or spherical harmonics coefficients has multiple advantages in this context. In order to impose the constant width constraint, it is enough to fix the first coefficient and make all other evenindex coefficients equal to zero. This corresponds to an optimization problem in terms of the odd-index coefficients. It is also necessary to impose the convexity constraint, which we do in the discrete sense, by adding a set of linear inequality constraints (10). Another advantage is the fact that the area (the volume) has an explicit quadratic expression in terms of the Fourier (spherical harmonics) coefficients corresponding to the support function. Therefore, in this case we may compute the functional, its gradient and the corresponding Hessian matrix explicitly, leading to quickly converging numerical algorithms. We start by showing the behavior of the algorithm when optimizing the area under constant width in dimension two. Given the Fourier decomposition of the support function (9) the area is equal to
The constraints imposed on the Fourier coefficients are the following:
• a 0 = w/2, where w is the desired constant width • a 2k = b 2k = 0 for k ≥ 1.
• the Fourier coefficients verify the discrete convexity constraint (10) Therefore, we obtain the following constrained quadratic problem which approximates the shape minimizing the area under constant width constraint:
under the linear discrete convexity constraint (10). We solve (24) using fmincon in Matlab. The optimization algorithm is interior-point with an explicit gradient and Hessian computation. The result is given in Figure 3 . The minimal value for the area obtained with our algorithm, for N = 250, corresponding to 501 Fourier coefficients and width w = 2 was 2.8196 which is slightly larger than but very close to the explicit area of the Reuleaux triangle of width 2 which is equal to 2(π − √ 3) = 2.8191. The minimization of the volume under constant width constraint in dimension three is a famous open problem. The conjectured optimizer is a Reuleaux tetrahedron with three rounded edges. There are two configurations, with the same volume, the difference being in the position of the rounded edges: all starting from one vertex or forming a triangle. These shapes are called Meissner's bodies. Various works deal with the analysis of 3D shapes of constant width which minimize the volume. Among these we cite [KW11] , which presents many aspects related to the Meissner bodies and why they are conjectured to be optimal. It is mentioned that in [Mü09] the author generates a million random three dimensional bodies of constant width, using techniques from [LRO07] . Among these many bodies of constant width, none had a smaller volume than the ones of Meissner. In [Oud13] the local optimality of the Meissner's body was verified using an optimization procedure for a different parametrization of constant width shapes.
The approach we present below allows us to obtain the Meissner bodies as results of a direct optimization procedure, starting from random initializations. The formulas (13) and (15) allow us to write the volume as a quadratic expression of the coefficients of the spherical harmonics decomposition (12). The constant width condition is imposed by fixing the first coefficient and considering only odd spherical harmonics in the decomposition. The convexity condition is achieved by using a discrete version of (8). We note that in this case the convexity condition is non-linear, but it is explicit enough such that we may compute the gradient of the constraint. In this way, the minimization of the volume under constant width condition in dimension three becomes a constrained optimization problem of a quadratic functional with non-linear quadratic constraints. We implement this using fmincon in Matlab, using an interior-point algorithm with objective gradient and Hessian activated. For unit width, in view of [KW11] , the Meissner bodies have volume equal to
In our computation, using 402 spherical harmonics, which means using Legendre polynomials up to degree 28, we obtain the shape represented in Figure 3 , with volume 0.4224. Even if the shape we obtain strongly resembles Meissner's body, its volume is about 0.6% larger than V M presented above. This may be due to the fact that singularities in the surface of the Meissner bodies are not sufficiently well approximated using the number of spherical harmonics stated above. Starting from different random initial coefficients we always arrive at shapes which are close to one of the two Meissner bodies [KW11] . In order to underline the strength of our algorithm, we also study the minimization of the Dirichlet-Laplace eigenvalues under diameter constraint in dimension 3. This shows that our algorithm is not restricted to quadratic functionals, but may well work in more general cases. We already gave a brief definition of the eigenvalues in Section 6.1. The two dimensional case was treated in [BHL17] . The monotonicity property of the eigenvalues and the fact that every convex domain is contained in a constant width set with the same diameter makes that minimizers of λ k (ω) under diameter constraint must be shapes of constant width. What makes the width constraint different from other constraints, like the perimeter or the volume, is the fact that the disk appears more often as a local optimizer in computations made in [BHL17] . In fact the precise list of indexes k for which the disk is a local minimizer for λ k (ω) under width constraint in dimension two was given in [BHL17] .
In our computations in dimension 3, we impose the constant width and convexity constraints just like in the case presented above (minimization of the volume). The difference is that the functional to be optimized is more computationally challenging. We only use gradient information in order to perform the optimization. As before, we use fmincon in Matlab with the interior-point option. In our computations we observe a similar behavior as in the two dimensional case. The ball appears often as a minimizer, but as observed in the two dimensional case in [BHL17] , we expect that this only happens for finitely many indexes k. Notable exceptions are the indexes for which the corresponding eigenvalue is simple. In Figure 4 we present the non-trivial shapes of constant width obtained with our algorithm for k ∈ {10, 46, 99}, which are the three smallest indexes for which the corresponding eigenvalue of the ball is simple. For a comparison we present also in Figure 4 the eigenvalue obtained for the ball. As in the study of the two dimensional case found in [BHL17] , one could investigate the local minimality of the eigenvalues of the Dirichlet-Laplace operator on the ball in the class of constant width bodies.
Rotors
A rotor is a convex shape which can be rotated inside a polygon (or polyhedron) while always touching every side (or face). A nice survey on rotors in dimension two and three can be found in [Gol60] . In particular, the article [Gol60] describes which coefficients are non-zero in the spectral decomposition of the support function of rotors, using Fourier series in 2D or spherical harmonics in 3D. It turns out that the earliest complete development on the subject was published in 1909 by Meissner [Mei09] . More details and proofs of the claims in the papers described above can be found in [Gro96] . It turns out that every regular polygon admits non-circular rotors. If the polygon has n sides, n ≥ 3, then only the coefficients for which the index has the form nq ± 1 are non-zero, where q is a positive integer. In dimension three, there are only three regular polyhedra which admit rotors: the regular tetrahedron, the cube and the regular octahedron. The rotors in a cube are exactly bodies of constant width studied in the previous section. For rotors in a tetrahedron we only have non-zero coefficients for the spherical harmonics of index 0, 1, 2 and 5, while in the case of the octahedron the non-zero coefficients are of index 0, 1 and 5. The constant term in the spectral decomposition of the support function of a rotor corresponds to the inradius of the domain.
Using the parametrization based on the support function we compute numerically rotors of minimal area in dimension two and rotors of minimal volume in dimension three. Computations of optimal rotors in dimension two were also made in [BH12] , while the computations in dimension three are new, up to the authors' knowledge. We note that rotors of maximal area and volume are the inscribed disc and the inscribed ball, respectively. Some results are depicted in Figures 5 and 6 . We do not repeat the numerical framework, since we used the same algorithm as in the case of constant-width constraint computations made in Section 6.2. In each case we consider an optimization problem depending only on the non-zero coefficients describing the rotors and we impose discrete convexity constraints like described in Section 6.1. The computations presented in Figure 6 are made for solids with inradius equal to 0.5, corresponding to an inscribed ball of diameter 1. Compared to the volume of the sphere B with unit diameter which is equal to π/6 = 0.5236 the minimal volume found numerically of a rotor in the tetrahedron and the octahedron circumscribed to the same ball B are 0.3936 and 0.5041. Numerical minimizers for the tetrahedron and octahedron seem to be symmetric under a rotation of angle 2π/5. This is due to the fact that the only coefficients which may change the geometry of the rotors correspond to the spherical harmonics of order 2 or of order 5. We recall that changing coefficients for spherical harmonics of order 1 correspond to translations. In particular, when searching for minimal rotors in the tetrahedron using only spherical harmonics of order 1 and 2 we get a radially symmetric minimizer of volume 0.4024 which is slightly larger than the result including spherical harmonics of order 5.
We note that when taking the midpoints of the edges of the regular tetrahedron we obtain a regular octahedron with the same inradius. Therefore rotors in the octahedron are also rotors for the tetrahedron which was already apparent from the characterization using the spherical harmonic coefficients. 
Diameter constraint
In this section we show how diameter inequality constraints could be handled with our numerical framework. We start with a two dimensional example. As already shown in equation (11), diameter bounds in the direction given by θ can be imposed using inequality constraints for p(θ) + p(π + θ) and as in the case of the convexity constraint, we choose to impose the diameter inequality constraints on a sufficiently dense discrete family of directions. Next, we show how the algorithm works on some concrete examples.
We considere the problem of minimizing
for ω convex with diameter equal to 1, for parameters γ > 0. This problem was presented at the workshop "New Trends in Shape Optimization" by J. Lamboley. Results shown in the presentation are attributed to Henrot, Lamboley and Privat. It is stated that this functional behaves differently for certain ranges of the parameter γ.
• if γ ≤ 0.5 then the Reuleaux triangle is the optimizer
) then the minimizer is a polygon
then the minimizer is the segment
We show below how our algorithm behaves when minimizing J γ for various values of γ. Let's notice first, that optimizing in the class of shapes of diameter equal to 1 is the same as optimizing in the class of shapes with diameter at most 1. Indeed, if we have a convex shape of diameter less than 1 then one can slightly elongate the shape along a direction decreasing the area and increasing the perimeter. Therefore we consider the minimization of J γ for convex shapes with diameter at most 1. We implement an algorithm minimizing J γ in dimension two. As before, we represent the shape ω using its support function and we decompose the support function in its Fourier series. In this case we use 201 coefficients in the Fourier expansion. The convexity condition and the diameter constraint inequalities are imposed using 1000 equidistant points in [0, 2π]. Since the Figure 7 . Note that the algorithm is capable of finding optimizers which are polygons, as expected for γ > 0.5. Singularities are well captured when considering a large enough number of Fourier coefficients and a dense enough family of points where we impose the convexity and diameter constraints.
In the following, we show how an example of optimizations under diameter inequalities in dimension three. As underlined in Section 3.2, we impose the diameter bounds on a finite family of points uniformly distributed on the sphere. This is done in the same way as the discrete convexity condition. Therefore, these bounds on the diameter correspond to a set of linear inequality constraints. In [Oud13] the author applies the results of the paper to the minimization of the surface area of a three dimensional convex body under lower bounds on the diameter. The problem can be formulated in the following way:
where p B denotes the support function of the convex body B. This type of problem can be handled by our algorithm. In Figure 8 we present the result given by the algorithm. The shape resembles the optimizer given in [Oud13] and the value of the functional is slightly improved.
In the computations we used 2000 points for the discrete convexity condition and 1000 pairs of opposite diametral points for computing the discrete diameter conditions. We used 250 spherical harmonics in the decomposition of the support function. The computation of the area was done explicitly starting from the spherical harmonics coefficients, as shown in Section 3.2. The minimal area obtained with our algorithm is 2.9154 which is slightly lower than 2.9249, the value of the minimal area in the result presented by Oudet in [Oud13] . 
Inclusion constraint
In this subsection we show how to impose inclusion constraints for shape optimization problems. As recalled in Section 2, two convex bodies B 1 , B 2 in R n , with support functions p B 1 , p B 2 , respectively satisfy the inclusion constraint B 1 ⊂ B 2 if and only if the support functions verify p B 1 (θ) ≤ p B 2 (θ) for every θ ∈ S n−1 .
As in the case of the convexity and diameter constraints, we impose (25) on a sufficiently dense discrete set of S n−1 . In dimension three, when dealing with Cheeger sets for polyhedra, it is enough to impose the inclusion constraints only for directions which are normals to the faces of the polyhedron. This simplifies the optimization algorithm by decreasing the number of constraints.
As an application, we compute the Cheeger set associated to some convex domains in dimension two and three. We recall that the Cheeger set associated to a convex domain D ⊂ R n is the solution of the following problem
where the minimum is taken over all sufficiently smooth sets X contained in D. We do not go into details concerning the fine aspects of Cheeger sets. We mention that in dimension two there is an efficient characterization which allows the analytical computation of Cheeger sets for a large class of domains [KLR06] . Computational approaches based on various methods were introduced in [LRO05] , [CCP09] , [CFM09] and [BBF18] . We show how the problem could be handled for convex domains D. We note that in dimension two, the convexity of D implies the convexity of the optimal Cheeger set. In dimension three this is no longer the case. However, one can prove that there exists at least one convex optimum [LRO05] . As shown in the previous sections the functional in the definition of the Cheeger sets can be computed and optimized using our algorithm. We consider the constraints X convex and X ⊂ D, which are discretized as linear inequalities regarding the coefficients of the spectral decomposition of the support function of the variable set X. In Figure 9 you can see some examples of computation of Cheeger sets for the square in the plane and for the regular tetrahedron, the cube and the regular dodecahedron in dimension three.
Conclusions
In this work we use the properties of the support function to deal numerically with various non-standard and non-local constraints in shape optimization problems. The spectral decomposition of the support function using Fourier series in dimension two and spherical harmonics in dimension three is particularly well suited in order to discretize the constraints which interest us. We see that the method is able to successfully deal with convexity, constant-width, diameter and inclusion constraints. The numerical tests use standard tools readily available in optimization software like quasi-Newton or Newton methods with linear or non-linear constraints and cover a wide variety of shape optimization problems with various constraints.
