We study the parametrized complexity of the Partition into Triangles problem. For this problem a (simple) graph with 3n vertices is given and the question is whether it is possible to cover its vertices with n triangles (complete graphs on 3 vertices).
Introduction
We begin this section with several definitions needed to define the Partition into Triangles problem. We then proceed with an overview of previous result concerning the Partition into Triangles problem and related articles. Finally, we enclose this section with our results.
Problem definition
For a set U we denote by U 2 the set of all subsets of U having size 2, that is U 2 := {{u, v} : u, v ∈ U and u = v}. Further, by 2 U we denote the set of all subsets of the set U, that is {S : S ⊆ U }.
Let G = (V, E) and H = (W, F ) be graphs, we say that G is isomorphic to H (we write G H) if there exists a bijective mapping f : V → W such that {u, v} ∈ E if and only if {f (u), f (v)} ∈ F. A clique on n vertices is a graph with vertex set V = {1, 2, . . . , n} and edge set V 2 , we denote this graph as K n . For more notation on graphs, we refer reader to a monograph by Diestel [4] .
We say that a graph G = (V, E) with 3n vertices has a partition into triangles if there is a partition V 1 ∪ V 2 ∪ · · · ∪ V n of the set V, such that |V i | = 3 for every i = 1, 2, . . . , n and
Problem 1 (Partition into Triangles).
INPUT: A graph G = (V, E) with |V | = 3n, for some (positive) integer n. QUESTION: Is there a partition into triangles for G?
Previous results
The Partition into Triangles problem arises as a special case of the Set Partition problem, which is defined as follows.
Problem 2 (Set Partition).
INPUT: A set (universe) U and a set system {S1, S2, . . . , Sn} ⊆ 2 U .
QUESTION: Are there disjoint sets
The Set Partition problem is well-known to be NP-complete [7] , while it is easy to show that Partition into Triangles problem is NP-complete (for example by a reduction from the 3D-Matching problem-the problem of finding a perfect matching in 3-uniform 3-partite hypergraph).
Exact exponential algorithms
The Partition into Triangles problem is well studied from the point of view of exact exponential algorithms. Here we write O * (c n ) when there exists a constant d such that the overall running time is O(c n n d ). It is possible to use general inclusion-exclusion [2] formula to obtain an algorithm with running time O * (2 n ) and polynomial space. The best algorithm for the Partition into Triangles problem we are aware of is by Björklund [1] and runs in time O * (1.496 n ) and polynomial space, but this algorithm is probabilistic with one-sided error.
Another approach in exact exponential algorithms for the Partition into Triangles problem is by Bodlaender et al. [12] . They study the problem on graphs of bounded degree and prove that the problem is polynomially solvable on graphs with maximum 3, while it is NP-hard on graph with maximum degree 4. Moreover for the case of graph with maximum degree 4, they show an algorithm running in time O * (1.0222 n ) and polynomial space. Koivisto [10] analyzed the time complexity of the Set Partition problem when partition into sets of bounded cardinality. His approach leads to an O * (1.7693 n ) for the Partition into Triangles problem. In this particular case the running time can be further improved to O * (1.7549 n ) as showed by Kloks [9] by more careful analysis of the previous result by Koivisto.
Parameterized complexity
From the point of view of parametrized complexity, we are not aware on any previous result with respect to a stuctural graph parameters (such as tree-width of clique width). There is trivial and easy to see FPT algorithm for graphs of bounded vertex cover number. For these graphs the parameter must be of order O(|V (G)|) and thus it suffices to apply an exact exponential algorithm. As pointed out by Gajarský et al. [6] the parametrized complexity of the Partition into Triangles problem is unknown on graphs of bounded tree-width.
Our contribution
In this paper we resolve the fixed parameterized complexity of the Partition into Triangles problem parameterized by the tree-width of the underlying graph. The result is summarized in the following theorem:
Theorem 3. For a graph G with a given tree decomposition of tree-width w, it is possible to decide the Partition into Triangles problem in time
We also refute the existence of polynomial kernel, when parameterized by a stronger structural graph parameter-path-width: 
Preliminaries
In this section we review some known facts from tree-width (Subsection 2.1) and techniques for refuting polynomial kernels (Subsection 2.2).
Preliminaries on tree-width
In this section we cover basic facts about tree-width to make the rest of the paper easier to understand.
Definition 5 (Tree decomposition [11] ). Let G = (V, E) be a graph. A tree decomposition of G is a tree T = (B, F ) such that:
for every B ∈ B it holds that B ⊆ V, for every v ∈ V there exists B ∈ B such that v ∈ B, for every e ∈ E there exists B ∈ B such that e ⊆ B, for every v ∈ V the graph induced by the set {B ∈ B : v ∈ B} is connected in T. The width of the decomposition T is the max{|B| : B ∈ B}.
We call a set B ∈ B a bag. The tree-width of a graph G, denoted as tw(G) is the minimum width of any tree decomposition of the graph G. When the tree T happens to be a path, we speak of path decomposition and further define as path-width of a graph G, denoted as pw(G), the minimum width of any path decomposition of the graph G.
Nice tree decomposition
When designing an algorithm, one usually works with nice tree decomposition. We say T = (B, F ) is a nice tree decomposition if it is a tree decomposition and it further holds that the tree T is rooted at a bag R, we say B is a child bag of a bag B if {B, B } ∈ F and
is B is right before B on the (unique) path from B to the root R-if Bis on the path from B to the root R then we say that B is a descendant bag of the bag B, every leaf of the tree T is a singleton (a set with only one element), every bag has at most two children, if a bag B has two children B 1 , B 2 it holds that B = B 1 = B 2 , in this case we say this is a join bag, if a bag B has only one child B it holds that |B∆B | = 1, here if |B \ B | = 1 then we say that B is an introduce bag, otherwise we say that B is a forget bag.
Proposition 6 ([8]). Let a tree decomposition T be given for a graph G, it is po
For a graph G with a nice tree decomposition T = (B, F ) and a bag B ∈ B we define a subgraph associated with a bag B, denote it as G B , as a graph induced by the set vertices {v ∈ B : B is a descendant of B}.
Preliminaries on refuting polynomial kernels
Here we present simplified review of a framework used to refute existence of polynomial kernel for a parameterized problem from Chapter 15 of a monograph by Cygan et al. [3] .
In the following we denote by Σ a final alphabet, by Σ * we denote the set of all words over Σ and by Σ ≤n we denote the set of all words over Σ and length at most n.
Definition 7 (Polynomial equivalence relation
). An equivalence relation R on the set Σ * is called polynomial equivalence relation if the following conditions are satisfied: 1. there exists an algorithm that, given strings x, y ∈ Σ * , resolves whether x ≡ R y in time polynomial in |x| + |y|, and 2. relation R restricted to the set Σ ≤n has at most p(n) equivalence classes, for some polynomial p(·).
Definition 8 (Cross-composition). Let L ⊆ Σ
* be an unparameterized language and Q ⊆ Σ * × N be a parametrized language. We say that L cross-composes into Q if there exists a polynomial equivalence relation R and an algorithm A, called the cross-composition, satisfying the following conditions. The algorithm A takes on input a sequence of strings x 1 , x 2 , . . . , x t ∈ Σ * that are equivalent with respect to R,runs in polynomial time in t i=1 |x i |, and outputs one instance (y, k) ∈ Σ × N such that: With this framework, it is possible to refute even stronger reduction techniques-namely polynomial compression-according to the following definition:
Definition 9 (Polynomial compression).
A polynomial compression of a parameterized language Q ⊆ Σ * × N into an unparameterized language R ⊆ Σ * is an algorithm that takes as input an instance (y, k) ∈ Σ * × N, works in polynomial time in |x| + k, and returns a string y such that: 1. |y| ≤ p(k) for some polynomial p(·), and 2. y ∈ R if and only if (x, k) ∈ Q.
It is possible to refute existence of polynomial kernel using Definitions 7,8 and 9 with the help of use of the following theorems and a complexity assumption that is unlikely to hold-namely NP ⊆coNP/poly.
Theorem 10 ([5]). Let L, R ⊆ Σ
* be two languages. Assume that there exists an ANDdistillation of L into R. Then L ∈ coNP/poly.
Theorem 11.
Assume that an NP-hard language L AND-cross-composes to a parameterized language Q. Then Q does not admit a polynomial compression, unless NP ⊆coNP/poly.
Partition into Triangles parametrized by tree-width
In this section, we show how to use a dynamic programming approach to prove that Partition into Triangles is fixed parameter tractable when parametrized by tree-width (Subsection 3.1). Moreover, we show that existence of polynomial kernel for the Partition into Triangles problem parameterized by tree-width is unlikely (Subsection 3.2).
FPT algorithm for the Partition into Triangles problem Dynamic programming table
As usual, we will store an information tableau at every bag of the tree decomposition. In a tableau there will be an entry for every subset of the vertices of the current bag and the information stored will just tell whether this is realizable subset or not. At every step the algorithm will compute what are the possible positions of the vertices of the bag X that partitions the graph G X but may be with the exception of vertices in X.
The description of the algorithm
Our algorithm uses nice tree-decompositions and so it suffices to give the description for the respective types of bags. In the following X is the set of vertices of the current bag. leaf {x}-∅ is realizable, while the singleton set {x} is not. forget bag of {x}-a set A is realizable if the set A ∪ {x} was realizable. introduce bag of {x}-if a set A does not contain x that it is realizable if it was, while the set A ∪ {x} is realizable if there exist vertices y, z ∈ A such that x, y, z forms a triangle in the graph G X and the set A \ {y, z} was realizable. join bag-a set A is realizable if it can be decomposed to sets A 1 , A 2 such that A is the disjoint union of these sets and A 1 was realizable in one child bag, while A 2 was realizable in the other child bag. Now it is easy to see that it is possible to cover a graph G with triangles if and only if the set X is realizable for the root bag of the tree decomposition.
Running time analysis
Here by w we denote the width of the tree decomposition given to the algorithm. This finishes the proof of Theorem 3.
Existence of polynomial kernel is unlikely
In this section, we prove that the Partition into Triangles cross-composes into itself parameterized by treewidth. This implies Theorem 4 by the use of framework of Section 2.2.
Polynomial equivalence relation R
We can simply say that graphs G, H are equivalent with respect to R when |V (G)| = |V (H)|. It is easy to check that this is polynomial equivalence relation.
Cross-composition
Let G 1 , G 2 , . . . , G t be input graphs for the Partition into Triangles problem equivalent with respect to R. The cross-composition is a graph G defined as the disjoint union of graphs G 1 , G 2 , . . . , G t . Now, it suffices to check that: As parts 1 and 3 are straightforward, we proof only part 2 here. For this we just put every graph G i into its own bag and connect these bags into a path. Note that this works even if input graphs are not equivalent with respect to R.
Now the results of Section 2.2 implies that an existence of polynomial compression is unlikely with respect to path-width as a parameter and thus the Theorem 4 follows.
