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A renewal theorem for relatively stable variables
Koˆhei UCHIYAMA1
Abstract
Let F{dx} be a relatively stable probability distribution on the whole real line and
Sn the random walk started at the origin with step distribution F . We obtain an exact
asymptotic form of the Green measure U{x+dy} =∑∞n=0 P [Sn−x ∈ dy] as x→∞ when
Sn is transient and Sn →∞ in probability. If F is concentrated on [0,∞), it is relatively
stable if and only if ℓ(x) :=
∫ x
0 F{(t,∞)}dt is slowly varying at infinity; our result entails
that if F is non-arithmetic and relatively stable, then limx→∞ ℓ(x)U{[x, x + h)} = h for
each h > 0. This improves the known result which assumes the stronger condition that
xF{(x,∞)} is slowly varying. An obvious analogue also holds for arithmetic variables.
Keywords: renewal measure; relative stability; infinite mean; slowly varying.
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1 Introduction and results
Let X be a real valued random variable with distribution function F (x), x ∈ R and F{dx}
the probability measure of X . Let U be the associated renewal measure (or what is the same,
the Green measure of the random walk generated by F ) that is given by
U{I} =
∞∑
n=0
F n∗{I} =
∞∑
n=0
P [Sn ∈ I],
for finite intervals I ⊂ R, where F n∗ denotes the n-fold convolution of F and Sn = X1+· · ·+Xn
with independent copies Xj of X and S0 = 0. The above sum may be infinite. Following [8,
Section VI.10] we call F transient if U{[−y, y]} <∞ for all y > 0 (otherwise U{[−y, y]} =∞
for all y > 0). Since the1940s the asymptotic form of U [x, x + h) := U{[x, x + h)} has been
studied in an intensive series of works first in case X assumes non-negative values only (then
the random walk is called renewal process) and then for X with positive mean that takes both
positive and negative values. For the renewal processes the now well-known classical results
are obtained by Erdo¨s-Feller-Pollard [7] in 1949 for lattice random variables and immediately
afterward by Blackwell [3] for non-lattice ones. After many attempts to make extension to
general distributions in various special classes Feller and Orey [9] proved at last in 1961 a
general theorem that covered the results got up to that time. It states that if F is transient
and non-arithmetic, then for each h > 0,
lim
x→∞
U [x, x+ h) =
{
h/EX if E|X| <∞ and EX > 0,
0 otherwise,
(1)
for arithmetic walks the obvious analogue being shown by virtually the same proof. [In [9]
Fourier analytic method is employed; a simpler and more elementary proof of (1) is given
in [8, Section XI.9].] The purpose of the present paper is to find exact asymptotic forms
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of U [x, x + h) as x → ∞ for the relatively stable random variables with E|X| = ∞, which
constitute a significant class of probability laws.
For non-negative X with EX =∞ the asymptotic behaviour of U [x, x+h) has been studied
when F is in the domain of attraction of a stable law [10], [5], [4] etc. It is known (obtained
as a consequence of Karamata’s Tauberian theorems as given in [8], [2]) that
ℓ(t) := xα−1
∫ x
0
[1− F (t)]dt is slowly varying at infinity
if and only if
U [0, x) ∼ καxα/ℓ(x) (κα = Γ(2− α)/Γ(1 + α))), (2)
where F (x) = F (−∞, x] and ∼ means that the ratio of its two sides converges to unity. (A
real function f(x) is said to be slowly varying (s.v.) at infinity if f(x) > 0 for x large enough
and limx→∞ f(λx)/f(x) = 1 for any λ > 1.) The local versions of this have been dealt with.
Let F be non-arithmetic for simplicity. It is shown by Erickson [5] (cf. also [10], Section 8.6
[2]) that if ℓ above is s.v., then
(a) limU [x+ h)
/[
U [0, x)/x] = αh if α > 1/2,
(b) lim inf U [x+ h)
/[
U [0, x)/x] = αh if 0 < α ≤ 1/2, (3)
where lim inf cannot be replaced by lim in general [25], thus the local version of (2) is true if
α > 1/2 but not otherwise. For α = 1 the above formula (3a) is also obtained by Erickson [5]
but under the condition that for some s.v. function L
(∗) 1− F (x) ∼ L(x)/x,
which is stronger than the slow variation of ℓ. [Note that for 0 < α < 1 the slow variation of ℓ
is equivalent to 1− F (x) ∼ (1− α)−1x−αL(x).]
In a recent article Caravenna-Doney [4] obtained detailed estimates of U [x, x + h) for
random walks and Le´vy processes that are in the domain of attraction of a stable law with
index 0 < α < 1, especially they derived a necessary and sufficient condition given in terms
of F in order for the local version of (2) to be true. They also studied the problem when X
assumes both positive and negative values and extended their one-sided result to that case.
When F is concentrated on the integer lattice Z a.s., is transient and belongs to the Cauchy
domain of attraction Berger [1, Theorem 3.6 ] obtained an asymptotic form of the function
U{n} under some additional assumption on P [X = n].
The question when the local version of (2) holds seems to have been well addressed in
most cases, but there still remains an issue that should be worked out: In order to ensure
(3) for α = 1 can one weaken condition (∗)? What about the case X takes vales of both
signs? In this article, we consider a transient random walk on the whole real line R whose step
distribution is relatively stable. The random variable X (or its distribution F ) is said to be
relatively stable (r.s.) if there exist real norming constants λn such that Sn/λn converges to
unity in probability; in this case λn are regularly varying with index 1 and eventually positive
or eventually negative [18] and after [12] we say that X is positively r.s. in the former case
and negatively r.s. in the latter. We shall always suppose that
E|X| =∞ (4)
and find the exact asymptotic form of U [x, x + h) as x→∞ when F is positively r.s. as well
as transient, the result entailing that U [x, x + h) is s.v. at infinity. It improves the above
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mentioned results of [5] and [1] by removing the extra conditions on F (see Section 4.3 for the
latter). In particular the condition (∗) is superfluous for (3a) to hold in case α = 1 of (2) (see
Corollary 2).
For one-dimensional random walks attracted to a stable law of exponent 1 ≤ α ≤ 2 the
situation where the ascending ladder height variable, Z say, is r.s. naturally arises. Since Z is
r.s. if and only if
∫ x
0
P [Z > t] is s.v., the Erickson’s result does not apply to the corresponding
renewal measure without assuming some extra condition that ensures (∗) for Z but it is not
easy to specify an appropriate one in terms of the step distribution of the walk. The author
encountered such a situation while studying the two-sided exit problem of random walks [23],
and got an interest in the present study.
To state the result we introduce notation. Put for x ≥ 0,
H(x) = 1− F (x) + F (−x− 0), K(x) = 1− F (x)− F (−x− 0),
ℓ(x) =
∫ x
0
H(t)dt and A(x) =
∫ x
0
K(t)dt.
Since E|X| =∞, we have H(x) > 0 for all x. We require the following conditions:{
(Ha) A(x)/xH(x)→∞ (x→∞).
(Hb)
∫∞
x0
H(x)dx/A2(x) <∞ for some x0 > 0.
(5)
Condition (Ha) is equivalent to positive relative stability of the walk [18], [13], and (Hb) is
equivalent to transience of it under (Ha) as being ensured by the theorem below. A simple
example that satisfies (Hab)—conjunction of (Ha) and (Hb)—is provided by any distribution
such that F (−x) ∼ (1 − p)L(x)/x and 1 − F (x) ∼ pL(x)/x as x → ∞ with 1/2 < p ≤ 1
and L a s.v. function satisfying
∫∞
1
L(t)dt/t = ∞ (see Section 4.3 where the case p = 1/2 is
also discussed). One can easily deduce that both A and ℓ are s.v. under (Hab) (see Remark 1
below). The condition (Hb) entails that the derivative (1/A)′(x) = −K(x)/A2(x) is integrable
about x =∞ and lim supA(x) =∞. Hence∫ ∞
x
K(t)
A2(t)
dt =
1
A(x)
(x > x0) under (Hb), (6)
entailing A(x)→∞.
We call X (or F ) arithmetic if X/h0 ∈ Z almost surely (a.s.) for some h0 > 0 and non-
arithmetic otherwise. We shall suppose F is non-arithmetic, the arithmetic case being similarly
dealt with in a simpler way. Put
r+(x) =
∫ ∞
x
1− F (t)
A2(t)
dt and r−(x) =
∫ ∞
|x|
F (−t)
A2(t)
dt.
Theorem Suppose that (Ha) is satisfied. Then F is transient if and only if (Hb) holds, and
if this is the case and F is non-arithmetic, then for each h > 0,
U(x, x+ h]
h
=
{
r+(x){1 + o(1)} as x→ +∞,
r−(x) + o
(
1/A(|x|)) as x→ −∞. (7)
By (6) r+(x) ≥ 1/A(|x|). If F (−x)/[1−F (x)] is bounded away from zero, then r−(x)A(|x|)
is also bounded away from zero, hence the error term o(1/A(|x|)) is really negligible in (7), so
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that U(x, x + h] and U(−x,−x + h] are comparable as x → ∞ in spite of the fact that for n
large enough Sn is located around λn ∼ nA(λn) with overwhelming probability (under (Ha))—
although lim inf Sn = −∞ a.s. (see Remark 6). If F (−x)/[1−F (x)] tends to zero (or less rigidly
r−(x)/r+(x)→ 0; see Remark 6), then A(x) ∼ ℓ(x) and the second case of (7) comes down to
merely U(x, x+ h] = o(1/ℓ(x)) (x→ −∞) while U(x, x+ h] = h/ℓ(x) as x→ +∞. Note that
r+ is s.v. whenever (Hab) holds, since then x[1− F (x)]/[A2(x)r+(x)] ≤ xH(x)/A(x)→ 0.
Let (Hab) hold and define a function m(x) via
1
m(x)
=
∫ ∞
x
H(t)dt
A2(t)
, x > x0.
Comparing this integral with the corresponding one for 1/A(x) given in (6) one obtains
m(x) ≤ A(x) ≤ ℓ(x). (8)
It is also noted that
1
ℓ(x)
=
∫ ∞
x
H(t)
ℓ2(t)
dt. (9)
Formula (7) is simplified under the following specific condition
(Hc) κ := lim
x→∞
m(x)/A(x)
with the understanding that it entails (Hb). For κ > 0 (Hc) is equivalent to limA(x)/ℓ(x) = κ
under (Hab) (see Remark 3). By (6) and (9) r+(x) − r−(x) = 1/A(x) and r+(x) + r−(x) =
1/m(x). By these identities Theorem reduces to the following result.
Corollary 1. If (Hac) holds, then F is transient and for each h > 0,
m(|x|)U(x, x+ h]
h
−→
{ 1
2
(1 + κ) as x→ +∞,
1
2
(1− κ) as x→ −∞.
If X assumes only non-negative values so that ℓ(x) =
∫ x
0
(1−F (t))dt agrees with both m(x)
and A(x), Corollary 1 further reduces to
Corollary 2. If ℓ is s.v. and X is non-negative a.s. and non-arithmetic, then it holds that
lim
x→∞
ℓ(x)U [x, x+ h) = h for each h > 0. (10)
When F is arithmetic, the analogous result—i.e., (10) holds if h is a multiple of the span
of F—is verified in [22, Appendix(B)] with a relatively simpler proof.
Remark 1. Condition (Ha) implies
(Ha′) ∃x0 > 0, A(x) is positive for x ≥ x0 and s.v. as x→ +∞.
In fact log[A(x)/A(x0)] =
∫ x
x0
εA(t)dt/t with εA(t) := tK(t)/A(t) so that A is a (normalized)
s.v. function under (Ha). [m admits a similar relation with εm(t) = tm(t)H(t)/A
2(t) and
similarly for ℓ.] If (Hc) holds with κ > 0, then the converse is true, i.e., (Ha) follows from
(Ha′c), since (Hc) implies A(x)/ℓ(x)→ κ (see Remark 3 below) and then the slow variation of
A(x) implies (Ha). Thus (Hac) is equivalent to (Ha′c) in the case κ > 0.
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Remark 2. The conditions (Ha) and (Hb) are not comparable, i.e., there exist two exam-
ples of F , one satisfying (Ha) but violating (Hb) and the other satisfying (Hb) but violating
(Ha) (see Section 4.3).
Remark 3. Let (Hab) hold. If A(x)/ℓ(x) approaches a positive constant as x→∞, then
(Hc) holds (necessarily with κ = limA(x)/ℓ(x)). Converse is true if κ > 0, as is readily verified
by the identity
ℓ(x) +
A2(x)
m(x)
= 2
∫ x
x0
A(t)
m(t)
K(t)dt + C.
Remark 4. Suppose (Hab) to hold and consider the condition
(S) ∃C <∞, m(x)ℓ(x) < CA2(x) for all sufficiently large x.
If (S) is valid, then A(x)/ℓ(x) → 0 implies (Hc) with κ = 0 so that U(x, x + h]/h ∼ 1/2m(x)
as x→ ±∞. Under some mild regularity conditions (S) holds. Schwarz’ inequality yields
1
m(x)ℓ(x)
≥
[ ∫ ∞
x
H(t)
ℓ(t)A(t)
dt
]2
,
which shows that (S) is satisfied if ℓ(x)/A(x) is almost increasing (i.e., for some constants C
and x0, Cℓ(y)/A(y) ≥ ℓ(x)/A(x) if y > x > x0). Indeed, using (9) the integral in the square
brackets is bounded from below by inft≥x[ℓ(t)/A(t)]/ℓ(x) ≥ C−1/A(x). By (6) (S) also follows
from the inequality K(x)/A(x) ≤ CH(x)/ℓ(x) to be valid for all large x.
Remark 5. Let (Hab) hold. The condition r−(x)/r+(x)→ 0 is equivalent to A(x)/m(x)→
1 and in this case ℓ(x)/m(x) → 1. Combining this fact with Theorem we infer that all these
conditions are equivalent to one another, and are satisfied if and only if
lim
x→∞
U(−x,−x + h]
U(x, x + h]
= 0 for each/some h > 0. (11)
The equivalence stated first follows from 1/A = r+−r− and 1/m = r++r−. Ifm(x)/A(x)→ 1,
then m′(x) =
[
m(x)/A(x)
]2
H(x) ∼ H(x), whence m(x) ∼ ℓ(x) as asserted.
Remark 6. Put ℓ+(x) =
∫ x
0
(1 − F (t))dt. Then according to [6, Corollary 2] Sn < 0 only
finitely many times with probability one or what amounts to the same [8, Theorem XII.2.1],
(♯) limSn =∞ a.s.
if and only if
∫ −1
−∞
|y|dF (y)/ℓ+(−y) <∞. Under (Ha) this summability condition is equivalent
to
∫∞
1
F (−x)dx/ℓ+(x) <∞; hence lim inf Sn = −∞ a.s. if lim inf F (−x)/H(x) > 0 (as alluded
to previously). Under (Hab) it also holds that (♯) implies (11) (but the converse is not true).
Indeed, if
∫∞
1
F (−y)dy/ℓ+(y) < ∞, then
∫ x
0
F (−y)dy/ℓ+(x) → 0, so that A(x) ∼ ℓ(x), which
is equivalent to (11) in view of Remark 5.
Corollary 2 follows immediately from Theorem (in fact from Corollary 1) as a special case
so that we have only to prove the latter. However we prove them separately. An obvious reason
for this is the importance of Corollary 2 and the simplicity of its proof. There is another reason.
Their proofs are both made along the lines of the proof given by Erickson [5], which is however
directly applicable only for the proof of Corollary 2. In fact we give two proofs of Corollary 2,
one uses a Fourier cosine representation of U as in [5], while the other uses the corresponding
Fourier sine representation unlike [5]. The proof of Theorem is carried out by combining these
two approaches by modifying the arguments in [5].
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We shall give proof of Corollary 2 in Section 2. Another proof of it will be provided in
Section 3; to this end we shall describe the main steps of the proof given in [5] under (∗), which
will also prepare for the proof of Theorem that will be given in Section 4.
2 A lemma and Proof of Corollary 2
Corollary 2 follows from the arguments of [5] if we prove Lemma 1 below. Suppose that X is
non-negative and non-arithmetic and ℓ is s.v. It follows that as x→∞,
x[1− F (x)] = o(ℓ(x)),
∫ x
0
tdF (t) ∼ ℓ(x), (12)
∫ x
0
t2dF (t) ≤ 2
∫ x
0
t[1− F (t)]dt = o(xℓ(x)) (13)
and ∫ ∞
x
tdF (t)
ℓ2(t)
∼
∫ ∞
x
1− F (t)
ℓ2(t)
dt =
1
ℓ(x)
. (14)
(The proofs of these relations are standard in view of the fundamental properties of regularly
varying functions for which the readers are referred to [2] or [8].) Let
φ(θ) = E[eiθX ].
the characteristic function of X . Then, with the help of (13) one deduces from (12) that
ℜ[1− φ(θ)] =
∫ ∞
0
[1− cos θx] dF (x) = o(θℓ(1/θ)),
ℑ[1− φ(θ)] = −
∫ ∞
0
sin θx dF (x) ∼ −θℓ(1/θ)
as θ → 0. Hence
1− φ(θ) = −iθℓ(1/|θ|){1 + o(1)} (θ → 0). (15)
In [5] (∗) is used to have ℜ[1− φ(θ)] ∼ θL(1/θ), which cannot be obtained under the present
assumption. Fortunately what is actually needed is the result given by Lemma 1 below. Let
us write C(θ) and S(θ) for the real and imaginary parts of 1/[1− φ(θ)]:
C(θ) = ℜ 1
1− φ(θ) , S(θ) = ℑ
1
1− φ(θ) (θ 6= 0).
Note that φ(θ) 6= 0 for all θ 6= 0 since F is non-arithmetic.
Lemma 1.
J(θ) :=
∫ θ
0
C(t)dt ∼ π/2
ℓ(1/θ)
as θ → +0.
Proof. On noting J(θ) =
∫ θ
0
|1 − φ(t)|−2dt ∫∞
0
(1 − cos tx)dF (x), split the range of the inner
integral on the RHS at M/θ with any number M > 1 and accordingly decompose J(θ) as the
sum of two repeated integrals. After interchanging the order of integration for the integral
over x > M/θ, this result in J(θ) = J1(θ) + J2(θ), where
J1(θ) =
∫ ∞
M/θ
dF (x)
∫ θ
0
1− cosxt
|1− φ(t)|2dt,
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J2(θ) =
∫ θ
0
dt
|1− φ(t)|2
∫ M/θ
0
(1− cos tx)dF (x).
First we see that J2(θ) is negligible. The integrand of the integral defining J2(θ) is less than
t2/2
|1− φ(t)|2
∫ M/θ
0
x2dF (x) =
1
ℓ2(1/t)
× o(θ−1ℓ(1/θ)),
where (15) as well as (13) is used for the equality. This immediately yields J2(θ)ℓ(1/θ)→ 0.
In order to estimate J1(θ) we break the inner integral into three parts and using (15) we
deduce that uniformly for x > M/θ, as θ ↓ 0,∫ 1/Mx
0
1− cosxt
|1− φ(t)|2dt ≤ x
2
∫ 1/Mx
0
dt
ℓ2(1/t)
∼ x/M
ℓ2(x)
,
∫ θ
M/x
1− cosxt
|1− φ(t)|2dt ≤
∫ 1
M/x
{2 + o(1)}dt
t2ℓ2(1/t)
∼ 2x/M
ℓ2(x)
and ∫ M/x
1/Mx
1− cosxt
|1− φ(t)|2dt ∼
1
ℓ2(x)
∫ M/x
1/Mx
1− cos xt
t2
dt =
x
ℓ2(x)
∫ M
1/M
1− cos t
t2
dt.
Hence
J1(θ) =
∫ ∞
M/θ
xdF (x)
ℓ2(x)
{π
2
+O(1/M)
}
.
and in view of (14) J1(θ)ℓ(1/θ) → 12π, for M can be made arbitrarily large. This concludes
the proof of the lemma.
In [5] the auxiliary condition (∗) is used to obtain the estimate of Lemma 1 (as well as
of (15)) and once it is established the proof of (10) proceeds without directly using (∗) (see
Section 3.1 of this paper). With Lemma 1 at hand we can accordingly follow the arguments
given in Section 5 of [5] to complete the proof of Corollary 2.
3 Proof of Corollary 2 based on the estimate of S(θ)
In this section, comprising three subsections, we point out that the proof of Corollary 2 can
be based on (15) rather than Lemma 1; this way is rather simpler, being performed without
resorting any estimate of C(θ) except for its summability in a neighbourhood of zero that is
valid quite generally (see (38)). The exposition given in this section also prepares for the proof
of Theorem 2. In the first two subsections the entire mass of F is supposed to concentrate on
[0,∞). In the last subsection F is allowed to have a mass on the negative half-line and we
obtain a general analytic result that is fundamental in our proof of Theorem.
3.1. In this subsection we describe the main steps of the proof of (10) according to [5]. For
a real function g ∈ L1(R) let gˆ be its Fourier transform:
gˆ(x) =
∫
R
e−ixθg(θ)dθ.
Then an elementary manipulation leads to∫
R
eiθξgˆ(ξ)U{x+ dξ} =
∫
R
U{dy}
∫
ℜ
ei(y−x)ug(θ − u)du, (16)
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provided that the integral on the LHS is absolutely convergent for which it is sufficient that
gˆ(x) = O(x−2) (|x| → ∞) (17)
since U(x, x+1] is bounded. Below g is always assumed to be continuous and piecewise smooth
(C2-class is enough) up to the end-points and vanish outside a compact set, which in particular
ensures (17).
Take the particular function g = ga, a > 0 defined by
ga(θ) =
{
a−1(1− |θ|/a) |θ| ≤ a,
0 |θ| > a,
whose Fourier transform is equal to gˆa(x) = 2(1 − cos(ax))/a2x2. It is shown [5, Lemma 8]
that given a constant ν ≥ 0 and a family of locally finite measures (µx)x>0 on R,
if ∀a > 0, ∀θ ∈ R, lim
x→∞
1
2π
∫
R
eiθξgˆa(ξ)µx{dξ} =νga(θ),
then ∀h > 0, ∀y ∈ R, limx→∞ µx{[y, y + h)} = νh.
(18)
(Here the trivial case ν = 0 is included, although it is not explicitly stated in [5].) On applying
this result to µx{dξ} = ℓ(x)U{x + dξ} it suffices for the proof of Corollary 2 to show that for
each a > 0 and θ ∈ R, as x→∞
1
2π
∫
R
eiθξgˆa(ξ)U{x+ dξ} ∼ ga(θ)
ℓ(x)
. (19)
Here and in the sequel the sign ∼ is understood in the obvious way for the case ga(θ) = 0.
In order to verify (19) the relation (16) or its variant will be used. On formal level one
might interchange the order of the repeated integral on its RHS and derive
∫
R
eiyuU{dy} =∑∞
0 φ
n(t) = 1/[1− φ(u)] to find∫
R
eiθξgˆ(ξ)U{x+ dξ} =
∫
R
g(θ − u)
1− φ(u)e
−ixudu. (20)
We shall see this identity is valid but the difficulty of direct approach would be obvious: actually
U{R} =∞, so that the Fourier-Stieltjes transform of U(dξ) does not exist in a usual sense.
Following [9] we make the decomposition U{I} = V {I}+ V ∗{I}, where
V {I} = 1
2
[
U{I}+ U{−I}], V ∗ = 1
2
[
U{I} − U{−I}].
For the proof of (19) we may replace U by 2V therein, since U{−x − dξ} = 0 for ξ > −x—
entailing
U{x+ dξ} = 2V {x+ dξ} (ξ > −x) (21)
and by (17) the integral over ξ ≤ −x, in either case, is O(1/x), negligible in comparison to
1/ℓ(x). From Eq(15) of [9] one derives the identity∫
R
eiθξgˆ(ξ)V {x+ dξ} =
∫
R
g(θ − u)C(u)e−ixudu (22)
of which we shall give a self-contained proof (see Lemma 3 below).
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If one applies Lemma 1 of the preceding section, it is easy to see that∫
|u|<M/x
ga(θ − u)C(u)e−ixudu ∼ πga(θ)
ℓ(x)
(23)
for each M fixed. Hence, if one can show that as x→∞∫
|u|≥M/x
ga(θ − u)C(u)du < C
Mℓ(x)
, (24)
then (19) follows because of (21) and (22).
Below we provide a proof of (24) (somewhat simpler than that in [5]), which we shall follow
in the proof of Theorem with obvious adaptation and additional arguments.
Put ωx(θ) = 1−E
[
eiθX ; 0 ≤ X < x] and rx(θ) = E[eiXθ;X ≥ x] so that
1− φ(θ) = ωx(θ)− rx(θ).
Since ℜφ(θ) < 1 for θ 6= 0 and |rx(θ)| ≤ 1 − F (x) = o
(
ℓ(x)/x
)
it follows from (15) that for
each b > 0 there exist positive constants δ and c such that as x→∞{ |ωx(θ)| ≥ c for δ ≤ |θ| < b,
ωx(θ) = −iθℓ(1/|θ|){1 + o(1)} uniformly for 1/x < |θ| < δ, (25)
where o(1) → 0 as θ → 0 under |θ| > 1/x and |o(1)| < 1/2. Note that rx(θ) = o(ωx(θ))
uniformly for 1/x < |θ| < b as x→∞ and
1
1− φ(θ) =
1
ωx(θ)
+
rx(θ)
ω2x(θ)
[
1 +
rx(θ)
1− φ(θ)
]
. (26)
Write H(x) = 1− F (x). By (25) it then follows that∫ b
1/x
∣∣∣∣ rx(θ)ω2x(θ)
∣∣∣∣dθ ≤
∫ b
1/x
CH(x)dθ
θ2ℓ2(1/θ)
=
∫ x
1/b
CH(x)dt
ℓ2(t)
∼ CxH(x)
ℓ2(x)
= o
(
1
ℓ(x)
)
, (27)
showing that the real part of the second term on the RHS of (26) makes only a negligible
contribution to the integral in (24). The derivative ω′x admits the bound
|ω′x(θ)| =
∣∣E[XeiθX ;X < x]∣∣ ≤ ∫ x
0
ydF (y) ≤
∫ x
0
(1− F (y))dy = ℓ(x).
Hence ∫ b
M/x
∣∣∣∣ω′x(θ)ω2x(θ)
∣∣∣∣dθ ≤
∫ b
M/x
ℓ(x)dθ
[θℓ(1/θ)]2
= ℓ(x)
∫ x/M
1/b
dy
ℓ2(y)
≤ Cx
Mℓ(x)
. (28)
Now on noting that
[ℜ(1/ωx(θ))]′ = −ℜ (ω′x(θ)/[ωx(θ)]2) integrating by parts readily leads to
(24) as required.
3.2. Owing to (18) it suffices for the proof of Corollary 2 to show that as x→∞
1
π
∫
R
eiθξgˆ(ξ)V ∗{x+ dξ} ∼ g(θ)
ℓ(x)
(29)
since U(x+ dξ) = 2V ∗(x+ dξ) (x > 1, ξ < −x). In the next subsection we show the identity∫
R
eiθξgˆ(ξ)V ∗{x+ dξ} = i
∫
R
g(θ − u)S(u)e−ixudu (30)
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valid for every non-arithmetic F on R—this is the exact counterpart of the formula (22). By
(15) we have
S(u) ∼ 1/uℓ(1/|u|) (u→ 0). (31)
Since S is an odd function, the RHS of (30) restricted to |u| < M/x, M > 1 is written as
g(θ)
∫
|u|<M/x
S(u) sinxu du+ i
∫
|u|<M/x
[
g(θ − u)− g(θ)]S(u)e−ixudu, (32)
and easily evaluated to be [π/ℓ(x)]{g(θ) + o(1) + O(1/M)} in view of ∫
|u|<M/x
sin xu du/u =
π +O(1/M). By (25) and (28) we see that the other integral is bounded in absolute value by
a constant multiple of M−1/ℓ(x) in the same way as above. Thus (29) follows, for M can be
made arbitrarily large, and the proof of Corollary 2 will be complete if we can show (30).
3.3. Proofs of (22) and (30). In this subsection X will be non-arithmetic but may take
negative values. For application in the next section we formulate the results as two lemmas.
Lemma 2. If F is non-arithmetic and transient, then (30) holds and
∫ 1
0
|uS(u)|du <∞.
Proof. Put
V ∗s {dx} =
1
2
∞∑
n=0
sn
[
F n∗{dx} − F n∗{−dx}] (0 < s < 1).
Then in the identity (16) U may be replaced by V ∗s simultaneously on both sides of it. The
order of the repeated integral on the RHS of the resulting identity may be interchanged since
the total variation of V ∗s is finite. Observing∫
R
eiuyV ∗s {dy} =
1
2
[
1
1− sφ(u) −
1
1− sφ(−u)
]
= ℑ 1
1− sφ(u) , (33)
we thereby obtain∫
R
eiθξgˆ(ξ)V ∗s {x+ dξ} = i
∫
R
e−ixug(θ − u)ℑ 1
1− sφ(u)du. (34)
Thus formally taking limit as s ↑ 1 gives (30) which may be written as∫
R
eiθξgˆ(ξ)V ∗{x+ dξ} = i
∫
R
e−ixug(θ − u)ℑ 1
1− φ(u)du. (35)
The convergence of the left-hand integral in (34) to that of (35) is obvious from (17), i.e.,
gˆ(x) = O(x−2). We must verify
i
∫
R
e−ixug(θ − u)ℑ 1
1− sφ(u)du −→
∫
R
g(θ − u)S(u)e−ixudu as s ↑ 1. (36)
Observe that the odd part of
e−ixug(θ − u) = [g(θ − u)− g(θ)]e−ixu + g(θ)e−ixu
is dominated in absolute value by a constant multiple of |u| (because of the assumption on g)
while, ℑ[1− sφ(u)]−1 being odd, the integral of the even part multiplied by ℑ[1− sφ(u)]−1 (as
well as S(u)) vanishes. We then infer that (36) follows if we can show that
lim
s↑1
∫ 1
0
∣∣∣∣ℑ 11− sφ(u) − S(u)
∣∣∣∣udu = 0. (37)
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As is well known the transience of F implies∫ 1
0
C(u)du <∞ (38)
(see a remark immediately before Lemma 6), and (39) is deduced from this as follows.
We claim that for some M ≥ 1∣∣∣∣uℑ 11− sφ(u)
∣∣∣∣ ≤ uE| sinuX||1− φ(u)|2 ≤MC(u) (0 < u < 1, 0 < s < 1). (39)
The first inequality is obvious. For the proof of the second observe 1−ℜφ(u) = 2E sin2(1
2
uX)
and (sin 1)uE[|X|; |X| ≤ 1] ≤ E| sin uX| ≤ 2[E sin2(1
2
uX)
]1/2
. Using these one then deduces
uE| sin uX| ≤ 2[u/E| sin uX|](1− ℜφ(u)) < δ−1ℜ[1− φ(u)] (0 < u < 1)
for some δ > 0, verifying (39). Now, by the dominated convergence (38) implies (37) as well
as the summability
∫ 1
0
|uS(u)|du <∞. The proof of Lemma 2 is complete.
Lemma 3. Suppose that F is non-arithmetic and satisfies (Ha). Then (38) implies (22).
Proof. The result can be directly derived from a somewhat more general result [9, Eq(15)].
The proof given below, an adaptation of that in [9], is simpler because of the extra assumption
of (Ha).
Analogously to the preceding proof, putting Vs{dx} = 12
∑∞
n=0 s
n[F n∗{dx} + F n∗{−dx}]
(0 < s < 1), one sees that
∫
R
eiuyVs{dy} = ℜ
(
1− sφ(u)) and∫
R
eiθξgˆ(ξ)Vs{x+ dξ} =
∫
R
e−ixug(θ − u)ℜ 1
1− sφ(u) du (40)
similarly to (33) and (34), respectively. We let s ↑ 1 in (40) to see (22) which one may be
written as
Eq(22):
∫
R
eiθξgˆ(ξ)V {x+ dξ} =
∫
R
e−ixug(θ − u)ℜ 1
1− φ(u)du.
The left-hand integral in (40) is easily disposed of as before. For the right-hand one, verification
may be required. By the inequality |1− sφ|2 ≥ (1− s)2 + s2|1− φ|2, we have for δ > 0∫ δ
−δ
ℜ 1
1− sφ(u)du ≤
∫ δ
0
2(1− s)
(1− s)2 + s2|1− φ(u)|2du+
∫ δ
0
2s
(
1−ℜφ(u))du
(1− s)2 + s2|1− φ(u)|2 . (41)
By (38) the second integral on the RHS converges to zero as δ → 0 uniformly for s. The same
convergence also is true of the first integral under lim |1 − φ(u)|/|u| = ∞ which (Ha) entails.
This in particular shows that the integral on the RHS of (41) is bounded so that F is transient
(cf. e.g., [8, Section XVIII.7]). Since g vanishes outside a compact set, this shows Eq(22).
4 Proof of Theorem.
In this section X assumes both positive and negative values and F is supposed to be non-
arithmetic. As before, let C and S be the real and imaginary parts of 1/(1− φ) so that
1/[1− φ(θ)] = C(θ) + iS(θ) for θ ∈ R \ {0}. (42)
4.1. Preliminary lemmas. In this subsection we shall suppose (Ha) to hold.
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Lemma 4. If (Ha) holds, then as θ→ 0
1− φ(θ) = −iθA(1/|θ|){1 + o(1)}. (43)
This lemma is contained in the criteria for relative stability of F obtained by Maller [14,
Theorem 1]. Here we present a proof, it being simple enough—Maller [14] derives (43) di-
rectly from the relative stability of F , but its derivation from (Ha) is simpler—and the same
arguments being employed implicitly in the sequel. As mentioned in Section 1 A is s.v. under
(Ha). By skew symmetry we may consider only the case θ > 0. Since limy→∞
∫ y
0
K(x) cos θx dx
exists, we have for θ > 0
ℑ[1− φ(θ)] = −
∫
R
sin θx dF (x) = −θ
∫ →∞
0
K(x) cos θxdx,
and observe that on the one hand by using the monotonicity of F (−x) and 1− F (x),∣∣∣∣
∫ →∞
1/θ
K(x) cos θx dx
∣∣∣∣ ≤ πH(1/θ)θ = o(A(1/θ)),
and on the other hand | ∫ 1/θ
0
K(x)(1− cos θx)dx| ≤ θ ∫ 1/θ
0
xH(x)dx = o(A(1/θ)), to obtain
∫ →∞
0
K(x) cos θx dx = A(1/θ)−
∫ 1/θ
0
K(x)(1 − cos θx)dx+
∫ →∞
1/θ
K(x) cos θx dx
= A(1/θ){1 + o(1)}. (44)
This concludes ℑ[1 − φ(θ)] ∼ −θA(1/θ) (θ → 0). Similarly, we deduce ∣∣ℜ[1 − φ(θ)]∣∣ =∣∣θ ∫∞
0
H(x) sin θx dx
∣∣ = o(θA(1/θ)). Thus (43) has been verified.
We are going to prove several lemmas concerning 1/[1− φ(θ)]. Instead of (13) we have∫ x
0
t2d(−H(t)) ≤ 2
∫ x
0
tH(t)dt = o
(
xA(x)
)
. (45)
Note that 1/A(x) ≤ ∫∞
x
H(t)dt/A2(t) ≤ ∞ because of (6) and that t/A2(t) is increasing in a
neighborhood of ∞. Then one sees that∫ ∞
x
td(−H(t))
A2(t)
=
∫ ∞
x
H(t)
A2(t)
dt{1 + o(1)}, (46)
where the two integrals are simultaneously finite or infinite. Recall that (Hb) is the integrability
condition
∫∞
x0
H(t)dt/A2(t) <∞.
Lemma 5. Suppose (Ha) holds. Then (Hb) is equivalent to
∫ 1
0
C(θ)dθ <∞ and implies∫ θ
0
C(u)du ∼ π
2m(1/θ)
=
π
2
∫ ∞
1/θ
H(x)
A2(x)
dx (θ ↓ 0). (47)
Proof. We compute J(θ) :=
∫ θ
0
C(u)du by following the proof of Lemma 1. Given M > 1 and
0 < θ < 1/x0, define J1 and J2 as in its proof, but with dF (x) replaced by d(−H(x)) so that
J(θ) = J1(θ) + J2(θ). Then on using (43) and (45)
J2(θ) ≤
∫ θ
0
dt
t2A2(1/t){1 + o(1)}
∫ M/θ
0
(tx)2
2
d(−H(x)) = o
(
1
A(1/θ)
)
, (48)
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while by (43) again one sees in the same way as before that uniformly for x ≥M/θ∫ θ
0
1− cosxt
|1− φ(t)|2dt = x
∫ M
1/M
(1− cosu)du
u2A2(x/u){1 + o(1)} +
(∫ 1/Mx
0
+
∫ θ
M/x
)
(1− cosxt)dt
t2A2(1/t){1 + o(1)}
=
x
A2(x)
{
π
2
+ o(1) +O
( 1
M
)}
and hence
J1(θ) =
∫ ∞
M/θ
xd(−H(x)))
A2(x)
{
π
2
+ o(1) +O
( 1
M
)}
. (49)
Finally we combine (48), (49) and (46) to conclude that J(θ) < ∞ if and only if (Hb) holds
and either one implies (47).
The summability
∫ 1
0
C(t)dt < ∞ is necessary and sufficient for the transience of F . [The
necessity part follows from the well-known criterion for transience, whereas we have already
observed that the sufficiency part follows from the same criterion under (Ha) just after (41).
The sufficiency part is true in general and obtained by Ornstein [16] (cf. also [19]), of which
however the proof is quite involved and not found in standard textbooks of probability theory.]
By Lemma 2 the above summability of C(u) implies
∫ 1
0
|θS(θ)|dθ < ∞. For clarity and
convenience of later citation, we state these consequences of Lemma 5 as a lemma.
Lemma 6. Suppose (Ha) to hold. Then (Hb) is a necessary and sufficient condition for the
transience of F , and implies ∫ 1
0
[
C(θ) + |θS(θ)|]dθ <∞. (50)
We need to get the relation corresponding to (23) for the present situation where ℓ must
be replaced by m. To this end the inequality (28)—with ωx(θ) given below—is inadequate and
we give an appropriate inequality in Lemma 8 shortly. In preparation for the proof of Lemma
8 we state some facts analogous to the last part of Section 3.1.
We make the decomposition 1− φ(θ) = ωx(θ)− rx(θ), where
ωx(θ) = 1−E
[
eiθX : |X| < x], rx(θ) = E[eiθX : |X| ≥ x].
Since ℜφ(θ) < 1 for θ 6= 0, |rx(θ)| ≤ H(x) = o(A(x)/x) (x→∞, and 1 − φ(θ) ∼ −iθA(1/|θ|)
(θ→ 0), it follows that for each b > 0, rx(θ) = o(ωx(θ)) as x→∞ uniformly for 1/x < |θ| < b
and there exists c > 0 and δ > 0 such that
|ωx(θ)| ≥ c for δ ≤ |θ| < b,
ωx(θ) = −iθA(1/|θ|){1 + o(1)}, uniformly for 1/x < |θ| < δ, (51)
where o(1)→ 0 as θ → 0 and |o(1)| < 1/2 (as in (25)). By (51) we infer as in (27) that∫ b
1/x
∣∣∣∣ rx(θ)ω2x(θ)
∣∣∣∣dθ = o
(
1
A(x)
)
, (52)
so that if f(θ) is piecewise smooth and vanishes outside a finite interval, then as x→∞∫
|θ|>M/|x|
f(θ)eixθ
1− φ(θ)dθ =
∫
|θ|>M/|x|
f(θ)eixθ
ωx(θ)
dθ + o
(
1
A(x)
)
. (53)
We have the bound |ω′x(θ)| ≤ ℓ(x) as before, which however yields only the bound (28)
with Cℓ(x)/MA2(x) in place of C/Mℓ(x) in its right-most member, a bound insufficient for
the proof of Theorem. This issue will be cleared up in Lemma 8 by using the following
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Lemma 7. If (Ha) holds, then
|ω′x(θ)| = A(x)
{
1 + o
(√|θ|x )} as x → ∞ uniformly for |θ| > 1/x.
Proof. Performing differentiation we have
ω′x(θ) = −i
∫ x
−x
yeiθy dF (y) = −i
∫ x
−x
ydF (y) + i
∫ x
−x
y(1− eiθy)dF (y).
The first integral on the RHS is asymptotically equivalent to A(x) under (Ha). As for the
second one, on noting |eiyθ − 1| ≤ 2√|θ|y (y > 0), observe∣∣∣∣
∫ x
−x
y(1− eiθy)dF (y)
∣∣∣∣ ≤ 2√|θ|
∫ x
−x
|y|3/2 dF (y) ≤ 3
√
|θ|
∫ x
0
√
y H(y)dy
=
√
|θ|x× o(A(x)),
where the equality is obtained by
√
yH(y) = o
(
A(y)/
√
y
)
. The proof is finished.
Lemma 8. Suppose that (Ha) is satisfied. Then for any function f that is piecewise contin-
uously differentiable (including boundaries) and vanishes outside a compact set there exists a
constant C such that for any M > 2π and |x| > x0,∣∣∣∣
∫
|θ|>M/|x|
f(θ)eixθ
1− φ(θ)dθ
∣∣∣∣ ≤ CMA(|x|) . (54)
Proof. We have only to consider the case x > x0, the other one being treated in the same way.
Let x > 0 and f(θ) = 0 for θ > b > 0. To the integral on the RHS of (53) we apply integration
by parts to have∫ b
M/x
f(θ)eixθ
ωx(θ)
dθ = O
(
1
xωx(M/x)
)
+
1
ix
∫ b
M/x
f(θ)ω′x(θ)e
ixθ
ω2x(θ)
dθ. (55)
By Lemma 7 the absolute value of the last term is at most a constant multiple of
A(x)
x
∫ b
M/x
1 + o
(√
θx
)
θ2[A2(1/θ) ∨ 1]dθ =
A(x)
x
∫ x/M
1/b
1 + o
(√
x/t
)
A2(t) ∨ 1 dt ∼
1
MA(x)
,
which together with x|ωx(M/x)| ∼MA(x) concludes the proof.
Applying the bound of Lemma 8 for an even function f and considering it for −x in place
of x as well we infer that∣∣∣∣
∫ 1
M/x
f(θ)C(θ) cosxθ dθ
∣∣∣∣ ≤ CMA(x) and
∣∣∣∣
∫ 1
M/x
f(θ)S(θ) sin xθ dθ
∣∣∣∣ ≤ CMA(x) . (56)
4.2. Proof of Theorem. Theorem will be proved along the same lines as in the proof
described in Section 3.2 of Corollary 2 with the help of Lemmas 6 and 8. The proof will also
rest on the general statement (18) valid independently of the present situation. [Except for
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(18) the proof given below is self-contained.] First note that Lemma 6 ensures both Lemmas
2 and 3 being applicable which together give (20), or what is the same thing∫
R
eiθξgˆ(ξ)U{x+ dξ} =
∫
R
g(θ − u)e−ixu[C(u) + iS(u)]du. (57)
Now we can easily complete the proof of Theorem. By Lemma 5 it follows that as x→∞∫ M/x
−M/x
C(u) cosxu du ∼ π
∫ ∞
x
H(t)
A2(t)
dt;
also by (43) S(θ) ∼ [θA(1/θ)]−1, and using this we see as in the proof of Lemma 5 that∫ M/x
−M/x
S(u) sinxu du =
1
A(x)
{π + o(1) +O(1/M)}.
Making the same argument as given at (32) and immediately after it and employing (56) in
place of (28) (to dispose of the integral over |u| > M/x) as well as the estimates obtained right
above we compute the RHS of (57) to see that if g(θ) 6= 0,∫
R
g(θ − u)e−ixuC(u)du ∼ g(θ)
∫ 1
−1
cos xuC(u)du ∼ πg(θ)
∫ ∞
|x|
H(t)
A2(t)
dt (x→ ±∞)
and
i
∫
R
g(θ − u)e−ixuS(u)du ∼ g(θ)
∫ 1
−1
sin xu S(u)du ∼ ± πg(θ)
A(|x|) (x→ ±∞).
Hence, on recalling 1/A(|x|) = ∫∞
|x|
K(t)dt/A2(t), as x→ ±∞
∫
R
e−iθξgˆ(ξ)U{x+ dξ} = πg(θ)
(∫ ∞
|x|
H(t)
A2(t)
dt{1 + o(1)} ±
∫ ∞
|x|
K(t)
A2(t)
dt{1 + o(1)}
)
,
which shows the formula of Theorem in view of (18).
4.3. Example. Suppose that X belongs to the domain of attraction of a stable law of
exponent 1, or equivalently, that as x→∞,
1− F (x) ∼ pL(x)/x and F (−x) ∼ (1− p)L(x)/x (58)
for some constant 0 ≤ p ≤ 1 and s.v. function L. Then (Ha) holds if and only if
ρn := P [Sn > 0]→ 1 (59)
(cf. [11]). Here Sn is a random walk with S0 = 0 and the step distribution given by F . (59)—
hence (Ha)—holds whenever p > 1/2 and for a (small but significant) sub-class of F with
p = 1/2. Suppose E|X| =∞. Then for p > 1/2, condition (Hac) is satisfied with κ = (2p− 1)
(see Remark 3) so that Corollary 1 yields that
U(x, x+ h]
h
∼ 1
(2p− 1)2ℓ(x) ×
{
p as x→∞,
1− p as x→ −∞.
This improves Theorem 3.6 of [1], where F is assumed to be arithmetic of span 1 and some
auxiliary restriction is imposed on P [X = y].
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Here we derive a criterion for transience: if (58) holds then F is transient if and only if∫ ∞
1
H(t)(
L(t) ∨ |A(t)|)2dt <∞. (60)
[If E|X| < ∞ in addition, (60) is equivalent to EX 6= 0 as is directly checked.] In a manner
similar to that leading to (44) one deduces that for θ > 0 small
θ
∣∣A(1/θ)∣∣1(πL(1/θ) < |A(1/θ)|) ≤
∣∣E[sin θX ]∣∣
1 + o(1)
≤ θ(|A(1/θ)|+ L(1/θ)),
while it is known (cf. e.g., [15]) that
1− E[cos θX ] ∼ 1
2
πθL(1/θ),
so that |1− φ(θ)| ≍ θ(L(1/θ) + |A(1/θ)|) (θ ↓ 0). Hence
ℜ 1
1− φ(θ) ≍
L(1/|θ|)/|θ|
L2(1/|θ|) + A2(1/|θ|) .
Thus we have the asserted criterion in view of Ornstein’s theorem. [In the particular case when
ρn → 0 or 1 the criterion (60) is obtained from Lemma 6; if ρn remains in a closed interval of
(0, 1), or equivalently, |A(x)| = O(L(x)) (cf. (8.15) in Chapter IX of [8]), then (60) is reduced
to
∫∞
1
[tL(t)]−1dt < ∞, and the result is obtained in [24] by using the Gnedenko local limit
theorem.]
For an arithmetic walk satisfying (58) Berger [1, Theorem3.5] shows that if ρn tends to
ρ ∈ (0, 1), then U{n}/∑∞k=n 1/[kL(k)] → c(ρ) where c(ρ) is a positive function (expressed
explicitly), provided F is transient. The result can be extended to non-arithmetic walks. This
combined with the consequence of Corollary 1 mentioned above shows that if Sn is transient—
equivalently (60) holds—and lim ρn = ρ, then as x→∞
U [x, x+ h)
h
∼


|2p− 1|−2p/ℓ(x) if p 6= 1/2,
1/[2m(x)] if p = 1/2, ρ ∈ {0, 1},
c(ρ)
∫ ∞
x
dt
tL(t)
if p = 1/2, 0 < ρ < 1.
Here h is understood to be a positive multiple of the span of F if F is arithmetic.
Finally we present two particular cases of (58) that verify incomparability of (Ha) and (Hb).
Let p = 1/2 in (58). If L(x) ∼ (log x)2, we may have K(x) ∼ (log x)δ/x with 0 < δ < 2 so
that A(x) ∼ (log x)δ+1/(δ + 1), showing that if 1/2 < δ ≤ 1, (Hb) holds whereas (Ha) fails.
Similarly if L(x) ∼ 1 and K(x) ∼ (log x)−δ/x with 1/2 < δ < 1, then (Ha) holds but (Hb)
does not.
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