Using the large deviation principle (LDP) for a re-scaled fractional Brownian motion B H t where the rate function is defined via the reproducing kernel Hilbert space, we compute small-time asymptotics for a correlated fractional stochastic volatility model of the form dSt = Stσ(Yt)(ρdWt + ρdBt), dYt = dB H t where σ is α-Hölder continuous for some α ∈ (0, 1]; in particular, we show that t H− 1 2 log St satisfies the LDP as t → 0 and the model has a well-defined implied volatility smile as t → 0, when the log-moneyness k(t) = xt 1 2 −H . Thus the smile steepens to infinity or flattens to zero depending on whether H ∈ (0, 1 2 ) or H ∈ ( 1 2 , 1). We also compute large-time asymptotics for a fractional local-stochastic volatility model of the form: dSt = S β t |Yt| p dWt, dYt = dB H t , and we generalize two identities in Matsumoto&Yor[33] to show that 1 t 2H log 1 t t 0 e 2B H s ds and 1 t 2H (log t 0 e 2(µs+B H s ) ds − 2µt) converge in law to 2max 0≤s≤1 B H s and 2B1 respectively for H ∈ (0, 1 2 ) and µ > 0 as t → ∞. 1 for helpful discussions.
Introduction
The last few years has seen renewed interest in stochastic volatility models driven by fractional Brownian motion or other self-similar Gaussian processes (see [6, 21, 25, 26, 27] ). Recall that fractional Brownian motion B H (fBM) is a centered self-similar Gaussian process with stationary increments, which depends on a parameter H ∈ (0, 1) called the Hurst index, and B H is persistent (i.e. more likely to keep a trend than to break it) when H > 1 2 and anti-persistent when H < 1 2 (i.e. if B H was increasing in the past, B H is more likely to decrease in the future, and vice versa). An earlier application of fractional Brownian motion in finance can be seen in Comte&Renault [11] , who introduced a long-memory mean reverting extension of the Hull-White stochastic volatility model, where the log volatility is an Ornstein-Uhlenbeck process but driven by a fractionally integrated Brownian motion process, to capture the (much-documented) effect of volatility persistence. Comte et al. [9] also introduced a long-memory extension of the Heston model, via fractional integration of the usual square root volatility process, which has the desirable feature that the autocovariance function of the volatility process has power decay in the large-time limit (as opposed to the usual exponential decay for the standard CIR process, which has short-memory).
Gatheral et al. [25] provide strong empirical justification for such models; in particular they argue that log-volatility in practice behaves essentially as fBM with Hurst exponent H ≈ 0.1, at any reasonable time scale (see also Gatheral [23, 24] ). In particular, Gatheral et al. [25] advocate a model where the volatility is the exponential of a fractional Ornstein-Uhlenbeck process with small mean-reversion parameter. Alós et al. [4] examine the short-time behaviour of the derivative of the implied volatility with respect to the current log stock price, for a mean reverting fractional stochatic volatility model driven by a Riemann-Liouville process using Malliavin calculus techniques and an extention of the well known Hull-White decomposition formula to the non-correlated case. They show that this derivative is O(t H− 1 2 ) as t → 0 when H < 1 2 and tends to zero for H > 1 2 (if the model has no jumps). Their result follows from a novel anticipative Ito formula applied to the process 1
s ds which is clearly not F t -measurable (see also Alós et al. [3] ). Alós&León [2, Theorems 11 and 12] give expressions for the first and second derivative of the implied volatility with respect to the log strike, in terms of a quantity D + t σ t defined in their hypothesis H2, which can be seen to depend on the the Malliavin derivative D W r σ 2 u , which is easily computed as 2σ(B H u )σ ′ (B H u )K H (r, u) for our model in (20) where K H (s, t) is defined in (3) . In Alós&León[2, Section 5], they compute this quantity explicitly for a conventional diffusion stochastic volatility model.
In Sections 2 and 3 of this article, we give a brief overview of Gaussian processes and in particular fBM, and we recall the classical LDP for a re-scaled Gaussian process and the meaning and construction of the associated reproducing kernel Hilbert space (RKHS). In Section 4, we introduce the fractional stochastic volatility model dS t = S t σ(Y t )(ρdW t + ρdB t ), dY t = dB H t , and using the LDP for a re-scaled fBM, we show that t H− 1 2 X t satisfies the LDP as t → 0 with speed 1 t 2H . As a corollary, we show that there is a non-trivial small-maturity implied volatility smile when the log-moneyness of the call option k(t) = xt 1 2 −H as t → 0; hence the short-maturity smile steepens to infinity or flattens to zero depending on the sign of H − 1 2 . The Hurst exponent H affords us greater flexibility in fitting small-maturity smiles than the Mijatović&Tankov [34] parametrization which only gives a small-time smile for one particular k(t) function, and their asymptotic smile has to be piecewise linear with at most three pieces).
In Section 5 we shift our attention to large-time estimates; we compute large-time asymptotics for a fractional local-stochastic volatility model of the form dS t = S β t |Y t | p dW t , dY t = dB H t , using a large-time LDP for a re-scaled fBM on path space. As an aside, we also extend two classical results from Matsumoto&Yor [33] for the Brownian exponential functional when the Brownian motion is now replaced by fBM, which may have applications in pricing volatility derivatives under a fractional SABR model.
Background on Gaussian processes
A zero-mean real-valued Gaussian process (Z t ) t≥0 is a stochastic process such that on any finite subset {t 1 , . . . , t n } ⊂ R, (Z t1 , . . . , Z tn ) has a multivariate normal distribution with mean zero. The law of a Gaussian process is entirely determined by the covariance function K(s, t) = E(Z t Z s ) and Z induces a Gaussian probability measure µ on (E, B(E)), where E denotes the Banach space C 0 [0, 1] with the usual sup norm topology (see e.g. Carmona&Tehranchi[7, Section 3.1.1] for details). Let Z denote the restriction of (Z t ) t≥0 to t ∈ [0, 1] and let M (θ) be the moment generating function of Z:
defined for θ ∈ E * , where Q(θ) = θ, x 2 µ(dx) = θ, ρθ and the covariance functional ρ : E * → E is a bounded linear operator given by ρθ = E θ, x xµ(dx). Using Fubini's theorem, we can re-write ρθ as 2 (see Carmona&Tehranchi [7, p.86] ).
The reproducing kernel Hilbert space for a Gaussian measure
The reproducing kernel Hilbert space (RKHS) associated with the Gaussian measure µ is defined as the completion of the image ρ(E * ) ⊂ E, using the inner product ρx * , ρy * = E x * (x)y * (x)µ(dx) , (see Carmona&Tehranchi [7] for further details, and Subsection 3.3 below for the structure of the RKHS for the specific case of fBM).
Fractional Brownian motion
Fractional Brownian motion (fBM) is a natural generalization of standard Brownian motion which preserves the properties of stationary increments, self-similarity and Gaussian finite-dimensional distributions, but it has a more complex dependence structure which exhibits long-range dependence when H > 1 2 . In this subsection, we recall the definition and summarize the basic properties of fBM.
A zero-mean Gaussian process B H t is called standard fractional Brownian motion (fBM) with Hurst parameter H ∈ (0, 1) if it has covariance function
In order to specify the distribution of a Gaussian process, it is enough to specify its mean and covariance function; therefore, for each H, the law of of B H is uniquely determined by R H (s, t). However, this definition by itself does not guarantee the existence of fBM; to show that fBM exists, one needs to verify that the covariance function is non-negative definite.
We now recall some fundamental properties of fBM:
• fBM is continuous a.s. and H-self-similar (H-ss), i.e. for a > 0, (B at ) t≥0
= means both processes have the same finite-dimensional distributions. For H = 1 2 , B H does not have independent increments; for H = 1 2 , B H t is the standard Brownian motion.
• From (1), we see that
; thus B H has stationary increments.
• If we set X n = B H n − B H n−1 ; then X n is a discrete-time Gaussian process with covariance function
and thus (by convexity of the function g(n) = n 2H ), we see that two increments off the form B k − B k−1 and B k+n −B k+n−1 are positively correlated if H ∈ ( 1 2 , 1) and negatively correlated if H ∈ (0, 1 2 ). Thus B H is persistent (i.e. it is more likely to keep a trend than to break it) when H > 1 2 and anti-persistent when H < 1 2 (i.e. if B H was increasing in the past, it is more likely to decrease in the future, and vice versa).
• If H ∈ ( 1 2 , 1), we can show that ∞ n=1 ρ n = ∞ which means that the process exhibits long-range dependence, but if H ∈ (0, 2H we can show that sample paths of B H are α-Hölder-continuous, for all α ∈ (0, H).
• fBM is the only self-similar Gaussian process with stationary increments (see e.g. Marquardt [32] ), and for H = 1 2 , B H t is neither a Markov process nor a semimartingale (see e.g. Nualart [36] ).
Construction of fractional Brownian motion
Various integral/moving average representations of fBM in terms of a standard Brownian motion have been devised over the years, which we now briefly review:
• Mandelbrot&VanNess [31] give the following moving-average stochastic integral representation of fBM for t ≥ 0:
2 , 3 and note that B H 0 = 0. • We also have the following Volterra-type representation of fBM on the interval [0, t]:
where
and • In 1953, Lévy introduced the following variant of fBM with a simpler kernel, also known as the Riemann-Liouville process (see Mandelbrot&VanNess [31] for related discussion)
for H ∈ (0, 1), which preserves the self-similarity feature of fBM (but not the stationarity of increments, see e.g. paragraph below Definition 1 in Comte&Renault [10] and Chen et al. [8] ). This process is used in the fractional stochastic volatility model introduced in Comte&Renault [10, 11] and a similar representation is used for the fractional Heston model in Comte et al. [9] .
The reproducing kernel Hilbert space for fBM
We first re-prove a well known result, which we later adapt for the proof of the main theorem below.
Lemma 3.1 (see also [13, 35] 
The small-noise large deviation principle for Gaussian processes
A classical result for any centered R n -valued Gaussian process Z states that √ εZ satisfies the LDP on C 0 ([0, 1], R n ) in the uniform topology as ε → 0 with speed 1 ε and good rate function given by
where H is the RKHS associated with the process (see e.g. Millet&Sanz-Sol [35, p.3] or Deuschel&Stroock [15, Theorem 3.4.12] for an elegant proof). fBM is a particular type of centered Gaussian process so √ εB H satisfies the LDP with good rate function Λ(f ), and in this case we know the structure of the RKHS from the Lemma in the previous subsection. From here on, we will use Λ H in place Λ to signify that we are only working with fBM. 
(this in turn follows from Donsker&Varadhan[16, Theorem 5.3], which is essentially just an infinite-dimensional version of Cramér's theorem for i.i.d. random variables in a Banach space, see also Majewski[30] for the corresponding LDP for √ εB H on the entire real line).
Small-time asymptotics for a fractional stochastic volatility model
We work on a probability space (Ω, F , P) with a filtration (F t ) t≥0 throughout, supporting two independent standard Brownian motions and satisfying the usual conditions.
The fBM model -the uncorrelated case with bounded volatility
We first consider the following stochastic volatility model for a stock price process S t driven by fBM:
where σ is α-Hölder continuous for some α ∈ (0, 1], where W and B H t denote an independent Brownian motion and fractional Brownian motion respectively. We set X t = log S t and X 0 = Y 0 = 0 without loss of generality 4 . It will be convenient to introduce the corresponding small-noise process
with
≤σ for some constants σ andσ, then t H− 1 2 X t satisfies the LDP as t → 0 with speed 1 t 2H and good rate function given by
where F (f ) = 1 0 σ(f (s)) 2 ds, and I(·) attains its minimum value of zero at x = 0.
withX ε 0 = 0, i.e. the same SDE as in (7) with the same volatility process but without the drift term. Then we haveX
From Subsection 3.3, we know that ε H B H satisfies the LDP on C 0 [0, 1] with speed 1 ε 2H and good rate function Λ H . By the Gärtner-Ellis theorem, we also know that ε H W 1 satisfies the LDP as ε → 0 with speed 1 ε 2H and good rate function
F is a continuous functional in the sup-norm topology (because σ is α-Hölder continuous, because
where L > 0 is the Hölder constant for σ), and thus so is ϕ; hence (by the contraction principle)X ε 1 /ε 1 2 −H satisfies the LDP with speed 1 ε 2H and good rate function
Moreover, for any δ > 0 we have
Because the law of Xt − X 0 is independent of X 0 , and if we want Y 0 = 0 we can just adjust σ accordingly.
for ε sufficiently small, which implies that lim sup ε→0 ε 2H log P(| = X ε and thus X ε /ε 1 2 −H also satisfies the LDP with rate I(x), and I(x) simplifies to the expression given in the statement of the theorem (where we now also replace ε with t). The fact that I(x) = 0 follows from setting x = 0 and f = 0 and using that Λ H (0) = 0. Finally, the upper bound in (8) also follows by considering f = 0 and using that Λ H (0) = 0, and the lower bound follows by removing Λ H from the inf calculation.
Remark 4.1 Note that the proof does not use the stationarity of fBM anywhere, so we can actually replace Y with a general Gaussian self-similar process, as in Gulisashvili et al. [26, 27] .
The uncorrelated case with unbounded volatility
We drop previous boundedness assumptions on σ henceforth.
Proof. Let L > 0 be the Hölder constant of σ, we have
It follows that (10) holds for A 1 = 4(σ(0) + L) 2 .
The following two auxiliary lemmas will be needed for the LDP result that follows.
Proof.
where we have used that
Theorem 4.4 Assume that σ is α-Hölder continuous, then t H− 1 2 X t satisfies the LDP as t → 0 with speed 1 t 2H and good rate function given by
Remark 4.2 As before we can replace fBM by a general self-similar Gaussian process Y here (see Remark 4.1). Thus the theorem now includes a fractional model of the form used in Gulisashvili et al. [26] :
with Y 0 = y 0 ,which can be viewed as a generalization of the Stein-Stein model. 44)] for a proof of this fact for the model given in (12) .
where ϕ m (z, ·) = z F m (·) and
and we know that F m (·) is a continuous functional under the sup norm topology (which may not be true for F ). Using the Hölder continuity of the square root function:
Then fix a constant c > 0,
If y is such that m ≤ σ 2 (y) then from (10) 
for all q > 2, where the final inequality follows from Lemma 4.3.
. Then using (17), we can now further bound the right hand side of (15) as follows:
and similarly
Letting ε → 0 and using the LDP for Y ε and the LDP for Z ε 1 we obtain 
and F (Y ε ) satisfies the LDP with good rate function I F (a) := inf f :F (f )=a {Λ H (f )}, which will be used at the end of the proof below.
But F (f ) > 0 because σ 2 is strictly positive. Thus we can re-write the right hand side of (18) as
for ε > 0 sufficiently small, for any R > 0. Thus
F (Y ε ) satisfies the LDP with rate function I f (a) (see above) and is exponentially tight (and thus has a good rate function, by Dembo&Zeitouni[14, Lemma 1.2.18] and the sentence immediately below it). This implies that = X ε and thus X ε /ε 1 2 −H also satisfies the LDP with rate I(x) (where we now also replace ε with t).
The correlated case with unbounded volatility
We now add correlation to the fractional stochastic volatility model in (6) and assume that S t = e Xt evolves as
for ρ ∈ (−1, 1) withρ = 1 − ρ 2 , and σ is α-Hölder continuous. Again it will be convenient to introduce the small-noise process
with X ε 0 = 0, Y ε 0 = 0.
Theorem 4.5 t H− 1 2 X t satisfies the LDP as t → 0 with speed 1 t 2H and good rate function given by Remark 4.4 Note that all the Theorems above (and we suspect most or all of the other published/unpublished results on fractional stochastic volalility models) are no longer true if we condition on the history of B H at finite or infinitely many points in [−τ, 0] for some τ > 0 fixed (for us the problem is that a conditioned fBM is no longer self-similar, which is what is needed in the proof of Theorem 4.1 to translate small noise asymptotics into small-time asymptotics). This is a non-trivial and important issue, which will hopefully be addressed in future work. On this theme, we also recall the prediction formula for fBM of Nuzman&Poor [37] :
ds, but what we really want is the conditional covariance structure of fBM. 
. Then I(·, f ) is continuous (and hence USC), and I(x) = inf f I(x, f ). The pointwise supremum of a family of LSC functions is LSC (see e.g. Aliprantis&Border[1, Lemma 2.41]), hence the pointwise infimum of a family of USC functions is USC, so I(x) is USC. But I(x) is also a rate function, hence I is also LSC. Corollary 4.7 Let γ = 1 2 − H as before. Then using the continuity of I(x), we have the following small-time behaviour for digital put/call options
The martingale property and asymptotics for call options and implied volatility
We now prove that the stock price process in (19) is a martingale, and derive an asymptotic formula for the implied volatility in the small-time limit.
Proposition 4.8 Assume that σ satisfies (10), then S t is a martingale.
Proof. For any s > 0, (B H s ) 2 /s 2H follows a chi-squared distribution with degree of freedom 1, so
Hence, if ε, C > 0 and s ≥ 0 satisfy
then by Jensen's inequality and Fubini's theorem, we have that
We use the above estimate to prove that S t = S 0 exp(
is a martingale for all t > 0. To this end, we define s 0 = 0 and ε 0 be such that ε 2H+1 0 A 1 = 1 4 , and for n ≥ 1, define s n = s n−1 + ε n−1 and ε n > 0 be such that ε n (s n + ε n ) 2H A 1 = ε n s 2H n+1 A 1 = 1 4 . We claim that s n increases to ∞ as n tends to ∞; indeed, if we assume to the contrary that lim n→∞ s n = M < ∞, then ε n ≥ 1/(4A 1 (sup n≥1 s n ) 2H ) = 1/(4A 1 M 2H ) > 0, which is a contradiction. Hence by Karatzas&Shreve [28, Corollary 5.5.14] , S t is a true martingale.
Corollary 4.9 Consider the model in (19) and assume that σ satisfies (10) with p = 2. Then we have the following small-time behaviour for out-of-the-money put/call options on S t = e Xt with S 0 = 1:
where x = log K is the log-moneyness.
Proof. See Appendix C.
Remark 4.5 Note that this is a small-time, small log-moneyness parametrization if H ∈ (0, 1 2 ), and a smalltime, large log-moneyness parametrization for H ∈ ( 1 2 , 1). Put differently, we expect the implied volatility smile to steepen to an infinite V -shape as the maturity t → 0 if H ∈ (0, 1 2 ) (similar to jump models) and to flatten when H ∈ ( 1 2 , 1). The empirical findings in Gatheral et al. [25] report that H = 0.1 is realistic, but historically H is usually found or chosen to be greater than 1 2 to capture long-memory dependence. Recall that γ = 1 2 − H, hence the limit H → 0 here is consistent with the parameterization used in FX option markets where the log moneyness scales as x √ t as t → 0.
Corollary 4.10 Letσ(x, t) denote the implied volatility at log-moneyness x and maturity t. Then for the model in (19), we haveσ
where γ = 1 2 − H as before.
Proof. Setting k = xt γ = xt 
where G(·, ·) is defined in Gao&Lee [22] , and the result follows by dividing by √ t.
Numerical implementation and computing the most likely path
We can use the Ritz method described in Gelfand&Fomin [18, Section 40 ] to provide an approximate numerical solution to the rate function I(x) in Theorem 4.5. More specifically, using that (cos(2πns), sin(2πns)) ∞ n=0 is an orthogonal basis for L 2 [0, 1], we consider f functions such that f (0) = 0 and f ′ (s) = a 0 + N n=1 [a n cos(2πns)+ b n sin(2πns)] for some finite N , and we then minimize
The optimal f then gives the "most likely path" for B H given that the log stock price X t = x.
In the following tables (see also Figure 2 and Figure 3 ) we calculate the rate function I(x) in (11) and the asymptotic implied volatilityσ 0 (x) for the uncorrelated model in (6) and the correlated model in (19) respectively, using the Ritz method with the NMinimize command in Mathematica with N = 4 and σ(y) = 0.1 + .05 tanh(y), H = 0.25 (Mathematica code available on request). 
Large-time asymptotics under fractional local stochastic volatlity
We will need the following result.
Proposition 5.1 Let B H be denote a fractional Brownian motion. Then for any y 0 ∈ R, the path 1 t (y 0 + B H t(·) ) satisfies the LDP on C[0, 1] with speed t 2−2H as t → ∞ with good rate function Λ H (f ) as defined in (4).
Proof. By self-similarity we know that 
Application : large-time asymptotics under fractional local-stochastic volatility
The next two results will be needed to compute large time asymptotics for the fractional CEV-p model below.
Then τ t /t 1+2p satisfies the LDP as t → ∞ with speed t 2−2H and good rate function
where ψ :
ψ is continuous in sup norm. The result then follows from Proposition 5.1 combined with the contraction principle, applied to ψ( 1 t Y t(·) ). Now recall that the CEV model is defined by the SDE
with β ∈ (0, 1), σ > 0, S 0 > 0. The origin is an exit boundary for β ∈ ( 1 2 , 1), and a regular boundary for β ≤ 1 2 , which we specify as absorbing to ensure that (S t ) is a martingale. Infinity is a natural, non-attracting boundary. The transition density for the CEV process is given by
whereβ = β−1 < 0, ν = 1 2|β| , and I ν (·) is the modified Bessel function of the first kind (see Davydov&Linetsky [12] ).
Proposition 5.3 For the CEV process dS t = σS β t dW t with β ∈ (0, 1) and σ > 0 constant, for all q > 1 2|β| , S t /t q satisfies the LDP on [0, ∞) as t → ∞ with speed t 2|β|q−1 and good rate function I β (S) = S 2|β| 2σ 2β2 .
Proof. See Appendix D.
Proposition 5.4 Let S t = X τt , where dX t = X β t dW t , and τ t is independent of X such that τ t /t 1+ω satisfies the LDP with speed t 1+η and good rate function J (a) as t → ∞, for ω ≥ 0, η > −1. Then for q * = 1 2|β| [2 + η + ω], S t /t q * satisfies the LDP with speed t 1+η as t → ∞ and good rate function
Proof. See Appendix E.
Application to the fractional CEV-p model
We now consider the following fractional local-stochastic volatility model
for β ∈ (0, 1), p > 0, and B H and W independent. We know that S t
(law)
= X τt where τ t = t 0 |Y s | 2p ds and dX t = X β t dW t , and (from Proposition 5.2) τ t /t 1+2p satisfies the LDP as t → ∞ with speed t 2−2H and rate function J(a), so we can apply Proposition 5.4 with ω = 2p, η = 1 − 2H and J (a) = J(a).
Large-time asymptotics for the fractional Brownian exponential functional
We have the following extension of Matsumoto&Yor[33, Proposition 6.4]:
Proof. We proceed as in Matsumoto&Yor [33] . For (i) we note that
But by Laplace's method, we have 1
(ii) As for standard Brownian motion, fBM satisfies the time-reversal property. Specifically, we can easily verify that E( 
We now verify that the final term tends to zero a.s. To this end, we first note that
Let f (t) := t 2H and t 0 :
. It follows that e 2s 2H ≤ e 2t 2H 0 e µ(s−t0) for all s > t 0 . Hence, for any t > t 0 , 
As t → ∞ we see that both the lower and upper bounds converges to 0 almost surely, hence all terms go to 0 almost surely. This has an application to large-time pricing of digital variance call options under the fractional SABR model with β = 1 (see Gatheral [23] for more on this type of model):
Moreover, we also see that 
B Proof of Theorem 4.5
We first require the following lemma: 1 (B, B H ) is a Gaussian process.
Proof. See Appendix B.1 below.
Given that (B, B H ) is a Gaussian process, applying similar arguments to the proof of Lemma 3.1, we see that the RKHS for (B, B H ) is
Using the general LDP for Gaussian processes in Subsection 3.3, we know that ε H (B H , B) satisfies a joint LDP on C 0 ([0, 1], R 2 ) as ε → 0 with speed 1 ε 2H and rate function
i.e. the same SDE as in (20) but without the drift term. Then we havẽ 
where ⌊·⌋ is the usual floor function.
is an exponentially good approximation to Z ε t for all t ∈ [0, 1]: lim
Proof. See Appendix B.2 below.
We can define the following mappings Φ, Φ m from H 2 H to C 0 [0, 1]:
and recall that for (f, g) ∈ H 2 H , f = K 1 2ḣ and g = K Hḣ for someḣ ∈ L 2 [0, 1]. Moreover, we can extend the domain of Φ and Φ m to
) and we note that Φ is measurable on this extended domain and Φ m is continuous on this extended domain (where we are using the sup norm topology for the for both arguments of Φ m ). Returning now to (B-2), we see that
We now define the functional ϕ m :
where F m is defined as in (14) and the "(1)" just means the function evaluated at the point t = 1, and again ϕ m is continuous if we use the sup norm for the f and g arguments. Then we have (recall that ρ = 0) C Proof of Corollary 4.9
• (i) Lower bound. Recall that γ = 1 2 − H; then for any δ > 0, we have E(S t − e xt γ ) + ≥ (e x(1+δ)t γ − e xt γ ) P(S t > e x(1+δ)t γ ) = e xt γ (e δt γ − 1) P(S t > e x(1+δ)t γ ) ≥ e xt γ δt γ P(S t > e x(1+δ)t γ ) .
By Theorem 4.5 and using that lim t→0 t 2H log t = 0, we have that lim inf t→0 t 2H log E(S t − S 0 e xt γ ) + ≥ lim inf t→0 [t 2H (xt γ + log δ + γ log t) + t 2H log P(S t > e x(1+δ) t γ )] = lim inf t→0 t 2H log P(S t > e x(1+δ)t γ ) ≥ −Λ * (x + δ) .
Now take δ → 0+; then by continuity of Λ * (·), we obtain the desired lower bound.
• Upper bound. We note that for q > 1, we have
Recall that for q > 1,
where we define the nonnegative random variables R 1 , R 2 as We now choose t > 0 small enough so that max{(q 2 − q + q 2 ρ 2 ), 2q 2 ρ 2 } · A 1 t 2H+1 ≤ 1 4 .
Then by the Cauchy-Schwarz inequality,
where the last step is due to the observation that R 2 2 can be considered as the time-t value of a martingale starting from 1. Moreover,
where the last inequality follows from (23) with s = 0, ε = t and C = (q 2 − q + q 2 ρ 2 )A 1 after verifying that (22) is satisfied. As a consequence, we obtain which implies that lim sup t→∞
