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Two-dimensional (2D) materials are strongly affected by the dielectric environment including
substrates, making it an important factor in designing materials for quantum and electronic tech-
nologies. Yet, first-principles evaluation of charged defect energetics in 2D materials typically do not
include substrates due to the high computational cost. We present a general continuum model ap-
proach to incorporate substrate effects directly in density-functional theory calculations of charged
defects in the 2D material alone. We show that this technique accurately predicts charge defect
energies compared to much more expensive explicit substrate calculations, but with the compu-
tational expediency of calculating defects in free-standing 2D materials. Using this technique, we
rapidly predict the substantial modification of charge transition levels of two defects in MoS2 and
ten defects promising for quantum technologies in hBN, due to SiO2 and diamond substrates. This
establishes a foundation for high-throughput computational screening of new quantum defects in
2D materials that critically accounts for substrate effects.
I. INTRODUCTION
Point defects such as vacancies and substitutional im-
purities play a central role in determining the opto-
electronic properties of 2D materials desirable for elec-
tronic devices and quantum information applications.1–6
Their versatile functionality ranges from providing free
carriers for charge transport in 2D semiconductors7–9 to
encoding information in spin states for compact solid-
state qubits.10–14 The complexity of controllably syn-
thesizing, identifying and measuring properties of point
defects necessitates first-principles computational predic-
tions based on density-functional theory (DFT) to first
screen for desirable defects and predict experimental sig-
natures to aid their identification. In 2D materials, cal-
culating energies of charged defects is complicated by the
weak and highly anisotropic screening in these systems.15
The energy of a 2D supercell containing a charged de-
fect diverges with cell size due to strong Coulomb in-
teractions of the defect charge with its periodic im-
ages and compensating background.16 Several comple-
mentary approaches specialized for charged defects in
2D materials15–17 have made it possible to reliably pre-
dict charge transition levels and engineer defects in free-
standing 2D materials.18–24
However, 2D materials in most experiments and de-
vice configurations are not free-standing and are instead
deposited, grown or transferred onto a substrate. The
substrate is typically an integral part of developing and
utilizing 2D materials, critical for nucleation during syn-
thesis and mechanical stability in operation, and it is an
unavoidable modification introduced to tune its proper-
ties. A thorough understanding of defect properties in 2D
materials would therefore be unattainable without tak-
ing substrate effects into account. Yet, most computa-
tional studies of defects in 2D materials to date ignore
substrates primarily due to the extremely high computa-
tional cost. Taking the example of monolayer MoS2 on
an SiO2 substrate here, a typical 6×6 defect supercell cal-
culation of a free-standing monolayer would require 108
atoms, but including a substrate with a minimal slab of
SiO2(0001) with six atomic layers increases this to 428
atoms with a 60× increase in computational cost of plane-
wave DFT calculations. Repeating such calculations for
a large number of substitutional or interstitial impurities
with different elements, vacancy configurations and com-
plexes there-of in order to identify ideal defect candidates
on specific substrates remains a formidable challenge.
One approach to eliminate this problem would be
to remove the substrate atoms from the DFT calcu-
lations, and instead approximately capture their effect
on the 2D material and defect. Electronic structure
calculations in liquid and electrochemical environments
have long had to deal with large numbers of environ-
ment atoms: practical approaches replace the liquid en-
vironment with the response of an appropriately deter-
mined dielectric cavity.25–27 Recent developments of such
techniques have facilitated accurate first-principles cal-
culations of complex chemical processes in electrochem-
ical environments, with virtually insignificant compu-
tational expense beyond conventional DFT calculations
in vacuum.28–34 Analogously, continuum models of sub-
strates could enable rapid computational design of defects
in realistic 2D material configurations that include sub-
strates.
In this paper, we present a continuum model approach
for capturing substrate effects in DFT calculations of
the 2D material alone, which combined with charged de-
fect correction schemes, provides an efficient and general
method for evaluating charged defects in realistic 2D ma-
terial configurations. We benchmark this methodology
by predicting ionization energies of Re and Nb substitu-
tion defects (ReMo and NbMo) in MoS2 on substrate SiO2
(MoS2/SiO2) and find the lowering of ionization energy
due to increased screening from the substrate to be in ex-
cellent agreement with DFT calculations that explicitly
include the substrate. We then use the so-proven method
to predict the transition levels of ten promising defects
in hBN on SiO2 and diamond substrates (hBN/SiO2 and
hBN/Diamond), and show that these defect levels remain
deep enough for applications in quantum technologies.
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2II. THEORY AND METHODS
A. Charge transition level and Ionization Energy
The formation energy of a defect with charge q is35,36
Ef (q) = Etot(q)− Ehost +
∑
i
Niµi + qµe, (1)
where Etot(q) and Ehost are the total energies of the ma-
terial with and without the defect, involving an exchange
of Ni atoms of each species i with chemical potential µi.
The electron chemical potential µe ranges from the va-
lence band maximum εVBM to the conduction band min-
imum εCBM.
The calculation of Etot(q) involves a supercell with a
net charge, which requires a scheme for correcting the di-
verging Coulomb interaction energy with periodic images.
We employ the model-charge correction scheme described
in detail in Refs. 17 and 18. Briefly, this technique cor-
rects the energy and potential of the periodic DFT cal-
culation by comparing Poisson equation solutions for a
spherical Gaussian model of the defect charge interacting
with a planar model for the anisotropic dielectric response
of the material in periodic versus isolated boundary con-
ditions. The anisotropic dielectric function of the 2D ma-
terial is also calculated from first principles as described
in Ref. 18. (See Supplemental Material for details.) We
previously showed this technique to be the most robust
for 2D materials, requiring no empirical parameters or
cell-size extrapolation, and with all quantities extracted
purely from DFT calculations of the material.18
Once we can calculate individual charged defect for-
mation energies using this scheme, we can evaluate the
charge transition level (CTL) of the defect, defined as
the electron chemical potential µe at which two adjacent
charge states q and q′ have equal formation energy. Solv-
ing for µe from Ef (q) = Ef (q
′) using (1) yields
µ(q|q′) = Etot(q)− Etot(q
′)
q′ − q . (2)
For donor defects which transition from q = +1 to q =
0, the transition level relative to the CBM is the donor
ionization energy,
IEd ≡ εCBM−µ(+1|0) = Etot(+1)−Etot(0)+εCBM, (3)
while for acceptor defects which transition from q = 0 to
q = −1, the transition level relative to the VBM is the
acceptor ionization energy,
IEa ≡ µ(0|−1)−εVBM = Etot(−1)−Etot(0)−εVBM. (4)
Substrates strongly influence these ionization energies of
defects in 2D materials, and we evaluate these in selected
test cases by directly computing Etot of a system contain-
ing the 2D material, defect and the substrate. However,
such calculations are extremely expensive and we need
a technique to account for substrate effects at reduced
computational expense.
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FIG. 1. Continuum model of SiO2 substrate specified by (a)
‘shape function’ s(z) switching from 0 outside substrate to 1
within, transitioning with width σ centered at location z0, rel-
ative to MoS2 monolayer centered at z = 0. (b) Corresponding
dielectric function and (c) bound charge induced in substrate.
(d) Scheme for evaluating substrate effects on band edge po-
sitions, accounting for rigid shift due to the substrate poten-
tial from the continuum calculation and edge shifts (∆εCBM,
∆εVBM) from an explicit calculation of the perfect 2D material
on the substrate.
B. Continuum model for substrate effects
The challenge of accounting for a large number of atoms
in an environment, analogous to the substrate in the
present case, has been addressed extensively using con-
tinuum methods for capturing solvent effects in liquid-
phase electronic structure calculations.25–27,32–34 While
these continuum solvation techniques vary greatly in de-
tails, they share one common aspect: they capture the
dominant electrostatic interaction of the environment by
placing the ‘solute’ system in a dielectric cavity. The di-
electric bound charge induced at the surface of this cavity
then approximates the induced charges in the environ-
ment atoms, which are now removed from the electronic
structure calculation. These models parametrize the cav-
ity, often described in terms of a smooth cavity shape
function s(r) that goes from 0 in the solute region to 1
in the solvent (environment) region,32 and constrain pa-
rameters by fitting to solvation free energies determined
from temperature-dependent solubility measurements.
We can similarly replace the dielectric effect of the sub-
strate by replacing it with a dielectric slab described by
a smooth shape function (Fig. 1(a)),
s(z) =
1
2
erfc
(
z0 − z
σ
√
2
)
, (5)
which modulates the environment dielectric constant
(Fig. 1(b)) as (z) = 1 + (b− 1)s(z), where b is the bulk
dielectric constant of the substrate. Note that the appro-
priate value of the bulk dielectric constant is the optical
3dielectric constant (∞) if the substrate atoms are not
allowed to relax, and the low-frequency value if atomic
relaxations are allowed. Here, we used the optical value
for all cases, because we do not relax substrate atomic
geometry for each defect configuration for computational
expediency. In the example of MoS2 on SiO2 shown in
Fig. 1, the MoS2 monolayer is centered at z = 0, the sub-
strate dielectric function smoothly ‘turns on’ centered at
z = z0 over a width controlled by σ, to the bulk value
of b = 2.65 deep within the substrate. (The resulting
thicknesses of the vacuum and dielectric slab regions are
Lz/2 + z0 and Lz/2 − z0 respectively, where Lz is the
length of the calculation cell normal to the 2D material,
as shown in the figure S1 of the Supplemental Material.)
Self-consistent solution of the modified Poisson equation
with this dielectric profile replaces the Hartree term in the
DFT calculation,32 and produces the bound charge at the
surface of the continuum substrate shown in Fig. 1(c).
This substrate continuum model involves as-yet unde-
termined parameters σ and z0 which both affect the prox-
imity of the substrate dielectric response to the 2D mate-
rial. We then constrain the continuum model parameters
to reproduce the response of an explicit DFT substrate
to charge distributions in the 2D material. First, we cal-
culate the interaction energy of the Gaussian test charge
with the DFT substrate,
EDFTint = Es+g − Es − Eg, (6)
where Es+g and Es are DFT energies of the substrate
alone, with and without an external Gaussian test charge
placed at z = 0 (the center of the 2D material), and
Eg is the electrostatic self energy of the Gaussian charge
alone. Note that we use the model-charge-based correc-
tion scheme to handle the net charge in the supercell cal-
culation of Es+g, exactly as for the charged defects.
17
Next, for a given dielectric profile based on the cavity
shape function s(z), we can directly calculate the inter-
action energy E
s(z)
int of the test charge with the contin-
uum dielectric by solving the modified Poisson equation in
cylindrical coordinates, which we do using a Bessel func-
tion expansion as described in detail in Ref. 17. Finally,
we select the cavity parameters such that E
s(z)
int = E
DFT
int .
However, we have two parameters σ and z0, so we fix σ
and determine z0 to satisfy the above condition. (The
resulting values of z0 are listed in Table S1 of the Sup-
plemental Material.) Fortunately, we find that the pre-
dictions for charged defects are independent of σ once it
is smaller than ∼ 0.3 A˚, as detailed below in the discus-
sion of Fig. 2. In summary, we use two DFT calculations
of the substrate alone to determine the continuum model
parameters, which can then be used for systematically
studying the impact of that substrate on several charged
defect configurations in 2D materials.
Beyond the electrostatic interaction of the defect cap-
tured by the substrate continuum model, the substrate
modifies the electronic band structure of the 2D material
itself, which is vital to capture because the defect ioniza-
tion energies given by (3) and (4) depend on the CBM
and VBM energies respectively. Fig. 1(d) summarizes
our approach to capture this effect. First, the continuum
model accounts for the overall electrostatic potential shift
at the location of the 2D material due to the substrate,
which shifts the CBM and VBM equally, but does not
change the band gap. Next, by aligning core levels (which
are sensitive only to electrostatic potential) in density-of-
states calculations of the substrate and substrate + per-
fect 2D material, we can identify the shifts of the VBM
and CBM that are beyond electrostatic potential effects.
Putting these together, we get the VBM and CBM shifts
in the 2D material due to both the overall electrostatic
potential and electronic effects beyond it. In the specific
example of MoS2/SiO2 shown in Fig. 1(d), we find the
offsets to be ∆εVBM = +0.056 eV and ∆εCBM = -0.008
eV for a net band gap reduction of 0.064 eV due to the
SiO2 substrate. We illustrate this process in greater de-
tail below for hBN on SiO2 and diamond, including with
projected band structures to isolate the 2D material band
structure on a substrate. Once again, our overall calcu-
lation procedure using the continuum methodology pro-
posed here involves only two calculations of the substrate
alone and one of the substrate with a perfect 2D ma-
terial. Importantly, these calculations are required only
once for the 2D material and substrate combination, and
no explicit substrates are included in the large supercell
calculations per defect configuration.
C. Computational details
We implemented the above technique and performed
all calculations below in the open-source plane-wave DFT
software, JDFTx.37 We used the Garrity-Bennett-Rabe-
Vanderbilt ultrasoft pseudopotentials at their recom-
mended kinetic energy cutoffs of 20 and 100 Hartrees
for the electronic wave function and charge density
respectively.38 All supercell calculations below addi-
tionally employ Brillouin zone sampling with a 2×2
Monkhorst-Pack k-mesh, and truncated Coulomb interac-
tions to eliminate interactions with periodic images along
the slab normal ‘z’ direction.39
We use a 6×6 supercell with 30 A˚ and 16 A˚ lengths
in the z direction for MoS2 and hBN respectively, which
is sufficient to completely converge results with the trun-
cated Coulomb interactions. (For example, the ioniza-
tion energy of the CB defect in hBN/SiO2 changes only
by 20 meV when this length is increased from 16 A˚ to
30 A˚.) We employ the local-density exchange-correlation
functional for the MoS2 systems in order to benchmark
against previous explicit calculations,40 and the Perdew-
Burke-Ernzerhof generalized gradient functional41 with
DFT-D2 dispersion correction42 for the hBN systems.
While the technique developed here applies readily to
any DFT functional or many-body method, we employed
semi-local exchange-correlation functionals to rapidly ex-
plore several systems for developing and testing our new
method, including with large calculations of explicit sub-
strates. Hybrid DFT and many-body perturbation the-
ory, which typically predict the band edge positions and
the gap with greater accuracy,43,44 may update the ab-
4solute values of ionization energies. In particular, many-
body perturbation theory techniques capture more sub-
stantial changes in the band edge positions and gap due to
substrate screening that is not captured in DFT,8 which
then impacts the ionization energies referenced to the
band edges. However, semi-local DFT predicts the cor-
rect trends in the defect transition levels, as shown previ-
ously for free-standing hBN,18,23 and we restrict our fo-
cus to the DFT level for this initial test of the continuum
methods.
For optimal lattice matching, the explicit-substrate
MoS2/SiO2 and hBN/SiO2 calculations respectively used
4×4 and 3×3 supercells of α-SiO2(0001) slabs with six Si
atomic layers, while the hBN/Diamond calculations used
a 6×6 supercell of diamond(111) with eight C atomic
layers. In each case, the lateral lattice constants were
set to the optimal values for the 2D material, result-
ing in a 5.16%, 0.04% and 0.50% substrate strain in the
MoS2/SiO2, hBN/SiO2 and hBN/Diamond cases respec-
tively. All dangling bonds on the substrate surfaces were
passivated with H atoms. The atomic geometry of the
substrate is optimized initially, and then held fixed for
the defect supercell calculations for computational effi-
ciency, while the atoms within the 2D material are fully
relaxed in all calculations. (Note that this is a conve-
nient benchmark for the continuum model calculations
with the substrate dielectric constant set to ∞, as dis-
cussed above. The continuum model can be used to pre-
dict results corresponding to full relaxation by replacing
∞ with the low-frequency dielectric constant at no addi-
tional computational cost.)
III. RESULTS AND DISCUSSION
A. Defects in MoS2 on SiO2
We start by testing our technique on the only charged
defects in 2D materials for which previous calculations
have explicitly included substrate effects: ReMo and
NbMo in MoS2/SiO2. Re and Nb have one more and less
electron relative to Mo, so that these substitution defects
act as a donor and an acceptor respectively. Fig. 2(a)
shows the prediction of the charge transition level of these
defects using the continuum methodology above. Both
defects exhibit a reduction of the defect ionization en-
ergy by around 0.10-0.15 eV due to the SiO2 substrate,
which is a significant effect for defects that have initial
ionization energies of 0.4-0.5 eV. (See Table S2 in the
Supplemental Material for a listing of calculated ioniza-
tion energies.) These continuum model results (in terms
of ionization energy reduction) are in excellent agreement
of within 0.05 eV with previous results from much more
expensive explicit substrate calculations,40 demonstrat-
ing the reliability of our method. Note that here and be-
low, we present charge transition levels and defect ioniza-
tion energies instead of the closely related charged defect
formation energies because these are easier to standard-
ize and compare across defects; the latter also depend on
reference chemical potentials for each atom removed or
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FIG. 2. Defect calculation in MoS2 system. (a) The stable
charge state of ReMo and NbMo in MoS2 and MoS2/SiO2 for
Fermi energy ranging from VBM to CBM. The Fermi energy
at the intersection of two different charge states (q = +1 and
q = 0 for donor, q = 0 and q = −1 for acceptor) dictates the
defect transition level. The corresponding defect ionization
energies are denoted by the gray shadows. (b) The ionization
energies of ReMo and NbMo in MoS2/SiO2 as a function of σ.
added by the defect.
Fig. 2(b) shows the variation of the results with the one
free parameter σ that sets the smoothness of the transi-
tion from vacuum to substrate dielectric constant. (As
discussed above, z0, which sets the center of the transi-
tion of s(z), is constrained using the response of a DFT
substrate to a Gaussian test charge, for a given σ.) The
results are insensitive to σ as long as it is small enough,
with variations in the predicted ionization energies far be-
low 0.01 eV for σ < 0.3 A˚. We recommend σ = 0.2 A˚ for
subsequent calculations, which is small enough to avoid
overlap of 2D material charge density with the substrate
dielectric response, and yet large enough to exhibit a
smooth dielectric constant variation that is easily resolv-
able on a charge density grid with resolution ∼ 0.1 A˚ (ki-
netic energy cutoff ∼ 100 Hartrees).
Intuitively, the substrate dielectric screening stabilizes
charged states of defects, making them easier to ionize
and thereby shifting the charge transition levels closer
to the corresponding band edges (VBM for acceptor and
CBM for donors). The strong decrease of defect ion-
ization energies in semiconductor MoS2 is desirable for
dopants for 2D electronics, as it makes it possible to in-
troduce charge carriers to the bands at lower tempera-
tures. Yet, the same effect can be undesirable for defect
levels sought after for quantum information, where dis-
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FIG. 3. Optimized atomic configurations of promising hBN
defects considered here using the standard notation that CB
denotes C substituting a B atom, VN denotes a vacancy of
N, and compound defects such as CBVN indicates that such
substitutions / vacancies occur on adjacent atoms.
tance from band edges enhances life time of defect excited
states, as we discuss next for hBN.
B. Defects in hBN on SiO2 and diamond
Defects in hBN are the subject of increasing recent
interest as candidates for single-photon emission in a
2D analogue of the long-studied nitrogen-vacancy cen-
ter in diamond. While several recent studies have char-
acterized the properties of spin and charge states in
hBN,10,11,18,23,45,46 none so far account for the effect of
the substrate. We therefore take advantage of the method
established above to systematically and rapidly investi-
gate substrate effects on several promising hBN defects,
with atomic configurations shown in Fig. 3.
First, we determine the band position changes of hBN,
when placed on SiO2(0001) and diamond(111) substrates,
which is required for ionization energy calculations using
(3) and (4). For hBN/SiO2, we do this by calculating the
density of states (DOS) and unfolding the band structure
of the 6×6 hBN/3×3 SiO2 supercell to the Brillouin zone
of hBN unit cell.47 The unfolding clearly picks out the
hBN bands that are commensurate with the unit cell, as
shown by the red lines in Fig. 4. The resulting band gap
is 4.64 eV, 0.04 eV smaller than in free-standing hBN. On
the other hand, hBN and diamond unit cells are already
lattice matched within 0.5%, requiring no supercell cal-
culations for determining band alignments. We therefore
do not require band structure unfolding in this case, and
instead use orbital projections to weight the band struc-
ture and identify hBN contributions as shown in Fig. 5.
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FIG. 4. (a) Atomic configuration of (defect-free) 6×6
hBN/3×3 SiO2 in top and side views. (b) Band structure
unfolded to Brillouin zone of hBN unit cell, with red and gray
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incommensurate with the hBN unit cell, and (c) correspond-
ing DOS.
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FIG. 5. (a) Atomic configuration of hBN/diamond in top and
side views. (b) Projected band structure with red and black
colors indicating weights of hBN and diamond atomic orbital
projections respectively, and (c) corresponding DOS.
Stronger dielectric screening in diamond reduces the band
gap further to 4.60 eV, as shown in Fig. 5(b).
Next, after identifying the band gap modifications, we
also need to determine the band edge offsets, εVBM and
εCBM. As discussed above, these offsets consist of an over-
all electrostatic potential shift due to the substrate that
is captured by the solvation model, specifically shifting
both VBM and CBM up by 0.94 eV in hBN/SiO2 and by
1.00 eV in hBN/Diamond relative to free-standing hBN
(dashed lines in Fig. 6). Further, by aligning the core lev-
els in the DOS of isolated hBN and hBN with substrates,
we can identify the shifts in the VBM and CBM beyond
the overall electrostatic potential shift. The band edge
offset is not determined from the continuum model and
requires explicit DOS calibration. This yields a ∆εVBM =
−0.006 eV and ∆εCBM = −0.042 eV for hBN/SiO2,
and ∆εVBM = −0.02 eV and ∆εCBM = −0.10 eV for
hBN/Diamond. Adding these offsets yields the final refer-
ence band edges for ionization energy calculations within
the continuum model (solid lines in Fig. 6).
The total energy calculations using the continuum
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FIG. 6. Determination of VBM and CBM of hBN on sub-
strates. From hBN to hBN/SiO2, VBM and CBM both shift
up by 0.94 eV due to the substrate electrostatic potential,
and then shift ∆εVBM = −0.006 eV and ∆εCBM = −0.042 eV
as determined from DOS calculations aligned by core levels
(shown magnified in the insets). Similarly, diamond intro-
duces an electrostatic shift of 1.00 eV, followed by ∆εVBM =
−0.02 eV and ∆εCBM = −0.10 eV.
model along with the band edge positions determined
above are now all we need to determine the defect ion-
ization energies, which are the charge transition levels
relative to the appropriate band edge. Fig. 7(a) displays
the calculated donor ionization energies for several defects
in hBN, hBN/SiO2 and hBN/Diamond, while Fig. 7(b)
shows acceptor ionization energies for several defects, all
of whose geometries are shown in Fig. 3. Note that many
defects are shown in both panels because they can act
as both donors and acceptors. The defects are all deep
in hBN with ionization energies in the range of 2.14-4.01
eV. Compared to free-standing hBN, ionization energies
decrease by 0.27-0.33 eV in hBN/SiO2, and 0.47-0.64 eV
in hBN/Diamond due to increased dielectric screening by
the substrate. However, even with this systematic reduc-
tion in ionization energies, all these defect levels remain
deep – much larger than thermal and phonon energies in
the material – indicating that they are viable to exhibit
a long coherence time even after substrate modifications
to their energetics.
To confirm the accuracy of these results, we also car-
ried out explicit 2D material + substrate calculations for
a few test cases. Specifically, we performed explicit cal-
culations for the CB, VN and NBVN donor ionization en-
ergies in hBN/SiO2, and the donor ionization energies
of CB and VN as well as the acceptor ionization energy
of VN in hBN/Diamond. We find that our continuum
model predictions are accurate to within 0.10 − 0.12 eV
for the hBN/SiO2 cases, and to within 0.11 − 0.16 eV
for hBN/diamond (see Table S3 in the Supplemental
Material for individual values). While the absolute er-
rors are greater than in the MoS2 case, note that the
overall magnitudes of the substrate effects are larger for
hBN, resulting in a similar relative accuracy. Similarly,
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FIG. 7. The stable charge state of all hBN defects shown in
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TABLE I. Comparison of ionization energy reduction due to
substrate predicted by self-consistent continuum model calcu-
lations for all above defects, with a single non-self-consistent
estimate for each 2D material - substrate combination using
Eq. 7 with the same continuum model. (See Table S5 in Sup-
plemental Material for individual results for each defect.)
Donors Self-consistent Eq. 7
∆IEMoS2/SiO2 (eV) 0.10 0.10
∆IEhBN/SiO2 (eV) 0.31 − 0.33 0.32
∆IEhBN/Diamond (eV) 0.58 − 0.62 0.60
Acceptors Continuum Model Eq. 7
∆IEMoS2/SiO2 (eV) 0.15 0.14
∆IEhBN/SiO2 (eV) 0.27 − 0.29 0.27
∆IEhBN/Diamond (eV) 0.47 − 0.52 0.48
formation energies of neutral defects in hBN/SiO2 and
hBN/Diamond from the continuum model are accurate to
within 0.03−0.16 eV of the explicit substrate calculations
(see Table S4 in the Supplemental Material), with the
difference arising mainly from effects beyond the dielec-
tric response such as Pauli repulsion from substrate elec-
trons. Overall, this accuracy is remarkable considering
that the continuum model calculations required at most
72 atoms compared to 252 and 432 atoms for hBN/SiO2
and hBN/Diamond (in addition to just 30 bohrs vacuum
size compared to 56.7 and 47.2 bohrs respectively). This
amounts to a 40−200× reduction in computational effort,
making it now possible to rapidly explore defect energet-
ics with realistic treatment of substrate effects.
C. Ionization energy reduction estimates
We have so far presented predictions of the ionization
energy of several donor and acceptor defects in three 2D
material/substrate combinations, and compared against
7explicit substrate calculations to establish the accuracy
of our technique. Table I summarizes the reduction in
ionization energy ∆IE from the free-standing 2D mate-
rial to the 2D material on the substrate in each of these
combinations. Note that the reduction in ionization en-
ergy is almost the same across all defects within each
material/substrate combination.
The reason for this equivalence in ionization energy
reduction is that most charged defects have a fairly-
localized charge distribution which does not change ap-
preciably upon the introduction of a substrate. The
charged defect corrections schemes already take advan-
tage of this fact to remove the periodic interaction be-
tween defects by computing the self-energy of a Gaus-
sian model charge in periodic and isolated boundary
conditions.15,17 We could then similarly estimate the re-
duction in ionization energy of charged defects as the elec-
trostatic stabilization of a Gaussian model charge,
∆IE ≈ Eisog (2D)−Eisog (2D/sub)+
{
−∆εCBM, Donors
+∆εVBM, Acceptors
(7)
where Eisog (2D) and E
iso
g (2D/sub) are the self energies
of the Gaussian model charge in isolated boundary con-
ditions in the dielectric model of the 2D material alone
and of the 2D material on the substrate. (These quanti-
ties are already used in the charge defect correction for
the free-standing 2D material and 2D material on con-
tinuum model substrate respectively.) The second term
in Eq. 7 accounts for the change in ionization energy due
to the substrate-induced shift of the corresponding band
edge position, which serves as the reference for defining
ionization energies (Eqs. 3 and 4). Note that all quan-
tities in Eq. 7 depend on the 2D material and substrate
combination alone, and not on a specific defect.
The final column of Table. I shows the results of ap-
plying Eq. 7 to each of the three 2D material/substrate
combinations studied above. We find that this simple es-
timate agrees with a typical accuracy of 0.02 eV with the
continuum model predictions and a maximum deviation
of about 0.04 eV. (See Table S5 in Supplemental Mate-
rial additionally shows individual results for each defect,
compared with this estimate.) This now makes it possible
to rapidly estimate the ionization energy of any defect
without even performing self-consistent DFT + contin-
uum model calculations of each defect separately. We
only need to calculate the ionization energy of all defects
of interest in a free-standing 2D material, construct the
continuum model for a substrate of interest as described
above, and compute a single number using Eq. 7 to shift
all free-standing defect ionization energies to the corre-
sponding values on substrates.
IV. CONCLUSIONS
We have demonstrated a general framework to ef-
ficiently and accurately calculate energies and related
properties of charged defects in 2D materials on sub-
strates. We resolve the challenge of first-principles evalu-
ation of such systems by treating the substrate as a con-
tinuous medium, with its electrostatic response replaced
by a continuum dielectric function. Results obtained by
this method agree very well with explicit calculations that
directly include substrate atoms, but at a small fraction
of the computational effort.
This methodology applies to arbitrary combinations of
defects, 2D materials and substrates, potentially enabling
high-throughput screening of not only defects with unique
properties, but also material-substrate combinations tar-
geting desired defect properties. As an example, applica-
tion of this method to defects in MoS2 and hBN on SiO2
and diamond substrates reveals that enhanced screening
from surrounding environments can significantly change
transition levels. This provides an invaluable input for
the experimental identification of 2D defects for quantum
information applications such as single photon emission,
fully accounting for monolayer 2D materials on realistic
substrates, as well as in multilayer 2D materials and 2D
heterostructures in future work.
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