The phase behavior of charge-and size-asymmetric primitive model electrolytes has been investigated using reservoir grand canonical Monte Carlo simulations. The simulations rely on the insertion and removal of neutral ion clusters from a reservoir of possible configurations. We first validated our approach by investigating the effect of R c , the maximum allowable distance between the central cation and its associated anions, on the critical parameters of 2:1 and 3:1 electrolytes. We have shown that the effect of R c is weak and does not change the qualitative dependence of the critical parameters on size and charge asymmetry. The critical temperature for 2:1 and 3:1 electrolytes shows a maximum at R c Ϸ3, while the critical volume fraction decreases more or less monotonically, consistent with previous results for 1:1 electrolytes by Romero-Enrique et al. ͓Phys.
I. INTRODUCTION
The critical behavior of ionic fluids has long been a topic of great interest. Understanding of the thermodynamics and phase behavior of electrolyte solutions, which have important roles in chemical and biochemical processes, has been greatly enhanced in recent years from experimental, 1,2 theoretical, [3] [4] [5] [6] [7] [8] [9] and simulation [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] studies. The simplest and most widely used model for electrolytes is the ''restricted primitive model'' ͑RPM͒, which consists of equal sized hard spheres, half of which carry a charge of ϩq, and the other half Ϫq. The critical parameters for the RPM have been obtained from numerous simulation studies; a recent study by Panagiotopoulos 17 who extrapolated long lattice simulations to the thermodynamic limit in continuous space has yielded the values T c *ϭ0.0489Ϯ0.0003 and c *ϭ0.076 Ϯ0.003. Furthermore, the RPM has been rigorously shown through simulations to exhibit Ising-type criticality. 18, 19 The value of the critical temperature is generally accepted although the exact value of the critical density is still somewhat uncertain. More recently, the phase behavior of size and charge asymmetric electrolytes has also been investigated. [13] [14] [15] [16] For the charge symmetric electrolyte, the critical temperature and density were found to decrease with increasing size asymmetry. The critical temperature was also found to decrease with increasing charge asymmetry but the maximum critical temperature shifts toward larger multivalent ion size relative to the monovalent counterions.
Considerable effort has been made to develop theories to describe and predict phase transitions of electrolytes. One popular approach relies on the original theory of electrolytes proposed by Debye and Hückel 20 and the PoissonBoltzmann equation. Supplemented with Bjerrum ion pairing and dipole interactions, the theory can give a reasonable physical account of the liquid-vapor phase transition of the RPM. 3 Another approach is to use the mean spherical approximation ͑MSA͒ to calculate the critical parameters. 6 These theories, however, usually predict a critical temperature that is too high and a critical density that is too low when compared to simulation results. Furthermore, when size and charge asymmetry are introduced, the theories generally predict the opposite trends from those observed in simulations. More recent theories for both lattice and offlattice models, however, recover the observed trends.
with respect to the size asymmetry. Extending the DH theory to explicitly take into account the formation of neutral and charged clusters and cluster solvation by the residual ions also reproduces the trend seen in simulations for chargeasymmetric electrolytes. 9 Charge-asymmetric electrolytes have been studied less than 1:1 electrolytes, despite the importance of multivalent ions in micellar, colloidal and biological systems. This can be attributed to the difficulties that arise in both simulations and theories. Previous grand canonical Monte Carlo ͑GCMC͒ simulation studies 15, 16 did not go beyond charge asymmetries of 3:1 because the acceptance of transfer moves became too low. Reščič and Linse have investigated electrolytes at high charge asymmetries at the point counterion limit using thermodynamic scaling Monte Carlo. They estimated the critical parameters for a 10:1 electrolyte, 21 and Linse suggested a scaling law for the critical temperature of Q:1 electrolytes with 10рQр80. 22 However, the effects of finite counterion size were not considered and the proposed scaling law needs to be corroborated. In the present work, we have adopted the reservoir GCMC method of Errington and Panagiotopoulos 23 to investigate the phase behavior of 5:1 and 10:1 electrolytes at various size asymmetries. To use this reservoir GCMC method, we need to create neutral ionic clusters by associating Q anions to each cation in a systematic way. We have chosen the Stillinger-Lovett ion pairing protocol 24 and adapted it for our work, following the suggestions of Romero-Enrique. 25 This introduces a parameter, R c , which is the maximum allowable separation distance between a cation and its associated anions. Because this constraint is an artificial one, we have also looked at the effect of this parameter on the critical parameters for 2:1 and 3:1 electrolytes for which results for the unconstrained system (R c →ϱ) are available. 15, 16 In the following section, we describe the model and the application of the Stillinger-Lovett ion association protocol, as well as the reservoir GCMC method that we have employed in this work. In Sec. III, we show the effects of the maximum reservoir separation distance, R c , on the critical parameters and their dependence on charge and size asymmetry. We confirm and significantly expand the conclusions of a previous study from our group 15 to much greater charge asymmetries. Finally, we conclude by considering the limitations of our current model and methods.
II. MODEL AND METHODS

A. Model
In this work, we consider a system of N cations carrying a charge of ϩQ with diameters ϩ and QN anions carrying a charge of Ϫ1 with diameters Ϫ . The overall system is electrically neutral at all times. The ions interact via a hard core repulsion and a Coulombic potential such that
where D is the dielectric constant of the intervening medium, and r i j is the distance between two ions, i and j. The model is thus an ''unrestricted'' primitive model allowing different cation and anion diameters, but without explicit solvent. The size asymmetry in this model can be described by a single
where ϭ Ϫ / ϩ , and Ϯ ϭ 1 2 ( ϩ ϩ Ϫ ) is the unlike ion collision diameter. This parameter ␦ ranges from Ϫ1 to ϩ1,
where the former represents a system of point cations surrounded by finite-sized anions, and the latter represents a system of finite-sized cations surrounded by point anions.
In an earlier study from our group, 15 we have studied the ''unconstrained'' version of this model using GCMC simulations. However, we could not investigate charge asymmetries greater than 3:1 because of low acceptance ratios of the transfer moves. In the present study, we have associated each cation with Q anions and the ionic cluster can be considered as one neutral ''molecule.'' We can justify this association if we consider the structure of the unconstrained RPM system. The dominant species in the RPM system are neutral dimers and tetramers. 13, 26, 27 In multivalent electrolyte systems there is still a strong association to nearly-neutral clusters, so we do not expect the imposed association to have a strong effect on the phase behavior. Recent studies 28 -30 have suggested that asymmetric electrolytes, even at a charge asymmetry as low as 3:1, may exhibit a phenomenon known as overcharging, where the counterion density around the charged particle becomes so large that the particle charge is overcompensated, resulting in a charge inversion. Such a phenomenon may lead to a strong dependence of the critical parameters on R c . Romero-Enrique et al. 25 have studied the effect of ion association on the phase behavior of 1:1 electrolytes in great detail; we obtain results for the effect of R c for the 2:1 and 3:1 electrolytes and present them in Sec. III A of the present paper.
The anions are separated from the associated cation by a distance of Ϯ рr i j рR c . This artificial association of the ions requires a different potential energy than the one given in Eq. ͑1͒ This is because a single ionic configuration does not yield a unique configuration of associated ions. For example, we can see in Fig. 1 that for the given ionic configuration, anions 4 and 5 can be associated with either cation 1 or 2 without violating the constraint that the counterions have to be within a distance of R c from the cation. The configuration space available to the associated ions is increased as there are now multiple ways of associating the unlike ions of a given configuration. The canonical partition function of the associated fluid now has to be multiplied by a prefactor that reflects the different possible permutations of the association. This results in a divergence of the Helmholtz free energy and the entropy in the thermodynamic limit. 25 To overcome this problem, there needs to be a systematic way of associating the ions that leads to a unique configuration of associated ions for any given ionic configuration. One method is to adopt the Stillinger-Lovett definition of ionic pairing 24 following the suggestions of Romero-Enrique et al., 25 and extend its use to allow Q:1 ionic clusters. The original Stillinger-Lovett ͑S-L͒ protocol was used to define ion pairs in a system. The first pair is defined as the two unlike ions separated by the shortest distance. From the remaining unpaired ions, the two unlike ions with the shortest distance are paired next. This step is repeated until the minimum distance between two unlike and unpaired ions is greater than the cutoff distance R c . The remaining ions are then considered to be free ions. At R c ϭϱ, there will be no free ions according to the S-L protocol and the system is unconstrained, making it equivalent to the RPM. In this work we extend the use of the S-L protocol to include charge asymmetry, thus forming neutral clusters of Qϩ1 ions. To illustrate this, we show a sample configuration and the appropriate association order in Fig. 2 . The two unlike ions separated by the shortest distance ͑cation 4 and anion 5͒ are associated first and this process is repeated in order of increasing separation distance between the cations and anions until all ions separated by distances of less than R c have been associated. Once an anion has been associated, or if a cation already has Q anions associated with it, it will not be considered when calculating separation distances for the next association. Following this protocol, we have a unique configuration of associated ions for any given ionic configuration.
Associating the ions in this manner also allows us to use the reservoir GCMC method 23 that we will describe in the next section. The low acceptance ratios encountered previously 15 can be attributed to two main causes. First, an attempt to insert each of the Qϩ1 ions separately, even with a distance bias, often results in an energetically unfavorable configuration. The second obstacle is the steric overlaps that occur at higher densities. Using the reservoir GCMC method allows us to circumvent the first problem of sampling energetically unfavorable configurations. The internal configurations of a neutral ionic cluster will be sampled in the reservoir and thus eliminates the problem of inserting ions with unfavorable intramolecular interactions. However, if the counterions are unconstrained, there will be an infinite number of configurations to sample in the reservoir. By associating the ions and imposing the constraint of R c , we can sample from a finite number of configurations and increase the probability of inserting a molecule that is energetically favorable.
B. Reservoir grand canonical Monte Carlo
The simulations are characterized by a temperature T, chemical potential , and a volume V. Cubic boxes of length L under periodic boundary conditions were used. The unlike ion collision diameter Ϯ defined earlier provides an appropriate length scale to define our reduced parameters. The reduced simulation box length is L*ϭL/ Ϯ , and the reduced temperature becomes
The reduced chemical potential is defined such that at high temperatures and low densities,
→0. ͑4͒
In our previous work, we have used a reduced number density defined as *ϭ(Qϩ1)N Ϯ 3 /L 3 . The reduced critical density defined in this way increases quickly with the charge asymmetry because of the number of counterions needed to keep the system neutral. In this work, we have used instead the volume fraction, defined as ϭ N
rather than the number density. The volume fraction takes into account the size of the individual ions, and is less dependent on the charge asymmetry but more dependent on the size asymmetry at higher Q. We performed grand canonical Monte Carlo simulations with a mixture of 75% particle transfer moves and 25% single ion displacement moves. To handle the long-ranged Coulombic potential, the Ewald summation method was used with conducting boundary conditions, 518 Fourier-space wave vectors, and real-space damping parameter ϭ5. To speed up the simulations, we have also adopted the fine lattice discretization method of Panagiotopoulos. 31 Each lattice site was discretized into smaller sites of spacing a. This leads to a lattice refinement parameter ϭ Ϯ /a. In the limit of →ϱ, the continuum is recovered. Panagiotopoulos 17 has determined that the difference between critical parameters for the RPM at ϭ10 and →ϱ is Ϸ1% for the temperature and Ϸ4% for the density. We have used ϭ10 in our work. What this method allows us to do is to precompute all the Coulombic interactions just once in the beginning of all our simulations, provided that L*, , and the number of the Fourier-space wave vectors do not change. The subsequent determination of the interactions are then reduced to a mere lookup procedure. Since we perform the Ewald summation calculation only once, these lattice simulations can be up to 100 times faster than the corresponding off lattice simulations. 32 GCMC simulations rely on the insertions and removals of molecules into and from the simulation box. Because the phase transitions of the electrolytes occur at such low temperatures, and the ions have a strong tendency to form clusters, the random insertions and removals of ions will lead to an extremely low acceptance rate. To enhance this acceptance, we have adopted the reservoir GCMC method initially proposed by Errington and Panagiotopoulos. 23 This method relies on the creation of a reservoir of ionic clusters, maintained at the same temperature as the simulation box. The ionic clusters consists of a cation of charge Q and Q anions of unit charge, separated by a distance of Ϯ рr i j рR c , as described in the previous section. The reservoir is updated periodically during the course of the simulation to ensure adequate sampling of the possible configurations of the reservoir molecules. The reservoir is created at the beginning of each simulation by starting out with a random configuration. N sm displacement moves were performed on this initial configuration, and the resulting configuration is stored as the first reservoir molecule. N sm displacement moves are subsequently performed on this molecule to create the second reservoir molecule. This process is repeated until N mol reservoir molecules have been created. Then, after every N update steps of the actual simulation, N um displacement moves are performed on each of the N mol reservoir molecules to update them. Typical values used in our simulations are N mol ϭ10000, N sm ϭ10000, N update ϭ2000, N um ϭ5.
During an insertion step of the simulation, a random molecule is first chosen from the reservoir. We then attempt to insert it into the simulation box. A random position is chosen for the cation, and the associated anions are placed accordingly. In addition to checking for overlaps with other existing ions in the simulation box, we also have to ensure that the Stillinger-Lovett conditions are not violated, as outlined in the previous section. In practice, we achieve this by ensuring that the anions associated with the inserted cation would not otherwise be associated with another, existing cation. In other words, we first have to calculate the distances between each inserted anion and all existing cations. If this distance is greater than the distance between the inserted anion and its associated cation, the insertion may be accepted, subject to the normal Metropolis acceptance conditions. However, if it is less than the distance between the inserted anion and its associated cation, then the insertion may only be accepted if it is greater than the distances between the existing cation and all of its associated anions.
Following the check on distances of the inserted anions and existing cations, we calculate the distances between the inserted cation with the existing anions. Again, this distance has to be greater than the distance between the existing anion with its cation. If it isn't, then the insertion may only be accepted if it is greater than the distances between the inserted cation and all of its anions. To illustrate this better, we refer again to Fig. 2 . Assuming that the cluster consisting of ions 1 to 3 already exists and the cluster with ions 4 to 6 is to be inserted, we need to ensure that the distance r 16 is greater than the distances r 45 and r 46 . As this is the case here, this configuration is allowed under the S-L rule. In Fig. 3 , however, the distance r 16 is less than the distance r 46 . In this case, the configuration is allowed only in the instance that r 16 is greater than both r 12 and r 13 ͑case a͒. In case b, the insertion would be rejected because anion 6 would have to be associated with cation 1 instead of cation 4 according to the S-L protocol. Once it has been determined that the insertion is permissible, it is accepted and rejected based on the following acceptance criteria:
͑7͒
The additional term in the acceptance criteria is included to take into account the fact that the anions are only allowed to be a distance between the range of Ϯ and R c from the cation. Within the Boltzmann factor, we need to subtract the intramolecular energy U intra from ⌬U because we have already sampled and taken into account the intramolecular energy of the molecule within the reservoir. We cannot therefore consider it again when we insert or remove the molecule. In a similar fashion, the input chemical potential has to be slightly modified in this case. The difference in chemical potential between inserting a molecule with and without a reservoir is
which yields
This ⌬ can then be calculated for a given R c , T, and Q, either within the simulation run itself, or in a separate simulation. From this, we can calculate the original chemical potential for the unconstrained system. Besides the transfer moves, we also performed single ion displacement moves during the simulations. In a displacement attempt, a single counterion is selected at random, and given a random displacement, subject to a maximum displacement. Here we have to again check for overlaps and that the Stillinger-Lovett protocol is not violated upon displacement. The move is then accepted and rejected based on the normal Metropolis acceptance criteria. Finally, we used histogram reweighting techniques 33, 34 and mixed-field finitesize scaling methods of Wilding and Bruce 35 assuming Ising criticality, to determine the effective critical points.
By using this reservoir GCMC method, we are able to significantly increase the acceptance ratios of the transfer steps and reduce the CPU time needed to perform the simulations. Figure 4 compares the CPU time in minutes per one million accepted steps, at conditions close to the critical point, for the original distance bias GCMC method 15 with the reservoir GCMC method we employed in this work. In the original method, the CPU time scales with the exponential of Q, and by Qϭ3, is already extremely high. This explains why it was impossible to go beyond Qϭ3 in the previous study. With the reservoir method, the CPU time scales with Q 2 , thereby significantly reducing the CPU time at higher Q. This increase in simulation efficiency, coupled with faster computers, allowed us to go beyond the previous limit of Qϭ3 and study systems up to Qϭ10. However, this method still has its limitations. Although it is highly desirable to study systems with even higher charge asymmetry, i.e., Q ϭ50 or even 100, we are still unable to do so as the CPU time would increase by a factor of 25 and 100 respectively. There is also a linear dependence of the CPU time on the parameter R c , and this dependence gets stronger as Q increases. This will add to the difficulties of simulating systems with QϾ10 with our current method and computing power.
III. RESULTS AND DISCUSSION
A. Effect of R c on the phase behavior
The effect of the parameter R c on the phase behavior of the 1:1 system was studied in detail by Romero-Enrique et al. for the case of an electrolyte with a size asymmetry parameter ␦ϭ0.5 in different system box sizes. 25 The smallest value of R c they considered was at R c ϭ1.02, which also corresponds to the tightly tethered dimer system studied previously. 13 Both these results agree to show that the critical temperature for the tethered dimer is lower than it would be for the free ions while the critical volume fraction is higher. Romero-Enrique et al. showed that as R c is increased, the critical temperature initially increases while the critical volume fraction remains relatively unchanged. The critical temperature then shows a maximum around R c Ϸ3Ϫ4 and de- FIG. 3 . If the distance between two unlike ions of different clusters is less than the distance between the anion and its associated cation, then the insertion will only succeed if it is greater than the distances of the cation with ALL of its associated anions. creases upon a further increase of R c , converging towards the critical temperature for the free ion case. The critical volume fraction also decreases and converges to the value for the free ions.
We have extended this study and investigated the effect of R c on the phase behavior of 2:1 and 3:1 electrolytes at different size asymmetries. All our critical parameters are obtained for L*ϭ12. Since we are studying the effects of size and charge asymmetry on the critical parameters, finite size effects are of secondary importance. Furthermore, the dependence of the critical parameters on system size has been found to be weak for the RPM when conducting boundary conditions were used. 13 We compared the critical parameters with those obtained by Panagiotopoulos and Fisher for the unconstrained free ion case. 15 In all cases, we observed a similar trend, as already obtained for the 1:1 case. Starting from R c ϭ1.5, the smallest value of R c that we considered, the critical temperature for the 2:1 electrolyte ͑Fig. 5͒ at ␦ ϭ0.9 and Ϫ0.5 are about 7%-8% lower than that for the free ion case. At ␦ϭ0 and 0.5, the critical temperature is lower by less than 1%. Upon an increase of R c to 3.0, the critical temperature increases and is about 3%-4% higher than the free ion case, but decreases when R c is further increased to 5.0. We also performed simulations at R c ϭ10.4. Since our simulations were performed in a box of L*ϭ12 with periodic boundary conditions, this value corresponds to an R c ϭ)L*/2, and is equivalent to the free ion case. At this R c , the critical temperature converged to the value reported for the unconstrained system. 15 The critical volume fraction ͑Fig. 6͒ started considerably higher at R c ϭ1.5, ranging from 15% for ␦ϭϪ0.5 to 38% for ␦ϭ0.5. However, c decreased rapidly as R c is increased to 3.0. By R c ϭ5.0, c has further decreased to within 6% of the free ion critical volume fraction. At R c ϭ10.4, however, we see a slight increase in the volume fraction. This may, however, be due to sampling problems as it gets increasingly difficult to sample as R c increases. The critical parameters for the 3:1 electrolytes ͑Figs. 7 and 8͒ also exhibit a similar trend, although the the critical temperature at ␦ϭ0. were already slightly higher at R c ϭ1.5 than the free ion case. We did not perform the simulations at R c ϭ10.4 but by R c ϭ5, the critical temperatures were about 2% higher than the free ion case. The critical volume fractions also started out much higher at R c ϭ1.5 and decreased rapidly as R c was increased. The statistical uncertainty, however, is much larger in this case so the comparison of c is less precise. Numerical values of the critical parameters are given in Tables I and II .
B. Dependence of critical points on charge and size asymmetry
Our previous study 15 showed that the critical temperature exhibits a maximum as a function of size asymmetry. Also, as the size of the counterions increases beyond the size at which this maximum occurs, the critical temperature drops very rapidly, suggesting that phase transitions may not exist in systems with large enough counterions. It was also suggested that from an extrapolation of the 3:1 results, it is likely that at ␦ϭϪ0.67, T c * vanishes and no phase transition will occur. On the other hand, at the limit of a finite size cation surrounded by point anions, the critical temperature seems to converge to a well defined value, estimated to be approximately T c *Ϸ0.037. The results for T c * from our previous study 15 are included in Fig. 9 . The critical density defined in that study also exhibits a maximum with respect to the size asymmetry. Translating the density to a volume fraction as defined in Eq. ͑5͒, we see an interesting nonmonotonic trend for the 1:1 case ͑Fig. 10͒. As the size asymmetry is increased, the volume fraction is seen to increase before it begins to rapidly fall off at around ␦ϭ0.62. In fact, extrapolation of the 1:1 results from Refs. 13, 14 suggests that the critical density, or the critical volume fraction, approaches zero at the limit of point counterions (␦ϭ1).
Using the methods developed and described in Sec. II B, we were able to extend the study and obtain results for a 5:1 electrolyte using an R c of 1.5 and 5.0, and a 10:1 electrolyte at an R c of 1.5 and 3.0. Although there is an effect of R c on the critical parameters, we have shown in the previous section that it is weak, and does not change the qualitative trend of the critical parameters. The results we obtained are given in Tables III and IV . The dependence of the critical temperature and volume fraction on the size and charge asymmetry is shown graphically in Figs. 9 and 10 , respectively, along with results from Refs. 13-15. In general, the critical parameters for the 5:1 and 10:1 electrolytes are consistent with previously suggested trends. 15 Camp and Patey had obtained a rough estimate of the critical temperature for a size symmetric 4:1 electrolyte to be T c *ϭ0.035 (7) . 26 This estimate falls nicely between our results. Our data seems to fit rather well to a 4th order polynomial, and we have used such a fit to perform our extrapolations. The critical temperature for the 5:1 electrolyte exhibits a maximum at ␦Ϸ0.61 while for the 10:1, the maximum occurs at ␦Ϸ0.8. It is interesting to note that the critical temperature maxima seem to follow the critical temperature curve for the 1:1 electrolyte for ␦Ͼ0. This suggests that at a high enough charge asymmetry, T c * will no longer exhibit a maximum and decrease monotonically. We also extrapolated T c * to smaller values of ␦ ͑larger counterions͒ to estimate where phase transitions may vanish. T c * seems to approach zero at approximately ␦ϭϪ0.19 for the 5:1 electrolyte, and at approximately ␦ϭϩ0.21 for the 10:1 case. Figure 11 shows the strong dependence of ␦͑0͒ on the charge asymmetry Q.
In the limit of ␦ϭ1, a system of finite size cations surrounded by point counterions, a phase transition seems to prevail with a well-defined critical temperature. We have extrapolated our results and estimated T c * at ␦ϭ1 and find that T c *(1) increases slightly from 1рQр3, but decreases slowly with QϾ3. This is depicted graphically in Fig. 12 . It is difficult to extrapolate and estimate T c *(1) to larger Q, as we do not have enough data to predict the rate at which it decreases. Reščič and Linse 21 estimated the critical parameters for a system of 10:1 electrolytes with point counterions to be T c *ϭ0.038, c ϭ0.15. These estimates, while about 6 but are in qualitative agreement with more recent theoretical developments. [7] [8] [9] Kalyuzhni et al. 7 used the associative MSA which explicitly takes into account the effect of ion association due to the charge and size asymmetries. Although the predicted value of the critical temperature was much too high, they did observe a decrease of the critical temperature with increasing charge and size asymmetry, in agreement with our observed trends. Zuckerman et al. 8 investigated the effects of size asymmetry by extending the DH theory to account for the charge-unbalanced ''border zones'' that surround each ion, in which only ions of only one species may penetrate because of the size asymmetry. By properly accounting for these border zones, the critical parameters are shown to decrease with increasing charge asymmetry, again in qualitative agreement with simulation results. Artyomov et al. 9 showed that the DH theory, after taking into account ion clustering and cluster-ion interactions, can qualitatively predict the critical parameters of charge asymmetric electrolytes on a lattice reasonably well.
Since we have used a lattice discretization parameter of ϭ10 for most of our simulations, the largest size asymmetry that we could perform was at ␦ϭ0.9. We have also performed some simulations with ϭ20 and obtained the critical parameters for the 3:1, 5:1, and 10:1 electrolytes at ␦ ϭ0.95. We have also determined the critical parameters for the 3:1 electrolyte at ␦ϭ0.9, and the 5:1 electrolyte at ␦ ϭ0.5 and compared them to the results we obtained at ϭ10. As expected, increasing had a very small effect on the results. The critical temperature for the 5:1 electrolyte at ϭ20 was less than 1% lower than that at ϭ10, while the critical volume fraction and the critical parameters of the 3:1 electrolytes were identical, within statistical uncertainties, at the two values of the discretization parameter. This affirms that ϭ10 produces a sufficiently fine lattice.
To get an insight into the structure of these electrolyte solutions, we have looked at the radial distribution functions of the 5:1 and 10:1 electrolytes, given in Figs. 14 and 15 for ␦ϭ0.9 at T*Ϸ1.05T c * and Ϸ0.25 c . We find to no surprise that g ϩϪ (r*) exhibits an extremely sharp peak at r* у1, with a much smaller second peak at around r*Ϸ2.8, indicating the strong attraction between unlike ions. The anion-anion distribution function shows a large, broad peak centered around r*Ϸ1. 4 . What is interesting however, is that the cation-cation distribution function g ϩϩ also exhibits a large sharp peak at around r*Ϸ2, indicating an effective attraction between the large positively charged macroions which may initially seem counterintuitive. However, this is clearly due to the strong association of the counterions to the cation, creating an effective attraction between the cations, 36 as can be seen in the snapshot of a typical configuration of the 10:1 electrolyte in Fig. 16 .
We have also looked at the distribution function of the reservoir molecules that we generate for our simulations and compare them to the distribution function, as predicted by solving for the mean field ionic density. We know that the ionic density ϰexp"Ϫ␤U(r)…, where U(r) is the potential of mean force. From the Debye-Hückel theory, we can set the potential of mean force to be a function of the ionic density . We can now solve these two equations for self consistency and predict the ionic density and consequently the radial distribution function. Figure 17 shows the observed and predicted g(r) for the 10:1 reservoir molecule with ␦ϭ0.9 at a temperature T*ϭ0.035Ϸ1.05T c * . The results are practically indistinguishable.
IV. CONLUSIONS
In conclusion, we have adapted the Stillinger-Lovett ion pairing procedure 24 to allow for the association of multivalent cations with their counterions and combined it with the reservoir grand canonical Monte Carlo method of Errington and Panagiotopoulos.
23 By doing so we were able to significantly increase the acceptance rates of our simulations which resulted in the CPU time to be proportional to Q 2 rather than exp(Q). This allows us to extend our study of the critical behavior of asymmetric electrolytes beyond a charge asymmetry of 3:1, which was not possible using only the distance bias method, 15 and to try to corroborate the predictions of Linse et al. 21, 22 We first determined the effect of ion association and R c , the maximum allowable separation distance between a cation and its associated counterions, on the critical parameters. We have shown that although R c does have an effect on the location of the critical parameters, it is relatively weak and does not change the qualitative behavior of the critical parameters in relation to the size or charge asymmetry. From the results of Romero-Enrique et al. 25 and our own results, the critical temperatures for electrolytes with Qр3 exhibit a maximum at R c Ϸ3 and then decrease toward the free ion critical temperature when R c is further increased. The critical volume fractions decrease as R c is increased although there are some uncertainties at large R c .
We have used this method to find the critical parameters for the 5:1 and 10:1 electrolytes as a function of the size asymmetry. The critical temperature shows a maximum with respect to ␦, but the maximum decreases and shifts towards higher ␦ as the charge asymmetry increases. This suggests that at a sufficiently high charge asymmetry, the critical temperature will decrease monotonically. As we increase the size of the counterions beyond the size at which the maximum T c * occurs, T c * drops very rapidly, suggesting that phase transitions may not exist in systems with large enough counterions. The value of the size asymmetry parameter at which T c *→0 increases quickly as Q increases. This suggests that at a high enough charge asymmetry, phase transitions may only occur in systems of point counterions. At the limit of finite size cations with point counterions, T c * seems to approach a well defined value which decreases slowly with increasing Q for QϾ3. The critical volume fraction exhibits a minimum as a function of the size asymmetry, and increases slightly with increasing charge asymmetry for Q Ͼ1. Our results are broadly consistent with those of Linse 21, 22 and are in qualitatively agreement with the most recent theoretical predictions. [7] [8] [9] Finally, because our method results in a scaling of the CPU time with Q 2 , we are still unable to go beyond a charge asymmetry of 10:1. However, it would be of great interest to study systems with even higher charge asymmetry to fully understand the phase behavior of these highly asymmetric ionic fluids.
