This article is a sequel to A structure theorem for finite fields. We generalize the notion of structure theorem and present many new ones. For example, one new structure theorem is based on orbits corresponding to an order-3 subgroup of PGL 2 (Z), and manifests a natural tripartite symbol on F q with values in Z/3Z, for any prime power.
Introduction
The main result of [3] is a certain structure theorem for finite fields, and its application to study of Dickson and Chebyshev polynomials and some theorems in elementary number theory. This structure theorem may be described as follows. Let q be an odd prime power. Then every element τ ∈ F q can be written as . Here a q denotes the Legendre symbol, 1 if a is a nonzero square in F q , −1 if a is a nonsquare, and 0 if a = 0.
The proof of the theorem makes use of so-called orbits, which are defined as sets O v = { v, −v, 1/v, −1/v } where v ∈ F × q . Though not stated in the article [3] , the definition of orbit is related to groups acting on sets. In the above theorem, the Klein group acts on F q ∪ {∞}. (The Klein group is generated by the transformations v → 1/v and v → −v.) The goal of this article is to generalize the notion of structure theorem to any finite subgroup of projective transformations 1 and to investigate particular examples. One example concerns a transformation group of order 3, generated by the map v → 1−1/v. We also consider several "standard" subgroups of PGL 2 (F q ), including parabolic subgroups, cyclic subgroups of order dividing q ± 1, PSL 2 (F q ), and PGL 2 (F q ). Each example is independently interesting.
A crucial ingredient of the structure theorem in [3] is the function Q(x) = (x + 1/x) 2 /4, which is invariant under the Klein group: Q(−x) = Q(1/x) = Q(x). This function has the property that Q(v) = Q(v ′ ) ⇐⇒ v ′ ∈ O v . Also, Q is normalized to make Q(∞) = ∞. We call Q a quotient map. It turns out that quotient maps generalize to any finite group G ⊂ PGL 2 (K), where K is any field. We say Q G ∈ K(x) is a quotient map for G over K if
where f, g are relatively prime polynomials, then deg(f ) = |G| > deg(g).
We prove quotient maps exist, and they satisfy:
G (w) is a G-orbit in K. Q G may be viewed as a generator of the function field for the quotient variety over K, P 1 /G. Existence of quotient maps in a much more general setting (for arbitrary algebraic varieties) is well known to algebraic geometers; see Mumford [10] . However we will prove their existence for the case we need (genus 0) from elementary principles, and in addition show how to efficiently compute them. The definition, proof of existence, properties, and computational aspects of quotient maps are found in Section 3.
A simple example is G = { } and Q G (x) = x 2 . Here we should assume 1 = −1, i.e., the characteristic is not 2. Each of the above properties is easily verified for Q G .
We say w ∈ K is regular (with respect to Q G ) if the cardinality of the orbit Q −1 G (τ ) equals the cardinality of G; otherwise w is irregular. Now suppose K = F q . If τ ∈ F q , the Frobenius automorphism permutes Q −1 G (τ ), so for each v ∈ Q −1 G (τ ) there is γ ∈ G such that v q = γ(v). If G is abelian and τ ∈ F q is regular, then γ is uniquely determined by τ , and we can view γ as an "invariant" associated to τ . In that case, we write γ = inv(τ ). If τ is regular and G is nonabelian, then an invariant can be defined as the conjugacy class C γ = { αγα −1 : α ∈ G }. This will be explained in Section 4. Often, inv(τ ) has an alternate description in terms of properties of τ . These invariants and their alternate descriptions form the basis for our structure theorems. We give a few examples.
Our first example is related to the theory of Kummer extensions. For an exposition on Kummer extensions, see [ : ζ n = 1 ⊂ PGL 2 (F q ). The orbits are O v = { ζv : ζ ∈ µ n }, Q G (v) = v n is a quotient map, and the only short orbits are {0} and {∞}. We have τ = v n ∈ F q ⇐⇒ v q = ζv for some ζ ∈ µ n , and for τ = 0 we have inv(τ ) = ζ 0 0 1 . The field extension F q (v) = F q (τ 1/n ) is a Kummer extension. The Galois group sends v to v q = inv(τ )v = ζv. To express inv(τ ) directly in terms of τ , note that ζ = v q−1 = τ (q−1)/n . In the special case where n = 2 (and consequently q is odd), ζ = τ . Life is not always that boring, however. We will prove the following result in Section 8. Let q = p n , let W ⊂ F q be a d-dimensional F p -vector subspace of F q , and G = 1 0 w 1 : w ∈ W . As is well known, the quotient map is Q W (x) = w∈W (x − w), which is an additive polynomial, i.e., Q W (x + y) = Q W (x) + Q W (y). Let Y = Q W (F q ). Then Y is an (n − d)-dimensional F p -vector subspace of F q , and for τ ∈ F q we will prove that inv Q W (τ ) = 1 0
.
In particular, Q Y (τ ) ∈ W , which is not otherwise obvious. We also prove in Section 8 a duality theorem: there is a short exact sequence 0 → W ∈ GL 2 (K), let ι(g) = e 1 /e 2 + e 2 /e 1 ,
where e 1 , e 2 are the roots of the characteristic equation of g. Then ι(cg) = ι(g) for c ∈ K × , so ι is well-defined on PGL 2 (K). Also, ι(hgh −1 ) = ι(g) for h ∈ GL 2 (K), so ι is constant on conjugacy classes, i.e., ι(γ) = ι(αγα −1 ) for all α ∈ PGL 2 (K). Using that e 1 + e 2 = a + d and e 1 e 2 = ad − bc, we have ι(g) = e 1 /e 2 + e 2 /e 1 = e 
Now let K = F q and G = PGL 2 (F q ). We will show in Section 3.3 that a quotient map is Q G (x) = (x q 3 − x)/(x q − x) q 2 −q+1 − 1. We prove in Section 9 that τ ∈ F q is regular with respect to Q G iff τ = −2. Let K denote the set of conjugacy classes C γ = { αγα −1 : α ∈ G } such that order(γ) ≥ 3. We prove that ι gives a bijection from K onto F q \ {−2}. Further, if τ ∈ F q \ {−2} then inv(τ ) = C γ , where ι(γ) = τ . That is, Q(v) = τ if and only if v q = γ(v) where order(γ) ≥ 3 and ι(γ) = τ .
This article is intended as a sequel to [3] , as it will read more smoothly if the reader is already familiar with the example O v = { ±v, ±1/v }. The generalized structure theorem methodology is laid out in Sections 2, 3, and 4. Section 2 discusses orbits, Section 3 discusses quotient maps, and Section 4 gives the definition of inv(τ ) and describes the general structure theorem corresponding to a group G. However, the theorem obtains more flavor when applied to specific subgroups. Section 5 examines the well-known decomposition: F q = { a + 1/a : a q−1 = 1 or a q+1 = 1 } and interprets it as a structure theorem for the group . Section 6 considers the order-3 group generated by x → 1 − 1/x. Later sections explore other subgroups of PGL 2 (F q ), including a dihedral group of order 6, groups whose order divides q, cyclic groups of order dividing q − 1 or q + 1, parabolic subgroups, PGL 2 (F q ), and PSL 2 (F q ). Some applications are also given. Though the article focuses mainly on finite fields, many of our results and examples apply to arbitrary fields; see Section 12.
Orbits
Let K be any field and K its algebraic closure. The projective linear group PGL 2 (K) is defined as the group of invertible 2 × 2 matrices with entries in K, modulo the scalar matrices, (v) = ∞. The reader can verify that if γ, δ ∈ PGL 2 (K) then γ (δ(v)) = (γδ)v. PGL 2 (K) acts triply transitively on K ∪ {∞}, i.e., for any distinct a, b, c ∈ K ∪ {∞} there is γ ∈ PGL 2 (K) taking ∞ to a, 0 to b, and 1 to c. In fact, γ is uniquely determined and it equals
Thus, PGL 2 (K) is in one-to-one correspondence with the set of ordered triples (a, b, c) of distinct elements in K ∪ {∞}, and in particular
Let G be a finite subgroup of PGL 2 (K), and let |G| denote its cardinality. If v ∈ L ∪ {∞}, then the G-orbit containing v, or simply orbit if G is clear from context, is defined as
The relation v ∼ w ⇐⇒ w ∈ O v is an equivalence relation (reflexive, symmetric, and transitive). Thus, orbits partition L ∪ {∞} into disjoint sets. We will say an orbit is short if it has fewer than |G| elements; otherwise we say the orbit is full-sized.
, such that γ(v) = v. Every short orbit is contained in a quadratic extension of K. The union of short orbits has at most 2(|G| − 1) elements.
Proof. Let S denote the union of short orbits in L. Now
and in that case, γ
and assume γ = 1. We claim that |F γ | ≤ 2 and F γ is contained in a quadratic extension of K. First, if ∞ ∈ F γ then c = 0, and if we scale γ so that d = 1 then γ(x) = ax + b. Any finite fixed point satisfies ax + b = x. If a = 1 there is no solution, and if a = 1 there is a unique solution:
So the lemma is true in this case. Next, assume ∞ ∈ F γ . Then c = 0, and on rescaling we may assume c = 1.
Since this equation is quadratic, there are at most two roots in K and they belong to K or a quadratic extension of K. This proves the claim. The lemma now follows. 
this is a subgroup of G so its order divides |G|. Let R be a complete set of representatives for G/H. Writing γ = rh with r ∈ R and h ∈ H, we have γ(v) = rh(v) = r(v), so every element of O can be written as r(v) with r ∈ R. Further, if r(v) = r ′ (v) then r −1 r ′ ∈ H, so r = r ′ . Thus, |O| = |R| = |G|/|H|. We have
The innermost product equals w∈O (x − w), and the product is taken |H| = mult(O) times.
. By induction one can show that v q i = γ i (v) for all i ≥ 1. Thus, the G-orbit of v is the set of F q -conjugates of v, where G is the cyclic group of order t generated by γ. Denoting this orbit by O, we have deg q (v) = |O| = t/mult(O). This shows that deg q (v) divides t, and deg q (v) = t iff O has full size, i.e., iff γ i (v) for 0 ≤ i < t are distinct.
Let G ⊂ PGL 2 (F q ) be a group that contains γ and let
(ii) |L γ,q | = q + δ with δ ∈ {0, 1, −1}, and t divides q + δ.
We will show that the G-orbit O v has full size if and only if v ∈ L γ,q . Since all short orbits are contained in
. A γ,q is the set of solutions in F q to f (x) = x q (cx+d)−ax−b = 0. We claim the roots are distinct. For if r is a repeated root, then r satisfies f ′ (x) = x q c−a, which gives either c = a = 0 (contradicting that ad − bc = 0) or r = a/c. But r = a/c implies f (r) = (a/c)(a + d) − a 2 /c − b = (ad − bc)/c = 0, contradicting that r is a root of f . This establishes that f has no repeated roots, so it has deg(f ) distinct roots in
, so it is a fixed point of γ 2 . There are at most two fixed points, so |X| ≤ 2. Further, if c = 0 then γ 2 fixes ∞, so it can fix at most one other point, and it follows that |X| ≤ 1 when c = 0.
Since A γ,q is the disjoint union of L γ,q and X, |L γ,q | = |A γ,q | − |X|. If c = 0 then |A γ,q | = q and |X| ∈ {0, 1}, and if c = 0 then |A γ,q | = q + 1 and |X| ∈ {0, 1, 2}. In either case, |L γ,q | ∈ {q − 1, q, q + 1}, i.e., |L γ,q | = q + δ where δ ∈ {−1, 0, 1}.
To see that t divides |L γ,q |, observe that γ permutes L γ,q and has no fixed points. The permutation breaks into cycles, each of order t, so the cardinality of L γ,q must be a multiple of t. Note that δ ≡ −q (mod t), so δ is determined from t.
(iii) Let L be as in (3) . If v ∈ L and β ∈ G then we claim β(v) ∈ L. Indeed,
Then L splits into G-orbits. All have full length by (1), so |G| divides |L|, and the number of G-orbits is |L|/|G|. Finally, L is a disjoint union of the sets L β,q with β ∈ C γ , because if v q = γ(v) and
Note that order(αγα −1 ) = order(γ) = t for each αγα −1 ∈ C γ , so each set L β,q has the same cardinality, q + δ, where δ ∈ {−1, 0, 1} and δ ≡ −q (mod t). We conclude that |L| = (q + δ)|C γ | and the number of G-orbits is r = (q + δ)|C γ |/|G|.
Quotient maps
Though this article is mainly about subgroups of PGL 2 (F q ), in this section we let G be a finite subgroup of PGL 2 (K) where K is any field, and let L be any field containing K. In this section we give the definition, proof of existence, properties, examples, and computational aspects of quotient maps.
3.1. Existence of quotient maps. The existence of a quotient map essentially follows from Galois theory of the field K(x), together with some facts about subfields of K(x). We find required facts about Galois theory in [2] , and required facts about subfields of K(x) in [12] .
Let K(x) be a pure transcendental extension of K in one variable. Every nonzero f ∈ K(x) can be written uniquely as p 1 (x)/p 2 (x), where p 1 and p 2 are relatively prime polynomials and p 1 is monic.
Proof. This is well known, but we give a proof for completeness. Aut(K(x)/K) is defined as the group of isomorphisms from K(x) to K(x) that fix all elements of K. is in PGL(2, K). Evidently A(x) = A γ −1 (x), and since an automorphism of K(x) is determined by the image of x, it follows that A = A γ −1 . This proves surjectivity.
Let Σ be the field defined by
and its Galois group is isomorphic to
Proof. Let x, y be independent transcendentals and consider 
Theorem 3.4 Let K be any field and let G be a finite subgroup of PGL 2 (K). There is a rational function Q ∈ K(x) such that
Further, if Q is another function with these properties, then Q(x) = aQ(x) + b for some a ∈ K × and b ∈ K.
Proof. Let Q 0 = f 0 /g 0 be a function as in Theorem 3.3, so deg(Q 0 ) = |G| and Q 0 • γ = Q 0 for all γ ∈ G. Then α • Q 0 satisfies these conditions also, for any α ∈ PGL 2 (K). We claim that α can be chosen so that α 
The next theorem (especially (i)) illustrates that quotient maps have very strong arithmetic properties.
Theorem 3.7 Let Q = f /g ∈ K(x) be a quotient map for G, where G ⊂ PGL 2 (K), so f, g are relatively prime polynomials and deg(g) < deg(f ) = |G|. Without loss of generality, assume f is monic. Let L/K be an extension field and let x, y be independent transcendentals over L. Then
Proof. (i) The left and right sides are both monic polynomials of degree |G| in Σ[y] which are satisfied by x, where Σ is defined in (5) . Since [K(x) : Σ] = |G| by Theorem 3.3, they are both minimal polynomials for x over Σ. Then each divides the other, so they are equal.
(ii) The hypothesis Q(v 2 ) = ∞ implies that g(v 2 ) = 0. Set x = v 1 and y = v 2 in the identity of part (i) to obtain an identity
The left side vanishes iff Q(v 1 ) = Q(v 2 ), and the right side vanishes iff 
In particular, Q 0 satisfies Theorem 3.3 with respect to the group G ′ and the field K(z). We have
The denominator of Q 0 has degree |G|, and it is divisible by x − 1 since deg(g) < |G|.
In fact the exact power of x − 1 that divides the denominator is |G| − deg(g). Now add a constant to Q 0 so as to make the numerator have degree < |G|, and then take the reciprocal to arrive at a new function
there can be no cancellation between f and g. In particular, since f is divisible by x − 1, this means g is not divisible by x − 1. It follows that Q(1) = 0. By part (i), which we have already proved,
where a f ∈ K is the leading coefficient of f . Setting x = 1, we obtain
The left side is divisible by the exact power (y − 1) |G|−deg(g) , so the right side is also. In fact, α
Since |H| = m, the exact power of y − 1 that divides the right side is m. So we have shown that |G| − deg(g) = m. Dividing through both sides by (y − 1) m gives
Replace y by α −1 (y) = y/(y − z) to obtain
Let R be a complete set of coset representatives for G/H, excluding the identity coset, so G \ H is the disjoint union of rH for r ∈ R. Writing γ = rh with r ∈ R, h ∈ H we have γ(∞) = rh(∞) = r(∞), so O ∞ \ {∞} = { r(∞) : r ∈ R }. Thus, the product on the right side of (7) contains y/(y − z) − α −1 (v) to the m power, where m = |H| and where
, it follows that the right side can be written
where κ ∈ K is the constant:
Upon multiplying the left and right sides of (7) by (y − z)
, we obtain that
Since g(y) ∈ K(y), the constant a f κ/z deg(g) must be in K × .
Computation of quotient maps.
From the perspective of Galois theory, quotient maps arise from invariant theory. We show in this section that they may also be computed by considering their zeros and poles, based on the properties of Q given in Theorem 3.7.
As usual, let G be a finite subgroup of PGL 2 (K). Let Q = f /g ∈ K(x) be a quotient function for G. Theorem 3.7(3) gives a formula for g (up to a constant multiple):
To compute the numerator, select any v ∈ K \ O ∞ (preferably rational), let O v be its orbit, and let m = |G|/|O v | be its multiplicity. Theorem 3.7(iii) tells us that if
Thus, we have a formula for Q(x), up to an unknown constant summand w. There is flexibility in choosing w, as Q + b is also a quotient map for any b ∈ K. So the goal is to find w such that F v /g(x) + w is rational, or equivalently, F v (x) + wg(x) is rational. Often w = 0 works, e.g., F v is rational if v is rational. However, it may not be possible to select v ∈ K, as sometimes K ⊂ O ∞ . We summarize this discussion in the following theorem.
Then there is w ∈ K such that f (x)/g(x) + w is a quotient map for G.
The denominator of Q is therefore x(x−1). To compute the numerator, we select v ∈ K \ {0, 1} and compute its orbit. If the characteristic is not 2, we may select v = −1 and the orbit is O −1 = {−1, 1/2, 2}. The numerator of the quotient map may be taken as (x + 1)(x − 1/2)(x − 2) = x 3 − (3/2)x 2 − (3/2)x + 1. The formula for Q will be prettier if we add 3/2, so we take
It turns out that this formula works for characteristic 2 as well. To see this, suppose that K has characteristic 2 and let ω be a primitive cube root of 1 in K. Then β(ω) = 1 − 1/ω = ω, so the orbit is {ω} and this has multiplicity 3. A quotient map is
This equals (x 3 − 3x + 1)/(x(x − 1)) since −3 = 1 in characteristic 2. Thus, the formula Q(x) = (x 3 − 3x + 1)/(x(x − 1)) works for all fields.
Every element γ(v) has the same degree as v, so the orbit is contained in F q 3 − F q . Further, O v has full size, because all short orbits are contained in F q 2 by Lemma 2.1.
\ F q and we may take the numerator to be
. After working out formulas for inv(τ ), we decided to alter the definition to Q(x) = (
) − 1 because that made the statement of our structure theorem for PGL 2 (F q ) more aesthetic.
If instead we had selected v ∈ F q 2 \ F q , the orbit would be F q 2 \ F q , with multiplicity
. It turns out that Q and Q ′ differ by a constant. In fact, since (
and so
The above method to compute f and g by creating orbits finds quotient maps for most of the groups we considered. However, it did not work well when attempting to find a quotient map for a cyclic group of PGL 2 (F q ) of order ℓ when ℓ|q + 1, as it is difficult to find an expression for v ′ ∈Ov (x − v ′ ). Instead, we took advantage that such G is conjugate over a quadratic extension to a diagonal subgroup, and for this group it is easy to find Q. By composing Q with the element of PGL 2 (F q 2 ) that establishes the conjugacy, one obtains an invariant function Q 0 , but it is not rational and the denominator has degree |G|. By applying an appropriate linear fractional transformation to Q 0 , one can regain the property that the degree of the denominator is smaller than the degree of the numerator. Then, one can find an affine map over F q 2 to regain rationality. This computation is done in Proposition 11.3.
The following lemma describes how quotient maps for G 1 and G 2 are related when G 1 and G 2 are conjugate subgroups of PGL 2 (K), where K is any field.
. By subtracting a constant k, we can make deg(a) < deg(b) = |G|, and such k is unique. On taking the reciprocal, we obtain deg(a) = |G| > deg(b), and the invariance property Q 2 • δ = Q 2 for all δ ∈ G still holds. Thus, this function is a quotient map for G 2 .
General structure theorems
Let G be a finite subgroup of PGL 2 (K). In the previous section we defined a quotient map for G to be a G-invariant function Q(x) = f (x)/g(x) such that deg(f ) = |G| > deg(g), and we proved existence and some properties. The main properties we need, proved in Theorem 3.7(ii), are below.
If Q ∈ K(x) is a quotient map for G and L/K is an extension of fields, then
if and only if v and w lie in the same G-orbit.
Q induces a bijection between orbits in
where v is any element of O, and τ ∈ L corresponds to the set Q −1 (τ ), which is an orbit in L \ O ∞ .
Example 4.1 In the "prototypical example" of [3] we have:
We assume q is odd because otherwise 1 = −1 and G would have order 2 instead of 4. Note that G is abelian.
• O ∞ = {∞, 0} and
• The short orbits are O ∞ = {∞, 0}, O 1 = {1, −1}, and O i = {i, −i}, where
• Q(x) = (x + 1/x) 2 /4.
•
This is the orbit corresponding to τ . To see directly that this is an orbit ( i.e., of the form { ±v, ±1/v }), note that (
Then V G,q decomposes into exactly q G-orbits, and Q induces a bijection between these orbits and F q .
(
, then γ is uniquely determined from τ and q, and we write γ = inv Q (τ, q), or just inv(τ ) if Q and q are clear from the context.
then C is uniquely determined from τ and q, and we write C = inv Q (τ, q), or just inv(τ ) if Q and q are clear from the context.
This shows
Since each preimage set Q −1 (τ ) is an orbit by Theorem 3.4, and F q has q elements, we see that V G,q partitions into exactly q orbits.
. If in addition the orbit of v has full size, then the elements γ(v) for γ ∈ G are distinct, so that γ is uniquely determined from v and q.
(iii) and (iv). Suppose τ ∈ F q and v ∈ Q −1 (τ ). By part (i), which we have already proved, there is γ ∈ G such that v q = γ(v). Let C = { δγδ −1 : δ ∈ G }, the conjugacy class of γ. We claim that O v ⊂ ∪ β∈C V β,q . To see this, let w = δ(v) ∈ O v , where δ ∈ G. Since the entries of δ are in F q ,
therefore w ∈ V β,q where β = δγδ −1 ∈ C. This proves the claim. If O v has full size, then there is a unique γ ∈ G such that v q = γ(v), so C is uniquely determined from τ and q.
Theorem 4.3 relates to the "prototypical example" of [3] as follows.
• Under the bijection of Theorem 3.7(3), the short orbits O 1 and O i correspond to Q(1) = 1 and Q(i) = 0, so 1 and 0 are irregular. For τ ∈ F q \ {0, 1}, τ is regular and so inv(τ ) is defined.
• V (
We further showed in [3] that if τ ∈ F q \ {0, 1} and Q(v) = τ then v q−AB = A, where
In other words, the four possible values for inv(τ ) ∈ G correspond one-to-one to the four pairs (A, B) that are determined from Legendre symbols. For every subgroup of PGL 2 (F q ) that we have investigated, inv(τ ) can be described directly in terms of τ , e.g. involving Legendre symbols or other numerical invariants, without reference to v. In such a situation, the structure theorem expresses elements τ ∈ F q as Q(v), where v satisfies an equation v q = γ(v). When τ is regular, the conjugacy class of γ in G can be determined from properties of τ , such as Legendre symbols or other numerical invariants. As a matter of notation, we often use a symbol when τ ∈ F q \ {0, 1} and our theorem is that
Recall that there was some choice in the definition of Q, as we could change it to aQ + b for constants a, b. Since τ = Q(v) ⇐⇒ aτ + b = (aQ + b)(v), we see that τ is regular with respect to Q iff aτ + b is regular with respect to aQ + b, and in that case
We select a, b to make the structure theorems aesthetic, i.e., so that the invariants, when expressed in terms of τ , have simple and natural expressions.
In this article, we give many examples of structure theorems, beginning with the simplest case. Section 5 contains known examples, and the remaining sections contain new ones. The definition of inv(τ ) can be extended to arbitrary fields; see Section 12. However, this paper primarily concerns PGL 2 (F q ).
A known example
Let q be a prime power. Anyone who has studied Dickson polynomials is probably familiar with the lemma that v → v + 1/v gives a surjective map from µ q−1 ∪ µ q+1 onto F q , where µ k ⊂ F q denotes the k-th roots of unity. This lemma appears in a 1961 article by Brewer [6] , and was probably known earlier. This section examines that lemma from the structure theorem perspective.
Let G = 
), then inv(τ ) = γ is well-defined. To find an alternate description for inv(τ ), solve for v in terms of τ :
(In this calculation, we have assumed that q is odd, and we return to the even case later.) Fixing a choice for √ τ 2 − 4c , and then applying the Frobenius, we have 
In summary:
Proposition 5.1 (Brewer [6] for q odd; Dillon and Dobbertin [8] for q even). Let q be a prime power and Q(x) = x + c/x, where c ∈ F × q . Every τ ∈ F q may be written as τ = Q(v), where v q = v or v q = c/v, and conversely, if v satisfies one of those equations, then Q(v) ∈ F q . If τ 2 = 4c then both equations hold, and if τ 2 = 4c, then
Brewer proved Proposition 5.1(1) and used it to compute the order of a curve y 2 = D n (x) over a prime field F p , where D n (x) is a Dickson polynomial, determined by the property that D n (x + 1/x) = x n + 1/x n . These point-counting formulas were applied to determine some character sums. Dillon and Dobbertin proved Proposition 5.1 (2) and used it to show that for q even,
Analogous results in odd characteristic are proved in [4] .
Remark. The large difference in behavior between the case of odd or even characteristic in Proposition 5.1 is attributable to the fact that the transformation c/x has a unique fixed point in the algebraic closure in characteristic 2, but two fixed points in odd characteristic. Consequently, This phenomenon will revisit us in Section 6, when we study a group of order 3. In that case, the element β = , whereas in other characteristics the matrix has two fixed points and is diagonalizable over the algebraic closure.
As shown in [5, Section 9], Proposition 5.1 can be used to obtain a quick proof of Legendre symbol formulas . Namely, let ζ n denote a primitive nth root of unity in F q , where we assume (q, n) = 1. Proposition 5.1 with c = 1 implies that v + 1/v ∈ F q ⇐⇒ v q ∈ {v, 1/v} ⇐⇒ v q−1 = 1 or v q+1 = 1. Therefore,
, where i = ζ 2 is a primitive fourth root of unity. This gives a one-line proof for q odd:
By similar computations,
These formulas give one-line proofs:
6. Structure theorem for a transformation group of order 3 Motivated by the structure theorem in [3] , we decided to seek similar types of theorems by considering other groups. The first group we considered was the group of order 3:
2 } where
where q is any prime power. The G-orbits are O ∞ = {∞, 0, 1} and We will follow the basic outline:
1. Identify short orbits and the orbit at ∞.
Find a quotient map Q(x).
3. Determine the irregular elements of F q by evaluating Q on all the short orbits.
5. Find an alternative description for inv(τ ) that does not refer to v. 
In characteristic 2, ω generates the field with 4 elements. In general, if q is not a power of 3 then ω ∈ F q ⇐⇒ ω q−1 = 1 ⇐⇒ 3|q − 1 ⇐⇒ q ≡ 1 (mod 3). Our next order of business is to find a quotient map for G 3 . This was done in Example 3.9.
) is a quotient map for G 3 over any field.
Proof. A straightforward computation shows that Q 3 (β(x)) = Q 3 (x), so Q 3 is invariant under G 3 . Thus, it has the required properties of Definition 3.5.
The images under Q of the short orbits are Q(−1) = 0 in char. 3, and Q(−ω) = −3ω, Q(−ω 2 ) = −3ω 2 in char. p = 3. Thus, the regular elements of
For future use, we note the following lemma.
Proof. This is a simple computation.
The invariant of
Here v ∈ {0, 1} since Q(v) = ∞. It follows that v satisfies an equation:
If τ is regular (equivalently, τ = 0 if 3|q, and τ ∈ {−3ω, −3ω
Proof. By Lemma 6. , and inv(τ ) = β ⇐⇒ inv(3 − τ ) = β −1 .
Lemma 6.5
Proof. If j ∈ {1, −1} this follows from Proposition 2.4. Namely, for γ = β j = 1 the proposition says that the number of elements with invariant γ is |L γ,q |/3, and L γ,q has order q + δ where δ ∈ {0, 1, −1} is determined from the condition that 3|q + δ. Since q + δ = 3⌊(q + 1)/3⌋, we have (q + δ)/3 = ⌊(q + 1)/3⌋, as required. To obtain the result for j = 0, it suffices to observe that the total number of regular elements is q + δ −
There are well-documented ways to explicitly solve a cubic dating back to the 1500's, however these fail in characteristic 3. In this section we assume the characteristic is different from 3, and we will return to the characteristic-3 case later. Let ω denote a fixed primitive cube root of 1 in F q . If q ≡ 1 (mod 3) then ω ∈ F q and ω q = ω. If q ≡ 2 (mod 3) then ω ∈ F q 2 \ F q and ω q = ω 2 = −1 − ω. The first step to solve a cubic x 3 + Ax 2 + Bx + C is to make a change of variables y = x + A/3 so as to eliminate the x 2 term. Writing y 3 + Dy + E = 0, substitute y = z + k/z to obtain
By setting k = −D/3, the z and z −1 terms drop out, and we are left with a quadratic equation in z 3 :
It follows that z 3 = −E ± E 2 + 4D 3 /27 /2. The right side has two possible values, so z has six possible values, however y = z + k/z turns out to have only three possible values. In our case, the cubic we wish to solve is
It turns out to be convenient to let
Substitute y = v −τ to obtain
Next, substitute y = z + R/z to obtain
Note that (2τ − 1) 2 − 4R = −3 and ω = (1 + √ −3)/2 for an appropriate choice of √ −3. Thus, for one choice of square root we have
Fix λ, µ ∈ F q such that λ 3 =τ + ω and µ 3 =τ + ω 2 . Then λµ is a cube root of R, so one solution for z is z = λ 2 µ.
. This is symmetric in λ and µ, so if we change the choice for ω and exchange λ with µ, the same solution for v arises. On the other hand, if set λ ′ = ω j λ and use λ ′ in the above construction instead of λ, then we arrive at a solution
Proposition 6.6 Suppose 3 ∤ q. Let λ, µ ∈ F q be solutions to λ 3 = τ /3 + ω, µ 3 = τ /3 + ω 2 , where ω is a fixed cube root of unity in F q . For j ∈ Z/3Z let
Then Q(v j ) = τ , where Q(x) = (x 3 − 3x + 1)/(x 2 − x). Also,
Thus,
is the orbit that corresponds to τ in Theorem 4.3.
Proof. That Q(v j ) = τ was proved above, so we just need to demonstrate (18). Each of v 0 , v 1 , v 2 satisfies Q(v) = τ , so they belong to the same orbit. Either
To see which of these holds, we compute v 0 v 1 . As before, letτ = τ /3. Then
This computation shows that
It is interesting to note what happens when τ is not regular. Then, as shown in Section 6.1, τ ∈ {−3ω, −3ω 2 }. In that case, λµ = 0 and v j = τ /3 for all j. In the above theorem, the labeling of v's depends on the choices for ω, λ and µ. However, for any such choice, we have 1/(1 − v j ) = v j+1 and 1 − 1/v j = v j+2 . In other words,
We are now ready to describe inv(τ ) directly in terms of τ .
Proposition 6.7 Suppose 3 ∤ q, let ω ∈ F q 2 be a primitive cube root of unity, and let
Proof. Fix λ, µ such that λ 3 = τ /3 + ω and µ 
Note that
If inv(τ ) = β ℓ , then v On the other hand,
Since k = −ℓ, we conclude that ((τ + ω 2 )/(τ + ω)) (q 2 −1)/3 = ω ℓ , as claimed.
Note that if the choice of ω is changed toω = ω 2 , then ℓ does not change:
This is to be expected, since ℓ reflects the form of equation satisfied by v ∈ Q −1 (τ ), which is certainly independent of the choice of ω.
6.4. Alternate description for inv(τ ) when 3|q. As promised, we return to the case of char. 3. Assume q = 3 n . We take v ∈ F q \ O ∞ = F q \ {0, 1} and also assume that v is not in a short orbit, i.e., v = −1.
. We wish to find an alternate description of inv(τ ) that can be described purely in terms of τ , without reference to v. The approach of solving for v in terms of τ no longer works in characteristic 3, so we must try something different. Let z = −1/y = −1/(v + 1). (Here note that y = 0 since v ∈ F 3 .) Then 
In all cases, inv(τ ) = β
Tr(1/τ ) .
6.5.
A symbol with values in Z/3Z. Let q be any prime power. The structure theorem defines inv(τ ) ∈ G 3 = { I, β, β −1 } for regular τ ∈ F q . G 3 is isomorphic to Z/3Z abstractly, but making this explicit requires selecting a preferred generator, which seemingly could equally well be β or β −1 . On the other hand, Proposition 6.8 relates inv(τ ) with the absolute trace map in char. 3, which is genuinely a map to Z/3Z.
The trace map determines the preferred generator β ∈ G 3 , or equivalently a preferred isomorphism log β : G 3 → Z/3. Then, for all characteristics, log β inv(τ ) takes values in Z/3Z. We summarize this in the theorem below. τ + 3ω
where ω is any primitive cube root of unity in F q when 3 ∤ q. Let β =
Moreover, (21) determines determines [τ /q] ∈ Z/3Z uniquely and could serve as an alternative definition for the symbol.
Proof. This essentially combines Propositions 6.7 and 6.8.
We find Theorem 6.9 to be remarkable in the way it weaves together fields of different characteristic. The group G 3 is defined over the integers, so it makes sense in all characteristics. Three always divides |PGL 2 (F q )| = q(q − 1)(q + 1); in particular, 3 could divide q, q − 1, or q + 1. Generally speaking, these three cases behave very differently, e.g., when 3|q, β has a single eigenvalue and it is conjugate to 1 0 1 1 . If 3|q − 1 then β has two rational eigenvalues and it is conjugate to a diagonal matrix of order 3. If 3|q + 1, then β has a pair or irrational eigenvalues.
The dihedral group of order 6
This section considers the subgroup G 6 ⊂ PGL 2 (F q ) that is generated by the transformations β(x) = 1 − 1/x and ρ(x) = 1/x. This group is dihedral of order 6 since β 3 = 1, ρ 2 = 1, and
Since O ∞ = {∞, 0, 1}, we select v from F q \ {0, 1}. Note that O ∞ is short. To find the other short orbits, we solve v = γ(v) for all 1 = γ ∈ G and v ∈ F q \ {0, 1}. If 3 ∤ q and 2 ∤ q, then
The short orbits are {−ω, −ω 2 }, {−1, 2, 1/2}, and O ∞ in that case. If 2|q, then the latter three equations have no solutions in F q \ F 2 , and the only short orbits are {−ω, −ω 2 } = F 4 \ F 2 and O ∞ = F 2 ∪ {∞}. Finally, if 3|q then the short orbits are {−1} and O ∞ .
Lemma 7.1 The function
is a quotient map for G 6 over any field.
Proof. Note that Q 6 (x) = −Q 3 (x)Q 3 (1/x), where Q 3 (x) = (x 3 − 3x + 1)/(x(x − 1)) is the quotient map for G 3 given in Lemma 6.2. It is clear that Q 6 (x) = Q 6 (1/x), so to prove G-invariance we just need to show Q 6 (βx) = Q 6 (x). We have
, where we used that ρβ = β 2 ρ and Q 3 (β 2 (x)) = Q 3 (x). This proves G-invariance. The degree of the numerator is 6 = |G| and the degree of the denominator is < |G|. Thus, Q 6 satisfies the properties in Theorem 3.4, making it a quotient map for G 6 . Amusingly, Artin [2, §II.G] considers the particular example of finding the fixed field in K(x) to the set of automorphism f (x) → f (γ(x)) for γ ∈ G 6 . He finds that the fixed field is K(I) where
2 ) = −9 when 3 ∤ q and Q(−1) = −9/4 when 2 ∤ q, the set of images under Q of the short orbits in F q is
Recall from Theorem 4.3 that when τ ∈ F q is regular ( i.e., τ ∈ F q \ S), then inv(τ ) is defined as a conjugacy class in G 6 . The conjugacy classes are
Thus, inv(τ ) has three possible values. If τ ∈ F q \ S and v ∈ Q −1 (τ ), then v satisfies exactly one of the equations:
In all previous examples, each element of an orbit satisfied the same equation. That is, if v q = γ(v) then every w in the orbit of v satisfies the same equation, w q = γ(w). This is false for G 6 . For instance, if v satisfies x q+1 −x+1, then 1/v satisfies the reversed polynomial x q+1 − x q + 1. Individual γ ∈ G 6 are not invariants of τ , and instead we must use conjugacy classes C γ = {αγα −1 : α ∈ G}. Proof. Let v ∈ F q such that Q 6 (v) = τ , and let σ = Q 3 (v). By hypothesis, τ is regular, therefore the G 6 -orbit of v contains six distinct elements: v, 1/(1 − v), 1 − 1/v and their reciprocals. Let σ = Q 3 (v). Note that the G 3 -orbit consists of three elements from the G 6 -orbit, which are distinct. Thus, σ is regular with respect to Q 3 , although it is not necessarily in F q .
Since Q 6 (v) = τ ∈ F q , we know v q = γ(v) for a unique γ ∈ G 6 . We will consider six cases according to the six possible values for γ. Note that inv Q 6 (τ ) is the conjugacy class of G 6 that contains γ. Since σ = Q 3 (v) and v q = γ(v), we have
Recall that Q 6 (x) = −Q 3 (x)Q 3 (1/x), and by Lemma 6.3,
, and [σ/q] = 0, where [σ/q] = log β (inv Q 3 ) is the symbol defined in Theorem 6.9. This is the case where inv : w ∈ W , where W is an F p -vector subspace of F q . Note that {∞} is the only short orbit. All other orbits are cosets of W in F q , and each has cardinality
. Every element of F q is regular. The simplest example is W = F p , and G W is the group of order p generated by . To relate inv(τ ) to a quantity that is directly computable from τ , we note that
Thus, the invariant coming from this group is essentially the absolute trace of τ . Now let W be an arbitrary F p -vector subspace of F q . Then
is easily seen to be G W -invariant, so it is a quotient map for G W .
Proof. See Goss [9] , Theorem 1.2.1.
] is additive if and only if it has the form
Proof. See Goss [9] , Proposition 1.1.5.
Proof. Since F W is additive, it may be viewed as an F p -linear map from F q to F q . Its image Y is then an F p -vector subspace of F q . Note that W is the kernel. Because of the exact sequence 0
Next, let Z be a complementary subspace to W , that is, dim(Z) = n−d and Z+W = F q . Then Q W maps Z isomorphically onto Y . We have
, and there is a unique γ = 1 0
In the above theorem, γ = inv(τ ) and we have found a formula for inv Q W (τ ) directly in terms of τ :
This is surprising, as it is not even obvious that Q Y (τ ) belongs to W . The following corollary may be of independent interest. 
On comparing the coefficient of x, we find that −1 = −b p−1 a 0 , where a 0 is the coefficient of x in Q W , i.e., the constant term of Q W (x)/x. But Q W (x)/x = a∈W,a =0 (x−a), and its constant term is (−1)
If p is odd then |W | is odd so the sign is 1, and if p = 2 then 1 = −1 and the sign again is 1. Therefore a 0 is the product of nonzero elements of W . Since b p−1 = 1/a 0 and w = τ p − b p−1 τ = τ p − (1/a 0 )τ , this proves the result.
This section considers the case where G = PGL 2 (F q ). Although heavy on computation, the results turn out to be interesting and they reveal information about PGL 2 (F q ). As usual, we begin by considering short orbits, i.e., orbits of size less than |G|. Recall from Section 2 that |G| = q 3 − q.
, all elements of F q 2 belong to a short orbit. Conversely, all elements of short orbits are in F q 2 ∪ {∞} by Lemma 2.1. For the last statement, we know PGL 2 (F q ) preserves F q ∪ {∞}. It is a single orbit, because if a ∈ F q then a 1 1 0 (∞) = a.
Lemma 9.2 Let
Then Q(x) is a quotient map for PGL 2 (F q ).
The summand −1 is added for aesthetic reasons, as will become clear when we find formulas for inv(τ ).
Proof. This was proved in Example 3.10. Alternatively, one could demonstrate directly that
for all b ∈ F q , and Q(1/x) = Q(x). Since these transformations generate PGL 2 (F q ), that would give a direct proof of the property Q • γ = Q for all γ ∈ PGL 2 (F q ).
Consider the images under Q of the short orbits. By Lemma 9.1, the short orbits are contained in F q 2 ∪ {∞} and the orbit of ∞ is F q ∪ {∞}. If v ∈ F q 2 \ F q , then v q 3 = v q , and so
Thus, −2 is the only image of a short orbit in F q , and all other τ ∈ F q are regular. The above computation shows
so in particular this is an orbit. (It does not split into smaller orbits.) Let τ ∈ F q \ {−2}. Then Q −1 (τ ) is a full-sized orbit of PGL 2 (F q ), and inv(τ ) is defined as the unique conjugacy class C ⊂ PGL 2 (F q ) such that v q = γ(v) with γ ∈ C whenever v ∈ Q −1 (τ ). Since all elements of F q 2 are in short orbits, we know Q −1 (τ ) misses F q 2 , and so deg q (v) ≥ 3 for each v ∈ Q −1 (τ ). By Proposition 2.3, t = deg q (v) = order(γ). Thus, inv(τ ) = C γ always has the property that order(γ) ≥ 3. In fact, it will turn out that F q \ {−2} is in one-to-one correspondence with such conjugacy classes! . Then inv Q (τ ) = C γ and V γ,q ⊂ Q −1 (τ ), where V γ,q is defined in (9) and Q is given in (25). 
Recall from Section 4 that if τ = Q(v) is regular and v q = γ(v) then inv(τ ) = C γ . Here, 2 is regular iff 2 = −2 iff q is odd.
Recall in (2)- (3) we defined . We noted that ι is well defined on PGL 2 (F q ) and is constant on conjugacy classes.
In Proposition 9.3, the order of γ divides q − 1, and
In Proposition 9.4, the order of γ equals p, and
The remaining case to consider, when the order of γ divides q + 1, is accomplished in Proposition 9.9 below. The next lemma such constructs elements γ ∈ PGL 2 (F q ).
, and
(iii) When considered as an element of PGL 2 (F q ), the order of D µ,λ equals the multiplicative order of µ q−1 .
where ι is as in (2)-(3).
Proof. (i) The equation (28) follows from direct computation. The entries of D µ,λ are all of the form r = (a − a
(iii) D µ,λ equals the identity in PGL 2 (F q ) if and only if
is a multiple of the identity, i.e., iff µ = µ q . Therefore the order of D µ,λ as an element of PGL 2 (F q ) is the smallest i such that µ iq = µ i , which is the multiplicative order of µ q−1 .
(iv) Since trace and determinant are unaffected by conjugation, ι(D µ,λ ) = ι(
and by induction
Proof. This is a straightforward computation.
Proposition 9.9 Let τ = ζ + 1/ζ, where ζ q+1 = 1 and ζ 2 = 1. Let µ ∈ F q 2 such that µ q−1 = ζ, and note that µ ∈ F q 2 since
Proof. Let v ∈ F q such that v q = γ(v). We will prove that Q(v) = τ . Note that τ is regular, because the hypothesis on ζ implies τ = −2. Therefore, inv(τ ) exists, and it is defined to be C β , where β is any element of PGL 2 (F q ) such that w q = β(w) for some w ∈ Q −1 (τ ). Taking v = w, this will show that inv(τ ) = C γ . Now we prove that Q(v) = τ , using the above lemmas. By (25),
By Lemma 9.6,
Thus, Q(v) = ζ + 1/ζ as claimed. . If τ = ζ + 1/ζ with ζ q+1 = 1 and ζ 2 = 1 then γ is conjugate to D µ,λ , for any λ ∈ F q 2 \ F q and any µ ∈ F q 2 such that µ q−1 = ζ.
Proof. By Proposition 2.4, the set L γ,q = v ∈ F q \ F q 2 : v q = γ(v) has q+δ elements. If v ∈ L γ,q , then the orbit of v has full size, since short orbits are contained in F q 2 . Thus,
On the other hand, inv(τ ) was computed in Theorem 9.10 for all regular elements τ . It follows that C γ = C β , where β is the element given in Theorem 9.10. In particular, γ is conjugate to β. Then ι(γ) = ι(β). Observe that in each case of Theorem 9.10, τ = ι(β): in (ii), ι( 
Proof. First we prove |Z γ | ≥ q + δ. By Theorem 9.11, we may assume γ = : a ∈ F × q centralizes γ and has order q − 1. If γ = D µ,λ then the cyclic group Z that is generated by D µ 0 ,λ , where µ 0 is primitive in F q 2 , centralizes γ. Here D µ 0 ,λ has order q + 1 (as an element of PGL 2 (F q )) by Lemma 9.5(iii).
In each case, |Z| = q + δ and Z ⊂ Z γ , which shows
The elements α(v) are distinct because deg q (v) ≥ 3 for v ∈ L γ,q . Thus, |W | = |Z γ | ≥ q + δ. On the other hand, W ⊂ L γ,q implies |W | ≤ |L γ,q | = q + δ. We conclude that |W | = |Z γ | = q + δ and L γ,q = W . Proof. This follows from Theorem 9.12 by noting that L γ,q is the set of roots of f that are not in F q 2 .
In practice, Z γ can be found by conjugating γ to one of the matrices given in Theorem 9.11.
The projective special linear group is defined as SL 2 (F q ) modulo the scalar matrices a 0 0 a ∈ SL 2 (F q ), i.e., modulo ±I. If α ∈ GL 2 (F q ) and det(α) = c 2 with c ∈ F q , then c −1 α ∈ SL 2 (F q ), so (α mod scalars) represents an element of PSL 2 (F q ). On the other hand, if det(α) is a nonsquare, then it has no scalar rational multiple in SL 2 (F q ). Thus, there is a short exact sequence
where the first map is inclusion and the second map is
. The square-class of the determinant is well defined, because a scalar matrix has square determinant.
It follows that [PGL 2 (F q ) : PSL 2 (F q )] = |{±1}|, which is 1 if q is even and 2 if q is odd. Thus, PSL 2 (F q ) = PGL 2 (F q ) when q is even, and we already studied this group in Section 9. For this reason, in this section we assume q is odd. We have
Usually we first find short orbits and then find the quotient map. However, for this example it turns out to be easier to do these steps in reverse order.
, where
Proof. First we prove (31). It suffices to prove it for γ = 
The right side is Q(x) times
and det(γ) = 1. Finally, if γ =
Multiply numerator and denominator by x (q 2 +1)(q+1)/2 to obtain
Since q 2 ≡ 1 (mod 4), we see that (−1)
. Noting that det(γ) = −1, the result follows. Now we show that Q S is a quotient map, i.e., it satisfies Definition 3.5. Since det(γ) is a square for all γ ∈ PSL 2 (F q ), eq. (31) shows that
Both criteria of the definition are satisfied, so Q S is a quotient map for PSL 2 (F q ).
Finally, to prove that Q G (x) = Q S (x) 2 − 2, we have
by (8) .
and it has multiplicity (1/2)(q 2 − q). 
S (0). By Theorem 3.7(ii), it is an orbit. The size of the orbit is q 2 − q, and the multiplicity is |G|/(q 2 − q) = (1/2)(q 3 − q)/(q 2 − q) = (q + 1)/2. (iii) Both O ∞ and F q 2 \ F q are short as their multiplicities are greater than 1. There are no other short orbits by Lemma 2.1.
(iv) The images of the short orbits under Q S are ∞ and 0. Thus, 0 is the only element of F q that is irregular with respect to Q S .
is defined, and it equals the conjugacy class Proof. All elements of F × q are regular by Lemma 10.2, so inv Q S (τ ) is defined. We must prove in each case that there is v ∈ F q such that Q S (v) = τ and v q = γ(v). To prove (1) and (2), let v be a solution to v q = v + b where b ∈ F × q , and we will compute Q S (v). We have v
If b = 2 then Q S (v) = 2 and if b = 2u then Q S (v) = −2. Thus, inv Q S (2) = C ( 
We have exhibited v with v q = γ(v) and Q S (v) = ε(a + 1/a), so inv Q S (a + 1/a) = inv Q S (−(a + 1/a)) = C γ .
To prove (4), let ε ∈ {1, −1} and τ = ε(ζ + 1/ζ), where ζ q+1 = 1 and ζ 4 = 1. Let µ satisfy µ q−1 = ζ, and note that
where ε ′ ∈ {1, −1} depends on ζ, λ and will be specified later. Let v = (λu − λ q )/(u − 1) = C λ (u), where C λ is as in (27) . Note that
by Lemma 9.6. Applying Lemma 9.8, we find
The fraction on the left is
where
We claim that E ∈ F q . Indeed,
and also E = 0 because of the hypothesis that ζ 4 = 1. It follows that D = E q ∈ {1, −1}, as claimed. Above, we had left ε ′ ∈ {1, −1} unspecified. We select ε ′ = −D, which depends only on ζ and λ. Then
It is interesting to relate the results for PSL 2 (F q ) with those of PGL 2 (F q ). Recall from Proposition 3.6 that if H ⊂ G ⊂ PGL 2 (K) are finite subgroups with quotient maps Q H and Q G , then there is h ∈ K(x) of degree |G|/|H| such that Q G = h(Q H ).
If τ G is regular with respect to Q G , then τ H is regular with respect to Q H , and
Proof. The hypothesis that τ G is regular implies that { γ(v) : γ ∈ G } has full size, therefore { γ(v) : γ ∈ H } also has full size, showing that τ H is regular. The formulas for inv Q G (τ G ) are inv Q H (τ H ) are immediate from the definition of inv(τ ) given in Section 4.
It is interesting to apply the above lemma to H = PSL 2 (F q ) and
• Applying Lemma 10.4 with δ = a 0 0 a −1 gives τ S = ±(a + 1/a) and τ G = (a + 1/a) 2 − 2 = a 2 + 1/a 2 .
• If we take δ = 1 0 2 1 then τ S = 2 and τ G = 2 2 − 2 = 2.
• If we take δ = 1 0 2u 1 then τ S = −2 and τ G = (−2) 2 − 2 = 2.
• If we take δ = D µ 2 ,λ then τ S = ±(µ q−1 + µ 1−q ) and τ G = τ 11. The case where G is cyclic of order ℓ ≥ 3 and ℓ|q + 1
In this section, we analyze the case where G is a cyclic group of order ℓ, where ℓ divides q + 1. As shown in Theorem 9.11, every such group is conjugate to an element γ ∈ PGL 2 (F q ) with matrix D µ ℓ ,λ , where µ q−1 ℓ has order ℓ and λ ∈ F q 2 \ F q . We begin by computing the short orbits.
λ , we see that
Let µ q+1 ∈ F q 2 be primitive, so order(µ
has order ℓ. Let G ℓ be the group generated by D µ ℓ ,λ .
Lemma 11.2
The short orbits of G ℓ are {λ} and {λ q }. If ℓ = q + 1 then the orbit of ∞ is F q ∪ {∞}.
Proof. First, λ and λ q are each fixed by every element of G ℓ by Lemma 11.1, so they form singleton orbits. The same lemma shows that λ and λ q are the only elements of F q that are fixed by a nontrivial element of G ℓ . By Lemma 2.1 it follows that {λ} and {λ q } are the only short orbits. For the last statement, note that O ∞ ⊂ F q ∪ {∞} and it has full size, i.e., order q + 1. Therefore O ∞ = F q ∪ {∞}.
Next we compute a quotient map Q ℓ ∈ K(x) for the group G ℓ , which is guaranteed to exist. Our strategy is to first compute a quotient map Q ′ over F q 2 . The two quotient maps must be related by Q ℓ = aQ ′ + b with a, b ∈ F q 2 and a = 0. In other words, there must exist a, b so that aQ ′ + b is rational over F q .
Proposition 11.3 Let c = 1/2 if q is odd, and let c ∈ F q be a root of
Proof. Over the quadratic extension F q 2 , a quotient map for the group generated by γ = 
ℓ . Now we will transform Q 0 to make the degree of the denominator smaller than the degree of the numerator. First, subtract 1 from Q 0 to make the degree of the numerator decrease, then take a reciprocal. We obtain
Q 1 satisfies requirements to be a quotient map over F q 2 , but it is not rational over F q . If Q denotes a quotient map for G ℓ over F q (which we know exists, by Theorem 3.4), then it is a priori a quotient map over F q 2 , and by Theorem 3.4 there are a, b ∈ F q 2 , a = 0, such that
This shows it does indeed have degree < ℓ, and it also suggests to divide the denominator by λ − λ q , which will make it rational. This corresponds to taking a = λ − λ q . Next, we seek b ∈ F q 2 such that (λ − λ q )Q 1 + b is rational. Writing b = (λ − λ q )c, we have
Since the denominator is rational, our requirement is that the numerator also be rational, i.e.,
This will hold if c q = 1 − c. If q is odd, then c = 1/2 works, and if c is even, then we need c to be a root of x q + x + 1. Now Q ℓ is a quotient map for G ℓ over the base field F q , as required.
Proposition 11.4 Every element of F q is regular with respect to Q ℓ .
Proof. Recall τ is not regular iff Q −1 ℓ (τ ) is a short orbit, in which case τ = Q ℓ (λ) or τ = Q ℓ (λ q ). Recall Q ℓ = f /g where f, g are defined in Proposition 11.3. We have f (λ) = c(λ − λ q ) ℓ and g(λ) = (λ − λ q ) ℓ−1 , so Q(λ) = c(λ − λ q ). If q is odd then c ∈ F q but λ − λ q ∈ F q . If q is even then c ∈ F q but λ − λ q = λ + λ q = Tr F q 2 /Fq (λ) ∈ F q . So in either case, Q(λ) ∈ F q . Then Q(λ q ) = Q(λ) q also is not in F q . Thus, every element of F q is regular.
Since every element τ ∈ F q is regular, inv(τ ) ∈ G ℓ is defined, and it is the unique γ ∈ G ℓ such that v q = γ(v) for all v ∈ Q −1 ℓ (τ ). Since there are ℓ elements of G ℓ and q elements of F q , we expect there to be about q/ℓ elements of the field that share the same invariant.
We begin with the case where ℓ = q + 1. Our strategy is, for each γ ∈ G q+1 , to pick v ∈ V γ = v ∈ F q \ O ∞ : v q = γ(v) and then compute τ = Q q+1 (v), which we know lies in F q since τ q = Q(v q ) = Q(γ(v)) = Q(v) = τ . Then, inv(τ ) = γ. There appears to be a contradiction as |G| > |F q |, yet every element γ produces a distinct τ . The resolution of this contradiction is that in fact V γ = ∅ when γ = 1, since v q = v implies v ∈ O ∞ . Proof. Let v ∈ F q and v q = γ j (v). We will compute that Q(v) = τ j . Since τ j is regular, this will imply that inv(τ j ) = γ j . Since inv(τ j ) are all distinct, so are the τ j . Here is the computation.
Dividing the numerator and denominator by v q − λ and letting R = (v q − λ q )/(v q − λ), we obtain
Recall that D µ,λ = C λ Noting that 1 − c = c q , we have
as was to be shown.
Let G ℓ ⊂ PGL 2 (F q ) be a group of order ℓ, where ℓ|q + 1 and ℓ > 2. Then G ℓ is generated by D µ (q+1)/ℓ ,λ where µ (q−1) has order q + 1. For τ ∈ F q , denote inv ℓ (τ ) = inv Q ℓ (τ, q), where Q ℓ is the quotient map from Proposition 11.3. Theorem 11.6 For τ ∈ F q , inv ℓ (τ ) = inv q+1 (τ ) (q+1)/ℓ . In particular, inv ℓ (τ j ) = D µ j(q+1)/ℓ ,λ where µ is a primitive element of F q 2 and τ j is as in Theorem 11.5. Proof. Recall from the proof of Proposition 11.3 that Q ℓ (x) = (λ − λ q )(Q 1 + c), 
Generalization to other fields
In this section, we generalize the theory to an arbitrary commutative field K. Let G be a finite subgroup of PGL 2 (K), and let Q ∈ K(x) be a quotient map for G, which exists by Theorem 3.4. Thus, v ′ = γ(v) for some γ ∈ G, by Proposition 3.7(ii). In particular, v ′ ∈ K(v). In general if L/K is any finite separable extension then there are exactly [L : K] isomorphisms from E into K that restrict to the identity on K. When L = E, then every such isomorphism is in Aut(E/K). Thus, if E/K is separable, it will follow that E/K is normal. Let f (x) = w∈Ov (x − w) and let m = mult(O v ). By Theorem 3.7(iii), f m ∈ K[x]. Since f has distinct roots, f will be separable so long as K is perfect or char(K) ∤ m. The hypotheses ensure this condition.
Let τ is a regular element of K, v ∈ Q −1 (τ ), and E = K(v). The field E is independent of the choice of v in the orbit since v and γ(v) generate the same field for all γ ∈ G. Let σ be an automorphism of E into E. Then σ permutes Q −1 (τ ), so σ(v) = γ(v) for a unique γ ∈ G. Note that σ i (v) = γ i (v), so the order of σ divides |G|.
If v
′ is another element of Q −1 (τ ), then v ′ = α(v) for some α ∈ G, and σ(v ′ ) = σ(α(v)) = α (σ(v)) = αγ(v) = αγα −1 (v ′ ).
Thus, the conjugacy class C γ does not depend on the choice of v ∈ Q −1 (τ ), and we may define inv Q (τ, σ) = C γ .
Lemma 12.2 Let Q ∈ K(x) be a quotient map for a finite group G ⊂ PGL 2 (K). Let τ ∈ K be regular with respect to Q. Let σ, σ ′ ∈ Gal(K(v)/K), where v ∈ Q −1 (τ ). Then there are γ, δ ∈ G such that inv(τ, σ) = C γ , inv(τ, σ ′ ) = C δ , and inv(τ, σ ′ σ) = C δγ .
Proof. Let v ∈ Q −1 (τ ), and define γ, δ ∈ G by σ(v) = γ(v) and σ ′ (γ(v)) = δγ(v). Noting that v ′ = γ(v) ∈ Q −1 (τ ), we see that σ ′ (v ′ ) = δ(v ′ ) so inv(τ, σ ′ ) = C δ . Also inv(τ, σ) = C γ . On the other hand, σ ′ σ(v) = σ ′ (γ(v)) = δγ(v), therefore inv(τ, σ ′ σ) = C δγ .
Several examples that were presented for F q are easily modified for general fields. : a n = 1 ⊂ PGL 2 (K). Then Q(x) = x n is a quotient map. If τ ∈ K × then τ is regular, Q −1 (τ ) = aτ 1/n : a n = 1 , and if σ ∈ Aut(K(τ 1/n )/τ ) then inv Q (τ, σ) = , where a = σ(τ 1/n )/τ 1/n .
