formance. A good example is the utilisation of time information. DTW is based on time alignment and is therefore inextricably and highly dependent on timing: thus test feature sets should have the same frame-rate and be presented to the system in an equivalent time series manner to the training sets. In contrast basic VQ has no such constraints, and is essentially time-independent, giving identical results even if the time sequence of the test features were to be randomly shu ed. Interestingly, HMM's, con gured either as`left-to-right' models or as ergodic models, can approach both of these cases in terms of time-dependency. Such di erences in fundamental characteristics prompts the question of relative performances. Text dependent and independent experiments cast light on these issues. Irvine 6] in text-dependent (TD) experiments compares the three approaches considered here, concluding that VQ provides the best performance. Matsui and Furui 7] compare VQ, discrete HMMs and CDHMMs for TI speaker recognition, illustrating improved performance of CDHMMs over discrete HMMs, and VQ over CDHMMs with limited amounts of training data. This paper concerns a comparison of DTW, VQ and CDHMMs for TI and TD recognition and also shows performance trends in each case as more training data is made available. The emphasis of the experiments is on the performance of the models under incremental amounts of training data in an attempt to identify the best approach. Consider the scenario of a single enrolement session where the client might reasonably be expected to utter just one or two versions of the digit set. Under these circumstances which approach to recognition gives the best performance: TD or TI; DTW, VQ or CDHMM? This paper attempts to address these questions.
In each case VQ, DTW, or CDHMM is used in what might be regarded as a defacto standard con guration, without attempts to ne-tune to give better absolute performance. One could for example introduce discriminative training or, in the case of the CDHMM, consider many variants in parameter estimation. The tying of parameters across states has the e ect of pooling training data, thereby increasing the reliability of estimates, but at a risk of possible reduced discrimination. A good example is the use of a global covariances 8]; however we leave this and other variants as avenues for further work.
Speaker recognition is an umbrella term embracing two related tasks: speaker identi cation and speaker veri cation, with the di erence between the two being at the decision stage 9]. Identi cation is a one-from-N decision where the test speaker is assumed to be one of a set of known persons (closed set), and veri cation is a yes/no decision on a claimed identity. In practical terms veri cation has many more applications, primarily in the general area of access control. Identi cation is however useful in recognition studies since it tends to be more sensitive to changes in system parameters, it maximises the use of databases, and performance trends are usually applicable to veri cation. Hence the task chosen for this study is identi cation.
Approaches to recognition

Vector quantisation
Vector quantisation is a non-parametric data reduction technique used to form a series of vectors known as codewords from a training set. The technique used for experimentation follows that of the classical generalised Lloyd or Linde, Buzo and Gray (LBG) algorithm 10]. This technique is an unsupervised training procedure, described as follows.
Presented with a pool of training features, a single vector mean is calculated then perturbed to form two separate vectors around the rst mean. These are then reclustered using a variance convergence metric, which nds natural partitions of the pooled vectors. These two vectors are then perturbed to form four vectors, and subsequent reclustering takes place. This splitting and reclustering continues until the required 2 R centroids have been created, where R is the codebook rate. Recognition is performed using accumulated distortion to obtain a likelihood measure of the speaker belonging to the model. VQ is inherently TI, though a level of text dependency can be achieved with appropriate selection of training data.
Thus TI and TD experiments are performed using this modelling technique.
Dynamic time warping
Dynamic time warping is a feature matching scheme that inherently accomplishes time alignment of reference and test features through a dynamic programming (DP) procedure. The DTW technique chosen for experimentation is an implementation proposed by Furui 1] , but here using static features only. His method of constructing a reference template is as follows. One training utterance is designated as the initial template, to which a second is time aligned by DTW. The average of the two patterns, is then taken to produce a new template, to which a third utterance is time aligned. This process is repeated until all the training utterances have been combined into a single template. The nal template length is equal to that of the initially chosen utterance, irrespective of whether this utterance is representative of the length of the training utterances. There are no global constraints on the DP path except for xed endpoints.
Recognition is performed by summing a`city-block' metric of a three point unweighted symetric warp path between the template and the test utterance.
Since the method of template construction is inherently TD, only TD experiments are reasonable using this technique.
Hidden Markov models
Hidden Markov models are stochastic approximations of the process being modelled. Based on a rst order Markov chain, this method of model construction using states and transitions, allows for greater exibility in the type of data that is modelled, hence using appropriate HMM topologies both text dependent and independent experiments can be performed. The hidden Markov model toolkit (HTK 11]) is used in this set of experiments. This toolkit is speci cally designed for connected word speech recognition using CDHMMs but can be con gured for speaker recognition with ease.
Training a particular model is performed in two stages. The rst stage uniformly partitions the training observations into N segments of equal length, and assigns these vectors to each state. From these pooled vectors the mixture components of each state are calculated (a single mixture component is given by one vector mean and variance). This simple estimate of each state is followed by a Viterbi segmentation algorithm, where each observation in the training sequence is aligned using Viterbi recognition; re-computation of the mixture components occur during realignment of the observations. Initial estimates of the transition probabilities are assigned to 1 Di , where D i is the number of transitions allowed out of state i. Second stage re-estimation is then performed on this Viterbi estimated CDHMM using the Baum-Welch (forward-backward) algorithm 12] until convergence. Diagonal covariance matrices are assumed in the estimation of the output distributions.
Recognition is performed by a Viterbi process to calculate the log probability for each utterance. For TI experiments the CDHMM is con gured ergodically, allowing for transitions from any state to any other state in the model 13]. For TD experiments, a constrained CDHMM is used. The constraints imposed on the model allow for transitions from one state to the following state and to itself, thus the model has a time sequence structure.
Speech database and pre-processing
The recognition task is performed on a subset of the BT Millar speech database. This database is collected in a quiet environment, using a high quality microphone. During collection, each speaker responds to a visual prompt to utter isolated digits (one to nine, zero, oh and nought) in a random order, a total of ve times in each of the ve sessions, the approximate timings of which are indicated in Figure 1 . The database correspondingly contains 25 repetitions of each of the vocabulary items from each speaker. The sessions take place over a period of approximately three months with speakers encouraged to divide sessions evenly across this period. The speech is recorded at 20kHz using 16 bits (linear) per sample. In these experiments the data is bandpass ltered to telephone bandwidth and downsampled to 8 kHz prior to feature extraction.
The database is divided into training and testing sets (Figure 1 ). The rst ten versions, i.e. the rst two collection 21 Fig. 1 . Illustration of the segmentation of the database collected over a period of three months into training and testing sets sessions are reserved for training, with the remaining fteen repetitions reserved for testing. Training sets are varied as follows: training using one version is taken from the rst set of the rst collection. Training using two versions is taken from the rst two sets from the rst collection. Training using seven versions takes all the utterances from the rst collection and the rst two from the second collection. This incremental training data set selection is continued until all the data from the training set is exhausted, thus a series of experiments using one through ten training versions is utilised. A subset of speakers is adopted. The data from twenty males, all of approximately the same age is used. This represents a confusable subset, magnifying performance trends. The vocabulary is reduced to ten digits, 1 through 9 and zero, thus there are 20 15 10 = 3000 test tokens for this identi cation task.
There are two popular parameterisation techniques, namely linear predictive coding (LPC) and cepstral analysis.
Both techniques provide a compact representation of the speech spectral envelope. The cepstral representation has been suggested as superior for speaker recognition 14], thus cepstral analysis, in particular mel scale warped cepstra 15] is used to parameterise the speech. Analysis is performed over a Hamming window of 32ms, with 50% overlap. Pooled inverse variance weighting 16] is applied to each of the 14 cepstral coe cients, leading to a weighted cepstral distortion for VQ and DTW.
TI and TD experiments
In text-independent (TI) experiments a single multi-digit model is trained for each speaker and recognition experiments performed with test versions over the same set of digits (1 to 9 and zero).
In the text-dependent (TD) case, digit-speci c models are trained for each speaker, so that each speaker has 10 models, one for each digit, and each model has approximately 1 10 th of the amount of training data when compared with the corresponding TI case. Recognition assumes knowledge of the utterance being spoken. Models are trained with one through to ten versions, to indicate trends across training versions. Only the training data pertaining to a speci c speaker is used to train each model, and no a priori statistics are provided for the CDHMM. The general con guration for recognition is illustrated in Figure 2 . In the following sections we look at recognition performance for VQ and CDHMM's in terms of the respective model parameters, for both TI and TD conditions, prior to comparing the performances for the three di erent approaches.
Text-independent parameters
Results from experiments with various CDHMM topologies trained with ten versions and tested on the standard set are summarised in 
Text-dependent parameters
Results for corresponding TD experiments are shown for VQ and CDHMM in Figure 6 and Figure 5 respectively. For VQ, the performance again improves with the codebook size but in contrast to the all-digit TI case (Figure 4) , there is little improvement beyond codebook size of 8. This is true across the complete range of training versions. We return to these comparisons later.
The text-dependent CDHMM results, Figure 5 also provide an interesting contrast to their TI equivalent in Figure   3 For 1 and 2 version training VQ performs better than the CDHMM, but for 7,8,9 and 10 version training the CDHMM outperforms the simpler modelling technique. Between these two regions the performance of the two classi ers is essentially the same. Clearly the CDHMM requires more training data than an equivalent sized VQ. Figure 8 illustrates the identi cation performance of an 8-element VQ codebook, DTW and a single mixture 8-state CDHMM. DTW is consistently the best performer. The VQ and CDHMM show similar trends to those of the TI experimental results with a cross-over in the region of 6-version training beyond which the CDHMM gives a lower error rate than VQ. Performances for the three approaches converge with an increasing number of training versions.
Text-dependent tests
McNemar's test with a 95% con dence level is considered at the 1,5 and 10 training version points. In summary we can conclude that with 1 version training the di erence between VQ and DTW is not signi cant. However at 5 and 10 version training the superiority of DTW over both VQ and CDHMM is signi cant.
Perforamces of text-independent and text-dependent models
In both VQ and CDHMM experiments TD performance is better than TI. Consider rst the case of VQ. The lower pro les in Figure 6 for TD are consistently lower than the lowest TI pro les in Figure 4 . Similar TD over TI improvements are evident for CDHMM's from Figures 5 and 3 respectively. These di erences, while small, are consistent and are attributable only to the subdivision of the data at the time of training, or to the knowledge of the vocabulary item at time of testing. Table I emphasises the point of TD superiority by comparing values for the best text-dependent and independent VQ codebooks irrespective of size. Table II reinforces this di erence across the three modelling techniques by ordering the best overall models for 1,5 and 10 training versions.
Subdividing the problem
It is noticed from Figure 5 for TD CDHMMs, that irrespective of the structure of a CDHMM, it is the total number of mixtures in the model which dominates the performance characteristic. As mentioned above in the region of good performance, 8 to 16 states, the best topologies include 5m2s, 2m6s and 1m8s, suggesting any in uence of transistion information is negligable. This leads to the conclusion that subdividing the training data to form multiple models for a speaker is a principal criterion for improving performance, whether a VQ or CDHMM is chosen. This subclassi cation also explains the good performance of the DTW technique, where the problem is inherently divided according to the vocabulary and acoustic segments of the training data.
Digit performance
Extending the theme of problem subdivision, we look at the performance of individual digits. Text-dependent DTW digit performance is illustrated in Figures 9a and 9b .
The best digit across the range of training versions is zero (this is found to be true for both VQ and CDHMMs although not shown). The good performance can be attributed to two distinctive characteristics of this utterance. The rst is its length: zero is found to be on average the longest utterance, hence presenting more information for both testing and training. The second characteristic is the voiced fricative of the rst phoneme, shown by Parris and Carey 21] to be a particularly useful phoneme in speaker recognition.
Consistently good performance across various training versions is also illustrated for digits 1 and 9. The worst performers are digits 4,8,6 and 2. Figure 9a shows digit 4 performing badly, while digit zero performs well across all training versions, with a performance di erence of 6.3% at their closest point. Hence, in a password system consisting only of digits, judicious choice could signi cantly improve performance.
Conclusion
Perhaps the most surprising overall nding presented in this paper is the superior performance of DTW over both VQ and the CDHMM. As mentioned above, the CDHMM performance is likely to improve with estimation of certain parameters, e.g. by adopting tied variances across states. This can be viewed as one step in moving the CDHMM towards a DTW or a VQ approach, and continuing in this vein, the DTW may be viewed as merely a degenerate case of the CDHMM 22] . In turn the VQ approach may be regarded as a degenerate case of DTW. Considering the latter pair, the essential di erence between VQ and DTW is the inherent time-alignment within DTW and the results indicate that some time-sequence information within speech, completely lost in VQ, is captured and used to increase speaker In contrast, the lack of recognition sensitivity to the number of CDHMM states suggests that the state transition probabilities do not themselves contribute to discrimination, but merely aid in the alignment of speech events to states.
Finally, given the observation that DTW and VQ are both degenerate cases of CDHMM, the question is raised on how a CDHMM might be customised to harness the time-sequence information, thereby equaling or out-performing the DTW approach.
Acknowledgements
The Authors wish to thank BT Labs for the use of the Millar database, and continuing nancial support for this work.
The Authors would also like to thank the Referees for their constructive comments which we believe has improved the content of this paper.
