ABSTRACT A multi-cyclic redundancy check (Multi-CRC) polar code construction algorithm is proposed in this paper to solve the error propagation problem of successive cancellation decoding for polar codes. In this algorithm, the information sequence is optimized into several segments to allow decoding errors to be corrected in time, minimizing the impact of error propagation. An improved multi-successive cancellation bit flipping (M-SCFlip) decoding algorithm is proposed to execute the bit flipping operation after CRC check-in each segment. In the low-SNR region, the proposed new multi-CRC polar code with successive cancellation list (SCL) decoding has a slight frame-error rate (FER) degradation compared with the original CRC polar code. With the M-SCFlip decoding algorithm developed in this paper, it achieves a better FER performance compared with the CRC polar code with successive cancellation (SC) and SCL (L = 2) decoding algorithms. In addition, it has a lower decoding delay and requires a lower memory space. For example, at a FER of 10 −4 with the same code length and effective code rate, the proposed multi-CRC polar code with M-CFlip decoding achieves a 1.19 dB and 0.79 dB gains over existing CRC polar codes with the SC and SCL (L = 2) decoding algorithms, respectively.
I. INTRODUCTION
Polar code with fixed coding structure has been proved to approach the Shannon limit asymptotically. In the binary discrete memoryless channel (B-DMC), as the code length N tends to infinity, polar code with successive cancellation (SC) decoding could reach the Shannon limit [1] - [4] . However, for short-to-medium-length polar codes, SC decoding results in a poor error performance due to incomplete channel polarization [5] , [6] . To solve this problem, successive cancellation list (SCL) and successive cancellation stack (SCS) decoding algorithms have been proposed [7] - [9] . Built upon the SC decoding algorithm, the SCL algorithm retains multiple decoding decision paths, each corresponding to a candidate decoding codeword. The path with the highest reliability would be the decoding result. By improving the local path search mode of the SC algorithm, the performance of SCL decoding improves significantly. The computational complexities of SCL and SCS are O(LN log N ) and O(DN log N ),
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respectively, where L is the list width and D is the stack depth. A cyclic redundancy check (CRC)-assisted SCL algorithm was proposed in [10] , [11] . In this scheme, CRC is added to the decoding path decision based on the SCL algorithm. The CRC-SCL algorithm could obtain even better performance with short or medium code lengths than LDPC and Turbo codes. The above improved decoding algorithm solves the problem of local optimization of path search in SC decoding by selecting a decoding path from candidate paths by using a CRC criterion. However, as L increases, the decoding complexity of SCL increases dramatically. Afisadis et al. proposed a successive cancellation flip (SCFlip) decoding algorithm [12] , in which CRC is used to determine whether to perform a bit flip operation or not at the end of the SC decoding process; if yes, it flips only one bit. Zhang et al. [13] proposed another SCflip decoding algorithm.
Due to the serialization in SC decoding, the current decoded bits will affect the decoding process of the following bits; that is, there exists error propagation, one of the main factors that degrades the decoding performance [14] . This paper aims to address the above problem by developing a new codeword structure and proposing an improved decoding algorithm. Specifically, we propose a polar code structure with multiple CRCs, aiming to mitigate the error propagation effects. Additionally, since this multi-CRC structure results in more CRC opportunities, a multi-bit SCFlip algorithm, named M-SCFlip, fits particularly well this structure to execute multi-bit flipping for a significantly improved decoding performance.
II. PRILIMINARIES: POLAR ENCODING AND DECODING

A. POLAR CODE ENCODE
Polar code differs from other linear block codes mainly in its channel polarization process [15] . In polar codes, N (N = 2 n ) mutually independent B-DMC sub-channels are converted into mutually dependent sub-channels W
by channel combining and channel splitting, where X represents the channel input set, Y represents the channel output set, taking on the values {0, 1}, and
N is the mutually dependent sub-channels after channel splitting. In the encoding process, the reliability of each polarized subchannel is calculated by using the Bhattacharyya parameter, density evolution or Gaussian approximation method. Based on the reliability of each sub-channel, an information bit sequence is transmitted on the K sub-channels with high reliability, and the remaining (N −K ) channels with the lower reliability is used to transmit the frozen bits (generally 0's), thereby constructing a coded polar codeword with rate R = K /N . The set A represents the information bit index set, and the set A c , complement to A, represents the frozen bit index set. The encoding process of polar codes is described as:
where G N is the generator matrix, G N = F ⊗n , (n = log N ),
, F ⊗n represents the n-th Kronecher product of the basis matrix F, u N 1 is the input symbol sequence with K information bits and (N − K ) frozen bits, taking on the values {0, 1}, and x N 1 represents coded sequence, with the same definition field as the input symbol sequence. After x N 1 is fed into a modulator and sent over an AWGN channel, the sequence y N 1 is obtained. Taking N = 8 as an example, for which an encoding structure [16] , [17] is shown in Fig. 1 . When the variance of the AWGN channel is σ 2 = 0.987, set A = {4, 6, 7, 8} and A c = {1, 2, 3, 5}. Suppose u A = (1, 0, 1, 1), u A c = (0, 0, 0, 0), and the input sequence is
B. SC DECODING ALGORITHM
Here is the polar code decoding process: based on the received sequence, an estimated value of the information sequence is obtained through a series of iterative operations. iterative operation and uses the previously estimated valuê u i−1 1 to decode the i-th bit, i.e., the current bit. The likelihood ratio is calculated as:
where
. The decision function h makes a decoding decision based on the calculated log-likelihood ratio expressed as: N (·) has two nodes, called g and f . The expressions to calculate the LLRs for g and f nodes are [18] 
The iterative process of L
is expressed as:
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1,e ),û 2i−1 (7) whereû e andû o represent, respectively, the sequence of elements with even subscripts and the sequence of elements with odd subscripts. The initial value of the LLR is:
For an AWGN Channel, it can also be calculated as:
III. CONSTRUCTION OF SEGMENTED MULTI-CRC POLAR CODES A. EFFECT OF ERROR PROPAGATION UNDER SC DECODING ALGORITHM
As shown in Fig. 2 , the likelihood ratio calculation for all g nodes requires some decoded bits. This example assumes information bit index set A = {3, 4, 7, 8} and freezing bit index set A c = {1, 2, 5, 6}. Suppose all the information bits are 0's for simplicity. The information bitû 3 is the first erroneous bit due to channel noise and is decoded to be 1. In the decision process of the next information bitû 4 , the informationû 3 = 1 is used to calculate the LLR. The erroneous decision toû 3 will propagate its effects. This reveals: a) The SC decoding process of polar codes is serial decoding performed in order; b) A current erroneous decoding decision will affect the decoding performance of subsequent bits; that is, SC decoding exhibits error propagation.
Here we simulate the impact of error propagation on SC decoding performance. The simulations assume that the information bits sent at the transmitter are all 0's. If the receiver receives 1's, error occurred. Obviously, the first error bit is caused by channel noise. In order to emulate the case without error propagation, the erroneous bits are corrected automatically during the decoding process; that is, all the received 1's bits are set to 0's automatically in the following decoding process, and this is named SC Emulate. The results in Fig. 3 are obtained from 1500,000 Monte Carlo experiments, and they show that the performance of polar codes is significantly improved if error propagation effects can be eliminated.
In order to further assess the characteristics of error propagation effects on polar codes, the performance of codes of different lengths are evaluated, as shown in Table 1 . For example, for code with length 512 at SNR of 1 dB, 44.4% of the frames are single-bit-error frames and 55.6% of the frames have multiple bit errors. As the code length and SNR increase, the number of erroneous bits due to error propagation in each frame gradually decreases.
B. CONSTRUCTION OF MULTI-CHECK POLAR CODE FOR SUPPRESSING ERROR PROPAGATION
The goal here is to construct a polar code that is more immune to error propagation than existing polar codes. The proposed structure consists of multiple segmented portions each with a CRC, which allows decoding error to be corrected in time to mitigate error propagation effects. For this particular structure, a new decoding algorithm is also developed that takes advantages of the proposed structure for very effective decoding. The structure is shown in Fig. 4 . Two segmentation methods are proposed: a uniform segmentation structure and a heuristic segmentation structure. 
1) UNIFORM SEGMENTATION
In the uniform segmentation structure, the information bits are segmented uniformly, and CRC bits are added to each segment. Suppose the number of segments is P, and the highest power of the CRC generator polynomial is r. Then M = K /P is the number of information bits per segment, and the last r bits are CRC bits, each arranged as
p , 1 ≤ t ≤ r, represents the CRC bits.
2) HEURISTIC CONSTRUCTION
Uniform segmentation does not effectively utilize the statistical information of channel polarization, and it cannot guarantee an even distribution of the erroneous bits among the segments. In order to improve the effectiveness of the flipping and reduce the long decoding delay caused by unbalanced local segmentation, the number of error bits in each segment should be as balanced as possible. A self-heuristic segmentation structure that takes into consideration the channel polarization and error probability characteristics of the polar code in each sub-channel is proposed here.
The reliability distribution of each sub-channel can be calculated by using Bhattacharyya bounds method [19] , [20] . Consider the example of code with length N = 1024, rate R = 0.5, and Eb/N 0 = 1dB. Fig. 5 shows the capacity distribution of the sub-channels. It is observed that the errors occur in bursts with the channel polarization process. The bit errors are non-uniformly scattered in all information channels, and the error probability may increase dramatically at some locations.
The dotted line in Fig. 5 shows that the information sequence is divided into several segments according to the burst. The capacity gap between the two sub-channels adjacent to the burst error point is much larger than the capacity gap between other adjacent sub-channels. Taking the burst point as the dividing line, the information sequence is divided into P segments, and the last block of bits of each segment are the CRC bits. Assume that one segment contains L (r ≤ L ≤ N ) information bits and r check bits. The distribution can be expressed as:
As a heuristic segmentation method, the number of segments is not fixed. We can use the reliability changes of the adjacent sub-channels. If the reliability changes exceed a threshold T , a new segment is generated. In the examples simulated, a threshold T = 0.5 is chosen, resulting in 6 segments.
This heuristic segmentation utilizes the polarization characteristics of the polar code to ensure that the error bits are distributed as uniformly as possible in all segments to improve decoding performance.
IV. M-SCFLIP DECODING ALGORITHM
Based on the SC decoding algorithm, the successive cancellation flip decoding (SCFlip) algorithm flips the bit according to CRC results. The basic idea is as follows. In the encoding phase, first, r bits are placed at the end of the information sequence u A . Then the entire sequence is coded by the polar code. In the decoding stage, after SC decoding CRC is performed on the decoded codeword. If the CRC check passes, then decoding is successful; otherwise, the T information bits at the position with smallest value of |L
ind p } will be flipped, but only one bit is flipped at a time. The previously flipped bit is restored as the second bit is flipped. After bit flipping, CRC is performed again. If after the T bits have been flipped one by one but CRC check still fails, then flipping process is declared failure, and the initial SC decoding result is considered as final.
For the constructed multi-CRC polar code, the SCFlip operation can be executed in each segment, and is called M-SCFlip. The polar code with the segmented structure increases the number of CRC check times and the bit flipping opportunities, which will lead to better decoding performance. The specific process of the M-SCFlip algorithm is as follows.
Step 1: Let P be the number of segments of the polar code. The sub-channel indices of the segment points are placed in the set Ind = {ind 1 , ind 2 , · · · , ind p }. The information bit sequence is encoded to generate codeword x N 1 , and y N 1 is the received sequence.
Step 2: Perform SC decoding. After completing SC decoding for each segment p ∈ {1, 2, · · · , P}, perform local CRC check. If CRC check fails, then sort L Step 3: Select the bit corresponding to F 1 from the set Flip to flip, and then perform SC decoding on the bit between bit F 1 +1 and bit ind p . If the decoding result does not pass CRC check, then bit F 1 is restored. Then, flip the bit corresponding to bit F 2 in the set Flip. After flipping the whole set Flip, if still no valid codeword is generated, then the flipping fails, and the result from the initial SC decoding is used as the final decoding result of this local segment, and the process moves forward to Step 4 below. If a decoding result passes CRC check, then store the flipping results and continue to Step 4.
Step 4: Repeat the above steps for all segments and output the whole decoded codewordû N 1 .
V. SIMULATION AND RESULT ANALYSIS A. SIMULATION PARAMETER SETTING
The parameters used in the simulation are as follows. Coherent binary phase shift keying (BPSK) modulation over an AWGN channel is considered. Gaussian approximation is used for information bit selection. Multi-CRC polynomial is g(D) = D 4 + D + 1, and CRC polynomial for singlesegment case is g(D) = D 16 + D 15 + D 2 + 1. Since the added CRC bits have different lengths, the code rate is defined as R = (K +r)/N , and the effective bit rate is R = K /N , where r is the number of bits allocated for CRC. In the comparison, the effective code rate is the same for all schemes. Three codes are adopted in the simulation: Code A (N = 256), Code B (N = 512), and Code C (N = 1024).
B. PERFORMANCE WITH SCL DECODING
The results in Fig. 6 show that when the SCL decoding algorithm is executed, the performance of the segmented multi-CRC codeword is slightly worse than that of the single-segment codeword. This main reason is that the segmentation structure shortens the code length of each part. Also to maintain the same code rate as the conventional polar code, the number of CRC bits per segment will be lower, which reduces its error-detection ability. But the performance difference in the low-SNR region is negligible; in high-SNR region, their performances are the same because the choice of the survival path is related to the reliability of the decoder output and the CRC check. As SNR increases, the decoding error probability decreases, and the error detection capability of the CRC plays a more important role.
C. PERFORMANCE WITH M-SCFLIp DECODING
In this section, the performance of the proposed code employing the M-SCFlip algorithm, constructed with both uniform and self-heuristic methods is simulated and compared the SC, SCL, SCFlip, and M-SCFlip algorithms for three different codes, Code A, Code B, and Code C. Assuming the same effective code rate, the parameters of the three code words in the case of the SCFlip and the M-SCFlip algorithms are as shown in Table 2 . M-SCFlip (1) represents the code constructed from a heuristic method, and M-SCFlip (2) represents the code constructed with the uniform method. Parameter P is the number of segments and T is the length of the set of bits to be flipped.
It is observed from Fig. 7 that the M-SCFlip algorithm−the improved SC bit-flip decoding algorithm proposed in this paper−drastically outperforms SC decoding. It is also much more effective than the SCL (L = 2) and the SCFlip algorithms. Because the M-SCFlip algorithm implements multiple flips in time, the error propagation issue with SC decoding is significantly mitigated. The M-SCFlip algorithm constructed with a heuristic method performs slightly better than random construction because the heuristic segmentation construction method takes the channel polarization of the polar code into consideration, so the error bits are distributed more evenly in each segment. Fig. 8 shows the error performance of Code B, aiming to assess the influence of the number bits to be flipped T on the decoding performance of the M-SCFlip decoding algorithm. The number of segments of the heuristic structure P is set to 4. The results show that when the number of segments P is the same, the larger the number of bits to be flipped, the better the performance. Also, the heuristic M-SCFlip algorithm performs better than the uniform structure under the same conditions. Fig. 9 evaluates the effect of the number of segments P on the performance of the M-SCFlip algorithm. With uniform segmentation, the performance with P = 8 is better than with P = 4. However, when P reaches 16, the performance of the algorithm deteriorates because the number of segments is too large, and the actual rate of the polarization code is large, resulting in a performance degradation. The decoding performance of the M-SCFlip algorithm based on the heuristic construction method with P = 6 is better than the uniform M-SCFlip algorithm under the same conditions. It observed from Figs. 8 and 9 that the heuristic configuration is a better strategy for the M-SCFlip algorithm, because it segments the information bits according to the error burst, which results in error bits more or less evenly distributed in all segments, thereby improving the performance. Table 3 shows the gains achieved by using the proposed new algorithm over existing algorithms for Code A, Code B, and Code C at a frame error rate (FER) of 10 
D. DECODING DELAY AND COMPUTATIONAL COMPLEXITY
Here, we use the computational complexity to evaluate the decoding delay. The computational complexity of the M-SCFlip algorithm is related to the number of flipped bits. Since the number of flipped bits in the decoding process cannot be determined exactly, an average computational complexity is a more proper measure. In the M-SCFlip decoding process, bit flipping is performed only when a decision error occurs. Therefore, the average complexity of the algorithm should take account into the frame error rate of the SC decoding algorithm. Thus, the average complexity can be expressed as
where N is the code length, P is the number of segments, T is the size of the set of bits to be flipped, and P e (R, SNR) is the FER as a function of SNR and code rate R. As SNR increases, P e (R, SNR) decreases, the computational complexity of the M-SCFlip algorithm also decreases. The decoding delay of M-SCFlip is obviously lower than that of SCL, especially for large L.
For SCL decoding, all L surviving paths with the size K bits must be saved in memory until the K -th information bit is decoded. So, K × L memory units are required to store the L surviving paths. In the M-SCFlip decoder, CRC check is done on each sub-block and only the selected sequences are stored, which releases many memory units for use in the next decoding process. An approximate memory requirement is as follows. Let the information sequence be divided into P sub-blocks, meaning that the length of each sub-block is K /P. Then K /P memory units are required to execute the SC decoding process for each sub-block. The decoder needs an extra of T memory units to store the selected bits to be flipped and K bits to store the output bits. For the whole decoding process, the total memory space needed is K /P + T + K .
VI. CONCLUSION
This paper proposes a segmented multi-CRC polar code and develops an algorithm, called M-SCFlip decoding algorithm, for this particular code structure to significantly improve the error performance. Based on the channel polarization characteristics, the algorithm divides the information sequences and places the CRC bits at the end of each segment. The decoding errors are corrected in time, which effectively mitigates error propagation in the decoding process. Results obtained show that under the same code rate and code length, the performance of the constructed code with the proposed M-SCFlip algorithm results in much better error performance than existing codes and decoding algorithms. Additionally, the proposed code has a lower decoding delay and requires less memory space for decoding than existing codes and decoding algorithms.
