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FURTHER EVIDENCE ON THE SPATIO-TEMPORAL MODEL 
OF HOUSE PRICES IN THE UNITED STATES 
 
BADI H. BALTAGI* AND JING LI* 
*Department of Economics, Syracuse University, Syracuse, NY, USA 
 
SUMMARY 
Holly, Pesaran, and Yamagata (2010) use a panel of 49 states over the period of 1975 to 2003 to 
show that state-level real housing prices are driven by economic fundamentals, such as real per 
capita disposable income, as well as by common shocks, such as changes in interest rates, oil 
prices, and technological change.  They apply the common correlated effects (CCE) estimator of 
Pesaran (2006) which takes into account spatial interactions that reflect both geographical 
proximity and unobserved common factors.  This paper replicates their results using a panel of 
384 Metropolitan Statistical Areas (MSAs) observed over the period 1975 to 2010. Our 
replication shows that their results are fairly robust to the more geographically refined cross-
section units, and to the updated period of study.  
 
 
1. INTRODUCTION 
The U.S. housing market has been through significant boom and bust in recent years.  The U.S. 
housing price indexes, published by the Federal Housing Finance Agency (FHFA), ran up by 
almost 40% from January 2003 to June 2006, followed by a 28% drop, unprecedented in the U.S. 
history.  Time series studies on housing price movements using the U.S. national data include 
Meen (2002) and Gallin (2006).  Also, Malpezzi (1999) uses a panel of 133 metropolitan areas in 
the USA over the period 1979 to 1996.  More recently, Holly, Pesaran, and Yamagata (2010) use 
a panel of 49 states over the period of 1975 to 2003 to show that state-level real housing prices 
are driven by economic fundamentals, such as real per capita disposable income, as well as by 
common shocks, such as changes in interest rates, oil prices, and technological change.  They 
apply the common correlated effects (CCE) estimator of Pesaran (2006) which takes into account 
spatial interactions that reflect both geographical proximity and unobserved common factors.  
This estimator is consistent under heterogeneity and cross-sectional dependence.  It also copes 
with the presence of spatial effects, see Pesaran and Tosetti (2011).  
This study replicates the results of Holly, Pesaran, and Yamagata (2010), hereafter HPY, 
using a slightly different data set.  We first extend the period of study to 2010, incorporating the 
information reflected by the most recent housing market crash in 2007.  We also examine more 
refined geographical units focusing on Metropolitan Statistical Areas (MSAs) instead of state 
level data. 1   This level of aggregation is important because housing price fluctuations are 
generally considered a local phenomenon and are specific to economic integrated areas, such as 
an MSA. In fact, within a particular state, the extent to which housing prices appreciate or 
depreciate over a certain period of time varies significantly across locations.  For example, even 
in the same state, housing prices in New York City depreciated by 22.13%, from June of 2006 to 
January of 2012, while the similar depreciation rate in Syracuse, NY, over the same period, was 
only 3.47%. 
                                                        
1
 MSAs are defined by the Office of Management and Budget (OMB) as urban centers of at least 10,000 population 
and adjacent areas that are socioeconomically tied to the urban centers by commuting. 
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Using housing price indexes for 384 MSAs rather than 49 states, and over the period 1975-
2010, rather than 1975-2003, we find that the HPY results are fairly robust.  More specifically, 
after taking into account both cross-sectional dependence and heterogeneity, we find a co-
integrating relationship between real housing prices and real per capita disposable income.  We 
also find that the degree of spatial correlation at the MSA level is slightly stronger than that 
found at the state level. 
 
2. EMPIRICAL EVIDENCE 
Following HPY, we report within and between correlation coefficients for both real housing 
prices and real per capita disposable income, but now at the MSA level rather than the state 
level. Tables 1 and 2 are comparable to Tables 3 and 4 in HPY.2    The general patterns 
demonstrated in these tables are consistent with the original findings: within region correlations 
tend to be larger than between region correlations.  This suggests a possible spatial pattern in 
both real housing prices and real per capita income. 
Cross-sectional dependence (CD) tests are reported in Table 3. These are comparable to 
Table 5 in HPY. These CD tests are statistically significant, with larger magnitudes than those 
reported by HPY. The average correlated coefficients of real housing prices, along with those 
associated with population growth and net cost of borrowing are around the same magnitudes as 
those reported in HPY. 
Pesaran’s CIPS test results that take into account cross-sectional dependence are reported in 
Table 4. These results are comparable to Table 6 of HPY. The same conclusions can be drawn 
from these test results as in HPY: real housing price indexes and real per capita income can be 
treated as I(1) processes especially if the trended nature of the series is taken into account, 
whereas population growth and net cost of borrowing should be considered as I(0) processes. 
The first column of Table 5 gives the naive mean group estimates. These are comparable to 
Table 7 in HPY. The estimate of the coefficient on income is 0.57 compared to 0.30 For HPY. 
The other two columns report the common correlated effects mean group (CCEMG) and the 
common correlated effects pooled (CCEP) estimates.  The coefficients on income are 0.99 and 
1.18 compared to 1.14 and 1.20 for HPY.  The residual cross-sectional dependence has been 
purged with the average error cross-correlation coefficient reduced from 0.32 for the MG 
estimates to 0.022 and 0.026 for the CCEMG and CCEP estimates, respectively. 
We computed CIPS(p) panel unit root test statistics for log(real housing price)-log(real per 
capita income) including MSA specific intercepts, for different augmentation and lag orders, p = 
1, 2, 3 and 4, and obtained the following statistics: -11.63, -10.46, -10.41, -3.90, respectively.3 
Unit root in log(real housing price)-log(real per capita income) is rejected for all the 
augmentation orders at 1% level.  We consider this as strong evidence for the cointegrating 
relationship between real housing prices and its fundamental market driver. 
Next, we estimate an error correction model without net cost of borrowing and population 
growth in Table 6.  This is comparable to Table 9 in HPY. 
The CCEMG and CCEP estimators are close and yield error correction coefficients of -
0.204(0.010) and -0.186(0.006).  This is close to the estimates reported in HPY: -0.183(0.016) 
and -0.171(0.015), respectively.  The average half-life estimates are around 3.3 years, much 
smaller than the half-life estimates of 5.1 years obtained using the MG estimators.  But the MG 
                                                        
2 MSAs overlap state boundaries – there are three MSAs sitting on the boundaries of two Bureau of Economic 
Analysis (BEA) regions, and one MSA crosses the boundary of the East region and the Middle region.  In these 
cases, we assign the MSA to the region within which the larger portion of the MSA is located. 
3
 Due to the unbalanced nature of the MSA house price panel used for analysis, only standardized Z[t-bar] statistics 
are computed.  
 3 
estimators are likely to be biased, since the residuals from these estimates show a high degree of 
cross-sectional dependence.  The same is not true of the CCE-type estimators.  By including 
population growth and net cost of borrowing, we also find a significant negative effect associated 
with net cost of borrowing and a significant positive effect for population growth, as shown in 
Table 7.  This is comparable to Table 10 in HPY. 
As shown in HPY, the strong dependence in overall residuals is captured by a common 
factor, whereas the remaining dependence across the idiosyncratic components captures weak 
cross-sectional dependence.  The former is addressed by a multi-factor decomposition and 
estimated by principle components.  The latter is identified using a spatial autoregressive model.  
Different from the spatial weight matrix generated based on contiguity between states in HPY, 
our spatial weight matrix is calculated based on row-standardized spatial distances between 
MSAs.4  The maximum likelihood estimates of the spatial coefficients for the number of factors 
specified as 1, 2, and 3, are 0.689(0.036), 0.491(0.023), and 0.348(0.019), respectively.5  These 
estimates are slightly larger than the state-level estimates reported in HPY.  
HPY obtain differential factor loadings by regressing log(real housing price)-log(real per 
capita income) on their average over states and a constant, see their Table 11.  They find 
significantly negative factor loadings for New York, Massachusetts, and California.  We report a 
similar table with selected MSAs in Table 8.  The first two columns report factor loading 
estimates for the five largest MSAs in each of the three states.  The last two columns present all 
MSAs that are associated with negative and statistically significant factor loading estimates in 
our results.  We find that the estimated factor loadings for MSAs in New York, Massachusetts, 
and California tend to be positive.  In addition, MSAs that report negative factor loadings based 
on the new data set had positive factor loading estimates at the state level in HPY.  Despite this 
switch in sign perhaps due to looking at MSAs rather than states, HPY’s conclusion still holds: 
States that originally deviate from the equilibrating relationship tend to eventually revert. 
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Table 1: Average correlation coefficients within and between regions  
first difference of log real per capita income 
 
(i) Three geographical regions 
 East Middle West 
East 0.48 - - 
Middle 0.49 0.62 - 
West 0.35 0.39 0.34 
(ii) Eight BEA regions 
 New England Mid-East South-East Great Lakes Plains South-West Rocky mountain Far West 
New England 0.68 - - - - - - - 
Mid-East 0.58 0.58 - - - - - - 
South-East 0.47 0.47 0.46 - - - - - 
Great Lakes 0.50 0.53 0.50 0.68 - - - - 
Plains 0.44 0.46 0.44 0.56 0.55 - - - 
South-West 0.23 0.27 0.30 0.32 0.32 0.36 - - 
Rocky mountain 0.36 0.38 0.39 0.45 0.42 0.34 0.45 - 
Far West 0.41 0.41 0.38 0.44 0.39 0.25 0.38 0.39 
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Table 2: Average correlation coefficients within and between regions  
first difference of log real house prices 
 
(i) Three geographical regions 
 East Middle West 
East 0.50 - - 
Middle 0.37 0.68 - 
West 0.37 0.33 0.40 
(ii) Eight BEA regions 
 New England Mid-East South-East Great Lakes Plains South-West Rocky mountain Far West 
New England 0.86 - - - - - - - 
Mid-East 0.62 0.62 - - - - - - 
South-East 0.41 0.41 0.57 - - - - - 
Great Lakes 0.32 0.26 0.41 0.62 - - - - 
Plains 0.29 0.22 0.47 0.52 0.62 - - - 
South-West 0.16 0.21 0.45 0.21 0.45 0.56 - - 
Rocky mountain 0.08 0.16 0.46 0.38 0.50 0.47 0.57 - 
Far West 0.30 0.40 0.39 0.34 0.28 0.24 0.32 0.57 
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Table 3: Average Correlation Coefficients and CD Tests 
 
Average Correlation Coefficient 
 ADF(1) ADF(2) ADF(3) ADF(4) 
Log (real housing price index) 0.387 0.357 0.369 0.360 
Log (real per capita income) 0.423 0.368 0.361 0.301 
Population growth rate 0.047 0.044 0.046 0.042 
Real cost of borrowing 0.391 0.355 0.349 0.341 
CD test statistics1 
 ADF(1) ADF(2) ADF(3) ADF(4) 
Log (real housing price index) 512.94 460.10 466.41 448.22 
Log (real per capita income) 628.18 537.48 519.04 426.50 
Population growth rate 72.67 67.14 67.87 61.58 
Real cost of borrowing 483.41 426.35 408.86 390.55 
1
 Under the null hypothesis of cross-section independence, CD test statistic ~ N(0,1). 
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Table 4: Pesaran’s CIPS panel unit root test results1 
 
      With an intercept 
 CADF(1) CADF(2) CADF(3) CADF(4) 
Log(real housing price index) -13.093*** -8.198*** -4.651*** -0.832 
Log(real per capita income) 0.211 1.719 0.674 -0.104 
∆Log(real housing price index) -15.237*** -12.062*** -9.239*** -1.512* 
∆Log(real per capita income) -35.868*** -18.676*** -8.155*** 1.140 
Population growth rate -19.586*** -10.935*** -4.938*** -0.118 
Real cost of borrowing -14.266*** -8.577*** -4.319*** 5.037 
      With an intercept and a linear trend 
 CADF(1) CADF(2) CADF(3) CADF(4) 
Log(real housing price index) -6.643*** 0.634 5.960 16.415 
Log(real per capita income) 11.886 14.260 13.486 12.474 
1
 Under the null hypothesis of existing unit root, Z(t-bar) ~ N(0,1).  * signifies that the test is significant at the 10% level.  ** signifies that the test is 
significant at the 5% level.  *** signifies that the test is significant at the 1% level. 
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Table 5: Income Elasticity of Real Housing Price: 1975-2010 
 
 MG CCEMG CCEP 
Constant  1.1143 -5.2212 -0.6258 
 (0.448) (0.338) (0.412) 
Log(real per capital income) 0.5660 0.9920 1.1809 
 (0.061) (0.036) (0.070) 
Average Cross Correlation Coefficients 0.315 0.022 0.026 
CD test statistic 419.11 29.42 30.13 
Note: standard errors are reported in parenthesis.   
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Table 6: Panel Error Correction Estimates Without Net Cost of Borrowing and Population Growth: 1975-2010 
 
 MG CCEMG CCEP 
One period lag of Log(real housing price index) - 
Log(real per capital income) -0.1282 -0.2041 -0.1855 
 (0.005) (0.010) (0.006) 
One period lag of ∆Log(real housing price index) 0.6769 0.3438 0.5478 
 (0.017) (0.018) (0.017) 
∆Log(real per capita income) 0.3192 0.2307 0.4061 
 (0.025) (0.026) (0.019) 
Half life 5.052 3.036 3.378 
Average cross-correlation coefficients 0.276 0.027 0.033 
CD test statistics 341.36 31.58 39.74 
Note: standard errors are reported in parenthesis.   
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Table 7: Panel Error Correction Estimates with Net Cost of Borrowing and Population growth: 1975-2010 
 
 MG CCEMG CCEP 
One period lag of Log(real housing price 
index) – Log(real per capital income) -0.1268 -0.1286 -0.1269 -0.1286 -0.2392 -0.2249 -0.2255 -0.2191 -0.2100 -0.2024 -0.2106 -0.2042 
 
(0.004) (0.005) (0.005) (0.004) (0.013) (0.009) (0.011) (0.009) (0.007) (0.007) (0.007) (0.007) 
One period lag of ∆Log(real housing 
price index) 0.7262 0.7338 - - 0.0606 0.0651 - - 0.3806 0.4227 - - 
 
(0.029) (0.029) - - (0.037) (0.034) - - (0.043) (0.039) - - 
∆Log(real per capita income) 0.3292 0.3183 0.3296 0.3184 0.2400 0.2153 0.2394 0.2317 0.3977 0.3910 0.5084 0.5040 
 
(0.029) (0.022) (0.028) (0.025) (0.030) (0.025) (0.027) (0.025) (0.021) (0.020) (0.021) (0.021) 
Population growth rate 0.2274 - 0.2276 - 0.6893 - 0.6515 - 0.5165 - 0.7774 - 
 
(0.047) - (0.049) - (0.110) - (0.100) - (0.089) - (0.090) - 
Real cost of borrowing 0.0654 0.0567 -0.6608 -0.6772 -0.1558 -0.2593 -0.2167 -0.3302 -0.1021 -0.1009 -0.4090 -0.4438 
 
(0.024) (0.026) (0.017) (0.018) (0.041) (0.038) (0.019) (0.018) (0.041) (0.037) (0.018) (0.017) 
Half life 5.110 5.035 5.107 5.035 2.535 2.721 2.712 2.803 2.941 3.065 2.931 3.035 
Average cross-correlation coefficients 0.266 0.283 0.273 0.286 0.020 0.023 0.022 0.025 0.032 0.031 0.033 0.032 
CD test statistics 329.28 350.85 340.50 355.99 22.98 27.43 25.84 30.09 37.60 36.97 39.14 37.76 
Note: standard errors are reported in parenthesis.   
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Table 8: Factor Loading Estimates for Selected MSAs: 1975-2010 
 
MSAs Estimates MSAs Estimates 
New York-White Plains-Wayne, NY-NJ 1.08** (0.43) Anniston-Oxford, AL -0.14** (0.06) 
Buffalo-Niagara Falls, NY 0.22 (0.66) Clarksville, TN-KY -0.70*** (0.13) 
Rochester, NY 0.15 (0.42) Columbus, IN -0.32** (0.13) 
Albany-Schenectady-Troy, NY 0.96** (0.41) Danville, VA -0.24* (0.12) 
Poughkeepsie-Newburgh-Middletown, NY 2.05*** (0.51) Fayetteville, NC -1.13** (0.42) 
Boston-Quincy, MA 1.18** (0.58) Florence-Muscle Shoals, AL -0.30*** (0.09) 
Providence-New Bedford-Fall River, RI-
MA 1.47*** (0.48) Goldsboro, NC -0.39* (0.19) 
Worcester, MA 1.23** (0.52) Jackson, TN -0.58* (0.29) 
Springfield, MA 0.86* (0.49) Lafayette, IN -0.61*** (0.16) 
Barnstable Town, MA 3.50*** (0.44) Laredo, TX -0.49* (0.28) 
Los Angeles-Long Beach-Glendale, CA 2.03*** (0.43) Lawton, OK -0.80** (0.31) 
San Francisco-San Mateo-Redwood City, 
CA 1.55*** (0.45) Pine Bluff, AR -0.32** (0.15) 
Riverside-San Bernardino-Ontario, CA 2.86*** (0.46) Terre Haute, IN -0.35** (0.14) 
Sacramento-Arden-Arcade-Roseville, CA 2.23*** (0.39) Texarkana, TX-Texarkana, AR -0.45** (0.19) 
San Jose-Sunnyvale-Santa Clara, CA 1.60*** (0.44) Tuscaloosa, AL -0.16*  (0.08) 
  Victoria, TX -0.46*  (0.23) 
Note: standard errors are reported in parenthesis.  * signifies that the test is significant at the 10% level.  ** signifies that the test 
is significant at the 5% level.  *** signifies that the test is significant at the 1% level. 
 
