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I N T R O D U C T I O N 
L'analyse et l' évaluation des performances des systèmes acquiè r ent une pla-
ce de plus en plus importante dans l e doma ine de l'informatique. De plus en 
plus on exige des systèmes informatiques qu 1 i ls soient très puissants, 
très flexibles, très performants. On exi ge que les services rendus à l ' uti -
lisateur soient l es mei ll eur s possibles pour sa productivité. A cause de 
la dimension des investissements que requiert l'installation d 'un système 
informatique , on a ccorde une attention considérable à l'efficacité de ce-
lui-ci. Le coQt élevé des conceptions "hardware '' et des développements 
" software" crée une pression pour évaluer les systèmes proposés ou les 
changements projetés sur un système déjà existant avant même de commencer 
1 1 implémentation en elle- même. 
Il existe différentes situations dans lesquelles l es r esponsables de sys-
tèmes peuvent souhaiter une étude de perfo r mances . 
Am.éliorer les performances d'un système déjà exis tant ( "performance 
tuning 11 ). 
Maintenir l es performances d'un système d 'exp loi tat ion dans des 
limites raisonnab l es déterminées ("per formance control"). 
Concevoir et implémenter un nouveau système et pour cela étudie r les 
conditîons d 'exploitat ion et les performa nces des systèmes p r oposés 
selon certains critères (bench marks) . 
Il va de soi que les moyens à envi sager sont trè s différents selon le type 
de situation dans lequel on se trouve. 
La performance d 'un système peut être caractérisée par son efficacité et 
son efficience. L'efficacité d'un système est décrite en termes de capaci-
té à satisfaire la demande des utilisateurs pris individuellement. 
L'efficacité d'un système peut être est i mée à partir d 'observat ions faites 
sur sa partie externe : c 1 est le syst ème tel qu 'il est vu par 1 1 utilisateur. 
(Elles sont appe l ée s "mesur es de performances or i entées utilisateur 11 ) , 
Par contre l'efficience d'un système est mesurée dans sa pa rtie i nterne. 
Ces mesures a i dent à identifi e r l es problèmes qu i d i minuent les performanc es 
du système. (elles sont appe lées "mesures d e performances ori entées 
système 11 ). 
2o -
Estimer l ' efficacité d ' un système ne peut produir e que des constatations 
sur le compo r tement de ce l ui - ci, tandis que estimer l ' efficience d ' un sys-
tème peut établir les r aisons de son compo r tement . 
Pa r exemp l e, l e temps de r éponse d ' un système interactif est une mesure 
or i entée ut ilisateur . Le temps de r éponse r eprésente le temps écoulé entre 
le moment où l ' utilisateur envoit une demande vers le système et le moment 
où il reçoit la réponse à sa demande. Tandis que le pourcentage d ' utilisa-
tion d ' une r essource est une mesu re orientée système . 
Notre trava i l dans ce mémoire , est d'étudi er les performances du 
DECSYSTEM- 20 des Facultés unive r sitaires de Namur . Il s ' agit donc d ' étudier 
u n système soumis à une charge assez part i culi è re et très irrégulière : elle 
est composée d ' étudiants, de chercheurs, d'assistants , de professeurso 
Toute ana l yse d ' un système est seulement lianalyse d ' un certain modèle du 
système. Un modèle est une abstr action du réel contenant uniquement les 
mécanismes importants et permettant à l'analyste de synthétiser le système 
et de se concentrer sur le principal . A travers la modélisation , l es dé -
tails non nécessaires sont suppri més , les mécanismes du système sont sim-
plifiéso 
Notre trava i l consiste donc à proposer un modèle du DEC- 20 et à l ' impl émen -
ter. Ce modèle devrait pouvoir être utilisé ultérieurement pour tester 
les améliorations possibles du systèmeo ~ous nous trouvons donc dans la 
première des situations que nous venons de décrire ("performance tuning"), 
et devons mesurer l ' efficience du système. 
La mis e au point de ce travail est assez complexe et il ne nous a pas tou-
jours été possible d'approfondir tous les détails de sa réalisation avec 
les mêmes soins que ceux susceptibles d ' êtr e attr ibué s par une équipe de 
chercheurs. 
3 .-
Néanmoins , en limitant d 1avance notre travail , un tel but nous a semblé r éa-
lisable. 
Notre étud e s ' est dé roul ée en plusi eurs étapeso Tout d ' abord il nous fa l -
lait acquérir de bonnes conna is sances du syst ème informatique DECSYSTEM- 200 
Nous pouvons considé r er un ordinateur comme étant une entité constituée 
de multipl es composants. Des travaux dema ndent des services à l ' ordinateur 
et un servic e doit être représent é p a r a u moins - des demandes 11 CPU11 
des demandes d ' espace 
mémoi r e 
des demandes d 1 Entr ées-
Sorties. 
Le chapitr e I prés ente une descr i pt i on du système r éunissant tous c es com-
posants. Il conti ent les concept s de base nécessaires pour comprend r e le 
système et effectue r l es mesures . 
Le chapitre II est consacré à l a modé lisation du système et à l a justifi-
cat ion du modèle par r a pport au système réel . Dans ce chapitre , nous dé -
te r mine rons éga lement l es paramètres nécessaires pour réali se r ce modè l e . 
Des informations exactes sur le comportement actue l du système ne peuvent 
être obtenues qu ' en effectuant des mesur es sur le système "act i f " . Sans 
c es mesures réelles , aucune hypothèse de per fo r manc e ne peut êtr e v a lidée. 
Il est donc ind ispensab l e de mesurer les pa r a mètr es à fournir au modèle 
sur le système 11 act i f 11 • Dans l e chapitre I II, nous exposons la mani è r e 
dont nous avons procédé pour effectuer ces mesures avec les outils qu e 
nous avions à notre d i spos i tion. C' est la construct ion de ce me sur eur qui 
a p ri s une grande parti e du temps consacr é au mémoire . 
4. -
Enfin, à partir des performances du système r éel , nous pouvons dès lors 
résoudre notre modèle valablement. Ce modèle pourra par la suite être uti-
lisé pour envisager une amé liora tion du système. 




C H A P I T R E I 
E T U D E D U S Y S T E M E 
6.-
I.O. INTRODUCTION 
Le système que nous étudierons ici est le sy stème d ' exploitation TOPS - 20 te l 
qu'il est implémenté au centre de calcul des Facultés Universitaires 
Notre Dame de la Paix à Namur : c'est-à-dire TOPS-20 dans sa cinquième 
version. Dans ce centre, ce système s'exécute sur un ordinateur 
DECSYSTEM 20 (D IGITAL ) qui est constitué d'un processeur KLlO couplé 
avec un ordinateur frontal PDP-11 chargé de gérer la console opérateur 
et les terminaux. TOPS-20 est un système d'exploitation classique qui 
permet d 'exécuter des tâches en temps réel, en mode interactif et en 
lots (batchs), et ce, en utilisant les techniques bien connues de temps 
partagé et de mémoire mutuelle avec pagination . 
Dans un premier temps, nous décrirons quelques concepts de bases de ce 
système (I.1 .) qu i nous permettront ensuite de décrire les é l éments né-
cessaire s pour l a compr éh ens ion de la modé lisation et du mesur eur 
- la manière dont les processus sont gérés (I.2.), 
- la manière dont la mémoire centrale est gérée (I .3.), 
- la manière dont le CPU est alloué aux utilisateurs (I .4.), 
- la manière dont les entrées/sorties sur disques et bandes 
sont prises en charge (I .5.), 
- les options de contrôle de ce s ystème (I .6.). 
A partir de la description de ces éléments du système, nou s pourrons 
donner une signification plus pratique à certa ins conce pts de base 
(I.7 .). 
7.-
I.l. CONCEPTS DE BASE [DIGS, VER] 
Pour comprendre le système qui nous intéresse, commençons par décrire 
quelques concepts généraux . 
I.1.1. Comment le système répond-t-il aux besoins de l'utilisateur ? 
On peut considérer l'ordinateur comme un ensemble de ressources que 
le système essaye d'allouer aux utilisateurs. Cette allocation doit 
être faite de manière telle que l'ordinateur soit utilisé de la ma-
nière la plus efficace possible (partage équitable entre les proces-
sus, pourcentage élevé d'utilisation du CPU, ... ) et que le temps de 
réponse aux demandes de l'utilisateur soit acceptab l e . 
Les ressources à prendre en considération sont : 
- le processeur central (CPU) 
- la mémoire centrale 
- les unités d'E/S (bandes , i mprimantes , terminaux ••• ) 
- les fichiers. 
Certaines de ces ressources peuvent être partagées par plusieurs 
utilisateurs : mémoire, fichiers. 
Tandis que d'autres ne peuvent être assignées qu'à un seul utilisa-
teur à la fois : CPU, imprimante, 
Outre l'allocation des ress ources, le s ystème d'exploitation est 
chargé d'effectuer d'autres services pour les utilisateurs : 
- la gestion des tâches de s utilisateurs (ordonnancement 
des processus) 
- le décodage de commandes des utilisateurs 
- la gestion des erreurs. 
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Pour assurer l'intégrité du système, certaines fonctions ne peuvent 
être exécutées directement par les utilisateurs : il faut faire ap-
pel au système qui les gérera lui-même. 
visent à 
Il s'agit de fonctions qui 
- obtenir des informations sur les opérations du système 
- obtenir des informations sur les autres utilisateurs 
- effectuer des entrées /sorti es. 
Ces services sont effectués par le système à la demande de l'utili-
sateur (opérations d'E/S, obtention d'information), ou sont activés 
régulièrement par une horloge interne (décodage des commandes, or -
donnancement des tâches, ... ) . 
I.1.2. La base de données du moniteur 
Pour accomplir toutes ces fonctions, le système doit maintenir une 
grande quantité d ' informations dans une base de données. Il conser-
ve des tables pour chaque "job" dans s on ensemble (Job Tables ) , des 
tables pour chaque processus (Fork Tables), des tabl e s d ' informa-
tions pour chaque unité, chaque canal, et beaucoup d'autres tables 
pour le système qui découleront des concepts expl i qués ci-après. 
Les principales tab les de cette base de données sont décrites dans 
l'annexe A. 
I.1.3. "Jobs" et Processus 
Quand un utilisateur veu t travailler, il introduit un CTRL/C à un 
terminal. Le moniteur crée alors un "Job" et associe le terminal 
à ce job. 
r 
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Quand l'utilisateur introduit LOGIN, le "job" et le terminal sont 
associés avec l'utilisateur 
- à un "job" correspond un utilisateur, 
- à un "job" correspond un terminal, 
- à un terminal correspnd un job, 
- à un terminal correspond un utilisateur, 
- mais à un utilisateur peuvent correspondre pl usieurs " jobs " 
car un utilisateur peut travail ler sur plusieurs terminaux . 
Accomplir le "job" d'un utilisateur peut impliquer l'exécution de 
plusieurs tâches. Ces différentes tâches peuvent être exécut é es 
simultanément, séquent i el lement ou alternativement. Elles sont ef-
fect uées par des processus. Un processus est un p_rogramme qui entre 
en compétition avec d ' au tr es pour obtenir différentes ressources . 
Le moniteur ne s'occupe pas des besoins du "j ob" dans son ensemble, 
il essaye de satis f aire individuellement le s besoins des différents 
processus et on suppose qu ' il satisfait ainsi les besoins du "job". 
Les processus d'un "j ob" son t or ganisés selon une structure d ' ar -




E] 1 PROC.C 
1 E] PROC. E 
10.-
Le processus de niveau le plus élevé est l'interpré teur de comman-
des : EXEC. Qu a nd l'utilisateur fait exécuter un programme, ce pro-
gramme devient un processus descendant de EXEC. Ce processus peut 
lui-même en créer un ou plusieurs a utres. Chaque processus peut con-
tr8ler plusieurs fils, ma is un processus ne peut avoir qu 'un père
0 
Un père a tout pouvoir sur ses fils qu'il peut démarrer, arrêter , et 
suspendre à volonté. Tandis qu'un f ils ne p eut manipuler son pè r e 
qu'avec l'autorisation préalab l e de celui-cio 
I.1.4. Les états d'un processus 
Un processus peut se trouver d ans différents états en fonct ion des 
décisions du moniteur et du cours de son exécution. Ces états sont 
le résultat de la combinaison des trois situations suivantes : 
Actif/Inactif 
-------
Le processus attend ou n'attend pas la réalisa-
tion d'un événement autre que l'attribution de la 
ressource mémoire centrale. Il est en général 
bloqué en attente de la réalisation d'une entrée/ 
sortie. 
Le processus a l e droit d'occuper une partie de 
la mémoire c e ntrale ou n'a pas ce droit. Il pos-
sède ou non la ressource mémoire centrale. 
Courant Le processus occupe le processus, il possède la ressour-
ce CPU. 
A ces 3 situations, on peut ajouter deux autres s ituat i ons limites 
le processus non encore créé et le p roc essus détrui t. 
Des combinaisons des trois situations principales découlent l es 
états possibles pour un processuso 
BA Le processus possède la ressource mémoire centrale, mais est 
bloqué pour une autre raison. 
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PA Le processus possède toutes ses ressources et peut être sélec-
tionné pour s'exécuter, il peut devenir courant . 
BI Le processus ne possède pas la ressource MC mais est également 
bloqué pour une autre raison. 
PI La seule chose qui manque au processus pour pouvoir être sélec-
tionné pour s'exécuter est la ressource MC. 
C Le processus s ' exécute, il occupe le CPU . 
Nous ferons, dans la dernière partie de ce chapitre (I .7. ) une syn-
thèse de la signification de . ces états par rapport au système décrit 
et examinerons les différentes transitions entre chaque état . 
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1.2. GESTION DES PROCESSUS [ DIG2, DIGS] 
Nous allons dans ce paragraphe examiner comment les processus sont gérés 
par le système : 
Que se passe-t-il quand un processus est créé (I .2.1. ) ? 
Comment sont classés les processus (I .2.2. ) ? 
Comment leur est attribuée une ?riorité (I.2.3.) ? 
Que se passe-t-il à la terminaison d'un processus (I . 2.4.) ? 
Ajoutons que c'est le module du système "scheduler" qui effectue la 
plupart de ces tâches. 
I.2.1. Création de "jobs" èt de processus 
Quand on crée un "job" le système crée automatiquement des tables 
pour ce "job" et met à jour les tables existantes. Cette création 
implique la création d'un processus, qui peut lui-même en créer 
d'autres. Pour chaque processus, le système construit également des 
tables et des entrées dans les tables exist antes . Sans ces tables, 
le processus ne peut rien faire, il n'existe pas. 
Il existe, cependant un cas un peu plus particulier : les travaux 
en lots souvent appelés "batchs". Un "batch" est un " job " dont 
les entrées sont complètement comprise s dans un fichier. Le "batch" 
peut être créé à partir d'un terminal ou bien être le résultat de 
la lecture de cartes perforées. La prise en charge de ces jobs res-
pecte les étapes suivantes : 
1. assigner un pseudo -termina l ( PTY) au "bat ch job". 
2 . entrer un CTRL/C au "PTY". 
3. effectuer le "login " de l' utilisateur . 
4. lire le fichier de commandes. 
A partir de là, le "batch job" est considéré comme un autre "job". 
Les "batch jobs" sont toujours "compute- bound" (par opposit ion à 
interactif) puisqu'il ne peut y avoir d'interaction avec l 'utilisa-
teur à son terminal . 
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1.2.2. Différentes listes de processus 
Pour traiter tous ces processus, le système les classe dans diffé-
rentes listes selon qu'ils sont en attente longue ou non et selon 
la raison de cette attente. Nous dirons qu'un processus est en at-
tente longue s'il se trouve dans l'état Bloqué- Inactif (cfr. I .1.4.) 
Si un processus est bloqué pour un temps assez long, il sort de mé-
moire centrale (devient inactif). 
Nous dirons qu ' il n'est pas en attente longue s'il se trouve dans 
tout autre étato 
1) la GO-LISTE (GLST) 
Cette liste contient tous les processus qui ne sont pas en attente 
longue c'est-à-dire tous les processus qui sont dans un des états 
suivants : 
- Prêt - Actif 
- Bloqué - Actif 
- Prêt - Inactif 
- Courant. 
La GLST doi t être ordonnée selon les priorités des processus. 
Nous verrons dans le point suivant (I .2. 3 . ) comment sont attri-
buées et gérées ces priorités. 
2) les listes d'attente 
Les processus en attente l o ngue sont classés dans plusieurs listes 
selon les différents t ypes d 'événements qui ont causés leur atten-
te. Un processus en attente longue étant un processus dans l'état 
Bloqué - Inactif, cette c l assification nous éclaire sur la raison 
pour laquelle le processus se trouve dans cet état. 
Ces listes sont au nombre de 7. 









liste des processus en attente pour une sortie sur tenni-
nal 
liste des processus gelés. Un processus peut être gelé 
par son père, et le père peut modifier par exemple les 
accumulateurs de son fils avant de le dégeler pour qu'il 
continue son exécution. 
liste des processus en attente pour une durée bien déter-
minée. 
liste des processus en a ttente de la f i n d'exécution de 
leurs fils. 
liste des processus qui attendent pour un IPCF ( Inter 
Process Communication Facility). 
liste des processus en attente pour d'autres raisons di-
verses. 
Nous résumerons la classific a tion des processus en listes par la 
figure 1.1. montrant les transitions entre elles. 
f i gure 1. 1 . 
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Un processus appartient soit à la GO- LISTE , soit à une des listes 
d'attente. Seul un processus de la GO-LISTE peut être sélectionné 
pour s'exécuter. Quand l'exécution est terminée, il peut alors 
changer de liste. 
I.2.3. Les files auxiliaires 
Pour assigner des priorités aux processus de la GO-LISTE, le moni-
teur TOPS-2O utilise une structure de 6 files auxiliaires. Ces fi-
les sont numérotées de O à 5, la file O contenant les processus les 
plus prioritaires et la file 5 les processus les moins prioritaires . 
Ces files auxiliaires contiennent tous les processus du système 
qu'ils soient dans la GO- LISTE ou pas. Mais elles ne servent en 
réalité que pour attribuer des priorités à ceux de la GO-LISTE, les 
autres listes n'ayant pas besoin d 'être ordonnées. 
1.2.3.1. Le mouvement descendant 
A chaque file est associée une durée maximale de maintien ("queue 
quantum). Un processus ne peut pas utiliser dans un e même file plus 
de temps CPU que ce "quantum". Les files 1 à 4 se succèdent une à 
l'autre : quand un processus appartenant à une de ces files atteind 
son quantum, il est envoyé dans la f ile de priorité inférieure et 
son 11 quantum 11 est r éinitiali sée La file 4 se succède à elle-même 
un proc essus atteignant son "quantum" dans cette file est envoyé en 
f in de cette même file avec un "quantum" réinitialisé. Quand il a 
atteind la fi le 4 , un pro cessus, ne peut plus descendre de file . 
Pour les processus des f iles O et 5, le mouvement est un peu diffé-
rent. Ces files sont des files spéciales pour les processus de hau-
te priorité et de basse priori~é . Les processus entrant dans une de 
ces files n ' en sortent pas . 
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Quand ils ont épuisé leur "quantum", ils rentrent dans la même fi-
le. Ces files se succèdent donc aussi à elles-mêmes. 
Les différents "quantum" (temps de maintien) pour chaque file sont 
les suivants 
file 0 300 ms . 
file l 300 ms. 
file 2 l .000 ms. 
file 3 3.000 ms . 
file 4 3.000 ms. 
file 5 10 . 000 ms. 
La figure 1 . 2 . schématise le mouvement descendant des processus. 
Lorsqu ' un nouveau processus entre dans la GO-LISTE, il est placé 
dans la file let sa position est réévaluée chaque fois qu'il 
s'exécute un certain temps et chaque fois qu'un processus entre 
dans la GO- LISTE. 
entrée normal e 
pour les nouveaux 
processus 
file O : 
après 300 ms 
T 
_ file l : 
après 300 ms 
après 1. 000 ms 
file 3 : 
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après 3. 000 ms 
î 
f i gure I. 2 . 
f ile 4 : 
après 3. 000 ms 
7 
h f i le 5 ap r ès 10 . 000 ms 
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1.2.3.2. Le mouvement ascendant 
Le 11 schedul er 11 peut éga l ement procéder pour certains processus à des 
transitions vers des files auxiliaires de priorités supérieures. 
On considère en effet qu'une attente doit modifier la priorité du 
processus en lui étant favorab l e, donc augmenter sa priorit é en 
faisant passer le processus vers une file de numéro inférieur . 
Par attente nous entendons ici, 1 1attente pour un processus d'un 
événement ou de r essources qui pourra i ent le faire passer dans 
l'état Pr~t. Un processus en attente est donc un processus dans 
l'état Bloqué- Actif ou Bloqué-Inactif (et pas uniquement attente 
longue, B - I au sens de I.2 . 2.) • 
. Pour comprendre ces changements de files , nous a llons introduire 
la notion de "n-minute-l oad -average". 
Le "i. oad average" est une estimation du nombre de processus dans 
la GLST. La longueur instantanée de cette liste, variant considé -
rablement à chaque instant, el l e ne peut être retenue comme esti -
mation. Le "load average" est calculé régulièrement, aprè s n mi -
nut es et dépend de deux valeurs : 
- le "load average" précédent 
- l'intégration de l a charge (longueur de la GLST) pendant 
les n dernières minutes. 
Ces "n-minute-load-average" sont calculés pour n égal à 1,5 et 
15 minutes et permettent d ' avoir une idée du temps que le program-
me prendra pour s'exécuter. 
Pour savoir quel chang ement de file il faut faire, il faut calc u-
ler un "crédit d'attente" Si l'attente est courte, aucun crédi.t 
n'est donné (crédit= O)o Tandis que si 1 1attente est longue et 
que le 11 1-min-load- average" est supérieur à 2, le crédit est in-
versément proportionnel à ce 11 load ave r age". Si le 11 1- min- load-
average" est inférieur à 2, le crédit est égal au temps d 1 attente 0 
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Les règles de changement de files sont les suivantes et sont ap-
pliquées quand un processus de la GLST passe dans l'état Prêt -
Actif. 
1. Si le processus se trouvait dans une des files 0, 1 ou 2, il 
y reste : on considère qu 'i l a une priorité suffisamment gran-
de . 
2. Si le processus se trouvait dans la file 5, il y reste. La fi -
s contient des processus spéciaux qui doivent rester dans cet-
te file. 
3. Si le processus se trouvait dans une des files 3 ou 4 et était 
en attente pour E/S s ur terminal, le changement s'effectue com-
me suit : 
Si la somme du crédit e t du reste du "quantum" pour ce proces-
sus est supérieur au "quantum" de la file, alors le processus 
est envoyé dans la file de priorité supérieure. 
Donc s1 
crédit + reste du "quantum" > 300 ms 
il est envoyé dans la file de priorité supérieure. 
4. Si le processus était en attente pour une raison autre qu'une 
E/S sur terminal et qu'il se trouvait dans le file 3, il ne 
change pas de file. 
Si il se trouvait dans la file 4 , et que son "crédit d ' atten-
te" est plus grand que 6 . 000 ms, il est envoyé dans la file 3. 





E/S sur terminal et 








E/ S s ur terminal et 
crédit+ reste du quantu fi? 3.000 ms 
ou 
{ 
Autre que E/S sur termin 
et crédit > 6.000 ms 
al 






LJ file 5 
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I.2 . 3.3 . But d'une structure en files auxiliaires 
Grâce aux files auxiliaires et aux mouvements à l'intérieur de 
celles - ci, on classe les processus en fonction de leur activité 
dans le système. 
- l a fi le O est utilisée par les processus qui requièrent une at-
tention par t iculière. 
- les processus interactifs restent dans les files 1 et 2 . Il y 
a 2 files interactives parce que les processus interactifs sont 
de deux t ypes : ceux qui s'exécu t ent en temps très court avant 
de se bloque r et ceux qui s ' exécutent en temps un peu plus long. 
Les "quantum" pour ces files reflètent cette différence . Les 
processus les plus interactifs se trouvent dans la file l. 
- l a fi l e 3 contient les processus intermédiaires entre interac-
t ifs e t 11 comput e- bound" . 
- les processus les plus 11 compute- bound 11 convergent vers l a file 
4 . 
la file 5 contient des processus qui ne sont 1ama1.s interactifs. 
Ces techniques permettent de privilégier le s processus faisant 
r éellement un travail interactif, d'éviter de trop longues atten-
tes pour les processus les moins pr ioritaires et de tenir compte 
des délais d'attente pour obtenir une bonne rot ation des proces-
sus dans la GO- LIST . 




file 0 : hautes pr iorités spéciales 




pour les nouveaux 
processus 
file 1 : t r ès interactifs 
après 300 ms 
file 2 : interactifs 
après 1 . 000 ms 
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[
E/S sur_ terminal 
et crédit + res - ~. -....-, 
te quantum 
file 3 : intermédiaires 
après 3.000 ms 
J . 000 ms 
{ 
E/ S sur terminal et 
créd it+ reste quant um 
3. 000 ms 
ou 
f autre et 
lcrédit 6.000 ms 
basses priorités spécia l es 
f i gure 1. 4 . 
file 4 : compute- band 
après 3.000 ms 
=j 
i h ~ 
file 5 : 




Il y a deux étapes pour traiter la terminaison. La première se pro-
duit quand le processus a terminé son exécution et la deuxième lors 
du "nettoyage" de la base de données du système. 
_!_è.E_e_ éia..E.e 
Lors de la terminaison normale ou anormale du processus, le moniteur 
effectue le s opérations suivantes 
1. M- A-J des temps d ' exécution du processus sortant. 
2. Réveil du processus supérieur s'il attendait la terminaison 
de ce processus. 
3. Mise du processus sortant dans le liste d 'att entes diverses 
( WTLST) 
4. Sélection d'un nouveau processus. 
3_ème_éia..E.e_ 
El imination totale du processus en effectuant les opérations suivan-
tes : 
1 . Netto yage des fichiers que le pro c essus a utilisés . 
2. Libération de la mémoire physique utilisée . 
3. Libération des pages mémoi res occupées par les tables du 
processus. 
4 . Mise à jour de la s tr ucture du "job". 
5 . Enlèvement des entrées dans les différente s tables du moni -
teur. 
Ces 2 étapes de terminaison sont séparées pour permett re aux proces -
sus supérieurs de redémarer ou d 'examiner le processus sortant. 
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1.3. GESTION DE LA MEMOIRE CENTRALE [DIGl, DIG2, DIG5j 
Nous allons maintenant décrire la mémoire dont un processus s'octroie 
une part de mémoire, la manière donc dont il devient actif (I .3.2. ) et 
la manière dont cette part de mémoire est gérée (I.3.1.). 
Pour comprendre ces mécanismes, i l nous faut d'abord énoncer deux no-
tions important es qui sont la base de ce paragraphe : le "working set" 
et le "balanc e ·set". 
* le "working set" d'un processus est l'ensemble des pages dont il a be-
soin en mémoire centrale pour s ' exécuter. En effet, grâce à la mémoire 
virtuelle, le processus n'a pas besoin de toutes ses pages en mémoire 
centrale o S'y trouvent uniquement celles qu'il utilise ou vient d'uti-
liser, les autres étant mémorisées de manière virtuelle. Le "wor king 
set" est donc l'ensemble des pages d 'un processus les plus récemment 
référencées. 
A cette notion de "working set" s ' en ajoutent deux autres : 
WSS = working Set Size = le nombre maximum de pages que le processus 
peut avoir en M.C. 
C'est une tentative de prévision du nombre de pages nécessaires 
pour que le processus tourne de manière satisfaisante (pas trop 
de défauts de pages). 
CWSS = curent working Set Size = le nombre de pages que le processus 
possède réellement en mémoire centrale à un moment donné . 
* le "balance set" du système est l ' ensemble des processus ayant leur 
working set en mémoire centrale. En d'autres mots, c'est l'ensemble 
des processus actifs. Tous ces processus sont repris dans une liste 
du système : BALSET qui est un sous -ensemble de la GO-LISTE. 
Toutefois, le système impose une restriction au BALSET : le nombre 
minimum de processus lui appartenant, donc le nombre maximum de pr o-
cessus actifs, est de 50. 
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I.3.1. La gestion du "working set" 
La taille courante du "working set" (CWSS) est contrôlée par 2 rou-
tines : le "local garbage collection" et la "globale gabage collec-
t i.on". En effet, un processus émet des défauts de pages. ces pages 
sont lues en M.C . et augmentent la taille du 11 vorking s et" . Il est 
indispensable de contrôler cette taille pour qu ' ell e n' a ugmente pas 
démesurément. 
* La local garbage collection est une action qui calibre la CWSS pour 
un processus. Elle garde en M.C. uniquement les pages les plus ré-
cemment référencées et réécrit les autres sur disque. 
* La global garbage collection est exécutée pour être sûr que lamé-
mc1re ne soit pas gaspillée. Elle est exécutée globalement pour 
tous les processus. C' est une action qui collecte des pages soit~ 
dont on a perdu la trace (le processus n'est plus en M. C.) ou soit 
qui étaient partagées et qui ne sont plus utilisées. 
1.3.2. La gestion du "balance set" 
Le "balance set" est mis à jour de deux manières différentes : soit 
dynamiquement, soit périodiquement, mais toujours par le module 
"scheduler" du système. 
Le choix des procesus à faire entrer dans le "balance set" est fait 
dynamiquement lorsqu'un processus entre dans la GO-LISTE et lors -
qu'un processus quitte le "balance set". En d'autres mots, on 
détermine si il faut faire entrer un processus en mémoire, et si 
ou½ lequel, quand un processus passe de l'état Bloqué - Inactif à 
un autre état ou quand un processus quelconque devient inactif. 
26 .-
Cette allocation se fait à la condition qu'il y ait assez de place 
disponible en M. C. pour le nombre de pages don t le processus a be-
soin pour s ' exécuter (WSS) et bien sûr que le nombre de processus 
dans le "balance set 11 ne dépasse pas le maximum fixé (50). 
Pour que le processus 11 i 11 puisse entrer dans le "balance set 11 , les 
deux relations suivantes doivent être respectées. 
_,,./ 
(1) WSS proc. 
1. 
+ z_ WSS proc. 
J J E. BALSET 
~ taille maximum disponible pour les 
processus utilisés 
(2) nbre de proc E.. BALSET < 50 
Un processus sort dynamiquement et volontairement du balance set 
lorsqu'on effectue une action ou attend un événement qui le fait 
devenir inactif. 
Périodiquement (toutes les secondes) le système ajuste le "balance 
set 11 : il force certains processus à en sortir et d'autres, peuvent 
prendre leur place. Il existe deux raisons qui obligent un proces-
sus à sortir du "balance set". 
l) A chaque processus est associé un ''Balset Hold Quan tum (B . H. Q. ) 11 
qui vaut WSS x 20 millisecondes de CPU. Ce 11 quant um 11 représente 
le temps maximum de CPU qu'un processus peut utiliser dans le 
"balance set 11 • Si pendant l'ajus t ement du "balance set", le 
système repère un ou des processus dont le temps d'utilisation 
du CPU est supérieur à ce quantum, il le fait sortir . 
(Cette méthode est Gomme dans la littérature sous le nom de 
"tourniquet" ou "Round Robin Methad 11 ). 
2) Il se peut qu 'un déroulement anormal des routines de gestion de 
la mémoire centrale provoque une situation telle que)à un moment 
donné, la somme des pages utilisées pour chaque processus appar-
tenant au "balance set" soit supérieure au nombre de pages dispo -
nibles pour l'utilisateu=. 
Autrement dit : 
(3) z:. 
j E. BALSET 
CWSS pr oc. > 
J 
taille maximum disponible 
pour l ' utilisateur 
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Dans ce cas, pour rétablir l 'inégalité dans l'autre sens, il faudra 
faire sortir certains processus du "balance set". 
Le système termine l'ajustement en parcourant la GO-LISTE et en dé-
terminant s ' il peut faire entrer dans le "balance set" certains 
proc essus ne s'y trouvant pas encore, tout en respectant les deux 
relations (1) et (2) . 
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1.4. L'ALLOCATION DU CPU [D IGS] 
Quand un processus a obtenu sa place en mémoire centrale, il ne lui res-
te plus qu'à obtenir le CPU. Pour choisir ce processus courant, le sys -
tème parcourt la GO-LISTE dans l'ordre de s priorités et sélectionne le 
premier processus du "bal ance set" qui n'est pas bloqué, donc le premier 
processus dans l ' état Prêt - Ac ti f. 
Le proc essus perd l e "CPU" quand il se b loque ou devient inactif . 
De plus , on y applique la méthod e du tourniquet ( "Round Rob in Method 11 ) 
par "quantum" de 200 msec. Quand l e processus a utilisé pendant 200 
msec . le proc esseur, il cède sa place à un autre et r etrouve sa place 
dans le 11 ba l anc e set 11 • Si l e système ne trouve dans l a GD - LIST au-
cun pro c essus r épondant aux conditions d ' exécution ( ~ à BALSET et 
non bloqué), il exécute l e 11nul - job". 
C' es t le schedul er qu1 décide quel prog r amme à exécuter . C' es t donc 
lui qu i effectue tette tâche d ' allocation du CPU, sans oublier celles 
précé demmen t déc rites de gestion des processus (I . 2 . ) et de ges ti on 
du "balance set" (I. 3.2. ). 
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I . 5 GESTION DES ENTREES/SORTIES SUR DISQUES ET BANDES r -L DIGS, XINj 
Dans ce tt e partie, nous allons décrire comment se passent les entrées/ 
so r ties co urtes, c ' es t- à - dire sur disques et bandes, par oppo s ition aux 
E/S s ur terminaux, impriman t es , qu ' elles sont longues . 
Plusie ur s proce s sus peuvent demander ces ressources quels pro c essus 
fau t- il choisi r ? 
Nous commencerons pas une brève description des listes et blocs qui per-
me tt ent de gérer ces E/S (I . 5.1.) ensuite nous montrerons comment sont 
t r ai t ées ce s E/S quan t il s ' agit d ' un disque (I.5 . 2 . ) et quand il 
s'agit d ' une bande (I . 5 . 2.). 
Toutes ces tâches sont effectuées par le module " PHYSIO II du système , qu i 
gère les Entrées/So r ties physiques des processus . 
1.5 . 1 . Or ganisation des informations 
Il exis t e des blocs de données pour chaque unité, chaque contrôleur, 
chaque canal . Ces informations étant décrites dans l'annexe A, nous 
ne les approfondirons pas ici . Nous signalerons seulement que la 
structure de ces blocs correspond à la configuration physique . 
C'est - à - dire que chaque disque est relié à un canal, plusieurs dis -
ques peuvent être reliés au même canal et il peut exister plusieurs 
canaux. Que chaque bande est reliée à un contrôleur et chaque con-
trôleur à un canal. Plusieurs bandes peuvent être reliées à un 
contrôleur de même que plusieurs contrôleurs à un même canal. Il 
peut exister plusieurs canaux et plusieurs contrôleurs, cela dépend 
d e la configuration et surtout du nombre de bandes . Nous ajouterons 
également que toute information de o u ve rs les unités doit passer 
par le canal et que le canal est capable de gérer des informations 
pou; positionner plusieurs unités en même temps, mais il ne pe ut 




Par contre une unité ne peut traiter qu'une demande à la fois. 
Les demandes sont enregistrées dans des IORB's (I/0 Request Blocks 
décrits dans l'annexe A) et à chaque unité sont associées deux lis -
tes de ces blocs. 
PWQ Position Wait Queue . 
Liste d'attente du positionnement. 
TWQ Transfert Wait Queue. 
Liste d'attente de transfert d'une page. 
Nous concluons donc que le traitement des E/S sur disques et bandes 
exige l'enregistrement des demandes dans les deux files d'attentes 
PWQ et TWQ et une gestion vigilante de l'accès aux canaux et aux 
unités . 
I.5.2. Le traitement des Entrées/Sorties sur disques 
Sur un disque, c'est le temps de positionnement du bras qui est le 
point le plus critique, il requiert un temps non négligeable . Le 
système essaye donc de min i miser ce temps. Pour cela, il utilise 
l'algorithme d'op timisation connu dans la littérature sous le nom 
de "SCAN algorithme" . 
Avec cet algorithme, on ne choisit pas la première demande de l 'un i -
té (FIFO) mais bien un cylindre. On sé l ectionne dans la PWQ de 
l'unité, le cylindre pour lequel le déplacement du bras est le plus 
court, tout en donnant la préférence aux demandes d'écriture . En 
favorisant l'écriture, on tend à réduire le temps d'attente des pro-
cessus dû au 11 swappi ng 11 ca r l a l ectur e d 1 une page est gén éra l ement 
précédée par l'écriture sur dis que d'une autre page. 
Ce cylind re est cherché par rapport au cy lindre courant . 
31.-
Le premier cylindre den° directement supérieur pour lequel il 
existe une demande d'écritureo 
S'il n 1y en a pas 
le premier cylindre den° directement supérieur pour lequel il 
existe une demande de lectureo 
S'il n'y en a pas 
le premier cylindre den° directement inférieur pour lequel il 
existe une demande d ' écriture. 
S 1 il n 1 y en a pas 
le premier cylindre den° directement inférieur pour lequel il 
existe une demande de lecture. 
Quand un cylindre est sélectionné et que le positionnement a été 
effectué, toutes les demandes concernant ce même cylindre sont 
transférées de la PWQ à la TWQ. 
Toutefois, avec ce s ys tème, une demande risque d'attendre très long-
temps dans la PWQ avant d'être servie . Pour éviter cet inconvé-
nient, on utilise des "compteurs de fiabilité" ("fairness counts"). 
A chaque unité est associé un tel compteur. Grâce à lui, on auto-
rise un nombre maximt.nn de transferts (E/S) consécutifs suivant l'al-
gorithme d'optimisation "SCAN" de sélection du positionnement. 
Quand ce maximt.nn est atteint, on sélectionne le positionnement de 1~ 
première demande de la PWQ, donc de la demande la plus anc ienne. 
Cela implique également un nombre maximt.nn de transferts consécutifs 
pour un même cylindre, c'est-à-dire un nombre maximum de demandes à 
faire passer de la PWQ dans l a TWQ lorsqu'un cylindre e st sél ectionné . 
Grâce à cet algorithme "SCAN", quand il se produit une demande 
d'E/S sur une unité et que l'unité est posi t ionnée sur le cy l indr e 
de la demande, alors, on peut directement ajouter cette demande 
dans la TWQ de l'unité (sous réserve évidemment du "compteur de 
fiabilité de l'unité " ). 
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L'allocation du canal aux différe n tes unités, s'effectue en choisis-
sant parmi toutes les unités ?Ositionnées associées au canal, l'uni-
té dont la TWQ possède la demande la plus ancienne. Sous réserve 
cependant, d'un deuxième type de " compteur de fiabilité". Un tel 
compteur associé à chaque canal empêche qu'une unité de ce canal 
soit favorisée par rapport aux autres. Quand le nombre de trans-
ferts consécutifs pour une unité atteind le maximum, spécifié par 
le compteur, on sélectionne une autre unité. Le cas où une unité 
serait trop favorisée se produit quand il y a beaucoup d'E/S pour 
un même cylindre de cette unicé. Toutes les demandes sont alors -
transférées en même temps dans le TWQ. Si par après, une demande 
arrive dans le TWQ d'une autre unité, cette dernière devra passer 
après toutes les précédentes 
té du canal d'empêcher cela. 
c'est le rôle du compteur de fiabili-
1.5.3. Le traitement des Entrées/Sorties sur bandes 
La prise en charge d'une demande d'E/S ~ur bande est plus simple. 
En effet, une bande est de caractère séquentiel et, nécessite un 
rebobinnage avant le positionnemento Les demandes seront servies 
en FIFO et mises en f il es com~e suit 
1 o si l a demande exige uniquement un transfert et que la PWQ est 
vide, elle est transférée dans la TWQ. 
2. si la demande exige un positionnement, el le est ajoutée à l a PWQ. 
3. si la demande est un transfert et que la PWQ n'est pas vide, 
alors elle est ajoutée à la PWQ. 
L'allocation du canal aux unités s'effectue par la méthode du tour-
niquet (Round Robi n ) c'est-à-dire, que le canal est alloué à chaque 
unité l'une après · l'autre pour toutes les demandes de leur TWQ. 
Quand toutes les demandes de la TWQ d'une unité ont été traitées, 
le canal est alloué à l'unité suivante. 
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1 . 6 . LES OPTIONS DE CONTROLE ( DIGS j 
No us venons de décrire un système général et standard , ma i s certaines 
situations ne corresponde nt pas exac t ement à ce système. Po ur adapter 
le sys t ème d ' exploitation de TOPS- 20 aux besoins individuels de chaque 
installation , il existe un ce rt ain nomb re de pa r amètres d ' adaptat i on. 
Nous allons les décrire rapidement et signaler quelles op tions son t ac -
tuell ement en vigueur sur le système que nous étudions . 
1 . 6 . 1 . Le biais de contrôle 
TOPS- 20 t e l que nous venons de le dé cr ire, manipule des processus 
dans un context e où la charge est composée de processus interactifs 
et de processus 11 compute - bound 11 av ec cependant une majorité d I intè-
ract ifs . Pour pemettre d'adapter le système à des charges moins 
t yp iques, TOPS- 20 fournit le biais de contrôle. 
Ce biais peut prendre des valeurs s'étendant de 4 à 20, la valeur 
par défaut étan t 11 . 
Nous constatons qu'une va leur basse du biais favorise les processus 
interactifs, tandis qu ' une grande valeur favo ris e les processus 
"compute - band". 
Sur le système de l ' institut, on adopte une valeur basse pendant la 
jour née ( 1 ou 3) , et une valeur élevée la nuit et le week- end (20) 
le système étant presque uniquement interact if la journée , tandis 
que les processus 11 compute- bound 11 , l es t r avaux en lots ( 11 batch jobs.11) 
s'exécutent surtout la nuit et le week- end . 
Nous pr endrons l e système en compte pendant l a journée . A ce mo -
men t, la charge est e ssentiellement composée d'étudiants et de cher -
cheurs, formant a1nsi la charge un iversitaire. C'est one à un s ys -
tème où les pr ocessus interac ti fs sont favorisés que nous nous inté -
ressons . 
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I.6 . 2 . L'établissement de classes ( 11 class- scheduling 11 ) 
Ce paramètre permet de diviser les utilisateurs en classes et d'al-
louer un pourcentage d'utilisation du "CPU" à chaque classe. 
Pour cela, trois choses entrent en jeu : le nombre de classes (max. 
8), les membres de chaque classe, et le pourcentage de CPU alloué à 
chaque classe . Dans une classe, ce poucentage est partagé équita-
blement entre chaque utilisateur. Un "job", et non chaque processus 
puis individuellement, appartient globalement à une classe . 
La priorité d'un processus dans la GO- LISTE ne dépend plus unique -
ment des files auxiliaires, mais également de l'utilisation qu'il 
a déjà faite de la part qui lui a été attribuée : si il l ' a très peu 
utilisée, sa priorité est élevée, dans le cas contraire, elle est 
basse . 
Sur le système de l ' institut, 4 classes sont établies avec des pour-








lement t rès 
membres 
Jour pendant 
la semaine Parfois nuit et 
8 h. à 19 h 45 W. E. 
utilisateurs normaux 75 % 65 % 40 % 
administration 10 % 20 % 10 % 
centre 10 % 10 % 10 % 
batchs 5 % 10 % 40 % 
les interactifs sont favorisés par rapport aux 11 batchs 11 
et la nuit, cela se renverse. Les étudiants sont éga-
favorisés la journée. 
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I.6.3. L'utilisation des files spéciales 
Le biais de contrôle et l'établissement de classes peuvent d ' une cer-
taine manière modifier le mouvemen t entre les files auxiliaires . 
Mais, il existe encore d ' autres moyens pour poser des restrictions 
sur ce mouvement. 
- le moniteur peut attribuer au "job" d ' un utilisateur une garantie 
d 'ut ilisation du CPU par un pourcentage . Les processus faisant 
partie de tels jobs sont placés dans la file auxiliaire 0 , pour 
être sûr qu'ils soient favorisés par rapport à tous les autr es. 
Quand le processus a dépassé le pourcentage de garantie qui lui a 
été attribué, il est envoyé dans une file 11 compute- bound ", c 1 est-
à - dire dans une des deux files 3 et 4 . 
Ce paramètre ne peut pas être utilisé si l ' on établi t des classes. 
- ar~ce à un appel moniteur, certains utilisateurs privilégiés peu -o 
vent spécifier une file minimum et une file maximum que ses pro-
c essus ne po urront jamais dépasser. 
- dans les conditions normales, il n'y a pas de processus dans la 
file 5 . Mais on peut obliger les travaux en lots (batch jobs) 
à s'exécuter dans cette file . 
Il faut remarquer que les deux premières possibilités affectent 
tous les pro c essus du système et que la dernière peut obliger les 
"jobs" en lots à rester longtemps dans le système avant de se ter-
miner . 
Ces options ont été expé rimentées par le centre de calcul mais n'ont 
pas été retenues. 
1 . 6 .4. "Prétransférer le "working set" 
Quand un processus entre da::1s le "balance set", son "working set", 
est transféré en mémoire au fur et à mesure des demandes . TOP S-20 
permet de stipuler qu 'i l soit transféré en entier et directement 
lorsque le pr ocessus est sélectionné. 
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Cependant, il faut constater que ce la entraîne la création d 'un 
certain nombre de demandes d'E/S, ce qui augmente souda inemen t la 
charge du disque . 
A l'institut, le centre de calcul a testé les deux possibilités et 
n'a pas constaté de d i ffé r enc e ma r qua nte . 
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1 . 7. PRECISION DES ETATS D'UN PROCESSUS PAR RAPPORT AU SYSTEME DECRIT ET 
TRANSITIONS ENTRE CES ETATS 
Maintenant que nous avons décrit les mécanismes principaux du système, 
nous sommes capables par rapport à ce système de préciser ce que sont 
en pratique les diffé r ents états des processus (I . 7.1.) qui ont été 
vus précédemment (cfr. I.1. 4 .). Nous pouvons a u s si exami ne r l es t r a n-
sitions entr e c e s é t a ts et l eurs s i gni f i cati on s dan s l e sys tème (I.7.2.). 
I . 7 . 1 . Les états des pr ocessus dans le système décrit 
Rappelons qu'un processus peut être bloqué ou prêt, actif ou inac -
tif, et courant , et que les états sont des combinaisons de ces 3 
types de situations. 
Il y a cinq états : 
- Bloqué - Ac tif (BA), 
- Prêt - Ac t if (PA), 
- Bloqué - Inactif (BI), 
- Prê t - Inactif (PI) , 
- Courant (C). 
Et voici comment nous pouvons les interpréter par rapport aux méca-
n i smes que nous venons de voir . 
BA : c'est un processus qui se trouve dans le "balance set" mais qui 
es t bloqué . Or pour toute autre raison qu'une Entrée / Sortie 
courte, c'est - à-dire sur bande ou disque, le processus qui se 
bloque pe r t sa pa r t de mémoi r e, il so r t du 11ba l a nce set ''. Un 
proc essus b l oqué - act i f est donc un processus du "ba l ance set " 
bloqué prn1r un e Ent r ée / S-ort i e cour te , 
PA c'est un processus du "balance set" qui peut ê tre sélectionné 
pour devenir courant . 
-------------- - --------------- -- -- - --------i 
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BI c'est un processus qui ne se trouve pas dans le "balance set" 
et qui est bloqué pour une raison autre qu'une Entrée/ Sortie 
courte, c'est-à-dire pour une raison qui le classe dans une 
liste d'attente : E/S longue (sur terminal), terminaison d'un 
processus inférieur ooo (cfr. Io2.2.)o Un processus Bioqué -
Inactif se trouve dans une liste d 9 attente (WTLST, TTILST, • oo) . 
PI c'est un processus qui ne se trouve pas dans le "balance set" 
mais qui n'est pas bloqué. Un processus Prêt - inactif est 
un processus qui voudrait entrer en mémoire centrale et qu1 
attend d'avoir ce droit. 
C c'est le processus auquel le processeur est alloué. 
I.7.2. Etats et listes 
La relation qui existe entre les états d'un processus et les listes 
de processus est synthétisé par le diagramme de la figure 1.5. 
figure I.5. 
0 LISTE D'ATTENTE 
- Les processus courants et actifs se trouvent dans le "balance set" 
et donc dans la GO-LISTE. 
- Les processus Prêts - Inactifs se trouvent dans la GO-LISTE, mais 
pas dans le "balance-set". 
- Les processus Bloqués - Actifs ne se trouvent pas dans la GO-
LISTE, ils se trouvent dans les listes d'attente . 
- --------- ------------ --· ·----- ----
Ge 
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I . 7 . 3. Les transitions entre les états 
s tion 
..... 
A partir de la s ignification qui vient d'être donnée des différents 
états, on peu t par le schéma de la figure 1.6 . donner les trans i-
tions possibles entre chacun d'eux. 
-
., processus mor t 
1 







,11 \ / 
I/ 
' I I" 1 ~ 
d ' un 1 
processus~-----~ 
PI BI 
- > PI 
PI - > PA 
PA - > PI 
figure I. 6 . 
A sa création, un proces sus devient PI, il n'est pas 
bloqué, mais ne se trouve pas dans le "balance set" et 
demande d ' y être. 
Un processus est sélectionné par le "scheduler" pour en-
trer dans le "balance set". Seul un processus Prêt -
Inactif peut devenir actif. 
Lors de l'ajustement du "balance set" un processus est 
forcé d 'e n sortir. 
PA-> C 
C - >PA 
C - >BA 
C - > BI 
BA - > PA 
BI - > PI 
C - > 
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Un processus est sélectionné pour être courant. Seul 
un pr ocessus PA peut être choisi pour s'exécuter. 
Le processus courant perd le processeur parce qu'il 
s'est exécuté durant 200 ms. Il a terminé son 
"quan t um" : il reste dans le "balance set" et ne se blo-
que pas. 
Le processus courant perd le processeur parce qu 'il veut 
effectuer une Entrée/Sortie sur disques ou bandes il 
se bloque mais rest e dans le "balance set" . 
Le processus courant perd le processeur pour une autre 
raison qu'une Entrée/Sortie courte. 
Il se bloque, sort du "balance set" et entre dans une 
liste d ' attente. 
La raison pour laquelle le processus était bloqué est 
supprimée (fin d'E/ S courte), il devient prêt et reste 
dans le "balance set" . 
La raison pour laquelle le processus était bloqué est 
supprimée, il sort de sa liste d'attente et devient 
candidat pour entrer dans le "balance set" . 
Le processus t ermine son exécution, il termine sa vie . 
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CH API T RE II 
M O D E L I S A T I O N D U S Y S T E M E E T 
MESURES N E C E S S A I R E S 
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II.O. INTRODUCTION 
Dans le chapitre I, nous avons décrit de manière assez détaillée le 
système d'exploitation qui gère l ' ordinateur DEC-2O installé à notre 
institut. Nous avons vu, qu'il existait une compét ition entre les dif-
férents processus du système quant à l'allocation des d ifférent es res-
sources (unité centrale de traitement, mémoire, canaux, ... ) . Il s'en 
suivait obligatoirement la création de files d'attente de ces processus 
en vue de l'obtention de ces ressources, ce qui ouvre la voie à une mo-
délisation du système. Mais avant d'en venir à la manière dont elle a 
été réalisée, nous allons d ' abord nous attarder sur ce concept de modé -
lisation . Que représente-t-il? A quoi peut servir un modèle? 
(II.l.) - Nous exposerons alors la modélisation du système que nous 
avons adoptée et essaierons de la justifier (II.2.). Nou s partition-
nerons les processus en classes de manière à "raffiner" un peu plus 
le modèle (II.3 . ). 
Nous donnerons ensuite les différentes mesures nécessaires à effectuer 
sur le système réel (II.4.) avant d'en terminer avec quelques remarques 
générales (II.5 . ). 
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- 11.1. DEFINITION ET UTILITE D'UN MODELE [ DEBUj 
11.1.1. Définition 
Un modèle est une abstraction du réel : il reproduit une situation 
r éelle de .manière fort simplifiée mais cependant , en en gardant les 
proprié t és fondamentales qui régissent son comportement de telle 
sorte , qu'un profil du comportement réel puisse être donné grâce~ 
l ' analyse du modèle. Dans le cas présent, nous allons donc essayer 
de modéliser la manière dont le système d'exploitation gè re la con-
currence entre les différentes requêtes des processus. 
II . 1.2. Validation d ' un modèle 
r 
Le modèle étan t établi, il faudra bien sûr qu'il soit valable pour 
qu ' on puisse l ' utiliser par la suite . La figure II. l . donne un 
s chéma type de validation de différents types de modèles. On y 




























· Premièrement, sur le système actuel "tournant" normalement sous une 
certaine charge (la charge actuelle ), on effectue certaines mesures 
de performances réelles (pourcentages d'utilisation des différents 
serveurs du moàèle p. ex.). On mesure alors aussi certaines va-
leurs concernant les appareils ainsi que la charge du système. 
Celles-ci consti.tuent le s paramètres du modèle . 
Ensuite_, on peut appliquer le modèle à ces paramètres, et comparer 
les résultats fournis (performances calculées) avec les valeurs ef-
fectivement mesurées (performances réelles). 
Nous donnons respectivement en 11.4.1. et 11.4.2. les performances 
réelles à mesurer a1ns1 que les paramètres du modèle. Le chapi.tre 
Ill sera consacré à la mise en oeuvre de ces mesures. Dans le 
chapitre IV , nous appliquerons les paramè tres au modèle dont 
nous testerons alors la val idité. 
11.1.3. Rôle prévisionnel d'un modèle 
Si sur plusieurs pé riodes d'observations différentes, les valeurs 
calculées par le modèle corres pondent plus ou moins aux valeurs 
effectives du système, alors, on peut être amené à croire que le 
modèle est bon. 
On pourra alors ensuite l 'utilis er en toute confiance pour prédire 
le comportement futur et ainsi évaluer certains changements propo-
sés dans le système. Il suffira en effet, conformément au schéma 
de la figure 11.2., d'ajuster les paramètres du modèle qui seront 
modifiés lors .Je la période d ite "de projection" ( parfois d'ajus -
ter le modèle )J de faire "tourner" le nouveau modèle avec nou-












analyse d 'ajust ement 
1------'~ MODELE PROJETE 
~ validation des 










I va lidation du modèle projeté 




,.___ __ __ L_J 
fig . II . 2. prédiction. 
Plus tard, lorsque cette période aura été atteinte, on pourra alors 
de nouv eau valider le modèle en comparant les performances estimées 
avec les pe r formances réelles qu'on aura mesurées sur le s y stè~e 
modifié. 
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II.2 . MODELISATION DU SYSTEME 
II.2.1. Le modèle 
Nous n'exposerons pas ici les diffé rents out ils de modél isation 
possibles ni l'outil choisi. Tout cela est expliqué en détail dans 
le chapitre IV ainsi qu e dans l'annexe concernant le logiciel QNAP . 
Venons en plu tôt à la mod él isation proprement di te. 
La princi pa l e diff iculté renc ont rée lors de l'établissement du mo -
dèle était due au fa it que le modè le do it r eprésenter l ' achemi ne-
ment séquentiel, dans le temps et dans l ' espace, des différents 
processus du s ystème . Cela est rendu difficile.à partir du moment 
où l'on sait que les processus peuvent uti liser plusieurs ress our -
ces à la fois (ex . le "CPU" et la mémoire centrale ; le canal 
et un disque). La figure 11 . 3 . constit ue le modèle tel que nous 
l'avons défini . 
Nous avons choisi de représent e r le modèle sous fo r me d'un graphe 
or i enté car il s' agi t de la mani è r e l a plus simple de repré-
senter un réseau de files d 'att en te. Les r ectangles représent en t 
les serveurs et les arcs i ndiquen t les diffé rents chemins que les 
processus peuven t suivre lo rs qu'il s se déplacent dans le réseau . 
Devant c haque serveur se tr ouve la file d ' attente des processus 
attendant d'être servis . Le triangle ( 6) n'est pas un serveur 
au sens propre : il bloque les pr ocessus, se ul un nombre déterminé 
de processus sont autorisés à le t r ave r ser . Le tri angle renvers é (~) 
quant à lui,débloque des processus : quand un processus passe à 
tr ave r s ce triangle renversé, un pr ocessus de plus peut tr averser 
le triangle droit . 
Ce modèle représente en fait le comportement d'un processus dans 
un univers de multip r ogrammati on : il est caractérisé par une al -
ternance de périodes d'u tilisation pr ocesseur et de périodes d 'en-
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11.2. 2 . Description du modèle 
11.2 . 2 . 1 . Décomposition en deux _::i.::_e~u~ 
Pour plus de clareté, nous avons décomposé le modèle en deux 
niveaux : le ntveau interne comprenant les processus appartenant 
au "balance set " et le niveau ex terne comprenant les proces sus 
ne lui appartenant pas. 
1) le niveau externe est constitué 
des différents serveurs que sont les terminaux 
des différents processus effectuant des E/S à ces terminaux. 
Ces processus n ' appartiennen t pas à la GO-LIST ; ils font 
partie des processus Bloqués - Inactifs (BI) et appartien-
nent à l'une des listes d'at tente du système ( cfr. I . 2 . 2. ) 
de "ges tionnaires" de l ' accès au niveau interne (les trian-
bles 6_ V ) , CI est - à - dire de l'accès au "balance set"• 
Repr ése nt er dans le modèle la gestion du " balance set " telle 
qu 'elle se déroule en réalité serait très compliqué , 
Pour la gestion dynamique (cfr . I . 3.2.), il faudrait étudier 
la taille du "working set" de tous les processus. Quant à 
la gestion périodique, on peut modéliser le BHQ, nous en par-
lerons plus tard. En ce qui concerne l'autre raison qui forc e un 
processus à sortir du balance set, elle est très difficile 
à modéliser . 
Aussi, avons-nous considéré le nombre moyen de processus 
dans le "balance set" pour dé termi ner le nombre de processus 
dans le niveau interne du modèle . 
Un processus est autorisé à entrer dans le niveau interne si 
le nombre de processus s'y trouvant déjà est inférieur à ce 
nombre moyen. Quand un processus sort du niveau interne, il 
permet à un autre processus de prendre sa place (représenté 
par le triangle renversé). 
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de la file d'allocation de la mémoire centrale (fi l e devant 
que nous appellerons par la suite PRE-FIL. Cette file est 
constituée des différents processus de la GO-LIST non blo-
qués et qui n'appartiennent pas au "balance set" (c'est-à-
dire qui n'ont pas leur "working set" en mémoire centrale ) . 
Il s'agit donc des processus Prêts - Inactifs (PI) . Ces 
processus sont prêts à entrer dans le niveau interne quand 
il y au r a de la place en mémoi re centrale. Ils sont ordonnés 
~2. r priorités (cfr. 1.2.2. ) . 
Les processus se trouvant dans le n1veau externe sont tous 
inactifs (P I ou BI). Il s'en suit donc, qu'aucun de ces 
processus n'appartient au "balance set". 
2) le niveau interne est constitué 
d'une file comprenant les processus appartenant au "balance 
set" et qui. n'attendent pas une entrée/sortie sur disque ou 
bande. Ceux-ci sont prêts à utiliser le "CPU". Il s'agit 
des processus Prêts - Actifs (PA). Ils sont également or-
donnés par priorité. 
des différentes files d 'attente devant les uni.tés disques et 
bandes (pour le positionnement) ainsi que devant les canaux 
(pour le transfert). Les processus qui.. les forment appar-
tiennent aussi au "balanc e set". Ce sont les processus 
Bloqués - Actifs (BA) . 
On peut donc remar quer que l'ensemble des processus qui se 
trouvent dans l e ni veau interne constitue en fait le ''balan-
ce set". 
Il faut aussi ajouter que pour nous, la PWQ est la file devant 
chaque disque et la TWQ la file devant chaque canal. En réa-
lité, il y a une PWQ et une TWQ par unité. De cette manière, 
nous aur1ons dû avoir plusieurs files devant chaque canal, et 
le canal traitant la file possédant la demande la plus anc1en-
ne. 
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Or cela n'est pas possible dans un modèle. Nous avons donc 
une seule file par canal et lorsque le canal traitera la de -
mande d 7une unité, il devra traiter toutes les commandes pré-
sentes dans la file pour cette unitéo 
des serveurs que sont le "CPU" ainsi que les différentes 
unités (positionnements et transferts) et les canaux (trans-
ferts). 
Il faut souligner ici que lors d'un transfert, il y aura 
toujours deux ressources occupées en effet, le "s erveur " 
disque restera oc cupé par la même demande d'E/S pour laquel-
le le canal est en train d'assurer le transfert de données. 
11.2.2.2. Transitions lors de la sortie du CPU 
En ce qui concerne le routage des différents processus dans le 
réseau, il faut différencier les différentes sorties du "CPU" 
elles sont de 5 types : (le numéro entre paranthèse se réfère 
au numéro sur la figure 11 . 3 . ). 
(1) "CPU" vers les terminaux : un processus quitte le "balance 
set" et va dans une des listes d'attente (voir en 1.2.2. ) 
pour effectuer une sortie ou une entrée sur un terminal. 
Pour en revenir aux transitions entre états vues en I.7.3 . , 
nous pouvons dire qu'il s'agit d'une transition C-=, Bio 
Dans ce premier cas, nous avons émis l'hypothèse d ' une con-
tinuité dans l'occupation des terminaux : si un utilisateur 
a fini son travail ( "job"), un nouvel utilisateur prend im-
médiatement sa place si bien que dans le modèle, on ne voit 
aucune différence. 
(2) "CPU" vers la PRE- FIL (file d'allocation de la mémoire) 
quand un pr ocessus a épuisé sa tranche de temps (BHQ : 
cfr. I.3.2. ) d ' utilisation "CPU", ce processus quitte le 
"balance set" ( Crans it ion PA ~ PI). 
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Bi en sG r , s' i l n'y a iucun autre pr ocessus PI, celui - ci réen-
tr e r a direc t eme n t dans le "balance set" avec son " BHQ" réini -
t i al i s é . 
Rem . Pou r simplifier le modèle, nous avons placé cette 
tr ansition à la sortie du "CPU". En réalité, il y a 
un t est périodique du "Balance set Hold Quan t um" 
(I . 3 . 2 . ) de tous les processus du "balance set", ce 
qui veut dire que ce ne sera pas nécessairement celui 
qui occupait le "CPU" qui devra sortil' du "b a lance 
se t" . 
(3) 11CPU11 vers l a file "CPU" : quand un processus a épuisé sa tran-
che de temps de 200 millisecondes d 1utilisation du "CPU" , i l 
pe r d l e "CPU11 et retourne dans la file d'attente du "CPU" 
(tr ansition C -PA). Bien sûr, s ' il n ' y a aucun aut re pro-
c essus PA, celui- c i réutilisera directement l e "CPU" avec sa 
t r anche de temps réinitialisée . 
Remo Il ne faut pas oublier que toutes les 100 millisecon-
des , la GO- LIST est réordonnée selon les niveaux de 
priorité des 11 forks" , ceci pour préciser que les pro-
cessus réentrant respectivement dans l es deux derniers 
cas au début de la PRE- FIL et de la f il e 11 CPU17 r etrou-
veront r ap idement dans la file une place conforme à 
leur priorité o 
(4) - " CPU" vers l es unités disques : cas typique du défaut de 
page : le processus a besoin d'une ou de plusieurs pages 
se trouvant sur disque et non en mémoire centrale. Da ns 
l ' autre sens, il y a bien sGr le transfert (sauvetage) de 
pages de mémoire centrale vers les disques. 
- "CPU" vers les bandes magnét i ques : cas du "backup " (sauve-
tage de fichiers sur bandes) ou de demande de lecture sur 
bande. 
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Dans ces deux dernie r s cas, nous avons donc affaire à la 
tr ans ition C -~BA : les processus sont bloqués mais ils 
res t en t dans le " balance set ". 
II.2.3. Justification du modèle 
Nous allons essayer de justifier notre modèle par rapport à t outes 
les tr ansi t ions entre états possibles dans le sys t ème (cfr. 1 . 7 . 3 . ) 
L'idéa l se r a i t qu ' à chacune de ces transitions d'état corresponde 
une t ransition dans notre modèle . Ma i s par simplification, elles 
ne son t pas t outes repri ses. . Nous jus t ifie r ons donc les cas de 
t ransitions d ' éta t non prises en comp t e explicitement par le modè -
le . 
Dan s le poi n t pr écédent (II . 2.2.), no us avons expliqué le modèle 
e t pa r ticuliè r emen t (II . 2.2 . 2 . ) les transitions à la sortie du 
CPU. Nou s avons vu que c es t r ansitions de notre modèle co r respon-
daient à des t ransitions dans le système . Rappelons-les 
- l a tr ansit i on (1) co r respond au changement d ' état C -'?> BI 
pour des E/S sur terminal . 
- la t r ansition (2) correspond au changement d'état PA - -::>PI 
dans le cas où le processus a épuisé son "Balance set Hold 
Quan tum" (BHQ). 
- la t r a nsit i on (3) correspond au changement d ' état C - ~ PA 
- la transition (4) correspond au changement d 'ét at C -~ BA 
Les autres changements d'états pris en compte par notre modèle sont 
les s uivants : 
- PI ~ PA Un processus passe du niveau externe au niveau 
interneo Il entre dans le "balance set", Il y a 
maintenant suffisamment de place en mémoire cen-
trale pour son "working Set", car un autre pro-
cessus est sorti du niveau interne (C - > BI ou 
PA - > PI ) (cfr. I.3 .2. ). 
- PA--:;> C 
- BA --,;, PA 
- BI~ PI 
53. -
Le processus PA se trouvait dans la file d'atten-
te devant le "CPU". Il vien t d ' être sélectionné 
pour être courant. Il occupe ma intenant le 11 CPU 11 
Dans le modèle, le processus sort d'un des canaux 
et se dirige vers le début de la file d'attente 
devant Le "CPU". 
Une entrée / sortie courte sur disque ou bande 
vient de se terminer, le processus se débloque 
et redevient Prêt à utiliser .le "CPU". 
Une E/S sur terminal vient de se terminer. Le 
processus quitte un des serveurs " TTYS" et entre 
dans la file d'attente pour l'allocation de la 
mémoire. Il se débloque donc mais reste inactif 
(reste dans le niveau externe). En ce qui con-
cerne les processus BI, uniquement les processus 
en attente d ' E/ S sur terminal ont été pris en 
compte explicitement dans le modèle. 
Justifions maintenant pourquoi le modèle ne s'occupe pas des tran-
sit i ons d ' états suivantes 
- :::, PI 
- C - -::, 
- C - ::, BI 
- BI - -:i PI 
- PA - ::) PI 
création d'un processus. 
mort d'un processus. 
entrée dans une liste d'at tente ma is pour une au-
tre cause qu'un début d'E/S sur terminal. 
sortie d'une liste d'attente mais pour une autre 
cause qu'une fin d'E/S sur termina l. 
perte de l'accès à la mémoire centrale, ma is 
pour un au~re cas que le BHQ épuisé.(cfr. I .3.2. 
( 3 )) . 
Nous avons choisi de considérer un réseau fermé il y a un nombre 
constant de processus qui "tournent" dans le modèle ; aucun n'y 
entre, aucun n'en sort. Cela explique que les deux transitions 
d'états : création et mort d 1un processus ne sont pas considé r ées. 
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Nous estimons également qu'un processus appartenant à une liste 
d'attente autre que celles des entrées et sorties sur terminal 
peut être considéré comme un processus mort ou pas encore créé . 
En effet, un tel processus -ne se manifeste plus au système avant 
un long laps de temps : il dort et n'utilise aucun serveur. Ainsi, 
de la même manière que pour la création et la mort d'un processus, 
les transitions d ' états mettant ou retirant un processus d' une lis-
te d'attente autre que celles pour une E/ S (C • BI et 
BI - > PI) ne seront pas prises en compte da ns le modèle. 
Nous avons déjà expliqué en décrivant la décomposition de notre mo-
dèle en deux niveaux (cfr. II.2.2. l . ), qu'il nous était impossible 
de modéliser la gestion entière du "balance set". Dès lors, nous 
avons considéré le nombre moyen de processus en mémoir e centrale. 
Or la sortie d'un pr ocessus du "balance set" par la transiti on 
PA---:> PI est une des fonctions de la gestion du "balance set" (cfr. 
I . 3.2. (périodiquement)) . 
Cette t r ansition ne devrait donc pas être considérée du tout . Ce -
pendant, nous avons pris en compte le cas ty pique du "BHQ" épuisé 
car il découle, entre autre du temps passé dans le 11 CPU11 • 
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11.3. PARTITIONNEMENT EN CLASSES 
Nous avons dit qu'un modèle jouait un rôle important pour la prévision 
du comportement futùr d'un système. Aussi avons-nous jugé utile de 
partitionner les processus du système en différentes classes : en ef-
fet, un système assume diverses catégories de travaux qui consomment 
des ressources : travaux interactifs (en temps partagé), travaux en 
11 batch 11 etc , •• 
Il est donc important, trouvons nous, que le modèle donne des résultats 
différents par classes,de telle sorte que l'on puisse vérifier si cha-
que catégorie de travail consomme le niveau désiré des différentes 
ressources du système. 
Grâce à la nature des différentes files auxiliaires du système (cfr. 
I.2 . 3.), il nous a été facile de diviser les processus du système en 
6 classes 
les processus privilégiés correspondant à l a file O (classe 0). 
les processus très interactifs correspondant à la file l (clas-
se 1) . 
les processus interactifs (mais à temps d'utilisation du CPU 
plus long) correspondant à la file 2 (classe 2). 
les processus "mixtes " et "compute-bound" correspondant à la 
file 3 (classe 3) . 
les processus très 11 compute-bound" ou 11 batchs 11 (travaux en lots) 
correspondant à la file 4 (classe 4). 
les processus à plus basse priorité correspondant à la file 5 
(classe 5). 
la première (file 0) et la dernière (file 5) classe sont moins impor-
tantes vu le faible nombre de processus présents dans les files O et S. 
Rem. Cas des " Batch jobs " 
Les travaux en lots ( "batch") sont des II jobs 11 dont les données 
en entrée sont toutes contenues dans un fichier qu'on appelle 
le fichier de contrôle. 
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Le fichier de contrôle peut être soumis, par l'intermédiaire d'un 
utilisa t eur, à un terminal ou_ bien créé suite à la lecture d'un 
ensemble de car tes perforées. Le fichier de contrôle est ensui-
te transféré sur disque ("spooling"). Lors de l'exécution des 
travaux en lots, les caractères du fichier de contrôle sont 
traités comme si ils étaient introduits à un terminal réel. 
Dans le comportement réel, la lecture se fait sur disque ; i l 
n ' y a donc pas d 1 interactions avec les terminaux, c 1 est pourquoi 
les travaux en lots deviennent rapidement 1rcompute-bound 11 (file 
4) et le restent. 
Dans le modèle, nous n'avons pas établi de réseau ouvert spécia-
lement destiné à la représentation des processus 11 batchs 11 soumis 
au système par l 1 intermédiaire d'un lecteur de cartes . Et ceci 
pour deux raisons : d 1 une part, à cause de la faible importance 
qu'occupe ce type de travaux dans le système en temps normal 
(voir en 1.6 . les 11 control options' 1 choisies pour les "batchs"); 
d'autre part, à cause de la complexité que cette situation ap-
porterait au modèle. 
En effet, si le système est ouvert, le nombre total de processus 
dans le système variera selon que des processus entreront ou 
quitteront le système . De plus, on devra fixer les taux d 1 en-
trée et de sortie ( 11 troughput ") du système, en ce qui concerne 
les processus "batchs" . On obtiendrait ainsi un système mixte, 
c'est-à- dire comprenant un réseau ouve rt pour les "batchs" et 
un r és eau fe rmé pour les autres processus ; cela devient rel a -
tivement complexe. 
Nous dirons donc que les processus "batchs" sont en nombre fixe 
dans le système ( le r éseau es t fermé), ils sont initialisés par 
les termir1au.x et ils correspondent aux processus les plus "c om-
pute - boundi' ( classe 4). Nous les assimilerons donc à ces de r-
niers. 
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11.4. MESURES A EFFECTUER 
Nous pouvons maintenant déterminer les différentes mesures que nous 
· devons réaliser sur le s ystème ré el et qui correspondent aux pa r amè -
tres nécessaires pour faire 11 tour ne r 11 le modèle ainsi qu'à certaines 
valeurs de validation du modèle. 
11.4. 1. Mesure s de va lida tion du mod èle 
No us expo s ons ici les différen t es mesures susceptibles d ' êt r e ef -
fe ctuées . Nou s n'en avons effectué que certaines, les jugeant 
suffisantes pour no tr e modèle . 
- "troughput " t aux de sortie pa r unité de temps. 
Il n' es t pas important dans notre cas car le ré-
seau considéré e st fermé. 
Nous avons jugé suffisant d'effectuer les mes ur es suivantes 
- % utilisation 11 CPU11 : pourcentage de temps pendant lequel le 
"CPU" est utilisé . 
- % utilisation de s unités (PS :1, PS : 2 , PS :J, US , DSK MONT, 
MTAO, MTAl) . 
N' oublions pas que, pour une même demande d 'E/S , une unité 
est bloquée pendant le positionnement et le transfert par 
le canal . Le pourcentage de t e~ps pendant lequel une unité 
est utilisée devra donc tenir compte.et du temps de posi -
tionnement de cette unité,et du t emps de transfert pour 
cette unité . 
- % utilisation des canaux (O , l , 2 et 3) pourcentage de temps 
pendant lequel un canal est affecté au trans fert de données 
( pour n'importe quelle unité lui étant associée). 
- % utilisation de chaque terminal : pourcentage de temps pen-
dant lequel chaque terminal est en train de servir une En-
trée et/ou une Sortie pour un processus du système. 
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Ce que nou s avons voul~ mesurer es t donc le pourcentage de temps 
pendan t le.que l le s diffé r ents "serveur s" de notre modèle son t uti-
lisé s par les pr ocessus du système . 
II . 4.2 . Mesures des par amè t res du modèle 
Il y a deux t ype s de paramètres que nous devons mesurer : ceux que 
n o u s devons connaitr e globalement pour toutes les classes et ceux 
qu e no us devo ns différen cier par classes . 
1) v al e ur s à me s u r er pour toutes les classes globalement (ces va -
l eurs ne dé pe ndent donc pas de la n ature du processus) . 
- Le t emps moyen de service des différents canaux (transfert). 
Dans not r e modèle , ce temps de service sera donc la tranche de 
t emps qu'un pr ocessus entrant dans un des canaux passera avant 
d ' e n sortir ( t emps du t ransfert d ' une page). 
- Le t emps moyen de positionnement des diffé r entes unités . Dans 
no tre modèle, il s'ag i ra donc de la tranche de temps qu ' un pr o -
cess u s passe r a dans un "serveu r " unité pour le posi t ionnement 
(N ' oublions pas que cette unité restera bloquée ensuite pou r 
le t r ansfe r t par le canal ) . 
- Le nombre moyen, pour un posit i onnement effectué , d' "input 
Output Request Blocks 11 transférés d e la PWQ ve rs la TWQ. En 
effet , nous avons jugé utile de pouvoir tenir compte dans no -
tre modèle du fait que (cf r . "SCAN" algorit hme en I.5.2. ) , 
lorsqu'un posttionnement a été effectué sur un cylindre, un 
certain nombre de demandes d 'E /S concernant ce même cylindre 
peuvent être transférées direc tement de la PWQ vers la TWQ. 
- Le nombre moyen de processus dans le "b alance set". 
Lors de l'initialisation du modèle, il s'agtra donc du nombre 
de processus présents èans le niveau interne. 
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Pour les 2 premières mesures, il n'est pas nécessaire de les ef-
fectuer séparément par classe de processus, vu que les temps de 
positionnement et de transfert ne dépendent pas de la nature du 
processus mais bien de la charge du système ains i que de la pos i-
tion sur l'unité de la ou des pages à transférer (par rapport à 
celle du bras de lecture) (cfr. 1.B.2. ) . 
2) ~a_!_e..::_r~ à ~e~uE_eE_ ..:!_e_ m~nièE_e dist incte pour les diffé r entes clas -
ses de_processus, (car l'on se rend bien compte que ces valeurs 
varieront certainement selon que les processus appartiennent à 
telle ou à telle classe). 
- temps moyen de service des terminaux : temps total entre le mo-
ment où un processus sort du " CPU" et se met en attente d 'E / S 
terminal et le moment où il réentre dans la GO-LIST. 
Cette mesure s'appliquera aux processus interactifs. 
- temps moyen de service du "CPU". Il s'agira dans notre modèle 
de la tranche de temps qu1. sera allouée chaque fois qu'un pro-
cessus entrera dans le "CPU" . 
- les différentes probabilités de transition (routage des proces-
sus à la sortie du "CPU" ) (cfr . II.2.2 . 2 . ). 
"CPU" vers terminaux . Elle devrait être grande pour les 
processus interactifs ( classes 1 et 2) et faible pour les 
processus "compute - bound 11 • 
"CPU" vers début de la PRE- FIL ·(attention Rem . en II. 2 . 2.2. 
( 2)) . 
11 CPU" vers l a î ile du 11 CPU11 • 
"CPU" vers les différentes unités. En ce qui concerne les 
d i sques, cette valeur devrait être re lativement grande, 
vu tous les mécanismes d 'E / S courte pour gé rer la mémoi re 
centrale et les défauts de page . 
- le nombre moyen de pr ocessus dans le modèle. 
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Lorsque nous utiliserons le modèle, nous devrons fixer le nombre 
de processus présents dans chaque classe ( O - > 5), de telle sorte 
que le modèle fournisse des résultats séparés par classe. 
Cette mesure nécessitera de plus amples détails par la suite 
(II I.2.5 . ) car il ne faut pas oublier que les files auxili-
aires contiennent tous les processus, qu ' ils soient de la GO-LIST 
ou d'une des listes d 1 att ent e du système. Or, comme nous 1 1 avons 
déjà dit en II . 2 .3., l e modè l e n e co nsidè r e pas explicit ement 
ces listes d'attente ( exc epté pour les E/ S terminal). 
Rem. Certaines mesures s ' ajouteront certainement par la suite 
aux mesures nécessaires énoncées, soit parce qu ' elles ne 
son t pas encore apparues comme nécessaires à ce moment du 
travail, soit parce qu'elles résultent de la décomposition 




II.5 . REMARQUE S GENERALES 
Il va de soi que certains paramètres du modèle sont variables s elon la 
charge du système : par exemple, si le "sched uler" mi nimise le mouve -
ment du bras lors du positionnement (c e qu i est le cas 1c1 : " SCAN" 
algorithme ) , la mesure du temps moyen du "see k" durant une pé ri ode lé -
gèrement chargée peut être significativement diffé r ente de celle effec -
tuée lors d 'une période fo rtement chargée . On devra donc fa ir e des me -
sures à de s momen t s différents, sous différen te s charges du système . 
On insérera dans le modèle les paramètres mesurés dans le s circ onstan-
ces désirées et ainsi, si on veut voir le modèle s'appliquer au s ystème 
fortement chargé , on lui fournira les paramètres mesurés dans de te lles 
circonst ances . Il est cependant important de noter que les ré sultats 
fournis pour un système fortement chargé seron t les plus intéressants 
(e t les plus exacts vu l ' hypothèse de l ' occupation constante de tous 
les terminaux) . 
On pourra aussi , à partir de s différentes mesures sous les différentes 
char ges, ob tenir des fon ctions analytiques pour les paramè tres. Ceci 
nous évitera de devo ir introduire des paramètres différent s s elon les 
cha r ge s différentes . Le seul pa r amèt re à introdu ir e serait alors la 
char ge . 
Tous les mécanismes vus au chapi tr e I correspondent en fait à des dé -
cisions i nte rnes du système visant avant tout à assurer un pa r tage 
équilibré des ressources. Il ne faut pas oublier qu 'i l existe des 
variable s de contrôle qui permettent aux responsables du système de 
prendre des " décisions externes" qui peuven t modifier fortement l'al -
gorithme d'ordonnancement . Ceci afin de pouvoir adopter le comporte -
ment du système aux besoins du site . ex . : mett ~e les travaux en lo ts 
("ba tc h " ) dans la classe 5 . 
Il est donc important de tenir compte des options de contrôle qui on t 
été choisies (voi r les 1'c o ntrol options", au chapitre I .6 . ) . 
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CH AP I T RE III 
LE MESUREUR ET SES RESULTATS 
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III. O. INTRODUCTION 
Après avoir étudié le système et adopté une modélisation pour ce système , 
nous en avons déduit les mesures n éces saires pour r éali ser le modèle. 
Nous sommes maintenant capables de construire l e programme de c e mesu-
r eur . 
Dans ce chapitre, nous a llons décri r e la mani è r e dont nous avons réalisé 
le me sureur . Nous présenterons d ' ab ord l es outils dont nous d isposo ns 
pour le réalis e r et ceux que nous avons utilisés ( III,1 .) , 
Ensuit e , nous déc rirons de mani è r e général e l a r éa lisation du mesureur 
(III , 2.). Pour les l ecteurs plus inté r essé s par l'impl émentat ion d ' un 
tel mesureur, nous examinerons notre r éali sation de maniè r e plus appro -
fondie (III.3.) . Enfin, nous pourrons observe r l es mesures obtenu es et 
les analyser (III.4.) . Nous terminerons en pa rl a n t des pe rturbat i ons 
introduites par l e mesur eur (III.5 . ). 1 ous signalons que l e p ro g r amme 
i mp lémentant l e mesur eur et les r ésu l tats que nous avons obtenus se trou-
vent en annexe. 
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I II. 1 . LES OUTILS DE MESURE ( ADVE, CORN , DAWI, DIG3] 
Avan t de dé crir e l e s outil s que nous avo n s ut ili sés pour const r u ir e 
n otr e mesur eur, no us a llon s d ' ab ord p r é s ente r quelques géné r a lités 
co n ce rna n t de t e ls ou t il s ( II I . 1 , 1 . ) . Ensu i te nous examine r ons l es 
outils à no t r e d i spo s i t i on et p r ésente r ons ceux que nous avons cho i s i s 
( III. 1 . 2.) . 
III . 1 .1. Générali tés sur l es outil s de mesur e 
Un système info r ma tique en exé cut i on est , en fa i t , un en semb l e 
d 'ob jets d on t l e s valeur s évoluen t avec l e temps et un e s ui te d ' évé-
nemen ts corr e spondant aux changement s d ' état résu l tant de l ' ut i l i-
sat i on de ces objets . Liobject i f d ' un mesureur est de p r é l ever 
le max i mum d 'info r mat i on s sur le maté ri el , mais auss i et s u rtout 
s ur l e l og ici e l o C ' est uni quement sur les outils pe r mettant de 
capter de s phénomènes l ogiques c ' est- à - d ir e des phénomè n es conce r -
nant le système d ' exp l o i tat i on , que nou s nous penchero n s i ci , 
On distingu e deux techniques de mesures . D ' une part , la mesure 
sur évén ement s enr egistre la situati on de certaines va riab l es au 
moment de 1 1 occur ence de certains événements . D ' autre pa r t, on 
peut effectuer un ensemble de mesur es pa r é chan t illonage à i nter -
val l es r égu l ie r s. Ces deux man i è r es de faire ont chacune leurs 
inconvéni ents. Quand on procède à une mesure sur événements, il 
est rarement poss i ble de prévoir le nombre de fois que l ' on passe-
ra pa r tel ou tel point de me sure et de plus, la mise au point (sur-
tout la localisation des points de me sure) risque d'être difficile. 
Tandis que le problème principal lors de l a mise en oeuvre d 1 une 
technique par échantillonage est de déterminer la période d ' échan-
ti l lonage . En effet, il faut a rriver à établ ir un compromis entre 
la f iness e des observations, l e volume des données et le temps passé 
à effectuer les mesur es . 
Quel le que soit la technique utilisée, le mesureur do it pour l e 
moins présenter c ertaines qualités : 
1) La collecte de données ne do it pas introduire de perturba tions, 
ou du moins le moins possible, dans le fonctionnement norma l 
du système. En fait, il faudrait toujours s ' assur e r de ne 
pas trop modif i er les performances du système. 
2) L'acc ès aux vari a bl es à me surer doit être gar anti. La majorité 
de celles-ci sont en effe t protégées à di ffé rents nive aux . 
3; Le mesureur do i t être adaptab l e et extensible . 
4) Le mesur eur do it être fac il e à mettre en oeuvre et à emp l oyer . 
III.1 , 2. Les outils disponibles 
Sur le système TOPS - 20 impl émenté au "centre de calcul" des facul -
tés, il existe plusieurs outils pe r mettant d ' effectuer des mesures. 
Nous al lons dé crire ici ceux dont nous avons pris conna i ssance et 
expliquer l e s raisons qui nous ont fait préférer certains de c es ou-
tils à d ' a utres. 
III.1 . 2.1. Outil s pe r mettant de mesur er le moment de 1 1occurence d ' événements 
------------------------------------------------------------------
Dans l e système étudié , il existe plusieurs maniè res pour détermi -
ner à que l moment un évén ement se produit : 
La p r emière mani ère est de sa isir le temps de base du système qui 
est une valeur en na nosecondes se trouvant dans l e 11 time r 11 , 
Pour ce l a , on util is e 1 1 instructi o-9- "DATAI II permettant de trans -
férer en mémo ire centrale des données lues sur n'importe que l 
appa r e il. El l e pe r met aussi de lire dans d ' autr es éléments dé -
fin is comme des appareils internes du système e~ c ' est ici qu'elle 
est intéressante pour nous, car le " timer " est ass imil é à un tel 
appa r ei l. 
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Cett e inst r uction do i t être utilisée de la manière suivante 
DATA TIM , LOC 
où TIM do i t êt r e déf i n i comme le numé r o i dent i fiant le 11 t i mer " 
et LOC do i t êtr e déf i ni comme l ' adr esse mémo ir e où l ' on veut 
tra n sfér e r l e temps de base d u système . 
Un e a u t r e man ière de fa i re est d ' utiliser l es appels- systèmes 
TI ME ou HPT I M qui r espect i vement fou r nissent le temps passé depuis 
qu e l e sys t ème a démar ré , et ce même temps ma i s, avec une p r éc i s i on 
b eau c oup p lu s g r ande . 
Cependant, ce s deu x moyens nous sont appa r u s as s ez c omp l exes , al or s 
qu e dan s l es données du système se t r ouve une simpl e . var i ab l e 
(TODCLK ) incrémentée de manière mon otone et indiquant l e temps en 
milli secondes . Cette va r iable peut êt r e exploitée fac i lement par 
l'instruct i on suiva n te : 
NOVE AC , TODCLK 
I l e s t éviden t qu 'un appel - système consomme beau coup p l us de temps 
11 CPU" qu ru n e simp l e ins t r u ction , nous écar tons donc c ette solut i on. 
D'autr e part , il nous pa r ait suffisant de d i sposer du temps en 
mill isecondes et de plus , c'est cette var i able TODCLK que le sys-
tème uti l ise pour mesur er le moment d'un événement ou calcule r 
le temps passé entre deux événements . 
Pour toutes ces raisons , c ' est sur cette dernière solution 
(TODCLK) que notr e cho i x s 1 est porté . 
III.1.2 0 2. L ' outil GETAB 
L ' outil GE~\B est l ' exemple même d'un outil permettant d ' effectuer 
des mesures par échantillonage, L'utilisation de cet outil est 
une tJche privilégiée du système et elle peut être fa ite sans r ien 
modifier au système. 
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GETAB est un appe l moniteur qui pe r met aux u t ilisateurs d ' accéder 
à certaines tables du système (décrites dans l ' annexe B) et par 
là de coll ecte r des info rmations sur l e s performances et l' état 
du système . Il suffit de fournir le numéro d 'identification de 
l a tab l e d é sirée et GE~~B retourne une ent r ée de cette tab le, 
Ce moyen est assez limi té , puisqu ' il ne pe rmet l' accès qu ' à des 
données présentes dans des tab le s du système et de plus, l e nom-
bre de tables accessibles par GETAB est assez restreint. Quoi 
qu'il en soit , il nous parait intéressant, et nous l'utili serons 
pour mesurer certaines va l eurs spécifiques du systèmeo 
III.1 .2.3 . L'outil iYIDDT 
Comm e l ' outil précédent (GETAB), 1 1 outil iYIDDT est un outil de 
mesur e par é cha ntillonage. Cependant il présente des caractéris-
tiques as sez différentes de GE~~Bo 
iYIDDT ( Monitor Dynami c Debugging Technique) peut uni quement êtr e 
utilisé pa r des utilisateurs priv il égiés du système . Il pe r met 
de lire ou d'écrire (attention, dange reux) dans toutes l es tables 
et variabl es internes quand le système tourne normalement, Il 
offr e l'avantage de permettre l' a cc ès à toutes l es tables . Cepen-
da n t , son p rinc i pa l désavantage est qu'on ne peut l' ut ili ser que 
de mani è r e inte r act i ve et jamais dans un p r ogra~JTie , La collecte 
de données pa r cette méthode est donc extrêmement longue et fasti -
d i euse. De p lus ce "debugger" p r ésente UJ.7. dange r évident : on 
peut également écrire dans les tables du système, une fausse manoeu-
vre peut donc 11 crasher 11 le système 11 , 
Comme nous disposons d ' aut r es out ils beaucoup plus commodes d'ut i-
lisat i on, nous rejetons la possibilité de se servir de MDDT pour 
le mesureur en lui- même. 
Cependant, cet outil peut nous aider pour préciser ou éclairc ir 
ce r taines i nformations fournies par les documents de Digital 
Equipement Corporation. (Par exemple, préciser le contenu de 
certaines tab l es du système). 
III . 1.2.4. L ' outil SrOOP 
L'outil SNOOP diffère des outils vus jusqu ' ici, par le fait qu ' il 
permet la me sure sur événements et non plus par échant illonage . 
SNOOP est un appel moJiteur qui permet d ' ajouter n'importe quelle 
i nstruction à un endroit quelconque du code moniteur . Nous appel -
l erons cette instruction une sonde . Introduire une sonde a donc 
pour effet de modifier l e système. 
Examinons comment un utilisateur peut se servir de cet outil : 
1) Dans l e programme de l'utilisateur sont définies différen-
tes r outines que celui- ci souhaiterait insérer dans le code 
moni teur pour effectuer les mesures qu ' il dési r e . Pour 
cela , il suffit que chaque sonde consiste en un appel à 
une de ces routines de mesure. 
2) Si ces routines de mesur e s utilisent des tables, des varia-
bles ou n ' importe quel symbole défini dans le code moniteur, 
le p r ogramme utilisateur doit, gr~ce au paramètre '!snpsy 11 
de l ' appel S~OOP , saisir l'adress e correspondant à ce sym-
bole. 
Si ces routines de mesures utilisent des tables ou variables 
supplémentaires, elles doivent être définies dans le program-
me utilisateur. 
3) Les différen~es routines a insi que les tables et variabl es 
supplémentaires dont ces routines se servent do ivent être 
copiées en un endroit de l'espace moni~eur défini par le 
moni teur lui - même (maximum 8 pages) , 
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Ce ci est effec tué gr~ce au pa r amètr e 11 . snplc " de l ' appel 
SNOOP qui signa l e éga l eme n t à l ' utili sateur l' adr es s e cho i -
si e pour l e sys t ème . 
4) Ces routine s ayant été a u dépa r t r e logées pa r r apport à 
l ' a dres se d e débu t du progr amme utilisateur, i l faut , a p r ès 
ce tra ns fe r t , l es r eloger pa r r appo r t à l ' adr e s se cho i s i e 
pa r l e moni teur . C ' est l' utili sateur lu i - même qu i do i t 
effectu er ce tte r elo cat i on par r appo r t à l' adr e s se qu i l u i 
a é t é f ourni e pa r 1 1 appe l SNOOP (. snp lc ) • 
5) On p eut ma inten a n1; déf inir l e s 11 b r eak po ints " , c ' e s t - à - d ir e 
le s endroi t s dans le code moniteur où l es sondes p r e nd r on t 
p l a ce. Ce tt e déf i n i t i on est r éa li sée en u t ilisant l ' argu-
ment 11 .snpdb " . de l ' appel SNOOP~ 
6 ) Par l e pa r amètr e 11 osnpib 11 de l ' appe l SNOOP, on i nsè r e s i mul-
t a n ément t outes l es sondes a ux endroi ts que l'on vi ent de 
d éf i nir o 
7) Ta nd i s que l es r outin es effectuent l eur s mesures, l e program-
me u t ili sateur s'endo r t. 
8 ) Qu and l e temps écoulé pour les mesu r es est suf:isant , on 
peut enl ev er les sondes et donc arrêter l' exécution des 
routines de mesures , Pour faire cela , on util isera l ' appel 
SNOOP a v ec comme pa r amètr e 11 • snprb 11 • 
9) On peut ma i ntenant , gnice au pa r amèir e ri osnpul 11 , libérer 
l ' espace moni teur qu'occupaient ces routines et tables depuis 
l' étape 3, 
10) Il reste au progr amme util i sateur à traiter les mesures qui 
lui ont été fournies et à les imprimer . 
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Cette méthode pour effectuer des mesures est beaucoup moins 
r estrictive que celles vues jusqu i à présent. Ell e permet de 
lire l es tables existantes, d ' en définir de nouvel l es , de noter 
des valeurs calculées par le moniteur au moment où e ll es sont 
ca l cul ées alo rs qu ' elles disparaissent ensuite, de noter le 
moment où certaines actions sont effectuées (au moyen de DATAI 
TIX, LOC ou de la variable TODCLK). 
Cependant , contr airement à l 1 appel GETAB , en util i sant SNOOP, 
il faut é crire les routines soi- même. 
Le dange r de cette méthode est que l ' on modifie le mon i teur. 
S i l es routine s de mesures sont insérées à des endroits non 
désirab l es ou si ces routines inscrivent n 1 i mpo r te quoi dans 
l e code moniteur, c e l a est généralement fatal pour l e bon dérou-
lement de TOPS - 200 Il faut bien réfléchir à l ' endroit où s 1 in-
t rodu i sent les sondes. De même , les routines de mesure doivent 
préserver la va l eur de tous les accumulateur s qu ' e ll es utili -
sent et être très prudentes quant aux modificat i ons des varia-
bles et tables du moniteur. 
III.2. DESCRIPTION GENERALE DU YŒSUREUR [DIG1, DI G6 l 
No us a llons ici déc rir e de mani è r e géné r a l e les mesure s qu e notre mesu-
reur effectue. Pour l es personnes i n iti ées et intéressées par l a ma -
ni è r e dont ce genr e de mesures est effect ivement i mplémenté, ce para-
graph e constitue une introduction a u pa r agr aphe suivant . Pour l es 
autres l ecteurs , ce paragraphe de description générale peut être suff i-
sant. 
Comme nous venons de l' exp liquer , l e mesureur est basé sur deux appe l s 
moniteurs : GETA B et SNOOP . De plus, pour détermine r l e moment d 1 occu-
r enc e de certains événements du système , en même temps que l'outil 
SNOOP, nous utiliserons l a variable du système TODCLK. Dans les mesu-
r es faites au moyen de StDOP , nous d i stinguons 
la mesure du temps des Entr ées/Sort i es sur terminal 
l a mesure du temps passé dans l e 11 CPU11 avant d 1 en sortir et la me -
sure des d ifférente s probabilités de transition en so r tant du 
processeur. 
l a mesure du temps de service des unités et des canauxo 
Dans l es mesur es faites au moyen de GETAB, nous distinguons 
la mesure de nombre de pr cessus dans chaque file auxilia ire 
la mesure du nombr e de processus dans l e "balance set'' , 
III . 2, 1 • :,Je sur e du temps des E/S sur terminal 
Le temps d'entrée/sortie sur un terminal , est le temps écoulé entre 
l e début de l a sortie faite de la part du système sur le terminal 
et la fin de l' entrée fa i te pa r l ' utilisateur. 
Cependant, l a sortie sur terminal n' appelle pas toujour s une entrée 
et de même, une entrée n'est pas toujours appelée par une sortie, 
Dans ces deux cas, c' est uniquement le temps pris par la sortie 
ou l'entrée qui sera pris en compte. 
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Pa r mi s t ous les temps que nous avon s mesurés, c ' est l e seul que 
nous a v ons r epris d irectement du système. En effet , pour détermi -
n e r l e mo uvement ascendant dans l es files ( l . 2. 3 . 2.) , le système 
do it détermi ner l e temps pendant lequel le processus s ' est b l oqué . 
S i l ' on d i st i ngu e l e cas d ' une E/S sur te r mi nal , on peut dès lors 
se servir de ce t emps. No u s d i stinguons pour cette mesur e deux 
v a l eur s : l e nombre de mesu res fa i tes , la moyenne. Ces deu x va-
l eurs sont ca l cu l ées séparément pour chaque file a ux iliaire (0 à 5) . 
111.2. 2. ~ esur e du tem-ps passé dans l e 11 CPU11 et des d i fférentes probabilités 
de t r a nsi t i on 
Nou s ca l cul on s i c i l e temps passé pa r un processus dans l e 11 CPU11 , 
avant q u e ce l u i - c i ne so i t a lloué à un autre processus . C1 est- à -
d ir e l e temps pendant lequel un processus occupe de mani ère conti -
gü e le 11 CPU11 • 
Ce temps n ' étant pas ca l cu l é par l e système , nous devons l e fa ir e 
n ou s - même, ~ous sa i s i ssons l' instant où le processus entre dans le 
11 CPU" , 1 1 i nstant où i l en sort et en fa i sant l a d i fférence , nous ob-
tenons l e temps d és iré . 
Nous dist i nguons i ci trois valeurs qu i seront calculées séparément, 
pour chaqu e file : le nombre de me sures, la moyenne et la variance, 
A la sortie du 11 CPU11 , nous devons également mesurer l es p r obab i lités 
de trans i t i on vers les aut res points ou serveurs du modèle. Nous 
devons mesurer la probabilité qu'a un processus sortant du proces-
seur d'aller : 
vers les terminaux (E/S longues) 
vers l es disques et bandes magnétiques (E/ S courtes) 
vers le 11 CFun, c'est- à - d ire de r etourner dans l a fi le 
d ' at t ente du 11 CPU11 
v ers l a f i le d 1 a'ttente d 1 entrée dans le 111Jalance set 11 , 
(P:1-E- FlL ) 
730-
Pour cela, nous comptons le nombre de processus a l lant dans chaque 
d ire c t i on et nous p ouv ons donc calculer le pourcentage par rappo r t 
au nombre total de p r ocessus sortant du " CPU11 • Ce s pourcentages sont 
ca lcul és séparément p our chaque f i le auxil i ai r e. 
En f in , quand un processus se dir i ge vers les disques et bandes, i l 
nous reste à mesurer la probabilité qu 1 il a d 1utiliser telle unité 
d i sque (PS 1 , PS 2, PS : 3, US : , disque montable) ou telle 
uni té bande (MTAO, MTA.1) . Ce pourcentage est ca l culé globalement, 
sans différenc i e r les f i les, En effet, les probabilités de se diri -
ge r vers les terminaux , disques et bandes •• • peuvent fortement dif -
fê r er s elon la file du processus , car ces files ref l ètent le degr é 
d 1 i nteractivité du processus . Par contre, la probabil i té d'utili -
ser tel l e ou tel l e un i té devrai t être s ensiblement uniforme, quelle 
que soit l a file aux i liaire. 
III 0 2 0 3 0 ~esur e du tem~s de service des unités et des canaux 
Pour l es unités et les canaux, nous devons mesurer le temps de posi -
t i onnement de l ' unité et le temps de transfert d 1 une page. Comme 
pour la mesure du temps passé dans le 11 CPU", on p roc ède en saisissant 
l ' instant de début et l'instant de fin et en faisant la d i fférence 
entr e ces deux temps. Pour ces mesures,nous calculons les trois 
valeurs précédentes, à savoir, le nombre de mesures, la moyenne 
et la var i ance, 
Pour les uni tés d isques, le po _si tionnement correspond au dépla -
cement du bras pour trouver le cylindre correct . :'-!ais ·qu I est en 
réalité le positionnement d'une bande ? Ce n 1 est pas uniquement le 
défilement de la bande jusqu ' à l'endroit demandé , Pour positionner 
une bande, il faut lire l a bande pour vo ir où on se t ro uve , 
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Pour une bande, l e système convertit donc l a demande de pos i t ionne-
ment en un ensembl e de demandes de transferts. Puisque l e position-
nement d ' une band e n' exi st e que l ogiquement (pour l'ut ili sateur) et 
pas physiquement (pour le dé rouleur de bande) , nous ne devons pas 
le mesurer. Tout "p osi tionnement" occupe en p lu s de l ' uni té bande , 
le cana l . Les deux dérou l eurs de bandes étant connectés sur l e même 
canal, il n I est donc p l us nécessaire de différencier :lT_-\0 et YITA 1 
(dans les probabilités de transition , III.2,2o et pour la suite) . 
Nous effectuons l es mesures du temps de p osi t ionnement pour les uni tés 
disques (PS : 1 , PS 2, PS : 3, US . , d isque montable) et du temps 
de transfert pour l es canaux (O, 1, 2, 3) , 
Cependant , l'algorithme d ' optimisation du pos i tionnement du bras 
des d i sques (SCAN algor i thme expliqué en L 5 . 2 o) nous fa it ajouter 
une autr e mesur e aux deux que nous venons de dé crire : le nombr e 
moyen de demandes transférées de la PWQ vers l a TWQ d'une unité, lors du 
positionnement de celle- ci sur un cylindre , Cette mesure est effec-
tuée séparément pour chaque unité d i sque et dépend fortement de la 
charge. 1 ous ass i milons , pour notr e fac ili té , à ces demandes trans-
férées de la PWQ vers la TWQ les demandes pour lesquelles un pos i t i on-
nement n 1 est pas nécessaire . En réalité , de tellés demandes trans i -
tent directement vers la TWQ sans passer par l a PWQ. Cependant , 
comme nous travai llons en moyenne, nous pouvons nous permettre de 
les mettre dans l a PWQ et lors d ' un positionnement , de transférer 
une demande de plus de l a P1.vQ vers l a TWQ . Cela nous permet de pou-
voi r enregistrer toutes les demandes d ' entrée/sortie d irectement 
dans l a PWQ, 
Ra ppel pour nous, l a PWQ est la f il e devant chaque disque et la 
TWQ est la file devant chaque canal . 
De plus, lorsque nous étudi ons de t r ès près le système , nous nous 
rendons compte1 qu 1il ex is te des cas où l 1 on ajoute des demandes 
supplémen"taires dans la T'iQ d'une unité , 
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Ces cas peuvent se produire' ·quand on vérifie l e "Home b lock 11 
d'une unité , ou quand l e système é limine complètement une demande 
(IORB ) qui a été servieo D ' a u tre part, il se peut que l ' opérateur 
déc i de de suppr i mer une unitéo Dè s lors , l e système doit a nnuler 
toutes les demandes qui ont été produites pour ces unitéso Bien 
que nous estimons que ces trois de rni è r es situations ne se produi-
sent que dans de rares cas , nous l e s mesur erons.dis t inctement pour 
chaque unité. No us déc iderons d'après l es r ésu ltats obtenus par 
ces mesures , si nous devo~s en tenir compte ou non dans notre modèle. 
III 0 2 0 4 0 ~fesur e du nombre de p roc essus dans l e "ba l ance set" 
Un appel monit eur GETAB n ous fourn i t l'intégrat i on (sur le temps 
écoulé depuis l a générat ion du système) du nombre de proc essus 
dans l e "ba lanc e set " . Nous n ' avon s donc pas beso in de calculer 
ce t te val eur nous - mêmes (par SNOOP) , Il suffit d'effectuer un p re-
mier appe l , puis après un c e rtain temps d'en effectuer un second, 
de soustraire le premier résultat fourn i par GETAB du second, et 
enfin de d i viser par l e temps écoul é entr e les deux appels . On 
obtient a i ns i la moyenne du nombre de processus dans l e 11ba l ance 
set". 
III. 2. 5. Yfesure du nombre de processus dans chaque file auxiliaire 
La mesur e que nous voudrions obtenir est le nombre de processus 
dans chaque file appartenant à la GO - LI STE et aux listes d'attente 
d ' E/S sur te r mi nal . 
Cette mesur e est assez complexe et risque de prendre beaucoup de 
temps 11 CFU 11 et de pertur ber le système . De plus , le 1:,emps nous 
étant i mparti ne nous permettant pas d 1 élaborer cette mesure sup-
plémentaire, nous avons chois i de la simplifier . 
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En effet , GE~4B est c a pabl e de nous fournir deux indications sur 
c e nombre de processus . : 
le "load- average", dif fé r enci é uniquement en " high- queues " et 
11 l ow- queues 11 , les "h i gh- queues" étant les quatres premières f iles 
auxi l iaires (0 - 1 - 2 - J, l es plus interactives) et l es 
11 low- queues 11 l es deux derni è res (4 - 5)o Rappelons éga l eme n t que 
le " load- average " est une estimation du nombre de p r ocessus dans 
la GO - LISTE (cfro Io2o3 , 2.)o Il nous est fourni par GETAB pour un 
i nstant déte r minéo Nous devons donc· réguli è rement mesurer ces 
va l eurs, les cumule r et terminer en d ivisant c es valeurs cumulées 
par l e nombr e de mesures prises (mesure pa r échantillonage)o 
Une autre v a l eur que pous pouvons estimer , est l e nombre de pro-
cessus aux terminaux. En effet, l a théorie des processus stochas -
tiques nous appr end qu e l e nombre moyen de processus (n) dans une 
station que l conqu e (sta tion : serveur et f i l e d ' attente ) est éga l 
au t aux d ' arr i vée des processus dan s cette station (A)1 multip li é 
par l e temps moyen passé dans cette station (Ü) c'est- à - d ir e : 
\ -(1) Il = /\ U 
Nous savons auss i; que le temps moyen passé dans une stat ion est 
éga l à l a somme du temps moyen d 'attente (~) et du temps moyen 
de service de la stat i on (;) 
(2) u = w + s 
La stat i on 11 TTY 11 étant une sta-i;ion avec un nombre de se r veurs 
infini , il n'y a pas de temps d ' attente . 
Donc : 
(3) w = 0 
Et 1 '1on obtient 
(4) n = A s 
Il ne nous r este plus qu 1 à défini r à quo i correspondent A et u pour 
l a station 11 TTY 11 
- Ü est l e "temps moyen 'une E/ S sur "ter~inal , 
Or,nous avons déj~ mesuré ce-i;te valeur pa r file aux i li a ire 
(II I.2.1.), _-ous possédons donc u . avec i = 0 .. o J = 
]. 
n° de la file auxiliaire, 
- ,,\_, l e taux d ' arrivée des processus aux terminaux est égal 
au nombr e d ' E/S effectuées sur les terminaux1 divisé pa r l e 
temps tota l pendant lequel nous avons effectué nos mesures . 
Or n ous avons déjà calculé le nombre d'E/S effectuées pa r 
f il e , l ors de l a mesure du temps moyen d I E/S s.ur termina l 
( III. 2. 1 .). Nous possédons donc auss i )__ i pour i = 0 •• • 5 = 
numéro de la file auxiliaire. 
Nous sommes donc capable d ' obtenir l es "h i gh- queue " et n1ow- queue 
load- ave r ag~ et de ca l cule r le nombre de processus aux terminaux 
pa r f il es mais aussi globalement ( i l suffit de cumul e r sur "i 11 
l es 11 i H et nüi 1, . C1 est tout ce qu ' il nous faut puisque notre 
modèle ne s'occupe que des processus dans la GO - LISTE et dans les 
fi l es d ' attente pour E/S sur terminal . Cependant nous savons 
que ce n ' est qu'une estimation du nombre moyen de processus et de 
p l us , nous ne pouvons déterminer exactement le nombre de processus 
dan s l a GO - LISTE pour chaque file auxiliaire. Cela n 1 est fa i t 
qu ' en d i fférenciant 11 higJ:-.rqueues 11 et 11 low- queues " . Nous verrons 
p l us tard (lors de l' application de ces paramètres à notre modèle) 
ce que nous pourrons en fa ire. 
III.2. 6 . Mesure du pourcentage d 'utilisation des serveurs 
Pour vé r ifier que le modèle que nous allons élaborer (chap. IV) 
est correct par rapport au système réel, nous calculons le pour -
centage d'utilisation des 11 serveurs 11 terminaux , " CPl-11 , unités 
canaux~ Pour l es terminaux, cette mesure n'est pas évidente. 
En effet, el l e devrait être effectuée en différenciant chaque ter -
minal, or nous n' avons aucun moyen de fa ire cette d i fférenciation . 
Une autre façon de faire sera i t d'effectuer la mesure globalemeut 
pour tous les terminaux et d 1 en tirer une moyenne en d ivi sant 
pa r l e nombre de terminau_· actifs, . or nous ne disposons pas de 
ce nombre, il faudr a i~ le calculer . 
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Comme cette mesure a lourdira it considérablement notre mesureur, 
et que nous jugeons qu 'il est suffisant de disposer du pourcentage 
d'utilisation du 11 CPU 11 , des unités et des canaux , nous avons décidé 
de n e pas fai r e cette mesure. 
Pour les tro i s autres serveurs, l a mesure est simple. Il suffit 
pour une période donnée de mesurer le temps pendant lequel le 
ucpuu est occupé, le temps pendant lequel chaque unité est occupée 
( temps de pos i tionnemE•nt + temps de transfert) et le temps pendant 
lequel chaque canal est occupé (temps de transfert) et de diviser 
ces trois va l eur s par la période de temps pendant laque ll e on effec-
tue .l es mesur es. 
III.3 . DESCRIPTION DES MECANISMES DU MESUREUR [DIG1 , DI G61 
Nous venons de décrire l es mesures que nous effectuons . Exp liquons 
ma intenant les mécanismes qui nous pe r mettent d ' i mp l émenter ces mesures . 
Rappelons que cette parti e s ' adr esse principalement aux l ecteurs i nté-
ress é s par l ' impl émentation d ' un te l mesur eur. _ous aurions pu ne pas 
nous attarder sur de tel l es choses, cependant , l ' élabo r ation du mesu-
r eur ayant été notre p lus gros t r ava il et notre plus gros soucis, 
nous avons jugé utile d'y consacrer quelques pages . 
III.3.1. Struc ture du mesur eur 
La structure de ce progr amme de mesur e a été déterminée par la ma-
ni ère dont on a utilisé l'outil SNOOP, Quant à li outil GETAB, il 
est ins éré dans la part i e uti lisateur du programme, qui est l a der -
nièr e partie. 
Pa r tie I 
Cett e part i e comprend en 1er lieu, l a déf inition des données uti li-
s ées par l es r outines d 1appe l à SNOO P . Ensuite vi ennent l es routines 
effectuant les appe ls à S~OOP déjà décrits précédemment . (I. 1 . 2 . 4.) . 
C' est- à - dire 
1) i nsérer l es pages dans le moni teur 
2) déf inir l es endro i ts des "Break points 11 
3) r e loger les routines de mesure 
4) acquér ir les adresses de ce r ta i nes variables du moniteur 
5) effectuer l 1 insertian des routines de mesure 
6) retirer l es sondes 
7) libér er l ' espace moniteur, 
------- -- - --------------------------~ 
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Pa r t i e II 
Dans cette part i e se trouvent les pages à insérer dans l e moni teur. 
Ell e compr end en fa i t t r ois paragraphes 
1) Dé claration des données uti lisées par l es r out i nes de 
me sur es (variab l es, tableaux, constantes) 
2 ) Les d i ffé r en tes sondes qui sont insérées dan s l e c ode mon i teur 
et qui c onsistent en fait en des appels aux routines de mesures 
qui l es suivent 
3 ) Les rou t i nes de mesures exécutées gr~ce aux appe l s SNOOP 
(Ces me sur es sont décrites plus loin). 
Pa r t i e III 
C ' est l a pa r t i e u t ili sateur du p r ogr amme, Cette partie gère l es 
r ou t i nes d ' appe l s à SNOOP (Partie I) et les résul tats fournis pa r 
l es mesures (Pa r t i e II). 
De p l us , c'est i c i que sont effectués les appels à GE~~Bo Cette 
pa r t i e c ompr end e l le- même trois pa r agraphes 
déf ini t ioc des données ut i l i sées par le programme pr i ncipa l 
r out i ne d'err eur l ors des appe l s moniteur à SNOOP . 
- l e p r ogramme principa l : 
1) Ini t i alisat i on des variables utilisées pa r l es routines de 
mesur e s. 
2) Appels aux routines de l a partie I qui e lles- mêmes fe ront 
démarrer les routines de la partie II (Points 1 à 5 de l a 
Part i e I ). 
3) Premi ers appels à GETJ.B pour saisir les informat i ons données 
sous forme d'intégrale (mesure d u nombre de processus dans 
le ''balance set 11 et du nombre de p roc essus dans H_, Q et L- Q) . 
4) Nous couplons i ci l es appe ls qui do ivent se fa ire périodique-
ment par GETAB (mesure d u 11 load- average 11 ) et l a période de 
temps pendant l aquelle le programme do i t s ' endo r mir pour per-
mettr e aux rout ines de mesures de s'effectuer. 
81 • -
5) Deuxième appe l à GETAB pour sais i r les i nformations données 
s ous f orme d 'intégrale . 
6) Appe l s au x deux de r n i ères routines de la pa r t i e I pour arrêter 
les me sures et libérer l'espace moniteur. 
7 ) Ca l cu l et i mpr ession des résultats. 
II I. 3 .2. Les temps de servi ce( 11 TTY 11 , 11 cpun, unités et canaux ) 
Les temps de se r v i ce sont mesurés au moyen de SNOOPo Pour déterminer 
l e temps des E/S sur terminal , il nous suff i t d 1une routine de me -
sur e qui sa i s i t c e temps au moment où il est ca l culé par l e système 
( cfr. III.2. 1 . ) , Pour les autres serveurs ( 11 CPU11 , unités et canaux), 
il nous faut deux rout i nes , la première saisissant l'instant où 
débute le se r vice, la seconde l ' instant où se termine le service. 
Pou r ces temps de servi ce 1 nous devons calcul er 3 valeurs : nombre 
de mesu res , moyenne et variance. Et cela , en les d i ffé r enc i ant 
soit par f il e ("TTY , 11 CPU11 ) soit pa r unité (positionnement de l'uni-
té et transfert de 1 1unité et du canal), Nous utilisons pour cela, 
trois variables multiples (tables) : la première est incrémentée 
à chaque mesure, dans la Qeuxième , on cumule le temps mesuré, dans 
la troisième, on cumule le temps mesuré élevé au carré" Ces incré-
mentat i ons et cumuls sont effectués dans la routine de fin de ser-
vice ou évidemment dans 1 1 unique routine de mesure de temps de 
service. Quand le temps alloué aux mesures est terminé, la partie 
utilisateur du progra~me peut alors diviser les valeurs cumulées 
par le nombre de mesures et obtenir ainsi moyer..nes et variances. 
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IILJ O 3 ~ Sorti e du 11 CPU11 et probabilités de transitions 
La sort i e du " CPU11 est un peu plus particulière que ce que nous ve -
nons de décrire. En effet, nous la mesurons à plusieurs endroits 
dans l e système s e lon l a direction vers laqu e ll e v a se diriger le 
processus . : 
te r minaux 
- d i s ques et bandes magnét i ques 
- 11 cpun 
f ile d I attente d I entrée dans l e "b a l ance- set", (PRE- F IL) 
Nous avons donc quatre routines pour mesur e r l a sortie du " CPU" . 
Dans ces routines, nous mesurons éga l ement l es probabilités de tran-
sition •. Nous assoc ions un compteur propre à chaque sortie en plus 
du compteur géné r a l du nombre de mesur es du temps de se rvic e du 
11 CPU". Ces compteurs sont incrémentés à chaque passage dans l a rou-
tine. Qu and les mesur es sont terminées, il suff it à l a part i e uti-
lisateur du programme (partie III) de fai re pour chacun de ces comp-
teurs p ropr es , l e r apport sur le nombre total de processus sortant 
du 11 CPU11 ( compteur de nombre de me sures du temps de service), af in 
d'obteni r a ins i l es d i fférentes p r obabil i tés de transit ions . 
III0J 0 4. Déte rmination du numéro de file auxiliai re 
Nous devons pour différencier les mesures du temps d 1E/S sur terminal 
et du temps de service "CPü", d isposer du numéro de la file aux i liaire 
à laquelle appartient le processus mesuré, La table FKQ2 (cfr, 
annexe A) contient ce numéro pour chaque processuso Il nous suffit 
d' indexe r cette table par le numéro du proc essus pour l'obtenir. 
Or, si quand on mesure le temps de servi ce des 11 TTYs 11 , on dispose 
de ce numéro de processus , par contre , pour l es différentes mesures 
de l a fin du temps "CPU-11 , ce n 'est pas toujours le cas. )Tou s de -
vons do nc l e déterminer, au début de l a mesure ( entrée dans le 11 CPu11 ) 
et le mémoris er dans une var i able (variable des pages à insérer 
dans le f'.loniteur), A la sortie du "CPu11 , nous d i sposerons toujours 
de cette variable, elle n 1 aura pu avoir été modifiée. 
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III.3.5. Détermination de l ' uni té 
Nous devons diffé r enc i er l es mesur e s portant sur les probabilités 
de transition vers l es d isques et bandes et l es mesur es portant 
sur le pos itionnement des unités et l e transfert par r apport à liu-
nité à l aqu ell e e ll es se rapportent (sauf pour les bandes cfr. 
2.3.). Il faut donc que nous puiss i ons détermi ne r sur que ll e unit é 
l a demande po rt e ; c?est- à - dire PS :7, PS : 2, PS : 3, ù0 , le disque 
montab l e pour le s d isques (PS et L0 étant la structure), ou les 
bandes. 
Pour cela, nous attr i buons un numé ro à chaque unité ( respect ivement 
da ns 1vordre ci- dessus : o, 7, 2 , 3, 4 , 5). Gr~ce à ce numéro 
nous pouvon s i ndexe r des tables. 
Premi èrement, nous pouvons d i ffé r enci er d i sques et bandes gr~ce 
au 11 status 11 du bloc de données des un i tés ( 11 ùl)B 11 cfr . annexe A). 
Ensuit e , nous trai tons s épa rément le cas des disques et le cas 
des bandes. 
Pour l es d i sques nous proc édons de l a man i ère suivante : 
Lorsque l e sys t ème effectue la mis e en f il e d 1 une demande 
d ' entr ée- sortie cour te , il doit déterminer 1 7 unité à l aquelle 
elle se r apporte , il détermine 1 1 adresse du 111.;l)B " de l 1uni té. 
Dans cet 11 1Jl)B 11 se trouve un po inteur vers le bloc décr ivant sa 
structur e ( HS DB 11 ). Cependant , ce pointeur n 1 est pas d irect, il 
contient dans sa première moitié 1 le numéro de l ' uni té à l'inté-
ri eur de l a structure et dans la deuxi ème moi t ié 1 le numéro de 
la str uctur e. Pour obtenir l' adresse du "SDB ", nous devons inde-
xer l a table 11STRTAB 11 par ce numéro de structure , ~ous trouvons 
enfin à 1 1 intérieur du 11 SDB 11 , le nom de la structure (PS ou L0) 0 
Le disque montable s'appliquera à toute unité n'étant ni la 
première, l a deuxième ou la tro i sième unité de PS, ni la premi è-
re u..TJ.i té de ù0, 
- Quant aux bandes ma,,nétiq_ues, nous avons vu précédemment (III,2.3 , ) 
qu 1 i l ne faut pas les différenc i er, 
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Cependant, nous nous r endons compte que cette i dent i f ica t ion de 
l ' uni té est assez lourde pour l e mesureur. De plus, elle doit 
@tre effectuée pour plus i eurs mesu r es. Nous devons nous limiter 
à la calculer une seule f oi s et l a mémoriser dans un endroit tou-
jours a ccessibl e pa r notre mesureur : nous déte rminons 1iunité à 
la sortie du 11 CPU11 vers l es uni t és (mesur ée lor s de l a mise en fi -
l e de la demande) et nous mémor i sons le numéro lui étant asso ci é, 
dans un e partie du UDB non utilisée. 
IILJ, 6 0 Pourcentag e d ' utilisation des serveur s ( 11 CPU11 , unités et ca naux ) 
Pour c a lcul er c e pourc ent age , nous devons mesur e r l e temps total 
pendant l equel l es serveurs 1t CPU11 , unités et canaux sont utiliséso 
Or lor s de l a mesure du temps de service de ces serveur s , nous cu-
mulons chaque fois qu 1 un p r ocessus uti li se le serveur 1 l e temps pen-
dant l eque l il 1ioccupe, Il suff it donc q u e l a partie utilisateur 
du prog ramme (part i e III) capte ces valeurs cumulées et l e s divise 
par le temps total des mesur es. ~ous ne devons donc pas ajoute r 
de routines pour ces mesures, 
III 0 4 0 RESULTATS PRODUITS PAR LE MESUREUR 
Nous avons exécuté notre mesureur à différents moments de la journée 
et de l a semaineo A chaqu e fo i s , il effectuait des mesur es durant une 
heur e. Malheureusement, vu les difficultés que nous avons r encontré es 
et do nc l e temps qu ' il nous a fallu pour mett r e au point ce mesureur, 
nous sommes a rrivés dans tu,e période creuse pour 1 1 utilisateur du 
DEC SYSTEM-20 : l es vacances. Seuls,quelques r ares mémorants travail -
laient aux terminaux. Vu la charge peu élevée , nous n? avons pu obtenir 
de r ésultats très enrichissants : ce qui nous inté r essait sur tout, 
c 1 était de mesur er un système en pleine act ivité , e t même surchargé. 
De plus, nous dés irions exami ner toutes les mesures par rapport à la 
charge du système , exami ner si certaines en dépendaient et d?autres pas. 
No us aur i ons voulu pour les paramètres variant avec l a charge , établir 
des courbes de variation par rapport à cette charge. :falheureusement, 
tout c ela a été rendu impos sible à réa li ser. 
Nous nous contenterons donc ici, de donner une tendance générale des 
r ésultats que nous avons obtenus, en espérant qu ' en le s extrapolant 
ave c une certaine prudence, i l s p ourront nous donne r des indications 
sur l e système chargé, de man~ère normale. Signalons que tous ces ré -
sultats se trouvent de manière intégrale en annexe. 
III.4.1. Les nombres ~e p r ocessus 
Il siagi t des llloads averages 11 dans les "high- queues 11 et 11 l ow-
queues11, du nombre de processus aux terminaux (par file ou pas) 
et du nombre de processus dans le 1balance set 11• Vu les cir-
constances, c 1 est la mesure l a moins parlante. En effet , en plus 
que de dépendre immédiatement de la charge du système , el le en 
est un indicateur évident. Yous allons donner pour chacune de 
ces mesures, une fou rchette des résulta~s que nous avons obtenus. 
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Nous avons effectué 6 fois les mesures pendant une heure (3 fois 
le mat i n et 3 fo i s 1 1 apr ès - midi). Les fourchettes ont été établies 
e n p r e nant parmi ces 6 mesures la valeur minima l e et la valeur 
max i ma l e du nombr e mesur ée 
(Rapp e lons que H- Q s ont l es f il es auxiliaires 0 - 1- 2 et 3 et L- Q 
l es files auxilia i res 4 et 5 (cfr • . I . 2 , 3 , ) • . 
Commençons par l es nombres différenciés par f i les auxiliaires . 
o Load- average (nombre de p r ocessus dans l a GD - LISTE) . 
0 Nomb r e de 
Hi gh- queues 
Low- qu eues 
[ 1 , 39 
[ 1 , 93 
3 , 36] 
2 , 82] 
p r ocessus aux terminaux 
f i l e 0 L o,oo o,oo] 
f il e [ 1 5 , 00 20, 58] 
f il e 2 [ 3o 61 60 70 J 
file 3 [Oo52 2o07J 
f il e 4 [ 0 0 1 5 Oo31] 
f il e 5 [o,oo 0,03] 
23,14 
Nous constatons que,pour les valeurs les plus basses de la charge} 
c 1 est dans les "low- queu~s 11 qu'il y a le plus de processus dans la 
GD - LISTE, tand i s que pour l es valeurs plus élevées (qui restent 
quand même très basses) , l a situation s e renve rse. Ce la est dû 
au fait que pour faire 11 tourner 11 le système, il doit 1,oujours y 
avoir un mi nimum e processus , Ces processus n'étant jamais in-
teract i fs, ils se s i tuent dans les 11 low- queues' ' • Donc , comme les 
étud i ants exécutent essentiellement des processus interactifs, 
plus il y a d ' étudiants, lus le nombre de processus dans le sys -
tème augmente, et cela en faveur des H- Q, , Si nous avions pu 
effectuer des oesures sur charge élevée, nous aur ions dû pouvo ir 
confirmer ceï,te tendanceo 
87 . -
Quant au nombre de processus aux terminaux, il est toujours très 
fa i ble si pas nul pour l es files alLxili a ires spécia les O et 5 , 
tandis qu 'il est très élevé p our l a file 1 (on s 1y attendait). 
Pour l a file 2 , il y a une valeur très spéciale qui n 1 est pas 
repris e dans l a fourchette" En effet, pour une des mesur es, on 
obtient 23., 14 processus dans c ette f il e , ce qui est même sup_é -
ri eur a u nombr e de proces sus dans l a f il e 1" Ce cas ne s 1 est pré-
senté qu ' une seul e fois . 
Examinons maintenant le nombre tota l de processus dans l e sys tème , 
sans différenc i er l e s f il e s auxiliaires . 
- Nombre d e processus aux terminaux, 
[190 45 ; 39. 951 
- Load- average H- Q et L- Q (nombre de processus dans la 
GO - LISTE) 
[3, 83 ; 6 ,1 8] 
- Nombre moyen de p r ocessus dans le "balance set 11 
[3, 84 ; 6 , 07] 
Nous remarquons que l a plus grande part i e des processus se trouvent 
dans les lis tes d ' attente pour entrées (sorties sur ~ermi nal) 
(cfro I.2o2o), En effet, le temps passé pour faire ces E/S es~ 
assez é l evé par r apport aux autr es temps de servic e des pro -
cessus appa r tenant à l a CD - LISTE ( 11 CPU 11 , d i sques , canaux) . Cette 
d i ffé r ence devrait encore s 1 acc roî~re avec la charge, 
On peut auss i constate r que prat i quement tous les p r ocessus de 
la GO - LISTE se trouvent dans :!.e "balance set 1 • La charge é~an~ 
t r ès basse, tous les processus de la GO - LISTE peuvent en~re r 
simultanément en mémoire centrale, ils n 1 ont pas à effectue r 
d'attente pour ce te raison, ~ous somr.tes donc dans l 'incapaci~é 
e tirer quelle conclusicn que ce soit à ce sujet, 
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III.4. 2. Temps pa ssé a u terminal et dans le 11 CPU" 
Comme. nous l e savons, pour chaque f ile auxilia ire , nous avons mesu-
r é deux valeurs : l e nombre de fo is que l e mesur eur a effectué l a 
mesure (c'est- à - dir e le nombre de fois quiun processus entre dan s 
l e serveur) et la moyenne du temps passé (+ la var i ance pour l e 
temps 11 CPU19o Nous a llons donc présenter clans deux tableaux ces 
trois val eurs, ma is cumulées pour toutes l es exécutions de notre 
mesur euro 
* Tem:es pass é au termina l 
Nomb r e de mesur es moyenne (ms) 
Fi l e 0 0 0 
Fil e 1 21 5 891 1780 
Fil e 2 31 226 3184 
Fil e 3 1 2 595 1 96 5 
Fil e 4 280 18004 
File 5 067 150 
Nous cons tatons , que les processus de l a fi l e One font jama i s 
d 'inte r action avec l es termi naux. Plus un processus est 1' compute-
bound ", c'est- à - di re plus l e numéro de la f il e est élevé , moins il 
y a d 1E/S a u termina l, ce qui éta i t attenduo Pourtant , la file 
5 est l LD peu part i culiè r e, En effet , pour certaines exécutions 
du mesureur , nous avons un nombre très bas de mesur e s (1 ou 20)a 
Pour d'autres , un nombre très é levé (700)a Pour tirer des conclu-
sions significatives à propos de cette file , il aur a it été i ndispen-
sable de faire des mesures en charge élevée , 
Quant à la moyenne du temps passé au ter~inal, elle est très lon-
gue pour les processus de la f i le 4 (les plus "coc.!pute - bound ") e't 
très cour'te pour ceux de la file 5o Pour les ?rocessus interac-
t ifs, c 1est dans la file 2 qu 1 on passe le ?lus de temps au termi-
nala Ces conclusions se dégagent globalement mais aussi pour cha -
que exécu ion d'une heure. Cependant nous ne pouvons r i en déduire 
de plus, 
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* Temps :2assé dans le 11 CPU 11 
Nombre de moyenne var i ance a;;~ coeff i c i ent 
mesur es (ms ) (ms*ms) de v ar i at i on 
Fil e 0 18 11 9 6 . 9 77 83 1 , 278 
Fil e 351 504 7.9 132 00 1 , 454 
Fil e 2 1 24 965 7.5 1 64, 50 1 , 71 
Fil e 3 178 351 10 236 , 1 6 1 , 536 
Fi l e 4 1 67 202 1 2. 7 312.33 1 , 391 
Fil e 5 88 71 8 14. 9 391 0 33 1 , 327 
S i gna l on s que nous avons rajouté une colonne ; celle - c i comprend 
le s c oeff i cients de var i ation (T/A ) calculés directement à part i r 
de s col onnes 2 et 3, 
Hormis la fi l e O, o~ il n ' y a pas beaucoup de processus , on peut 
d ir e que l e nomb r e de mesures d i mi nue quand l e numé r o de la fi l e 
augmente . Ma i s peut- on dire pour autant que moins la f i le est i n-
te r a c t i ve,mo i ns e ll e cont i ent de processus? ~on , c@ l a dépend 
auss i de l a f r équence de passage des p r ocessus dans le 11 CPU 11 • 
Or, on r emarque que plus un processus est II compute- bound 11 , plus 
il passe de temps dans le 11 CPU11 • On ne peut donc pas tirer de 
conclusions, quant au nombre de processus dans chaque file , on peut 
juste remarquer que les files O et 5 sont moins peuplées que les 
autres (surtout la 0) et que la file 
très peuplée, 
(la plus interactive) est 
~ous pensons que le contre - temps occurencé par la fa iblesse de la 
charge n 1 a eu que très peu d 1 influence sur les temps moyens des 
mesur es. Le seule chose, c'est que cet échantillon fo rmé par les 
utilisateurs du système n 1 est peut être pas très représentatif 
d 'une charge normale. Cependant pour la raison que nous avons 
déjà expliquée en III.4,1 ., la r épa rtition des proce ssus entre 
les différentes files ne Joit pas du tout être la ~ême dans le 
système- 11 "tournant 11 habi tuellemen-c, 
( 1 ) 
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Nous avons essayé de déterminer par test statistique si les moyen-
nes obtenues par file étaient signi ficativement diffé rentes. Pour 
cela , nous avons utilisé les méthodes d ' est imations utilisant les 
i nterva lles de confiance et s ' appl i quant à des échantillons de 
populatinn nombr eux, à grand effectif. Nous avons estimé la dif-
f , d d 1 f"l 7 t d 1 f "l O (l) · · erence es moyennes e a i e e e a i e ainsi que 
de l a fi l e 1 et la file 2 ( 2 ) . 
S i l'inte rvalle d 'estimation de la différence ne couvre pas la 
valeur zéro , c 1 est que les 2 moyennes sont significat i vement diffé-
r entes au niveau d ' erreur choisi . 
Voici la formule à appliquer (il s ' agit d 'un cas particulier de 
l ' estimation d'une combinaison linéaire des moyennes de p popula-
tions). 
Pr [ m1 - m0 - QG (1 - 0 ,025) ~ ,/4,(. -1 
m0 + QG (1 - 0,025) 
Pr 
7,9 - 6,9 1 1 96 X 
77,83 
+ 1 81 7 9 
\ 
132 + 77,83 J 
351504 18179 
= 0,95 
= 0 , 95 
Pr [1 - 0 , 1 3395593 ~ _,,,;4.1 - /lf.o ~ 1 + 0, ·1 3395593] = 0 , 95 
Pr [o,86604407 :/-<.. 1 - ,;ll.o ~ 1,13395593J = 0 , 95 
On remarqu e donc que dans 95 ~ de s cas, l'intervalle sera compris 
entre O, 66 et 1,133, et ne couvrira donc pas la valeur O. On 
peut clone d ire que les moyennes ;'\J et,;~ 
1 
des ::iles O et 1 sont 
significativement d i fféren~es . 
( 2) 
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Il en est de même pour l es moyenne~,iL1 e~L 2 des f iles 1 et 2. 
Pr [ 7 , 9 - 7, 5 - 1 , 96 X ~0 , 00121 92703 < ,U -
' / ~ 1 
{ 7, 9 - 7, 5 T 1 , 96 X Va , 001 21 92103] = 0 , 95 
Pr [o ,4 - 0 , 06843937 ~/4-1 - ~ 0 , 4 + 0 , 0684J937J = 0 ,95 
Pr [ Ü, 331 56063 Ç ;,c .l - _/l.2 { 0 ,468439 37 J = 0 , 95 
L' i ntervalle ne r ecouvr e pas O. 
On pourra i t continue r p our l es moyennes des aut r es f il es 2 à 2, 
on obtiend r a it l a même conclus i on : les moyennes sont significati-
vement différentes, Cec i est p rincipalemen t dû au fa it que les 
échan t illons sont très nombreux , ce qui rend les inte rvalles de 
conf i ance trè s petits. 
Nous a v ons aussi jugé utile de calculer un intervalle de confiance 
pour l' est i mat ion du coeff icient de va r iation . Il faut signaler 
que c ette méthode s'applique à une population sensiblement norma-
,:, 
l e. Le co eff i c i ent de var i at i on correspond à - (éca r t - type sur 
/ t.(_ 
moyenne) . 
Vo ici la fo r mu l e 
Pr r; -QG (1 - C<I I ) = 1 - c< t- ,xrr 
Ce qu i donne pour la file O ( en p r enant "-< 1 = c( 11 = 0 , 02 5 ) : 
Pr f 177 , 8 3 6 , 9 (._ _ 1 , 96 X , ,~ / ) -0-





( V~ /6. 9)~ = l,' 2 x 1811 9 j 
0 , 9 5 
Pr 
Pr 
C 1 , 2785697 0 ,01316432 s', 
,u.. 
/ 
[ (, 1 , 2654054 ~ -
/<.{_ 
~1,291734] 
~ l , 2785697 + 0 , 01316432] = 0 , 95 
= 0 , 95 
De même , voici l'inte rva ll e de confiance pour 1vestimation du coef-
ficient de v a ria tion du temps "CPU11 de la file 1 





+ T , 96 x 7 , 9 
m2/7, 9 ] 
V2 X 351504 
= 0 , 95 
Pr [1 ,45431 97 - 0 , 00339966 ~ 1,4543197 + 0,00339966 l= 0,95 
Pr [1 ,4509 2 ~ ;.. $. 1 ,4577194] = 0, 95 
L'intervalle est ici plus préc is vu que la tab l e de l' échantillon 
est beaucoup plus g r a nde (35 1504 pa r r apport à 18119 pour l a fi -
le O). 
On doit dès l or s r ejete r 1 1hy-p othèse que le coeff i cient de varia-
tion du temps de servic e 11 CPUt1 est égal à 7 et donc que sa distri -
bution est exponent iell e, Cependant, le coeffi cient étant compris 
entre 1 et 2, on peut espérer que l'approximation exponentielle ne 
so i t pas trop mauvaise. 
III.4.3. Probabilités de transition à la sortie du "CPun 
A l a sor t i e du 11CPUll , nous avons mesuré les probabilités de t r ans i -
tion en les d i ffé r enciant par files # Cependant, pour les tran-
sitions vers l es diffé r entes unités, nous n'avons pas jugé utile 
de faire cette r épart ition(cfr. III,2 , 2.), Nous a llons ici don-
ner de s moyennes des pour centages de processus allant dan s chaque 
direction, 
~ Terminaux Il CPl}I f il e d 1 a llo- unités cation mémoire 
file 0 0 Oo65 0 001 99 034 
f il e 1 61 • 61 Oo6 2 0 02 37 075 
fi l e 2 14. 89 0 0 61 0 . 08 84042 
fi l e 3 (oOO 0.30 0, 1 6 92 .54 
fi l e 4 0, 1 5 0,64 0. 14 99001 
f il e 5 1 • 20 Oo45 0 .35 98000 
A part pour l es files spéc i ales (0 et 5), nous constatons que le 
pourcentage de processus allant vers les unités augmente avec le 
numéro de la file et que par contre , le pourcentage a llant vers 
les terminaux diminue, Ce l a , on s 1y attenda it : la fi l e 1 est 
la plus i nteractive et la file 4 l a plus 11 compute - bound 11 • Les 
pr ocessus de la fi le 0 n'ont pas d'interaction avec les terminaux 
(ce qu i conf irme la même conclusion que dans _III14.2.) Quant à la 
fi l e 5, nous avons fait une moyenne 1 mais cela n 1 est pas très re -
présentatif car dans les différentes exécutions de notre mesureur, 
les pourcentages pour cette file varient beaucoup . ~ous remar -
quons également que les cas où un processus épu i se son "quantum 11 
que ce soit son 11 quanturn 11 de 11 CPU11 ou son 11 balance set Hold Quantum 11 
arrivent très rarement ( transi tians 11 PC11 e"t a llocat ion , é!noire). 
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Examinons ma intenant les pourcentages de processus a llant vers 
chaque unité, 
vers PS : 1 32.13 
vers PS : 2 27 . 23 
ver s PS : 3 27. 83 
vers us 7o76 
vers l e d i sque montable 
vers les bandes : 5,03 
0 , 02 
Ce sont l es d isques ave c l a structure PS qui sont les plus utili -
sés, Pour l es bandes , le pourcentage var i e très fort parmi les 
d i fférentes exé cut ion s. En effet, il suffit que l ' opérateur l a nce 
un sauvetage ou nback-up " pour que l e pour centage de p r ocessus al -
l ant vers les bandes g rimpe en flèche . Pour illustrer ce phéno -
mène, préc i sons la fo1_1rch8-tte obtenue par les exécutions du mesu-
r eur : [ 0 , 85 ; 17. 90 J . Pa r contre , les a u tres va l eur s vari ent 
très peu. 
Pour ces mesur es , nous estimons que la cha r ge n ' a aucune influenc e . 
La seule chose qui peut poser problème, c ' est que l' échantillon 
formé par les utilisateurs travaillant sur le système pendant les 







('le sures ayant trait aux uni és et aux canaux 
Nous avons mesur é pour chaque unité disque son temps de posit i on-
n emen, a insi que le nombre moyen de processus qu i passaient de la 
PWQ vers la TWQ lors d ' un pos itionnement , Et pour chaque canal 
le temps de transfert . Ji. ces mesures s I en ajout_aient trois autres. 
En effet, en étudiant le système, nous nous sommes aperçus que 
pa r fois, il ajoutait des demandes dans la TWQ (deux cas) et que 
parfo i s, il supprimait tou~es les ema nde s pour une unité (cfr , 
IIL2.3. ), 
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Après avoir exécuté notre mesureur, nous constatons que ces cas 
ne se produisent jamais, ou du mo ins, on ne les a jamais constatés 
dans nos mesures. 
Examinons maintenant l es temps de positionnement et de transfert. 
De la même manière que pour l e temps passé dans le ncPU 11 (III.4 0 2,), 
nous al lons présenter dans deux tableaux (posit ionnement et trans~ 
fe rt) l e s trois valeurs mesurées, c'est- à - dire le nombre total 
de mesures, l a moyenne et la variance, plus le coefficient de va -
riation calculé directement (~/~) . 
* TemEs de Eos i tionnement 
nombre de moyenne variance coefficient 
mesures ms ms * ms variation 
PS1 107 076 1 6. 1 5 1 57 0 1 6 0 ,776 
PS2 90 096 16050 1 58 . 1 6 0 ,762 
PSJ 85 751 17 .41 1 69. 1 6 0,747 
us 1 8 417 20.46 177, 50 0, 651 
;'-10NT 68 10, 1 0 48.00 0,685 
Nous considérons que le temps de positionnement du bras d'un d is -
que devrait d iminuer avec l' augmentation de l a charge. Plus la 
charge est élevée, plus il y aura de demandes d 1 ~ntrée/so rtie. 
Ces demandes se distribuant sur les cylindres du disque, el les 
auront alors plus de chances de se r approch er l'une de l'autre. 
Donc, le temps de po si t i onn ement s 'en trouvera réduit. 
de 
Ce phénomène se constate d'ailleurs auss i parmi l es d i fférentes 
unités : plus une unité est sollicitée, mo ins elle prendra de temps 
pour se positionner (la plus dema,_dée es1, l'unité PS1 , elle a aus -
si le dép l acement minimum) , 
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Pourtant , c 1 est l e d isqu e montable qui est le moins utilisé, et 
c'est auss i lui qui déplace le plus rapidement son braso Vu le 
peu de mesures qui ont été r elevées sur cette unité, nous estimons 
que nous ne pouvons tirer de conclusions valables. 
Nous avons calculé un intervalle de confiance au niveau d ' e rr eur 
de 5 % pour l'estimat ion du coefficient de variation du temps de 
positionnement pour PS :1 o 
Pr [ ~ v S §_ - Q ( 1 - 0 025) m <. ~ m G , r------. ' ""- m V 2n 1 
+ QG (1 - 0 ,025) S/ m ] 
V2n' 
= 0 , 95 
Pr [ 0, 776 - 1 , 96 x( 0 776 \< C' V2 X 107076' ) f,-
0, 776 + 1 , 96 0 776 \ V2 x 10707€ / 1 = 0,95 
Pr [ 0,776 - 0,00328667 .$ .: S 0 ,776 + 0,00328667 .J 
v 
Pr [ 0 ,77 271333 .f, .A- ~ 0 ,77928667 J = 0 , 95 
= 0,95 
Nous devons donc rejeter l'hypo thèse que le co efficient de var i a -
tian du temps de positionnement de PS:1 est égal à 1 et donc que 
sa distribution est exponentielle, Cependant, le coefficient 
étant compris entre 0 et 1, on peut espérer que 1 1approximation 
exponentielle ne soit pas trop mauvaiseo 
* Temps de transfert 
nombre de moyenne variance coefficient 
mesures de variation 
CANAL 0 292 407 16. 17 517083 1,407 
CANAL 198 216 17. 71 707, 00 1,496 
CAN.AL 2 201 269 17 040 626 . 00 1 ,437 
CANAL 3 39 202 71 . 45 6 507. 1 6 1 , 1 28 
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>fous constatons que le temps de positionnement_ et le temps de 
transfe r t sont à peu de choses près égaux, Pour les bandes, 
l e t r ansfert est plus long , cela est normal , La charge ne doit 
pas avoi r de conséquences sur ce temps, sauf si l'échantillon 
n 2 est pas repr ésentatif de la charge habituelleo 
Nous pouvons constater que l e s coefficients de variation sont 
compri s entre 1 et 2. Quoique rien ne l'affirme, une approxima-
tion exponontielle pour la distribution du temps de transfert ne 
devra i t pas être trop mauvaise . 
Le nombre moyen de demandes transférées de la PWQ ve r s la TWQ 
selon l ' algor i thme 11SCAN 11 d'optimisation du positionnement du 
bras (cfr . I.5,2.) dépend fortement de l a charge : plus il y a 
de demandes , plus on a de chances d'en avoir concernant le même 
cylindre. Aussi, avons cous choisi de donner pour chaque unité 
la fourchette obtenue par les résultats (de la même manière qu 1 en 
III , 4 . 1 • pour les nombres de processus). 
PS :1 l2 .oo 2- 55] 
PS : 2 [1 • 98 2 .,53] 
PS :3 [2.04 2 .93] 
ù;3 : [1 , 97 4.37] 
yfontable : [2 ,22 9~29] 
Pour 1 1unité montable , 1 1 écar0 est urès grand , On pour r a it peuü 
être en conclure que : ccmr.1e c 1 es en 0 éné r al une seule pe rs onne 
qui demande le montage d 1un disque particulier sur cette unité , 
cette unique persorL~e uravaille sur des cylindres fo~ts ~- ppro -
chés et souvenu sur le ~âme cylindre, c~ ~ui expliquerait auss i 
le 1:,emps moyen de posi 0ion...11.emen1:, très cour,; ( 0, 10 :ns), 
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III.4.5, Pourcentaae d 9utilisation des serveurs 
Tout comme la mesure du nombre de processus dans le "balance set 11 
(cfr. III.4a .), il est évi dent que le pourcentage d'utilisation 
des serveurs ( 11 CPU11 , uni tés et canaux) dépend fo rt ement de la char-
ge : plus il y a de processus , plus les serveurs seront utilisés. 
Pourtant il doit y avoir un pourcentage maximum d ' ut i lisation des 
serveurs : à partir d 1 un certain moment, tous les processus ne 
peuvent plus entrer dans l e 11 balance set 11 • Donc même si l e nom-
bre de processus dans le système augmente , le pourcentage d 'uti -
lisation des serveurs devrait se stabiliser. On obtiendrait une 














nombre de processus dans le système 
on obtient le même ty-pe de courbe pour le nombre de proces-
sus dans le 11 bala::1ce set" . 
Vo ici les fourchettes que forment les différentes exécutions du 
mesureur, 
- Pourcentage d 1 utilisation du 11 CPU1' : 
---l-2, 54 52,--1-5 
Pourcentage d 1utilisation des unités. 
PS : 1 121 ,oo 
L 
3J 9?l 
- ' - J 
PS: 2 \1 7, 11 r <lül 
- / ' ' L _J 
PS : 3 \1 9, 32 28,33] 
L.. 
l,"S : D , 8T 1 3, 55 J 
montable ~  ,oo 0 ,04 'J 
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- Pourc entage d ' ut i lisati on des canaux., 
CANAL 0 [1 4 , 58 320381 
CANA L [ 12 A 1 1 8 . 27] 
CANA L 2 [ 1 2029 19,27] 
CANAL J [ 4 . 83 37 . 22] 
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III . 5. PERTURBATI ON INTRODUITE PAR LES YŒSURES 
La perturbation i ntroduite pa r un mesureur est fonct ion de l a dur ée 
et de l a fréquence des mesures , 
Ces deux données n' étant pas fac iles à obse rve r étant donné l a nature 
de notr e mesureur; nous ne nous sommes pas atta r dés d 1avantage sur ce 
point, constatant de visu que le système éta it fiab l e et que l a sur-
cha rge introduite n'apparaissait pas à 1 9utilisateur derri è re son ter-
mina l. 
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CH API T RE IV 
RESOLU'l'ION DU YfODELE 
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IV . O. I~TRODLCTIO~ 
Comme on le sait, un modèle de file d:autente , souvent appelé réseau , 
est composé de serveurs , de files d ' attente pour accéder à ces serveurs 
et de clients qui effectuent des transitions entre ces serveurs . C ' est 
une représentation formalisée de la compréhension que nous avons de la 
réalité. Pour étudier le comportement du système, nous avons choisi 
d ' élaborer un tel modèle . 
Nous avons décrit dans le chapitre II, la modélisation que nous nous pro-
posons de faire du système , Ensuite, dans le chapitre III, nous avons 
expliqué l a maniè r e dont nous avons réalisé les mesures des données qui 
nous sont nécessaires pour résoudre le modèle et pour le vérifier, ~ous 
allons,dans ce chapiure présent e r comment nous avons résolu le modèle . 
Dans un premier temps, nous présenterons les outils permettant de résou-
dre de tels modèles (IV . 1 . ). 
Puis , nous énoncerons une méthode , assez répandue , pour employer ces ou-
tils : la décomposition (IV.2.), 
Nous décrirons les différentes solutions possibles applicables au modèle 
avec leurs ava ntages et inconvénients (IV,3.) eu présenuerons la résolu-
tion que nous avons adopuée (I V. •,) . Enfin, nous pourrons analy ser les 
résultats obtenus ( IV . 5,). Nous signalons qu e le p ro g ramme de résolu~i on 
du modèle et l e s résultats obt e nus se t rouvent en annexe . 
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IV . 1 . LES OUTILS DE RESOLG'l'I00i 
La résolution d ' un modèle nous fournit des indications quant au comporte-
ment de celui - ci . Elle peut nous donner par exemple la longueur moyenne 
des files d'attente, l e temps moyen de service pour chaque serveur, le 
temps moyen que doit attendre un client avant d 1 être servi, • • • 
Il existe beaucoup d'outils permettant de telles analyses . ~eus commen-
cerons par décrire les différents types d I outils ( IV .1. ·1 • ) • Ici, à 1 1 ins-
titut d ' informatique, nous disposons de l ' outil Q~AP , nous le décrirons 
en IV,1 .2. Ensuite nous donnerons un bref aperçu des autres outils exis-
tant actuellement (IV .T . 3,) . 
IV . ·1 . 1 . Les mé hodes de résolution [ '.:;HSA, COR~ 1 FICBj 
Il existe différentes méthodes pour résoudre l es réseaux de files 
d I attente . _-eus les classons en deux types : les méthodes ma thémati -
ques et les méthodes recourant à la simulation . Le choix qu ' un analys-
te peut faire parmi ces méthodes , dépendra du emps d ' exécution qu'elles 
requièrent, du degré de précision 1u'elles fournissent pour ces résul -
tats par rapport au degré de précision requis pour le problème, et en-
fin, et ce n ' es pas le moindre critère, de la confiance , la crédibi -
lité que l'analyse a ans l'outil . 
:--lais souvent ces trois critères s'opposent . 
IV, 1, 1, 1. Les méuhodes ma-i;hématiques 
Le s méthodes de résoluti on mathématiques (ou analyt i ques) sont carac-
térisées par un ensembl e d ' équations représenuant l ' évolution 'un 
certain nombre è,e variables rypic1ues d1.1 modèle . Elles peri:lettent 
a insi de prédire l 1évolution ,lu comportement d :nodèle , \[al~eureu-
sement, ces méthodes analytiques ne permet"tent pas de prendre en 
considér· tion tous les :nodèles : elles demandent un certain no:nbre 
de si~plifica-i;ions e~ d'iypothèses non r~alistes, 
104 .-
Il existe une grande variét é de ces méthod e s . Certa ines fo urnissent 
des résultats exacts, d ' autres des résultats approximati fs . Si tous 
les modèles ne peuvent pas être résolus analytiquement, il y en a 
encor e moins qui peuvent l ' être par une méthode fournis sant des ré -
sultats corrects. Exig er de s r ésu l tat s exact s coûte également très 
cher, demande beaucoup de temps d 'exé cut ion . 
IV ,1 . 1 , 2 . Les s i mula tions 
Dans un simula t eur, l e s équations sont remplacées par des algorith-
mes . Il ne s ' agit plus de r éso lution a rithmétique . Pendant un cer-
ta in temps, on r eproduit le comportement dynamique des différents 
composants du modè le comme dans l e système ré e l . Il est do nc poss i -
ble , en simulant , de résoudre plus de modèles que mathémat i quement . 
Cependant, un simulateur coûte cher à l'exécution . 
Tout d 'abord , pour obtenir des r ésultats corrects , il faut simuler 
jusqu'à ce que l e modèle a it atteint l'état stationnaire" De plus , 
si on veut des résultat s se rapprochant l e p lus possible de la r éa-
lité, l a simulation doit s ' exécuter le plus l ongtemps poss i ble 
plus la simulation sera longue , meilleures seront les estimations 
stati st i ques produisant l e s résultats , 
En p roc édant par s i mulat ion, nous nous trouvons donc devant deux 
problèmes principaux : déterminer la précision des estimati ons obte -
nues pa r rapport alL~ valeurs correctes et déte r mi ner la longueur de 
la simulation 1 afin d'obtenir des estimat i ons assez proches des va -
leurs correctes. 
~ne approche en 0 énéral adoptée pour résoudre ces problèmes est de 
construir e un intervalle de conf ianc e pour un résultat de la simula -
t i on du r:10dèle " .:3i une si;nula-r,ion, pour un ~aramètre résultat, pro -
duit l'estimat i on R, on détermine l'intervalle de confiance de ce 
,.. 
paramètre, R - ~ ..J pour un certain :i.i v eau de confia:;:ice 
(ex, : o..= 0,1 ou 0,05) e-;; on di1, y_ue l 1 intervalle contieni:, dans 
!CO (1 - Ol.) -~ des cas la valeur v,:·1:üe ( r ) J, para:nètre résultai:,, 
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C ' est- à - dire 
( 
Pr [ R - 0 R + [] 
On peùt aussi interpréter cet intervalle de la manière suivante : 
supposons que l ' on exécute la simulation d ' un modè le plusieurs fois , 
avec des nombres différents générés aléatoirement pour chaque exé -
cution, et que l ' on calcule l'intervalle de confiance de R pour cha -
que exécution , on peut alors s'attendre à ce que le pourcentage des 
exécutions contenant la valeur exacte soit égal à (1 - c<. ) 100 
( ex. : 90 ou 95 %) • 
Le deuxième problème peut être surmonté en utilisant des règles 
de 11 stoppage 11 séquenti e lles en combina i son avec la construction d'un 
intervalle de confiance , Régulièrement , après un temps déterminé 
d ' exéc ution de la simulation, on calcule l ' intervalle de confiance, 
S I il est suffisamment étroit , on arrête la s i mulation , · S inon on 
continue pendant une tranche de temps supplémentaire, 
IV . 1. 1 ,J , Les autres méthodes 
Il faut aussi noter qu ' il existe des méthodes de résolution hybrides , 
c'est- à - d ir e des méthodes utilisant à la fois des résolutions ~athé-
matiques et, des simulations. T..:"n autre :noyen de résoudre un modèle 
de files d'attente est d 1utiliser la décomposi-r,ion. Cette mé-r,hode 




QNAP ( Queuing :Jetwork Analysis Package) est un de ce s outils destinés à 
décr±re , tra i ter et r ésoudre des modèle s de f il es d ' attente . Comme 
i l était l e seul out il do nt nous d isposions, c ' est l u i que no us avons 
u t i lis é . Comme nous l ' avo n s décrit longuement dans l'annex e D, nous 
ne r epr endrons ici que l es caractéristiques princ ipal es de QNAP. 
IV . 1 , 2 . 1 , Le langage 
Le langage de Q:\IA.P nous fournit une méthode pour défini r l e réseau, 
spécifier la méthode de résolution dés iré e et gérer les résulta t s . 
Il est utilisable de la ~ême mani è re que tout autr e langage de pro -
grammation classique, c ' est- à - di re qu ' il ne peut être utilis é inte -
r a ctivement à l 1 a ide de commandes ma is est uniquement utilisabl e à 
l'intérieur d !un programœe, 
Le langage de desc ription des modè l es présente (en outre) l es avan-
tage s suivants : 
- il fo urnit un seul for~at de défin i tion pour toutes les méthodes 
de r ésolut i on 
il permet de :J , .... • • c.erinir des reseaux ouverts , fermés ou - .L mix ues 
il permet de déf inir des serveur.s passifs (ou ressources) un 
c li ent pouvan-i; posséder plusieurs ressourc e s .simultanément 
- il permet 1 1 utilisa.tion de "flags" et de 11 sémaphores 11 pour gérer 
l ' accès aux serveurs , 
i l permet des distributions de service non- exponentielles et per -
met que ce service soit dépendant du nombre de clients dans la 
s-i;ation 
- il permet d~fféren"tes d iscipline s pour les files : ?IFO, LI?O, 
avec ou sans priorités entre les clien s , avec ou sans possibilité 
IJ.':' préemp,ion , avec ou sans définit ion de "cluantum 11 , 
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IV.1,2.2, Les types de résolution 
Grê'.tc e à QNAP , nous pouvons résoudre des réseaux de différentes ma -
nières. 1 ous pouvons siouler les réseaux ou ~t ili e r une des nombreu-
ses méthodes ana l yti ques que QNAP fournit . Dans l es méthodes ana -
lytiques, il y en a qui obtiennent des résultats exacts et d ' autres 
des résultats approximatifs. On différencie des autres méthodes 
ana l ytiques, l a méthode de :fARKOV , Elle fo urnit les résultats les 
plu s fiab l es (exacts) ma is consomme également énormément de temps 
11 CPU11 et pour ce l a n ' est pas très utilis ée. Par simulation, nous 
obtiendrons toujours d es résultats approximatifs , C ' est une esti -
mat ion des performances d 'un modèle dans un régime stationna ir e , 
ma is ce r ég i me n ' est pas toujours atteint. 
Il suffit à l ' u-r.ilisateur de préciser s 'i l veut une simul ation 
(SINUL), une résolution par méthode de ~Iarkov (~LA.RKOV) , ou une au-
tre résolution analytique (SOL\tt:) . Dans ce dernier cas , c 1 est 
QNAP lui - même qui déte r minera parmi les méthodes analyt i ques , 
laquelle est applicable au réseau qui a été déf i ni , Qi'L~P permet 
également à l ' utilisateur de sélectionner un sous- modèle du modèle 
global pour le résoudre, 
Le "solver " choisi effectue en premier li eu l'évaluation des para-
mètres de chaque station du réseau (probabilité de transition, nom-
bre initial de clients, nomb r e de serveurs, niveau de priorité ,, .). 
Ensui te , si c I est "SOLVE" qui a é-r.é demanè.é , il évalue l e service, 
Tand i s que si c I est 11 ~L.\REOV 11 ou 1SPflL 11 qui ont été sollicités, le 
service est exécuté d:ynamiquement pendant l a résolution , 
Examinons maintenant l es principales restrictions e-r. les principaux 
avantages de chacune de ces trois méthode s : 
108 .-
1 ) résolutions analytiques : SOLVE 
Ces réso l utions pe r mettent des probabilités de transitions diffé-
rentes pa r classe de clients, différentes distributions pour les 
servi ces ; mais n ' autorisent pas les serveurs passifs (ou ressour-
ces ) les " sémapho r es " et les "flaas " 
' 0 0 
Le serv ice d ' une station ne peut être constitué que d 1 une simple 
demande de travail, et ne peut pas dépendre de l ' éta-r, du modèle. 
De plus , elles imposent certaines r es trictions quant au type 
de réseaux (ayant trait aux réseaux ouverts, sous - chaines ouver-
tes, réseaux mixtes, stations sources) (cfr . annexe D). En 
plus de ces restrictions globales, chaque méthode de résolution 
part i cul i ère possède les siennes propres . 
2) la résolution markovienne (:-l,\RKOV) 
Cette résolution fournit des résul tats exacts mais avec un temps 
d ' exécut i on très long et pour un no mbre de rés eaux très limité, 
Cette résolution est applicable uniquement aux modèles ayant un 
nombre fini d ' états , Elle s ' applique uniquement aux réseaux fer -
més con-r,enant une ou plusieurs c l asses de clients , Elle n'auto-
rise pas les stations "ressourceu e-r, "sémaphore", Elle s' appli -
que en par-r,iculier aux .nodèles "markoviens " c 1 est- à - dire aux 
modèles dont tout es les distributions de service sont exponen-
tielles et dont les disciplines son-r, 11 work conserving 11 , 
La r éso luti on s'effectue selon les étapes suivantes : 
- vérifie que l e modèle peut êt,re résolu par ~L.\RKOV , 
- détermine tous les états possibles du modèle et leurs proba-
bilités e -r,ransitions 
détermine les p::-obabilités en régi:ne stationnaire de chacun 
d ' entre eux 
c~lc le les perfor~ances de chaq~e co:nposant du • adèle , 
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3) la simulation (SI~fUL) 
La simulation s ' applique à pratiquement tous les réseaux. 
QNAP nous fournit certaines facilités pour déterminer la lon-
gueur de simulation et la précision des résultats. 
on détermine soi - même la longueur maximum de simulation 
- on peut exécuter périodiquement pendant la simulation une sé -
quence de test 
on peut stopper soi-même la simulation à n'importe quel moment 
(même si la longueur maximum n'a pas été atteinte)o 
on peut obtenir dans le rapport, pour certaines stations, 
l ' intervalle de confiance des résultatso 
on peut é clater la s imulati on en plusieurs blocs successifs 
et indépendants 
on peut tester l'hypothèse d 'indépendance entre ces blocs 
par la fonction d 111 autocorrélation 11 o 
IVo1.2.3o Les résultats 
A la fin de la résolution, les résultats sont imprimés dans un rap-
port standard, Les différents résultats imprimés dans ce rapport 
sont pour chaque station éfini e 
le facteur d'util i sation 
c'est- à - dire le pourcentage de temps pendant lequel le serveur 
(ou la ressource) est occupé 
le temps moyen de service 
c'est- à - dire l e temps moyen de service tel que le voit l e 
client 
- le temps moyen d 'attente 
c'est- à - dire la somme du temps d'attente et du temps de service 
le nombre moyen de clients dans la station 
- le "thr oughput '' moyen 
c'est- à - dire l"! nombre moyen de clients servis par ill1it2 de 
temps o 
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L'utilisateur de QNAP peut demander l'impression comp l ète de tout 
ce rappor t , ou il peut demander à disposer de ce r tains résultats 
du rapport. 
NaBo pour la simulation, ce n ' est pas l e " throughput " qui est 
produit dans le r apport ma is bien l e n ombr e de clients ser-
vis par la station. 
IVa1 ,30 Les autr e s outils [AGRA , CHSAJ 
Sur le marché, il existe beaucoup de systèmes pe r mettant de résoudre 
les mod è les. Parmi l es plus connus , citons RESQ , CADS , BEST/1, 
THEsolver et Super~et, 
CADS , BEST/ 1, THE sol ver eû SuperNet permettent des résolutions ana -
l yt i ques exacte s et approximatives , Tand i s q ue RESQ pe rme t . des réso -
lutions ana lytiqu es , pa r simulation, hybrides (mixage des deux autres) 
et par décomposition (décr~te en IV,2,), 
De plus , il fournit des mé0hodes calculant l ' intervalle de confiance 
et implémentant des règles de 11 stoppage 11 séquentielles, 
Nous allons maintenant donner une idée des possibilités d 1 un outil 
très performant : STEP- 1, 
STEP- 1 est un out i l de résolution de réseau t rès élaboré, qu i a été 
i mplémenté aux Etats - Cuis à l 1uni ver si té de :'-laryland, Par rapport à 
d ' autres outil s, il présente de nomb r eux avantages o 
1 ) Les • éthodes de résolution 
STEP-1 propose à l ' utilisateur plusieurs techniques de résolution 
de s modèles : 
analytique exacte 
- analytique app r oximative 
- simulation 
hybrides (mixage d_ solu0ion analytique e~ de simulation) 
- par décomposition (mé thode expliq ée en r -t ,:2,), 
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Cependant, malgré cette diversité apportée , ces méthodes devien-
dront un jour dépassées, Aussi, STEP- 1 permet- il à l ' uti li sateur 
d ' ajouter de nouvelles techniques de résolution et pour cela lui 
fournit des facilités. 
2) L ' interface avec l'utilisateur 
S TEP- 1 est "user- friendly", il permet à 1 'utilisa teur de résoudr e 
les réseaux de manière interactive . Le but de l ' interface avec 
l'utilisateur est de fournir un moyen d 'interaction qui accomode 
à la fo is les novices (qu i ne sont pas familiés avec l ' organisa-
t ion et les fonct i ons de l ' outil) et les utilisateurs expérimen-
tés (qui souhaitent manipuler un minimum de commandes) . 
Pour cela, il permet à l ' utilisateur de choisir entre plusieurs 
modes d ' interaction : le mode menu , le mode commande ou le mode 
d'assistance ( "Tutorecl r.iode "), L ' utilisateur entre d ' abo rd 
dans l e mode menu ; il peut y rester ou aller vers le mode com-
mande , Le mode d ' ass istance est accessible à partir des autres 
modes , il permet de décrire les différents paramètres d ' une com-
mande ew leurs valeurs par défaut . L'utilisateur peut rester 
dans ce mode pour donner une valeur à ces paramètres , il n ' est 
pas obl i gé de retourner dans un des deux autres modes, Le mode 




IV . 2 . METHODE DE DECO\\'IPOSITION [BLUM, CHSA, NOIG, NOITJ 
La méthode considérée co~~e la plus impo r tante pour résoudre des modèles 
de manière approximative est la décomposit i on . On r ésoud , de manière 
isolée, certaines portions du ,modèle et on rassembl e les résultats pour 
pr oduire la solution du modèle entier . En d ' autres termes, à partir du 
modèle à résoudre , on détermine un sous - modèle (parfois plusieurs)o On 
le résoud séparément. Enfin, on résoud le modèle agrégé , c'est- à - dire 
le modèle de départ dans lequel le sous- modèle est remplacé par un seul 
serveur avec une seule file . Le service de ce serveur est déterminé par 
la r ésolution du sous - modèle et dépend en général de la charge du sous -
modèle . De cette man i ère, on remplace donc le sous- modèle par un autre 
plus simple. Cette approche est aussi souvent appelée agrégation. 
I V. 2. 1 • Exemnle 
Pour mi eux comprendre ce qu'est la décomposition, prenons un exemple . 
La f i gure IV.1. représ ente un modèle composé d'un processeur central 
et d'une file pour accéder aux processeurs pér i phériques (PP) . 
Pour effectuer une Entrée / Sor~ie, le processus a besoin à la fois 











Quand un processus termine son service dans le 11 CPU11 , il joint l a 
file des PPs. C 1 est seu l ement quand il peut obtenir un PP qu 'il 
effectue son E/S. Ap r ès cela , il libère le PP et entre dans la 
file pour être servi par le " CPU11 0 
No us nous proposons de construire un sous- système avec l a f il e PP 
et l es disques. Les figures IV.2. et IV.3. r eprésentent le sous -
modè l e et l e modèle agrégé . Pour r ésoudre le sous- modèle , nous 
connectons sa sortie à son entrée , créant ains i une boucle de r éa-
limentation. 
,, 
allocation PPs \_ 









1 1 ! \____/ ,--~--~ 
11c:pu,1 sous - modèle 
Figure IV. 3, 
11 4 , -
Nous allons déte rminer le 11 thr oughput 11 , c 1 e t - a - di r e le nombre de 
processus passant par la boucle de réalimentation pa r unité de temps 
X(n) , et cela pou r chaque g r andeur de populat i on pos sible (n) dans 
le sous- modèleo 
Le temps de service moyen du serveur r empl açant le so us - modèle da ns 
le modèle agrégé : S(n) est alors déte r miné pour chaque va l eur den 
par 1/ X. (n) , Dans l e cas présent,on calcule X(n) pour n == 1, 2, 3 , 4. 
Pour n supérieur à 4, X(n) se r a éga l à X(4) vu qu 1il ne peut pas y 
avoi r plus de 4 processus èans le sous - modè l e . 
De cette mani è re, on a r emplac é le sous - modè l e par un s erveur dont 
l e servi ce dépend de la charge du sous - modèle, 
I V. 2 . 2, Avantages et désavantaaes d ' une telle méthode 
L 1 avantage que prés ente cette méthode , est de permettre une écono mie 
de co6t d ' exécut ion de l a résolution. Dans le cas o~ l e modèle à 
résoudr e n 1 est pas confo rm e à l a r é solution analyt i que , l a décompo -
sition peut amene r à un sous - modèle et/ou un modè le agrégé conformes 0 
Or , on le sait, une s i mulat i on est très coûteuse par rapport à une 
résolution analytique . Les expé r iences prouvent que dans les cas o~, 
soit le sous - modèle soit le modèle a 0 régé (o u même les deux) doivent, 
être simulés, la décompos i tion reste une approche attr ayante. En 
effet , on r emplace par un seul événement (sous - modèle) ce qui par la 
simulation directe aura i t nécessité plusieurs événements, 
y(ais cette mét,hode comporte é 0 alement des désavan-r,ages . Premièrer:1ent 
elle n'implément,e pas t,out,es les int,eractions qu i pourraient, exister 
entre les sous - modè_es et le modèle ag r égé . La décompos it,ion es-r, une 
méthode approximative et, ne fourn it donc que es résultats approxima-
-r, i fs pour le ~adèle global, Deuxi èmement , la décompo siti on n 1 estime 
que des moyennes • t, pas des dis-r,ributions . 
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Tro isi èmement , des résultats ne sont générés que pour l e modèle agré -
gé et pas pour l e sous - modèle. S i nous voulons des r ésultats pour 
une certaine file , celle - ci doi t appa r a î tre exp licitemen t dans l e 
modèle ag régé, ou a l ors il faut les calculer so i - même. 
IV.2.3 . Enseignements t irés des exnériences réalisées~ ce su j e~ 
Le cen r e de r eche rc he 11 I BM , Thomas J, Watson " a mené d i verses expé -
ri ences pour déterminer l ' efficacité d'une telle méthode . Ces expé -
riences portent sur l es trois types de décompos ition suivants : 
- modèle agrégé ré s olu pa r simulation 
sous - modè le résolu a n a l yt i quement 
modèle agrégé résolu analyt i quement 
sous - modèle résolu par simu l a~ i on 
modèle agrégé r éso lu par simulation 
sous - modèl e résolu pa r simulation, 
et pour ce cas, ils allouent au sous - modèle d i ffé r ents pou~en-
~ages d u temps total de s i mulat i on ( 5, 25, 50 , ï5 et 9 5 %), 
Ils exécutent chaque expérience 20 fo is e~ construisen pour chaque 
résultat in~ér essant un intervalle de confiance de 90 pourcent . 
Enfin, ils comparent l e s intervalles ob~enus par décomposition avec 
ceux obtenus par ~imulation directe , 
En général, on peu~ aff irmer que la décompo si tion ou l ' un des de ux 
modè l es (sous - modèle ou modèle agré~é) est résolu analytiquement est 
favorable : l'intervalle de conf i a ce obtenu es~ beaucoup moins large 
que celui ob~enu par simula~ion, Pour produire la ~irae précision, 
une si. ula~ion direc~e devrait s exécuter au moins 100 fo is plus 
longtemps. et~e différence de précision au~mente ncore si le no~-
bre d'événements i l ' intérieur du sous - modèle augmen~e par rapport 
au nombre i'événe .. en~s ~ l'intérieur du ~od~le a 0 r~gé . 
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Dans l e cas où la décomposition amène à résoudre les deux modèles . 
par simu lation, les conclusions sont moins claireso Toutefo i s on 
peut dire que la me i l l eure répartit i on de temps de résolution entre 
les deux modè l es est de 50 % - 50 %. On remarque aussi que si le 
nombre d ' événements à l 'inùérieur du sous - modèle est élevé , on a de 
me i lleurs résultats en décomposant (sim - sim) que par simulation di -
recte. Dans le cas contra~re, c ' est la simulation directe qui est 
favorisée, 
A part i r de l à , le groupe a tiré des règles spécifiant les cas où 
l a décomposition est applicable et d'autres où elle est inappr opriée . 
IV.2,4. Règles d ' "applicabilité" 
Il y a de nombreux cas où la décomposition est bénéfique , 
1 ) quand la décompos i tion amène à un sous - modèle , ou un modèle agrégé 
qui peut &tre réso l u de manière analytique. 
2) Quand l ' étude d ' un modèle est telle que l es paramètres à fournir a u 
sous - modèle ne changent jamais . Il suffit dès lors , de résoudre 
une s e ule fois le sous - • odèle et de fournir les résultats au modèle 
agrégé, 
3) Quand les échelles de temps d 'occurence des événements dans les 
deux modèles sont très d i fférentes. 
4) Quand un modèle contien~ plusieurs sous - modèle s identiques , 
5) Quand on a à fair~ à une grande si~ula~ion qu i r equiert beaucoup 
de r essources, la décomposition réduit la quantité de mémo ire 














IV .2. 5, Rè~les d 1 11 inap plicabilité 11 
Dans certa i nes circonstances, l a décomposition est inappropriée 
Pourtant, une r econception astucieuse du modèle peut souvent surmon-
ter ces problèmes. 
1) Quand un sous - modèle est composé de plusieurs points d ' entrée 
et de sortieo 
2) Quand les états d ' un des deux modèles dépendent des états de 
l ' autre modèleo 
Par exemp l e , quand les événements du sous - modèle doivent être 
synchroni sés avec ceux du modè l e agrégéo 
3) Quand le nombre d ' occurences d ' événements dans le sous - modèle n ' est 
pas l argement supérieur au nombre d ' occurenc es d 'événements dans le 
modèle agrégé . 
4) Quand le sous - modèle contient plusieurs classes fermées, 
IVo 2o6, Décomposabilité presque complète 
Toutes les règles d 1 lfapplicabili'té et d '" inapplicab ilité " que nous 
venons d'énoncer sont tirées d'expériences, Quand on applique ces 
règles pour décomposer un modè le, on obtient des résulta'ts apnrox~-
matifs : l 1 expérience pro~ve que les résul ta s obtenus se rapprochent 
des résultats exacts • 
Cependant, il existe des théorèmes sur la décomposabili-i;é des rés eaux , 
Essayons e les synthétiser . 
* Décomposaoil i-i;é presque complète • 
Si des sous- modèles d'un même modèle interagissent peu entre eux 
(en comparaison avec les interactions qui existen't à l'intéri eur 
de ces sous - modèles), on peu't d ' W1e :pan; étudier les sous - modèles 
sans s'occuper des in-i;e=ac-i;ions en't re eux e d'autre part étudier 
1 . t . 1 d' 1 es 1n e~ac't1ons en'tre es sous- mo e es sans s'occuper -les in-
~eractions à l'in-i;érieu= des sous - mod~les , Je ~els syst~mes sont 
appelés presque compl~tement lécoDposables • 
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* Le serveur de Jackson 
Un serveur de Jackson est un serveur exponentie l dont le taux est 
fonction du nombre de clients dans la fileo 
Un sous - modèle fermé peut être assimilé à un tel serveur et le 
taux (dépendant du nombre de clients dans la file) peut être 
calculé . 
Ces théorèmes ont é~é démontrés dans la littérature, mais ce n 1 est 
pas notre but ici d ' explique r ces démons rations. 
1 ous en déduisons donc que si un système est presque complètement 
décomposable, on peut le résoudre en deux tempso 
1 ) résoudre les sous- modèles 
2) r ésoudre le modèle 0 ~ chaque sous- modèles est remplacé par un 
serveur unique dont le se rvi ce dépend du nombre de clients dans 
ce sous - modèle, 
C'est- à - d ire que si on applique le principe de décomposition à un 
modèle do nt les sous-modèles sont très peu épendants, on obtient 
des résultats exacts , 
IV , 3 . DIFFERENTES RESOLUTIO~S POSSIBLES 
~ous a l lons expose r ic i d i fférentes possibilivés de résolution du modèle , 
emp l oyan t l a décompos i t i on ou pas, Pour chaque solution , nous montrerons 
l es contr aintes qui y sont l iées et en dégagerons les avantages et incon-
vén i entsa 
IV . 3 , 1 . Résolution g l obale 
La premi ère idée est bien sûr de résoudre le modèle globalement , 
san s appliquer la décompos i tiono La f i gure IV,4 , représente le modèle 
qu e no us voul ons résoudre, I l s ' ag i t du mod è le donné en II , 2,7 , mais 
compte tenu des changements apportés des mesures (III , 2o3o) , 
Dan s ce modèle , nous devons absolument tenir compte de 2 faits assez 
i mportants dans le système : 
- d ' une pa r t , nous devons tenir compte de l a gestion du "ba l ance 
set 11 (pour des déta i ls , cfr , I. 3,2 , ) , celle- c i se man i feste 
dans notre modèle par la présence d'une file d ' attente d ' allo -
cation de mémoire centrale ainsi que des triangles droits et 
renver_és • 
- d ' autre part, nous voLlons aussi que notre résolution prenne 
en compte l e fait que , lorsque une univé s'est positionnée, 
elle reste bloquée durant le vransf erv (auvremenv dit , un ser-
veur disque resve bloqué dur ant l e positionnemenv ev le vrans -
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Or , QNAP nous fournit 2 facilités grâce auxquelles nous pouvons aisé-
ment prendre en considération ces 2 problèmes dans notre résolution : 
il s ' ag it des "flags " et des "sémaphores" (Voir IV,1,2,1 . ) et (anne-
xe D). ~alheureusement, aucune des méthodes analytiques (que ce soit 
r1A.RKOV ou un autre SOLVER) n ' accepte 1 1 utilisation des 11 fla 0 s 11 ou 
des "s émapho r es 11 , Les différentes résolutions analytiques se mon-
t r aienu donc trop r e strictives pour notre modèle . _ ous devons donc 
nous tourner vers une simula~ion du modèle . 
IV.3 0 2 0 Première décomposit i on 
Nous pourrions auss i appliquer la méthode de résolution utilisant 
la décomposition (cfr. IV,2 . ) et tenter de résoudre de mani ère ana -
lytique le sous- modèle choisi ou le modèle agrégé obtenu. 
La première mani ère serait de décomposer le modèle selon les 2 
niveaux interne et externe (cfr. II.2.2.1,), 
Le niveau interne constituerait ainsi le sous - modèle (fig. IV ,5, a , ) 
comprenant donc le 11 CPP', les uni tés et les canaux , chacun précédé 
de sa propre file d 1 attente, ~ais~ cela, il faut ajoute r une 
½oucle (*) reliant la sor~ie du sous - modèle à son entrée (cfr . 
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Le modèle agr égé (fig, IV.5, b . ) comprendrait l e niveau externe, à 
savoir l es d i fférents serveurs te r minaux et l a f il e d ' a ttente d 1 al -
location de mémoire (PRE- FIL) , a insi qu 'un simple s erveur r epré sen-
tant le sous - modèle . 
Cette décompos i tion applique pa r fa itement la théo rie de la décompo -
sabilité presque complète (cfr, IV,2.6,) l es interact ions à l 1 inté-
rieur du sous - modèle sont très é l evées pa r rappo rt a ux interactions 
entre l e sous - modè l e e t l e modèle agr égé , En effet , l e temps de 
servic e du 11 CPU1t, des unités et des canaux est beaucoup plus petit que 
le temps d e service des terminaux et de plus à l a sortie du 11 CPU", un 
pro cessus se dirige l e plus souvent vers les unités (donc reste 
dans le sous - modè l e) . De cette man i è r e , nous aurion s dû obtenir de 
bons résultats. :!a l heur eusement , Q~--\P ne nous pe r met pas de r ésoudre 
un des deux modè l es de manière ana lytique : l a PRE- FIL et la synchro-
n i sation entr e d i sques et canaux do ivent être résolus pa r simulation. 
Or, une des r ègles 11 d 1 applicab ilité 11 (cfr . IV,2,4 . ) tirée de s expé-
riences est qu'un sous- modè l e ou le modèle agrégé so i t rés olu ana-
lytiquement. S i l es deux do ivent être simulés, il n 1 y a aucun inté -
rêt à une décomposition . Xous n 1 envisagerons donc pas cette solu-
tion, 
I - .3,3 , Deuxième décomposition 
Une autre manière d~ p r océder sera i t de prendre comme sous - modèle 
unique!Tient les d i ffére èlts serveurs que sont les unités et les canaux 
avec leurs files d'ati;entes respectives, auxquels on a ajouté la bouc l e 
(~ ) pour obtenir un sous - modè le ferné . Le sous- modèle r eprésenterait 
donc les Eni;rées /So r ' ies courtes sur disques et bandes (fig . IV,6. a . ), 
IV,6,b) se r a it cons-ci-tué des autre s se rveurs , 
à savoir les "terminaux et le 11 cpr.; 11 (avec leur file , 1attente) ) ains i 
que de a file d 1 a1;1;en1;e d 1 alloca,;ion 2_ ~émoire cen"trale e,; du ser-
veur d 1 E/S cour"tes qu'es~ le sous - ~odèle (avec sa f il e d 1ai;,;ente), 
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Il est à noter que dans cette solution, le 11 CPU11 se trouve dans le 
modè l e agrégé , et que toute la gestion du 11balance set 11 (allocation 
et désallocation de la mémoire c entrale aux processus) se fait éga -
lement dans le modèle agrégé (ceci est représ enté par l es tri ang les 
dans l e schéma) . 
Cette décomposition n'applique pas la théorie de la décomposabilité 
presque complète (cfro Va2 , 6.) : le sous- modèle est très dépendant 
du modèle agrégé, les int eractions sont nombreuses. De plus, ni le 
modèle agrégé, ni l e sous - modèle ne peuvent être rés olus analyti -
quement par QNAP ( l 1un comprend l a gestion du 11balance set" et 
l' a ut r e la synchronisation des disques et bandes) . Cette décompo-
sition n 1 est donc pas très intéressante à prendre en considération. 
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IV 0 J.4. Tr ois i ème décomposition 
Une tro i si ème solut ion utilisant la décomposition cons istera i t à 
former 2 sous - modè l es i dentiques composés respectivement des u nités 
PS : 1, US et du canal O (fig . IVo7,ao) et des unités PS : 2, d i s -
q u e montable et du canal (f i g . IV.7.bo)o A ces deux sous- modèles 
i dentiques s 1 en ajoutera i t un autre : celui r éuni ssant 1 7unit é PS : J 
et l e canal 2 (f i 0 • IV . 7.c.). Ces t r ois sous - modèles , gr~ce aux bou-
cl es (*) sont des modèles fermés . Le modèle agrégé (fig. IV,7.do) 
serait donc l e modè l e globa l de l a figure IV.4 o où le s sous - modèles 
sont r emplacés pa r des serveurs simples. 
Cette décomposit ion n ' est qu 'une var iant e de la précédente , Cepe ndant, 
s i les deux prem i ers sous - modè l es éta i ent identiques , on n 1 en simu-
lera i t qu 'un seul eu on pourrait en obuenir des résultats pour deux 
serveurs s i mp l es (cfr. IV.2 . 4., 4). L'avantage de cette décompos i -
tion par r appo rt~ l' a utre est de pe rmett r e la modif icat ion fac il e de 
la configuration des E/S d 'un canal. 
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IV , J.5 , Quatrième décomposition 
Nous pouvons encore envisager une quatrième décomposition . Elle 
est un "mi xage 11 de la pr em i ère et de la trois i ème .et possède 3 ni -
veaux de décomposit i on. 
Au premi er n i veau , nous retrouvons les trois sous-modèles reprenant 
l es Entr ées/Sorties sur leé: canaux O, 1 et 2 (fig . IV,8.a. , 13 , , c,) . 
Au deuxi ème niveau , ces trois sous - modèles sont a 0 régés dans un au-
tre sous - modèle (fig. IV . 8.d.), Ce sous - modèle agrégé est donc com-
posé des serv eurs simples remplaçant les tro i s sous- modèles précé -
dents , du canal J , et clu 11 CPU11 , A cela s ' ajoute une bouc l e (*) join-
gnant la sortie du sous - modèle à son entrée . 
Au t ro is i ème niveau, nous retrouvons le modèle agrégé comprenant le 
serveur simple remp l açant le sous - modèle, la gestion du "balance 
set 11 ( 6 V ) et les terminaux (fig. IV.S~e.) 0 
Comme cela a déjà été remarqué pour les décompos i tions précédentes , 
le pr emier n i veau respecte la théor i e de la décomposabili té presque 
compl ète , par contre, le t r oisième ne la respecte pas. Les premiers 
sous - modèles doivent être résolus par simulation (à cause de la 
syuchronisation entre les unités e-r, les canaux), · tandis que le 
sous - modèle agrégé peut être résolu analytiquement. Par contre, 
le modèle agrégé doit de nouveau être simulé (à cause de 6 v ) . 
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Cette décompos ition étant la seule permettant une résolution analyti -
que, e ll e a urait pu être intéressante h envisager (tout en sachant 
que si les sous- modèles d ' E/S ne respectent pas la décomposabilité 
presque complète, nous n'obtiendrons pas de résultats très précis) . 
Halheureusement, Q;\ïAP ne permet pas une résolution analyt i que 
où le service d 1 un serveur dépend du nombre de clients dans sa file 
(ce qu i est nécessaire dans une décomposition), La seule décomposi -
tion permettant des résolutions analytiques permises par QNAP serait 
celle où l e sous- modè l e peut être résolu analytiquement et le modèle 
agrégé pa r simulation. Or cette décompos i tion ne se présente pas pour 
notre modè l e . 
1 33. -
IV , 4. I:-!PLEHE1 TATION DU MO DELE 
Après avoir examiné les différents outils et méthodes de résolution, 
et après avoir passé en revue les différentes possibilités de résolu-
tion appliquant la décomposition ou pas, nous pouvons maintenant dé -
terminer la manière dont nous allons résoudre et i mp lémenter le modè -
l e avec le langage QNAP, Comme nous l'avons vu dans le point précé -
dent , QNAP est très exigent en ce qui concerne les résolutions analyti -
ques , Nous ne pouvons résoudre analyt i quement 
- ni l' a llo cation de la mémoire centrale exigeant l'emploi de 
"sémapho r es " ou de " f l ags" 
- ni l a synchr onisation entre canaux et uni tés exigeant 1 1 emploi 
de 11 f l ags " 
ni 1 1 aggrégation d ' un sous- modèle dans un modèle analytique, 
ex i geant l'emploi de distributions de service dépendant du nom-
b r e de processus dans la file du serveur ( représentant le sous -
modèle) . 
A cause de toutes ces limitati ons, il nous reste un seul moyen pour ré -
soudr e notre modèle de manière intéressante : la simulation de tout le 
modèle p r is globalement (cfr . IV.3.1, et figure IV.4 , ) , 
IVo4a1 o La contrainte de la charge 
Comme nous 1 1 avons dit précédemment (cfr, III.4,), nous aurions vou-
lu étudier les mesures produites par notre mesureur par rapport à la 
charge du systèmeo 
Ma lheureusement, la charge très faible~ l 1 époque des vacances nous 
a contraints à laisser tomber cette possibilité. S i nous avions pu 
le faire, nous aurions déterminé pour chaque mesure, une fonction 
analytique dé~endant ie cet~e charge, De ce~te manière, le seul 
paramètre fourn i au modèle aurait é~é le nombre de processus pré -
sents dans le réseau, 
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A ce paramètre, obligatoire, auraient du s 1 en ajouter d'autres, fa -
cultatifs. Ces dern i ers auraient permis à l'utilisateur du modèle 
d'examiner l es pe r formances d ' un système mod ifié, Citons quelques 
mod i fications possibles : 
Augmentation de la taille mémoire disponible pour les 
util i sateurs du système. Le paramètre du modè le à modifier 
serait ici le nombre moyen de processus dans le "balance 
set". 
Changement de disques ou de canaux pour des appareils plus 
performants. On èevrait ici changer le temps moyen de po -
sitionnement des d isques et le temps moyen de transfert des 
canauxo 
Augmentation du nombre de terminaux. Il faudrait alors aug-
menter le nombre de processus dans le système . 
- Si 1 1 on veut modifier le type des utilisateurs cela est 
très délicat. En effet il faudrait a lors revoir tous les 
paramètres, car tout en dépend : répartitions ent r e les 
d ifférentes classes , temps passé au terminal, probabilités 
de transition, temps de positionnement des disques , temps 
de transfert des canaux. 
Si 1 1 on veut modifier la structure des d isques, des bandes 
et des canaux, augmenter 1 nombre de ces appa reils, une 
simple modification d'un paramètre ne suffit plus. Il fau-
drait ici modifier le modèle en lui- m@me en y ajoutant des 
stations et peu~ 3tre en mod ifiant les transit ions entre 
celles - cL 
Dans la situation o~ nous nous ~rouvons, nous sommes réduits à faire 
une seule chose ; fournir comme paramè~res obliga~oires au modèle 
tous les paramètres qu i ont é~é mesurés (no n compr is évidemment 
ceux dest inés à la validat~on du mod~le). 
• 
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C' est- à - d i re 
l e t emps moyen de service des terminaux, du 11 CPlI11 , des uni tés 
d i squ es , des canauxo 
l e nombr e moyen de processus transférés de la PWQ vers l a 
l es p ro bab i l i tés de transit i on à la sortie du 11 CPU 11 (4 direc -
t i ons) et l e pourcentage de processus se dirigeant vers 
chaque unité . 
- l e nomb r e de processus dans le modèle. 
- l e nomb r e moyen de processus dans le "balance set". 
De cette mani ère on effectue r a une simulation pour chaque r ésultat 
obtenu par le me s ur euro Et pour v-al i der ce modèle , on comparera 
l es taux d'oc cupation des différents serveurs de la s i mu l at i on avec 
ceux mesurés. 
I V0 4 0 2 0 L 'interactivité de l ' outil ONAP 
L ' outi l QN.~P te l qu ' il est actuellement i mplémenté à notre i nstitut 
est très limi té quant à 1 1 interactivité. Il permet en fait deux 
modes principaux 
- Avec le premier, l a déf inition du modèle se trouve en entier 
dans un fichier e-r; les résultats se trouvent dans un autre 
fich i er. Cependant les pa r amètres à introduire pour le mo-
dè l e sont s i tués à la fin du premier fichier , On peut sché -
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- Dans l e deuxiè me mode , tout se passe au contraire aux termi-
na ux. Mais ici, l a définition du modèle doit auss i @tre en-
t r ée complètement au te rminal. Cette situat ion est schéma -
t i sée par l a f i gure IV . 10 . 
dODELE +-
~',€-<- - P-A_Ri_!\_~_Œ_T_RE_S _ _ j-1~- --Q-NA_-_p ___ _ __. 
RESD"LTI\ TS + 1 
P!PRESS IOi-iS 
fi crur e IV o 1 0 • 
Trouvant l a. deus i ème solution très contraignante et très f ast i d i euse , 
c ' est l a p r emière que nous avo n s cho i sie, 
I V.4 ,3 . La longueur de l a s i mu l ation 
Un aut r e probl èm e qu i se pose lorsqu ' on résoud de s modè les a vec la 
simula t ion , e st de détermi ner le temps d 'exécut i on pour obtenir 
des r é sulta ts assez p r éc i s, La p r em i è r e chose à r especter , est 
d ' ab ord d ' obtenir un r égime stationna i re . Ensuite , QNAP nous pe r -
met de calculer pour chaque simulation l'intervalle de confiance 
des résultats obtenus . Après avoir obtenu la stat i onna ri té, nous 
déte r minerons donc la longueur de l a simulation en fa i sant un com-
p romis entre une duré e de simulation assez longue pour que le pro -
cessus so i t stationnaire et pour obtenir un intervalle de confiance 
assez étroi t et une urée e simulation pas trop longue 1 pour qu'elle 
ne so it pas trop coûteuse et que le temps d'exécution so i t accepta -
ble pour l'utilisateur , 
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IV,4.4 , Les d istributions de ser~ice 
Comme nous 1.1 avo n s vu dans le chapitre III, nous ne pouvons pas affir-
me r q ue l es d istribut ions de temps de servi ce sont exponent i elles 
(cfr. III. 4.) . Cependant les mesures que nous avons effectuées ne 
nous permettent pas de fa ir e d ' autr es suppositions sur les distri -
but i ons : nous ne connaissons que les moyennes et parfois l a varian-
ce. Sachant que les services ne s'éloignent quand même pas trop de 
la d i stribution exponentielle , c'est elle que nous adoptons pour 
chaque stationo 
IV . 4.5. Le prob l ème des c l asses de processus 
Lorsque nous avons voulu implémenter le modèle , nous avons constaté 
que la d i fférenciation des processus en classes selon leur file 
a uxiliaire (II.J.) était un g r os problème : lorsque nous simulions 
a v ec des classes de process~s , les résultats obtenus s ' écartaient 
fort de la r éal i té alo r s que ce n'éta i t pas le cas s i nous n'implé-
ment i ons pas de classe , 
Cela est dû à plusieurs facteurs : 
1) Tout d 1 abord si nous réussi-sons à mesurer le nombre moyen 
de processu dans ciaque file effec~uant des Entrées/Sorties 
aux terminaux, nous ne pouvons les mesurer dans le "balance 
set 11 qu I en les différenciant par groupe de files : 'Hi gh 
queues " (f il es O - 1 - 2 et J) et "L aw- queues" (files 4 eT, 
5). ~ous ne pouvons donc , pour les processus appartenant 
au "bal ance set 11 , qu I estimer approxir:1ativei!lent le nombre 
d'entre eux appartenant à chaque file , 
2) Supposons que l' on connaisse exacteoentle noJbr moyen 
de processus dans chaque file, cela ~'est pas pour autant 
gagné. 
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Le ~ombre qu 1 on conna îtra it a lors serait un nomb r e réel et pas 
un nombre ent i er. Or, si l'on doit initialiser un nombre de 
processus dans chaque f ile, il faut que ce soit un nombre en-
tie r. Dès l ors, si l' on a rrondit ces nombres r ée ls, la pr o-
portion de processus appa rtenant ~ chaque f il e ne sera pas 
conservée intacte , cela pe ut avoir de forte conséquences sur 
le modèle , ca::- dans celui - ci, l e temps de service du 11 CPU11 
et des terminaux, ainsi que les probabilité s de transition 
sont tous d i f:érents selon la c l asse du processus . 
3) Enfin, une dernière r a ison, ma i s qui n'est pas l a moindre , est 
le caractè re dy-riamique des f il es aux ilia ir es ( cfr ~ L 2 . 3,) ,, 
En effet, un processu s n ' est pas f i xé dans une f ile auxilia ir e, 
il effe ctue de s mouvements ascendants et descendants entre 
ce ll es- cio Dès l or s pour ten ir compte de ce ca r a ct,ère dynaoi-
que;nous auri ons dû d ' abo r d avoir un mesur eu r plus complet et 
ensuite élaborer un modè l e plus comp lexe . Or, dès le départ 
nous nous ét i ons f ixé au nombre moyen de processus et~ une ré -
pa rti t ion sta~ique entre les classes. 
Pour toutes ces r a is ons, l'implémentation des classes a r endu les 
résultat,s t,r è s impr écis et nous nous en somoes donc tenus~ une si~u-
lation excluant, cett,e distinct,ion entre classes . 
IV,-L6, La roQ"rammation du 11odèle 
Pour décrire le modèle, nous devons~ chaque serveur du réseau ie la 
f i gure IV,4, faire correspondre un-9 st,at.ion dans le langage Q::-.:....\.?, 
les ter8inaux deviennent une sta~ion avec une i~finité de 
serveurs servant, les processus selon une discipl i ne FIFO. 
(~îB : Si nous avions t,enu compte des classes, le paramètre 
de 1,, hs,;::-ib 1 ttion r1u service '3.uraic; ,f-:,é d i :f~rent, 
po ::- cha~~e lasse) . 
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le 11 CPU 11 devient un serveur simple servant les cli ents de 
sa file d'attente selon une discipline FIFO . 
(~""B : Si nous avions t enu compte des différentes classes, 
ce serveur aur a it servi l es clients selon une discipli -
ne FIFO ma is en tenant compte aussi des priorités de 
chaque classe, l e paramètre de d istribution de service 
aura i t été d if férent pour chaque classe, et les proba-
bilités de transition à la sortie de cette station au-
ra i ent également différé selon les classes)o 
A chaque unité disque et à chaque canal correspond un serveur 
s i mple de d iscipline FIFO. 
Cependant à cela doivent s 'ajouter uelques préc isi ons . ~ous avons 
vu que pour modél i ser l ' allocation de la mémoire centrale , nous consi-
dérions uniquement le nombre de processus présents dans le niveau in-
terne. Un processus peut y entrer, si le nombre de processus s'y trou-
vant déjà est inférieur au nombre max imum. Quand un processus en sort, 
il permet à un aut re d'y entrer . Cela est implémenté gr~ce à un séma -
phoreo Dans le l anga,,,e QNAP , un sémaphore est une station en elle-
même . Elle corn-porte un compt,eur qui, s 'il est, positif désigne le nom-
bre de processus pouvant encore "passer 11 le sémaphore et, s I il est ne -
ga tif désigne le nombre de cl i ents at endant de 11 pc1sser 11 le s émaphore, 
Ell e possède également , comme toute au-r,re s-r,ation , une file, composée 
des processus att endant, de 11 passer 11 le sémaphore . 
Cependant, les ac"t ions sur ces sé~aphores do ivent ê"tre fai"tes à par -
"tir d'autr es stations. Il y a donc une station pour les proc essus 
voulant 11 passer 11 le sémaphore et effe ctuant l 'opération suivante 
P (3E:-l) 
- si le compteur du sé~aphoLe est posit if le processus 
11 passe 11 le sémaphore sans p ro blème et le cor:rp-r,eur se 
décr é~enve d'une unité, 
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si le compteur est négatif, ou nul, le processus est 
mis dans la file d 1 attent,e du sémaphore et l e compteur 
est décrémenté d'une unité. 
Cette station implémente le serveur représenté ~ar ~ sur la figure 
IVo4. et tra i te les processus selon leur prior i té . 
Il y a donc aussi deux stations r eprés entées par V sur la figure 
IV.4. et effectuant le service suivant. 
V (SE,',!) : incrémente l e compteur du sémaphore d ' une uni té, 
Ces deux stations sont compos ée s de serveurs infinis , n 1 entra înant 
donc aucune attente . 
Pour implémenter l'allocation de l a mémoire centrale, nous avons donc 
trois stations ( .6.et V V) plus une station étant le sémaphore lui -
même" 
Une aut r e chose très i mpo rtante est que, après le positionnement sur 
un cyl indre et après le transfert de toutes les demandes concernant ce 
cylindre de la PWQ vers la TWQ , le disa_ue doit rester occupé jusqu 1 à 
ce que toutes ces demandes transférées a i ent été satisfaites par le 
canal. Cela est i mplémenté gr~ce à un système de flags. Le proces-
sus effectuant le pos i t innnement de 1 1unité transfère toutes les de-
mandes vers la T-WQ, crée un processus i dentique à lui - même 1 le trans -
fère dans la I'WQ, met le flag dans l 1 état 11 RESET 11 , et at-r,end qu 1 il 
revienne clans 1 1 état 11 SET 11 , _-\ ce moment,, il se tue, C1 es t le canal 
qu i, quand il a traité le processus qui avait é-r,é c r éé , met le flag 
dans 1 1 état 11SET 11 • 
Un autre problème pour les canaux reliés à plusi'?urs uni tés (C;.\-_.\.L O, 
CA:-LAL 1) est, de crai ter ~n u...."'1. b oc les demandes provenant, le chaque 
unité, Cela est égale~ent, résolu ~ar un systè~e de flag s, 
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I V. 5. RESULTATS F0URJ.\JIS PAR LE ~- [0DELE 
Les résu l tats produits par l es simulatio ns du modè le se trouvent en dé -
tai l en annexe. Ce s simul at ions sont au nombre de 8 : en effet, à cha -
que r ésolution correspnnd une exécution du programme de mesur e s sur l e 
système réel . Comme au total, nous avons effectué 8 fois des mesures 
pendant T h eure, nous avons obtenus 8 échant illon s des paramètres d'en-
trée au modèle. A partir de ces paramètre s , nous avons fa it 11 tourner 11 
not r e modè l e" 
Rappelons que les simulations donnent par station les résultats suivants 
temps moyen de service : temps moyen pendant l eque l les cli ent s 
(ceux qu i ont quitt é la station) ont occupé un serveur de la stat ion, 
pourcentage d ' utilisation : pour centage de temps pendant lequel la 
station a été occupée par a u mo ins un client , Attention l es va -
leurs données par la simulation sont relatives par r apport à 1 
si l'on veut un pourcentage, il fau t mult ipli er par 100 , 
nombre moyen de clients présents dans la station. 
- temps moyen de r éponse : temps moyen passé par les clients dans 
l a station (à attendre ou à &tre servi) . 
nombre total de clie~ts ayant qu i i;té l· station. 
IV. 5 . 1 , Etai; stationna ire 
Pour pouvoir obtenir des résultats suffisamment exaci;s e t précis, 
nous e.vons dû déterminer la longueur de la s i mulai:ion, Ce lle-ci 
devait @tre d 1 une part assez grande pour que le modè le a ii; atteint 
un régime stationna i re, mais d'autre a rt assez courte pour le 
temps d I exécution 11 CPFll et 1 1 at eni;e de 1 1 utilisateur, i.~oic i comment 
nous avons procédé : en ob s ervant les diffJreni;s temps de service 
des stations, nous avons estimé qu 1une longueur de s i ~ula~ i on e 
1,000 ,000 uni~és devnii; 2tre c1déquate . 
1 
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Nous avons donc exé cuté une simulation (avec les paramètr es cor r es -
pondant à la 7 ème exécution du mesur eur) du r ant 1 ,000,000 unités en 
prenant soin que celle - ci nous fou rniss e les probabilité s ma r gina l es 
des d i ffé r entes stations, c 1 est- à - d ire les probabili té s qu'il y ait 
0 , 1, 2, o,o n clients p r ésents dans chaque station, Ces p r obab ili-
tés servi r a i ent de cr i tère de compara i son pour établ ir la stationna -
rité. Ce ci étant fait, nous avons r efa it l a même simulat i on (avec 
l es mêmes pa r amètr es) mais durant 1,500,000 un i tés (.soit 1 ,5 x p lu s 
l ongtemps), et de nouveau en demandant dans les r ésultats les pr~ba -
bilités marginal es, Il ne nous restait p l us qu 1 à compare r les pro -
babilités marginales obtenues (ains i que l es autres résu l 1:,ats) des 
deux simulat ions et voir si celles-ci ava i ent changé , auquel cas on 
aurait pu aff irmer que le régiG1e stationna ir e n 1 éta it pas encore at-
te int aprè .s 1,000 , 000 unités , 
En exami nant les r ésultats de ces 2 simulations (cf r, Annexe H) , 
vous pourrez voir qu 1 i l s ne d i ffèrent presque pas et donc qu 1 on peu 
aff irmer que l a simulation a déjà atte i nt sa stationnarité après une 
durée de 1,000,000 unités, C 1 est donc cette longueur cle simulation 
que nous avons adoptée pour les 8 simulations, 
Voici dan.s ce tableau la comparaison de quelques résultats fournis 
par les 2 simu~ations, 
long, simulation 
résultats de 
l a simulation 
_, 
utilisation 11cp[11 ;J 
f'.. uvil isavion PS : 1 I' 
~ u-r,ilisa-i;ion CA~;:_-\L 0 
:Z"br - moyen lients TTY 
.\ibre mo_,-en clien-r,s CPu 
:' emps '.Iloyen servic2 TTY 
Ter:rns --:ioyen 5 er·vic~ CPC 
T2mps moyen .3er,ri.ce CA):.AL 
1,000 , 000 1 , 500,000 
17 
,ïJ 46,96 ..,., 
29, 1 5 28,58 
20,26 19,T2 
24,92 2..J.,97 
0 ,3741 0 , 8..J.73 
) ' --
_. 1 "Ji 21 ,8 
1 , 0 2 ; 1 ,05 
0 1 S, 3 ï S , 07 
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Comparons ma i ntenant le s probabi lités ma rginales de que l ques sta -
tions : 
Station 11 CPU11 
0 2 3 4 5 
durée 1 oOOO oOOO - '> i\Tbre de 
c li ents 
Probabilit é 0 ,523 0,259 0 ,1 21 0 , 0 57 0 , 025 0 , 00 9 
dur ée 1 • 500. 000 -::, i\Jô r e de 
cli ents 
Probabili té 
Station PS : 7 
durée 1 ,0000000 --') ~bre de 
cli ents 
Probabilit é 
dur ée 10500,000 -~ ~ore de 
clients 
0 
0 ,53 0,257 
0 
0, 708 0 ,248 
0 7 
2 3 4 5 
0 ,119 0,0 55 0 , 024 o,oos 
2 3 4 5 
0 , 038 0 , 006 0 , 001 0 , 000 
2 3 4 J 
Probabilité 0 ,714 0 ,243 0,037 0,00 5 0 , 00 1 0 , 000 
Sta -r,ion CA_r L 1 
dur ée 1 , 0000000 ._ _f!Jr e de 
clients 
0 3 5 
Pr obabilit' 0,871 0,1 1-1- 0 , 0 13 0 , 00 2 0 , 000 0 , 000 
durée 1 ,500ÙOOO • ~bre de 
cl i 2nts 
0 2 3 4 5 
?robabili té O ,87 5 0, 111 0 1 0 1 3 0 , 00 2 0 , 000 0 , 000 
~ous constatons q ue les résul ta~s diff~ r ent -r, r ~s ?eu entre l es deux 
simul2.tions, :\ous pou...-ons donc af'f i roer que 1 1 état ta tiormaire es~ 
,:; éjà attein pour une durée de 1 , 000 , 000 u!lités, 
IV 0 S.2 0 Intervalle de confiance 
QNAP nous permet de demander que les différentes simulations nous 
fournissent un interv a ll e de confiance pour l es estimations des ré -
su l tats. Nous avons demand é cet intervall e pour toutes l e s stations 
du modèle ( excepté WAIT~,fErl , LIBTTY et LIBFI L) . Ces interva ll es 
sont établ i s à un niveau de confiance de 95 %, Chaqu e intervalle de 
confiance doi t être interprété comme su i t il y a 95 % de chances 
que la valeur exact e , cel l e correspondant à 1 1 état stat i onnaire du 
modèle, soit dans cet intervalle, 
:'-lais comment QNAP construit- il ces interva lles 0 
Le principe de base est de d ivis er l a dur ée de la simulation en plu-
sieurs blocs su ccessifs, de so rte que l e comportement du modèle dans 
ces interva l les soit statistiquement équi valent et indépendant. Il 
y aur a donc autan t de sous - simul at ions indépendantes qu 1 il y a de 
blocs. On calcule a lors l a moyenne des observations dans chaque 
sous- s i mul ation ; on obtient ainsi un é chant ill on de moyennes indé -
pendantes. La variance d e cet échantill on des moyennes se calcule 
alors sans p r oblème et pe r • et d 1 étab lir 1 1 i nterva lle de confi ance 
cherché, 
Diviser la durée de l a simulat i on en des périodes de ta ill e f ixe 
produi t des blocs qu i satisfont l 1h:y-pothèse d I i ndépendance si la 
taille de ces blocs est suffisamme nt. large. Cette méthode est l a 
;uét.hode par défaut. (celle que nous avons u-r,il is ée ) dans Q:JAP (l 'exé -
cution de l a simulat i on est. divis ée en 700 pé riodes de longueur 
f ixe), Il faudra donc que la dur ée de la si~u l at i on so i t as sez gran-
de, d I a u"tan t. plus que les intervalles de confi2.nce seront, d 1 autan-r, 
plus précis et. étro i t. s 1ue 13 simula1:,ion dure longtemps , 
Gne rè .,,; le emp irique donnée dans le r:-ianuel de référence de Q:\..'..P est 
de d ir que 1 1 on devr ait a·voir au • oins 1 , ·CO services exéc 1 tés 
dans une stat,ion pour que les résultat.s soient. sign i f~cat.ifs , 
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Examinons quelques intervalles de confiance a ins i que le no mb r e de 
services associ és à quelques stations, ~ous les avons puisés dans 
les r ésultats de la 1ère simu l at ion (dont les paramètres proviennent 
de l a 1ère exécution du mesureur). 
1 
!tps moyen ! Noms tps 1 % uti l isat ion Tor e moyen '.'-Jb re moyen i ser-
1 ! 
service 1 clients répons e 1 vices i 1 
1 
11cpu11 ! 8 , 633 
! 
0 ,4494 0 , 778 14 ,77 52669 
+ / - 0, 06871 0 , 009296 0 , 03916 0, 5361 
PS : 1 32,67 0 , 3453 0 , 4257 40 ,28 
10569 
+ / - 0, 4421 0 , 011 65 0 ,01919 0, 8841 
us 41 , 63 0 , 05779 0 , 0 5932 42 ,74 1388 
+ / - 1 , 697 0 , 003963 0 , 004144 1 , 66 3 
NO~T 39,68 0 , 0006694 0,0006694 39,38 
17 
' / - 9 ,65 0 , 00035 52 0 , 0003552 9,65 T 
On constate do nc que les interva ll es sont suff isamment précis, même 
pour 1 1 uni té lTS où l e nombre de passages est de 1 388, Par contre, 
l e s intervalles concernant l e d i sque montable sont beaucoup trop 
l arges (relativement à l'ordre de grandeur de la valeur cenùr ale) , 
ce qu i est normal vu le nombre très fa i ble de servi ces dans cetùe 
stat i on (17) , Si 1 1 on regarde les paramètres d ' entrée, on compren-
dra pourquo i : le d i sque montable n 1 a qu 1 un pourcentage d 'importance 
de 0 ,06 pa r rapport aux autres uni tés , 
I V.5 . 3 . Validité du r.iodèle 
Pour vérifier que le modèle est confo r :ne ~ la réalité, nous allons 
comparer les pourcentages d 1 u~ i li sation des d i fférents serveurs, 
d'une part calculés sur 1 sys~ème réel lors des 8 exécu~io ns du 
mesureur (1) et d 1 autre part fournis par les simulations (2). 
~ous n'avons pas envisagé les pourcenùages d'utilisation ~es tar~i -
naux, v-u c;_u 1 ils n '1 ont pas ét é calculas lors de s :nesur es eù que d2.ns 
notre modèle, ils sont représentés ua r une unique station~• ne in-








De plus, les pourcentages d'ut i lisation des unités (PS:1 , PS:2, 
PS:3, US, ~10NT) sont nécessairement plus grands da ns les r é sultats 
du modèle,vu que le service de ces unités comprend non seulement 
le temps de positionnement mais auss i des temps d'att ente de posi -
tionnement de 1 ou 2 flags (atten~e de fin de transfert de toutes 
les demandes de l 1 autre unité vers la TWQ (*) et attente de fin du 
transfert pa r le canal de tout es l es demandes t r ansf érées d 1 un coup 
de la FWQ vers la TWQ) 0 
Voici un tableau de comparaison des pourcentage s d'utili s ation pour 
les 8 exécutions du mesureur et du modèle. 
.mesureur ( 1 ) 
~ I II III IV V VI VII VIII s 
t1CPU11 ( 1 ) (44,46 [5~,45 [45,95 {43,5: {42,54 f 46,~3 {46 ,7 {34,08 
( 2) 44,94 5J,48 48,48 42,9J 42,59 47, 18 47,73 34,71 
CANAL 0 
( 1 ) r20,47 {32 , 38 c7,89 {20,59 c7,53 c4, 55 C 9, 02 ( 14, 58 
( 2) 25,87 20 , 26 \ 1 4, 93 20,43 33, 92 19, 65 20 , 92 17, 6 
CANAL 1 ( 1 ) r 1 8, 01 c 8 ,25 c4,78 C 2,41 (6,72 {1 8 ,27 ( 2 ,44 C 2,5 l, 8, 76 ( 2) 19 ,2 2 16 , 08 1 2, 59 ~ 17 18, 71 1 2 , 87 13, 17 
CANAL 2 ( 1 ) r71,42 (8, 67 r 15, 34 c4,47 C 4 , 42 { 1 9 , 27 C 4, 19 ( 2,29 
(2) l17,15 , 9 , 97 L 1 6 , 21 1 4, 51 14, 1 2 20 , 0 2 1 5, 25 1 2 , 6 5 
CANAL < (1) 137,22 { 6, 14 · 5 ,6 7,43 [8 ,92 ( 1, 98 16 ,7 { 4 ,8 3 ..J 
{ 5 188 9 [ 7 l 77 6 ( 2) l 38 , 58 6 ,521 9 ,423 1 2, 9 3 l 8 , 071 1 2 , 6 
On peut r ema r ~ue r que l es va l eurs n e diffè r e t Yraiment pas beaucoup 
deux à deux, ce qu ~ amène r a i t à cr oire que notre ~adèle es~ assez 
proche de l a r éali téo 
(*) uni quement dans le cas de 2 uni -':.é s a s s o ci é e s à u...,. A meme canal . 
IV , 5 , 4 . Ana lyse des autres résul tats 
IVo5o4ol. Temps moyen de service 
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ous présentons dans l e tab l eau suivant l e temps de servi ce des 
diffé r entes stations, d ' une part ceux c a lculés par l e mesureur 
(1) et d'autre part c eux fou rnis par l e modè l e (2) 0 De nou-
veau, nous n e tiendroiaS pas compte des d i fférentes unités 
( PS : 1 , PS : 2 , PS : 3, CS , !"!ONT) , vu que l eur temps de service ca l -
culé par le mesureur cor r esp ond au temps moyen de p ositionne-
ment a lors que dans l e modè l e , il faut ajouter à ce temps l es 
différents temps d ' attente dev ant les flags compris dans l e ser-
vice des un i téso 
Nous avons estimé qu 'il était s uff is an d ' établi r l es compa-
r a i sons po ur les 4 premières si~ulations, car ces co• paraisons 
ont été établies, non point pour valider l e modèle (il est en 
effet lo g i que que l es moyennes soient sensiblement éga l es , vu 
que c e lles calcul ée s par le mesureur se rvent de paramètres 
d'entrée pour le servic e des différentes stat i ons d u modè l e) , 
mais pour s 1 assurer du bon fonctionnement de s 0 énérateurs de no• -
bres aléatoi r es du simulateur, 
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. . 
Mesur eur ( 1 ) 
et Modèle (2) I II III IV 
Nom 
TTY ( 1 ) 1 1966,555 1826,5049 2055 , 9435 2024,69~ 1 
( 2) 1994 1849 2096 2070 
+/ - 34,78 33,02 40 ,81 34,82 
11 CPU1 ( 1 ) 8,4382 9,3375 11 ,47 57 9,423 
( 2) 8,533 9,475 11 , 63 9,475 
+/ - 0 ,068 0,078 0, 1 066 0 ,08951 
CAN.,.\L 0 ( 1 ) 17 16 16 1 6 
(2 ) 17 , 09 16, 1 5 1 6 , 1 9 1 6 ,04 
+/ - 0 , 3035 0 ,2456 0,2703 0 , 285 1 
CANAL 1 ( 1 ) 17 17 17 1 8 
( 2 ) 16, 97 17 ,os 17 ,03 18 , 04 
+/- 0 , 3637 0,3019 0 ,3248 0 , 3885 
CANAL 2 ( 1 ) 18 18 18 1 6 
(2) 17 , 88 18 , 06 18,06 1 6, 17 
+/- 0 ,3687 0,3001 0,3570 0,3522 
CA~JAL 3 ( 1 ) 54 183 1 99 50 
( 2) 54, 18 174,4 179 50, 62 
+/ - 1 , 292 1 6 20,37 2,785 
Nous r emar quo ns que l es valeurs obtenues de chaque c6té sont 
sensiblement égales et qu 1 en général l 1 interval~e de conf i ance 








IV.5.4,2. Temps moyens de r éponse 




No u s pouvons formuler deux r ema rques 
I 
- d ' une part , les temps moyens de r ép ons e de s stations à in-
f i n i té de serveurs s ont égaux aux t emps moyens de servic e , 
ce qui est tout à fait normal vu que l e temps d'attente est 
a l or s nul~ 
ex . : Simulation II 
Nom temps moyen de s ervi ce temps moy en de r épons e 
TTY 1849 1849 
Ces 2 temps sont aussi égaux dans le cas d ' une station où l e 
nomb r e de services durant l a simul at ion a été t r ès petit, 
ce qui i mplique qu 'il n'y a pas eu d ' attente . 
ex . 
1 
::-rom temps moyen de temps moyen de :'.lïombre 
1 service réponse servic es ! 
1 
::VlONT 39,38 39,38 17 1 1 
II ,-,fONT 27,8 27 , 8 3 1 
1 1 
IV 1 '.'l01rT 1 45, 96 45 , 96 1 9 ' 
1 1 1 i 
- d'lautre pari , on peut remarquer que pour le 11 cP -11 le temps 
moyen de r éponse est assez i mpo r tan~ relativement au temps 
moyen de servic e , ce qui peut s 1 expliquer pa r le fa it que 
le 11CPun est la stat i on à plus fo r~ pourcentage d 1ut ili sa-
t i on et que le nombre moyen de clients présents dans cette 
stat i on est aussi le plus grand (excepté la stat i on TTY) . 
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CPU % utili sat i on Nombre moyen Temps moyen 1 Temps moyen i 
clients de service de réponse 
1 
' 
Simulation I 44 , 94 0 ,778 8 ,533 14,77 
S imula tion II 55,48 1 , 1 55 9 ,475 19, 72 
S imulation III 48 ,48 o,8687 11 , 63 20,84 
S i mulat ion I V 42,95 0 ,7265 9 ,475 1 6 , OJ 
1 
Simulation V 42,59 0 ,7356 
1 
11 , 57 19 , 98 
Simul at i on VI 47)78 0 , 8821 8 , 608 1 5 , 89 
S i mulation VII 47 ,73 0 1 8741 11 , 02 20, 1 8 
S i mu l at ion VII I 34, 71 0, 52 8 9 ,57 9 14, 59 
SN O I SL1 1JNOJ 
- • L~ L 
1 52 .-
Dans ce travail, nous sommes maintenant arrivés à un point de développement 
où nous disposons d'un outil permettant d 'évaluer l es performances du 
DECSYSTEY!- 20 des Fa cul tés Uni ver si ta ires Not re Dame de Namur . Mais cet 
outi l n 1 est pas parfa i to 
Dans un premier temps, nous avons réal isé un mesureur, grâce auquel nous 
pouvons effectuer des mesures d ' une heure sur l e système réel , A cause de 
la compréhension approfondie du système qu'elle nécessitait et le manque 
de documentation précise concernant certains détails du système , c'est l'é -
laboration de ce mesureur qui a constitué la partie la plus i mportant e et 
la plus lonque de notre travail o Quand cette première étape de la réalisa-
tion de notre outil fut terminée, nous nous trouYions à un moment où le 
système n ' était pas util i sé de manière normale ; il était très peu utilisé. 
Nous n 'avons donc pu effectuer de mesures très "parlantes ". 
Si nous devions formuler une critique v is - à - vis de ce mesureur , c'est que 
d 'une part , il ne peut détermine r exactement le nombre de processus dans 
chaque file auxiliaire et d'autre part, il ne mesure que l es moyennes (et 
les variances) des temps de servi ce des terminaux, processeur , unités d is-
ques et canaux et ne permet aucune conclusion quant aux d i stribu~ions Je 
ces temps. 
Da ns un second temps, nous nous sommes serYis des mesures ainsi effectuées 
sur le système réel, pour les fourn ir comme paramètre d 1 entrée à un modèle 
de files d attente schématisant le système , La r éso lu~i on de ce modèle a 
été limi tée par deux choses : La première est due au fait ·ue las mesures 
n'ont pu @tre réalis ées pour toutes les charges possibles du sys~ème mais 
uniquement sur un système très peu uT, ilisé. La deux i ème esT, la limitation 
impo.sée par le langa 0 e de résolu-i;::.on ;,~e r::odèles iont nous dispo5 i ons ( Q:\A P). 
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Ce modèle peut être sujet à des mod i ficat ions dans ses paramètres et dans 
sa définition pour permettre à l'utilisateur d ' une part de l'adapter aux 
changement s qu'il pourrait envisage r sur le système , et d ' autre part de 
tester la valeur de ces changements . La critique essentielle vis - à - vis 
de ce modèle est qu 'il n'envisage pas la classification dynamique des pro -
cessus dans les classes auxiliaires, telle qu ' e ll e se passe dans le systè -
me réelo 
Ce mémoire nous a permis d ' étudi er , dans certains de ses détails, un sys-
tème d'exploitation particulier et de découvr ir ses mécanismes. Nous avons 
éga l ement eu l'occasion de savoir ce que signifie ré ellement la prise de 
mesur es de performances et 1 1 élabora~ ion d'un modè le d'un système, ce dont 
nous n'avions aucune idée. Par l à 1 nous avons pu découvr ir les limites d 1 un 
outil tel que QNAPo 
S 1 il nous fallait donner suite à ce mémo ire , la p remi ère chose à fa ire se-
ra i t d'exécuter l e mesureur pour l es différentes charges possibles sur le 
système et d'adapter le modèle aux conclusions tirées des mesur es obtenues. 
Ensuite, il faud r ait perfectionner ce mesureur pour étud i er les distr i bu-
tions de temps de service. Le modèle quant à lui pourrait être adapté 
pour inclure la classification dynamique des processus dans les files au-
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.AJ\TNEE 1983-1 984 
Nous nous excusons auprès des lecteurs ae ce m~moire ~our 
les différentes erreurs de dactvlorraphie nu ' ils pourrAient 
rencontrer . Certains problèmes ne nouP ont pes pPrmiP 0P 
relire asse7 e~ profondeur ce volume avent sa duplicP.tion; 
aussi, en vue de faciliter l a comprPhension du lecteur, 
8,· ,- ::F '~rinF> r~re""s.P une li c::te des erreurs les plus importentes. 
Dans celle-ci, nous reprenons chaoue fois une partie de la 
phrase où l 'erreur se s itue et soulienons le ou les mots 
erronés tels qu 'i ls doi vent ê t r e lue::. 
P• 6. •••• et de mémoire virtuelle avec ~agination . 
p. 10. (I.1.4.) - Co~rant : le processus occupe le proces seur •••• 
p. 18. ( 2° § ) •••• le faire passer dans l' Ptet Prêt-A~tif. 
Un processus en attente est donc un processus 
dans l'état Blooué-Actif, Blo~uP-Inactif ou 
Prêt-Inactif••••• 
p. 19. ( 3. ) crédit+ reste du "auantum") 3000 ms••••• 
p. 24. (1-0 § ) 
(dern.§) 
• • • • décrire la manière dont un processus•••• 
... 
• • • • : le nombre maximum de p:rocessus lui 
appartenant, donc •••• 
-·--·---- - _ __,, ____ ----------
•' 
p . 26 . ( ( 1 ) ) •••• disponible pour les processus utilisateurs 
• • • • et volon tai r ement àu ba lance set lorEnu ' il 
effe ctue •••• 
( 1) ) ( Cet te méthode est connue da.n s. la • ••• 
• • • • "Round Robin Method") • 
. . . . 
p . 28 . (dern . §) • •• • scheduler oui décide nuel processus à exÉcuter . 
p . 29 . ( I . 5.) •••• , imprimantes, • • • nui elles son t l onfUes . 
p . 30 . (I.5 . 2.) • • •• préféren ce aux demandes de lecture. En 
favori s ant la. lecture, on tend à rt du ire le te.m:is 
d ' at ten t e des processus dû Bu swappin,r,- cP.r un 
proc essus attend e: énéralemen t rour une lectu re 
tandi s oue l es écritures sont plutôt fPnt. rf>es 
p . 31 • 
par l a " Local Garbae:e Collection" . 
• • • • supé r i eur pour leouel il existe une demande 
de lecture. 
•••• supérieur pou r l eouel i l existe une demande 
d 'écriture. 
•••• inférieur pour l equel il existe u.ne demande 
de lecture. 
•••• inférieur pou r leauel i l existe une demande 
d'écriture. 
p. 33. (I.6.1.) •••• des valeurs s' étendant de 1 à 20 ; •••• 
p. 34. ( 2° § ) •••• et non chaque processus pri s • ••• 
P• 38. (fig .I.5.) 
.. 
GO- LI STE 
- Les proèessu s Blooués--Inactifs ne s e t rouven t 
pas dans la GO-LISTE, •••• 
- ·-··- -
- -·- -- ---- -
• 
p. 39. (fig.I.6.) 
~ 
p. 49. ( 1 0 § ) 
p. 51: ( (3)Rem.) 
p. 59. ( 1 0 § ) 
!! • 77. ( _: 0 ( 
p ~ 87 . (3c ~ 
p . 92 . 
p . 111 . ( r v. 2 . 5 . ) 
p . 124 . (2° § ) 
p . 129 . ( 2° § ) 
p . 1 56 . 
La transition PA ( BA doi t être ori ent Pe 
dans ce sens. 
La transittôn BA ) BI n e doi t pA.S exi s t er 
dans cette fi gure. 
Création d ,m{ processus. 
• • • • centrale (file devant ô ) .... 
• • • • selon les niveaux de priori t ~ despro cessus, • •• 
• ••• du bras de lecture) (cfr.r.5.2.). 
• • • • cumuler sur Il i Il lPf" l!.À i_ I' P J n -; i I l ' • 
• • C. e- dans les listes d'attente pour entré ec::: / 
sorties sur ter min al • • • • • 
•••• plus pr éci s vu nue la tai lle de l ' PchAntillon . 
4) Quand le sous- modèle con tien t ulusieur s 
chaî nes fermées . 
•••• t hé orie de la décomposabilit 0 ur esnu8 
compl ète (cfr . IV . 2 . 6.) : •• • • 
• • • 
• • • • ( ••• • l ' Rut re la s •,n chronif'Rti.0 ·-, r"pp r' i _~~ -1PP 
et canaux • 
•••• dé compositions prAcP.dentes, le troisi cime 
niveau d ' agré~ation respecte la thPorie de la 
décomposabilité pr esque compl è te, par contre, 
le deuxi ème ne l a respecte pas . 
l VER) René Ver haegen 
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PRINCIPALES TABLES DU MONITEUR 
A.1-
Cette, annexe contient. une brève description des principales tables du moniteur. 
Commençons, Q1 abord par celles que nous avons employées 
CDB. :- Channel Data Block 
Cet·te table, une- par canal, cont.ient des instructions et des, données: pour le 
canal associé· : des informations sur le canal, des pointeurs vers les unités 
(UDB) du. canal, des informations- sur l'unité courante, le "compteur de. fiabi-
lité" \voir étude du. système)_, des instructions de· contrôle pour l'interruption 
du. canal . • ~ 
Fork Run Queue Table 
Il existe deux- tables FKQ. Elle~ décrivent les files auxiliaires des proce$-
La. première (FKQl),. contient pour chaque- processus, le reste, de, quantUI!li qu'il 
peut:. encore exécuter dans la file auxiliaire où il se trouve. 
La deuxième (FKQ2), contient pour chaque. processus, le numéro de la file aux.1.-
liaire où- iI s~ trouv~, et l'~dresse- de la liste où il se trouve- (TTYLIST, 
GOLST' •.. ) ou:c L'inde~ de la table BALSET si le processus se trouve· en mémoire 
centrale. 
IORB Input/OutpuC Request Black 
Quand un~ demande d'entrée/sortie pour diques et bandes se produit, on cons-
truit. un:. bloc pour cette demande. Si la demande est pour une bande, ce bloc 
est long, pour un disque, il est:. généralement. court, mais, quelques fois, il 
arrive qu'il soit long. 
IL contient. notamment un ''status •·•~ un pointeur vers 1' IORB suivant, l'adresse 
de l'unité physique (si nécessaire) ... 
A.2-
KDB Kontroller Data Black 
Uniquement. dans le cas de bandes magnétiques, un contrôleur s'intercale entre 
le canal (COB) et les unités (UDB). 
Ce- bloc, un par contrôleur contient. des informations sur le contrôleur associé 
et notamment des pointeurs vers ses unités . 
SDB Structure Data Black 
Une structure. est la manière- dont les· informations sont mémorisées. Une s.truc-
ture peut s'étendr~ sur plusieurs unité& et. il . existe plusieurs types de struc-
t.ure·s: _ La structure- PS est. la "Public structure" et elle s'étend sur trois 
unité& (ESl, PS2, PS3). 
Le bloc SDB. contient des informations s.ur les unités de la structure, sur- la. 
"master directory" (ex.: roat-directory) et sur la structure elle-même. 
STR TAB :o Structure Data Block 
Cette tabler- indexée par le-- numéro de la structure, contient un pointeur 
vers- chaque- SDB. du système., · 
UDff Unit Data Black 
Cette table, une par unité, contient. des· informations sur l'activité de l' uni-
té, telles· q.ue des pointeurs vers le> CDB, vers le SDB, vers le KDB (si il exis-
te), vers les files d'attente pour le positionnement (PWQ) et pour le transfert 
(TWQ), telles que la positio~ courante du bras, le processus qui possède l'uni-
té .. . 
A.3-
Les blocs de données pour les canaux, les contrôleurs, les unités et pour les 
demandes Q1 entrée/sorties s'organisent selon la figure suivante : 

















Lat.able CHNTAB (décrite ci-après) contient: l'adresse du CDB de chaque canal. 
Dans le cas des disques, le CDB <L'un canal contient l'adresse de tous les UDB's 
des unités ratachées à ce canal. Tandis que pour les bandes, le CDB contient. 
L'adresse de tous les KDB.' s attachés et le KDB contient. 1' adresse' de tous les 
UDB' s;, attachés . A chaque- unité sont: associées- deux files, ci' IORB' s : celle pour 
le positionnement: (PWQ) et celle pour le transfert (TWQ). L'UDB de chaque 
unité: contient un pointeur vers le début de chaque. file et chaque IORB point.e 
vers 1' IORB suivant. dans la fil.e. 
A.5-
Décrivons maintenanL quelques autres tables importantes du.. système. 
BALS-ET :. Balance Set. Table: 
Cette table. cont.ient: tous; les processus ayant leur "working set.11 en mémoire 
centrale- (voie chapitre: I : étude· du système) _ Et: pour chaque processus , un 
status r indiquanL SL ce processus attend pour une E/S courte (disque ou bande) 
ou. non .. .. 
Cette table n'est pas ordonrtée . 
BSPT :. Balane~ Set: Process Tabl ~ 
Cet.te table est parallèle- à . la, table BALSET . Elle permet d'ordonner BALSET' 
grâce à. deux: séries de pointeurs. A. chaque processus de "balse·t" sont associé.s 
ull' po:inteur ver .le processuS/. précédent et. un pointeur vers le processus, su,i-
vant Le$ pointeurs ver$ le- débute~ l~ fin d~ la list~ sont gardés dan~ 1~ 
partie: résidente, du moniteur _ 
BSQ :. Balance Set QuantUID' Table 
Cette: table contient. pouc chaque- processus de "balset", .son "balance set 
quantum!"_ 
CHNTAB Channel Table 




DEVCHR Device Characteristic's Table 
Cette: table (indexée par le numéro de "service") contient les caractérist i ques, 
le type et les modes de: travail de chaque- "device". 
FKJOB Fork Job Table' 
Cette table (indexée par le numéro du processus) contient pour chaque proces-
su5,, le numéro de- son ".job". et l'adresse du JSB (décrit ci- après) de son 
"job". 
FKPT Fork List Pointer Table 
Cette . table- (indexée par le- numéro du processus) contient pour chaque processus. 
du.. système un pointeur _ Il sert à.. enchainer les- processus de chaque. liste. de-· 
processuSl- du système (ex.. ; TTILST, CLKLST', GOLST, ... ) . 
JOBET Job Process· Table 
Cette table (indexée par le numéro de "job"), contient pour chaque "job" du_ 
système, le- numéro· de terminal de contrôle de- ce "job" (" - 1" si le "job" est. 
détaché:) e l'index. du. p.rocessus de niveau. supérieur de ce "job" . 
JOBRT Job Runtime Table 
Cette table (indexée par le:- numéro de "job"), contient. pour chaque "job", le 
temps total pendant. lequel il s'est exécuté. 
A. l-
JSB Job Storage Block 
Un teL bloc existe· pour chaque "job" du système·. Il contient des informations 
telles. que- :- la: struc.tureë du bloc, le- numéro du terminal de contrôle, une table 
de correspondance ent.re les. adresses initiales. et les adresses en mémoire cen-
trale des·. pages du "job", et beaucoup d'autres informations sur les pages du 
"'job'". 
PSB Process Storage Block 
Ce- bloc est:. semblable au. précédent, mais pour chaque processus. du système:. Il 
contient des: informations: telles. que ~ le PC et. les AC' s du. processus quand il 
ne s'exécute pas,. la table· de correspondance entre pages mutuel les et pages. en 
M.C et_ beaucoup d.' autres informations sur les. pages, du processus. 
ANN&.X'E. B 
PRINCIPALES TABLES ACCESSIBLES PAR GETAB-
B.1.-
Dans, cette: annexe, nous, nous- contenterons d'exposer les tables que nous, avons 
jugées les plus importantes ainsi que- celles que nous- avons utilisées- pour nos 
mesures:. Pour plus d'informations, il faudra, se· référer au "Monitor Cal ls 
Reference Manue·i". 
L'appel GETAB, accepte comme< paramètre le numéro d'identification d'une table 
fourni par L'appel SYSGT' ou. obtenu dans le fichier MONSYM et· il permet d'entrer 
dans cette table pour y puiser l'information contenue _ 
Nous, donnerons. pour chaque t:ab le retenue, le nom de la table, l'indice pour 
accéder à urr élément de- cette table (s.i il en existe- un) et une explication. du. 





























Numéro de série du processus. 
Date et heure- de la génération du système.-
Informations sur le "debugging" 
Caractéristiques d'appareil ("device") 
Nom. du "device" en SIXBIT incluant: le 
n° d.'unité, p. ex-., MTA 3. 
MG: numéro du job auquel le "device" est 
assigné, ou -1 si le "device" n'est 
pa& assigné, ou -2 si il est. r€serv€ 
pour l"allocateur de device" 
MD numéro d'unité., ou -1 si le "device" 
n'a, pas,. d'unités ( p·. ex.. :- DSK), 
informations. sur les:. erreurs sur tambours., 
("drum'') 
informations sur les ·erreurs sur disqu~ 
informations. sur le moment. d'arrêt. du s..ys-
tème 
"High Queue Load Averages." :. 
nombre moyen de processus présent$ dan~ la 
GOLISTE etc les files auxil.iaires·. O., 1, 2· 
ou 3 
informations sur l'utilisation du réseau 
ARPANET (numéro de connection interne.-, 
adresses deg,. buffers.., etc. •.. . ) 
"job" propriétaire pour les "jobs" créés 
par CRJOB' 
MG réservé pour- DEC' 
MD indice dans les tables du système pour 
le programme - système utilisé par ce 
"job" 
Nom. en SIXBIT du programme s'ex€cutant dans 
ce "job" 




























numéro de ligne du terminal quL con-
trôle: le "job" ou-1 s'il n'y en a. pas; 
("job" détaché) 
information sur le "logging" 
"Low Queue.· Load Averages" : nombre moyen 
de- processus présents dans la GOLISTK et 
les files auxiliaires~ ou 5 
différentes informations à propos de chaque. 
connection interne (buffers, nombre de bit& · 
envoyés: ou reçus,, etc ... ) 
11
·status table" opérationnelle-- d' AREANET' 
Table à. un mot contenant le- nombra de pages _ 
physiqueSc da mémoire ferrite ("core") dis,-
ponibles- dans. le système pour les utilisa-
teurs; 
pages- pour- le· '_'swapping" par défaut 
informations sur les pseudo-TTY (nombre et. 
n• TTY du premier) 
Temps ci' exécution accumulé' par les "jobs" 
dans les- n files .. du "scheduler" 
Nom. SIXBIT' du programme système 
Nombre d' é"chantillons, dans le- calcul de 
L'intégrale de la taille du working-set 
Nombre total de défauts de page du program-
me- système-
Intégrale dans le temps de la taille du 
"working set" 





































Nom en SIXBIT de toutes les tables GETAB 
Table très, importante qui fournit" les st"a-
tistiques du.:moniteur~ Il est à noter que 
cette table peut être modifiée ou augmentée 
dans le cas où des routines de mesure se-
raien~ ajoutées au système 
Temps inutilisé : aucun "job" n'est. exécu-
tab l e- ( "runnab le") 
Temps- d' at"tente avec un ou plusieurs- 11 jobs 
runnables"· (attente de transfert de pages 
vers la mémoire centrale) 
Temps; passé dans le "scheduler" 
Temps passé· pour exécuter le "trappin~• du 
" ·pager" 
Intégrale- dans. le temps du. nombre: de- pro-
cessus dans: le "balance set" 
Intégrale dan& le temp~ du nombre de pro-
cessus~ "runnable" 
Temps utilisateur 
I n tégrale dans- le temps- du nombre· de pro-
ces sus dans "High Queue" ( fi.les O, 1, 2 et" 
3) 
I n tégral~ dans le temps du nombre de pro-
cessus. dans. "Low: Queue" (files 4- et S) 








"String" ASCIZ. identifiant le nom du systè-
me-, la. vers ion et. la data 
table d'un mot contenant le nombre de 
"clock ticks" par seconde 
MG: numéro positif du job contrôle- par le 
terminal, ou -1 si: la ligne· n'est pas 
assignée, ou -2 si la ligne est cou-
ramment assignée ou le numéro de "job" 
auquel elle est assignée 
MD -1 si aucun processus n'est en attente 
pour un~ entrée à ce terminal, sinon 
une autre valeur que -1 
. 1 
MODULE~ Dlf MONITEUR UTILISES 
C..1-
1. Gestion et allocation des, processus et de la mémoire 
PAGEM 
Ce module- gère les· pages du. système:. Il contient: l e code: des: routines de 
g·estion de- la mémoire-, de gestion des 11 swapping!', la gestion des défauts, 
de- pages ... 
SCHED 
Ce module gère: les process-u&, et l'accès de ceux-ci à la: mémoire centrale. 
Il c.ontient. les routines. de· changement. de contexte, le 11 scheduler 11 , les rou-
tines d'initialisation des processus, les routines d~ désactivation des pro-
c:essus ~ ~ _ 
Z Gestiom des unités 
PHYH2 
C~ module ~ère les contrôleurs : initialisation, terminaison et recouvrement. 
cl!' erreurs.. Quan·d une interruption survient ,. i l effectue l.' ana.lyse principa-
le et appelle la routine pour L'unité appropriée. 
:eHYMZ 
Ce module, contient: le- code pour la gestion des bandes.. magnétiques. 
PHYP4-
Ce module contient: le cod~ pour la gestion des disques. 
IL trait~, la positionnement du bras, le transfert et le recouvrement d'er-
reurs pour les disques . 
C.2-
PHYSIO 
Ce module gère les: Entrées/Sorties pour les ·canaux: et les unités disques et 
bandes.. Il met: dans la file correcte, les demandes d' E/S, choisi la . "meil-
leure" demande: pour Le- positionnement et: demande l' F.;/S. 
Il. tra-ite les interruptions venant de PHY.H2. 
CeS' modules__ pour la; gestion des, Entrées/ Sorties. sur disques et bandes: s 'organi-
sent: selon' le. schéma: suivant:. 
Magtap~ I/0 request 
(bandes) 
: P H- Y. S I O 1 
1 
1 
1·. p H. y H 2. ' 
1 1 
1 (contrôleur) ! 
1 1 




Les demandes d.' E/S sont. soumises, à. PHYSIO via, les modules PAGEM et MAGTAP. 
PHYSIO traite- les: E/ S, physique·s et passe. la. main aux modules PHYH2, PHYM2, 
PHYP4 pour effectuer leurs fonctions. 
C-.3-
3. Gestiorr de la Base de données 
· PHYPAR 
Ce module est: en fait: un fichier universel, utilisé par PHYSIO (et: certains.. 
modules associés). Il contient les dé-finitions du bloc de données; des ca-
naux:: ( CDB), de- la table- de "dispatching". des canaux, du· bloc de· données, dea 
unités (UDB), de: la: table de "dispatching"· des unités., des blocs de- demande 
d·' F./ S' ( IORB) •. 
PROLOG 
C.'-est: ull' fichier de parametre ,; d' ass-ignements- de mémoire, et: de dé.finit.ions. 
de macros,: Il définit les grandes r:égions. de: 1' es.pace adresse du moniteur. 
mais: aus·si les PSB et' JSB. 
STG-
L,' occupat:ionc de la mémoir:e:- du moniteur (résident: et non résident) es.t: défi-
nie ic.i. 
A.NN-EXK D: 
QNAP ~ QUEUING NETWORK ANALYSIS PACKAGE 
D.1-
QNAP est: un outil destiné à décrire, traiter- et. résoudre des modèles de files 
d'attente appelés souvent réseaux. 
Notre- but. dans. cette annexe est. de décrire le stricte· minimum pour être, c:apable.-
de-, comprendre: et. utiliser QNAP·. 
QNAP compacte: un langage de spécification pour décr i re le modèle. et. contrôler 
sa résolution, ainsi que plusieurs. modules de-, résolution (SOLVERS) implemen-
tant dif férentes techniques . 
Nou& allons; ci' abord.,. dans la 1ère part'ie décrire les principaux mécanismes de 
modélisation, ens.uite ,. la 2ème part'ie traitera du langage de spécification et 
noua terminerons dans la 3ème partie par les différents modules de résolutiorr 
et leurs conditions d ''application 
D.2-
L. LES MECANISMES DE MODELISATION 
Un réseau. est constitué: d.' un ensemble de stations entre lesquelles. circulent: 
des; c:Lients~ . Ces' c:lients; peuvent: a ppartenir: à des classes différentes c:a,-
racté.risées. par des- comportements différents-, des services. différents. dans.. 
les stations et. des transit.ions- différente5, entre les stations-. 






Dans cette partie, nous allons expliquer les différents mécanismes permet-
tant une telle modélisation en réseau. 
Tout: d'abord, les stat:ions peuvent:. être de• 4 types 
serveur 
sémaphores (point I.9) 
- ressources (point I.10)· 
- source (point 1.11) 
Ensuite·, les stations de type serveur sont décrites par 
leur file d'attente (I.2) 
leur serveur ( I. 1 , I. 3, I. 4) 
les niveau~ de priorité deL clients dans cette station (I.5) 
- la transit.ion vers une autre station en sortant de cette station ( I. 6) 
Ajoutons qu'un client en cours de service· peut. en créer· un autre ( I. 7) 
Et:. n'oublions pas. que l'on peut. synchroniser. les clients dans le système au 
ma.yen de flags ( I. 8) . 
Certaines possibilités ne sont: significatives. que- pour des- "SOLVERS" parti-
culiers. Nous n'en tiendrons pas. compte ici, nous donnerons plutôt une des,-
cription globale des mécanismes. 
r .1. - Les serveurs 
-------
Un serveur effectue- un service pour les clients de la station (service 
décrit plus loin). Quand le- service est terminé, le client. est envoyé 
vers une autre station selon les probabilités de transition. Le serveur 
sert: alors le client suivant. S'il n'y en a pas, le serveur reste libre. 
REMARQUE ; Un client est servi par un seul serveur à la fois. 
Il existe plusieurs. types: de serveurs, les vo1.c1. 
- serveur unique 
Ie serveur trait.e:> u~ seul client. à, la, fois ~ 
- serveur multiple· ( n) .. 
le serveur traite- n c:lients. à- la fois-.. 
c•·est en fait n serveurs absolwnent 
identiques. assoc.iés à, l ai même file _ 
- serveur- infini 
le serveur peuc ser.v1.r tous - les c.lients-
à: la fois ~ Il agit comme s:i il était: 
compos·ê d'une i nfinité de serveurs iden-
tiques., associéSt à\ la: même file· Le: client: 
entrant. dans, une telle, station; trouve t:ou.-




1 file r s·erveur 
• 
-• 1 file 
• 
n s ei:::veurs-. 
• 






I.2. - Organisation des_files d'attente 
La. discipline de la. file détermine· quelle· position un nouveau client doit 




le nouve·au;. client est · placé en fin de file 
iL est placé en début de file 
FIE0 +- PRI0R : chaque c:l.ient'. a· un niveau de priorité.. Les: client& 
sont. placés dan~ _la file selon leur priorit@: la 
plus. grande priorité. en début de- file • 
Iés., clients de priorités,. égales sont placés selon la 
discipline FIF0 
LIE0· +- PRt0R., :: ideœ. mais les clients- de priorités égales. s·ont. pl.acés 
selon. la discipline,- LIF0 
Ere même- temps. que: la: discipline' de la:. file, on doit: prendre en compte la 
manière dont: L'allocation du serveur est faite (point suivant:). 
I'. 3-• - L:' a:llocat:iorr du-. serveur 
L "ailloc.at:iom d'u: serveur est la. manière- dont on choisit'. dans; la file, le 
prochain client à servir. 
Les. différents: types, d'allocation sont 
- St'at.ion. sans. quantum• ni preemption. 
Le:- serveur se-ra ré:alloué: immédiatement après le départ du (ou des) 
cLient(s) courant(s). Quand. un client: ent:re dans la station, si il 
existe- un serveur libre, il lui est: immédiatement alloué sinon, il 
attend dans la file-. 
U1:1 client quitt'e la. station quand son service est terminé ou quand un 
autre- client l'oblige- à. partir. Le serveur est alors alloué. au pre-
mier c.lient de la fi.le. 
D.6-
Stat·ion avec préemption 
Dès qu'un client: de- priorité supérieure à celle du client courant 
arrive dans la file, le. service est interrompu, le client courant re-
tourne -dan ' la file et: le serveur est immédiatement: alloué· au. nouveau 
client: 
La préemption peut êt.re utilisée avec: les disciplines LIFO et: PRIOR. 
~ Station avec quantum 
Le quantum est une quantit~ de temps. Quand le client a reçu du ser-
veur une- période< de· temps ég_ale- au quantum, il est envoyé. à- la fin de 
la file, et: le client suivant. est. servi. 
Le. quantum (quantité), peut. être différent par classe de clients. 
Dans, une même station, on ne- _peut· pas. utiliser une- allocation par 
quanttll'ID en même: temps, qu'-une- allocation avec preemption et/ ou. une· dis-
cipline PRIOR . 
I.4.~ - te service 
Le service" œ'un, client dans une station commence- dès le. moment. où le- ser-
veur est ~noué à ce client. Le. service- p.eut: êt.re différent par classe-
de clients., Ce service comprend deux choses: 
la:: demande- de- travail 
C,' est:. la. quantité de. travail demandée- par un client. dans- une- station. 
Cette- quantité peut être donnée soit par une valeur constante soit 
par une distribution. de· probabilité. 
La station peut:. travailler avec: un taux de service spécifié (valeur 
par défaut:= 1). Ce taux peut être- considéré comme la vitesse à la-
quelle le serveu~ traite la demande. de- travail du client présent dans 
la station. Il peut. être constant ou variable : dépendant du nombre 
de clients da~s la file. Ce taux peut être- différent par classe de 
clients. 
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La demande de travail du client. divisée par le taux de service du ser-
veur donne: la· période de· temps- passée · par le client dans le serveur-
- Opérations de manipulation d'objets 
' Pendant: son service, un client peut effectuer les opérations suivante 
qui seront: dé•c.rites. plus loin _ Il peut. : 
- forcer la. trans.it:ion. d.' un· client vers une, st:ation (I. 6) 
- créer. de nouveaux: c:l ients ( I. 7) 
- tesl:"er ou, établir l'état: d'un flag (I.8) 
- demander o~ donner un laisser-passer sur un sémaphore (I.~) 
demander ou relacher une ressource (I.10) 
libérer un. client en. attente ( 1.8 ,. I. 9, I. 10) 
C'es opérations se- font. ài I "intérieur d'un service,., mais. ne- consomment:. 
auc:un temps de: servi.ce_ Ce sont:. des opérations- int:ant·anées.. Un 
c:Iient mis en état:. d'attente ne peut. plus être servi : il est bloqué . 
S'i un serveur es.t: a,lloué ~ ce client: bloqué" le. ser.veur devient inac-
tif mais toujours allou~ à ce client bloqu~. 
Le service d~un client: est terminé quand: 
- soit: l& demande de travail et. les- opérations de ce servi.ce. sont termi-
nées.. 
- soit quand, · Ie c:lient demande pour quitter la station .pendant: son. servL-
ce ou qut il est fore~ par un. autre client. de la quitter _ Dans ce cas-, 
le serv,ic.e est interrompu et ne peut être repris.. 
L.5 - - L~ niveau d~ priorité des clients 
Ch.aque client a: un: niveau. de priorité qui peut varier durant sa v1.e dans 
le modèle .. 
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On peut. changer la priorité d'un client de différentes manières, 
- le paramètre PRIOR d'une· sta t ion 
Définit pour chaque classe·, le- niveau de priorité des- clients- entrant. 
dans. la; station. Les.. classes de clients. pour lesquelles aucun niveauc 
de prioritê n'est défini gardent. leur priorité précédente. 
~ la procédure TRANSIT: dans un service 
Force· la. Crans ition du client effectuant ce service ve.rs une stat.ion-
de·st:ination et avec: un niveau de priorité. spécifié. La paramètre 
TRANSIT de la. station que le client quitte et le paramètre PRIOR de 
l a. station où, le client entre. ne. sont pas pris en considération ~ 
la. procédure PRIOR dans un service 
Modifie la priorité d'un client de la file. associée-- au., serv~ce. c~ 
client peut; être celui en cours, d.e ser.vice- ou. un, client en attente 
Remarq_uons que- 5,i l'allocation: du. serveur se. fait av:ec- préemption~ 
ce-Ia peut. interrompre Ie service du client: "courant" en faveur d.' u 
c:lient: de priorité, supérieure-.. 
r.6. Transition d.'un client 
-------..-----
L transition- à rurv c:lient d'une statioœ ver$ une- autre-- station est déter-
minée- de-cr plusieurs manière s,_ 
Le- paramètre TRANSIT d'une- station 
IL définit la station-destination d'un client ayant fini son service 
dan~ cette statiorr. Il peut y avoir plusieurs stations-destination 
diffé"rentes, mais, il faut. alors spécifier la probabilité d'aller vers -
chacune d'entre-- elles. 
r r ~ 
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- la procédure TRANSIT" dans le: servi.ce du. client. 
Un client: effectuant: un tel service force la transition d'un client: 
d'une certaine file vers une autre file, avec la classe· et la priorité 
spêc:if~ée par la. procédure TRANSIT". SL le client: forcé à. changer: d.e 
file- est en cours. de service-, le- service est interrompu et: · ne peut 
être repris . 
Le paramètre TRANSIT de la station que le- client: quitte' est ignoré. 
- procédure- MOVE: dans: le servi.ce d'un client 
Un: client: effectuant: un t:el servi.ce force· la transition du, 1er c.lient 
d'une- station. désignée ver~ une. autre statiorn. Le paramètre TRANSIT 
de- la s:tat:ion que le client quitte es,t' ignoré. 
Cr€at:ioœ d'un client: dans· le service d~un autre client: 
------------------------------ -
rrm crient en cours de service peut. en créer dynamiquement uœ autre qui 
aural le& memes. caracté'ris.t:iques: ( priorit.é> et: classe) que- son 11·père". 
Kais; 1er filsi n•est envoyé: dans, aucune· file. Pour cela,. il_ faut. employer 
la procédure- TRANS.l'i qui permet également.. de- modifier la pria.rit€ du fils 
cré:é~ 
te ftag; est un moyen. de· synchronisation. des clients plus simple que les 
sémaphores- et: les. res·sources ~ 
I l exist"e deux é.tats possibles pour un- flag 
s.et: et: reset 
/ 
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Les opérations: qu.' un. client: effectuant un, servi.ce. peut exécuter sur urr, 
flag; sont : 
- la création' dynamique: avec comme, état. initial du. flag :. reset.. 
- mettre. le flag, dans, L'état set: :: tous; les- c:lient:5, attendant:. sur ce fiag; 
sont alors libérés;. 
mettre, le fla~ dans- l'état reset: 
forcer uro- c;:lient ou;, se force:r lui-même à, attendre> qu.' un certain;. flag; 
soit dans;, l' é'tat set: 
- forc:e-r un. certain: c:lient:: (01.L lui même-) à, quitt.er. son état. d'attente. 
d'u fiag. Ce crient. peut. donc: continuer son service,. s'il. n'est pas 
· b>Ioqué);. ait.leurs;. 
L 9 ~ - Le·s: sémaphores __, ____ . -
Un.· sémaphore à une fone:tioœ similaire au. flag, mais il a en. plus un comp-
teui:-.... 
Ce comp~eu~ est. : 
so-it. te nombre de: la:iss:er-passers.- disponibles: s!'il est positif 
soit: le nombre. de clients en attenteè s:·"Ï.L est négatif -
Les différent:es. opérations- poss;ih.les qu.' un: c::Iient: effectuant.. un serv1.c·e, 
peut.. faire sur un:. sémaphore sont: 
- d'emande·r un. la-isser:-pas.ser 
s;' il y- en, a:, encore:-,. décrémenter I.e compteur d! une unité 
s..' ïI n"y,. eru a:. plu&,, le' c:lient: est bloqué et placé dans: la. file asso-
cié'e aw sémaphore 
- - rendre son: laisser-passer et: donc incrémenter le compteur 
- d;êtruire toutes; le·s demandes. d'un client sur un sémaphore·, et· donc 
le- débloquer s-' il n·' est pas: bloqué ail leurs. 
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I.10 - - Les- ressources-
Une ressource- est: une s t.ation cons-tituée, d'une file et: de une ou.. plu-
sieurs: unitész de:: ressourc:es; (serveur passif). 
Les différentes- opé·rat.ions. qu'un client: effectuant: un service peut faire: 
s.ur une- ressource., sont. : 
- demander une- ressource 
chaque c lient: peut: demander plusieur$ ressources simultanément. Si la 
demande n'est: pas satisfaite., le client est bloqué jusqu'à. ce que. la. 
res:source- soit: disponible . 
- re.lacher une ressource- et. donc la rendre dis-ponible pour un autre 
client. 
Um client. ne peut. relacher une ressource- que si il l'a demandée avant . 
- détruire· toutes. les demandes d' utl' client. sur une, ressourc.e . 
Remarquons. q,u' un, modè-le constitué- par un. ensemble de serveurs; peut être: 
remplacé par un modète- symétrique const.itué de- ressources .. 
Lll - Station source-
l.fne station: source est: une station particulière qui génère- des.. clients 
infiniment:. L'intervalle. de. temps entre deux. générations est défini par 
Ia: demande de travail faite dans le- service de la station (voir I.4). 
E.IIe peut'. ê :t::r;et considérée comme- une station à serveur simple initialisée 
avec; un nombre infini de clients dans:.. sa file. 
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11. LANGAGK OK SPECIFICATION 
C-e langag_e comporte: 2. niveaux; 
- urr langage de: "contrôle' t- pour décrire le réseau 
- un; lang_ag algorithmique qui ressemble. atL PASCAL. et complète le langage 
de cont.rôle_ 
Nous nous. limiterons:. ici. à une description générale de, ces deux. lang.ages 
visant. plus. ici une compréhens.ion des possibilités de QNAP que- de: rendre; 
capable d'utiliser syntaxiquement parlant. QNAP. Une telle description syn-
taxique figure par ailleurs. dans le "manuel de référence" de. QNAP- ., 
Toute-fais,,, il faut: remarquer que l'on peut: utiliser le langage· algorithmi-
que- s:ans pour autant: utiliser le langage de "contrôle't. Dans ce cas., QNAP" 
est. identique- à, uih langage t:e:l quei PASCAL-
Avant: de passer ~ la description du langage en lui-même-,. il est. bon, de 
signaler ou.. de< rappeler le& di.fférents. types de-· données manipulés, par 
QNAP'-
CeSi type de données. sont:' répartis en 4- groupes. 
1) types: scalaires: 
C:e, sont: des variab,les •non.-structurées. qµi. sont 
- des. INTEGE.Rs,. 
- de,s; REAL&.-
- des, BOOLEANs::, 
- ou: des STRING& .. 
L''utilisateur ne- peut: pas créer lui-même- d ' autres types scalaires. 
2) les: types tables. ou variables dimensionnées 
Ce sont: des- variables structurées. 
IL s'agit: de, collections d.' éléments_ du même type· 





Ce t:ab:les, peuvent ê'tra à: une · ou, plusieurs dimensions. 
Type,~ dimension et longueur sont: définis par l'ut:ilisateur. 
-3), les types objets. 
Ce sont. des variable$ structurées. 
IL S,'agit: €galement de collections di-élément&- mais. contrairement: au 




s·a -it: tab,ies... 
Ces éléments: sont ap.pelé les;, attribut& des objets.. 
- IL existe- des,. types et' objet:.s prédéfinis avec- deS\ attributSî prédéfi 
nis:_ 
Mai& l'utilisateur peut leur ajouter de~ attribut:~ qu'il déclarera 
lui-même. 
Ces types, d tobjet:s. préféfinis sont QUEUE: ( la file: de. la. station) 
CLASS ( la. classe du client:) 
CUSTOMER (l~ client:) 
exemples •. 
QUEUK INTEGEK N 
FLA~ 
déclaration d I un· attribut "INTEGER" pour les 
files 
CUSTOMER REAL. A,B· ;- déc l aration. de- 2 attributs "REAL" pour les 
QUEUE REAL STAT ( 5) 
clients 
déclaration d'un attribut étant une table 
de 5 "REALs" . 
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- L'utilisateur peut: également définir lui-même- d'autres types 
d..'objets, en: énumérant les attributs de ce type'. d'objet. 
exemple,. :· 




QUEUE DISK( N) 
REAL. :r ; 
dé:c:laration du. type d'objet "NODE..'' ayant 2'. paramètres- formels. 
(NT)- ee 4. attributs. (N, CPU, DISK (N), T). 
4,.), Ies. types références, 
Ce sont. des variables.. non structurées. 
lfne référenc est. caractérisée: par le type d'objet: qu..' elle peut réfê-
ce-ncer_ 
exempte 
E"m début de prog,ramme. on. d€clare> 
QUEUE: CPU l ,. CPUZ. ;; 
REF' QUEUE. Q'.. ;:· la réf€rence Q peut référencer le type. d'objet: QUEUE: 
Plus. loiœ dans. le langage algorithmique 
Q:: = CPUl ; Q référence la file· CPUl 
5) le s.: listes. 
Les-. liste& fac:itit:ent: la dés i gnation et la- manipulation: d'objets et 
de variahle~ du même type. 
exemples :. 
on: a, déclaré 
INTEGER N'. =-· l O, L. ( N) ;. 
QUEUE DISK' ( 20) , CPU 
REY QUEUE: Q (30) 
et: dans, le langage: algorithmique-
L. : = l STEP L UNTIL. N: ;, 1 is te: des, n premiers. entiers 
L. = 1 . REPEAT' N ; 1 is te• de n "l." 
Q: :., =- ALE.QUEUE ;: liste- det toutes.. les files. déclarée s;. 
rr~Z~ - · t~ langa~e algorithmique 
C'e langage es.t: très proche du. PASCAL et comporte· 
l) des; instructions de- décl:arat:ion. 
- dé"ciarat:ions. de variab·les- et: de tables• 
- déclaration$ d ~at:tributs 
- déc:tarations de. types d'objets; 
- dé'clarat:ions et' ob.j_ets-
- ··déc:larations. de. r€férence·s~ 
- d€clarations: de Iabetsi 
. - âéc-Iarations de p1:océdu:re•Si-
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- des. init:iaitisat:ions. s:tàt:iq_ues des données; manipulées.. Si certain.es:: 
fmti:alisations ne sont:: pas. explicitées,. il existe de SJ. valeurs par 
défaut:. . 
i.nteg.ers; = 0 
reals. :s. 0-
booleans :: FALSE 
strings.. :.. empty 
rê:férenc:es:: :. NIL.-
2)· des. express-ions 
Ce& expressions sont simples., ou. conditionne·lles ~ Elles utilisent les 
opé-rateu~s~ clas·s,iques: :. 
- opérateur& d~ relations:. 
< ,. > =, <>,, <=, >= 
- opérateur5, mathématiques 
+-, -~ *,/,OK, AND, NOT' 
C:es·. expressions peuvent être 
- des constantes;,. 
- des, variables,, 
- des, appels de fonctions., 
- ou:. des. listes,. de données _ 
3)- des. instructions 
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Ces. instructions sont:. à peu de· choses:- prè& celles, d.e PASCAL. 
- s:imp-les. ou composées 
- instructions d'affectation 




- appeis. à desi procédures 
t~ certaine$ sont: définies par QNAP 
* procédures d'impression des. résultats;. 
PRIN'!', ERINTF" : pour écrire une ligne. 
OUTPUT' :: pour impriiner les.. résultats:. de la. s.imulation du. 
modèle . 
*- sauvetage. et res·tauration du modèle 
SAVE., ( S) 
RE'STORE [ ( S)] 
*" appel$ aux::modules de résolution 
SOLVE,. MARKOV,, S-IMUL. 
* demande de travail ( par le servi.ce d'une station) 
CST (a), EXE (a) ... 
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* procédure& d& synchronisatiorr (voir concepts) 
E ( [c:,J q L1c:J [,i] ) . 
force le client "c" à demander la ressource- ou le sémapho- -
re• as·socié à: la file: "q"·. 
Cet.te- demande es t. faite avec lac pciorité: "i" e·t: la classe 
•rie• . 
Si. "c.:" n'est. pas: spécifié, on prend le client. courant:- ,. a L 
"k" et:/ ou. "i.,. ne sont: paSs spécifiés·, orr prend la clas-se-
et/ou la priorité du client . 
V ( [ cl ,q) 
relacher une ressource ou un sémaphore. 
FREK ( c,, [ q·, E] ) 
détruire les demande sr. sur· une ressource ou. un. sémaphore 
WA:L'I:' ( [ c J· f) 
att:endre-- qu'un flag: soit: dans, 1 •·é.tat: set.. 
SET' (f) 
RESE.T' ( f) 
mettre· un. flag: dans; l'état: set ou re.set 
PRIOR' ( (c.J )· 
vo.ir- r_5 
TRANSIT ( [ c ~ -- q [, ic} 
voir- I".5 " Lo 
MO'l.lE ( ql, q2) 
voir r. 6: 
2.'.. l' ut:ilisat:eur peut aussi définir lui-même des· procédures. 
- appel à: des fonc.t:ions prédéfinies 
*- fom: t:ions mathématiques: 
AB$ (a.), FIX. (a) 
-k" génération. "random." 
EX:e-· (a), HEXP (a) 
-k> ace.ès aux. résultats à. la fin de la résolution 
MSERVICE, MBUSYPC'r 
* cr€ation d'objets 
NEW- (a) 
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Un- programme, QNAP- comprend différentes, parties.. fonctionnelles, introduites;. 





: déclaration des identifiants 
(déclarations. du. langage algorithmique) 
desc·ription des caractéristiques d'une station 
:. spécification des· paramètres· de contrôle 
·algorithme d'·exécution : instructions: du langage- algorithmi-
que 
/TERMINAL/ : exécution inte-ractive du. programme 
sont lues- à partir du. terminaL 
les commande·s su.ivantes 
/RESTART/' = introduction, d.' un nouveau. modèle- et remise- à, l'état init:iaL 
de QNAP 
/END/ fin du fichier source QNAP'. 
Les; commandes: DECLARE: et EXEC: ceprennent les instructions du langag,e-
alg.orithmique 
tes commandes TERMINAL.,_ RES-TART et. END ne. comportent ni instructions-,.. ni 
par:ametre-s;. Il ne: reste plus qu} à détail 1er les. commandes STATION et 
CONTROL. 
N. B'~ :- En utilisant: uniquement:. les commandes; DECLARE et EXE.C > on ~ à no-
tre disposition. un langage traditionnel ( tel PASCAL), tandis. qu'en 

















QUEUE, A,B ; 
NAME. = A. ,. 
INIT = 1 
TMAX - rooo. 
SIMUL ; 
NAME.. = A 
INIT = 3: 
SIMIIL ; 
nwc - 5000. 
SIMUL, ~ 
NAME: = A 





NAME:_ = A ; 
SERVICE: = EXP ( 5) 
SOLVE. 
nombre de clients dans la' station A,. 
durée de· la. simulation 
lère· simulation avec un client: pen-
dant: une- durée. de 1 . 000 
2ème- simulat:ion avec trois c.lients. 
pendant. une durée de 1.000 
3ème- simulatioœ avec trois client~ 
pour une- durée de 5.000 
description dQ modèle 
le reste: est' lQ à. partir du. terminal 









I) / STATION/ 
QUEUK A, B, C 
Cr.;A.SS' X, Y; 
NAMK = A. 
,. 
S-IMUL. ; 
QUEUE: A, B, C,. D. 
SOLVE 
Il.20-
résolution d'un modèle 
résolution Q 1 un deuxième modèle 
n'ayant. plus rien à avoir avec: 
le premier 
Le but:' de- cette> C'ommande> es..t:. de- décrire- une ou plus·ieurS, stations;. du. 
modèle 
Voici les différents paramè·tres. de cette commande 






QUEUE.. CPU-,, DK( 10} 
NAMK = CPU ; 
NAME.-=- DK ( 1. STEP l UNTIL.. 5) 
NAMK = CPU 
définition d~ stations associées 
aux 5 premières files de DK. (10) 
altération de la définition précé-
dente- de la stat:.ion CPU 
- TYPE:.= spécifie le- type · de la station. 
TYPE = *' SERVEUR [,multiple-] 
*- RESSOURCE~ Gmultipltj 
*-' SEMAPHORE.:. [:multiple]_ 
-k SOURCE 
où. mult:ipl.e: = -k:- SINGLE 
* MULTIPLE.. (integer) 
-kc INFINITE 
D.21~ 
- SCHID· = précise· la,. disc.ipline et 1' algorithme: de ges·tion. de la, file·. 
SCHED = · order [,PRIOR1 [,PREEMPT} 
/ PRIOlt. C PREEMP·T} 
/QUANTUM l<reau1 
order = FIFO/ LIFO. FILO/PS 






avec. un- taux. de service- divisé: par n· 
n, =· nombre- -ie- clients: dans. la: station:. 
QUEUf! UC°,, DK-~ CHANNEL ; 
IN.TEGER. NPROC: ; 
NA.ME:= UC ; 
TYPE: = MULTIPLE ( NEROC) , ( NPROC. == nombre> de serveurs de· 





NA.ME;= DK ;_ 
NAME:' = CHANNEL 
TYPE.:= RESSOURCE: 
SCHED· =- QUANTUM, ( 0, 2) 
(par. défaut, , ce serveur est un 
serveur "SIMPLE" et a une 
discipline de. file "FIFO") 
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- INIT' (dass) = integer 
initialise le, nombre de- clients dans la file, par classe.. 
exemple- : 
/DECURE/ QUEUE: A,. B ; 
GLASS, X, Y ,, 
INTEGER' N- ; 
/STATION!' 
/STATION/ 
NAME:_ = A 
INIT (X)= 2; 
NAME = B 
INIT' = N: 
SERVI:C:E. (clas·s) = stat:ement. 
INI.T (y) = 4- (nomb.re de clients.. e t: 
dans, les: classes X. et Y) 
s·pécifie, pai- C'lasse de clients. le- sei:vice que le· serveur:· do·it:: 
effectuer~ 
Ce, service est: c-omposé-· de deux: choses :" 
· - une demandeê de travail selon une-o distributionr de- :probabilité 




QUEUE'. A,- SEM: ;; 
CLAS5- X.,-- Y,., Z'. ; 
REAL. SA. ; 
NAME. =A.; 
SERVICE. (X) =, CST' (4) 
SERVICE: ( Y) =- HEXP' ( SA, 16-) 
SERVICE:.= BEGIN 
EXP ( 12~) 
P ( SEM) ;. 





(dEfinit le service- des: 
clients de classe Z) 
- TRANSIT (class) = transit.ion -- list 
ATTENTION: à ne pas- confondre avec la procédure TRANSIT qu~ l'on 
peut: effectuer à l'intérieur d'un service· .. 
Ce p·ai::amèt:re décrit. pour les;, clients sortant. de cette s tatiorr. et:: pa 
c:lasse- de dient.s-,. les. stations: destinat:ionS'à et: les probabilités, de< · 
transition" as-so·ciées-... 
exemp·le :._ 
/STATION/ NAi.'1.E... = A ;, 
SERVICEt = 
I'. 
TRANSI.T CxY =- A, o • .s ,,. :a, o.3, c. ; . 
en. ut:ilisant des probabilités: relatives 
TRANSI.T' (X). A,. 10,, .B:,. 6.,. C:, 4 ~ 
A. 131 fim de- son service,, le- client: de classe- X: v a:. ve-rs. la: st.at:'ion. 
- A, avec une probabilité· 0..5 
- B avec une .. probabilité 0 ~3 
- C. av.:ec une· probab.il i t .é O. 2 
TRANSI.'r ( Y} =-A» z::~ 1,, C"' Y. ~ Z, OUT',, l ;. 
A. tar fim de: som sei:v·ice,. Ie client de clas,se y· va. ve.rs. la.. st:-ati on:. 
- A avec: une: proh 1/ 4. et une- priorit€ Z. 
- C avec une prob 2/ 4, et: une priorité: Y 
- our avec· une-- prob 1/ 4 
- RATE. (ciass;) = real 
spécifie: la, vii:-esse· à! laquelle: l e OU, l.es serveurs de lai s t ation tra-
vaillent: . 
II. s .' agit: du nombre: d'unités. de> travail accomplies:- pendant une unit€ 
de temps. Ce taux. peu t:: ê-tre différent: pour chaque- classe·~ 
exemple:. 
./STATION/ NAME: = A. ; 
SERVICE.. = EXP' ( S) 
RATE: =- 2 • o· ; 
RATK (X) = RX 
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- PRIOR. (class) = integer 
ATTENTION : à . ne- pàs- confondre- avec: la'. procédure: PRlOR que L'on, peut: 
effectuer~ l'intérieur d'un service. 
Ce paramètre détermine:- le niveau. de priorité: des. clients· entrant. dans: 




NAME. ::r. UC 
ERIOR (X,. Y) = PX. 
PRIOR'. = 2 . •. , 
NAME = UK ~ 
SCHED" =- PRIO&, PREEME't 
P.RIOll. ( Y') = L ; 




~ QlIANTUM: (c::Iass) · - rea:L 
Ail.toue par classe une· tranche de temps dans 1&· st:at:ion_ 
:Ce QUANTUM! du paramèt.re SCHED est cons-idér€ connne- une valeur de 
d~faut: si le paramè·tre- QUANTUM" n'est: pas spécifié/~. 
e-xemp'1e :-
/S.T"ATION/ NAME = UC ;, 
· SCHED = QUAN-TUM ( 0. 3) ;. 
QUANTIIM: ( X)? :s. QT ;, 
. est: Equivalent à 
/STATION/ NAM&:= UC ; 
S.CHED = QUANTUM. 
QUANTUM: (X) - QT , 
QlIANTUM. = 0 • 3 
Il. 25-
- COPY = Queue 











NAME.- DKL ~ COPY DKO 
NAME- = DK2.. COPY' DKO PRIOlt ( Y) = 0 
PRIOR remplace- le: paramètre correspondant:' 
de DKO, ou. s..'y· ajoute._ 
N- B'.- :' (c:Iass,); es;t chaque- fois facultatif et: peut être. une liste de 
c:la&ses;_ . 
Z) /C0WIR0t/ 
C'el:t:e- c01111Dande' sert:: à modifier les,. valeurs p~r- défaut des; paramètres;. 
internes de QN:AR . 
Voici. les différents paramètres 
- yaramètres_qAi contrô'lent. les E/ 'li 
O'2T.ION, :. paramètre qui contrôle l' impress·ion des; résultats; 





UN·IT' :: paramètre qui. contrôle les différents numéros. d·' unité logique 
as:soc:iêsc · aux fichiers; d'entrée./ sortie- de~ QNAP. 
- .E.a!.~~~-q~ contr~~~~ ré~ucti~-
CLASS- -. queue list.e 
demande des statistiques sur les:, classes des. stations spéci-
fiées. .. 
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MARGINAL. = queue-lise 
demande les, probabilités marginales-. (globalement. ou pour 
chaque· classe-) pour les stat,ions spécifiées-. 
Erob marg,,ina'1e -pour une- station.=- Erob, que: cett.e-
s-tat,ion contienne O ,_. l ... . . n, clients .. 
ENTRY = st'atements· 
décrit une séquence d'instructions, qui doit:: être, exécutée-
av:ant: chaque résoluti.on du modèle. 
ex :. - irritial.isat:ion _de variables utilisées dans; /STATION/ 
- impressions 
EX.IT' - statements. 
dé'.crit: une sé'quence- d'instructions- qui doit: être- exécutée après.-
chaque'_ résolut.ion: du modèle _ 
ex. :. calcuL de résultatSl- supplémentaires. 
impres.sions._ 
CON.UERGENCK =- reaI.-lis:t' 
modifie Ia! v:aleur par défaut de:, ce·rtains paramètres de. 
SOLVE:. e.t: MARKOV'. 
- .2:..aramètre~3Ai contrôlent: la. simulation: 
TMAX ~- re-al 
contr61~ la. durée- maximum. de: la; simulation:. 
PER:I:Oll' - rea.I. 
donne la:. période- d' â.ct:ivatioru de- la:. séquence' test (voir para-
mètre- TEST) 
RANDOM. = · integer 
donne- une. valeur de dé.part au générateur congruentie 1 •. 
---- -------- -- -
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TRACE: = real. [.,realJ. 
donne le moment: où. 1 1 on va co~encer et: le- moment où 1' on va:, 
terminer à, garder la. trace- dei tous. les; événements, garder tous 
les;; résul.t.ats; intérmédiaires-_ 
ACCURACY = queue lis t 
spécifie les. s tat.ion$ pour les quel les.. il faut: calculer. 
1 1 intervalle,- de c onfiance. 
TEST - stateme.nts. 
décrit une séquence d'instructions à exécuter: à- intervalles;: 
réguliers, pendant; la simulation. 
CORRELATION= ~ueue Iist. 
demander., pour les fil.es s.pé.cifiées.: la vérification, de& 
mesures faites pendant. la simulation . 
- .e.a~ amètr~s~di v~.!. 
NMAX-- inceg.er 
utilisé po-ur augmenter les nombres maximuœ de classes: dis·ponibles 
dans. un modèle. 
ALIAS ; [( idenc, ident)} [: .. • • -1 
donne la, possibilité· de donner urr identifiant alias, à un. iden.~ 








OPTION = NSOURCE:, NRESULT' 
UNIT = OUTPUT' ( 6:) 
CLASS· = NIL 
MARG I NAL == ALL QUEUE 
TMA.X = T' 
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r1r. LE~ MODULES DE RESOLUTION 
, 
Nous- allons. traiter ic.i des:. différents modules.. de résolution. de QNAP et: de 
leur$ condition$ ct.'applicat:ion-
Les. modules. de: réso Iut:iorr:. sont:. appelés. dan& la commande EXEC. sous, l.a forme 
- SOL.Va ( •rnollll der so·l veur:") 
- MARKO~ 
- S,IMUL 
À. la: fin. de> la r:éso lut-ion, les; r€sultats- sont imprimés-, dans · un rappor.t 
standard, selon les- paramètres OPTION", CLASS, et MARGINAL. de la command.e 
[C0NTR0L/ (v.o,i i:: :CI~3) -
Les diffé·rentSt ré'suit:ats; imprimés dans. le, rapport standard sont:. pour cha-
que stat:ion 
- le- facte.ur d:'"ut:ilisat.ion-
~-a,-œ le: pourcentag_e de temps pendant: lequel le serveur ( ressource), 
est:.. occupé 
Il est é'g.a.I à: 0 dans le cas. d '·une station- infinie 
- l e temps moyen de: service.-
c:.-a-d. le- temps moyen- de s-ervice: tel que le- voit: le· client _ 
- le temps; mo,yen da répons e 
c:.-a-d Ia: somme d1.1,. temps d' attent~ et: du temps. de service~ 
- le nombre:- moyen de c.l ients, dans la: stat'ioa 
le "THROUGHPUT0 moyen. 
· c:-a.-ct le: nombre moyen- de: clients serv1.s:- par unité de temps. · 
Rappelons que t' on peut obtenir- ces informations, a1.ns 1. que· d'autres au 
moyen:. de fonctions ( voir Lang.age algorithmique) • 
A ce rapport:. $ 1'ajout.ent: les probabilités marginales et la trace,, s1. on 
leSi a:. demand€es • 
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rrr:. 1 .. - Les, "solvers 11 analytiques: SOLVE. 
Les. solve.rs. analytiques.. sont.. de& modules- de résolution approximatifs, 
OUL exact$ Leur& t:emp& de, résolution sont t9ujoura inférieurs & ceux 
du: MARKOV' ou. SIMUL. 
- conditions;. d'application 
Les;. solvers, analytiques. ne sont. pas, applicables. à tous- les types, de-
rés-eaux_ 
C'ert'aine&• restrictions: doivent: être.: faites sur plusieurs point.s. _ 
l) les t:.rans-it:.ions : 
- -------
Elle& peuvent: ê·tre différentes:: par classe·s. .. 
Lai clas-se: d'un. client:. peut: être: modifi€e pendant. une trans,ition .• 
Les probabi 1 i tés, de transi tion ne peuve·n t:. pas- dépendre de: l'état: 
du, sys:tème~ 
Zl les sei:v:-1.ces, :: 
-------
!l.s sonc .. ré'd.uit:s ài une simple. demande de trava:iL. Les. procédures:. 
d'e synchronisat:ioo. ·sont. interdites.. Ils. n& peuveni;, pas-. dépendre: 
<le ! .~état. du: réseau-QI 
3) le.!. ty~e~ de stations ~ 
Il. ne peut:: P'a& Y' avoir de stations. ressources,. de s.émaphores ,_ de., 
f .Iag,S: e de, fi les,. sans; ser;v; ic:e ~ 
4)· _!_~scheduling; :: 
te_ quantum: nt est: pas:: permis ... 
5} les- réseaux: 
.., Dé-finitions. 
l sous-chaine= un· ensemb l e d~ paires (station, classe) qui communi-
quent entre ellea selon les transitions définies dans, le modèle. 
exemple-
IN-' -----'!)w, 
A - a est: une- sous-chaine 
&-c-u-c:.~t~e~u~~ri~ 








I sous-chaine fermé'e - l' sous-chaine- dont: lat population est' cons·tan-
te~ Une t.eLle sous-chaine ne contient: pas de- stat ion-sourcec ni de 
file- OUT'-
exemp.Ie- : C:. - D - C; 
l sous-chaine ouvert:e ~ 1 sous-chaine, quL. contient aU- moins une sta-
tion.. source et:. un~ filec OUT~ 
exemple ::. A. - E ;: A - C - D C: 
l réseau.. fermé - l rése·au. dont: toutes. les sous-chaines. sont: ferméeS'. 
1 ré'seau. ouvert: ,,.. l réseau dont:. toutes, les, sous-chaines. sont ouver-
tes. 
l réseau mixt.e = l rés·eau qui contient aU: moins une sous-chaine ou-
verte et au. moins. une sous-chaine fermée .. 
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~ Restrictions : 
l sous-chaine ouverte· doit. contenir seulement une station-source-. 
l réseau ouvert. doit: avo-1.r soit une- seule station-source pour toutes: 
les. sous;-crraines 
soit une station source- différente pour 
crraque sous-chain~. 
I réseau. mixte- do.it. avou: une: stat:ion, source- différente- pour chaqt1e;. 
sous-chaine· ouvertes .. 
1 station- source ne. peut: pas. envoyer les client5, directement: dans. 
une· file OUT. 
L class-e-- de c.l ients• donnée do1.t appartenir. à; une seule- sous-chaine_ 
ergodicité: : pour chaque paire (station A, clas:se X), le client. 
quittant la: stat:io"Ql A avec la classe X, doit y, retourner avec. la-
même clas;se aprè-s une- période finie . 
- tes différent& •~solve.rs!'· analytiques, 
Voici la liste des; œifférents:. solvers, analytiquesi- dont QNA? dispose_ 
Certains sot~er~ peuvenc avoir des condition~ d•applicat.ion plu~ res-
treintes (lue,. celle$ énumé:ré·es ci-dessus. 
CONVOI;, (algor:ithmer de. convolution). 
MVA.. (mean: value- analysis,), 
MVANCA (meaœ value analysis. and· normalized, convolution algorithms,) 
HEIJRSNC: (scn.we-it:z.er,., Neuse and chandy heuris,tic: alg_orithms-) 
PRIROPR: (Veran, algorithm for preempt:.ive priority scheduling.) 
!TERATIV (Ma-rie iterat'ive-: algo1:ithms.) 
D!FFU (Gelembe and E1.1-ialle d.iffusion algorithms-) 
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III. Z. - Le solver makovien MARKOV 
Ce: module donne une- résolution théorique des, réseaux:. Il est exact:. 
Mais c.onsonnne> énormément:. de temps CPU. 
- conditions, d'application 
1) .!_e_rés~a~ doit être' fermé, il peut: y avoir une, ou. plusieurs C'lasse·s. 
de: c.lient·s-. 
2) !,e!_ s:tatio~s_pennises sont 
serveursc simples..., multiples,, infinis> files simples (sans: services) 
Tandis q_ue. les- ressources. et sémaphores.. ne sont: pas permis. 
3') les. y:chedulin~-permis sont : 
·EIEO~ LIFO avec ou. s-ans. priorités 
avec, ou.. sans. preemption. 
PS' 
Ici aus-s-i" le quantum;. n'est pas permis .. 
4.l les servi.ces. ~ 
------·-
Une seule- demande- de- travail est permise. Elle- peut: ê.tre- pré.cl!"d'ée 
ou. suivie d''instruct:.ion& dé-finissant ce.rtaine5, dépendances: . Le> 
taux: de service peut dépendre du. nombre de- clients dan$ chaque. sta-
tion; (g.Iobaiement ou pour ·chaque classe:) 
ex· :: SERVICE: ::- IF CUSTNB (A) ( 3'-
THEN' EXP- ( 2) 
ELSE'. ERLANG'. ( 2 , 3) 
5) le·s transitions; 
--------
les procédures:: TRANSIT et MOVE. peuvent être: utilisées.. Elles doi-
vent apparaî:tre dans. la. de-sc:ription du. service après- une procédure: 
'de demande de s.erv,ice-. 
6-) le: taux de service de. chaque: serveur- d' u_ne station peut dépendre du. 
nombre de clients dans cette· station • 
T) . les transitions instantanées- · 
Après . avoir effe·ctué une t ·rans ition. à la fin d'un service il est 
possible: d'initialiser d'autres; transitions. instantanées, sous des 
conditionS' dépendant du nombre de clients, dans; chaque. scation. 
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III:_ 3. •. - La, simulation, SIMUL 
C.' est. une. simulation· en:. é.vé·nement discret du. modèle- étudié. Cette 
fac;on:- de résoudre um modèle- prend beaucoup deo temps CPU. Mais, plus., 
la: simu.lat:ioœ es,t longue-, meilleur5, seront les résultats. 
rc.i,_ tous. le m€canismes.· peuvent être uciLisés. excepté :-
- le scheduling:. PS 
- le taux. de< service- dépendant du. nombre de client.s dans la file_ 
AN,- NEXE E 















•••• ROUTINES ET DONNEES nr SN O OP *** 
;•················································ 
11sewr==l 
use rel: 1 
Pase utilisRteur ou les routines dP mesure sont ecrites . 
Pase ou les routines de mesure sont relosees 
lori<.: 
defbkPt! 
block 1 ;Pase moniteur ou les routines sont 'lockees' 
;s"INSERTION DES PAGES DAN~ LE MONITEUR* 
JSY snooP,Zil,snPlrl,1,%I(usewrl,-, <ercal errtrt> 
,r,overr, 2, thOrtF-a~ 
RET 
;* DEFINITION DES BRCAK POINTS* 
CNPATC latterm,newst,?,, ( ercal errtrt> J 
SNF'ATC I er,tcP•J, skd , i? , , , <e rca l e r rt rt > 1 
SNPATC (cPuter,wtcon2,2,, <ercal errtrt> J 
SNPATC (cPuter,wtrnn?,7,, <ercal errtrt> l 
SNPATC (CPUCPIJ,schuP c ,3,, ( ercal e rrtrt >) 
SNPATC ( cPuSol,aJbs 0 ,1,, <ercal e r rtrt ) ) 
SNPATC (cPuSol,aJbl 6 9 ,1,, ( er c al err t rt ) ) 
SNF'ATC ( c Puuni ,s10J , J .1, , <ercal errtrt > ) 
SNr·ATC ( debPos, strtPl, 6,, ,::ercal errtrt> l 
SNPATC (fir,Pos,int ;> ,,. <ercal errtrt> l 
SNF'ATC ( finPos,PhwPdn,1,, <ercal errtrt> > 
SNF'ATC (Posr,ul ,sio4, J,, <e-rcal errtrt> l 
SNPATC ( Posnul,sekl,JO, , <ercal errtrt> l 
SNF'ATC ( Posnul,Pc,sJ , 6 , , <ercal errtrt> J 
SNrATC ( Posnul,Pdnl,5,, <ercal errtrt > l 
SNPATC (debtra,strtil,26,, <ercal errtrt > 
SNPATC (fintra,intdon,3,, <ercal errtrt> J 
SNF'ATC ltranul,strti0,2,, <ercal errtrt > l 
SNF'ATC Ctranul, x frchb,14,, ( ercal errtrt> l 
SNrATC ( tranul,unickn,62,, <ercal errtrt> I 
SNF'ATC CtrPonu,strtPf,11,, <ercal errtrt ) ) 
SNF'ATC (abtrek,rstl,4,, <ercal errtrt> l 
SNf"ATC Cde~hbl, x frch~,10,, <ercal errtrt > l 
SNF'ATC ( debhbl,unick0,56,, ( ercal errtrt> > 
SNf'ATC l tstiPo,uninv0,3, , <er c al errtrt ) ) 
SNF'ATC Ctstitr,unin vO,S,, <erc al errtrt> I 
SNF'AT C ( eliorb,doni. rr,,::'O, , <ercal errtrt> J 














;~ ACQUISITION DES ADRESSES DU MONITEUR* 
SNPADD ltodclk,, , <@rral errtrt> J 
SNPADD (fkstat,,, <erral @rrtrt > J 
SNPADD (tcotst, ,, <er~~l errtrt>J 
SNPADD (ttob@t,,, <Prral errtrt> J 
SNPADD (tcitst,,, <Prral errtrt> > 
SNPADD (fka2,,, <ercal errtrt> J 
SNPADD (cstl,,, <ercal errtrt> > 
SNPADD (cstS,,, <ercal errtrt> J 
SNPADD lstrtab,,, <erral errtrt> J 
RET 
i* RELOCATION DCS ROUTINCS DE HCSURC * 
n,ove 7, n,onF-ag 
s•Jb 7,•Jserel 
im•Jli 7,1000 
icalcul d@ la difference d'adressage 
FOR 6,%IldebmonJ,%Jlendmon J ,1 
OD 
hrrz 1 , 16 ) 
IF <GTI 1,F > 
TKCN addn, 7, 1 6) 
FI 
ine F-as relo9er les ac 
E.2-
FOR 6,%Ildebabsl,%I l endabs ) ,1 ne F-as reloger les instructions~ 
adresses absolues 
OD 
hrrz 4, ( 6 ) 
hrrz 1, 14> 
IF <GTI t,P > 
THEN move ?,7 
e:-: ch 2, 14 l 
s ubm 2, ( 4 ) 
FI 
move i,monpag 
n,ovem 1, use rel 
RET 
i* INSERTION DES BREAK POINTS* 
JSY sr,ooF•,;n1,snF-ih l , - , --, -· , <ercal errtrt> 
RET 
i* ENLEVEMENT DES BREAK POINTS* 
JSY sr,00F-,%I ( ,sr,Prbl, -- ,--,-, <ercal errtrt> 
RET 
I* LIBERATION DE L ' ESPACE DANS LE MONITEUR* 
JSY !è'nooP,%I l ,5nF-•Jl),- -,-,-, <ercal errtrt> 
RET 
i*** LISTE DES ADRESSES DES INSTRUCTIONS A ADRESSE ARSOLUE *** 
debabs=. 
e ndabs=, ·-1 
;**************************************** 
;***PAGEA INSERER DANS LE MONITEUR*** 
;**************************************** 
loc lOOO*•Jsewr 
;•:u DECLARATION [1ES DOIINEES *** 
saveac: b 1 ocl<. 3 
111o~ter: block 6 






todcH. : 0 
est. 1: 0 
cst5: 0 
strtab:O 
moYcF-•J: b 1 ocl<. 6 
v.;,rc1>1J! block 6 
dP.bCF-IJ: 0 
CF-t.CF-i ! 0 
nuw,fil: 0 
CF-tCF-0 ! b l ock 6 
outter: block 6 
out.cF-•J! block 6 
o•Jt.Sol ! bloc!<. 6 
o•Jt.all: block 6 
outuni: bloc!<. 6 
PS ! 0 
IJ S: .o 
zone de sauvetase des accumulateurs 
moyenne de l'attente au x terminaux 
comPteurs du nbre d ' attentes aux terminaux 
ë>dresse du moniteur 
Rdresse du moniteur 
Rdresse du moniteur 
.;,dresse du 111oniteur 
adresse du moniteur 
adresse du moniteur 
.;,dresse du moniteur 
adresse du moniteur 
.;,dresse du moniteur 
moyenne du temPs Passe dans le CPU 
variance du temPs Passe dans le cPu 
moment de l ' entree dans le cru 
nombre d'entrees dans le ~PU 
numero de ia file auxiliaire 
nombre de sorties du CPU (Par file) 
Prbb de trans terminaux (PRr file) 
Prob de trans CPU ( par file) 
Prob de trans GO-LISTE (Pë>r file) 
Prob de trans unites (par file) 
Pourcentase vers chaoue unite 
string 
string 
moment du debut du Positionnement 
nnmbre de Positionnements 
; moyenne du temPs de Pos 
variance du temps de POS 
nnmbre de changts PWQ-- > TWQ 
moment du debut du trans fert. 
nnmbre de transferts 
moyenne du temps de trans 
va riance du temPs de trans 
nbre de SUF-Pression des demandes d ' une unit.e 
nbre de v e r ifications du f:13 
E.3-
deb>JPO: b 1 ocl<. 6 
cPt.Pos: b l ock 6 
n,OYPOS! block 6 
v arPos: block 6 
CF·scar,: block 6 
debutr: block 6 
cPttra: block 6 
n,o;it.ra: block 6 
vart ra: block 6 
abortr: block 6 
cPt.hbl ! bloc!< 6 
CPt.irb: block 6 nbre d ' IORBs aJoutes lors de l ' elimination d ' un JORB 
Pt1Jni ! 0 
Pt.fil! 0 
debmon! 
;*** AF'F'EL AU X ROUTINES 
atterm: CALL atermO 
CPtJter! CALL cPterO 
entcF--u! CALL encP•JO 
C FIJ Cr'IJ ! CA LL CPC'F·•JO 
CP>Jg Q 1 : CALL cpgo lO 
c,=..iJ1Jni: CALL c,=,uniO 
debF·os: CALL debPoO 
finF-os ! CALL finPoO 
Posnu l: CALL Posn•JO 
debtra: CAL L debtrO 
fintr a: CALL fintrO 
tranul : CALL tranuO 
t rPOrtlJ ! CALL trPonO 
abt re~. : CALL abreoO 
debhbl: CALL debhbO 
tstiF·o: CALL tstiPO 
tstitr: CALL tstitO 
el io rb: CALL elirbO 
bwte Feinter du nu mero d e l ' unite 
bwte Pointer du numero de file 
; debut des routines a inserer dans moniteur 
flF. ME SURE *** 
; *** MESURE DE L'ATTENTE AU TERMINAL , INSERER A N[WST + 2 (SCHED> *** 




carr,r, 2, tcotst 
Jurr,F-a aterml 
camn 2,ttobet 
J•JmF-a ate rnr 1 
camn 2,tcitst 
JumF-a aterrr,f 
drr,oYe 2, saYeac 
RET 









;)verifie si l'attente etait bien due~ une 
;) E/S sur terminal 
; )oui 
; ) 
; ) O•Ji 
;) 
j )01Ji 
; ) r,on 
tl c ontient le tF-s d ' attente au terminal 
; determination du no de la file auxiliaire 
;) calcul mo~enne (F>ar file) 
; comF-teur du nbre dR mesures (F>ar file> 
E.4-
E.5-
I*** MESURE DE L'ENTREE DANS LE CPU , INSERER A GKDJ2 CSCHED> *** 
enr~uo: ~ovem 2,saveac 
",ove 2 ,@todc 1 k 
",ove"' 2, debcP•J 
aos cPtcPi 






saisie dtJ temps en millisecondes 
comPtetJr du nbr de proces entrant dans le rF-u 
determination du no de la file auxiliaire 
et memorisation 
I*** SORTIE CPU--· >TERHINAUX J f'ROB DE TRANG , INSCRCR A WTCON2+2 ET A WTCON217 
CSCHED> *** 
CPterO: dmovem 2,saveac 
ski Pn debcP•J 
Jrst cPter9 
move 2,@todclk 
"•OVP 7,, n•Jlltf il 
s•Jb 2, debcP•J 





cPter9: dmove 2,saveac 
RET 
; ) 
saisie du temps Pn millisecondes 
saisie du no de file auxiliaire 
;) calcul de la 111owenne et de la variance 
;) du temPs Passe dans lP CPIJ (P?r file> 
; ) 
cPt du nbre de proc sortant du CPIJ (par file) 
Probabilite de transition (par fjlp) 
;*** SORTIE CF'U- -··->Cf'U & r·rwn DE rnANSITION , INSEr-1:ëR A sc,:ur-C • 3 CSCHED) *** 




n,ove 3,. n1Jrr,f il 
sub ::> , debcP•J 
addrn 2,ffiO~CPu ( 3) 
imul 2 , 2 
addm 2, varcF ~_, ( ~ ) 
aos ë·F-tcPo ( 3 ) 
aos c>utcP•J(3 ) 
CP~Pu9! dmove 2,saveac 
RET 
saisie du temPs en millisecondes 
saisie du no de file au x iliaire 
; ) 
; ) calcul dP la mowenne et de la va riancP 
; ) du temps Passe da n s le CPU ( par file) 
; ) 
cPt d•J nbre de P1·n c s ortant d•J CP•J ( par filP ) 
I . Probabilite de transition (Par file> 
:*** SORTIE CPU--·· >GOLISTE ~ PROB DC TRANS INSCRCR A AJBSO tl ET AJBL69tl *** 
CSCHED) 
cpgolO: dmovem 2,saveac 
skiPn debCPIJ 
J rs t cPgol9 
move 2,@todclk. 
",ove 3, r,1Jmf il 
sub 2, debcP•J 
addm 2,mowcPu(3) 
imul 2,2 
addm 2,varcpu ( 3) 
aos cPtcPo(3) 
aos n•Jtgol ( 3) 
cpgol 9 : dmove 2,saveac 
RET 
; ) 
saisie du temps en millisecondes 
saisie du no de file auxiliaire 
;) calcul de la mowenne et dP la variance 
1) d u temps Passe dans le CPIJ (par file) 
; ) 
cPt du nbre de proc sortant du cPu (par file) 
Probabilite de transition (par file > 
E.6-
;*** SORTIE CPU--- >UNITES S PROB DE TRANS , INSERER A SI02 IPHYSIO) *** 
cPuni0: dmovem 2,saveac 
movem 4,saveac~2 
sk iPn debcP1J 
Jr'st CP•Jni 9 
n,ove 3, n1Jmt il 
rr,c11.1e 2,@todclk 





aos nut:an 13) 
cPuni9! hll 2,0(P3) 




move 2, ( 2') 
hlrz 3,12(P3) 
cPdskl! move 2,0<2 > 
camn 2,Ps' 
J•Jn,Pa cPdsk4 
can,r, 2, 1Js 
JumPa cPdsk5 
CPdsk2: movei 3,4 
CPdsk3! dPb 3,Ptuni 




cPdsk4! cais 3,2 
Jun,Pa CPdsk3 
J•JlfrPa CPdsk 2 




CP~tal! ~ovei 2,5 
dPb 2,Ptuni 




saisie du no de tile auxiliaire 
saisie du temps en millisecondes 
; ) 
;1 calcul de la movenne et de la variance 
;1 du temPs Passe dans le CPU (Par tile) 
; ) 
cPt d u nbre de Proc sortant du cPu (par file) 
Probabilite de transition IPë>r file) 
(pJ)= udhsts 
di sG1Je ou bande 
; cas d ' une bande 
determination de l ' unite disGue 
12(P3) = udbstr -·-· ·> ë>C2= nr de la structure 
ac2= adr du sdb 
·-- > ac3= nr de l'unite ds la structure 
0(2 ) = sdbnan, 
str•Jcture PS 
str•Jcture •Js 
ni PS ni us 
memorisation de J ' unite ds 1 Partie de UDEGTS 
Pourcentase Pour chaaue unite 
str•Jct•Jre US 
str•Jct•Jre IJS 
determination de l ' unite bande 
memorisation de l'unite ds 1 Partie de UDBSTS 
Pourcen t ase Pour chaaue unite 
I*** MESURE DU DEBUT DU ronJTIONNEMENT, INSCRCR A GTRTr1+6 (Pl~YSIO) *** 






lsaisie du no d'unite inscrit ds UDBSTS avant 
I*** MESURE DE LA FIN DU POSITIONNEMENT, INSERER A INT2 et rliYPDN (PHYSIO) *** 










finPo9: dmove 2,saveac 
RET 
:saisie du no d'unitP inscrit ds UDBSTS avant 
I*** MESURE DU NOMBRE DE Cl!ANGCMENTS PWG- ·->TWQ INSCRCR A SI04+1,A SCKlfO *** 
A ros1+6 [TA PDN1+5 (PHYSIO) *** 





Posnui: move 2,saveac 
RET 
;saisie du no d'unite inscrit ds UDBSTS avant 
;*** MESURE DU DEBUT DU TRAN5FCRT,INSCRER A STRTili?? (Pl~YSIOJ *** 






isaisie du no d ' unite inscrit ds unDSTS a vant 
;*** MESURE DE LA FIN DU TRANSFERT,INSERER A JNTDON f3,(Pl!YSIOJ *** 
fintrO: dmovem 2,saveac 
ldb 2,Ptuni 




addm 3,mo~tra<2 > 
imul 3,3 
addm 3,vartra ( 2) 
aos cPttra<2> 
fintr9! dmove 2,saveac 
RET 
;saisie du no d'unite inscrit ds UDBSTS ~vant 
;*** MESURE OU TRANSFERT NUL (CAS O'E~REUR > *** 
INSERER A STRTIO +2 <rHYSIO) A XFRCHB 112 (TA UNICKS +~o *** 





isaisie du no d'unite . inscrit ds UDBSTS avant 
;*** MESURE DU TRANSFERT ET POSITIONNEMENT NULS (CAR D' ERREUER> 
trl"ono: movem 2,saveac 




INSERER A STRTPF+9 (PHYSIO> *** 
lsaisie du no d ' unite inscrit ds UDBSTS ~vant 
;*** MESURE DU NBRE DE surPR(SSIONS DE TOUTES LES D[MANDES POUR UNE UNITE*** 
INSERER A R:.Tl ~4 <PHYSIO > *** 




1saisie du no d'unitP inscrit ds U~BSTS avant 
;*** MESURE DU NOMBRE DE vrRIFICATIONS DU 'HOME DLO~K·, 
(AJout d'un IORB en tete de twa) 




INSCF:CR A XFRCHB +8 ET A UNJCKEl ·146 (f'l{YSIO> *** 
;saisie du no d'unite inscrit ds UDBSTS avant 
; *** HE SURE DU TEST DU 'TI HFli' ET POSITIONNEMENT, I NSCRCR A UN IOVO -f3 *** 





sub 3, deb•Jl"O ( 2) 
addm 3,mo~l"os<2> 
i ,r,,Jl 3, 3 
addff, 3,varl"os ( 2)· 
aos Cl"t»os ( 2) 
t sti»9 : dmove 2,saveac 
RET 
<PHYSIO> *** 
isaisie du no d ' unite inscrit ds UDBSTS avant 
I*** MESURE DU TEST DU 'TIMfR' ET TRANSFERT,INSERER A UNIOVO t5 *** 
( F'HYS ID)*** 
tstitO! dmovem 2,saveac 
ski F-r, deb•Jt r ( 2) 
Jrst tstit9 
rr,ove 3,@todcH. 
sub 3,deb•Jtr (2) 
addm 3,mowtra ( 2 ) 
inr•Jl 3, 3 
addm 3,vartra(2) 
aos CF-ttra<2> 
tstit9! dmove 2,saveac 
RET 
/saisie du no d ' unitP inscrit ds UDBSTS avant 
i*** MESURE DU NBRE D' IDrW!" A,IOUTES DS TWG LOf;S DE 1. ' ELIMINATION D'UN IORD, 
INSERER A DONIRB +16 (f"'HYSIO> *** 





----- - --- - - - - - - - - - - --
; saisie du no d'unit~ in~crit ds UDBSTS avant 
fin des routines a inserer dans le moniteur 
reloc 5000 
;******•********************************* 
;*** PARTIE UTILISATEUR DU PROGRAMME*** 
;**************************************** 
Pdlen==10 
s tack! block Pdlen 
"•O!stt!s! 0 
tt!sfil ! block 6 
"'ohol 1: 0 
nbre mo!sen de p rocessus aux TTY ' s 
nbre mo!,ler, de Processus au x TTY's par fil~ 
hish-oueue load averase 
molol 1 : · 0 
nbbls! 0 
low-oueue load averase 
nbre de Proc dan s le balance set 
Ztases d ' utilisation du CPU 
Ztases d'utilisation des unites 
¼tases d ' utilisation des canaux 
CP•J¼! 0 
•JniX! block 5 
canx: block 4 
cPt•Jrd: 0 nbre total de mesures sortant du CPU vers les unites 





LPRINT <??? PERFO ??? FATAL fRROR, CAN ' T CONTINUE> 
LPRINT <> 
JSY haltf,-,-,- , ·· ,no 
Jrst .-1 
start: JSY reset 
;*** PROGRAMME PRINCIPAL*** 
;***INITIALISATIONS*** 





move 6,CSI XBIT / PS / J 
,r,oven, 6 • ,=,s 
mo v e 6,CSIXBIT/ UC / l 
mo v eff, 6, us 
CALL lock 
CALL ",rel oc 
CALL defbk Pt 
CALL add"1on 
CALL minser 
fltr 6, a roce r, t 
·mo v e", 6, a r ocen t 
JS Y t ime 




11,01,1em 1, rrbb 1 s 
FOR 6,1,-d72O,1 
l***lere MESURE DU NRRE DE PROC DG BALS[T *** 










sub11, 1, tF-s11,es 
fltr 6,t,.s11,es 








;***2ieme MESURE m, NhR[ DC PROC DS BALS[T *** 
E., 1 :t-
\. 
;*** CALCUL ET IMPRE66ION DES RESULTATS*** 
111ove 6,111oholl 
fdvri 6,(720,0) 
11,ove11, 6, moho 11 
~,ove 6,rr,ololl 
fdvri c,, (720,0) 
11,overr, 6,11,ololl 
LPRINT <> 
LPRINT < LOAD AVERAGE 
LPRINT <····· ---> 
LF'RINT 1-:IGH···QUEUC : > 
JSY flout,%I(,Priou),moholl,C24037,,30200J 
Lr·r; INT < LOW ··QUC:l)f : > 
JSY flout,¼I C,Priou>,111ololl,C24037,,30200J 














LPRINT < NOHDRC Dt PROCESSUS AUX TERMINAUX > 
Lf-'f, !NT <··········••·• --· ·-·- ·· ·· ·· ····· ··· ·· ·----------- -·-· -·-· ·· ······> 
Lf"'RINT < MOYENNE Rl.ODALE: > 
Js'>I flout,%I(,F-riou>,1110'>1tt'>1,[24037,,30200J 
LPRINT < MOYENNE FILO FIL! 








LPRINT < NOHDRC Dt PROCESSUS DANS LE DALANCE 6CT > 
Ll'r, r NT <-· .. ··-····· ·- ·· ·· ·•·••·- ·- ·--·-- ·----·- ------------- ···-·· ·-·-·-·· ·-- > 
LPRINT < MOYENNE: > 








f111F- r ,6, a rocent 
ffoOVelll 6, CP•J% 
FOR 5,0,4,1 , 
O!I 





rr,ove,r, 6, •Jn i /4 C 5 ) 
:calcul utilisation CPU 







/calcul utilisation canaux 
fdv 6,t,.s111es 
flflF-r 6,arocerot 
",ovem 6, caroï. 
fl tr 6,",o"'tra+l 














LPRINT < POURCENTAGf D'UTILISATION DES SERVEURS > 
LPRINT <------------------------------------------> 
LPRINT <> 
LPRINT < CPU ! > 
Js.., flout,ï.I(,Priou),cpuï.,C24037,,30200J 
LPRINT <> 
LPRINT < UNITES PSI PS2 rsJ uc HONT> 





LPRINT < CANAUX 0 1 2 3> 
LPRINT < > 
FOR 5,0,3,1 




















-·· -· -·- --------- - - -- . .. -··· -······ :> 
F"ILO nu 
LPRINT NERC DC M[SURCS : 
FOR 5,0,5,1 
J SY nout,¼I ( ,Priou ) ,cF-tter ( 51,C13 , ,12J 
OD 
LPRINT MOYCNNC : 
FOR 5,0,5,1 
JSY nout,ï.I(,Priou>,mo..,ter(5) , [l3,,l2J 
OD 
LPRINT ·, .. ,. 
F"IL2 
Eo 13--
FIL3 FIL4 FIL5 > 












LPRINT < TEMPS PARSr DANS LC CPU (PAR rILE> > 
LF'r< INT < · ··- ······· - ····- ··· ····- ···· ·····•·· ···· ·· - -- -----------·-·· -· > 
Lf'J'UNT <> 
LPRINT < NBRE D'ENTREE~:> 
JSY nout,Zil,,-.riou),c-,-.tc,-.i,-d10 
LPRINT <> 
LPRINT < rILO rILl 
lf'r<INT <> 
LPRINT NBRC DC SORTICS : > 
FOfi 5,0,5, 1 
JSY nout,Zil,Priou>,cPtc,-.olS>,C13,,12J 
or, 















fdv 6, CF·tCPO ( 5) 
fn,F· r 6, a roc-ent 
movem 6,outter(5) 
fltr (, ,outcPu l5Y 
fdv l,cPtCPo(5) 
fnoPr 6,arocent 
movem l , outc-PulS> 
fltr 6,outsoJl5J 
fdv 6,cF>tCP0(5) 







LPRINT < PROBABILITES DE TRANSITION > 
LPR I NT < ---- ·· ·· ··- ······-----------> 
LPRINT <> 
LPFUNT < FILO FIU rIL2 
LPJ'UNT <> 





LPR I NT ZCPU· ) Cf'l ~ > 
FOR 5,0,5,1 
JSY flout,Zil,Priou),outcPu(5>,[24037,,30200] 
F'RINT < > 
OD 
LPRINT < ZCPU->GOl. JRTE > 
FOR 5,0,5,1 
JSY flout,ZI(,Priou>,outsol(S>,C24037,,30200J 
PRINT < > 
OD 
LPRINT < ZCPU->UNITrs > 
FOR 5,0,5,1 
JSY flout,ZI<,Priou>,outall(5>,C24037,,30200J 




rILJ r-IL4 rIL5 > 
FIL3 FIL4 FILS > 
FOR 5,0,5,1 
fltr 6,01Jtuni <S> 






movem 6, out•Jr,i ( 5 > 
0D 
LPRINT <> 
LPRINT < POURCENTAG[ POUR CHAQUE UNITE OUELl.E QUE SOIT LA FILE > 
LPR I NT <---- -· · ------------------------- - -·- -·-- - ---------------------> 
LPRINT <> 
LPRINT PS!l : > 
JSY flout,XI ( ,1>riou),outuni,C24037,,30200J 
LPRINT < rs:2 : > 
JSY flout,XI(,1>rioul,outuni+1,C24037,,30200J 
LPRINT < rs:J : > 
JSY flout,XI(,1>riou>,outuni+2,C24037,,30200J 
LPRINT < US : > 
JSY flout,Xl ( ,1>rioul,outuni+3,C24037 ,,30200J 
LPRINT < DSK MONTABLE! > 
J~Y flout,Zil,1>riou l ,outuni+4,C24037,,30200J 
L, ~I NT < HTA ! > 













LPRINT TEMPS DE POSITIONNEMENT > 
LPRINT <-------------- ---------------> 
LPRINT <> 
LPRINT 
LF'f", INT <> 
rs1 




PRINT < > 
0D 




PRINT < > 








fltr 6 ,c1>t1>os<S > 









NOMBRE MOYEN,F'OUR UN f"'OSITIONNEMENT, D ' IORBs rnAN:-rEt:ES DE LA F'WQ VERS LA TIJQ 
-<----- -· - · ·-· -···. . ·- -·- -· -· ---- -----------·· .. ··· •·•-· · -· - ··· ---·-· -- -- -------- . . ----------- --- -·· - --~:-
Lf•r, INT 
LF'R I NT F'S 1 rs2 PSJ 
LF'RIN T <> 
LF'RINT 
FOr, 5,0,4 ,1 
on 
J SY flout,XI ( ,1>rioul,c1>scanl5J,(24037,,30200J 
PRI NT 
us HONT > 
niove 6,c1>ttra • 3 
addn, 6 ,c1>ttra 
ni cive 6, c1>t t ra ·I 4 
a ddm 6,cPt.tra+l 
niove 6 ,~Pttra+5 
nioveni 6,cPttra • 3 
niove 6,mo\eltra+3 
addni 6,nio!:#tra 




n,ove 6,vartra• 3 
addm 6,vartra 















LPRINT < TEMPS DE TRANSFERT > 
LPRINT <-- -- -- --------•--··----------> 
LF'f,INT <> 
LPRINT < CANAUX O 1 
Lf'fUNT <> 




F'RINT < > 
LF'RINT ~ MOYENNE t > 
FOR 5,0,3,1 
0[1 
J SY nout,XIC,Prioul,mo!:itra(5),C12,,12J 
PRINT < > 




PF,INT ._ > 
LF'R INT <> 
LF'RINT 
LF'R IN T NOM[:r-c Dr vrRir-ICATIONS DU 'HOME BLOCK. 
2 
Lr-·rn NT <- .. ·-···-·"-·- ·-- ·-- •· - ··----------- ·-- ···--- -· 
3> 
lF'fUNT 
Lr·r, I NT -c:, 
( AJOUT D' UN !ORB EN TFTE DE TWQ) ) 
LF'RINT PS1 
u · rn NT .. •· ·· .. 
LPRINT 
FOR 5,0 ,5 ,1 
J SY nou t ,:I ( ,Priou ) ,cPthbl ( 5 ) ,[12,, 12J 




r- S3 us 
LF' RINT < NOMBf",[ Dr f>tlPPRESSIONS DC TTCS LES DEMANDES D' UNE Ut,/ITE > 









J SY nout,Zil,Priou),abortr(5),C12,,12J 





MONT MTA > 
MONT MTA > 
LPRINT <> 
LPRINT < NBRC D'IORDs AJOUTES DS TWO LORS DE L'ELIMINATION D'UN IORD > 
LPri I NT < ·-·-- ·-· ··-----··-·· ·------- ----- -····· ---· ·--·-·-·-----------------·-·-· -· - ·--·-··· --- - > 
LPRINT <> 
LPRINT < PSl r n2 PS3 us HONT MTA > 




JSY nout,ZI(,Priou),cPtirb(5),C12, , 12J 




LES MESURES OBTENUES 
LOAD AVEF<AGE 
HI GI-I ··· QUEUE : 
LOlJ -· CWEUE : 
2.57 
2.27 
NOMBRE DE PROCESSUS AUX TERMINAUX 
MOYENNE GLOBALE : 23.51 
MOYENNE FILO rn.1 
o.oo :17.87 
NOMnRr DE PROCESSUS DANS L.F BALANCE SET 
MClYENNt : 4. 85 
POURCENTAGE D'UTILISATION DES SERVEURS 
CPU • 44.46 • 
UNITES • PS1 PS2 f'f>?, I.IS MONT • 
27,04 27,40 25.10 2,91 0.04 
CANAUX 0 1 2 3 
20.47 10.01 17.42 37.22 
TEMPS PASSE AU TERMINAL <PAR rILE) 
FILO FIL1 
Nnr~r-: fi[ MfSURES • 0 3525'2 • 

























TEMPS PASSE DANS LE cru (PAR FILE) 
Nf:RE D ✓ ENTREES • 235800 • 
FILO FIL1 FIL2 fIL3 FIL.4 f Il. .5 
NflrŒ DE SORTIES • 1480 55979 30210 56010 36248 4?fl<j' • 
MOY[NNE • 5 8 7 8 10 18 • 
VAf, J ANCJ::: • S'8 129 153 161 146 448 • 
f'fWflAB J 1.. I TES DE TRANSITION 
·-····· - ...... ···---- - - ---------- - -- - - ··· ... -
FILO FIL1 FIL2 fJl .. 3 FIL4 FJl. .5 
;r.r,pu ... > TERMINAUX • o.oo 63.23 16.82 5.21 0 .15 0.51 • 
%Cf•1.f ... > Cf'U • 0.60 0.59 0.56 0.24 o.54 1.40 • 
XCf'tJ ... > GOL I STE • o.oo 0.03 0.06 0.10 0 .17 O.S'8 • 





POURCENTAGE F'OlJR CHAQUE IJNJTE QUELLE QUE SOIT LA rur 
r-s:1 26.74 
F' S : 2 : 27. 55 
r·s: 3 24. 1 5 
us : 3.61 
DSK MONTABLE 0.06 
MTA : 17.90 
TEMPS DE POSITIONNEMENT 























NOM)3RE MOYEN,F'OUR UN f'OSJTIONNFMfNT, D'IORBs TRANnFERES DE LA PWQ VERS LA TWQ 
TEMPS DE TRANSFERT 
CANAUX 














2.40 2.71 2.22 
2 7 , .. 
33723 24867 
18 5 4 





NOHDRE DE VERIFICATIONS DU "HOME BLOCK" 



































HI GH·- QUEUE : 
LOW ····(:WEUE : 
3.36 
~.8;:> 
NOMBRE DE PROCESSUS AUX TER MINAUX 
MOYENNE GLOBALE: 24 .20 
MOYENNE FILO FIL1 
o.oo :1. 7. 21 
NOMnRE DE PROCESSUS DA NS LE BALANCE SET 
MOYFNN[ : 6.07 
POURCENTAGE D'UTILISATION DES SERVEURS 
CPU • 52.45 • 
UNITES f'Sl PS2 f•f:~3 us MONT 
32.92 26.08 2(>. 7(> l?..56 0.01 
CANAUX 0 1 2 3 
32.38 18.?5 j n. é, 7 6.14 
TEMPS PASSE AU TERMINAL <PAR FILE) 
FILO FIL1 
Nf!fŒ DE MESURES • 0 37271 • 

























TlMP~ PASSE DANS LE CPU <PAR FILE> 
Nflf~r [I' ENlT,EES • 253082 • 
FILO FIL1 
Nrmr: [If SORTIES • 1373 (. 7759 • 
MO'r'FNNr • 4 8 • 
VAFnANCE • 97 1.26 • 
Pr{OflAf< ILI TES DE TRANSITION 
·······~ ···-·-·- - ·-- - -----·--------- ···-·-- -
FILO FIL.1 
:ï.C:PIJ ··· ) TEr,M I NAUX • o.oo .,..,. 'ï'ï • JJ • .:. • .;... 
xcru -- > CPU • 0.87 0.69 • 
:ï.CPU·- ) GOL I STE o.oo 0.01 
































r-oimcrNTAGE F'OUR CHAQUE l.lNJTE QUEU .. r: (WE SOIT LA F"J.LE 
r-s:1 32.27 
F'S: 2 : 25. 57 
PS:3 : 25.41 
us : 15.8'i' 
DSK MONTABLE : 0.01 
MTA : 0.85 
TEMPS DE POSITIONNEMENT 























NOMBRE MOYENtPOUR UN POSITIONNEMENT, D'IORDs TRANnFERES DE LA F'WQ VERS LA rwn 
TEMPS DE TRANSFERT 
CANAUX 























NOMnr.:r. DE VERIFICATIONS DU • HOMr. nt. or.K. 
(AJOUT D'UN !ORB EN TETE DE TWQ) 
PS1 f'S2 PS3 us 
0 0 0 0 













































HIGH - QUEUE : 
LOW - QUEUE : 
1.?0 
2.56 
NOMBRE DE PROCESSUS AUX TERMINAUX 
MOYENNE GLOBALE: 19.45 
MOYENNE FILO FIL1 
o.oo 15.00 
NOMBRE DE PROCESSUS DANS Lf DAL .ANCE SET 
MOYENNE : 4.43 
POURCENTAGE D'UTILISATION nrn S[RVEURS 
CPU • 45.95 • 
UNITES r·s1 r·s2 PS3 us MONT 
21.00 21.09 20.40 4.88 o.oo 
CANAUX 0 1 2. 3 
17.8? 14.78 15.34 5.60 
TEMPS PASSE AU TERMINAI.. (PAR FILE) 
·- ··· ... -- - --- - - -- - - - - -· ·-- - - - - - - - - ·-- - - ·- - - - - ·--
FILO FIL1 
NnrŒ DE MESURES • 0 29833 • 
























TFMP G PASSE DANS LE CPU <PAR fILE> 
NBRE D 'ENTrŒES • 204939 • 
FILO FIL! 
Nr:rŒ fl E SORTIES • 1244 45832 • 
MOYENNE 8 10 
VARIANCE • l:?.6 184 • 
r rw I: A fc I L I TE s DE TRANSITION 
····- ···---·-- - -- ------ ---·---- ·--·-··-··· ··· ·· .. ·- ··········-· 
FILO FIL! 
XCTU ·- > TEf-:M I NAUX • o.oo 65.26 • 
i.'.CF'U - )CF'U • 1 • 21 0.75 • 
XCPl.1-·· ) GOL I STE o.oo 0.01 























fJl .. 5 
().()3 









POURCENTAGE F'OUR CHAQUE UNI TE QUELLE GUE SOIT 1-A FILE 
r-s:1 32.33 
PS:2 30.44 
PS:3 : 29+19 
us : 7.04 
DSK MONTABLE : 0,00 
MTA 1.00 
TEMPS DE POSITIONNEMENT 






















NOMBRE MOYEN,POUR UN F'OSJTIONNEMENT, D'IORDs TRANfiFFR[S DE LA PWQ VERS LA TWO 
Pf;1 
TFMF'ri flF Tf~ANSFERT 
CANAUX 

































NOMrmr DE VERIFICATIONS flll 'HOME ~:L.OCK" 
(AJOUT D'UN IORB EN TETE nr TWQ) 
f'S2 
0 0 0 
us 
0 
NOMBRE DE SUPPRESSIONS DETTES LES DEMANDES D'UNE UNITE 



































NOMBRE DE PROCESSUS AUX TERMINAUX 
MOYENNE GLOBALE • 20.02 • 
MOYENNE flLO fIL1 
o,oo ?0.58 
NOMflf~E DE PROCESSUS DANS 1. ,::: flAI .. ANCE 
MOYENNE : 4.16 
SET 
POURCENTAGE D'UTILISATION DES SERVEURS 
CPU • 43.51 • 
UNITES • f'S1 PS2 f•fiZ. us MONT • 
24,44 17 t 11 '21.88 4.74 0.03 
CANAUX • 0 1 2 3 • 
20.59 12.41 14.47 7.43 
TEMPS f'ASSE AU TERMINAL ( PAF~ FILE) 
FILO rIL.1 
NnrŒ TIE MESURES • 0 43562 • 
MflYENN[ 0 1718 




















TEMPS PASSE DANS LE cru (PAR FILE) 
Nf:R[ D'ENTREES • 2198l3 • 
FILO FIL1 
NDRE DE SORTIES • 7083 68762 • 
MOYENNE • 7 7 •. 
VAf.:J:ANCE 67 99 
f' R O fi A f: IL I TES DE TR~NSITION 
··· - ···· -~ ···- •·-- - - - - - -· --- - - ----- - - - -· -· ... 
FILO FIL1 
XCf'IJ ··· > TERMINAUX • o.oo 63.54 • 
XCf'IJ ··· > CPU • 0.42 o.54 • 
¼Cf'l.l ··· ) GOL I STE • o.oo 0.01 • 







15.91 t> • :18 
0 , 53 o.57 
0.04 0.17 














fJl .. 5 
o.56 
0.48 






POURCENTAGE F'OUR ctlACWE UNIT!: QUELLE QUE SOIT !-A rr, . .r-
PS;l 35 t 38 
f·S: 2 : 22. 85 
f·S:3 29.34 
us : 7.33 
DSK MONTABLE ; 0,04 
MTA : 5,04 
TEMf'S DE POSITIONNEMENT 
--·- ···--------- - ----------- - -
F'Sl 
NBF, DE MES : 18353 
MOYENNf. • 15 • 
VARIANCE • 135 t 
f•C''") 
"·' .:_ f'S3 IJfi 
11398 15551 :1. 0 l 1 
l~ 17 20 





NOMDRE MOYEN,POUR UN POSITIONNEMENT, D'IORB$ TRANSFERES DE LA PWO VERS LA TWQ 
PS1 
2.08 
TEMPS DE TRANSFERT 
CANAUX 





























NOME:RE DE VEf,IFlC~TJONS f.ltJ w HOME BLOCK' 
<AJOUT D'UN IORP EN T~Tf DE TWP> 
f'S1 
0 () 0 
tlS 
() 
NOMDRr DE SUPPRESSIONS pr TTES LES DEMANPES D'UNE UNIT~ 
f'S1 PS2 





NDRf D'IORBs AJOUTES DS TWQ LORS PE L'fL.JMJNATlPN D'UN IORB 
r-·n:t. PS2 PS3 l.lS 


















HIGH -· QUEUE t 
LOW -· CWEUI:: : 
NOMBRE .DE PROCESSUS AUX TfRMINAUX 





NOMDRE DE PROCESSUS DANS ~f BALANCE SET 
MOYENNr.; 3,84 
POURCENTAGE D'UTILISATIPN DES SERVEURS 
CPU • 42.54 • 
UNITES PS1 F'S2 PS3 us MONT 
22.85 21.21 19.32 1.. 87 0.01 
CANAUX • 0 1 2 3 • 
17.53 16.72 14.42 8,92 
TEMPS PASSE AU TERMINAL <PAR FILE> 
fILO FIL1 
NDFŒ DE MESURES • 0 33861 • 


























TITMPS PASSE PANS LE CPU <PAR rIL~> 
NE:rŒ D'ENTREES • 197165 t 
FIL• FIL1 
Nf:fŒ flE SORTJES • 1000 54809 t 
MOY[NNf. • 5 8 • 
VARIANCE • 73 152 • 
Pfl'.OI:ABILITES DE TRAN5IT:rON 
·- ······· ----- - ·-------···-· ···---·-·- ···- ······- -
Fit-O Fîl1 
%C:f'II- · ) TEr,M I NAUX • o.oo 61.98 • 
%(TU- ) CF'U • ().80 0.71 • 
%Cf-'ll - )GOLISTE o.oo 0.01 






:16. 60 16.13 
o.58 0.17 

























Potmr.ENTAGE POUR CH~QUE UNITE QUELLE QUE SOJT LA FILE 
f!s:1; 35.42 
F'S: 2 : 29. 58 
f'S:3 : 30,05 
us : 2.91 
DSK MONTABLE : 0,03 
MTA 2.01 
TEMF'S DE POSITIONNfMENT 
















NOMDRE MOYEN,POUR UN POSITIONNEMENT, [l'IORDs TRAN6FER[S DE LA pwa VERS LA rwn 
rrMrs DE TRANSFERT 
CANAUX 













f'53 l.lS MONT 
2.50 1.97 2.25 
2 3 








NOMTiF-E [IE VERIF1CAT:JONS fllJ ~HOME i:1-ocK· 






NOMflf-E DE SUPf·r~ESSIONS [If. TTES LES DEMANDES [l'~INf,: tJNrn: 
PS1 f'S2 PS3 us 
0 0 0 

























LOW -·QlJEUE 1 
NOMBRE DE PROCESSUS AUX TERMINAUX 





NOMnrŒ flE PROCESSUS DANS l.f J:IALANCC SET 
MOYENNr : 4 • 73 
POURCENTAGE P'UTILISATION DES SERVEURS 
CF'U • 46,53 • 
UNITES PS1 f'C''1 ,J.:.. r--n :1, llS MONT 
28.08 26.<;'3 20.?,3 8 t 40 o.oo 
CANAUX • 0 1 2 3 t 
24.55 18.27 1?,27 11 , 98 
TEMPS PASSE AU T~RMINAL <rAR FILE> 
FILO fIL1 
Nrmr flf" Mf.SURES • 0 36072 t 
























TEMPS PASSE DANS LE cru (PAR FILE) 
NE<FŒ D'ENTREES • 245293 • 
FILO FIU. 
NflrŒ DE SORTIES 5939 58369 
MOYENNE 8 7 
VAF~ J ANCE • 120 102 • 
Pr~ 0 I: A [-i I L I TES DE TRANSITION 
... ....... ··- - ·-· -· ·- ··- ·- ·-· - .... -- ... ·- -·· - - - ·- -· - ·- - -·· .... ... ··- -
FILO FIL1 
%CPU··· ) TD-<M I NAUX • o.oo 62.01 • 
%C:PU ··· ) CF'U • 0.72 0.54 • 
xr,r·u •- ) GOL I STE • 0.02 0.01 • 

































r•otJRCENTAGE POUR CHAQUE lJNJTE QUEL.LE QUE SOIT LA F J:I. r: 
PS:1 30.59 
F'S:2 : 27,37 
PS!3 28.85 
us : 9, 77 
DSK MONTABLE: 0,01 
MTA : 3.42 
TEMPS DE POSITIONNEMENT 
NBR DE MES 





















NOMBRE MOYEN,F'OUR UN POSITIONNEMENT, D'IORDs TRANSfERES DE LA PWQ VERS LA TWO 
f'SJ 
lLMf•S DE TRANSFERT 
CANAUX 
Nf:f~ [JE MES : 
MOYrNNE : 






























NOMDF-.:C DE VEF, IF I CAT J ONf> fllJ • l·IOME BLOCK • 
0 
<AJOUT D'UN !ORB EN TETE DE TWQ) 
F'S3 
0 0 0 







NDR[ D'IORDs AJOUTES DS TWQ LORS DE L'ELIMINATION D'UN !ORB 
F'Sl f'S2 F'S3 l.lS 



















HI GH ··- QUEUE : 
LOW - QUEUE: 
1.96 
2.53 
NOMBRE DE PROCESSUS AUX TERMINAUX 
MOYENNE GLOBALE : 22.87 
MOYENNE FILO rIL1 
().()() 1.6.99 
NOMnr.:r DE PROCESSUS DANS 1. r: BAI.ANCE SET 
MOYENNE: 4.48 
POURCENTAGE D'UTILISATION D[G SERVEURS 
cr·u • 46.70 • 
UNITES • F'Sl r·n2 P:i3 us MONT • 
2j • 7 j 17.40 19.92 6.21 o.35 
CANAUX • 0 1 2 7 • , .. 
19.02 12.44 1.4.19 6.70 
TEMPS F'ASSE AU TERMINAL. (f-·Ar.: r J LE) 
FILO FIL..l 
Nl:lr,r: DE MESURES • 1 32170 • 


























TEMPS PASSE DANS LE CPU <PAR FILE) 
Nf:r.:E D'ENTREES • 203622 • 
FILO FIL1 
Nf:r.:E DE SORTIES • 1198 53892 • 
MOYENNE 5 10 
VARIANCE • 66 169 • 
r-·rWflAf: IL. I TES DE TRANSITION 
... . . .. .. ···- - -- - -- - - -·-- -·- 04 • -• · ··-··· • • • • •• •• •••• 4 • • •••• 
FILO FIL1 
XCPU - > TEr,MINAUX • o.os 59.97 • 
XCF'U - )CF'l.J • 0. f., 7 0.99 • 
XCPU - )GOLISTE o.oo 0.01 

































r-mmcE:NTAGE r·OUR CHAQUE UNITE l~UELLE QUE SOIT LA FILE 
--- - ·- -·· - -· - - - - - - - - - -- - - - - - -- - ... ·- ... - - ··-- - - - ... - ·-- - ---... ·- ... -. - -- _.._ -- - -- -
r-s:1 • 30.47 • 
ps:2 • 24.54 • 
PS:3 • 26.65 • 
LE1 • 9.61 • 
DSK MONTABLE • 0.34 • 
MTA • 8. 3<j' • 
TEMPS DE POSITIONNCMFNT 
PS1 
NRR DE MES : 14803 
MOYENNE : l 5 















l 1. 9 
NOMBRE MOYEN,POUR UN F'OSITIONNEMENT, D'IORDs TRANnrr~rs DE LA PWQ VERS LA TWO 
TEMrn DE TRANSFERT 
CANAUX 
NBR DE MES: 
MOYENNE : 































NOMnrŒ [I[ VERIFICATIONS DlJ 'HOME [:LOCK' 












































NOMBRE DE PROCESSUS AUX TfRMINAUX 





NOMBRE DE PROCESSUS DANS LE BALANCE SET 
MOYENNE : 4. 40 
POURCENTAGE D'UTILISATION DES SERVEURS 
CPU • 34.08 • 
UNITES • PS1 PS2 f•S:?. us MONT • 
20 .10 16.75 17.~4 (). f.,5 0.01 
CANAUX 0 1 2 3 
14.58 12.50 L?. ?.9 4.83 
TEMPS PASSE AU TERMINAL <PAR FILE) 
FILO FIL1 
Nf:FŒ DE MESURES • 0 27714 • 






rJl .. 3 


















TEMPS PASSE DANS LE cru (PAR fTLE) 
NE:fŒ D'ENTREES • 193902 • 
FILO FIL1 
NJ.<rŒ [1[ SORTIES 1342 4 ? 33?. 
MOYENNE • 6 7 • 
VAf{ I ANCE • 61j' 90 • 
Pr.:OBABILITES DE Tf~ANfiJTION 
···- - ···- --- -·---- -- ···-~-···· ·-· •.. -· -- ··· - - ----
FIL• f IL 1 
%C:PU - > TEf,MINAUX • o.oo 6 5 .64 • 
i:'.CPU ··· > Cf'U • 1.19 0.54 • 
XCPU- )GOLISTE o.oo o.oo 

































r:-otmcrNTAGE f'OUR CHAQUE UNITE QUEl .. .l.f. QIJ[ SOIT LA FILE 
r-s: 1 • 33 .15 • ps:2 27.44 
PS:3 • 28.84 • 
us • 1.35 • 
DSK MONTABLE • 0.02 • 
MTA • 9 .1 <ï • 
TEMPS DE POSITIONNEM[NT 







PS.2 F'S3 us 
10749 !:i21 
16 17 :1.9 
1 C',., 





NOMBRE MOYEN,f'OUR (IN POSITIONNEMENT, D'IORBs TRANf>F[RES DE LA PWQ VERS LA TWn 
f'f>:t. 
l'EMPf> DE TRANSFERT 
CANAUX 








") c. . I") 
















NOMrrnr: [IE VER IF !CATIONS [llJ • HOMF. BI. OCK • 
... ·-· ... - - - - - -· ·-· - - - - - - - - - - - - - - - - - ·-· - - - - -· ·- - - - -- - .. . .. . .. . 
F'Sl 
0 
<AJOUT D'UN !ORB EN TETE DF TWQ) 
us 
0 0 0 








NnrŒ [l ' !OF,Bs AJOUTES [IS nm LORS DE L'ELIMINATION [l'IJN ror,r: 























A: NNEXE G 
LE MODELE PROGRAMME EN QNAP 
/ CONTROL / OPTION=NSOURCEI 
/DECLARE/ QUEUE TTY,SEHHrH,WAITHEH,LIBTTY,LIDFIL,CPIJ, 
QUEUE P51,P52,Pf>~,1Jf>,HONT,CANALO,CANAL1,CANAL2,CANAL31 
I NTEGER IN I , NBH[H, C:f'T ( ~) , CflANGT < 5 > ; 
REAL. 5CRTTY,~[RC:PU,PROBIN(6); 
REAL N-TTY,F'RCPIJ,PRFIL,PRUNII 
REAI POSIT < 5), TRANSF< •); 
BOOL(AN PRCM1,PR(H2; 
CUSTOHER INTEGER IJNITI 









TYPE=SEMAPHORE, Ml JI . TJ F'Lr ( NI:MEM > 1 
SCHETl=F IrO ; 
/STATION/ NAME=WAITMEH; 





























IF PREM1=TRUE THEN PREMl!•tAI_SE 
ELSE WAIT ( SYNTR1); 
RCS[T(SYNTR1); 
EXP ( F'OSIT( 1 l >; 
FOR CPT(1)!=1 STEF'' 1 UNTIL CHANGT(l) 
DO DEGIN 
CLIENTl!=CUSTOHER,NfXT; 









CL I ENT1!=NEWCCUSTOHER); 
CL I ENT1,UNIT!=91; 
TRANSIT<CLIENT1,CANALO>; 













IF PREM2cTRUE THEN rREH2l•FALSE 
ELSE WAIT(SYNTR2>1 
RESET<SYNTR2>; 
EXr<POSIT<2> > 1 
FOR CPT<2>1•1 STEP 1 UNTIL CHANGT<2> 
DO DCGIN 
CLIENT2l=CUSTOMER,Nf.XT1 











WAIT < SYNC2); 
EXP<POSIT(3> >; 
FOR CPT(3)!=1 STEr 1 UNTIL CHANGT(3> 
DO BEGIN 
CLIENT3!=CUSTOMER,NFXT; 







TRANSIT< CLI(NT3, CANAL2 > ; 
RE SET ( SYNC3 > ; 
WAIT ( SYNC3 >; 
ENr,; 
TRANSIT=OUT; 










FOR crT< •>!=l STEP 1 UNTIL CHANGT(4) 
DO ~!:GIN 
CLIENT• l=CUSTOMER,NEXT; 





































/ :-TATTONI NAME=CANAL3; 
IF PREH2=TRUE THEN f'RCM?l=FALSr 
ELSE WAITCSYNTR2); 
RE!3CTCSYNTR2 ) 1 
EXP(f'OSIT<S> >; 
FOR CPT(5)!= 1 STEf' 1 UNTIL CUANGT(5) 
rio l'if.GIN 
CLIENT5!=CUSTOMER,NEXTI 




CL IENT5,UNIT !=5; 
f.ND; 
CLIENT5!=NEW CCUSTOMER); 
Cl .JfNT5,UNIT l =95; 
TRANf>ITCCLIENT5,CANAL1 >; 
f,[T ( !WNTR2 > ; 
RESf.TCCYNCS> ; 
WAIT < SYNC5 >; 
EXP<TRANSFC1)); 
IF CIJSTOMER, UNIT=91 
THEN SETCSYNC1> 
ELSE IF CUSTOMER,UNIT=94 




ELSE IF CUSTOMER,UNIT=95 
















Pr,J:NT( '* CE PROGRAMME ErrECTUE LA SIMULATION DU DEC-·20 f"NDF' *' >; 




PR !NT< ' '); 
PRINT(' '); 
INI!=GET<INTEGER); 
PRINT(' NOMBRE DE PROCf.SSUS DANS LE MODELE : ',INI); 
NOMr:M:=GET<INTEGER)I 
PRINTC' NOMBRE MOYEN DE PROCCSSUS DANS LE ElAl.ANCE SET ! ',NElHEH>; 
SERTTY!=GET<REAl), 
G.5-
PRINTF<'<lH ,, TEMF'S MOYEN DE SERVICE DES TERMINAUX: ',F12,4>',SERTTYH 
9FRCPU!=GET<RfAL); 
PRINTF('(lH ,, Tf.MF'S MOYEN DE SERVICE DU cru : ',f"12,6)",SERCPU>, 
PRTTY!=GET<REAL); 
PRINT(' f'ROBABILIT[S DE TRANSITION A LA SORTIF nu rru •); 
PRINTF< ' ( Hl , ' cpu--->ter111iriaux : ',F6,3)' ,PRTTY), 
PRC:Pll: =GET < RF.Al > ; 
PRINTF('(lH ,, 
PRF"I L: =GET < RCAl. > ; 
PRINTf"C"(lH ,' 
F'r,llN I: =GET < RE" Al > ; 
r.pu--->c""'-' : ' , r 6. 3 > • , rRcru > ; 
cPu--->entree dans balset : ',F6,3)",F'RF"IL); 
PRINTF<"<lH ,' r.pu-·-->ur,ites : ' ,F6,:.i:>•,pRUNIH 
PROBIN( 1 >: =GET < fffAI . >; 
PRINT< • POUCENTAGE POLIR CIIAQUE UNITE INDIVIDUELLEMENT • >; 
PR1NTFC"(1H ,, ps!l ',F5,2)",PROBINC1)); 
PROTHN<2> :=GET : REAI H 
PF, INTF"('(lH , , Ps!2 ',F5,2)',F'ROBINC2)); 
PROR1N(3)!=GETCREAL>; 
PRINTF"C'ClH , , PS!3 ',F5,2)",F'ROBIN(3)); 
PROBINC4)!=GET(RfAL), 
PRINTF("<lH ,, us : ' ,F5,2)",PROBIN(4)); 
PROT.cJNC5> !=GET<REAI >; 
PRINTF C'(lH ,• 111nritable : ' ,F5,2l",PROBIN <5>>; 
PROBIN<6>!=GET<RfAL>, 
PR1NTF" C'<1H , ' bar.des : ' ,F5,2)',PROBINC6)); 
PRODIN<ll!=<PROBINCll*PRUNil / 100,; 
PROBIN(2l!=<PROB1NC'l*rRUNI)/100.; 
rRonIN(J)!= ( PROElIN(3l*PRUNI) / lOO.; 
PROffTNC41!=CPROBIN<4l*PRUNil/100,; 
PROBIN(5l!=(PROBIN<~>*PRUNil / 100,; 
PRO~TNl6l!=CPROBINC61*PRUNil / lOO.; 
PRJNT<" TEMPS DE POSITIONNEMENT DES UNITES DISQUES "); 
POSJT<l>!=GET<REAL); 
PRINT ( " Ps!l ",POSIT( l )); 
POSJT<2>1=GET(REAL); 
PRINT C" Ps!2 ",POSITC2)); 
P0f,JT(3)!=GET<REAL>, 
PRINT(' F"s!3 ",F'OSIT(3) ) ; 
POSIT < 4): =GET <RfAU; 
PRINT(' us: ",POSIT<4) ) ; 
POS IT < 5 > : =GET <REAU ; 
PRINT ( ' 111ont.;ot,le: ",POSIT(5 ) ); 
------ -- - - --- ---- - ----- - - - - -------- - -
END; 
27 
PRJNT<' TEMPS DE TRANSFERT DES CANAUX ')J 
TRAN6FC1):=GET<REAL>I 
PRINTC' cfn~lO ',TRANSF(l))I 
TRAN:-f(2):zGET(REÀL>I 
PRINT(' rPn~ll ',TRANSF<2))1 
TRANSF(3):=GET<REAL )/ 
PRINT(' canP12 ',TRAN6F(3))J 
TRAN!::f(4):.,GrT(RC::AL); 
PRINT(' r~n~J3 ',TRANSF(4))1 
PRINT(' NOMBRE D'IORn's TRANSFERES DE LA PWQ VERS LA TWQ .,, 
r.1-IANï,T ( 1 ) 1 =GET ( I NTrGF.:r:) 1 
PRJNT(' Ps!l : ',CHANGT(l))I 
Ir rHANGT ( 1) > 1 
THEN CHANGT ( l ) : =CHANGT ( 1 ) -- l ; 
CHANGT ( 2) : =GET ( I NTEGl?R) 1 
PRINT(' P~: 2 : ',CHANOT(2)); 
IF CHANGT<2> > 1 
THEN CHANGT ( '2 >: =OIANGT < 2) -1; 
CHANGT(3):=GET(INT[G[R)I 
PRINT(' P!<:3: ',CHANGT(3)) 1 
Ir r.HANGT(3) > l 
THEN CHANGT (:?: > : =CHANGT ( 3) · · 1 ; 
CHANGT(4)l=GET<INT[ï,[R)I 
PRINT(' li!<: ',CHANGT(4 )) ; 
IF r.HANGT(4) > 1 
THEN CHANGT ( 4 > : =CliANGT ( 4 > ·· 1 ; 
CHANGT(5):=GET<INT[ï,C::R)I 
PRINT(' •nnt~ble: ',CHANGT(5)>; 
Ir ï.l-lANGT<5> > 1 
THEN CHANGT<S> :=rMANGT(5)-H 





rRrNT ( '* *'); 
N,INT <'* VOICJ LES RESULTATS DE LA SJHlll .ATION • *' >; 
rrnNT< '* *',; 
rr.JNT<'*************************************~********************'); 
rrn:NT<' •,; 
PRINT ( ' '); 
SIHUU 
& nbre de Proc dans le ~odele 
27 & nbre de Proc d~ns le balance set 
2 156,5074 S te~Ps mo~en de service aux ter~inaux 
10 , r32015 & temPs mo~en dP service au CPU 
26 , 775 0 , 679 0,086 72 , 96 
30,47 24 , 54 26,65 9 , 61 0,34 
&Prob de trans a la sortie du cPu 
1~ . 15. 16. 
16, 
3 








&Pourc Pour chaaue unitP 
&PositionnP~Pnt des unites 
&transfert des canaux 
&iorb tr~nsf dePWQ vers TWQ 
disaue 
G.6-
ANNEXE · H 
LES RESULTATS DU MODELE AVEC 
LES PROBABILITES MARGINALES 
(prouvant la stationnarité) 
Hol-
RESULTATS AVEC PROBABILITES MARGINALES POUR UNE DUREE DE SIMULATION DE 
1 o. 000 o 000 UNITES 
(Les param~tres d 1 entr~e correspondant~ la 7~me mesure). 
DEC 20/60 *** QNAP2.1 *** CFEBRUARY 83) 
CC> COPYRIGHT BY CII HONEYWrLL BULL AND INRIA, 1982 
/CONTROL / OPTION=NSOURCE; 
********************************************************** 
* * * CE PROGRAMME EFFECTUE L.A SIMULATION DU DEC-20 F'NDP * 
* AVEC LES PARAMETRES SUIVANTS * 
* * 
********************************************************** 
NOMnRE DE PROCESSUS DANS LE MODELE! 27+ 
NOMnRE MOYEN DE PROCESSUS DANS LE BALANCE SET! 27. 
TCHPS MOYEN DE SERVICE D[S TERMINAUX: 2156.5874 
TEMF'S MOYEN DE SEf,V I CE fllJ CPU : 10.932015 
PROBABILITES DE TRANSITION A LA SORTIE DU CPU 
C'P1.1·· ·· ·->te rm i rra u:-: : 26. 275 
CPI.J-·- ·-· > CPI.J ! 0 • 6 79 
cpu- ···->errtree dans balset: 0.086 
r.P• . .1 · · ·--·>uni tes : 72. 960 
POUCENTAGE POUR CHAQUE UNITE INDIVIDUELLEMENT 
PS!1 ! 7.0.47 
PS!2 ! 24.54 
PS!3 ! 26.65 
IJS ! ?+61 
montable: 0.34 
bandes : 8.3? 
TEMPS DE POSITIONNEMENT DES UNITES DISQUES 
TEMPS 
PS ! l : 15,00 
Ps!2 ! 15.00 
PS!3 ! 16+00 









1 6. 0() 
16. oo · 
18,00 
31. 00 
NOME!FŒ D' IORD' s 
pi:;! 1 : 


















• • • TIME = 1000000.00 , Nn SAMF'LES = 100 , CONF. LEVEL = 0.95 
******************************************************************* 
* NAME * SEr,v I CE * BUSY F'CT * CUST NE: * f"{ESF'ONSE * SERV NE! * 
******************************************************************* 
* * * * * * * 
* TTY * 2167. * .9999 * 24.92 * 2167. * 11478* 
* +/- * 38+85 * .?284E-03* .8725E-01* 38.85 * * * * * * * * * 
* 
WAITMEM * . OOOOE+OO* • OOOOE ·f-00* .OOOOEtOO* • OOOOE ·fOO* 11543* 
* 
* * * * * * * l. TF:TTY * . OOOOEtOO  . 0000E+OO* • OOOOE·f-00* .OOOOE+OO* 11502* 
* 
* * * * * * 
* I .. Jf:FIL * +OOOO EtOO* . OOOOEtOO* • OOOO E·f-00* .OOOOE-t OO* 38* 
* * * * * * * 
* CPU * 11.02 * .4773 * .8741 * 20 .1r. * 43306* 
* ·I·/ -· * .9711E-01* .1142E- 01* .5798[-01* 1.063 * * 
* * * * * * * * pf>j * 30 .82 * . 2915 * . 3422 * 36.18 * 9459* 
* 
+/- * .4350 * .8j72E-02* .1203E-01* .7233 * * 
* * * * * * * 
* rs? * 29.87 * • ?:';13 * .2625 * 33.90 * 7744* 
* 
+/ ·- * +5269 * .7351E-02* .9722E-02* .6437 * * 
* * * * * * * 
* 
rs3 * 31+69 * .2677 * .3175 * 37.5? * 8447* 
* 
-1-/ ··· * .4918 * .9575E-02* +1443E-01* .8696 * * 
* 
* * * * * * 
* us * 3<7. 10 * +1198 * .1266 * 
41.35 * 3063* 
* ·I·/ ... * 1+050 * .5076[-02* • 5817E .. ·02  1+155 * * 
* * * * * * * 
* MONT * 32.27 * .3581E-02* • 3595E ··· 02* 32+39 * 111* 
* 
+/-- * 4.507 * .f3?54E- 03* .8328E-03* 4+529 * * 
* * * * * * * 
* CANALO * 16.18 * .?026 * +2472 * 19.74 * 12522* 
* ·r/- * +2736 * .5761E-02* .8559E-02* .4240 * * 
* * * * * * * 
* CANAL1 * 16.39 * • 1 ?87 * .1454 * 18.5j * 7855* 
* . -1-/ ··· * .3464 * . 4395E- 02* • 5883[-·02* .4434 * * ' • 
* 
* * * * * * 
* 
CANAL2 * 18.05 * +1525 * .1774 * 20.99 * 8447* 
* 
·l·I ·- * .3897 * • t.,064E-02* .8321E-02* +5645 * * 
* * * * * * * 
* CANAL3 * 30.65 * .8071E-01* • 875?E ·- 01 * 33.27 * 2633* 
* ·I·/ - * 1.229 * .~036E-02* .6108[-02* 1.517. * * 
* * * * * * * 
******************************************************************* 
*** 
MARGINAL PROBABILITICS • STATION- TTY *** • 
GLOBAL CUSTNB= 0 1 2 3 4 5 
Pr<OB= 0.000 0.000 0.000 0.000 0.000 0.000 
VARIANCE OF CUSTOMEF, NUMDEF, = 2.917 
VARIANCC or RCSPONSE TIME = 4641240.125 
*** MARGINAL PROBABILITIES: STATION SEMMEM *** 
GI..OJ::AL : CUSTNB= 0 1 2 3 4 5 
PROD= 1.000 0.000 0.000 0.000 0.000 0.000 
VARIANCE OF CUSTOMER NUMBER = 
VARIANCE OF RESPONSE TIME = 
0.000 
0.000 





CUSTNB= 0 1 2 3 4 5 
PROB= l.000 0.000 0.000 0.000 0.000 0.000 
VARIANCE OF CUSTOMER NUMBER = 
VARIANCE OF RESPONSE TIME = 
PROBABILITIES STATION LI.E:TTY 
*** 
CUSTNB= 0 1 2 3 
PF,OD= l. 000 0.000 0.000 0.000 
VARIANC[ OF CUSTOMEF, NLIMf:CR = 















! CUSTNB= 0 1 2 3 4 5 
PROB= l . 000 0.000 0.000 0.000 0.000 0.000 
VARIANCC OF CUSTOMER NUMBER = 
VARIANCE OF RCSPONSE TIME = 
PROBABILITIES • STATION CPU *** • 
CUSTNB= 0 1 2 3 
PFWI::= 0 . 523 0.259 0.121 0.057 
VARIANCE Of CUSTOMER NUMBER = 









*** MARGINAL PROBABILITIES STATION F'Si *** 
GLOBAL ! CUSTNB= 0 1 2 3 4 5 
PROB= 0.708 0.248 0.038 0.006 0.001 0.000 
VARIANCE OF CUSTOMER NUMBER = 0+342 
VARIANCE OF RESPONSE TIME = 861.790 
*** MARGINAL PROBABILITIES STATION PS2 *** 
GLOBAL ! CUSTNB= 0 1 2 3 4 5 
PROD= 0.769 0.203 0+025 0.003 0.000 0+000 
VARIANCE OF CUSTOMER NUMBER = 0+264 
VARIANCE or RCSPONSE TIME = 733.147 
H.5-
*** MARGINAL F'ROBABILITIES STATION F'S3 *** 
Gl.OE:AL CUSTNEI= 0 1 2 3 4 5 
F'F~OB= o.732 0.227 0.034 0.006 0.001 0.000 
VARIANCE OF CUSTOMER NUMBER = 0.337 
VARIANCC OF RCSF'ONSC TIME = 983.313 
*** MARGINAL PROBABILITIES: STATION US *** 
GI..Of:AL : CUSTNB= 0 1 2 3 4 5 
PROD= 0.880 0+113 0.006 0.000 0.000 0.000 
VARIANC[ or CUSTOMER NUMBER = 0.125 
VARIANCE OF RESPONSE TIME = 868 + 166 
*** MARGINAL PROBABILITIES: STATION MONT *** 
GLOf{AL 0 1 2 4 5 ! CUSTNB= 
PROf:= o.~96 0.004 0.000 0.000 0.000 0.000 
VARIANCE or CUSTOMER NUMBER = 0.004 
VARIANC[ OF RESPONSE TIME = 586.179 
*** MARGINAL PROBABILITIES: STATION CANAL• *** 
GLOF:AL 0 1 2 4 5 CUSTND= 
Prl'.DB= o.7~7 0.164 0.033 0.005 0.000 0.000 
VARIANCE OF CUSTOMER NUMBER = 0.288 
VARIANCE OF RCSPONSE TIME = 379.190 
H.6-
*** MARGINAL PROBABILITIES: STATION CANAL1 *** 
GU1flAL : CUSTNB= 0 1 2 3 4 5 
PROB= 0.871 0+114 0+013 0.002 0+000 0.000 
VARIANCE OF CUSTOMER NUMDER = 0+161 
VARIANCE OF RESPONSE TIME = 350.350 
*** MARGINAL PROBABILITIES: STATION CANAL2 *** 
GL.Of:AL : CUSTNB= 0 1 2 3 4 5 
PROB= 0.848 0.131 0.018 0.003 0.000 0.000 
VARIANCE or CUSTOMER NUMDER = 0.202 
VARIANCE OF RESPONSE TIME = 445.369 
*** MARGINAL PROBABILITIEG: STATION CANAL3 *** 
GLOBAL ! CUSTNB= 0 1 2 3 4 5 
PROD= 0.919 0.074 0.006 0.000 0.000 0+000 
VARIANCE OF CUSTOMER NUMBER = 0.094 
VARIANCE OF RCSPONSE TIME = 1135.453 
• • • END OF SIMULATION: TIME = ********** 
MEMORY USED! 7607 WORDS OF 4 DYTCS 
( 7+61 ¼ or TOTAL MEMORY) 
H. 7'."'" 
RESULTATS AVEC PROBABILITES MARGINALES POUR UNE DUREE DE SIMULATION DE 
10500.000 UNITES 
(Les paramètres d'entrée correspondant à la 7ème mesure). 
DEC 20/60 *** QNAP2.1 *** CFEBRUARY 83) 
~ CC) COPYRIGHT BY CII HONEYWELL BULL AND INRIA, 1982 
1 /CONTROL / OPTION=NSOURCE; 
********************************************************** 
* * * CE f·ROGRAMME EFF"CCTUE L.A SIMULATION DU DEC-20 FNDP * 
* AVEC LES PARAMETRES SUIVANTS * 
* * 
********************************************************** 
NOMnRE DE PROCESSUS DANS Lr MODELE: 27+ 
NOMBRE MOYEN DE PROCESSUS DANS LE DALANCE SET: 27. 
TEMPS MOYEN DE SERVICE DES TERMINAUX: 2156.5874 
TEMPS MOYEN DE SERVICE DU cru: 10.932015 
PROBABILITES DE TRANSITION A LA SORTIE DU CPU 
cP•J-- -· >te rm i nau>: : 26. 275 
cpu--->cPu : 0.679 
cpu--->entree dans balset 
cpu--->unites : 72.960 
0.086 
POUCENTAGE POUR CHAQUE UNITE INDIVIDUELLEMENT 
PS ! 1 ! 30 • 47 
PS!2 ! 24+54 
PS!3 ! 26+65 
us : ?.61 
montable: 0.34 
bandes : 8.39 
TEMPS DE POSITIONNEMENT DfS UNITES DISQUES 
ps!l 15.00 
ps!2 : 15.00 
Ps!3 16.00 
IJS ! 20 + 00 
montable: 15~00 
TEMPS DE TRANSFERT DES CANAUX 
canalO: 16.00 
canall : 16.00 
canal2 18.00 
canal3: 31.00 
NOMBRE D'IORD's TRANSFERCS DE LA PWQ VERS LA TWQ 
PS ! 1 7 
~ · • 
PS ! 2 • 3+ • 
ps!3 • 3. • 
1.JS • 7 • 
~· • 
montable l. 4 • 
******************* *************************************** 
* * 
* VOICI LES RESULTATS DE LA SIMULATION * 
* * 
********************************************************** 
*** SIMULATIO N *** 
• • • TIME = 1500000.00 , Nn SAMF'LES = 100 , CONF. LEVEL = 0.95 
******************************************************************* 
* NAME * SERVICE * DlJ:>Y F'CT * CUST NB * RCSF'ONSE * SERV NE: * 
******************************************************************* 
* * * * * * * 
* 
TTY * 21S'8. * .??S'9 * 24.97 * 21?8. * 17022* 
* +I ·- * 30.52 * • 1515E--03* • 6 6 6 7 E -- 0 1 * 30.52 * * 
* 
* * * * * * 
* 
WAITMEM * .OOOOE+OO* • OOOOE-l·OO* • OOOOE·l·OO* .OOOOE+OO* 170S'7* 
* * * * * * * 
* LJF:TTY * . OOO OE+O O* . OOOOE+OO* • OOOOE-l·OO* .OOOOE+OO* 17046* 
* * * * * * * 
* LIDFIL * .OOOOE+OO* .OOOOE+OO* • OOOOE-l·OO* .OOOOE+OO* 48* 
* * * * * * * 
* CPU * 11.05 * • 4{,S'6 * .8473 * 1<;'.<;'4 * 63754* 
* ·!·/ ·- * .93 10E-01* .?457E-02* • 4233E·-01* .7730 * * 
* * * * * * * 
* PS1 * 30.72 * .2858 * .3353 * 36.04 * 13954* 
* +I- · * .3752 * .7180E- 02* .1038E-01* .6175 * * 
* * * * * * * 
* r-· :> 2 * 29.82 * +226 4 * .2562 * 33+74 * 11387* 
* ·Il- * +4378 * • 6241E -· 02* .8076[-02* .5524 * * 
* 
* * * * * * 
* r:
1 S3 * 32.01 * • 2{,42 * .3114 * 37.73 * 12300* 
* ·I / -· * .3898 * • 7é,06E-02* .1102E· 01* .6358 * * 
* 
* * * * * * 
* us * 3S'.12 * +1161 * +1228 * 41.36 * 4452* 
* 
+ / ·- * .7572 * +4335E-02* . 5037[ ··· 02* .8698 * * 
* * * * * * * 
* MONT * 32.45 * .3721E-02* • 3730E-·02* 
7"1 C:-7. 
...,/6-. ~.J * 172* 
* 
+/ -- * 3.635 * • 7737E ·-03* .7817E-03* 3.6?6 * * 
* * * * * * * 
* CANAL• * 16.07 * .1?72 * .2405 * 19.60 * j8406* 
* 
·I·/ ··· * .2468 * • 5255E --· 02* • 7922E -· 02* .3?72 * * 
* 
* * * * * * 
* 
r,ANAL1 * 16 . 19 * .1:?.48 * .1406 * 18.24 * 11559* 
* 
-1- / --· * +2882 * .3825E- 02* .4?64E-02* .3796 * * 
* * * * * * * 
* CANAL2 * 18.26 * •· j ~07 * .1747 * 21+17 * 1238 0* 
* +I · .. * .3192 * .477S'E ·· 02* • 6309E- ·02* .4311 * * 
* * * * * * * 
* CAN AL3 * 30.60 * .7?02E-01* • 8554[ -· 01 * 33.13 * 3873* 
* ·I·/·- * 1.061 * .4031E-02* .4829E-02* 1.274 * * 
* * * * * * * 
******************************************************************* 
H.9-
*** MARGINAL F'ROE:AB ILI TI ES STATION TTY *** 
GI..OJML CUSTNE:= 0 1 2 3 4 5 
PF,OB= 0.000 0.000 0.000 0.000 0.000 0.000 
t.,'ARIANC[ OF CUSTOMER NUME:EF, = 2.748 
VARIANCE or F.:ESF'ONSE TIME = 4741758.375 
*** MARGINAL PROBABILITIES • STATION SEMMEM *** • 
GLOBAL CUSTNB= 0 1 'i -r 4 5 .:.. ..., 
PF~On= 1 • 000 0.000 0.000 0.000 0.000 0.000 
VARIANCr- OF CUSTOMER NUMBCR = 0.000 
VARIANCE OF RCSPONSE TIME = 0.000 
*** MARGINAL PROBABILITIES: STATION WAITMEM *** 
GLOf:AL 0 1 2 3 4 5 CUSTNB= 
r·r,or:= 1.000 0.000 0.000 0.000 0.000 0.000 
VARIANCr OF CUSTOMER NUMDER = 
VARIANC[ OF RESPONSE TIME = 
*** MARGINAL PROBABILITIES STATION LIE:TTY 
*** 
GLQE:AL 0 1 2 3 4 
0.000 
0.000 
5 : CUSTNB= 
PROEi= 1.000 0.000 0.000 0.000 0.000 0.000 
VARIANCE OF CUSTOMER NUMI:ER = 




*** MARGINAL PROBABILITIES • STATION LIBrIL *** • 
GLOf:AL • CUSTNB= 0 1 2 3 4 5 • 
PROf:= j. 000 0.000 0.000 0.000 0.000 0.000 
VARIANCC OF CUSTOMEr, NUME:EF< = 0.000 
VARIANCE OF RESPONSE TIME = 0.000 
*** MARGINAL F'ROBABILITIF.f> • STATION CF'U *** • 
GL.ODAL CUSTNB= 0 1 2 3 4 5 
PF,Of:= o.530 0.257 0.11? 0.055 0.024 o.oos 
VAF, I ANCE OF CUSTOMER NUME:Er, = 1.577 
VARIANCE OF F,ESF'ONSE TIME = 433.939 
*** MARGINAL PROBABILITIES ! STATION PS1 *** 
GLOE:Al ! CUSTNB= 0 1 2 3 4 5 
F'ROn= 0. 714 0.243 0.037 0.005 0.001 0.000 
VARIANCE or CLISTOMER NUMBCR = 0.337 
VARIANCC OF RESF'ONSE TIME = 859.139 
*** MAF,GINAL PF<OBABILITIES • STATION r:·s2 *** 
• 
GI..Of:AL CUSTNB= 0 1 '") 3 4 5 .a. 
PF,OD= 0.774 0.200 0.023 0.003 0.000 0.000 
VARIANCE OF CUSTOMER NUMBER = 0.258 
VAF< I ANCE OF RESPONSE TIME = 712+3 5'8 
H.11-
*** MARGINAL PF<OBAB ILI TI ES STATION F'S3 *** 
GI .. Of:AL CUSTNE:= 0 1 2 3 4 5 
Pr<OB= 0.736 0.225 0.033 0.005 0.001 0.000 
VAF< I ANC[ OF CUSTOMER NUME:ER = 0.327 
VARIANCr nr FŒSF'ONSE TIME = ?58.2S'7 
*** MARGINAL PROBABILITI[S ! STATION US *** 
GLOnAL ! CUSTNB= 0 1 2 3 4 5 
PROF:= 0.884 0.110 0.006 0.000 0.000 0+000 
VARIANC[ OF CUSTOMER NUMDER. = 0.121 
VARIANCE OF R[SPONSE TIME = 884.441 
*** MARGINAL PROBABILITI[S ! STATION MONT *** 
GLQF:AL 0 1 2 3 4 5 CUSTNB= 
PROD= o.?S'6 0.004 0.000 0.000 0.000 0.000 
VARIANCE OF CUSTOMER NUMDER = 0.004 
VARIANCE OF RESPONSE TIME = 563.400 
*** MARGINAL PROBABILITIES: STATION CANAL• *** 
GLO!:AL : CUSTNB= 0 1 2 3 4 5 
PROD= 0.803 0+160 0.032 0.005 0.000 0.000 
VARIANCE OF CUSTOMER NUMBER = 




*** MARGINAL PROBABILITICS : STATION CANAL1 *** 
GLODAL ! CUSTNB= 0 1 2 3 4 5 
PROB= 0 . 875 0.111 0.013 0.002 0+000 0.000 
VARIANCE OF CUSTOMER NUMDER = 0 + 156 
VARIANC~ OF RESPONSE TIME = 334.871 
*** MARGINAL PROBABILITIES : STATION CANAL2 *** 
GL OF:AL ! CUSTNB= 0 1 2 3 4 5 
PRO~= 0 . 849 0+130 0.018 0.003 0.000 0.000 
VARIANCE OF CUSTOMER NUMBER = 0 .1 ~8 
VARIANCE OF RESPONSE .TIME = 445.879 
*** MARGINAL PROBABILITIES ! STATION CANAL3 *** 
GLOBAL ! CUSTNB= 0 1 2 3 4 5 
PROE= 0+921 0.073 0.006 0.000 0.000 0.000 
VA~~IANCI:. OF CLISTOMEF\ NLIMBCR = 0.092 
VARIANCE OF RESPONSE TIME = 1103.613 
••• [ND OF SIMULATION TIME = ********** 
MEMORY USED! 7607 WORDS OF 4 BYTES 
( 7.61 ¼ OF TOTAL MEMORY> 
ANNEXE I 
LES RESULTATS DU MODELE 
L1-
PREMIERE SIMULATION 
(correspondant à la première mesure) 
DEC 20/60 *** QNAP2.j *** (FCBRUARY 83) 
CC) COPYRIGHT BY CII HONEYWELL BULL AND INRIA, 1982 
1 /CONTROL / OPTION=NSOURCE; 
********************************************************** 
* * 
* CE F'ROGRAMME EFFECTUE LA SIMULATION fllJ D[C ·-·20 FNDP * 
* AVEC LES PARAM[TRES SUIVANTS * 
* * 
********************************************************** 
NOMnRE DE PROCESSUS DANS L[ MOD[LE ! 28. 
NOME:RE MOYEN DE PROCESSUS DANS LE f:Al.ANCE SET ! 28. 
TF.MPS MOYEN DE SERVICE Df.S Tl:T.:MJNAlJX : 1966. 5555 
TEMPS MOYEN DE SERVICE DU CPU ! 8.438268 
PROBABILITES DE TRANSITION A LA SORTIE DU CPU 
cPu-·-·-· > te rm i rra1J:< : 23. 5?8 
cpu-~ - } CPU : 0.488 
cP•J-- -· >erit ree da ris ba 1 set : 0. 106 
cpu--->uriites : 75.808 
POUCENTAGE POUR CHAQUE UNITE INDIVIDUELLEMENT 
PS!l ! :?é,.74 
PS!2 ! 27.55 
PS!3 ! 24+15 
IJS ! 3 + 61 
montable: 0.06 
bandes : 17.90 
TEMPS DE POSITIONNEMENT T.IF S lJNITES DISQUES 
PS!l ! j8+00 
PS ! 2 ! 18 • 00 
PS!3 ! 1S'.OO 
IJS ! 18+00 
montable! 10.00 
TEMPS DE TRANSFERT DES CANAUX 
carialO: 17.00 
cariall ! j7.00 
canal2: 18.00 
canal3: 54.00 
NOMBRE D'IORB ' s TRANSFER[S D[ LA PWQ VERS LA TWQ 
PS ! j ! 

















••• TIME = 1000000.00, Nn SAMPLES = 100 , CONF. LEVEL= 0.95 
******************************************************************* 
* NAME * SERVICE* BUSY PCT * CUST NB* R[SPONSE * SERV ND* 
******************************************************************* 
* * * * * * * * TTY * 1994. * .9999 * 25.20 * 1994. * 12619* 
* -1-1- * 34.78 * .1l14E-·03* .1085 * 34.70 * * 
* * * * * * * 
* WAITMEM * .ooooE+OO* .oooor+oo* .OOOOEtOO* .OOOOEtOO* 12695* 
* * * * * * * 
* LIBTTY * .OOOOEtOO* .OOOOEtOO* .ooooE+OO* .OOOOEtOO* 12638* 
* * * * * * * 
* LII:FIL * • OOOOE·I 00* • OOOOE+OO* • OOOOF.: ·1·00* • OOOOE+OO* 48* 
* * * * * . * * * CPU * B.533 * .4494 * .7780 * 14.77 * 52669* 
* ·l·I ·- * +6871E-01* .9296E-·02* .3916E-·01* .5361 * * 
* * * * * * * * PS1 * 32.67 * .3453 * .4257 * 40.28 * 10569* 
* +I- * .4421 * .l.165[ ·-01* .1919E-01* .8841 * * 
* * * * * * * * PS2 * 31.73 * .3502 * .4341 * 39.33 * ]1038* 
* -~/- * .4715 * .l047E-01* .1673E-01* .8357 * * 
* * * * * * * 
* PS3 * 33.83 * .3144 * .3916 * 40.83 * 9590* 
* ·t ; ... * • 5531 * • 8992E-02* • 1360E·-01* • 7797 * * 
* * * * * * * * US * 41.63 * .5779E-01* .5932F>01* 42.74 * 1388* 
* ·l / ·- * 1. 597 * • 3?63E···0 2* • 4144[-02* 1. 663 * * 
* * * * * * * 
* MONT * 39.38 * .6694E-03* .6694E- 03* 39.38 * 17* 
* ~-/- * 9. 650 * . 355;:>E-·03* • 3552E-03* 9. 650 * * 
* * * * * * * * CANALO * 17.09 * .?043 * .2550 * 21.33 * 11957* 
* +I- * .3035 * .7462E-02* +1204E - 01* .5697 * * 
* * * * * * * * CANAL1 * 16.97 * .1876 * .2274 * 20.57 * 11055* 
* -1-1- * .3637 * .7152E-02* .lOOlr:: ·-01* .5368 * * 
* * * * * * * * CANAL2 * 17.80 * .1715 * .2038 . * 21.25 * 9590* 
* ·l·I ·- * • 3687 * • 565?E-02* • 7509E-02* • 4703 * * 
* * * * * * * * CANAL3 * 54.18 * .3858 * .59?7 * 84.2?. * 7121* 
* -tl- * 1.292 * .:1.330E-·01* .4077E-01* 4.474 * * 
* * * * * * * 
******************************************************************* 
••• END OF SIMULATION! TIME = ********** 
MEMORY USED! 7523 WORDS OF 4 DYTCS 
< 7+52 ¼ OF TOTAi.. MEMORY) 
LJ-
DEUXIEME SIMULATION 
(correspondant à la deuxième mesure) 
DEC 20/60 *** QNAP2.1 *** CFEBRUARY 83) 
CC) COPYRIGHT BY CI I l·lONl:YWFL 1.. BULL AND I NR I A, 1982 
1 /CONTROL / OPTION=Nf>Ollr,r.r-:; 
********************************************************** 
* * * CE PROGRAMME EFTECTUE 1..A SIMULAT ION DU DEC ··· 20 r-NTIP * 
* AVEC LES PARAMETRES SUIVANTS * 
* * 
********************************************************** 
NOMDRE DE PROCESSUS DANS LE MODELE: 30. 
NOMBRE MdYEN DE PROCESSUS DANS LE BALANCE SET: 30. 
TEMPS MOYEN DE SERVICE DES TERMINAUX: 1826.504? 
TEMPS MOYEN DE SERVICE DU CPU: 9.337532 
PROBABILITES DE TRANSITION A LA SORTIE DU CPU 
cp1..1-·-·-·>t.ermina•..1:< : 24. 456 
cpu---)cpu : 0.553 
cpu--->entree dans halset: 0.075 
cp1..1--···>•..1nites: 74.916 
POUCENTAGE POUR CHAQUE UNITE INDIVIDUELLFMENT 
Ps:1 : 32.27 
Ps:2: 25+57 
PS:3 ! 25+41 
IJS ! 15.89 
montable: 0.01 
bandes: 0.85 
TEMPS DE POSITIONNEMENT DES UNITES DI SQlJr :> 





1..15 : 21 • 00 
montable : 11.00 
TEMPS DE TRANSFERT DES CANAllX 
canalO • • 
canall • • 
canal2 • • 
canal3 • • 
NOMBRE D'IORB's 
?s:1 • • 
Ps:2 
Ps:3 




















••• TIME = 1000000.00, ND SAMPLES = 100 , CONr. LEVEL= 0+95 
******************************************************************* 
* NAME * SERVICE * BlJSY PCT * CUST NB * r.:r:::m:•oNsr:: * SERV NB * 
******************************************************************* 
* * * * * * * 
* TTY * 184?. * 1+000 * 26.78 * 184?. * 14449* 
* -1-1 -· * 33.02 * .4457E·-04* .1136 * 33.02 * * 
* * * * * * * * WAITMEM * .OOOOE+OO* .OOOOEtOO* .OOOOE-~00* .oooor.100* 14537* 
* * * * * * * * LIE:TTY * • OOOOEtOO* • OOOOEtOO* • OOOOE+OO* + OOOOEtOO* 14478* 
* * * * * * * * I .. JP.FIL * • OOOOE+OO* • OOOOE+OO* • OOOOE-~ 00* • oooor-:+OO* 58* 
* * * * * * * 
* CPU * ?.475 * .5548 * 1+155 * 19.72 * 58547* 
* +/··· * +7804E-01* +1l54E-01* .5835E·-01* .7530 * * 
* * * * * * * 
* rs1 * 33.11 * .4638 * .6594 * 47.08 * 14007* 
* +I- * +3751 * .1:1.?:?[ -·01* .2752E-01* 1+15:1 * * 
* * * * * * * 
* rs2 * 29.96 * .3371 * .4218 * 37.49 * l125l* 
* +I- * .3936 * .?l62E-02* .1638E-01* .8231 * * 
* * * * * * * 
* PS3 * 31+97 * .3535 * +4375 * 39.56 * 11059* 
* +I-· * .3085 * .?528E-02* .1503E -· 01* .6230 * * 
* * * * * * * * LIS * 40.22 * .2814 * .3277 * 46.83 * 6997* 
* + / · - * • 6 8 2 3 * • l O 3;, F. ·• 0 1. * • l 413 E - 01 * • 9 5 8 6 * * 
* * * * * * * 
* MONT * 27. 80 * • 8340E-04* + 8340E·-04* 27. 80 * ?.* 
* -1-1- * 12.01 * .l001E·-03* .1001E-03* 12.0:l. * * 
* * * * * * * * CANAl.O * 16.15 * .:~:~?2 * .4755 * 22.64 * 21004* 
* +I- * .2456 * +?085E-02* .1746C-01* .4??.:1 * * 
* * * * * * * 
* CANAL1 * 17.08 * +1?22 * +2214 * 1?.67 * 11254* 
* +I- * .3019 * .5971E-02* .7815F···02* .4070 * * 
* * * * * * * 
* CANAL2 * 18.06 * +1997 * .2402 * 21.72 * 11059* 
* ·f·/ ·- * • 3001 * • 63?4E-02* . ?326E-02* • 4584 * * 
* * * * * * * * CANAL3 * 174.4 * .6521E·· 01* +6?02E ·-01* 184.t', * 374* 
* t/- * 16.00 * .0036r.-02* .9671E-02* 17 .60 * * 
* * * * * * * 
******************************************************************* 
•• • END OF SIMULATION! TIME = ********** 
MEMORY USED: 7596 WORD S or 4 BYTES 
( 7.60 % OF TOTAL . MEMORY) 
L5-
TROISIEME SIMULATION 
(correspondant à la troisième mesure ) 
DEC 20/60 *** QNAP2.1 *** crEBRUARY 83) 
(C) COPYRIGHT EIY CIT I-IONF.YWEI.. I.. BULL AND INRIA, 1<i'82 
1 /CONTROL / OPTION=NSO!Jf"~r.r-; 
********************************************************** 
* * * CE PROGRAMME ErFECTUE LA SIMULATION DU DF.r. ···?O r-Nnr-- * 
* AVEC LES PARAMETRES SUIVANTS * 
* * 
********************************************************** 
NOMBRC DE PROCESSUS DANS Lf MODELE: 24. 
NOMBRE MOYEN DE PROCESSUS DANS LE BALANCr sr-T: 24. 
TEMPS MOYEN DE SERVICE DES TERMINAUX: 2055.9495 
TEMPS MOYEN DE SERVICE DU CPU: 11.475786 
PROBABILITES DE TRANSITION A LA SORTIE DU CPU 
cF-•J--·-· >terminaw-: : 24.623 
CF-IJ--•-· >cPIJ : 0 • 722 
cpu--->entree dans halset : 0.122 
cF-1J--•···>•Jni tes : 74. 533 
POUCENTAGE POUR CHAQUE UNITE INDIVIDUELLEMENT 
PS ! 1 : 32 + 33 
F-S!2 ! 30+44 
PS!3 ! 29+19 
IJS ! 7 t 04 
montable! 0.00 
bandes : 1 • 00 
TEMPS DE POSITIONNEMENT DES UNITES DISQLl[S 
Ps:1 : 16.00 
PS ! 2 ! 18 • 00 
PS ! 3 ! 17 + 00 
IJS : 22 • 00 
montable : 0. 0000[·~00 
TEMPS DE TRANSFERT DES CANAlJX 
canal•: 16.00 
canal! : 17.00 
canal2: 18.00 
canal3: 199.0 
NOMBRE D'IORD ' s TRANSFERES DE LA PWQ VERS LA TWQ 
Ps:1 • "1 • 'J • 
PS!2 • "1 • ~·. 
Ps:3 • 3 • • 
IJS • 2. • 








• • • TI ME = 1000000.00 t N~ SAMPLES = 100, CONr. L~VEL = 0.95 
******************************************************************* 
* NAME * SERVICE* BUSY F'CT * CUST NB* RESPONSE * Sf.RV Nf< * 
******************************************************************* 
* * * * * * * 
* TTY * 2096. * 1.000 * 21.81 * 2096. * 10383* 
* -1-/·- * 40.81 * .4457E-04* .7219[···01* 40.81 * * 
* 
* * * * * * 
* WAITMEM * .OOOOEi-00* .OOOOE+OO* .oooor+oO* .OOOOE+OO* 10465* 
* * * * 
* * * 
* LIBTTY * • OOOOE-1-00* • OOOOE +OO* • OOOOE tOO* • 0000F.: ·f 00* 10407* 
* * * * * * * * LIBFIL * . OOOOE-t 00* • OOOOE t OO* • OOOOE+OO* • 00001: ·l 00* 58* 
* * * * * 
* * 
* CPU * 11.63 * • 4048 * .8687  20+84 
* 
41684* 
* +/- * +1066 * .1008E-01* .3727E-01* .616l * * 
* * * * * * * * rs1 * 31.36 * .3100 * .3703 * 7.7.47 * 9885* 
* -1-/-· * .4950 * .95?5E-·02* .l410E·-01* .8027 * * 
* * * * * * * * F'S2 * 32.22 * .3043 * .3621 * 38.34 * 9445* 
* +/-· * .4576 * .8654E -·02* + 1251E-01* .6756 * * 
* * * * * * * 
* rs:i: * 32.55 * +29~2 * .3455 * 38.35 * 9009* 
* +-1- * +4460 * .7762E-02* .1176E-01* .6648 * * 
* 
* * * * * * 
* us * 41.78 * +94l6E-01* +9857E-01* 43.73 * 2254* 
* +/-- * 1.315 * • 5755E-02* • 6306f::·-02* l • 490 * * 
* * * * * * * 
* CANAL• * 16.:1.? * • l 965 * +2407 * 19+83 * 12139* 
* -1-/ ·- * +2703 * • 6018E-02* • ?03?E·-02* • 4407 * * 
* * * * * * * 
* CANAL1 * 17.03 * .1608 * .1891 * 20.02 * 5'445* 
* +I- * .3248 * • 5:=,;nr-:--02* • 7559E-02* • 4848 * * 
* * 
* * * * * 
* r,ANAL2 * 18.06 * • 16-27 * • 18S'O * 20.98 * ?009* 
* 
+/- * .3570 * • 5368E-02* • 7085E-·02* • 460~~ * * 
* * * * * * * 
* CANAL3 * 17S'.O * .5009E-01* .6222E-01* 189.1 * 329* 
* -1-1- * 20.37 * • 8580E-02* • 9683E-·02* 23. 13 * * 
* * * * * * * 
******************************************************************* 
••• END OF SIMULATION: TIME = ********** 
MEMORY USED: 7394 WORDS OF 4 BYTES 




(correspondant à la quatrième mesure) 
DEC 20/60 *** QNAP2.1 *** <r-EBRUARY 83) 
(C) COPYRIGHT BY CII HONEYWELL BULL AND INRIA, 1982 
1 /CONTROL / OPTION=Nf>Ollf,CE; 
********************************************************** 
* * * cr PROGRAMME EFFECTUE LA SIMULATION DU DEC-20 FNDP * 
* AVEC LES PARAMETRES SUIVANTS * 
* * 
********************************************************** 
NOMnRr DE PROCESSUS DANS Lf MODELE: 32 . 
NOMnRE MOYEN DE PROCESSUS DANS LE BALANCE SET: 32. 
TEMPS MOYEN DE SERVICE or s TERMINAUX: 2024.6933 
TEMPS MOYEN DE SERVI CE DU CPU : ? • 423065 
PROBABILITES DE TRANSITI ON A LA SORTIE DU CPU 
c?r_i- -·- >te rm i narJ:< : 31 • 605 
cpu--- >c?u : 0.560 
cPu--->entree dans balset : 0.060 
CPtJ--·- >uni tes ! 6 7. 775 
POUCENTAGE POUR CHAQUE UNJTC INDIVIDUELLEMENT 
?s!1 : Z.5.38 
?s!2: 22.85 
PS!3: 2S'.34 
IJS ! 7+33 
montable : 0.06 
bandes: 5.04 







1.JS : 20 • 00 
montable: 1?.00 
TEMPS DE TRANSFERT DES CANAUX 
canal• : 16.00 
canal1 : 18.00 
canal2: 16.00 
canal3: 50.00 














* VOICI LES RESULTATS DE LA SIMULATION * 
* * 
********************************************************** 
*** SIMULATION *** 
• • • TIME = 1000000.00 ~ Nf< SAMF'LES = 100 , CONF. LEVEL = 0+95 
******************************************************************* 
* NAME * SERVICE * BUSY F"CT * CUST NB * RESF'ONSE * SERV NB * 
******************************************************************* 
* * * * * * * 
* TTY * 2070. * 1.000 * 30.04 * 2070. * 14486* 
* 
+/·- * 34.82 * .3152E-04* • 7254E·-01* 34.82 * * 
* 
* * * * * * 
* WAITMEM * .OOOOE-}00* .OOOOEtOO* .OOOOE+OO* .oooor.+oo* 14554* 
* * * * * * * 
* LIE:TTY * .OOOOE+OO* .ooooE+oo* .OOOOE-1-00* .OOOOE-1-00* 14515* 
* 
* * * * * *-
* I..JBF"IL * .OOOOE-l-00* .OOOOE-1-00* .OOOOEtOO* • OOOOF.·f 00* 36* 
* * * * * * * 
* cr-·u * 9.475 * .4?.95 * .7265 * 16.0Z. * 45326* 
* 
+/·- * .8951E-01* .9446E-02* .3561E·-01* .5667 * * 
* 
* * * * * * * PS1. * 






+/-· * .4335 * .9t,S'1E-02* .1585E-·01* .7894 * * 
* 
* * * * * * 
* r:·s2 * 31. 74 * .2210 * .2538 * 36. 4(, * 6962* 
* 
+/- * .4892 * .7766E-02* +1123E-01* .7586 * * 





.3310 * 36.8D 
* 
8<;'76* 
* ' t/- * .4402 * .9208E-02  • 1461E·-01* 1.007 * * 
* * * * 
* * * 
* 
LIS * 40.83 
* 




+/-· * 1.35<;' * .513<7E-02* • 5616[-·02* 1.415 * * 
* 
* * * * * * 
* MONT * 45.96 * .8732E-03* .8732E-03* 45.96 * 19* 
* 
·I·/· ·· * 11.39 * .4604E-03* • 4604E ·-03* 11.39 
* * 
* * * * * * * 
* 
CANAL• * 16.04 * • 20S'2 * .2512 * 19.26 * 13037* 
* 
+/- * .2851 * .6044E-02* .S'802E-02* .4195 * * 
* * * * * * * 
* 
CANAL1 * 18.04 * .1255' * .1390 * 19. 9?. * 6981* 
* +/- * .3885 * .4933E-02* • 6014[-·02* .4622 * * 
* * * * * * * 
* CANAL2 * 16.17 * ,1451 * .1638 * 18. 2:-; * 8976* 
* -1-/- * 
.,. .,. .., .., 
• ..,J .J ... ._ * • ~t. 17E-02* • 6902E --· 02* .4383 * * 
* * * * * * * 
* 
CANAL3 * 50.62 * .7776E-01* • 8 3 3 6 E ·· 0 1 * 54.27 * 1536* 
* +/-· * 2.785 * .6037E-02* .7136[-02* 3.258 * * 
* * * * * * * ******************************************************************* 
ENft OF SIMULATION • TIME = ********** • • • • 
MEMORY USED! 7665 WORDS OF 4 BYT[S 
C 7.67 X or TOTAL MEMORY) 
I..,9- · . 
CINQUIEME SIMULATION 
(correspondant à la cinquième mesure) 
DEC 20/60 *** QNAP2.1 *** (FEBRUARY 83) 
(C) COPYF',IGHT E:Y CII I-IONEYWELL BULL AND INF".:IA, 15'82 
1 /CONTROL / OPTION=NnOURCE; 
********************************************************** 
* *  C~ PROGRAMME EFFECTUE LA SIMULATION DU DEC-20 FNDP  
* AVEC LES PARAMfTRES SUIVANTS * 
* * 
********************************************************** 
NOMBRE DE PROCESSUS DANS LE MODELE: 44. 
NOM~RE MOYEN DE PROCESSUS DANS LE BALANCE SET: 44. 
TEMPS MOYEN DE SERVICE DES TERMINAUX: 3547.1248 
TEMPS MOYEN DE SERVICE DU cru: 11.467859 
PROBABILITES DE TRANSITION A LA SORTIE DU cru 
CPu··· ···- >termir,arJ;{: 31.542 
cpr_,-· -· -· >cP•J ! 0. 614 
CP•J-·-·- >entree dans balset : 0.078 
c-pr_r ·- ---·>1Jni tes : 67. 766 
POUCENTAGE POUR CHAQUE UNITE INDIVIDUELLEMENT 
PS ! :1 ! 35 • 42 
PS ! 2 ! 29 • 58 
PS!3 ! 30.05 
IJS ! 2 • S' 1 
montable: 0.03 
bandes : 2.01 
TEMPS DE POSITIONNEMENT nrs UNITES DISQUES 
TEMF''S 
PS!.1 ! .lé, . 00 
PS!2 ! 14.00 
PS!3 ! 16+00 







canall : 23.00 
canal2: 19.00 
canal3: 183. 0 
NOMBRE D'IORB's TRANSFERES DE LA PWQ VERS LA TWQ 
PS ! j • 3 • • 
PS!2 • 3 + + 
PS!3 3. 
IJS • 2 • + 









••• TIME = 1000000.00, ND SAMPLES = 100, CON~. LEVEL= 0.95 
******************************************************************* 
* NAME * SERVICE* BUSY PCT * CUST NB* RESrONSE * SERV ND* 
******************************************************************* 
* * * * * * * 
* TTY * 3619. * .??99 * 42.12 * 3619. * 11601* . 1 
* +/-· * 70. 07 * .1045E-03* • ?583E·-01* 70. 07 * * 
* * * * * * * 1 
* WA I TMf.M * • OOOOE ~-00* • OOOOE tOO* • OOOOE +OO* • OOOOE" -1-00* 11680* 
* * * * * * * 
* L.Jf:TTY * .OOOOE+OO* .OOOOE+OO* .OOOOE+OO* .OOOOf.·1·00* 11641* 
* * * * * * * 
* 1.. JF:FIL * • OOOOE+OO* • OOOOE-f.00* • OOOOE+OO* • oooor. -100* 35* 
* * * * * * * 
* cru * 11.57 * .4259 * .7356 * 19.98 * 36811* 
* +I-· * • 1325 * • 8913E-02* • 6406E-01* 1. 53:?. * * 
* * * * * * * 
* PS1 * 32.59 * +2891 * .3458 * 38.97 * 8872* 
* +I·- * .5333 * .!1614E-02* .1377E-·01* +5'866 * * 
* * * * * * * 
* PS2 * 35.47 * .2585' * .2?97 * 41.06 * 7298* 
* +/-· * +6641 * .7641E-·02* .1073E-01* 1.00é, * * 
* * * * * * * 
* PS3 * 33.23 * .2473 * .2844 * 38.21 * 7443* 
* +I ·- * .5394 * .8616E-02* .1218E-01* .824t., * * 
* * * * * . * * 
* US * 44.85' * .Z.416E-01* .3497E···01* 45.5'!".i * 761* 
* ·I·/ ·- * 2.206 * .2?41E-02* .3121E··· 02* 2.364 * * 
* * * * * * * 
* MONT * 35.61 * .2849E-03* .2849E-·03* 35.61 * 8* 
* +I- * 20 .16 * • 24?4E·-03* • 2494E-03* 20 .16 * * 
* * * * * * * * CANALO * 18.27 * .1760 * .2087 * 21.67 * ?633* 
* ·I·/- * .3932 * .6347E-02* .9369E-02* .5927 * * 
* * * * * * * 
* r.ANAL1 * 23.27 * +1700 * .1911 * 26.16 * 7306* 
* ·l·I- * .5915 * +6154E-02* .7992E-·02* +7720 * * 
* * * * * * * * CANAL2 * 18.?7 * +1412 * .1612 * 21 . 66 * 7443* 
* ·l·I··· * .4287 * .5781E -· 02* ,7580E-02* .5715 * * 
* * * * * * * 
* CANAL3 * 176.8 * .?423E-01* .1064 * 15'9.6 * 533* 
* -1-1- * 14.20 * ,1180E·-01* ,1586E-01* 21,19 * * 
* * * * * * * 
******************************************************************* 
••• END OF SIMULATION! TIME = ********** 
MFMORY USED! 8038 WORDS OF 4 BYTES 
( 8.04 % OF TOTAL MEMORY> 
Io 11-
SIXIEME SIMULATION 
(correspondant à la sixième mesure) 
DEC 20/60 *** QNAP2.1 *** crrBRUARY 83) 
<C> COPYRIGHT E:Y CII HONEYW[I..L BULL AND INRIA, 1S'82 
1 /CONTROL / OPTION=NSOURCC; 
********************************************************** 
* * * CC PROGRAMME EFFECTUE LA SIMULATION DU DEC-20 FNDP * 
* AVEC LES PARAMETRES SUIVANTS * 
* * 
********************************************************** 
NOMBRC DE PROCESSUS DANS LE MODELE: 30. 
NOMBRE MOYEN DE PROCESSUS DANS LE DALANCE SET: 30. 
TEMPS MOYEN DE SERVICE DES TERMINAUX: 2070.8829 
TEMPS MOY[N DE SERVICE DU cru: 8+542856 
PROBABILITES DE TRANSITI ON A LA SORTIE DU cru 
c-F-1J-·-·-·>termina1.n< : 23. 151 
CF-IJ--· -·> cF-IJ : 0 + 484 
CF-•J---- >entree dans balset : 0+101 
cF-u--"'· >•.Jni tes : 7t.~. 264 
POUCCNTAGE POUR CHAQUE UNITE INDIVIDUELLEMENT 
F-!ë-!1 : :rn.5? 
PS!2 ! 27+37 
?5!3: 28.85 
IJS ! ?+77 
montable : 0.01 
bandes: 3.42 
TEMPS DE POSITIONNEMENT D[S UNITES DISQUES 
F-s!1 : 16.00 
F-s!2 : 18.00 
?s!3: 18.00 
IJS ! 1?+00 
montable: 9.000 
TEMPS DE TRANSFERT DES CANAUX 
canalO : 15.00 
canal! : 16.00 
canal2 16.00 
canal3: 89.00 



















••• TIME = 1000000.00, Nn SAMPLES = 100, CONF. LEVEL= o.95 
******************************************************************* 
* NAME * SERVICE * BUSY PCT * CUST NB * RESF'ClNSE * SCRV NE: * 
******************************************************************* 
* * * * * * * 
t TTY * 2098. * 1.000 * 27.22 * 2098. * 12948* 
* ·I·/ ·- * 42. 06 * • 3152E-·04* • 1084 * 42. 06 * * 
* * * * * * * * WAITMEM * .OOOOEtOO* .OOOOEtOO* .OOOOE-1-00* +OOOOE100* 13027* 
* * * * * * * 
* L.1 f:TTY * • OOOOE i 00* • OOOOE tOO* • OOOOE ·!·00* • OOOOE +OO* 1297 6* 
* * * * * * * 
* 1..JE:FIL * .OOOOE+OO* .OOOOEtOO* .OOOOEtOO* .OOOOF+OO* 49* 
* * * * * * * * CPU * 8.608 * .4778 * .8821 * 15.89 * 55509* 
* -1-/- * .852?E-·01* .10S'7E-01* .4416C-01* .546? * * 
* * * * * * * 
* PS] * 30.35 * .3880 * .5006 * 3?.15 * 12784* 
* +/·- * • 3965 * + 1163E·-01* • 2160E-·01* • 8593 * * 
* * * * * * * * PS2 * 30.75 * .3556 * .4441 * 38.40 * 11565* 
* +/-· * .3874 * • 1023E-01* • 1660E-01* • 7131 * * 
* * * * * * * 
* PS3 * 30.64 * .3775 * .4797 * 38.94 * 12319* 
* ·f /- * • 4249 * • 1123E-01* • 2056C-·01* • 908,, * * 
* * * * * * * 
* LIS * 3S'.64 * +1614 * .1748 * 42.9~ * 4072* 
* -1-/- * • 8758 * • 7706E-02* • ?333E-·02* 1. 132 * * 
* * * * * * * 
* MONT * 40. 65 * • 2033E-·03* • 2033E···03* 40 + 65 * 5* 
* t/- * 11.81 * .l043E-03* +1843C-03* 11.81 * * 
* * * * * * * * CANAL• * 15.35 * +2587 * +3501 * 20.77 * 16856* 
* i ·/- * .2268 * .8103E-02* +1611E - 01* .5461 * * 
* * * * * * * 
* CANAL1 * 16+17 * .1871 * +2292 * 19.8j * 11570* 
* ·f· / ··· * • 2789 * • 6 795E-02* • ?500E ·· 02* • 4266 * * 
* * * * * * * * CANAL2 * 16.25 * .2002 * .2493 * 20+23 * 12319* 
* 1/- * .2903 * .6715E- 02* .1067E-01* .5071 * * 
* * * * * * * * CANAL3 * 86.64 * +12?3 * +1494 * 100.2 * 1492* 
t -1-/- * 4+505 * .l043E- 01* +1510E-·01* 7.418 * * 
* * * * * * * 
******************************************************************* 
• • • END OF SIMULATION: TIME = ********** 
M[MORY USED: 7592 WORDS OF 4 BYT[S 





(correspondant à la septième mesure) 
DEC 20/60 *** QNAP2.1 *** CFEBRUARY 83) 
(C) COPYRIGHT I:Y CII HONEYWELL BULL AND INRIA, 1982 
1 /CONTROL / OPTION=NSOLIRCE; 
********************************************************** 
* * * CE PROGRAMME EFFECTUE LA SIMULATION DU DEC - 20 FNDP * 
* AVEC LfS PARAMETRES SUIVANTS * 
* * 
********************************************************** 
NOMnRE DE PROCESSUS DANS LC MODELE: 27. 
NOMBRE MOYEN DE PROCESSUS DANS LE BALANCE SCT: 27. 
TEMf'S MOYCN DE SERVICE DES TERMINAUX: 2156.5874 
TEMf'S MOYEN DE SERVICE DU CPU: 10.932015 
PROBABILITES DE TRANSITIO N A LA SORTIE DU CPU 
ci=-u-··- ···> termir,aw-: : 26. 275 
CF'I.J---· ) CF"I.J !- 0 • 6 79 
. 
ci=-u--- >entree dans balset: 0.086 
ci=-u-·-·-· >urr i tes ! 72. 960 
POUCENTAGE POUR CHAQUE UNITE INDIVIDUELLEMENT 
i=-s!l ! ?.0.47 
i=-s:2: 24.54 
i=-s!3: 26.65 
I.JS ! 9 • 61 
montable: 0.34 
bandes: 8.39 







I.JS ! 20.00 
mont~ble: 15.00 






16 . 00 
18.00 
cana13 : 31.00 
NOMDRE D'IORB's TRANSFERES DE LA PWQ VERS LA TWQ 
p~: :1 : 
i=-s!2 
PS!3 
1.J 5 ! 
montable: 
3. 
3. 
3. 
3. 
l. 4. 
