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Abstract
In order to  assist terminologists in the compilation o f  terminology collections in 
specialist domains, a  “text probing” approach to  the acquisition o f  English term s 
from special language texts is specified, designed, implemented, and evaluated. 
This approach draws on aspects o f  general language corpus linguistics and 
computational lexicography, and follows current trends tow ards corpus-based 
terminology compilation work. O ur text-probing approach is founded 
specifically on observations about the linguistic features o f  English terms and 
their collocational behaviour in special language texts, and represents an effort 
to  extend the scope o f  existing collocation studies from general language to  
special language. It aims to  be both  domain- and text-type independent. By 
operating on the premise that a  term  is likely to  reside in a special language text 
between boundary m arkers comprising closed class words/punctuation, it 
permits the acquisition o f  single- and multi-word term s spanning a range o f  
w ord classes. Our approach has been implemented in a prototype computer 
program  (“Term spotter”) which has been written in Quintus Prolog. This 
program  processes untagged special language texts, either individually or in 
batches. It functions by “probing” texts for closed class w ords and punctuation, 
extracting as term  candidates those items which reside betw een them. A 
systematic evaluation o f  the text-probing approach is presented in which, using 
an innovative experimental design, the term acquisition efficiency o f  
Term spotter is m easured against the manual scanning output o f  domain experts, 
as well as compared w ith the scanning output o f  terminologists. Results in the 
special language texts studied so far indicate that, on average, Term spotter can 
accurately retrieve 80% o f  the term s identified by a domain expert, and can 
typically partially retrieve the remaining 20%. The program  performed very 
favourably in comparison with human terminologists. Extensions o f  our text- 
probing approach to  other languages are anticipated. M oreover, wider 
applications o f  the notion o f  text probing are envisaged, both within and beyond 
the terminology community, for abstracting other structures from special 
language texts.
© H eather Fulford, 1997
Acknowledgements
I am greatly indebted to  my supervisors Dr. Khurshid Ahmad and 
Dr. M argaret Rogers for their guidance and support during my 
research. I wish to  thank those who participated in the 
evaluation work, as well as past and present members o f  the 
Artificial Intelligence Group (Department o f  Mathematical and 
Computing Sciences, University o f  Surrey) who gave advice in 
the development o f  the Term spotter program. M y heartfelt 
thanks go also to  family and friends for their support and 
encouragement throughout my research.
Term acquisition: a text-probing approach
1 Introduction 1
2 Term acquisition: past, present, and future 11
2.1 Preliminary remarks 11
2.2 Term  acquisition: some developments in working practice 11
2.3 Terms in text: some acquisition issues 16
2.4 M achine-aided term  acquisition: some existing approaches 20
2.5 Concluding rem arks 35
3 The text-probing approach: design and implementation 38
3.1 Preliminary remarks 38
3.2 Term  acquisition: introducing text probing 40
3.3 Implementing the text-probing approach: Term spotter 51
3.4 Concluding remarks 55
4 Evaluating the text-probing approach to term acquisition 57
4.1 Preliminary rem arks 57
4.2 Evaluation design and pilot study 59
4.3 Term  acquisition: comparing Term spotter w ith terminologists 72
4.4 Overgeneration and some o f  its possible causes 87
4.5 Concluding remarks 95
5 Conclusions and future directions 97
References
Appendices
Appendices
Appendix A Corpus bibliography
Appendix A l Excerpts from the term  investigation data logs
Appendix B Closed class w ord list
Appendix B1 Excerpts from stoplist
Appendix B2 Term spotter program  listing
Appendix C  Pilot study instructions
Appendix C l Pilot study data log excerpts
Appendix D Term  acquisition experiment instructions
Appendix D1 D ata log excerpts for the Geology Term  Acquisition
Experim ent and the Medical Term Acquisition Experiment
Appendix E  D ata log excerpts for Geology Texts A  and B, and Medical
Texts A  and B
A  forethought...
"What I came to  say was: Have you seen Small anywhere about?"
"I don't think so," said Pooh. And then, after thinking a little more, he said: 
"Who is Small?"
"One o f  my friends-and-relations," said Rabbit carelessly.
This didn't help Pooh much, because Rabbit had so many friends-and-relations, 
and o f  such different sorts and sizes, that he didn't know whether he ought to  be 
looking for Small at the top o f  an oak-tree or in the petal o f  a buttercup.
"I haven't seen anybody today," said Pooh, "not so as to  say 'Hallo, Small!' to. 
Did you want him for anything?"
"7 don't want him," said Rabbit. "But it's always useful to  know  where a friend- 
and-relation is, whether you want him or whether you don't."
"Oh, I see," said Pooh. "Is he lost?"
"Well," said Rabbit, "nobody has seen him for a long time, so I suppose he is. 
Anyhow," he went on importantly, "I promised Christopher Robin I'd Organize 
a Search for him, so come on."
Pooh said good-bye affectionately to  his fourteen pots o f  honey, and hoped they 
were fifteen; and he and Rabbit went out into the Forest.
"Now," said Rabbit, "this is a  Search, and I've Organized it - "
"Done what to  it?" said Pooh.
"Organized it. W hich means - well, it's what you do to  a Search, when you 
don't all look in the same place at once. So I want you, Pooh, to  search by the 
Six Pine Trees first, and then w ork your way tow ards Owl's House, and look 
out for me there. D o you see?"
"No," said Pooh. "What - "
"Then I'll see you at Owl's H ouse in about an hour's time."
"Is Piglet organdized too?"
"We all are," said Rabbit, and o ff he went.
('The Search for Small'. In The House at Pooh Comer. A. A. Milne).
1 Introduction
Men ever had, and ever will have, leave 
To coin new words well suited to the age.
Words are like leaves, some wither evTy year,
And ev Ty year a younger race succeeds...
Use may revive the ohsoletest words,
And banish those that now are most in vogue;
Use is the judge, and law, and r ule o f speech.
(Horace Ars Poetica. c. B C 19-18)
The knowledge o f  specialist subject domains, such as the sciences and 
engineering, is typically encoded in technical terms, and the emergence o f  new 
domain knowledge is conventionally accompanied by the coining o f  new terms. 
It is well known that some term s are coined in a rather ad hoc way by domain 
experts, researchers, manufacturers, marketing personnel, and language 
professionals, such as translators, interpreters, and technical writers, w ith the 
result that several term s may sometimes be used concurrently to denote a given 
concept within a domain. This ad hoc assignment and employment o f  term s can 
impede the communication o f  knowledge, both within and across domains.
Since the formal beginnings, in the early 1930s, o f  the field now known as 
terminology, one o f  the principal endeavours o f  terminologists has been to bring 
order to  the chaos caused by the rather unsystematic and apparently 
uncoordinated term  coining within specialist subject domains. In order to  
facilitate the clear communication o f  knowledge, the use o f  standardised term s 
within domains has been widely prom oted by terminologists. M otivated 
primarily by the pioneering theoretical and practical terminology w ork o f  the
l
Austrian engineer Eugen W iister (1931; 1968; 1974), international standards on 
term  creation have been drawn up. Focussing largely on concept analysis and 
term -concept unification, principles and methods for compiling and organising 
collections o f  standardised term s have been established. Furthermore, in a 
number o f  domains, terminologists have compiled collections o f  standardised 
terms in accordance with these principles and methods. This compilation w ork 
has traditionally been performed manually: an undertaking which is highly 
labour-intensive. N ot surprisingly, therefore, there have been calls within the 
terminology community for the design and development o f  innovative resources 
to  provide assistance in this work.
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One aspect o f  terminology compilation which is particularly labour-intensive is 
the task typically undertaken at the outset o f a terminology project: the term  
acquisition task. In this data-, or perhaps knowledge-, gathering task, the texts 
produced within specialist subject domains, sometimes denoted special 
language texts, play an important role as a source o f  terminological data. 
Terms, as the linguistic labels o f  domain concepts and objects, are employed in 
special language texts to  denote, describe, exemplify, and explicate domain 
knowledge, and are essential for creating a ‘discourse o f  organised knowledge’ 
(Halliday and M artin 1993:4). M oreover, the development o f  terms can be 
traced in special language texts, from  new coinages, through term s which gain 
currency and become established within a domain, to  those which, over time, 
are rejected from a domain.
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Traditionally, the term  acquisition task  entails the detailed reading o f  special 
language texts from a given domain, the extraction o f  term s from those texts, 
and the creation o f  an ‘inventory’ o f  terms (Felber 1983). Although the 
familiarity which domain experts have with the term s and concepts o f  their 
domain best places them  to  undertake this term  acquisition task, in practice they 
tend to  have a low perception o f  its necessity, and typically lack the time and 
motivation to  engage in terminology compilation work. Instead, the task, if 
performed at all, is left to  terminologists, many o f  whom  today are translators 
rather than domain experts. These terminologists are often required to compile 
terminology collections within the scope o f  their translation duties. Their lack 
o f  domain knowledge, and their unfamiliarity with domain terms, serve to 
render the term  acquisition task  both complex and burdensome.
W hat is more, the burden o f  the term  acquisition task is increasing: this century, 
particularly the years following the Second W orld W ar, has been marked by a 
considerable grow th in knowledge, especially in the sciences, engineering and 
technology. Hand-in-hand with this increase in knowledge have come a 
plethora o f  new term s to  denote novel concepts and innovative objects, as well 
as a proliferation o f  special language texts to  communicate the knowledge both 
within and across domains. Such texts are now produced not only in 
conventional paper-based form, but also in a variety o f  electronic media. This 
grow th in knowledge, and the ensuing explosion o f  term s and texts have only 
served to  expedite the need for new resources to  assist terminologists in their 
terminology compilation work, particularly in the term  acquisition task.
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To date, the provision o f  new  terminology resources has been focussed 
principally on the creation o f  databases and the employment o f  database 
management systems for storing, retrieving, updating, and disseminating 
terminology collections. Terminology databases (term  bases) have been created 
for the management o f  terminology collections. However, a shift in emphasis is 
now  perceivable, and current developmental w ork is being concentrated, not 
merely on the creation o f  resources for storing terminology collections, but also 
on the provision o f  resources to  assist terminologists in the term  acquisition 
task. Researchers have begun to  design and write com puter program s to  aid 
terminologists in the acquisition o f  term s from special language texts.
The focus o f  the present research is on the specification, design, 
implementation, and evaluation o f  a machine-aided approach to  the acquisition 
o f  English term s from  special language texts. Our approach to  term  acquisition 
aims to  be domain- and text-type independent, and has been designed to  acquire 
single- and multi-word term s spanning a range o f  w ord classes, including nouns, 
verbs, adjectives, and adverbs. O ur research is unusual in that it follows various 
aspects o f  the software development life-cycle - from specification to  
evaluation. W e note that the tendency is generally for researchers to  
concentrate their effort on one aspect o f  this life-cycle, and w e note especially 
that few existing machine-aided approaches to  term  acquisition have been 
systematically evaluated.
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W e have written a prototype com puter program (“Term spotter”), in which our 
approach is implemented. This program  is written in Quintus Prolog, a 
declarative programming language widely used for research and development 
purposes, and has been designed to  process untagged special language texts, 
either individually or in batches, for terms. W e believe that the evaluation 
framework designed to  determine the efficiency o f  our proposed approach to 
term  acquisition, together with the implementation o f  that approach in the 
Term spotter program, are innovative.
In our evaluation, the term  acquisition efficiency o f  Term spotter has not only 
been measured against the manual term  acquisition output o f  domain experts, 
but also compared with the output o f  human terminologists. To undertake this 
evaluation, w e devised a fram ew ork for comparing the output o f  Term spotter 
with that o f  humans. This fram ework comprises five parts: term match, 
truncation, expansion, undergeneration, and overgeneration. Results to  date in 
a number o f  domains have been encouraging, and indicate that Term spotter 
accurately acquires approximately 80% o f the term s in the special language 
texts investigated so far, and typically partially recalls the remaining 20%. In 
the course o f  our evaluation, w e identified Term spotter’s principal weakness, 
namely its tendency to  overgenerate. W e propose means o f  reducing the level 
o f  overgeneration through the study o f  non-terms in special language texts, 
notably through the study o f  connective verbs, and so-called ‘linking w ords’.
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An examination o f  existing machine-aided approaches to  the acquisition o f 
English term s indicates that, as yet, there is no systematically evaluated 
approach available to  terminologists which permits the acquisition o f  both 
single- and m ulti-word term s spanning a range o f w ord classes, but rather, 
existing approaches tend to  be focussed on the acquisition o f  a specific type o f  
term, such as the acquisition o f  single-word terms, or the acquisition o f  term s 
comprising nouns or noun compounds. At present, therefore, a combination o f  
machine-aided approaches to  term  acquisition would need to  be employed by 
terminologists in order for them  to  be able to acquire the various types o f  terms 
which typically occur in special language texts.
W e would like to  argue in the present research that our more “unified” 
approach to  term  acquisition, which permits the acquisition o f  a variety o f  term  
types, saves both time and effort for the terminologist, and would, therefore, be 
a useful addition to  a contem porary terminologist’s working environment. 
Aiming to contribute to  the descriptive, data gathering phase o f  terminology 
w ork typically undertaken at the outset o f  a terminology compilation project, 
we believe that our approach could lessen the terminologists’ burden o f  the term  
acquisition task, and help to  alleviate the bottleneck which is acknowledged by 
the terminology community to  exist in this aspect o f  terminology compilation 
work.
The proposed machine-aided approach to  English term  acquisition can be called 
a text-probing approach. It is founded on a study o f  terms, in which
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observations are made about the linguistic features o f  English term s and their 
collocational behaviour in special language texts. Our observations about the 
collocational behaviour o f  term s suggest that a typical linguistic environment o f  
terms in special language texts will comprise closed class words and/or 
punctuation. The essence o f  our approach is that this linguistic environment 
may be “probed” for terms.
Our study o f  English term s was inspired principally by research in general 
language corpus linguistics and computational lexicography, particularly the 
collocation studies o f  Jones and Sinclair (1974) and R enouf and Sinclair (1991), 
as well as by the w ork o f  Zellig Harris (1982; 1988; and 1991) on patterns o f  
word recurrence in scientific texts.
The advent o f  corpus linguistics in recent decades has provoked a renewed 
interest in the study o f  collocations, that is to say, the study o f  the ‘habitual co­
occurrence o f  lexical items’ (Crystal 1985:55). Drawing largely on the 
collocation w ork undertaken by the linguist John Rupert Firth, summed up in 
his renowned statement: ‘you shall know a word by the company it keeps’ 
(Firth 1957), corpus linguists have begun to  investigate collocation patterns in 
large-scale electronic corpora (Sinclair 1991; Aijmer and Altenberg 1991; 
Smadja 1989 and 1994). To date, corpus linguists have tended to focus on 
collocation patterns in general language, rather than special language.
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These investigations o f  collocation patterns have been accompanied by the 
development o f  com puter program s for automatically analysing and extracting 
collocations from electronic texts (Church and Hanks 1990; Smadja 1989 and 
1994). A  practical application o f  collocation research has been found in 
computational lexicography, and corpus-based evidence o f  collocation patterns 
is increasingly being deemed m ore reliable than invented examples and human 
intuitions in lexicography (Sinclair 1987a and 1991). The Collins COBUILD 
Dictionary (Sinclair 1987b) represents a prominent example o f  a general 
language dictionaiy which w as compiled from an electronic corpus with the aid 
o f  the corpus linguistic tools and techniques o f  collocation analysis and 
extraction (Clear 1993).
Following the “language in use” tradition in British corpus linguistics, the 
present research represents an effort to  extend the scope o f  existing collocation 
research in general language to  encompass a study o f  the collocational 
behaviour o f  terms in English special language texts. To assist us in this study 
o f  terms, we took the somewhat uncommon step o f  creating a corpus o f  special 
language texts. Furthermore, the practical application o f  current collocation 
research is broadened from general language computational lexicography to  
incorporate the compilation o f  terminology collections in specialist subject 
domains. Specifically, the proposed text-probing approach to  term  acquisition 
builds on w ork undertaken by Yang (1986) involving the analysis o f  the 
collocational behaviour o f  English multi-word terms, and the development o f  a
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machine-aided collocation-based approach to their acquisition from special 
language texts.
Our w ork on term  acquisition, together with our evaluation o f  this work, 
suggest that an extension o f  the notion o f  text probing to  incorporate the 
acquisition o f  term s in languages other than English warrants investigation. 
M oreover, w e anticipate wider applications o f our w ork both within and beyond 
the terminology community. For instance, within the terminology community, 
w e maintain that the notion o f  text probing can be extended to  encompass the 
probing o f  special languages texts for the acquisition o f  term  elaboration data, 
such as the identification o f  knowledge-rich parts o f  texts which contain 
information about conceptual relationships. Beyond the terminology 
community we believe applications o f  our approach can be realised in areas such 
as knowledge acquisition for expert system development.
This thesis is structured as follows:
In Chapter 2, some background information is provided about developments in 
term  acquisition w ork from the pioneering w ork o f  W iister to  the present day. 
The linguistic features o f  English term s are described, and a discussion o f  term  
acquisition issues is presented. The implications o f  these issues are considered 
for the development o f  machine-aided approaches to  English term  acquisition. 
Some existing machine-aided approaches to  English term  acquisition are 
reviewed.
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In Chapter 3, an investigation o f  English terms is presented in which a multi­
domain corpus o f  special language texts is created, and the collocations o f  term s 
with other items in that corpus are observed and discussed. The development o f  
the text-probing approach to  term  acquisition is outlined, and the functionality 
o f  the Term spotter program  is described.
In Chapter 4, an evaluation o f  the text-probing approach to  term  acquisition is 
reported. Some indications are given o f  how the Term spotter program  might be 
employed within a term inologist’s working environment.
In Chapter 5, some conclusions are drawn about the text-probing approach to 
term  acquisition, and some indications given o f  where further research in this 
area might usefully be addressed.
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2 Term acquisition: past, present, and future
2.1 Preliminary remarks
This chapter forms a backdrop to the machine-aided approach to English term 
acquisition developed in the present research. We indicate the status of the 
term acquisition task within the scope of the established principles and methods 
of terminology compilation, and explore some developments in terminology 
working practice (section 2.2). In an overview of the linguistic features of 
English terms, we consider some of the complexities of the term acquisition 
task, and discuss the implications o f these complexities for the development of 
machine-aided approaches to term acquisition (section 2.3). We review some of 
the machine-aided approaches which have been developed to assist 
terminologists in this aspect of their work. Arising from our review, we begin 
to explore the possibility of developing a “unified” approach to term acquisition 
(section 2.4), and we indicate how such a proposed approach could contribute 
to contemporary terminology working practice (section 2.5).
2.2 Term acquisition: some developments in working practice
This section comprises a brief history of developments in terminology 
compilation work since the publication of Wiister’s doctoral thesis in 1931 to 
the present day, indicating in particular how the advent of texts in electronic 
form, and changes in terminology working practice, have contributed to the 
need for computer programs to assist terminologists in the term acquisition task.
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It was in Wuster’s doctoral thesis that the principles and methods of 
terminology compilation were first established (Wuster 1931), and it was in his 
dictionary (The Machine Tool) that they were subsequently piloted (Wuster 
1968). Since then, these principles and methods have been extensively 
documented and discussed by adherents to Wuster’s Vienna School of 
Terminology (cf. Felber 1984; Arntz and Picht 1989), and they are now 
generally accepted by the terminology community worldwide (cf. Rondeau 
1984; Dubuc 1985). The focus of these discussions has tended to be on issues 
of standardisation, including conceptual analysis, term-concept unification, and 
the creation of conceptual systems for specific subject domains (Sager 1979; 
Felber 1981; ISO 704:1987; Picht and Draskau 1985).
By contrast, our concern in the present research is with the stage in terminology 
compilation which precedes standardisation and prescription. This stage has 
been variously denoted ‘pre-normative’ or ‘descriptive’ terminology work 
(Felber 1984:182; Arntz 1993; Cabre 1995), and typically involves first carefully 
selecting special language texts for use as a source of terms and term 
elaboration data, such as grammatical information, contexts, and definitions 
(Cotsowes 1990), and second acquiring terms from those texts for subsequent 
‘terminological analysis’ (ISO 1087:1990). The role of the terminologist at this 
descriptive stage in terminology compilation work is essentially that of an 
‘observer’ and ‘recorder’ of the terms being employed in a given domain 
(Galinski and Nedobity 1988:6).
In the terminology literature, it has been stressed that special language texts 
used for terminology work should be chosen according to a number of stringent 
criteria, and it is noted that the success of a terminology compilation project 
depends directly on the texts selected for that project. For instance, in the 
Cotsowes Recommendations for Terminology Work (1990), terminologists are 
advised to consult domain experts for assistance in the choice of texts for a 
terminology compilation project. Texts chosen might include learned papers, 
text books, manuals, encyclopaedia articles, reports, and marketing material. 
Each text should be central to the domain being investigated, and should contain 
a high density of terms. Moreover, texts should be reliable, that is to say, they 
should be written by authoritative experts in the domain, preferably in the 
mother tongue of that expert, and should be originals, not translations. Other 
authors have made similar recommendations about selecting texts for 
terminology compilation work (see for example Rondeau 1984; Dubuc 1985; 
Picht and Draskau 1985; Hohnhold 1990; Arntz 1993).
Once texts have been selected for a given terminology compilation project, the 
term acquisition task can commence. Traditionally, this task has been 
undertaken manually. Known also as ‘scanning5 (Cole 1987:80) or ‘excerption5 
(ISO 1087:1990), it entails the detailed reading and marking (or listing) of terms 
identified in special language texts. This task is labour-intensive, and sometimes 
several readings of a text are necessary before all the requisite terms, and 
subsequently also term elaboration data, have been acquired (Cole 1987:81;
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Ahmad and Fulford 1991; Rogers and Ahmad 1994). Output from the term 
acquisition task is an ‘inventory of terms’ (Felber 1983). Terminologists have 
conventionally stored their inventories of terms on record cards, although 
computers are increasingly being used for this purpose. Terms acquired during 
scanning constitute only a ‘preliminary selection’, and should perhaps, therefore, 
be more accurately denoted ‘term candidates’ (Cole 1987:80).
When engaging in the term acquisition task, terminologists increasingly have 
access in their term acquisition work not only to texts in paper-form but also 
texts in electronic form, such as those stored on disc, CD-ROM, and more 
recently on the Internet (Ahmad 1995; Ahmad and Collingham 1996; Holmes- 
Higgin and Ahmad 1996). Drawing inspiration from research in corpus 
linguistics (see for example Garside, Leech, and Sampson 1987; Aarts and Meijs 
1990; Ajmer and Atenberg 1991; Biber, Conrad, and Reppen 1994), and from 
working practice in lexicography (see for example Sinclair 1987a and 1991), 
terminologists are now advocating the creation of electronic corpora for 
terminology compilation work (Aimad and Fulford 1991; Ahmad, Davies, 
Fulford, and Rogers 1994: Ahmad 1995; Bowker 1996; Meyer and Mackintosh 
1996b). However, in contrast to the more established work on general 
language corpus creation, criteria for designing and creating special language 
corpora are, as yet, embryonic.
Athough there is no agreement about the optimum size of a special language 
corpus created for terminological purposes, it is noted in the literature that
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corpora of special language texts will tend to be smaller than those created for 
general language work since they will, for instance, typically comprise texts of 
only one domain (Rogers and Ahmad 1994:849; Meyer and Mackintosh 1996b). 
Researchers in corpus-based terminology work have begun to formulate ideas 
about the types of special language text which should be included in a corpus: at 
the University of Surrey, for example, we identified a range of text types 
suitable for inclusion in a special language corpus. These types are learned 
journals, popular science texts, technical manuals, advanced text books, 
newspapers, and marketing material, such as advertisements (Ahmad et al. 
1990). It is also noted in the literature that the criteria for selecting individual 
texts, which are well-established in the traditional terminology literature, are 
equally applicable to the selection of texts for inclusion in terminology-oriented 
electronic corpora (Bowker 1996; Meyer and Mackintosh 1996b).
The growing number of texts being disseminated in electronic form, and the 
move towards the creation of corpora for terminology purposes, have led 
researchers to develop machine aids for acquiring terms from text. The 
changing profile o f terminologists has also been a motivating factor in the 
development of resources to assist in the term acquisition task.
Traditionally, terminology compilation work has been undertaken by domain 
experts as an integral part of their professional duties (Sager 1981:99; Picht 
1983; Galinski 1985). These domain experts were responsible for compiling 
terminology collections within their domain of expertise. However, today much
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terminology compilation work is undertaken by language professionals, such as 
translators, lexicographers, classification experts, and technical writers 
(Cotsowes 1990; Hohnhold 1990; Arntz 1993; Bowker 1994). These 
contemporary terminologists are likely to work on terminology projects in a 
range of languages, and in a variety of unfamiliar domains in the course of their 
careers, and for them it is likely, at times, to be particularly difficult, without the 
help of domain experts, to identify which items in a special language text are 
terms. Consequently, for such terminologists, the task of scanning large 
quantities of special language texts for terms is inevitably burdensome.
We note that the development of machine aids to assist in multi-domain term 
acquisition work was identified as an important requirement in a European-wide 
survey of translators and terminologists (Translator’s Workbench Project, 
ESPRIT II, Project No. 2315), in which the author of this thesis was one of the 
investigators (Fulford, Hoge, Ahmad 1990).
2.3 Terms in text: some acquisition issues
In this section, an overview is provided of the types of terms terminologists are 
likely to encounter when scanning English special language texts. Some of the 
complexities of term acquisition are considered, and the implications of these 
complexities for the development of machine-aided approaches to term 
acquisition are considered.
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Broadly, English terms are conventionally divided into single-word terms, as in 
oscillator and diode from the domain of electronics, and multi-word terms, as in 
nitrogen oxide and relative atomic mass from the domain of chemistry. Single­
word terms are sometimes denoted ‘simple terms’, and multi-word terms are 
sometimes referred to as ‘complex terms’ or ‘compound terms’ (ISO 
1087:1990). Hoffmann (1984:29) has noted that multi-word terms tend to 
occur quite frequently in technology and the natural sciences, and compounding 
represents a particularly productive means of term formation in English.
With regard to word class, the majority o f English single- and multi-word terms 
comprise nouns (Cluver 1989:6). However, verbs, adjectives, and adverbs may 
also form terms. Examples include the verbs oxidise, pyrolyse, and drip feed :; 
the adjectives exothermic, endothermic, and light sensitive; and the adverb 
stoichiometrically. Proper nouns may form terms in their own right, as in 
Fahrenheit, ohm, and joule, or terms may be derived from them (Glaser 
1989:110; Kocourek 1994:937), as in Darwinian theory (derived from the 
name of the naturalist Charles Robert Darwin). As the preceding examples ohm 
and joule  illustrate, proper nouns may not necessarily retain their initial 
capitalisation when they become terms, indicating their change of status and 
use.
So-called ‘closed class words’ (also known as function words, or grammatical 
words) do not tend to form single-word terms. Closed class words are those 
which belong to a class ‘whose membership is fixed or limited’ to which new
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items are rarely added (Crystal 1985:51), and include prepositions, 
conjunctions, determiners, and pronouns. Some multi-word terms may, 
however, contain closed class component words, as in the terms he-goat, on- 
the-fly printer, step-by-step variable, and one-and-one lapping.
Abbreviations and acronyms may form single-word terms or components of 
multi-word terms (Hoffmann 1988:104; Kocourek 1994:928), as in the medical 
terms ECG (short for electrocardiogram), CSF (short for cerebrospinal fluid), 
the chemical term p H  scale (pH  being short for potential of hydrogen), and the 
computing term RAM  (an acronym for random access memory). Similarly, 
symbols and formulae may form single-word terms or components of multi­
word terms (Kocourek 1994:926), as in Be (chemical symbol for beryllium), 
NaCl (the chemical formula for sodium chloride), the mathematical symbols ^  
(meaning ‘not equal to5), and >  (meaning ‘greater than or equal to’), and the 
multi-word terms h-sonde and NO reduction catalyst. Examples of terms 
containing punctuation are also cited in the terminology literature, such as luf. 
radio, and Cushing’s syndrome.
With regard to the composition of multi-word terms, there is, as Nkwenti-Azeh 
(1994:68) has pointed out, no ‘theoretical upper limit to the number of 
elements’ which they may comprise in English. Hoffmann (1987:99) maintains 
that the optimal length for a multi-word term is between two and four 
component words, and that constructions exceeding four components tend to
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comprise ‘paraphrases characteristic of the initial stage of denomination’, which 
over time, and with frequent usage, are ‘generally shortened’ (1987:99). When 
processing a text for terms, a terminologist is likely, therefore, to encounter 
terms of a variety of lengths
One of the difficulties associated with term acquisition is that although many 
terms comprise words which do not occur in general language, as in the 
zoological terms amphisbaenian and orbitosphenoid, sometimes words 
familiar in general language may also function as terms in a special language, 
and inherit a new, more specific, meaning in a given domain (Sager 1990:9; 
Buchan 1993:99). In some cases, a word in general language may function as a 
term in several domains, and inherit new meanings in each of those domains 
(Sager 1997:31), as in the word splice, cited by Temmermann (1995:107), 
which has become a term in the domains of sailing, film making, molecular 
biology, and genetic engineering. Without a knowledge of the concepts of a 
given domain, a terminologist, when scanning a text for terms, is likely to miss 
occurrences of single-word terms which are familiar to him/her as general 
language words (Buchan 1993:99; Condamines 1995:99; Kageura 1995:240).
Words familiar in general language may also similarly become components of 
multi-word terms. It is noted in the terminology literature that this renders the 
identification of terms difficult (Nkwenti-Azeh 1994:63), particularly if the 
general language word becomes the first or last component word in a multi­
word term (Meyer and Mackintosh 1996a:7). For example, without a
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knowledge of the concepts of the domain of electronics, a terminologist may 
not necessarily be aware that the word large is an integral component of the 
multi-word term large optical cavity laser.
It is evident from the above overview of English terms that their features are 
many and varied, and that overlaps exist between general language words and 
single-word terms, and/or components of multi-word terms. Moreover, it is 
widely acknowledged in the terminology literature that the term acquisition task 
is not only labour-intensive, but is also complex, largely because, as Akhmanova 
and Agapova (1974:22) argue, it is difficult to isolate clear cut notions of what 
terms comprise, and to establish criteria for recognising them in special 
language texts. Other authors have made similar observations about the nature 
of terms and difficulties of term acquisition (Sager, Dungworth, and McDonald 
1980:233; Hoffmann 1988:100; Kageura 1995:245; Meyer and Mackintosh 
1996:7; Sager 1997:25). The lack of clarity about what terms comprise would 
suggest that the development of machine-aided approaches to term acquisition 
will be a difficult undertaking.
2.4 Machine-aided term acquisition: some existing approaches
In this section, some of the existing machine-aided approaches to term 
acquisition from English special language texts are described and discussed. 
The approaches considered in this section are Lingsoft’s NPtool (section 2.4.1), 
and some frequency-based work on single-word term acquisition (section 
2.4.2). We then look at some approaches developed for the acquisition of
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collocations from general language corpora (section 2.4.3), followed by an 
extension of general language collocation acquisition, in which multi-word 
terms are acquired from special language corpora (section 2.4.4).
2.4.1 NPtool
NPtool was originally developed for the acquisition of noun phrases from 
general language English texts (Voutilainen 1993), but it has subsequently been 
enhanced by Lingsoft for term acquisition purposes (Arppe 1995). The 
enhanced version of NPtool has been designed for the acquisition of terms 
comprising nouns or noun compounds. In this way it is similar to programs 
developed for French term acquisition work, which include LEXTER 
(Bourigault 1993; Bourigault, Gonzalez-Mullier, and Gros 1996) and 
TERMINO (Perron 1989; Lauriston 1994).
NPtool processes English texts input in ASCII format. Texts are then subjected 
to morphological analysis, are tagged and parsed. The original version of 
NPtool extracted only noun phrases, whereas the term acquisition version of the 
tool has been enhanced to facilitate the extraction of what Arppe denotes 
‘subsets’ of each noun phrase. As Arppe illustrates, the original version of 
NPtool would extract, for example, the noun phrase:
exact form of the correct theory of quantum gravity
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and the term acquisition version would extract also the ‘subsets’ of that noun 
phrase, namely:
exact form of the correct theory
exact form
form
form of the correct theory of quantum gravity
form of the correct theory
correct theory of quantum gravity
correct theory
theory of quantum gravity
theory
quantum gravity 
gravity
Two further enhancements to the term acquisition version of NPtool have been 
provided. First, use is made of a ‘stoplist’ of what Arppe denotes ‘generic 
modifiers’, such as characteristic, particular, sheer, mere, hind of, so-called, 
and some. These modifiers are excluded from term searches in order to 
decrease the amount of noise in the NPtool output, and thus to reduce the 
amount of manual editing required. The contents of this stoplist, Arppe notes, 
may need to be revised depending on the domain of the text, or the type of text, 
being processed, that is to say, the modifiers may not necessarily be domain- or 
text type-independent.
The final term acquisition enhancement is the provision of frequency 
information for each extracted item. This enhancement has been included by 
Lingsoft on the assumption that the higher the frequency of occurrence of a 
noun phrase in a given text, the greater the likelihood that it will be a term.
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Arppe reports on an evaluation of NPtool using an English text from the domain 
of translation studies (containing 12,225 words). In this evaluation, 2656 
‘candidate phrases’ were extracted, of which 21% were terms, 22% were non- 
terms, and 57% were “queries” requiring verification or clarification by an end 
user. Further analysis of the ‘candidate phrases’ extracted by NPtool revealed 
that, of those occurring in the text with a frequency of 1 (1972 out of 2656 
phrases), 17% were terms, 50% were non-terms, and 44% were “queries”. Of 
those occurring with a frequency of 2 (684 out of 2656), 36% were terms, 14% 
were non-terms, and 50% were “queries”. These results are summarised in 
Table I below (taken from Arppe 1995).
Table I: NPtool term search results
Statistics Number Terms Queries Non-terms
Candidate phrases 2656 21% 57% 22%
Candidate phrases 
(Frequency of 1)
1972 17% 44% 50%
Candidate phrases 
(Frequency of 2)
684 36% 50% 14%
From the results of Arppe’s evaluation it is apparent that a considerable amount 
of manual checking will be required when using NPtool for term acquisition 
purposes: approximately half of the output, for example, comprises “queries”. 
This level of “noise” in the output is similar to that of TERMINO: in an 
evaluation of TERMINO on a French text comprising 8500 words (592 
‘complex terms’), Lauriston reports, for example, that 52% of the output 
consisted of “noise” (Lauriston 1994:163).
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The fact that the ‘stoplist’ used by NPtool may need to be domain- and text 
type-specific could prove restricting for contemporary terminologists, who, as 
already noted, tend to work on terminology compilation projects in a range of 
domains in the course of their careers, and who consult a variety of text types 
for term acquisition purposes. NPtool is similarly limited with regard to the 
range of terms it is designed to extract: terms comprising verbs, adjectives or 
adverbs cannot currently be acquired using this tool.
2.4.2 Corpus-based single-word term acquisition
An alternative approach to term acquisition involves the analysis of word 
frequency distribution patterns in special language texts. Frequency-based term 
acquisition work is considered in this section, with a specific focus on the work 
of Yang (1986), and work undertaken at the University of Surrey (Ahmad et al. 
1994).
Frequency analysis has a long tradition in linguistics, largely motivated by the 
work of the American philologist George Kingsley Zipf (1935) who studied 
statistical regularities in general language. The automatic generation of word 
frequency lists was one of the first applications of computers in linguistics, and a 
number of programs for generating word frequency lists are now available, 
including the Oxford Concordance Program (Hockey and Martin 1988), 
WordCruncher (Jones 1987), KAYE (Kaye 1989), and CLAN (MacWhinney 
and Snow 1990). Such programs have been used for computational linguistic
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studies, as well as for research in the humanities, notably in areas such as author 
attribution, genre studies, and stylistics analyses (see overviews in Smith 1983; 
Weber 1985; Hockey 1991; Leech and Fligelstone 1992). Computer-based 
word frequency analysis has also been used extensively in general language 
lexicography, as English lexicographers in particular, have relied increasingly on 
word frequency lists generated from large corpora to assist them in their 
dictionary compilation (Kipfer 1984; Sinclair 1987a; Svensen 1993),
Building on computer-based word frequency analyses undertaken in general 
language, Yang (1986) has developed a machine-aided approach to the 
acquisition of English single-word terms from a corpus of special language 
texts. Yang claims that single-word terms may be identified in special language 
texts on the basis that they display a high frequency of occurrence in a text from 
a given domain (a high ‘peak ratio’), and a low frequency of occurrence in 
general language texts and in the texts of other domains (‘distribution ratio’). 
Alternatively, single-word terms may be identified, he maintains, on the basis 
that they display a high peak ratio coupled with a high ‘range ratio’, the latter 
constituting the maximum frequency of occurrence of an item in one text 
divided by the minimum frequency of occurrence of that item in a text of 
another domain.
A similar frequency-based approach to single-word term acquisition has been 
investigated at the University of Surrey (Ahmad et al. 1994) under the auspices 
of the Translator’s Workbench Project (EC ESPRIT II, Project No. 2315). The
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author of this thesis was involved in the specification and design of software 
systems that led to the development of System Quirk (Fulford, Hoge, and 
Ahmad 1990). System Quirk includes a text processing tool, KonText, which 
was used in our frequency-based term acquisition work (Ahmad et al. 1990). 
KonText includes facilities for automatically generating word frequency lists 
and concordances from individual texts or batches of texts. In our investigation, 
word frequency counts in a number of domains were examined, and it was 
found that Yang’s use of peak ratios and distribution ratios proved a reliable 
means of identifying single-word terms, whereas his use of peak and range 
ratios was less successful (Ahmad et al. 1994).
The above authors acknowledge two problems with their approach. First, an 
exclusively frequency-based approach to term acquisition will incorrectly 
identify components of multi-word terms as single-word terms. For example, 
the four component words of the English multi-word term magnetic ink 
character reader would each occur as separate entries in a word frequency list 
(magnetic, ink, character, and reader). A word frequency list generated for 
term acquisition work would, therefore, need to be checked manually against 
the original text from which the list was generated to ensure that genuine single­
word terms were identified.
Second, the frequency-based approach to term acquisition pioneered at Surrey 
does not tend to permit the acquisition of newly-coined terms since such terms 
do not generally display high peak ratios. It was concluded, therefore that a
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frequency-based approach to term acquisition was not appropriate for 
terminology compilation work in emerging or evolving domains (Ahmad et al. 
1992:33). Moreover, from the point o f view of statistical reliability, it was 
evident that the smaller the corpus used, the less accurate were the results 
obtained in this frequency-based approach to term acquisition. Since, as noted 
earlier, corpora of special language texts tend to be small in comparison with 
general language corpora, the validity of using a frequency-based approach to 
term acquisition in the absence of large corpora seemed questionable (Ahmad, 
Davies, and Rogers 1993:41). Meyer and Mackintosh (1996a:8) have reached 
similar conclusions about the reliability of frequency statistics in machine-aided 
term acquisition. These issues of reliability apply not only to the term 
acquisition approaches described above, which rely exclusively on word 
frequency counts, but also to the approaches to term acquisition (described 
below in section 2.4.4), in which frequency counts are used as part of a 
collocation-based approach to acquiring terms.
Since existing frequency-based approaches to machine-aided term acquisition 
have been focussed on the acquisition of single-word terms, they would need, in 
order to be of real use to terminologists, to be combined with some other 
approach to term acquisition which permits the acquisition of multi-word terms. 
Yang, for instance, proposes that his machine-aided frequency-based approach 
to English single-word term acquisition be combined with a collocation-based 
approach to multi-word term acquisition (described in section 2.4.4 below).
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2.4.3 General language corpora: collocation pattern analysis 
As a background to collocation-based term acquisition work, we look, in this 
section, at some work undertaken in general language on collocation extraction 
from corpora.
The advent of large-scale electronic corpora has led to a renewed interest in the 
study of collocations, which has, for instance, found practical application in 
general language lexicography. Evidence of collocation patterns found in 
corpora is increasingly being favoured over traditional invented examples and 
human intuitions in lexicography (Sinclair 1991; Clear 1993). Machine-aided 
approaches have been developed for analysing general language corpora and 
extracting collocations to assist lexicographers in their dictionary compilation 
work. These approaches include those of Church and Hanks (1990) and 
Smadja (1989 and 1994), both of which are outlined below.
Church and Hanks (1990) describe an approach to the identification of two- 
word collocates, which relies on two statistical measures: mutual information 
and a t-score. Mutual information is a comparison of the ‘probability of 
observing x and y together’ with the ‘probabilities of observing x and y 
independently’ (1990:23), and the t-score is a measure of the ‘confidence’ with 
which it can be claimed that there is an association between two items (Clear 
1993:281). Church and Hanks report on the specific use of their work for the 
analysis of phrasal verbs in general language corpora, and Clear notes how this
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analysis was utilised in the compilation of phrasal verb entries for the 
COBUILD dictionary project (Clear 1993).
Smadja (1989 and 1994) reports on the design and development of the Xtract 
program for automatically identifying collocations in text. Unlike the work of 
Church and Hanks, which extracts only pairs of words, the Xtract program can 
be employed for extracting collocations of various lengths. It has been designed 
to extract three kinds of collocation: first, ‘predicative relations’ can be 
extracted, that is to say ‘words repeatedly used together in a similar syntactic 
relation’, such as make and decision. Second, ‘rigid noun phrases’, such as 
foreign exchange, and New York Stock Exchange can be extracted; and third, 
‘phrasal templates’, comprising idiomatic phrases, can be extracted, such as the 
phrase temperatures indicate previous day’s high and overnight low to 8 am 
which represents a recurrent phrase in the domain of meteorology (Smadja 
1994:148-49).
Input to the Xtract program comprises search words for which collocations are 
sought in a tagged corpus. The process of finding collocations of each search 
word entails three steps outlined by Smadja (1994:150): first, ‘bigrams’ are 
extracted. Bigrams comprise pairs of words (a search word plus one other 
word) whose ‘frequency of occurrence is above a certain threshold’ in the 
corpus, and which are ‘used in relatively rigid ways’ (i.e. within a span of five 
words) within that corpus. Second, longer collocations containing each bigram 
are identified in the corpus. So, for example, the bigram average industrial
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would be input, and a longer collocation, such as the Dow Jones industrial 
average would be extracted. Third, by parsing the corpus, syntactic information 
about each extracted collocation is identified, and syntactic labels, such as noun, 
verb, and so on, are added to each collocation.
Smadja (1994) discusses a number of potential applications of Xtract, including 
language generation, and lexicography. Although Xtract is capable of 
extracting ‘rigid noun phrases’, some of which, as Smadja notes, may denote 
‘domain concepts’, its use as a term acquisition tool is likely to be limited since 
it is, according to Smadja’s evaluation, only successful at acquiring collocations 
which occur with a frequency of over 100, and consequently a ‘large’ corpus 
(over 10 million words) is required (1994:169). In view of the fact that special 
language corpora tend, as noted earlier, to be small in comparison with general 
language corpora, it seems unlikely that this requirement will be met in current 
terminology working environments. Moreover, since input to the Xtract 
program comprises ‘search words’, its use in a terminology working 
enviromnent would presumably need to be combined with an approach which 
first permits the acquisition of appropriate search words from texts.
2.4.4 Special language corpora: multi-word term acquisition 
In addition to his frequency-based approach to the acquisition of single-word 
terms (cf. section 2.4.2), Yang (1986) has studied the ‘collocational behaviour’ 
of English multi-word terms in a corpus of special language texts, and has 
developed a machine-aided collocation-based approach to their acquisition.
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Yang has focussed his collocation-based approach principally on the acquisition 
of noun terms, rather like the English term acquisition tool NPtool, and the 
French term acquisition tools LEXTER and TERMINO. Yang describes his 
approach in some detail. However, we note that he gives little or no indication 
of an evaluation o f his approach.
In Yang’s collocation-based approach, a text to be processed for multi-word 
terms is first input to a tagger and lemmatiser. Next, closed class words 
(identified by means of a ‘preset list’) and punctuation are replaced in the text 
by what Sinclair (1992:384) denotes ‘boundary markers’. Frequently-occurring 
collocations (i.e. in Yang’s definition, those with a frequency of occurrence 
greater than five) which reside in the text between these inserted boundary 
markers are then extracted. Collocations are extracted iteratively: two-word 
collocations are extracted first, then three-word collocations, and so on. The 
extracted collocations are deemed to be multi-word terms.
During this iterative extraction process, the collocations are filtered by means of 
a set of rules about terms, specifically rules about what terms may and may not 
comprise. Collocations which do not conform to these rules are not deemed to 
be terms, and hence are not included in the output of the extraction process. 
One rules states, for instance, that no multi-word term can ‘end up’ with an 
adjective or adverb (1986:100), and so any collocates ending in an adjective or 
adverb are not deemed to be terms in Yang’s approach. Another rule states that 
‘adverbs of text cohesion’, such as ‘subsequently’, ‘naturally’, and ‘usually’ do
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not form components of terms, and should, therefore, be removed. Yang uses a 
preset list of such adverbs.
It should be noted that Yang’s preset list of closed class words does not include 
prepositions since Yang claims that, unlike other closed class words, 
prepositions may form components of multi-word terms. Whilst Yang is correct 
in his claim about prepositions, it is also clear from examples of terms cited in 
the terminology literature (cf. section 2.3), that closed class words other than 
prepositions, such as determiners and pronouns, may sometimes form 
component words of multi-word terms.
In his discussion of Yang’s collocation-based approach to multi-word term 
acquisition, Sinclair (1992:384) applauds the use made of what he denotes 
‘boundary markers’ comprising closed class words and/or punctuation to 
extract terms, since it avoids the need for parsing which, as Sinclair points out is 
a ‘very complex business’ requiring the ‘manipulation of thousands of rules to 
indicate relationships’ (1992:383). Sinclair refers to Yang’s use of boundary 
markers as ‘partial parsing’. He suggests that partial parsing represents an 
efficient means of exploiting ‘linguistic evidence’ in text for a ‘limited 
application’, such as multi-word term acquisition, and he encourages the 
exploration of the use of partial parsing rather than conventional ‘full parsing’, 
such as that used in NPtool and Xtract, in the development of contemporary 
and future tools for text-based lexical analysis.
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An examination of Yang’s use of ‘partial parsing’ for multi-word term 
acquisition led us to observe that a number of single-word noun terms in his 
sample electronics texts also possessed ‘boundary markers’ comprising closed 
class words and/or punctuation. Some examples of this observation are shown 
in Figure 1 below.
Boundary marker Single-word term Boundary marker
the forces between
of charge 9
of matter out
of atoms •
9 currents
between particles )
9 potential 9
of energy by
Figure 1: Boundary markers of some single-word terms
Our observation about the boundary markers of single-word noun terms 
suggested to us the possibility of exploring further the use of closed class word 
and punctuation boundary markers in pursuance of our goal to develop a 
“unified” approach to term acquisition. Having made this preliminary 
observation about the boundary markers of single-word terms, we initially 
proceeded informally and intuitively to explore this possibility, as our early 
reports detailing the development and progress of our work reflect (cf. Fulford 
1992a). However, en route we sought, and found, support for our 
observations and ideas in general language corpus linguistics (cf. Jones and
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Sinclair 1974; Renouf and Sinclair 1991) as well as in special language research 
(cf. Harris 1982; 1988; 1991).
Jones and Sinclair (1974), for example, have investigated, and refuted, 
Halliday’s (1966:156) hypothesis that closed class words are likely to be 
‘collocationally neutral’ in contrast to open class words which can enter into 
significant recurrent collocations. In a study of some collocations of a subset of 
closed class words, Jones and Sinclair reported that patterns of word recurrence 
could be observed involving closed class words. They noted, for instance, that 
the determiner the is typically followed by a noun and preceded by a 
preposition, as in:
-1 NODE
preposition determiner
on the
They further observed that a preposition is likely to occur in the +2 span 
position from the determiner node, as in:
- l NODE
preposition determiner
on the
Likewise, in their study of the collocations of closed class words, Renouf and 
Sinclair (1991) reported the frequent occurrence of nouns in patterns, such as a
+1 +2
noun preposition
cathode of
+1
noun
cathode
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+ ? +  o f  (as in a member of), and an + ? +  o f  (as in an idea of). They also 
noted the frequent occurrence o f  adjectives in the pattern be +  ? +  to (as in be 
able to).
In his studies o f  language, particularly sublanguages, and his analyses o f  
scientific texts, Harris (1982; 1988; and 1991) has advocated the investigation 
o f  such patterns o f  w ord recurrence within sentence boundaries since, he claims, 
they reflect the ‘organisation’ o f  information in a given text (1982:233), and, 
what is more, they act as ‘carriers’ o f  that information. H e further claims that 
investigating w ord recurrence patterns can assist in the retrieval o f  ‘specific 
items’ from text (1991:283).
M otivated by the above studies o f  collocations and patterns o f  w ord recurrence, 
as well as by Y ang’s use o f  boundaiy markers for the acquisition o f  English 
multi-word terms, and our own preliminary observation about the boundaries o f  
single-word noun terms, w e decided to  conduct a more systematic investigation 
o f  the collocational behaviour o f  term s in English special language texts to  help 
us in the development o f  our approach to  term  acquisition. This investigation o f  
the collocational behaviour o f  term s is presented in chapter 3.
2.5 Concluding remarks
The use o f  com puters is increasing in terminology compilation work. They are 
now widely used for storing, retrieving, and updating terminology collections, 
as well as for managing electronic texts in corpora created for term  acquisition
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purposes. In order to  relieve terminologists o f  the burden o f  scanning texts 
manually for terms, machine-aided approaches to  term  acquisition are now  also 
being developed. These approaches are currently still in their infancy 
(Condamines 1995:223), and there does not appear to  be, as yet, a ‘commercial 
system for full autom atic term  recognition’ (Lauriston 1994:156). W e note, 
too, that no systematic evaluations o f  the available program s seem to  have been 
reported. The variety o f  items which may form terms in English, and the dearth 
o f  clear cut criteria for distinguishing term s from other items in special language 
texts, renders the development o f  machine-aids to term  acquisition complex.
Existing approaches to  machine-aided term  acquisition in English have included 
a noun phrase extraction tool, frequency work, and collocation extraction. 
Each approach tends to  have been designed for the acquisition o f  a particular 
type o f  term, such as a frequency-based approach for the acquisition o f  single­
word terms, or the N Ptool morphological analysis and parsing approach to  the 
acquisition o f  noun terms. Currently, therefore, terminologists would need to  
use a combination o f  machine-aided approaches in order to  be able to  acquire a 
range o f  term  types from a special language text. M oreover, all o f  the existing 
approaches discussed in this chapter rely, to  some degree, on frequency 
statistics, which may, on the one hand, preclude them  from being used in the 
acquisition o f  newly-coined terms, and on the other hand, restrict their use to 
terminology working environments in which large quantities o f  text from a 
single domain are available.
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In order to  assist terminologists in the preliminary descriptive phase o f  
terminology compilation, and to  help alleviate the bottleneck caused by the term  
acquisition task, we argue that there is scope for a “unified” approach to  the 
task permitting the acquisition o f  a variety o f  single- and multi-word terms. An 
investigation o f  the collocational behaviour o f  term s in English special language 
texts would seem to  represent a possible starting point for the development o f  
such an approach. This idea is explored in the next chapter.
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3 The text-probing approach: design and implementation
3.1 Preliminary remarks
In  this chapter, the design and implementation o f  our text-probing approach to 
term  acquisition are described. Our approach represents an effort to  extend 
Y ang’s use o f  boundary markers comprising closed class words and/or 
punctuation for the acquisition o f  m ulti-word terms (c f  chapter 2). Support for 
our approach is found in general language corpus linguistics research (cf. Jones 
and Sinclair 1974; R enouf and Sinclair 1991), as well as in H arris’ analysis o f  
w ord recurrence patterns in special language.
To arrive at our design o f  the text-probing approach to  term  acquisition, we 
created a small multi-domain corpus o f  English special language texts. In order 
to  pursue further our preliminary observations about term s in special texts (cf. 
chapter 2), we investigated the linguistic features and collocational behaviour o f 
term s in our corpus. To identify the terms in our corpus, we relied on the 
assistance o f  some translators trained in terminology. The findings o f  this 
investigation led us to  formulate the underlying assumption o f  the text-probing 
approach to  term  acquisition, namely that single- and m ulti-word term s may be 
identified in special language texts on the basis that they are likely to  be 
preceded by a boundary m arker comprising a closed class w ord/punctuation 
mark, and followed by a boundary marker comprising a closed class 
word/punctuation mark, as summarised in:
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closed class word/punctuation + TERM + closed class word/punctuation
Having designed our approach to  term  acquisition, w e then implemented it in a 
prototype com puter program  (“Term spotter”). Term spotter has been designed 
to  “probe” special language texts for the closed class w ord and punctuation 
boundary markers o f  term s, and to  generate files o f  term  candidates for use by 
terminologists in the compilation o f  terminology collections.
To refine our text-probing approach to  term  acquisition, w e created a stoplist o f  
non-terms, specifically connective verbs and so-called linking words. Items in 
this list are filtered out o f  the Term spotter output. This stoplist was created on 
the basis o f  our understanding o f  the nature and composition o f  special language 
texts.
This chapter is structured as follows: first in section 3.2, w e describe the design 
o f  our corpus o f  special language texts, and outline the profile o f  the translators 
who assisted us in our investigation o f  the terms in the corpus. W e discuss the 
findings o f  our investigation, and present the design o f  our text-probing 
approach to  term  acquisition. In section 3.3, w e provide an overview o f  the 
functionality o f  the prototype com puter program  (“Term spotter”). Finally, 
some concluding rem arks are made about text probing for term  acquisition 
(section 3.4).
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3.2 Term acquisition: introducing text probing
W e began our investigation o f  the linguistic features and collocational behaviour 
o f  term s in text w ith the creation o f  a small multi-domain corpus comprising 
eight English special language texts. As we noted earlier (cf. chapter 2), criteria 
for creating a general language corpus are well-documented, whereas in special 
language research and terminology compilation work, the use o f  corpora is an 
emergent field o f  enquiiy, and design criteria are not yet well-established. In 
creating the corpus used in our investigation, we built on practical experience 
gained at the University o f  Surrey over recent years (1987- to  date) in the 
creation o f  special language corpora for terminological purposes, and drew  also 
on the discussions which have appeared in the latest terminology literature (cf. 
Ahmad 1995; B ow ker 1996; M eyer and M ackintosh 1996b).
W e included a variety o f  text types in our corpus, ranging from introductory 
texts, such as an encyclopaedia article and an article from  a popular science 
journal, through to  texts w ritten for domain experts, such as a learned paper, a 
report, and a manual extract. Our texts covered a range o f  scientific and 
technical domains, specifically medicine, electronics, chemistiy, and automotive 
engineering. W e focussed on science and engineering since these are the 
domains traditionally discussed in the terminology literature. The specific 
choice o f  individual domains was motivated primarily by the particular domain 
expertise possessed by the translators who assisted us in our investigation.
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Table I below provides a summary o f  the profiles o f  the texts in our corpus. 
(Bibliographical details o f  these texts are provided in Appendix A).
Table I: Profiles of texts in our corpus
Text Domain Text type Word
count
Text 1 Medicine Encyclopaedia article 731
Text 2 Medicine Manual 1629
Text 3 Chemistry Popular science article 2226
Text 4 Electronics Learned paper 2694
Text 5 Electronics Advanced text book 1083
Text 6 Electronics Advanced text book 710
Text 7 Automotive engineering Technical report 1783
Text 8 Automotive engineering Learned paper 3360
TOTAL WORD 
COUNT:
14,216
Having created a corpus o f  special language texts, we invited three translators1 
to  participate in our investigation (these translators will be denoted hereafter 
TR1, TR2, and TR3). TR1 had expertise in medicine, pharmaceuticals, and 
chemistry; TR2 had expertise in electronics; and TR3 had expertise in 
autom otive engineering. Each o f  the translators had received training in 
terminology as an integral part o f  their translator training. A  profile o f  the 
translators is presented in Table II below.
1 Personal contacts of the investigator
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Table II: Profile of translators
Translator Qualification
s
Domain
expertise
Mother
tongue
Age
TR1 BA, DipTrans Medical translator in
pharmaceuticals
industry
English 34
TR2 MSc Freelance translator 
for electronics & 
computing; former 
computer programmer
English 43
TR3 BA Translator with 
experience in 
environmental science 
and mechanical 
engineering
Bilingual:
English/Frenc
h
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The translators w ere asked to  scan manually through the texts in which they had 
some domain expertise and to  underline those items which they considered to  be 
terms. TR1 scanned texts 1, 2, and 3; TR2 scanned texts 4, 5 and 6; and TR3 
scanned texts 7 and 8. Since the translators possessed both terminology training 
and some domain expertise, their selections o f terms were deemed to  be reliable, 
and they w ere assumed to  have identified all (100%) o f  the term s in the texts 
they scanned. The results o f  this manual scanning exercise were logged by the 
investigator. The linguistic features o f  the selected term s w ere noted, and the 
collocational behaviour o f  each term  was explored. (Excerpts from the data 
logs are provided in Appendix A l).
Table III below shows the number o f  term s which were selected in each text, 
including the distribution o f  single- and multi-word terms. The table indicates 
that, o f  the total o f  2127 term s selected, 1095 comprised single-word terms
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(51% ), among which w e include also symbols, formulae, acronyms, and 
abbreviations, and 1032 comprised multi-word terms (49%).
Table III: Number of terms selected in the corpus texts
Text Single-word
terms
Multi-word
terms
TOTAL
Text 1 89 (64%) 50 (36%) 139
Text 2 79 (41%) 116 (59%) 195
Text 3 220 (63%) 130 (37%) 350
Text 4 181 (46%) 214 (54%) 395
Texts 72 (45%) 88 (55%) 160
Text 6 65 (50%) 64 (50%) 129
Text 7 133 (49%) 136 (51%) 269
Text 8 256 (52%) 234 (48%) 490
TOTAL: 1095 (51%) 1032(49%) 2127
Analysis o f  the m ulti-word term s revealed that the majority comprised tw o 
components (77%), and term s longer than four components w ere rare (0.5%), 
thus lending support to  Hoffmann’s claim that most multi-word term s comprise 
between tw o and four components (Hoffmann 1987:99; cf. section 2.3).
With regard to w ord class, the overriding majority o f  term s selected were nouns 
(86%), which accords with observations made in the literature (cf. Sager, 
Dungworth, and M cDonald 1980; Hoffinann 1987) that a high proportion o f  
term s are nouns. Verbs accounted for 2% o f  the term s selected. Adjectives and 
adverbs accounted for a further 2%  (o f  which only one term  was an adverb).
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Symbols, formulae, acronyms and abbreviations accounted for the remaining 
10%.
An examination o f  the m ulti-word term s revealed that, in accordance with the 
claims made in the literature, a small proportion contained closed class words 
(1%). Some contained punctuation (12%), which could be broken down into 
11% hyphens, and 1% other punctuation.
Next, the collocational behaviour o f  each o f  the selected term s w as examined. 
Talcing each term  as the node, the items residing in the -1 and +1 span positions 
from the node w ere recorded. Building on the preliminary observations made in 
the previous chapter about the collocation o f  terms with various permutations 
o f  closed class w ords and punctuation, the proportion o f  term s collocating with 
closed class words and/or punctuation was noted. W e understand closed class 
words to  be prepositions, pronouns, determiners, conjunctions, modal verbs, 
and primary (or auxiliary) verbs (be, have and do), as well as the infinitive 
m arker to, and the negative particle not (cf. Quirk et al. 1985:67). The results 
o f  this examination o f  the collocational behaviour o f  term s in our corpus are 
summarised in Table IV  below.
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Table IV: Terms collocating with closed class words/punctuation
Text Terms collocating with closed 
class words and/or punctuation
TOTAL
Text 1 108 (78%) 139
Text 2 123 (63%) 195
Text 3 198 (57%) 350
Text 4 277 (70%) 395
Text 5 107 (67%) 160
Text 6 88 (68%) 129
Text 7 212 (79%) 269
Text 8 297 (61%) 490
Total: 1410 (66%) Total: 2127
W e found that the proportion o f  term s collocating with closed class words 
and/or punctuation ranged from 57%  (Text 3) to 79%  (Text 7). On average, 
66% o f  the total term s selected collocated with closed class words and/or 
punctuation. An examination o f  the term  types showed that 62% o f  the total 
single-word terms, and 70% o f  the total multi-word terms w ere collocated with 
closed class words and/or punctuation. W ith regard to  w ord class, 69% o f  the 
total nouns selected as term s w ere collocated with closed class words and/or 
punctuation. Also, 79%  o f  the total verbs selected, and 49%  o f  the adjectives, 
were collocated with closed class w ords and/or punctuation. (The one adverb 
selected as a term  in the case study did not collocate in this way). O f the 
abbreviations, acronyms, symbols, and formulae, 42%  w ere collocated with 
closed class w ords and/or punctuation.
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An examination o f  the various perm utations o f  closed class w ords collocating 
with term s indicated that a  typical collocation pattern exhibited by the noun 
term s was:
determiner + TERM + preposition
as in
the exhaust gas of
This pattern corresponds with the frequent pattern observed in the study o f  
general language noun collocations undertaken by R enouf and Sinclair (1991; 
cf. section 2.4). Another comm on collocation pattern o f  nouns terms in our 
corpus comprised:
determiner + TERM + auxiliary verb
as in
an address decoder is
The verb term s collocating with closed class words typically exhibited the 
collocation patterns:
auxiliary verb + TERM + preposition
as in
be neutralized with
or
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infinitive marker + TERM + conjunction
as in
to dilate or
Collocation patterns exhibited by the adjective term s included:
conjunction + TERM + punctuation/conjunction
as in
and insulating- .
or
auxiliary verb + TERM + punctuation
as in
is sinusoidal .
Overall, a range o f  closed class w ords was involved in collocations with terms. 
Pronouns, however, which tend not to  occur frequently in special language, 
featured very little in these collocations (cf. Sager, Dungworth, and M cDonald 
1980:226). A range o f  punctuation was also involved in the collocations with 
terms. M oreover, as illustrated in the examples given above, various 
permutations o f  closed class w ords and punctuation w ere involved in 
collocations with terms. Indeed, the full range o f  four possible permutations 
was observed in the corpus, namely:
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1. closed class word TERM closed class word
e.g. with monel metal in
2. closed class word TERM punctuation
e.g. from congestive heart failure 9
3. punctuation TERM closed class word
e.g. • field-programmable devices are
4. punctuation TERM punctuation
e.g. ( diastole /
From  the findings o f  our investigation o f  the terms in our special language 
corpus, w e argue that one way o f  identifying a term  in an English special 
language text is on the assumption that it is likely to  be collocated with a closed 
class word and/or punctuation in the -1 and +1 span positions. In our corpus, 
the collocation o f  term s with closed class words and/or punctuation held true 
across domains and text types for a high proportion o f  single- and multi-word 
terms, and particularly for term s comprising nouns or verbs. To a lesser extent, 
it also held true for adjectives.
Setting aside the small proportion o f  multi-word term s in our investigation 
which contained closed class w ords and/or punctuation, the text-probing 
approach to  term  acquisition has been designed to operate on the premise that a 
term  is likely to  reside in a special language text between one o f  the four 
possible perm utations o f  boundary markers comprising closed class w ords and 
punctuation. W e record here ju st one exception with regard to  punctuation: in
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our approach, w e have not included hyphens as boundary markers o f  terms, 
since in our corpus, a  relatively high proportion (11% ) o f  term s contained 
hyphens.
In order to  implement our proposed text-probing approach to  term  acquisition, 
w e needed to  devise means o f  detecting punctuation and closed class words in 
special language texts. Following Sinclair’s (1992, cf. section 2.4) 
recommendations to  avoid where possible the labour- and computer-intensive 
tasks o f  tagging and parsing, w e decided to  use a tokeniser program  for 
detecting punctuation in text, and to  create a list o f  closed class w ords for use in 
our implementation. These words, since they belong to  a closed set, are easily 
listable (cf. Quirk et al. 1985).
The list o f  closed class w ords used in our approach was derived from analyses 
o f  the Collins COBUILD Grammar (Sinclair 1990), and the English guides 
which have been produced in conjunction with this Grammar (cf. Sinclair 
1991a; Berry 1997). Since this Grammar was compiled from evidence in a 
corpus o f  over 300 million w ords (The Bank o f English), the closed class words 
discussed in it should, in principle, represent a comprehensive list. (The list o f  
closed class w ords created from this Grammar and used in our approach to  
term  acquisition is presented in Appendix B).
W e recognise that the text-probing approach to  term  acquisition, as with all 
existing autom ated approaches to  term  acquisition, will also identify non-terms.
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W e recognise, too, from the theoretical and empirical special language literature 
that some “categories” o f  non-terms exist which, if  filtered out o f  searches for 
terms, could reduce the amount o f  “noise” identified in our approach. These 
categories include connective verbs and linking words. Connective verbs are 
commonly used in special languages to  link nominal groups in declarative 
sentences (Sager, Dungworth, and M cDonald 1980:186). So-called ‘linking 
w ords’ are employed in texts to  ‘refer back to  points which have already been 
stated or forward to  points which will be made later’ (1980:199). Following the 
precedents o f  some o f  the existing automated approaches to  term  acquisition 
(see for example N Ptool and Y ang’s collocation-based approach, cf. section 
2.4), w e have created a stoplist for use in our approach to  term  acquisition. 
This list comprises connective verbs taken from Gerbert’s (1970) study o f  verbs 
in special language, and linking words, taken from Tadros’ (1985) empirical 
study o f  linking devices used in special language, as well as the linking words 
collated from The Bank o f  English (Sinclair 1990; Thompson 1994; Chalker 
1996). (Excerpts from our stoplist are shown in Appendix B l) .
So, summing up, the design o f  the text-probing approach includes means o f  
detecting boundary markers o f  terms, namely a tokeniser program  for detecting 
punctuation, and a list o f  closed class words. Also, a stoplist o f  non-terms is 
used to  help filter out noise identified in our approach.
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3.3 Implementing the text-probing approach: Termspotter
In this section, the functionality o f  a prototype com puter program  is described 
which has been developed to  implement the text-probing approach to  term  
acquisition. This prototype program, referred to  as “Term spotter”, has been 
designed to  acquire single- and m ulti-word terms spanning a variety o f  w ord 
classes from English special language texts.
Term spotter has been written in Prolog, a logic programming language 
recommended for Natural Language Processing applications (Gazdar and 
Mellish 1989). Specifically, Term spotter has been written in Quintus Prolog, 
available on a SUN-SPARC station, running the UN IX operating system. (A 
copy o f  the Prolog listing for Term spotter is provided in Appendix B2).
Term spotter processes English special language texts (either individually or in 
batches) for terms, and then presents to the user a file o f  term  candidates 
identified in those texts. There are three stages to  this processing o f  texts for 
terms.
In the first stage (the text preparation stage), a special language text (or batch 
o f  texts) is input in electronic (machine-readable) form, each sentence is 
converted by a tokeniser program 2 into a Prolog list, and each token in the 
sentence is assigned a type, such as word, numeral, or punctuation.
2 The tokeniser program used in tire present research was developed at the University of 
Surrey by Paul Holmes-Higgin, and is used with his land permission.
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In the second stage (the term  recognition stage), tw o w ord lists are loaded: a 
list o f  closed class words, and a stoplist o f  non-terms. (These lists were created 
as a part o f  the present research and were described in section 3.2 above). The 
tw o w ord lists are loaded in the form o f  Prolog fact bases, w ith each word form 
o f  the lemma (e.g. discuss, discusses, discussed, discussing) stored as a 
separate Prolog fact. Term spotter consults these w ord lists during its search for 
terms. W ith the exception o f  items found in the stoplist, any item (or group o f  
items) found in a  tokenised sentence residing between a closed class w ord 
and/or punctuation (except hyphens) is deemed to  be a term.
Figure 1 below provides an illustration o f  the items in a brief text extract which 
Term spotter would deem to  be term s on the basis o f  their collocation with 
closed class words and/or punctuation.
Text extract:
Hydralazine is metabolized by acetylation and in slow acetylators, high doses may produce an
autoimmune condition, systemic lupus erythematosus (SLE).
Environment Term candidate Environment
Hydralazine is
is metabolized by
by acetylation and
in slow acetylators 9
9 high doses may
may produce an
an autoimmune condition 9
9 systemic lupus erythematosus (
( SLE )
Figure 1: Illustration of items Termspotter would deem to be terms
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In the third stage o f  processing texts for term s (the output stage), an output file 
containing the term  candidates proposed by Term spotter is generated. The term  
candidates in this file can then be checked manually. Items incorrectly identified 
by Term spotter as term  candidates can be deleted from the file. Each o f  the 
term  candidates in a Term spotter output file is stored as a Prolog list. This 
renders the term  candidates machine-manipulable, giving the potential, for 
instance, for the direct mapping o f  term  candidates onto a term  base. For 
purposes o f  illustration, Figure 2 below shows a text extract together with some 
sample Term spotter output generated from this extract.
Text extract:
Hydralazine is metabolized by acetylation and in slow acetylators, high doses may produce an 
autoimmune condition, systemic lupus erythematosus (SLE).
Termspotter output sample:
term_candidate([hydralazine]). 
term_candidate([metabolized]). 
term_candidate([slow,acetylators]). 
term_candidate([high,doses]). 
term_candidate(produce]). 
term_candidate([autoimmune,condition]). 
term_candidate([systemic,lupus,erythematosus]). 
term candidate([sle]).
Figure 2: Text extract and Termspotter output sample
An overview o f  Term spotter showing its input and output is presented in Figure 
3 below.
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Special
language
text(s)
>1
Tokeniser
program
>
Term 
candidates
t
Stop List
Figure 3: Overview of Termspotter
In keeping with the preliminary descriptive phase o f  terminology compilation 
w ork to  which our w ork aims to  contribute, the current version o f  Term spotter 
does not utilise any lemmatisation facilities: terms appearing in non-canonical 
form in a special language text (such as nouns appearing in the plural) are not 
reduced to  their canonical form w hen presented as term  candidates in the 
Term spotter output file. W e maintain that, during this preliminary term  
acquisition phase, it is important for terminologists to  be presented with 
“evidence” o f  term s as they appeal* in a text, and that reducing term s to  their
Closed class 
word 
list - > Termspotter
tr*
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canonical form ready for entry into a term  base can be undertaken in a later 
phase. This presentation o f  evidence is important, for instance, with terms that 
are used only in the plural (such as the noun plastics). Reducing such term s to  
their canonical form before presenting them  to a terminologist for consideration 
could be misleading.
3.4 Concluding remarks
In designing our text-probing approach to  term acquisition, we have created a 
corpus o f  special language texts and investigated the linguistic features and 
collocational behaviour o f  the term s in that corpus. On the basis o f  this 
investigation, w e have noted that term s may be identified in text on the basis 
that they are likely to  reside between boundary markers comprising one o f  four 
possible perm utations o f  closed class words and punctuation. W e have also 
created a stoplist o f  connective verbs and linking words to  refine our approach. 
Our approach has been implemented in a Prolog program  which “probes” texts 
for the boundaiy markers o f  term s and generates files o f  term  candidates to  be 
consulted by terminologists.
Our text-probing approach to  term  acquisition differs in several ways from 
existing autom ated approaches. First, unlike existing approaches, our approach 
has been designed to  permit the acquisition o f  both single- and multi-word 
terms. Second, it permits the acquisition o f  terms spanning a range o f  word 
classes, whereas some existing approaches have been designed to  acquire only 
noun terms. Third, the Term spotter program processes untagged texts and
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unparsed texts, w hereas existing approaches tend to  rely on tagging and/or 
parsing.
Having specified, designed and implemented the text-probing approach to  term  
acquisition, an evaluation o f  its term  acquisition efficiency was carried out. This 
evaluation is presented in the next chapter.
56
4 Evaluating the text-probing approach to term acquisition
4.1 Preliminary remarks
In our review o f  existing machine-aided approaches to  term  acquisition 
presented in chapter 2, w e noted that designers and developers have tended to  
place little or no emphasis on the systematic evaluation o f  the programs they 
have written to  assist terminologists in the term acquisition task. Yang, for 
instance, did not present an evaluation o f  his collocation-based approach to  
multi-word term  acquisition. R eports which do exist o f  evaluations do not tend 
to  contain explicit details o f  experimental design. Otm an (1991), for example, 
describes an evaluation o f  the French term acquisition tool, TERM INO, in 
which it is claimed that 70%  o f  the term s in a text were accurately retrieved, but 
no details are provided o f  how this accuracy was measured. Likewise, in 
Lauriston’s (1994) evaluation o f  TERM INO, a manual scanning exercise is 
described, and TER M IN O ’s output is compared with the scanning output. 
However, no indication is given o f  who undertook the manual scanning 
exercise, or under what conditions. Similarly, Arppe (1995) briefly refers to  an 
evaluation o f  N Ptool, but gives no information about how  its efficiency was 
measured, nor who decided which term  candidates proposed by the tool were 
reliable and which constituted “noise” in the output.
In line w ith recommended practice in software engineering, w e believe that 
evaluation should form an integral part o f the life-cycle o f  developing a
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com puter program  (specification, design, implementation, and evaluation), and 
we, therefore, present an evaluation o f  the term  acquisition efficiency o f  the 
Term spotter program  in this chapter.
In order to  evaluate Term spotter, w e devised an experimental design, the 
feasibility o f  which w as tested in a pilot study. In this design, w e sought to  
develop a means o f  measuring the term  acquisition efficiency o f  Term spotter 
against domain experts. To achieve this, we created a fram ework for 
comparing the output o f  Term spotter with the manual scanning output o f  
domain experts. This fram ework comprises five-parts: term  match, truncation, 
expansion, undergeneration, and overgeneration. W e then compared the 
efficiency o f  Term spotter with that o f  human terminologists. Our evaluation 
was focussed on three domains, namely air pollution control, geology, and 
medicine. W e used a variety o f  text types, the specific texts being chosen in 
accordance with the text selection criteria established within the terminology 
community.
W e report on our principal findings, noting that Term spotter successfully 
identified around 80% o f  the term s selected by domain experts in the special 
language texts used in our evaluation, and partially recalled the remaining 20%. 
Furthermore, w e ascertained the primaiy weakness o f  Termspotter, namely 
overgeneration, and w e discuss how this might be reduced.
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This chapter is structured as follows: first, the design o f  our evaluation is 
outlined, and a pilot study is described (section 4.2). Next, tw o experiments to  
assess Term spotter’s efficiency are presented, in which domain experts and 
human terminologists participated (section 4.3). In section 4.4, we describe 
some more extensive experiments in which the efficiency o f  Term spotter is 
measured against domain experts. In these experiments, w e look especially at 
the issue o f  overgeneration and its possible causes, and w e propose means o f  
reducing the level o f  overgeneration in Termspotter output. Finally in section 
4.5, some concluding rem arks are made about the term  acquisition efficiency o f  
Termspotter, and some indications given o f  how the program  might be 
employed within a terminology worldng environment.
4.2 Evaluation design and pilot study
In the absence o f  clear precedents for evaluating a term  acquisition program, we 
have devised our own experimental design in order to be able to  evaluate 
systematically our text-probing approach to  term  acquisition. In keeping with 
recommendations in the design o f  psycholinguistic experiments (cf. Prideaux 
1984), w e have endeavoured to  ensure that out experiments are replicable. W e 
believe that our chosen experimental design is replicable across domains, text 
types, and human subjects.
The basis o f  our design is the comparison o f Term spotter output with the 
output from manual scanning exercises in special language texts. In order to  be 
able to  determine the efficiency o f  the Term spotter program, as well as to  gain
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some indication o f  its potential to  assist terminologists in their terminology 
compilation work, w e centred our evaluation on two measures: first, the output 
o f  Term spotter (term  candidates) has been measured against the manual 
scanning output o f  domain experts. W orking on the assumption that an expert’s 
domain knowledge will include a familiarity with, and knowledge of, the terms 
o f  his/her domain, an expert’s output is deemed to  be reliable, and thus 
constitutes our datum. Second, the manual scanning output (term candidates) 
o f  human terminologists has been similarly measured against the output o f  a 
domain expert, and a comparison then made between the Term spotter output 
and the average o f  the term inologists’ output.
In order to  compare the output (term  candidates) o f  Term spotter with that o f  a 
domain expert, we devised a “comparison framework” in the present research. 
This fram ework includes five measures o f comparison, and represents a 
considerable enhancement o f  existing evaluations which tend only to  report on 
“terms” and “noise” :
1. Term match: an item deemed to  be a term by a domain expert is also 
proposed as a term  candidate by Termspotter.
2. Truncation: an item deemed to  be a term  by a domain expert is “shortened” 
(truncated) by Term spotter, and hence only partially identified.
3. Expansion: an item deemed to  be a term  is “lengthened” (expanded) by 
Termspotter, and hence only partially identified.
4. Undergeneration: an item deemed to  be a term  by a domain expert is not 
proposed as a term  candidate by Termspotter.
5. Overgeneration: an item not deemed to be a term  by a domain expert is 
proposed as a term  candidate by Termspotter.
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This comparison fram ework is illustrated in Figure 1 below with examples taken 
fr om the domain o f  geology.
Comparison Term (selected by 
domain expert)
Term candidate proposed by a 
terminologist and/or Termspotter
Term match kaolinisation kaolinisation
Truncation surface granite granite
Expansion kaolin deposit primary kaolin deposit
Undergeneratio
n
settlement
Overgeneration formation
Figure 1: Illustrations of our comparison framework
This same fram ework was used in our experimental design for measuring the 
term  acquisition efficiency o f  the human terminologists against domain experts.
As with the corpus created for our investigation o f  terms and their collocational 
behaviour (cf. section 3.2), the special language texts selected for use in the 
evaluation o f  Term spotter w ere each chosen according to  the text selection 
criteria laid down in the terminology literature (cf. chapter 2). Recall that these 
criteria stipulate that a  special language text used for terminology compilation 
purposes should contain a high density o f  terms, be “central” to  a given domain, 
and be written by reliable authorities within that domain, preferably in the
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m other tongue o f  the author. Texts used in the Term spotter evaluation have 
been taken from scientific and technological domains since traditionally 
terminology w ork has been undertaken in such domains. The specific choice o f  
domains (air pollution control, geology, and medicine) was motivated 
principally by the availability o f  domain experts.
The evaluation o f  Term spotter began with a pilot study, the purpose o f  which 
w as to  gain a preliminary indication o f  the program ’s term  acquisition efficiency 
and to  assess the feasibility o f  using the five-part comparison fram ework for 
measuring its efficiency. This study is presented below.
4.2.1 Pilot study
The pilot study comprised a term  acquisition exercise in which the output o f  
Term spotter was m easured against the manual scanning output o f  a domain 
expert, and also compared w ith the manual scanning output o f  a selection o f 
terminologists.
Materials
The special language text (denoted hereafter the Autocatalyst Text)1 chosen for 
use in the pilot study was taken from the domain o f  air pollution control in 
automotive vehicles, and comprised a “technical briefing” from a manufacturing 
company. The text contained 722 words.
Subjects
1 ‘Autocatalysts’ Johnson Mattliey, Catalytic Converter Systems Division
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The domain expert (E l)  who was invited to  participate in the pilot study, is a 
qualified mechanical engineer with particular expertise in automotive 
engineering. The m other tongue and language o f  habitual use o f  the domain 
expert is English. Three translator-terminologists2 were invited to  take part in 
the pilot study. They will be referred to  hereafter as T l ,  T2, and T3. All o f  the 
translator-terminologists have been trained in terminology theory and practice 
as an integral part o f  a  translator training programme (a M asters D egree in 
Translation Studies) undertaken in the Departm ent o f  Linguistic and 
International Studies at the University o f  Surrey. T2 is a recent graduate o f  this 
training programme, whereas T l and T3 have also gained some practical 
terminology experience through working as terminologists on a number o f 
terminology research projects in a range o f  specialist subject domains. Each o f  
the translator-terminologists claim English as their m other tongue as well as 
their language o f  habitual use. Table I below provides a summary o f  the domain 
expert and the translator-terminologists participating in the pilot study.
2 Personal contacts of the investigator (NB. These were not the same people who par ticipated 
in the investigation presented in chapter 3)
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Table I: Profile of subjects participating in the pilot study
Subjects Profession Qualification Mother
tongue
Language of 
habitual use
El Engineer/
Lecturer
Ph.D. English English
T1 Translator-
terminologis
t
MA English English
T2 Translator-
terminologis
t
MA English English
T3 Translator-
terminologis
t
MA English English
The subjects (domain expert and translator-terminologists) were sent written 
instructions for the pilot study. In these instructions, the subjects were asked to  
imagine they were compiling a collection o f  terms from  the domain o f  air 
pollution control. They w ere then asked to  read the Autocatalyst Text, and 
underline in it those items which they would include as term s in their 
terminology collection. Background details o f  each subject w ere obtained by 
means o f  a brief form which the subjects were asked to  complete. (A copy o f  
the instructions and text sent to  the subjects in the pilot study is provided in 
Appendix C). Subjects w orked on the pilot study in their own time, and 
returned all the documentation to  the investigator upon completion. The return 
rate was 100%. The results o f  the pilot study were logged and analysed. 
Excerpts from the data logs for the pilot study are presented in Appendix C l.
Acting as our datum, the items selected as terms by the domain expert (E l)  
were deemed to  be reliable, and he was assumed to  have identified all (100% ) o f  
the terms in the Autocatalyst Text. The term  candidates proposed by 
Term spotter as well as those proposed by the translator-terminologists w ere
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m easured against the expert’s selections using the five-part comparison 
fram ework described above (term match, truncation, expansion, 
undergeneration, and overgeneration). A  comparison between the output o f  
Term spotter and the terminologists was made.
Results
The domain expert (E l)  deemed 122 items in the Autocatalyst Text to  be terms, 
o f  which 70 (57% ) comprised single-word terms, and 52 (43% ) comprised 
multi-word terms.
Term match:
Assuming the expert’s selection o f  122 items as term s to  represent the total 
number o f  term s (100% ) in the Autocatalyst Text, Term spotter matched 92 
(75%), whereas the translator-terminologists matched between 104 (T3) and 
108 (T l)  o f  the 122 term s selected by the domain expert, representing an 
average o f  87%.
W ith regard to  single-word terms, Term spotter matched 54 (77%) o f  the 70 
single-word term s selected by the domain expert, representing an average o f  
86%. The translator-terminologists performed better matching between 58 (T3) 
and 61 (T2) o f  the 70 selected by the domain expert, representing an average o f 
86%. W ith regard to  multi-word terms, Term spotter matched only 38 (73%) o f 
the 52 multi-word term s selected by the domain expert whereas the translator- 
terminologists again performed better matching between 45 (T2) and 48 (T l)  o f  
the 52 multi-word term s selected by the domain expert, representing an average
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o f  88%. Table II below provides a summary showing the proportion o f  single- 
and multi-word term s matched (on average) by the translator-terminologists, 
and the proportion matched by Termspotter.
Table U: Proportion (%) of terms matched by translator-terminologists and by
Termspotter
Single-word 
terms matched
Multi-word 
terms matched
Total terms 
matched
Translator-
terminologists
86% 88% 87%
Termspotter 77% 73% 75%
From  the point o f  view o f  w ord class, o f  the 122 terms selected by the domain 
expert (E l) , 94 w ere nouns, three w ere verbs, tw o w ere adjectives, and 23 
comprised chemical formulae. Term spotter matched 69 (73% ) o f  the 94 nouns, 
2 (67%) o f  the three verbs, one (50% ) o f  the tw o adjectives, and 20 (87% ) o f  
the chemical formulae. The translator-terminologists performed better on the 
nouns matching between 80 (T3) and 82 (T l) , representing an average o f  86%. 
They also performed better on the verbs, matching between zero (T3) and tw o 
(T l, T2) o f  the three verbs, giving an average o f  45%. However, their 
performance on the adjectives was the same as that o f  Term spotter (an average 
o f  50%), and they each performed better than Term spotter on the chemical 
formulae, matching all 23 o f  chemical formulae (an average o f  100%). Table III 
below shows the proportion o f  nouns, verbs, adjectives, and formulae matched 
(on average) by the terminologists, and the proportion matched by Termspotter.
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Table HI: Proportion (%) of nouns, verbs, adjectives, and formulae matched by the 
translator-terminologists and by Termspotter
Nouns
matched
Verbs
matched
Adjectives
matched
Chemical
formulae
matched
Translator-
terminologists
86% 45% 50% 100%
Termspotter 73% 67% 50% 87%
Truncation:
Term spotter truncated six (5%) o f  the 122 terms selected by the domain expert, 
thus not performing as well as the translator-terminologists who truncated only 
between one (T l, T2) and four (T3) o f  the 122 terms selected by the domain 
expert (an average o f  2%). One term  (oxidation catalysts) was truncated by all 
o f  the translator-terminologists. This term  occurred in the Autocatalyst Text in 
the elliptical construction:
Both oxidation and 3-way catalysts require the use of 
unleaded petrol ...
The domain expert m arked on the text (by means o f  arrows) that this 
construction contains the tw o terms: oxidation catalysts and 3-way catalysts. 
However, the translator-term inologists proposed oxidation as a term  candidate 
in its own right. Term spotter failed to  identify this elliptical construction 
correctly, and, like the translator-terminologists proposed oxidation as a  term  
candidate.
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Expansion:
Term spotter expanded 24 (20% ) o f  the 122 terms selected by the domain 
expert, whereas the translator-terminologists expanded only between four (T3) 
and 12 (T2), representing an average o f  6%. The expansions made by the 
translator-terminologists tended to comprise adjectives acting as modifiers to  
single- or m ulti-word noun, terms. For example, the translator-terminologists 
expanded the term  hydrocarbons to  unburnt hydrocarbons, and the term  
carbon dioxide to  harmless carbon dioxide. Term spotter behaved in a  similar 
way. There was one instance o f  term  co-occurrence in the Autocatalyst Text 
(NOx emitted) which Term spotter failed to  identify correctly as tw o separate 
terms, but rather merged them  into one. In this case, all three translator- 
terminologists correctly identified NOx as a term, but T3 failed to  identify the 
verb emitted as a term  (representing an instance o f  undergeneration).
These results o f  the truncations and expansions are summarised in Table IV  
below.
Table IV: Proportion of truncations and expansions
Truncation Expansion
Translator-
terminologists
2% 6%
Termspotter 5% 20%
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Term spotter did not undergenerate any o f  the items deemed to  be term s by the 
domain expert. However, among the translator-terminologists, there were 
between three (T2) and 10 (T3) instances o f  undergeneration, representing an 
average o f  5% o f  the total term s selected by the domain expert. The 
undergenerated items all comprised single-word terms. The verb converting 
w as undergenerated by all three translator-terminologists. These results are 
shown in Table V  below.
Undergeneration:
Table V: Proportion of undergeneration
Subject Undergencration
Translator-
terminologists
5%
Termspotter 0%
Overgeneration:
The output o f  Term spotter and that o f  the translator-terminologists contained 
term  candidates which were not selected as terms by the domain expert (i.e. 
overgeneration). W ith Term spotter, in addition to  the 122 term  candidates 
which matched o r partially matched (truncations and expansions) with the term s 
selected by the expert, its output contained a further 86 items, giving a total o f  
208 term  candidates. This overgeneration thus represented 41%  o f  its total 
output o f  208 term  candidates. Among the translator-terminologists, there was 
much less overgeneration: their output contained between tw o (T2) and four
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(T l, T3) instances o f  overgeneration. O f the overgenerated items, all three 
translator-terminologists proposed as term  candidates the items health 
problems and health risks. Term spotter overgenerated substantially more than 
the translator-terminologists (a total o f  86 instances). This overgeneration 
represented 41%  o f  the total number o f  term  candidates proposed by 
Termspotter. Almost half (42) o f  the items overgenerated by Term spotter 
comprised nouns or noun compounds, 23 comprised verbal expressions, 17 
were adjectives, one was an adverb, and three comprised nouns or noun 
compounds which co-occurred w ith a verb, as in prompted European 
Community action.
Discussion
The results o f  the pilot study show that Termspotter accurately acquired 75% o f  
the term s selected by the domain expert in the Autocatalyst Text. Term spotter 
did not undergenerate at all, but truncated and expanded some terms, resulting 
in the partial acquisition o f  the remaining 25% o f  the term s selected by the 
domain expert. On average, the translator-terminologists accurately identified 
more o f  the term s selected by the domain expert than Term spotter (an average 
o f  87%), and partially recalled a further 8%. The translator-terminologists 
failed (undergeneration), on average, to  identify 5% o f  the term s selected by the 
domain expert.
The principal difference between Term spotter and the translator-terminologists, 
was that Term spotter considerably overgenerated, recalling a further 86 items in
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addition to  the 122 accurately identified, or partially identified, as terms. On the 
basis o f  these results, w e note that Term spotter output will require manual post­
editing to  delete the overgenerated items. W e argue, however, that 
overgeneration is preferable to  undergeneration because it is easier for 
overgenerated items to  be deleted from a Term spotter output file than it is for 
an end user to  return to  a special language text to  check which items the 
program  failed to  identify correctly as terms. W e claim, therefore, that it is 
advantageous that Term spotter, unlike the translator-terminologists, did not 
undergenerate in the pilot study.
In the pilot study, w e have measured the term  acquisition efficiency o f  
Term spotter against a domain expert in one domain using one special language 
text. W e have also compared the efficiency o f  the program  with that o f  a small 
number (three) o f  translator-terminologists. In order to  perform this 
comparison o f  the program  with a domain expert and translator-terminologists, 
w e devised a five-part comparison framework (term match, truncation, 
expansion, undergeneration, and overgeneration). By using this comparison 
framework, we have gained a preliminary indication o f  Term spotter’s efficiency, 
and noted an area o f  weakness (i.e. overgeneration).
On the basis o f  the results o f  the pilot study, w e now propose to  extend our 
evaluation in a  number o f  ways: first, by increasing the number o f  domains in 
which we assess Term spotter’s efficiency; second, by increasing the range o f  
text types used in our evaluation; and third by increasing the range o f
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terminologists who participate to  gain an indication o f  the efficiency in 
comparison with a broader, m ore representative, spectrum o f  terminologists.
4.3 Term acquisition: comparing Termspotter with terminologists
In this section, the next phase o f  the evaluation o f  Term spotter is presented. 
This phase comprises tw o term  acquisition experiments (a Geology Term 
Acquisition Experiment, and a Medical Term Acquisition Experiment) in which, 
as in the pilot study, the term  acquisition efficiency o f  Term spotter is measured 
against the manual scanning output o f  domain experts and compared with the 
output o f  terminologists.
Materials
The text chosen for use in the Geology Term Acquisition Experiment comprised 
an extract about kaolinitic clays in the Bovey Basin from an advanced geology 
text book3. This text (denoted hereafter the Geology Text) contained 476 
words. The text chosen for use in the Medical Term Acquisition Experiment 
comprised an extract from a technical manual for medical practitioners detailing 
various drugs, their administration, and side-effects4 Specifically, this text 
(denoted hereafter the M edical Text) dealt with the administration and side- 
effects o f  beta-adrenoceptor blocking drugs. The Medical Text contained 351 
words.
3 The Geology of Devon, E. M. Durrance and D. J. C. Laming (1982). London: Arnold
4 British National Formulary. Number 30 (September 1995). British Medical Association & 
Royal Pharmaceutical Society of Great Britain, London.
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For the Geology Term Acquisition Experiment, a qualified geologist, employed 
as a Higher Education lecturer in geology, was invited to act as the domain 
expert (E2). The mother tongue and language of habitual use of E2 is English. 
For the Medical Term Acquisition Experiment, a qualified and practising 
General Practitioner was invited to act as the domain expert (E3). His mother 
tongue and language of habitual use is English.
A mailing list of 58 terminologists, terminology teachers/lecturers, and 
terminology researchers throughout the world (contacts developed by the 
Artificial Intelligence Group at the University of Surrey) was used as a source 
of terminologists for the Geology and Medical Term Acquisition experiments. 
These terminologists were contacted via electronic mail and invited to 
participate in the evaluation of Termspotter (and/or to forward the Term 
Acquisition Experiments to colleagues/appropriate students).
Instructions and texts sent to the subjects were similar to those used in the pilot 
study: subjects were asked to read both the Geology Text and the Medical Text,. 
and to indicate (by means of square brackets) which items they deemed to be 
terms from the domain of geology and medicine respectively. (A copy of the 
documentation sent to subjects is provided in Appendix D). A total of 38 
responses were received from terminologists. This represented a response rate 
of 66%. Of these 38 responses, 7 could not be analysed because they were
Subjects
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damaged or incomplete. A total of 31 responses were logged and analysed 
(excerpts from the data logs are presented in Appendix Dl).
Table VI below provides a brief summary of the 31 subjects (TE1-TE31) who 
participated in the Geology and Medical Term Acquisition Experiments. These 
31 subjects comprised 10 students of translation and/or terminology, four 
lecturers in terminology and/or translation, eight terminology researchers, and 
nine terminologists/translators. Among the subjects there was, unlike the pilot 
study, a range of mother tongues, including English, Dutch, French, German, 
and Spanish. We believe that this reflects the nature of the terminology 
community in which terminology compilation work tends to be undertaken 
multilingually.
74
Table VI: Profile of the subjects participating in the Geology and Medical Term
Acquisition Experiments
Subject Profession Qualification/
Education
Mother
tongue
TE1 Temiinologist/iecturer Teaching
diploma
Dutch
TE2 Student translator Postgraduate French
TE3 Student translator Postgraduate French
TE4 Translator/lecturer Teaching
diploma
German |
TE5 Translator/lecturer Doctorate Spanish
TE6 Terminology lecturer Doctorate English
TE7 Terminologist Doctorate Spanish
TE8 Terminology lecturer Doctorate Spanish
TE9 Terminology researcher Masters degree Spanish
TE10 Terminology researcher Masters degree French
TE11 Student translator Postgraduate German
TE12 Terminology lecturer Doctorate German
TE13 Terminologist Doctorate French
TE14 Terminologist Masters degree English
TE15 T ranslator/terminologist Postgraduate Spanish
TE16 Terminologist First degree German
TE17 Student terminologist Postgraduate French
TE18 Student terminologist Postgraduate French
TE19 Terminology researcher Masters degree English
TE20 Terminology researcher Masters degree English
TE21 Terminology researcher Masters degree English
TE22 Terminology researcher Masters degree English
TE23 Terminology researcher Masters degree English
TE24 Terminology researcher Masters degree English
TE25 Student translator Postgraduate Dutch
TE26 Student translator Postgraduate Dutch
TE27 Student translator Postgraduate Dutch
TE28 Student terminologist Postgraduate French
TE29 Student terminologist Postgraduate French
TE30 Terminologist Masters degree English
TE31 Terminology lecturer Doctorate English
4.3.1 Results o f the Geology Term Acquisition Experiment 
Acting as our datum, the items selected as terms by the domain expert (E2) 
were deemed to be reliable, and he was assumed to have identified all (100%) of 
the terms in the Geology Text. The term candidates proposed by Termspotter 
and those proposed by the terminologists were measured against the expert’s
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selection using our five-part comparison framework, the results of the Geology 
Term Acquisition Exercise are now presented. A comparison was made 
between the efficiency of Termspotter and that of the terminologists.
Results
The domain expert (E2) deemed 80 items in the Geology Text to be terms, of 
which 43 (54%) comprised single-word terms, and 37 (46%) comprised multi­
word terms.
Term match:
Termspotter matched 70 (88%) of the 80 terms selected by the domain expert. 
It performed better than the terminologists, matching between 43 (TE1) and 75 
(TE22) of the 80 terms selected by the domain expert, representing an average 
of 74%.
Of the 43 single-word terms selected by the domain expert, Termspotter 
matched 36 (84%), performing better than the terminologists who matched 
between 26 (TE3) and 40 (TE22, TE30), representing an average of 77%. 
Similarly with the multi-word terms, Termspotter performed better than the 
terminologists, matching 34 (92%) of the 37 multi-word terms selected by the 
domain expert, as compared with the terminologists who matched between 14 
(TE5) and 35 (TE22), representing an average of 70%. Table VII below 
provides a summary showing the proportion of single- and multi-word terms
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matched (on average) by the terminologists, and the proportion matched by 
Termspotter.
Table VII: Proportion (%) of terms matched by terminologists and by Termspotter
Single-word 
terms matched
Multi-word 
terms matched
Total terms 
matched
Terminologists 77% 70% 74%
Termspotter 84% 92% 88%
Focussing now on word class: of the 80 terms selected by the domain expert, 77 
were nouns, two were adjectives, and one was a verb. Termspotter matched 68 
of the 77 nouns (88%), matched one of the adjectives (50%), and matched the 
one verb (100%). This performance was better than that of the terminologists 
who matched between 42 and 73 of the nouns (an average of 74%), between 0 
and 2 (average 50%) of the adjectives (although it was noted that only one of 
the terminologists matched both adjectives). The verb was matched by 12 of 
the 31 terminologists (average 40%). Table VIII below shows the proportion 
of nouns, verbs, and adjectives matched (on average) by the terminologists, and 
the proportion matched by Termspotter.
Table VDI: Proportion (%) of nouns, verbs, and adjectives matched by tlie 
terminologists and by Termspotter
Nouns
matched
Verbs
matched
Adjectives
matched
Terminologists 74% 40% 50%
Termspotter 88% 100% 50%
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Termspotter truncated one (1%) of the total number of terms selected by the 
domain expert, performing better than the terminologists who truncated 
between one (TE8, TE10, TE16, TE22) and 14 (TE6, TE13, TE15) of the 80 
terms selected by the domain expert (representing an average of 7%). The term 
truncated by Termspotter was isotopic evidence which it shortened to isotopic, 
since evidence is an entry in its stoplist (representing one of the COBUILD 
reporting signals - described in the previous chapter). The terms which the 
terminologists truncated were quite wide-ranging, and the truncations included 
adjectival modifiers of nouns, such as refined in the term refined china clay, 
and heads of noun compound terms, such as deposits in the term kaolin 
deposits.
Expansion:
Termspotter expanded nine (11%) of the total number of terms selected by the 
domain expert, whereas the terminologists expanded only between zero (TE19) 
and one (TE16), representing an average of 5%. A common expansion among 
the terminologists was the inclusion of the modifier primary to the term kaolin 
deposits. Another common expansion was the “merging” of two terms selected 
by the domain expert: many of the terminologists proposed as a term candidate 
the string kaolinitic clayey silt, whereas the domain expert selected kaolinitic 
and silt as two separate terms.
The results for truncation and expansion are summarised in Table IX below.
Truncation:
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Table IX: Proportion of truncations and expansions
Truncation Expansion
Terminologists 7% 5%
Termspotter 1% 11%
Undergeneration:
Termspotter did not undergenerate any of the items deemed to be terms by the 
domain expert. Among the terminologists, there were between zero (TE22) and 
30 (TE8) instances of undergeneration, representing an average of 14% of the 
terms selected by the domain expert. Two commonly undergenerated terms 
were alteration and transportation. These results are shown in Table X below.
Table X: Proportion of undergencration
Subject Undergeneration
Terminologists 14%
Termspotter 0%
Overgeneration:
The output of Termspotter and that of the terminologists contained 
overgenerated items (i.e. items proposed as term candidates which the domain 
expert did not select as terms). With Termspotter, in addition to the 80 term 
candidates which matched or partially matched (truncations and expansions) 
with the terms selected by the domain expert, its output contained a further 50 
items, giving a total of 130 term candidates in its output. This overgeneration
79
thus represented 38% of its total output. Among the terminologists, there was 
much less overgeneration: their output contained between zero (TE13, TE29) 
and three (TE2, TE9, TE21, TE25) instances of overgeneration. Common 
overgenerations were fine-grained and micrometres. Termspotter 
overgenerated substantially more than the terminologists (a total of 50 
instances). Termspotter’s overgenerations included 26 nouns, 10 verbs, seven 
adjectives, four adverbs, two noun and verb co-occurrences, and one adverb 
and verb co-occurrence.
Discussion
The results of the Geology Term Acquisition Experiment show that 
Termspotter, measured against the domain expert, accurately acquired 88% of 
the terms in the Geology Text. In this, it performed better than in the pilot 
study in which it acquired 75% of the terms in the Autocatalyst Text. The 
terms Termspotter matched comprised both single- and multi-word terms, and 
included nouns, verbs, and adjectives. As in the pilot study, Termspotter did 
not undergenerate at all, but truncated and expanded some terms, resulting in 
the partial acquisition of the remaining 12% of the terms selected by the domain 
expert. On average, the terminologists accurately identified fewer of the terms 
selected by the domain expert than Termspotter (an average of 74%), and 
partially recalled a further 12% on average.
The principal difference between Termspotter and the terminologists was that 
Termspotter considerably overgenerated, retrieving a further 50 items in
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addition to the 80 accurately identified or partially identified as terms. This 
represented a slightly lower level of overgeneration (38%) than in the pilot 
study (41%). As in the pilot study, these results indicate that manual post­
editing of the Termspotter output will be necessary.
4.3.2 Results o f the Medical Term Acquisition Experiment 
Acting as our datum in this experiment, the items selected as terms by the 
domain expert (E3) were deemed to be reliable, and he was assumed to have 
identified all (100%) the terms in the Medical Text. The domain expert (E3) 
deemed 79 items in the Medical Text to be terms, of which 41 (52%) comprised 
single-word terms, and 38 (48%) comprised multi-word terms.
Term match:
Termspotter matched 63 (80%) of the terms selected by the domain expert, 
performing better than the terminologists who matched between 43 (TE1) and 
72 (TE18) of the 79 terms selected by the domain expert, representing an 
average of 78%.
Of the 41 single-word terms selected by the domain expert, Termspotter 
matched 35 (83%). The terminologists who matched between 25 (TE22) and 
41 (TE5, TE30), representing an average of 83% the same as that scored by 
Termspotter. Of the 38 multi-word terms selected by the domain expert, 
Termspotter matched 28 (74%). The terminologists performed slightly better, 
matching between 17 (TE1) and 35 (TE3, TE12), giving an average of 76%.
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Table XI below provides a summary showing the proportion of single- and 
multi-word terms matched (on average) by the terminologists, and the 
proportion matched by Termspotter.
Tabic XI: Proportion (%) of terms matched by terminologists and by Termspotter
Single-word 
terms matched
Multi-word 
terms matched
Total terms 
matched
Terminologists 83% 76% 78%
Termspotter 83% 74% 80%
With regard to word class: of the 79 terms selected by the domain expert, 70 
were nouns, five were adjectives, and four were verbs. Termspotter matched 56 
of the 70 nouns (80%), matched all five adjectives (100%), and three out of the 
four verbs (75%). This performance was the same as the terminologists for the 
nouns, and better than the terminologists for the verbs and adjectives: the 
terminologists matched between 41 and 67 of the nouns (an average of 80%), 
between two and five of the adjectives (an average of 80%), and between zero 
and four of the verbs (an average of 25%). Table XII below shows the 
proportion of nouns, verbs, and adjectives matched (on average) by the 
terminologists, and the proportion matched by Termspotter.
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Table XII: Proportion (%) of nouns, verbs, and adjectives matched by the terminologists
and by Termspotter
Nouns
matched
Verbs
matched
Adjectives
matched
Terminologists 80% 25% 80%
Termspotter 80% 75% 100%
Truncation:
Termspotter truncated three (4%) of the total number of terms selected by the 
domain expert., whereas the terminologists truncated between zero (TE3, TE8, 
TE9, TE10, TE11, TE12, TE16, TE18) and 13 (TE5) of the 79 terms selected 
by the domain expert (an average of 4%). Commonly truncated items included 
adjectival modifiers of noun compound terms, as in the modifier peripheral in 
the term peripheral vasculature, and the modifier intrinsic in the term intrinsic 
sympathomimetic activity. Among Termspotter’s truncations was a term 
containing a closed class word (duration o f action).
Expansion:
Termspotter expanded 13 (16%) of the 79 terms selected by the domain expert. 
The terminologists performed better, expanding between zero (TE1, TE5, TE6, 
TE13, TE14, TE17, TE20, TE23, TE25) and five (TE4, TE16), representing an 
average of 3%. Common expansions included the addition of the modifier life- 
threatening to the term ventricular arrythmias, making the term candidate 
life-threatening ventricular arrythmias, and the addition of the word 
reduction to the term dosage (making dosage reduction). Among
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Termspotter’s expansions was one instance of term co-occurrence: Termspotter 
incorrectly identified the two terms block and adrenergic receptors as one term 
candidate (block adrenergic receptors).
The results for truncation and expansion are summarised in Table XIII below.
Table XIH: Proportion of truncations and expansions
Truncation Expansion
Terminologists 4% 3%
Termspotter 4% 16%
Undergeneration:
Termspotter did not undergenerate any of the items deemed to be terms by the 
domain expert, whereas among the terminologists, there were between three 
(TE5) and 27 (TE1) instances of undergeneration, representing an average of 
12 (15%) of the total number of terms selected by the domain expert. 
Commonly undergenerated terms included the verbs block and stimulate, as 
well as the terms side-effect and duration o f action. These results are 
summarised in Table XIV below.
Table XIV: Proportion of undergeneration
Subject Undergeneration
Terminologists 15%
Termspotter 0%
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With Termspotter, in addition to the 79 term candidates which matched or 
partially matched (truncations and expansions) with the terms selected by the 
domain expert, its output contained a further 27 items, giving a total of 107 
term candidates in its output. This overgeneration thus represented 25% of its 
total output. Among the terminologists, there were between zero and two 
instances of overgeneration. Two commonly overgenerated items among the 
terminologists were sleep disturbance and nightmares. Termspotter’s 
overgenerations included 10 nouns or noun compounds, seven adjectives, six 
verbs, two adverbs, one verb and noun co-occurrence, and one noun and adverb 
co-occurrence.
Discussion
The results of the Medical Term Acquisition Experiment show that 
Termspotter, measured against the domain expert, accurately acquired 80% of 
the terms in the Medical Text. Termspotter identified both single- and multi­
word terms, including nouns, verbs, and adjectives. Termspotter did not 
undergenerate at all, but truncated and expanded some terms, resulting in the 
partial acquisition of the remaining 20% of the terms selected by the domain 
expert. On average, the terminologists accurately identified fewer of the terms 
selected by the domain expert than Termspotter (an average of 78%), and 
partially recalled a further 5% on average. The principal difference between 
Termspotter and the terminologists, was that Termspotter considerably
Overgeneration:
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overgenerated, recalling a further 27 items in addition to the 79 accurately 
identified, or partially identified, as terms.
4.3.3 Summary and discussion o f results
Taking together the results of the Geology Term Acquisition Experiment, and 
the Medical Term Acquisition Experiment, Termspotter, on average, matched 
84% of the terms proposed by the domain experts, whereas the terminologists 
performed less well on average (76%). The Termspotter program matched, on 
average, 84% of the single- and 83% of the multi-word terms selected by the 
domain experts. With regard to word class, Termspotter matched, on average, 
77% of the noun terms, 38% of the verbs, and 65% of the adjectives.
In each of the experiments, Termspotter expanded more items (an average of 
13.5%) than it truncated (an average of 2.5%), whereas the terminologists 
expanded fewer items (4% on average) than they truncated (6% on average). 
Termspotter did not undergenerate in any of the term acquisition exercises, 
whereas among the terminologists undergeneration amounted to an average of 
14% of the terms selected by the domain experts. These results are summarised 
in Table XV below.
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Table XV: Comparison of terminologists and Termspotter (across the Geology and 
Medical Term Acquisition Experiments)
Match Truncation Expansion Undergeneration
Terminoiogists 76% 6% 4% 14%
Termspotter 84% 2.5% 13.5% 0%
Termspotter considerably overgenerated compared with the terminologists in 
each of the term acquisition experiments (an average of 32% of its total output 
comprised overgenerated items). The issue of Termspotter’s overgeneration is 
considered next (section 4.4).
The Geology and Medical Term Acquisition Experiments have demonstrated 
the efficiency of the Termspotter program. Moreover, the experiments have 
highlighted Termspotter’s primary weakness: overgeneration. With regard to 
the chosen experimental design, our extension of the pilot study to further 
domains and text types, and incorporating more terminologists, has proved 
successful. We can recommend our design for evaluating Termspotter, and 
furthermore, we can envisage its suitability for the evaluation of other term 
acquisition programs.
4.4 Overgeneration and some of its possible causes 
In this section, two further term acquisition exercises in the domains of geology 
and medicine are presented. Having gained an indication in the previous 
experiments of the efficiency of Termspotter in comparison with human
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terminologists, we concentrate now on simply measuring the efficiency of 
Termspotter against the manual scanning output of domain experts. Longer 
texts are used here than in the previous experiments to gain a more 
comprehensive notion of Termspotter’s efficiency. In the analysis of the results 
of these experiments, we consider particularly the issue of overgeneration which 
was noted in the previous experiments to be an area of weakness in 
Termspotter’s performance. We look at the possible causes of its 
overgeneration, and suggest ways of reducing the number of overgenerated 
items occurring in its output.
Materials
The texts used for this phase of the evaluation comprised two geology texts and 
two medical texts. We continued our focus on the domains of geology and 
medicine in order to facilitate comparisons with our previous experiments. The 
range of text types used in this part of our experimental work was broadened 
from advanced text books and manuals to include a learned journal article. 
Specifically, the texts used comprised a further extract from the advanced text 
book used in the previous experiment (Geology Text A)5, and a learned paper 
(Geology Text B)6, a further extract from the medical manual used in the 
previous experiment (Medical Text A)7, and an extract from an advanced
5 The Geology of Devon, E. M. Durrance and D. J. C. Laming (1982). London: Arnold
6 Periglacial features in the Bovey Basin, south Devon. C. A. Jenkins and A. Vincent. Proc. of 
the Ussher Society, January 1981
7 British National Formulary. Number 30 (September 1995). British Medical Association & 
Royal Pharmaceutical Society of Great Britain, London.
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pharmacology text book (Medical Text B)8. A brief profile of each text is 
presented in Table XVI below.
Table XVI: Text profiles
Text Text type Word count
Geology Text A Advanced text book 2364
Geology Text B Learned paper 2158
Medical Text A Manual 1159
Medical Text B Advanced text book 3112
Subjects
The two domain experts (E2 and E3) who participated in the previous Geology 
and Medical Term Acquisition Experiments (presented in section 4.3) were 
asked again to participate in this phase of our evaluation. Recall that E2 was a 
qualified geologist, and E3 a General Practitioner. They were each asked to 
scan manually through the two texts from their domain and underline those 
items which they considered to be terms of their domain. A Termspotter search 
for terms was performed on each of the four texts, and using again the five-part 
comparison framework, the Termspotter output was measured against the 
respective domain experts. The results were logged by the investigator. 
(Excerpts from these logs are presented in Appendix E).
8 Pharmacology. R. W. Fowler. (1986) London: Butterworths
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A summary of the term match, truncation, expansion, and undergeneration 
results for each of the four texts is given below, and then the issue of 
overgeneration is considered separately. We note that the results of 
Termspotter’s efficiency in this phase of our evaluation replicate those in the 
earlier Geology and Medical Term Acquisition Experiments.
Geology Text A:
In Geology Text A, the domain expert (E2) selected 344 items as terms, of 
which Termspotter matched 280 (81%), truncated six (2%), and expanded 58 
(17%). There were no instances of undergeneration. Termspotter matched 138 
of the 169 single-word terms (82%) selected by the domain expert, and 142 of 
the 175 multi-word terms (81%). With regard to word class, Termspotter 
matched 261 of the 318 noun terms (82%), 12 of the 15 verb terms (80%), 
seven of the 10 adjectives (70%). The one adverb selected as a term by the 
domain expert was not identified by Termspotter.
Geology Text B:
In Geology Text B, the domain expert (E2) selected 316 items as terms, of 
which Termspotter matched 247 (78%), truncated 14 (4%), and expanded 55 
(18%). There were no instances of undergeneration. Termspotter matched 112 
of the 143 single-word terms (78%) selected by the domain expert, and 135 of 
the 173 multi-word terms (78%). With regard to word class, Termspotter
Results
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matched 238 of the 302 noun terms (79%), five of the seven verb terms (71%), 
and four of the seven adjectives (57%).
Medical Text A:
In Medical Text A, the domain expert (E3) selected 232 items as terms, of 
which Termspotter matched 179 (77%), truncated 11 (5%), and expanded 42 
(18%). There were no instances of undergeneration. Termspotter matched 93 
of the 108 single-word terms (86%) selected by the domain expert, and 86 of 
the 124 multi-word terms (69%). With regard to word class, Termspotter 
matched 170 of the 219 noun terms (78%), four of the six verb terms (67%), 
four of the five adjectives (80%), and one of the two adverbs (50%).
Medical Text B:
In Medical Text B, the domain expert (E3) selected 657 items as terms, of 
which Termspotter matched 517 (79%), truncated 43 (7%), and expanded 97 
(15%). There were no instances of undergeneration. Termspotter matched 271 
of the 328 single-word terms (83%) selected by the domain expert, and 246 of 
the 329 multi-word terms (75%). With regard to word class, Termspotter 
matched 498 of the 630 noun terms (79%), eight of the 11 verb terms (73%), 
nine of the 13 adjectives (69%), and two of the three adverbs (67%).
A summary of Termspotter’s term matches, truncations, expansions, and 
undergenerations for each of the four texts is provided in Table XVII below.
91
Table XVII: Summary of Termspotter results iu Geology Texts A and B, and Medical
Texts A and B
Term
inatcb
Truncation Expansion Under-
generation
TOTAL
Geology 
Text A
81% 2% 17% 0% (100%)
Geology 
Text B
78% 4% 18% 0% (100%)
Medical 
Text A
77% 5% 18% 0% (100%)
Medical 
Text B
79% 7% 15% 0% (100%)
Overgeneration in the Geology and Medical Texts:
There were instances of overgeneration in Termspotter’s output for each of the 
four texts used in this phase of the evaluation. In Geology Text A, there were 
178 overgenerated items, representing 34% of the total term candidates 
proposed by Termspotter; in Geology Text B, there were 204 overgenerated 
items, representing 39% of the total term candidates proposed. In Medical Text 
A, there were 80 instances of overgeneration, amounting to 26% of the total 
number of term candidates proposed; and in Medical Text B, there were 192 
instances of overgeneration, representing 23% of the total number of term 
candidates proposed by Termspotter.
The level of overgeneration in the Termspotter output seems to compare 
favourably with existing machine-aided approaches to term acquisition. 
Lauriston (1994) reports, for example, of “noise” amounting to 52% and 
undergeneration totalling 26% in his evaluation of TERMINO, and Arppe
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(1995) notes that 50% of the NPtool output comprised ‘non-terms’. As 
indicated earlier, we believe that overgeneration is preferable to undergeneration 
because it is easier for overgenerations (non-terms) to be deleted from a 
Termspotter output file than it is for a terminologist to return to a special 
language text and check which terms the program failed to identify.
An examination of the individual items which Termspotter overgenerated in 
each of the four texts revealed that an average of 48,5% of the overgenerated 
items in each text comprised nouns, and around a further 24% comprised verbs. 
Adjectives accounted for approximately 17%, and the remaining 6.5% 
comprised adverbs, or miscellaneous items, such as constructions consisting of a 
verb + noun. These results are summarised in Table XVIII below.
Table XVIII: Termspotter overgeueration analysis
Noun Verb Adjective Adverb Misc TOTAL
Geology 
Text A
48% 21% 19% 6% 6% (100%)
Geology 
Text B
53% 28% 10% 2% 7% (100%)
Medical 
Text A
45% 23% 17% 5% 10% (100%)
Medical 
Text B
48% 25% 22% 2% 3% (100%)
Average 48.5% 24% 17% 4% 6.5% (100%)
In our examination of the items overgenerated by Termspotter, no clear cut 
categories of items emerged which could easily be added to the Termspotter
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stoplist of connective verbs and linking words in order to reduce the level of 
overgeneration. We further noted that an overgenerated item in one domain 
could constitute a term in another domain: the item convert constituted 
overgeneration in Medical Text B, and yet it constituted a term in, for example, 
the Autocatalyst Text used in the pilot study. We are aware, therefore, that in 
order to maintain domain independence in the text-probing approach to term 
acquisition, adjustments to the stoplist will need to be made very carefUlly.
Although no further categories of non-terms emerged from our examination of 
the items overgenerated by Termspotter, it was evident that among the 
overgenerated items were additional linking words and connective verbs not 
currently in the Termspotter stoplist, These included linking words, such as the 
noun conjunction occurring in the phrase in conjunction with, and the noun 
accordance in the phrase in accordance with, as well as the adverbs 
particularly and approximately, and the connective verbs occur and refer.
We propose, therefore, that one way of refining Termspotter’s output is to add 
further linking words and connective verbs to its stoplist. In order to do this we 
suggest that a corpus-based study of linking words and connective verbs be 
undertaken in a range of domains. In view of the increasing emphasis in 
terminology work on the role of corpora, the growing exploitation of electronic 
corpora, and the computer tools available for analysing corpus data, it should be 
possible today to undertake relatively easily such a cross-domain study of 
linking words and connective verbs. We maintain, moreover, that the
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compilation of a comprehensive list of linking words and connective verbs could 
not only serve to enhance the text-probing approach to term acquisition, but 
could also represent a future research area which would benefit other existing 
automated approaches to term acquisition.
4.5 Concluding remarks
The evaluation of Termspotter presented in this chapter indicates that within the 
constraints of the geology and medical texts used in our experiments, the 
program accurately acquired, on average, 80% of the terms in the special 
language texts of three domains, and partially acquired (through truncations and 
expansions) the remaining 20%. These results compare favourably with human 
terminologists who, in our evaluation, accurately retrieved an average of 80% 
of the terms selected by domain experts, and typically partially identified a 
further 8%. The evaluation further indicated that Termspotter acquired both 
single- and multi-word terms, spanning a range of word classes, including 
nouns, verbs, adjectives, and adverbs.
The principal difference between the human terminologists and Termspotter was 
that the humans had a tendency to undergenerate, whereas Termspotter did not 
undergenerate at all. Furthermore, overgeneration among the human 
terminologists represented less than 1% of the output of the human 
terminologists whereas an average of around 30% of the total number of term 
candidates proposed by Termspotter comprised overgenerated items. In view 
of this overgeneration by Termspotter, a comprehensive study of linking words
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and connective verbs was proposed as a further research area in the 
development and refinement of the text-probing approach to term acquisition.
Given these results, it is anticipated that Termspotter could become a useful 
tool within a terminologist’s working environment since its ability to generate 
files of term candidates from special language texts in a range of domains could 
considerably reduce the amount of time and effort terminologists have to 
expend currently on manual scanning for term acquisition purposes. It is 
envisaged that a terminologist could generate files of term candidates using 
Termspotter, cany out some preliminary editing to eliminate obvious 
overgenerations, and then present these files to a domain expert who would be 
able to indicate which of the term candidates proposed by Termspotter 
constitute genuine domain terms and which are non-terms. Having completed 
this initial descriptive data-gathering work, the terminologist could then embark 
on the task of conceptual analysis for each of those terms selected by the 
domain expert, and begin to create a term base.
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5 Conclusions and future directions
5.1 Conclusions
In an endeavour to assist terminologists in the complex and labour-intensive 
task of term acquisition undertaken at the descriptive, or pre-normative, stage in 
a terminology compilation project, we have studied, and drawn attention to, the 
natural habitat of terms: special language texts. Finding theoretical grounding 
and empirical support in general language corpus linguistics and computational 
lexicography, we have created a multi-domain corpus of English special 
language texts, and studied the terms in that corpus.
This study allowed us to make observations about the linguistic features of 
terms and their collocational behaviour in special language texts. It was these 
observations which led us to formulate the basic premise underlying the design 
of the text-probing approach to term acquisition, namely that terms tend to 
reside in special language texts within a linguistic environment comprising 
permutations of closed class words and punctuation. The probing of this 
linguistic environment provides a means of identifying candidate terms and 
acquiring them from text. A program, Termspotter, was written to probe 
special language texts for terms, and an evaluation methodology was developed 
to measure the efficiency of Termspotter against human subjects.
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Our study and understanding of the nature and composition of special language 
texts also led us to insights into the nature of non-terms. These insights have 
helped us to refine our text-probing approach to term acquisition. We have 
identified two key categories of non-terms in special language texts: connective 
verbs and linking words. By creating an output filter consisting of a stoplist of 
such connective verbs and linking words, we were able to enhance our text- 
probing approach to term acquisition.
Our implementation and evaluation of the text-probing approach to English 
term acquisition represent practical outcomes of the present research. We 
believe that taking the innovative step of following through aspects of the 
development life-cycle has been advantageous to the formulation and success of 
our text-probing approach to term acquisition. Implementing our approach has 
helped us, for instance, to gain insights into the complex nature of terms, the 
difficulties of performing the term acquisition task, and the problems of 
endeavouring to design a computer program to cany out such a complex 
cognitive task. By designing and conducting an evaluation, we have been able 
to identify the main strengths of our approach, highlight its weaknesses, and to 
suggest ways of improving its performance.
In our evaluation, the term acquisition efficiency of the Termspotter program 
has been measured against the manual scanning output of domain experts in 
several domains, and compared with the term acquisition efficiency of human
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terminologists. Results showed that Termspotter’s efficiency compared 
favourably with that of human terminologists.
Specifically, the measurement of Termspotter’s efficiency was undertaken using 
a five-part comparison framework: term match, truncation, expansion, 
undergeneration, and overgeneration. This framework was devised in the 
course of the present research as an integral part of our evaluation design. The 
employment of this framework to measure the efficiency of Termspotter proved 
successful, and we, therefore, can recommend its use for systematically 
evaluating other term acquisition programs.
During our evaluation, measured against domain experts, Termspotter 
demonstrated, within the constraints of the texts selected for use in our 
evaluation, that it was capable of accurately retrieving (term match) an average 
of 80% of the terms identified by domain experts in special language texts, and 
of partially recalling (truncation and expansion) the remaining 20%. Unlike 
some existing term acquisition programs, Termspotter did not undergenerate, 
although in keeping with other programs, it was prone to substantial 
overgeneration.
The human terminologists who participated in our evaluation similarly 
accurately retrieved an average of 80% of the terms identified by domain 
experts in two special language texts. However, they only partially recalled 
(truncation and expansion) a further 9%. Unlike Termspotter, the human
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terminologists did not overgenerate much (an average of 0.8% of their output 
comprised overgenerated items). However, unlike Termspotter, they 
undergenerated (on average, 11%).
Our text-probing approach to English term acquisition is innovative in that it 
aims to be both domain- and text-type independent, and has been designed for 
the acquisition of both single- and multi-word terms spanning a range of word 
classes, including nouns, verbs, adjectives, and adverbs. Moreover, our 
prototype implementation of this approach is novel in that the Termspotter 
program is not dependent on the labour- and computer-intensive tasks of 
tagging and parsing in its processing of special language texts for terms. 
Termspotter has been used as a prototype for the term acquisition subsystem in 
System Quirk, a commercially-available terminology management system 
specified, designed, and implemented at the University of Surrey (Holmes- 
Higgin et al. 1994).
Given the results of our evaluation, we believe that Termspotter could become a 
useful machine aid to terminologists in their term acquisition work. This 
contribution to descriptive terminology work is being made at an important and 
exciting juncture in the history of terminology: a time when the terminology 
community is not simply focussing on the importance of conceptual analysis in 
specialist sub-domains, and on the need for standardisation, but is also 
beginning increasingly to acknowledge the need for research effort to be 
expended on the design and development of innovative resources to assist
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terminologists in data-gathering tasks, such as term acquisition, which are a 
prerequisite for conceptual analysis and prescriptive (standardisation-oriented) 
terminology work.
Furthermore, our emphasis on the analysis of electronic texts and the study of 
collocation patterns represents an extension of a rapidly growing field of 
enquiry in general language corpus linguistics. Indeed, we note, for instance 
that the term ‘lexical combinatorics’ has been coined in lexicography in the past 
few years to denote the corpus-based analysis of collocations, and lexical 
combinatorics now constitutes an important component of corpus linguistic and 
lexicography conferences, such as the international EURALEX Conference.
5.2 Future directions
Whilst keen to retain both the domain- and text-type independence of our 
approach, and being mindful of the issue of diminishing returns, we believe that 
our text-probing approach could be further enhanced, and the issue of 
overgeneration addressed, through the preparation of a more extensive stoplist 
of connective verbs and linking words. To this end, we propose that a useful 
area of future research would be a multi-domain, corpus-based study of 
connective verbs and linking words. The increasing availability of electronic 
texts and corpora covering a range of specialist domains should permit such a 
study to be undertaken relatively easily today. It is anticipated that this 
comprehensive stoplist would be of use, not only in our text-probing approach
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to term acquisition, but could also benefit other existing machine-aided 
approaches to term acquisition.
To date, in the design and development of the text-probing approach to term 
acquisition, we have concentrated on the linguistic features of English terms and 
the study of English special language texts. We believe that an important area 
of future research would be to investigate the appropriateness of extending our 
text-probing approach to include other languages. Some preliminary work 
(Fulford 1992a and 1992b) suggests that our approach is likely to be more 
appropriate for Germanic languages, such as Dutch and German, than it is for 
Romance languages, such as French and Italian. The principal reason for this is 
that the Romance languages tend to contain multi-word terms which include 
components comprising closed class words, such as prepositions and articles. 
In the Germanic languages, on the other hand, compounds are most regularly 
formed without recourse to intervening prepositions and articles in multi-word 
terms; in most Germanic languages, single-word compounds are also common.
We envisage, too, that our work has further application in the terminology 
community. For example, we believe that the notion of text probing could be 
employed for abstracting structures other than terms from special language texts 
to assist terminologists in the elaboration of terms in terminology collections. 
Such structures include conceptual relationships, and discourse structures.
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It is possible, for example, to extend our text-probing approach to detect 
hierarchical relationships, expressed in special language texts by probes, such as 
kind of, type of, variety of, and so on. Some preliminary programming work 
and archiving of appropriate probes has shown that this extension is indeed 
feasible (Ahmad and Fulford 1992a). This work has been discussed by other 
corpus-oriented terminologists (cf. Bowker 1996; Meyer and Mackintosh 
1996a). In a similar vein, our work can be further extended to include the 
archiving of a number of probes expressing discourse structures, such as 
reporting signals. These probes can be used for identifying knowledge-rich 
parts of texts (cf. Ahmad and Fulford 1992b).
Moreover, it is possible to explore and find application for the notion of text 
probing beyond the terminology community. We note parallels, for instance, 
between the role and tasks of the terminologist and the knowledge engineer: the 
terminologist is involved in compiling terminology collections in specialist 
domains for use by translators, technical writers, and so on. The knowledge 
engineer is involved in building repositories of specific problem-solving 
knowledge in specialist domains (the so-called knowledge base) for use by a 
computer system. Both are involved in the conceptualisation and representation 
of knowledge. Specifically, both are involved in issues of text-based data 
gathering, and so cross-fertilisation of our work with the development of 
programs to help knowledge engineers has been attempted. For example, an 
earlier version of Termspotter was employed by knowledge engineers in the 
development of a term base, which was subsequently employed in the creation
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of the knowledge base of an expert system in the domain of water engineering 
(cf. Fulford, Griffin, and Ahmad 1993; Ahmad 1993).
Concluding thought
Horace has commented that ‘men ever had, and ever will have, leave to coin 
new words well suited to the age’, and it is particularly noticeable in our present 
so-called information age that a plethora of terms are being coined to denote 
and describe the ever-expanding body of knowledge in specialist domains. In 
view of this proliferation of terms, and the increase in texts being produced and 
disseminated within specialist domains, together with the widely acknowledged 
need for programs to assist in the rapid accessing of pertinent information from 
those texts, we believe that our research into the development of an approach to 
acquiring terms from special language texts is especially timely and relevant.
We have shown that our text-probing approach has potential to assist 
terminologists in the compilation of terminology collections, and we look 
forward to its application beyond the terminology community for the abstraction 
of further structures from special language texts.
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Appendix A
A bibliography o f the special language texts contained in the corpus created 
fo r the purposes o f our investigation o f terms and their boundaries (discussed 
in chapter 3). These texts were collated for research purposes only.
The corpus comprises a range of special language texts from the domains of 
medicine (Text 1 and 2), electronics (Text 4, 5, and 6), chemistry (Text 3), and 
automotive engineering (Text 7 and 8). The texts include popular science (Text 
1 and 3), a learned journal article (Text 4), a technical report (Text 8), extracts 
from advanced text books (Text 5 and 6), and extracts from technical manuals 
(Text 2 and 7).
Corpus bibliography:
Text 1
Exceipt from: The New Encyclopaedia Britannica. Micropaedia Ready Reference. Fifteenth 
edition. (1994). Chicago: Encyclopaedia Britannica Inc. pp. 202
Text 2
Exceipt from: ABPI Data Sheet Compendium 1994-5. London: Datapharm Publications Ltd. 
pp. 67-8
Text 3
‘The Petrochemicals Industry’. New Scientist. Vol. 231 (1983)
Text 4
Knight, A. L. (1984) ‘Silicon for sensors’ Sensors and Actuators. Research, development, and 
application. Antwerp: Kluwer
Text 5
Excerpt from: Olsen, G. H. (1987) Electronics and electronic systems. London: Butterworths. 
pp. 277-8
Text 6
Exceipt from: Green, D. G. (1985) Digital electronics. Harlow: Longman, pp. 49-50 
Text 7
Excerpt fr om Automotive electric/electronic systems. (1988) SAE 
Text 8
Haynes, C, D., and Weaving, J. H. (1971) ‘Catalytic reduction of atmospheric pollution from 
exhaust of petrol engines’. Air pollution control in transport engines. IME, Report no. 90/88
Appendix A l
Tables showing excerpts from the data logs o f our investigation o f terms and 
term boundaries in our corpus o f special language texts (as described in 
chapter 3). The tables indicate the closed class word and punctuation 
boundaries (-1 and +1 span positions) of a selection of single- and multi-word 
terms. These terms are taken from a range of texts in our corpus. The single­
word terms are presented in Table Ala, and the multi-word terms in Table Alb.
Table Ala: A selection of term boundaries for single-word terms
Term boundary (-1) Term Term boundary (+1)
( systole ) _ . _ _ .
lactation
9 TiSi2 9
of hypertension
as hydrogen 9
the ISFET
ethylene is
y H 20 and
epitaxy is
an artery that
the aorta to
between SiH2C12 and
Table A lb: A selection of term boundaries for multi-word terms
Term boundary (-1) Term Term boundary (+1)
oral vasodilator 9
( Motor Octane Number )
( methyl tertiary butyl ether 9
the adrenal gland 9
or adrenocorticotrophic hormone (
the Karnaugh map
secondary hypertension has
9 CMOS array with
megavolt ion implantation is
the output voltage is
to sulphur dioxide which
a sympathetic nerve blocker to
Full versions of the data logs produced during our investigation of terms and 
their boundaries can be made available by the author of this thesis.
Appendix B
A list o f closed class words used fo r detecting the boundaries o f single- and 
multi-word English terms in the text-probing approach to term acquisition. 
This list is based on analyses of closed class words cited in Sinclair (1990), 
Sinclair (1991a), and Berry (1997), and its use in the text-probing approach to 
term acquisition is discussed in chapter 3.
a can’t my them
aboard cannot myself themselves
about could near then
above dare neither these
according to despite next they
across do no more tliis
across from down no one those
after during nobody though
against each nor through
ahead of either not throughout
all enough nothing till
all over even notwithstanding to
along eveiy of together
alongside everybody off toward
although everyone on towards
amid everything one twice
amidst except onto under
among few opposite underneath
amongst fewer 01- unlike
an following other until
and for ought to up
another from our upon
any half ours us
anybody have ourselves via
anyone he out we
anything her outside what
apart from hers over whereas
around herself owing to which
as him past while
aside from himself per whilst
astride his quite who
at how rather whom
away I several whose
be in shall will
because inside she with
before into should within
behind it since without
below its so won’t
beneath itself some worth
beside many somebody would
besides may someone yet
between me something you
beyond might such your
both mine than yours
but more that yourself
by most the yourselves
by means of much their
can must theirs
Appendix B1
A selection o f entries from the stoplist used in the text-probing approach to 
term acquisition, including linking words (Table B la) and connective verbs 
(Table Bib). Entries in the stoplist were derived from discussions of linking 
words and connective verbs in Gerbert (1970), Tadros (1985), Sinclair (1990), 
Thompson (1994), and Chalker (1996). The stoplist contains a total of 609 
entries, of which 587 are linking words and 22 are comiective verbs.
Table Bla: A selection of linking words
arguably argue as a result as follows
as if as it were as long as as regards
as soon as as though as well assert
assume basically believe certainly
claim consider contend declare
define disagree discuss doubtless
emphasize enunciate essentially expound
finally first for example for instance
formulate generally however in addition
in conclusion in consequence in contrast in fact
in general in my opinion in my view in order to
in other words insist know lastly
look modify moreover nevertheless
note notice observe obviously
oppose particularly perhaps point out
propose prove put forward realise
really recognise recommend refute
regard reiterate relate say
second show state stress
suggest support thereby therefore
think unless whereas yet
Table Bib: A selection of connective verbs
amount to ascribed to assure attributed to
be decrease effect entail
give have imply increase
involve lead to limit measure
obtain perform provide
Full details of the entries in the stoplist used in the text-probing approach can be 
made available by the author of this thesis.
Appendix B2
The program listing o f Termspotter, a program written to detect terms in 
special language texts. Termspotter is written in Quintus Prolog (version 
3.1.1).
To detect terms in text, Termspotter requires a list of closed class words (see 
Appendix B), a stoplist which acts as an output filter (see Appendix Bl), and a 
tokeniser program (the tokeniser program we have used was developed by Paul 
Holmes-Higgin at the University of Surrey, and details of it may be obtained 
from the supervisors of this thesis).
The Termspotter program comprises a number of predicates. Some of these 
perform “housekeeping tasks”, such as the setup, and make_into_list predicates. 
The key predicates which perform the searches for terms in special language 
texts are filter_terms, scan_for_terms, and collect_up_to_noise.
The help and advice given by the former Al Group members Paul Holmes- 
Higgin and Stephen Hook in the development of Termspotter is gratefully 
acknowledged.
Termspotter program listing
assert(file__search_path(library,'/user/csaisr/lib/export/prolog 
1) )  *
j- ensure_loaded{tokeniser).
multifile lsp_term/l.
unknown(_,fail).
:- use_module(library(not)).
:- usejmodule(library(lists)).
lexicon(closedclasslist).
lexicon(stoplist).
opt_mode(numbers,exclude).
opt_mode(hyphen_word,include).
setup :-
u n k n o w n f a i l ),
nofileerrors,
assert__lexica,
save_program(run_termspotter).
assert_lexica s-
retractall(func_word(__)), 
lexicon(X),
assert_JLexica(X), 
fail.
as sert_lexica.
assert_lexica(X)
write('Loading •), write(X), write(’...'), nlf nl,
open(X, read, New),
current_input(Old),
set_input(New),
read(A),
assert_funcword(A), 
set_input(Old), 
close(New).
as sert_funcword(end_of_file
assertjfuncword(X)
X \== end_of_file, 
arg(1, X, Y), 
make_JLnto_list(Y, chars), 
assert__if_necessary(func_word(Chars)), 
read(Z),
assert_funcword(Z) .
make_into__list (Atom, WildChars) s- 
atom_chars(Atom, chars), 
convert_wildcards(Chars, WildChars).
convert_wildcards([},[])-
convert_wildcards([O'
convert_wildcards ([ 0 • % | cs ], [__ | WCs ]) : - 
convert_wildcards(Cs, WCs).
convert_wildcards([C|Cs], [C|WCs]);- 
c \== 0*%,
C \== O'*,
convert_wildcards(cs, WCs).
assert_if__necessary (X) s-
( call(X) -> true
; assert(X)
) •
new_terms(F,o):-
load__f iles (known_terms, [all__dynamic (true), if (changed) ]), 
find_terms(F,0).
go_spotting(F,0)s-
write('Gone spotting ...'), nl, 
open(F, read, In), 
set_input(in), 
read_sentences, 
close(ln),
open(Of append. Out), 
set_output(Out), 
filter_terms, 
close(Out).
read_sentences:-
read_sentence(L, lower(list), EOF
EOF \==
scan_f or__terms ( [punct(new_sent) j L]), 
read_sentences. 
read_sentences.
filter_terms:-
write('/* ============================ */'),
nl,
write('/* Termspotter term search outputs */'), 
nl,
write(•/* ============================ */'),
nl,
nl,
lsp_term(L),
assert_if_necessary(potential_term(L)), 
write('term_candidate(•), writeq(L), 
write 
fail, 
filter_terms.
scan_for_terms ([ ]).
scan_for_terms([count(nl)jWords])
I r
scan_for_terms(Words). 
scan_for_terms([sgml(_)[words]):- %% ignore nls
I I
scan_for_terms(Words). 
scan_for_terms([Noise|words])s- 
noise(Noise),
collect_up_to_noise(Words, Collected, Left), 
add_if_necessary(Collected), 
scan_for_terms(Left).
collect_up_to_noise([], [], []).
collect_up_to_noise([Noise[Left], [], [Noise]Left])s- 
noise(Noise),
! .
collect_up_to_noise([count(nl)|ws], Rest, Left);-
t r
collect_up_to_noise(Ws, Rest, Left). 
collect_up_to_noise([sgml(_)|ws], Rest, Left);-
! t
collect_up_to_noise(Ws, Rest, Left). 
collect_jip_to_noise([atom(Word)|ws], [Word|Rest], Left) 
\+( func_word(Word) ),
1 r
collect_up_to_noise(Ws, Rest, Left). 
collect_up_tojnoise([x|Left], [], [x|Left])s- 
X \== count(nl),
\+( x = sgml(_) ).
add_if_necessary([]). 
add_if_necessary([W[Ws]):-
convert_to_atoms([W|Ws],AtomList), 
assert_if_necessary(lsp_term(AtomList)).
convert_to_atoms([],[])♦ 
convert_to_atoms([wjws], [A|As])s-
atom__chars (A, W), 
convert_to__atoms (Ws, As) .
noise (atoiu(X))
func_word(X). 
noise(punct(_)).
is_at_end_of (L,L) . 
is_at_end_of(L,[_|T]) s- 
is_at_end_of(L,T).
Appendix C
The materials (including the special language text) sent to the terminologists 
and domain expert who participated in the pilot study phase o f the evaluation 
o f the text-probing approach to term acquisition.
Introduction to the pilot study
I have been conducting some research into the development of computer programs to help 
terminologists create terminology collections. A computer program for acquiring terms from 
texts has been written. Now, I would like to evaluate that term acquisition program. 
Beginning with this pilot study, I would like to compare the output of my program with that 
of terminologists performing a text-based term acquisition task.
Your participation in this pilot study is greatly appreciated!
Instructions for participating in the nilot study
1. Imagine you were working on a terminology project in which you were compiling a 
terminology collection for the domain of air pollution and clean air technology. Please 
read the attached text and underline the items which you would include as terms in your 
terminology collection.
2. Please complete the section entitled Background Details.
3. Please return your completed pilot study as soon as possible to:
Heather Fulford, Department of Mathematical and Computing Sciences, University of Surrey, 
Guildford, Surrey, GU2 5XH
Thank you for your cooperation!
Background Details
Please complete as much of this part as you feel able. Feel free not to disclose information 
if yon would rather not. Any information you do provide will be treated in the strictest 
confidence.
Name: ______________________________________________________ _
Address:
Current employment: 
Employment history: 
Qualifications:
Age group: under 21
21-30
31-40
41-50
51-60
61-70
over 70
Gender: 
Mother tongue:
male   female
Language of habitual use:
Text
Autocatalysts are relatively inexpensive and highly efficient devices for controlling air pollution from 
motor vehicle exhausts. There are three primary pollutants from car exhausts; unbunit hydrocarbons 
(HC), carbon monoxide (CO) and nitrogen oxides (NOx). Autocatalysts, which come in a variety of 
forms, are capable of substantially reducing all these emissions by converting the pollutants into 
harmless carbon dioxide, water and nitrogen. H ie most widely used autocatalyst developed by Johnson 
Mattliey consists of a cylindrical ceramic block with a honeycomb structure which is chemically treated 
and coated with platinum group metals. The honeycomb structure enables a high surface area (of die 
order of two to tiiree football pitches) to be incorporated witiiin a relatively small space. This is critical 
to die durability and effective performance of die catalyst. The autocatalyst is built into die exhaust 
system of die car. These are of tiiree basic types:
Oxidation catalysts which are particularly effective at controlling emissions of CO and HC. These 
systems are also suited to the needs of advanced lean bum engines which, although they reduce levels of 
NOx (and to a lesser extent CO), can actually increase emissions of HC. The addition of a simple 
oxidation catalyst helps to control emissions of CO and substantially reduces HC. Three-way catalysts 
provide the most efficient method of simultaneously controlling emissions of HC, CO and NOx. Johnson 
Mattliey's is the standard fonn of catalyst fitted to motor vehicles today. Because it generally requires 
die addition of sophisticated electronic fuelling control, there is minimal loss of engine performance and 
fuel economy compared to a non-catalyst car.
Diesel catalysts control emissions of HC, which causes die characteristic diesel odours, and of CO. 
These are generally lower tiian hi petrol-engined veliicles. More importantiy, such catalysts can reduce 
smoke which is die most severe form of pollution from diesel engines. Botii oxidation and 3-way 
catalysts require die use of unleaded petrol to allow die catalyst to operate witii full efficiency. Diesel 
fuel is, of course, always unleaded. The introduction of unleaded petrol tiiroughout die European 
Community will enable die use of catalytic convertors which substantially reduce die emission of all 
tiiree car exhaust pollutants. Autocatalysts have been proven over time to be die most effective 
technology yet developed for reduchig pollution from cars. They have been extensively used since die 
mid-1970's in botii die USA and Japan, and have recently been introduced in Australia and West 
Germany. The agreement reached last year witiiin die European Community about stricter controls over 
vehicle exhaust emissions will undoubtedly require die widespread use of autocatalysts in Europe by die 
early 1990's. Public concern about die potentially damaging environmental effects of motor vehicle 
emissions was first translated mto political action in die United States hi die early 1970's. Europe has 
been slower to react but supposed links between, oil die one hand acid rain and vehicle emissions, and 
on die otiier lead in petrol and healtii problems, have prompted European Community action.
Directiy or indirectiy car exhaust pollution has been linked to die following problems: Acid rain is 
associated witii die deatii of forests in West Germany, environmental damage to buildings and 
vegetation, and die acidification of freshwaters. It is tiiought, at least in part, to be caused by high 
emissions of HC and NOx from motor veliicles. The ‘acid ram’ problem was die major factor behind 
recent moves by die West German and Swedish governments to require die use of 3 way catalysts. 
Photochemical smog which first became apparent hi Los Angeles is caused by die reaction in sunlight of 
HC and NOx, two of die primary pollutants from car exhausts, leading to an increase in low-level 
atmospheric ozone concentrations. Photochemical smog can cause eye irritation, respiratory problems 
and vegetation damage. Altiiough it is mainly associated witii Nortii American and Japanese cities, such 
smog does affect areas of Europe. Healtii risks have been tiiought to be associated witii car exhaust 
pollution, particularly as a result of emissions of CO (carbon monoxide) which is, of course, a poison. 
Altiiough alternative technologies for controlling exhaust pollution do exist, autocatalysts have been 
shown to be die most effective at reducing emissions. Since the widespread introduction of catalysts in 
America in the mid-1970s, the US Environmental Protection Agency has estimated reductions of better 
than 90% in HC; 88% in CO and 50% hi the levels of NOx emitted.______________________________
Appendix C l
A summary o f the data obtained from the pilot study phase o f the evaluation o f 
the text-probing approach to term acquisition. In the pilot study, the manual 
scanning output of a domain expert was compared with the output of three 
terminologists and also with the output of the Termspotter program. The text 
used for the pilot study was an extract from a technical briefing from the domain 
of air pollution control in automotive vehicles (denoted the Autocatalyst Text). 
Details of the pilot study are discussed in chapter 4.
The domain expert identified 122 terms in the Autocatalyst Text. Table Cl a 
shows the number of those 122 terms which the terminologists (Tl, T2, T3) and 
Termspotter matched, as well as those which were truncated or expanded. The 
table indicates that the terminologists undergenerated, whereas Termspotter did 
not, and it further shows that Termspotter was prone to considerably more 
overgeneration than the terminologists.
Table Cla: Results of the output of the terminologists and Termspotter
Subject Number of terms:
Matched Truncated Expanded Under-
generated
Over­
generated
T l 108 1 9 4 4
T2 106 1 12 3 4
T3 104 4 4 10 2
Average 106 2 8 6 3
Termspotter 92 6 24 0 86
Table Clb shows a sample of terms which the domain expert identified and 
which were matched by each of the terminologists and also by Termspotter.
Table Clb: Sample of terms matched in the pilot study
autocatalyst air pollution HC
CO nitrogen exhaust system
petrol-engined vehicles unleaded petrol acid rain
photochemical smog carbon monoxide catalysts
Table Clc shows some of the items which Termspotter overgenerated in the 
pilot study.
Table Clc: Sample of Termspotter overgenerations
capable critical durability
built addition severe
extensively used effective technology links
associated problem
Full details of the data obtained in our pilot study can be made available by the 
author of this thesis.
Appendix D
The materials (including special language texts) sent via electronic mail to the 
terminologists and domain experts who participated in the evaluation o f the 
text-probing approach to term acquisition. The evaluation is reported in 
chapter 4.
Introduction for evaluation participants
I have been conducting some research into the development of computer programs to help 
terminologists create terminology collections, such as term bases. A computer program to 
assist terminologists in acquiring terms from texts has been written. Now, I would like to 
evaluate that term acquisition program. For part of the evaluation, I would like to compare 
the results of the program with those of terminologists performing a text-based term 
acquisition task. Your participation in my evaluation work would be greatly appreciated!
Please read the attached text entitled 'Geology text' and mark in it, using square brackets, 
those items which you believe to be term candidates from the domain o f  geology (see example 
below). Then please read the attached text entitled 'Medical text’ and mark in it, using 
square brackets, those items which you believe to be term candidates from the domain o f  
medicine.
Example 
Sample text:
The china clays result from kaolinisation of the granite, and the ball clays are of sedimentary 
origin.
Sample text with term candidates marked:
The [china clays] result from [kaolinisation] of the [granite], and the [ball clays] are of 
[sedimentary] origin.
It would be very helpful i f  could you also supply the following details about yourself (any 
information supplied will be treated in strict confidence): 1. Current employment; 2. 
Qualifications; 3. Age; and 4. Mother tongue:
Thank you for your help. Please send your completed experiments to:
Headier Fulford
Department of Mathematical and Computing Sciences
University of Surrey
Guildford
Surrey
GU2 5XH
email: h.Mford@surrey.ac.ulc
Geology text
Primary kaolin deposits in Britain are all associated with granite masses. Formation of kaolinite from 
hydrothermal alteration of the granite after intrusion is the most common mode, although there is some 
evidence that weathering lias also played a part in the process. During hydrothermal alteration, fluids 
migrated through zones of weakness in the granite and altered the feldspar to kaolinite but left the other 
constituents (mainly quartz and mica) unchanged. Kaolinisation processes seem to be concentrated in 
specific areas where fluid migration was preferentially taking place. Thus much of the Dartmoor granite 
is not deeply kaolmised. The amount of kaolinite present in the china clay deposits is very variable, and 
deposits with as little as 8 per cent of the mineral may be worked, hi southwest Dartmoor, however, 
kaolinisation has been profound, and the percentage of kaolinite in some places is as much as 30 per 
cent.
Weathering processes also cause the alteration of feldspar to kaolinite, and much of the surface granite 
of Dartmoor does show kaolinised feldspar. But the extent to which this process has contributed to the 
main zones of kaolinisation is not clear. Isotopic evidence (Sheppard, 1977) suggested that cool 
meteoric water was an agent in the process, particularly in the formation of the St Austell cliina clay 
deposits - although this may still be related to a hydrotliennal circulation system.
The kaolinite in ball clays has a diverse origin. Being sedimentary, these clays are secondary deposits 
and in the Bovey Basin much of the kaolinite was derived from china clay in tlie Dartmoor granite and 
from weathering of the granite exposed at tlie surface during Tertiary times. The Petrockstowe Basin, 
however, lies further from tlie granite outcrop and derived its poorly ordered kaolinite from tlie leaching 
of chlorites in tlie weathering mantle of tlie Carboniferous shales (Bristow, 1968). The poorly ordered 
clay in tlie Bovey Basin was probably also partly derived from a comparable source, though as tlie 
crystallinity index of tlie kaolinite from Dartmoor would probably not be affected by transportation, it 
seems that some parts came also from a granite weathering mantle.
Differences in tlie particle size-distribution within tlie clays also contribute to tlie contrasting 
characteristics of china clay and ball clay. Kaolinite is comparatively less fine-grained in many refined 
china clays, with only about 40 per cent less than 2 micrometres (0.002 nun) in size so that tlie material 
can more truly be described as a kaolinitic clayey silt. Ball clay, on tlie other hand, is very fme-grained, 
particularly when derived from a weathering mantle. Some ball clays may liave 85-90 per cent of 
kaolinite particles less than 2 micrometres in size, and some is so fine that 50 per cent is less than 0.5 
micrometres. Settlement of such fine clays during sedimentation by normal processes is difficult to 
envisage, as Brownian motion would keep them in suspension.___________________________________
Medical text
Beta-adrenoceptor blocking drugs (beta-blockers) block tlie beta-adrenoceptors in tlie heart, peripheral 
vasculature, bronchi, pancreas, and liver. Many beta-blockers are now available and in general they are 
all equally effective. There are, however, differences between them which may affect choice in treating 
particular diseases or individual patients. Intrinsic sympathomimetic activity (ISA, partial agonist 
activity) represents tlie capacity of beta-blockers to stimulate as well as to block adrenergic receptors. 
Oxprenolol, pindolol, and acebutolol have intrinsic sympathomimetic activity; tlie newer celiprolol also 
lias intrinsic sympathomimetic activity (see also below); they tend to cause less bradycardia than tlie 
other beta-blockers and may also cause less coldness of the extremities.
Some beta-blockers are lipid soluble and some are water soluble. Atenolol, celiprolol, nadolol, and 
sotalol are the most water-soluble; they are less likely to enter tlie brain, and may therefore cause less 
sleep disturbance and nightmares. Water-soluble beta-blockers are excreted by tlie kidneys; they 
accumulate in renal impairment and dosage reduction is therefore often necessary. Some beta-blockers 
have a relatively short duration of action and have to be given twice or three times daily. Many of these 
are, however, available in modified-release formulations so that in general it is not necessary to give 
beta-blockers more often than once daily for hypertension. For angina twice-daily treatment may 
sometimes be needed even with a modified-release formulation.
All beta-blockers slow tlie heart and may induce myocardial depression and precipitate heart failure. 
They should not therefore be given to patients who have incipient cardiac failure or those with second- 
degree heart block or third-degree heart block; they may, however, be used with caution in patients 
whose heart failure is well controlled. Sotalol may prolong tlie QT interval, and has occasionally caused 
life-threatening ventricular arrythmias (important: particular care should be taken to avoid hypokalaemia 
in patients taking sotalol). Beta-blockers may precipitate asthma and this effect can be dangerous. 
Some, such as atenolol, betaxolol, bisoprolol, metoprolol, and (to a lesser extent) acebutolol, have less 
effect on tlie beta receptors (bronchial receptors) and are, therefore, relatively cardioselective, but they 
are not cardiospeciflc. They have a lesser effect on airways resistance but are not free of this side- 
effect.
Appendix D1
A summary o f the data obtained from our evaluation o f the text-probing 
approach to term acquisition. In this evaluation, the manual scanning output of 
domain experts was compared with the output of 31 terminologists and also 
with the output of the Termspotter program. The texts used in our evaluation 
were an extract from an advanced geology text book (Geology Term 
Acquisition Experiment), and an extract from a medical technical manual 
(Medical Term Acquisition Experiment).
In the Geology Term Acquisition Experiment, the domain expert (El) 
identified 80 terms in the text. Table D la shows the number of those 80 terms 
which the terminologists (TE1-TE31) and Termspotter matched, as well as 
those which were truncated or expanded. The table indicates that the 
terminologists undergenerated, whereas Termspotter did not, and it further 
shows that Termspotter was prone to more overgeneration than the 
terminologists.
Table Dla: Geology Term Acquisition Experiment results summary
Subject Number of terms:
Matched Truucated Expanded Under-
generated
Over-
generated
TE1 43 12 4 21 2
TE2 60 4 5 11 3
TE3 56 7 5 12 2
TE4 59 5 5 11 1
TE5 44 13 3 20 1
TE6 48 14 4 14 2
TE7 53 9 5 13 2
TE8 46 1 3 30 2
TE9 59 2 8 11 3
TE10 64 1 6 9 1
TE11 55 2 6 17 1
TE12 59 5 4 12 1
TE13 52 12 5 11 0
TE14 58 3 4 15 1
TE15 49 14 5 12 1
TE16 57 1 13 9 1
TE17 46 9 3 22 2
TE18 62 3 9 6 1
TE19 69 3 0 8 2
TE20 72 2 4 2 2
TE21 67 3 3 7 3
TE22 75 1 4 0 1
TE23 55 9 3 13 2
TE24 62 4 3 11 1
TE25 68 2 1 9 3
TE26 62 5 4 9 1
TE27 68 6 3 3 1
TE28 61 5 3 11 1
TE29 64 5 3 8 0
TE30 69 5 3 3 1
TE31 62 5 4 9 1
Average 59 6 4 11 1
Termspotter 70 1 9 0 50
Table Dlb shows a sample of terms which the domain expert identified in the 
Geology Term Acquisition Experiment and which were matched by each of the 
terminologists and also by Termspotter.
Table Dlb: Sample terms matched in the 
Geology Term Acquisition Experiment
kaolinite granite kaolinisation hydrothermal alteration
feldspar mineral weathering quartz
mica ball clay china clay china clay deposits
chlorites sedimentation
Table D ie shows some of the items which Termspotter overgenerated in the 
Geology Term Acquisition Experiment.
Table Die: Sample of Termspotter overgenerations
associated formation process
constituents preferentially contributed
particularly affected comparatively
envisage
Full details of the data obtained in the Geology Term Acquisition Experiment 
can be made available by the author of this thesis.
In the Medical Term Acquisition Experiment, the domain expert (E2) 
identified 79 terms in the text. Table D id shows the number of those 79 terms 
which the terminologists (TE1-TE31) and Termspotter matched, as well as 
those which were truncated or expanded. The table indicates that the 
terminologists undergenerated, whereas Termspotter did not, and it further 
shows that Termspotter was again prone to more overgeneration than the 
terminologists.
Table Did: Medical Term Acquisition Experiment results summary
Subject Number of terms:
Matched Truncated Expanded Under­
generated
Over­
generated
TE1 43 9 0 27 0
TE2 57 3 3 16 0
TE3 69 0 1 9 1
TE4 64 1 5 9 0
TE5 63 13 0 3 2
TE6 61 2 0 16 0
TE7 69 1 1 8 0
TE8 68 0 3 8 0
TE9 56 0 3 20 0
TE10 70 0 2 7 0
TE11 62 0 3 14 0
TE12 71 0 1 7 1
TE13 71 2 0 6 0
TE 14 62 2 0 15 0
TE15 69 4 1 5 0
TE16 66 0 5 8 0
TE17 58 1 0 20 0
TE18 72 0 2 5 0
TE19 61 6 2 10 2
TE20 59 7 0 13 0
TE21 62 3 2 12 0
TE22 53 4 1 21 1
TE23 62 7 0 10 2
TE24 58 6 1 14 0
TE25 59 4 0 16 0
TE26 64 5 1 9 1
TE27 69 4 1 5 0
TE28 57 5 2 15 1
TE29 54 5 1 19 0
TE30 71 3 1 4 0
TE31 56 8 2 13 1
Average 62 3 1 12 0.39
Termspotter 63 3 13 0 27
Table D ie shows a sample of terms which the domain expert identified in the 
Medical Term Acquisition Experiment and which were matched by each of the 
terminologists and also by Termspotter.
Table Die: Sample terms matched in the 
Medical Term Acquisition Experiment
beta-blockers pancreas oxprenolol
pindolol acebutolol bradycardia
hypertension myocardial depression ventricular arrytlmiias
cardioselective cardiospecific
Table D lf  shows some of the items which Termspotter overgenerated in the 
Medical Term Acquisition Experiment.
Table Dlf: Sample of Termspotter overgenerations
available general necessary
accumulate daily controlled
lesser extent particular care capacity
Full details of the data obtained in the Medical Term Acquisition Experiment 
can be made available by the author of this thesis.
Appendix E
A summary o f the data obtained from the final phase o f our evaluation o f the text- 
probing approach to term acquisition. In this phase of the evaluation, the manual 
scanning output of domain experts (El and E2) was compared with the output the 
Termspotter program. Analysis of the results was focussed specifically on the 
items which Termspotter overgenerated. The texts used in this phase were an 
extract from an advanced geology text book (Geology Text A), a learned paper 
from the domain of geology (Geology Text B), an extract from a medical technical 
manual (Medical Text A), and an extract from an advanced medical text book 
(Medical Text B).
In Geology Text A, the domain expert (El) selected 344 items as terms; in 
Geology Text B, the expert selected 316 items as terms. In Medical Text A, the 
domain expert (E2) selected 232 items as terms, and in Medical Text B, 657 items.
Table Ea provides a summary of the Termspotter output for each of the four texts 
used in this phase of our evaluation. The table indicates the number of domain 
expert term selections matched by Termspotter in each text, as well as the number 
truncated or expanded by the program. The table further shows that Termspotter 
did not undergenerate at all, but that (as discussed in chapter 4) it considerably 
overgenerated in its search for terms in each of the four texts.
Table Ea: Summary of Termspotter output
Text Number of terms selected by Termspotter:
Matched Truncated Expanded Under-
generated
Over-
generated
Geology Text A 280 6 58 0 178
Geology Text B 247 14 55 0 204
Medical Text A 179 11 42 0 80
Medical Text B 517 43 97 0 192
Table Eb shows samples of items which Termspotter overgenerated in its term 
searches in each of the four texts. Our analysis of the items overgenerated by 
Termspotter indicated that there were a number linking words and connective 
verbs which could usefully be added to our stoplist to refine the text-probing 
approach (This issue is discussed in chapter 4).
Table Eb: Sample Termspotter overgenerations
Geology Text A Geology Text B Medical Text A Medical Text B !
occur approximately available potentially
result former general yielded
particular summarised effective conjunction
today appears less addition
particularly attribute adequately page
specific latter associated characterized
partly relevant especially greater
Full details of the data obtained in this phase of our evaluation can be made 
available by the author of this thesis.
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