Оценка частоты сигнала по короткой реализации в локационных системах с непрерывным излучением на основе обработки квадратурных составляющих by M. Ronkin V. et al.
У Д К  6 2 1 . 3 9 6 . 9 6
М. В. Ронкин, А. А. Калмыков, Е. И. Хрестина 
У р а л ь с к и й  ф е д е р а л ь н ы й  у н и в е р с и т е т  
им . п е р в о г о  П р е з и д е н т а  Р о сси и  Б. Н. Е л ь ц и н а
Оценка частоты сигнала по короткой реализации 
в локационных системах с непрерывным излучением 
на основе обработки квадратурных составляющих
Предложен алгоритм быстрого измерения коротких задержек линейно-частотно-модулированных 
сигналов при помощи обработки их квадратурных составляющих. Проведено сравнение предложенного 
алгоритма с оценкой задержки по спектру в зависимости от отношения "сигнал/шум" и от времени за­
держки. Алгоритм может быть применен при обработке сигналов ближней локации.
Радиолокация, обработка сигналов, измерения частоты
Во многих приложениях радиолокации исполь­
зование непрерывных сигналов позволяет достичь 
лучш их результатов по сравнению с импульсным 
режимом излучения. Обработка принятых непре­
рывных частотно-модулированных сигналов, как 
правило, осущ ествляется по схеме оценивателя- 
коррелятора, выходной сигнал биений в котором 
является низкочастотным и несет в своей частоте 
информацию о задержке сигнала [1]. В современ­
ных приложениях локации частота этого сигнала 
оценивается по пику в спектральной области [2 ]. 
Такой подход требует наличия выборки, содержа­
щей не менее 2-3  периодов этого сигнала [3].
Во многих приложениях ближней локации ак­
туальным является снижение нижней границы зна­
чений времени задержки, измеряемого с заданной 
точностью [4]. Примерами приложений ближней 
локации с линейно-частотно-модулированным из­
лучением, где решение описанной проблемы акту­
ально, являются дальнометрия, уровнеметрия и 
расходометрия жидкостей и газов в трубопроводах 
с использованием непрерывного излучения сложно- 
модулированных сигналов [4], [5].
Как правило, в локационных системах с непре­
рывным излучением ЛЧМ-сигнала задержка приня­
того сигнала оценивается по максимуму спектра 
сигнала биений между излученным и принятым 
сигналами. Снижение длины выборки обрабатыва­
емого сигнала ведет к расширению указанного пи­
ка, увеличивая тем самым ошибку измерения. Та­
ким образом, разработка новых алгоритмов, позво­
ляющих извлекать максимум информации из ко - 
ротких реализаций полученных сигналов, актуаль­
на [4]. Один из возможных путей решения указан­
ной проблемы базируется на получении квадратур и 
использовании интерполяционных алгоритмов, ос­
нованных на априорной информации [2].
В ряде работ [5]-[7] предложены алгоритмы 
обработки сигналов, учитывающие ограниченную 
длину выборки, однако не рассмотрен вопрос о 
повышении точности для случаев, когда длина 
сигнала ограничена менее чем 2-3  периодами.
В задачах ближней локации с непрерывным 
излучением, как правило, используются сигналы 
сложной формы и гетеродинная схема их приема 
и обработки (рис. 1) [1]. Обработка сигналов за­
ключается в перемножении прошедшего через 
среду с задержкой т сигнала S01 и опорного сиг­
нала s00 с последующ им выделением низкоча­
стотной составляющ ей вида:
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где A  -  амплитуда сигнала; b =  ютах -<»0 -  девиа­
ция частоты ( fflmax, ^0 -  максимальная и начальная 
частоты сигнала соответственно); Ти -  длительность 
ЛЧМ-импульса; Ф00, Ф01 -  фазы опорного и при­
нятого сигналов соответственно; юд, фд -  частота и
фаза сигнала биений; n ( t ) -  "белый" шум.
В схеме на рис. 1 цифровой ЛЧМ-генератор 
обеспечивает высокую линейность изменения 
частоты формируемого сигнала s00 во времени при 
условии, что интервал его дискретизации много 
меньше ожидаемого периода сигнала биений [8].
Информация о задержке содержится в частоте и 
в фазе сигнала (1). Как правило, задержку определя­
ют по положению максимума спектра сигнала, полу­
ченного быстрым преобразованием Фурье (БПФ) [7]. 
Однако указанный метод не может быть использо­
ван при малом времени наблюдения сигнала из-за 
возникновения явления Гиббса, а также из-за рас­
ширения пика в спектре, что снижает точность 
измерения [9]. Кроме того, при цифровой обработ­
ке на точность измерений существенно влияет и 
частота дискретизации. Для снижения влияния 
эффекта Гиббса необходимо увеличить эту часто­
ту, разместив среди имеющихся отсчетов дополни­
тельные отсчеты, нулевые либо полученные в ре­
зультате интерполяции соседних отсчетов [2]. Если 
оцениваемый сигнал является моногармоническим, 
при интерполяции зависимость фазы от времени 
может быть принята линейной. Зависимость фазы 
сигнала от времени может быть получена при нали­
чии квадратурных составляющих, которые выделя­
ются в аналоговом виде или цифровым преобразо­
ванием Гильберта [6].
Необходимо отметить, что не все алгоритмы, 
предлагаемые для повышения точности оценки 
гармонических сигналов, могут быть использова­
ны для обработки их коротких реализаций. 
Например, методы [5], [7] предполагают измере­
ния частоты по средним значениям наклона на 
каждом непрерывном участке изменения фазы от 
-п  до п, что невозможно обеспечить при нали­
чии короткой реализации (когда обработке досту­
пен фрагмент сигнала биений длительности, 
сравнимой с его периодом). В этом случае возмо­
жен переход к полному значению фазы расшире­
нием диапазона значений до 2 п к , к  =  1, 2, ... [5]. 
Однако авторы [6] предлагают оценку по методу 
максимального правдоподобия, которая требует
бесконечной выборки [10], усечение которой ве­
дет к возрастанию погрешности.
На основе проанализированного материала 
авторами настоящей статьи предложен алгоритм 
измерения частоты коротких реализаций сигна­
лов, суть которого заключается в следующем:
1. Для сигнала типа (1) в аналоговом или в 
цифровом виде формируются квадратуры:
s i ( t ) =  0.5sin(юбt + Фб);
sq ( t ) = 0.5cos ( g t  + Фб ).
2. Для аналитической выборки sj (t) , sq ( t ) 
определяется зависимость фазы от времени:
Ф (t ) = arctg [s: (t)  sq (t) .
3. Так как сигнал биений является гармониче­
ским, предполагается линейность его фазы на каж­
дом участке от -п до п. Выполняется переход к пол­
ному значению фазы в области определения [0, + да).
4. К полученной выборке объема N  = Т /At 
(Т  -  интервал наблюдений; At -  шаг дискретиза­
ции по времени) применяется гипотеза линейной 
зависимости фазы от времени. На основании ука­
занной гипотезы вводится линейная аппроксима­
ция зависимости фазы: Фап (t) = a t + b. Парамет­
ры прямой определяются методом наименьших 
квадратов из уравнения
N "
I Ati Ф(А / )
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5. Частота сигнала находится как наклон по­
лученной линеаризованной кривой: / q = 1/ (2па) .
Для проверки приведенного алгоритма в про­
граммном пакете MatLab построена модель схемы, 
представленной на рис. 1. Целью моделирования 
являлось сравнение оценок задержки, получаемых 
по предложенному алгоритму и по спектру Фурье в 
зависимости от отношения "сигнал/шум" при раз­
личных задержках. Сигналы оцифровывались с ча­
стотой, в 100 раз выше ожидаемой частоты биений 
(последняя может быть рассчитана исходя из пред­
положения о расстоянии до цели). Грубая оценка 
частоты биений может формироваться по характер­
ным точкам спектра (по нулям или по нулю и пику); 
высокая точность при этом не требуется. В процес­
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се моделирования выявлено, что указанная частота 
выборки эвристически оптимальна: при меньших 
частотах ошибка возрастает, по всей видимости, из- 
за недостатка выборок для выполнения БПФ с не­
обходимой точностью и для точной линеаризации. 
При увеличении же частоты выборки ошибка не 
снижается. Последнее можно объяснить тем, что 
рост частоты выборки ведет к увеличению поло­
сы пропускания устройства обработки, что по­
вышает энергию шума, попадающую в полосу 
анализа. Более подробное изучение данного во­
проса оставлено за рамками статьи.
Кроме того, указанное соотношение частоты 
выборки и ожидаемой частоты биений легко реа­
лизуется на практике. Так как обрабатываемый 
сигнал биений, как правило, является низкоча­
стотным (порядка 1...10 кГц), то его оцифровка 
может быть проведена при частоте Найквиста
0 .1 .1  МГ ц, на которой работают широко исполь­
зуемые и выпускаемые в промышленных мас­
штабах аналого-цифровые преобразователи.
Возрастание ошибки разложения в ряд Ко­
тельникова для коротких реализаций сигнала 
можно объяснить погрешностью сходимости ряда 
в среднеквадратическом смысле. Так, при длине 
сигнала биений (0 .1 .1 .5 )7 ’ дискретизация с ча­
стотой в два раза выше несущей дает 1 . 4  точки, 
что недостаточно для высокой точности разложе­




sin {2 f nax[ t -  k /(2fmax )]}
2^/max \ j -  V  (2 fmax )]
= 0,
где f max -  максимальная частота спектра сигна­
ла; р  -  длина выборки.
Данный ряд сходится только при стремлении 
длительности сигнала к бесконечности, что и 
определяет ошибку аппроксимации. При обра­
ботке коротких сигналов для получения доста­
точного объема выборки требуется увеличение 
частоты дискретизации (в настоящей статье ча­
стота дискретизации в 100 раз превосходит верх­
нюю частоту спектра сигнала биений). Повышать 
частоту дискретизации также необходимо для 
того, чтобы можно было считать "белый" шум на 
входе приемного устройства гауссовским. Это в 
свою очередь позволяет использовать в соответ­
ствии со статистической теорией алгоритмов оп­
тимальную обработку сигналов [10] и аналого­
цифровое преобразование [9].
В ходе численных экспериментов определялась 
зависимость среднеквадратического отклонения 
(СКО) оценок частоты биений при наличии "бело­
го" гауссовского шума от задержки сигнала для раз­
личных значений отношения "сигнал/шум" на входе 
приемника. Задержка сигнала измерялась количе- 
ством периодов сигнала биений. Длительность вы­
борки равнялась периоду модуляции излучаемого 
ЛЧМ-сигнала. Оценка проводилась по предложен­
ному в статье алгоритму, причем частота сигнала 
оценивалась по пику его спектра. В предложенном 
алгоритме осуществлялось программное преобра­
зование Гильберта во временной области. При 
оценке по пику спектра он формировался БПФ с 
количеством точек, в 300 раз превышающим отно­
шение частоты Найквиста к несущей частоте. Это 
необходимо для достижения достаточной разреша­
ющей способности без применения дополнитель­
ных интерполяций. Каждое значение СКО являлось 
результатом 100 измерений.
На рис. 2-4 представлены зависимости СКО, 
нормированного на частоту биений f  (Sн  =
= S f / f 6 ), от количества периодов N, заключен­
ных в рассматриваемой реализации сигнала. За­
висимости представлены для отношений "сиг­
нал/шум" на входе приемника у  от 3 до 50 дБ. 
На рис. 2, а-4, а  представлены зависимости для 
всего исследованного диапазона 0.1 < N  < 10, на 
рис. 2, 6-4, б -  когда длительность анализа не пре­







на рис. 2, в-4 , в -  когда эта длительность пример­
но равна периоду (0.5 < N  < 1.5). Зависимости, 
сформированные в результате применения пред­
ложенного алгоритма, даны черными кривыми, а 
полученные по пику спектра на основе БПФ -  
серыми. Из представленных зависимостей следу­
ет, что при коротких реализациях (меньше двух 
периодов сигнала) и  отнош ении "сигнал/шум" 
более 10 дБ (рис. 3, б, в; 4, б, в) предложенный 
алгоритм дает большую точность по сравнению с 
применением БПФ. Это объясняется тем, что при 
уменьш ении объема выборки возрастает роль 
дискретной ош ибки БПФ. Значение ош ибки мо­
жет быть снижено интерполяцией, однако любая 
интерполяция формы спектра носит лиш ь при­
ближенный характер. В предложенном алгоритме 
используется априорная информация о линейной 
зависимости фазы сигнала биений, в связи с чем 
линеаризация зависимости фазы от времени мо­
жет рассматриваться как наиболее точный тип 
интерполяции, даю щ ий наименьшую ошибку 
определения времени задержки. При отношении 
"сигнал/шум" 3 дБ алгоритм оценки по максимуму
спектра показал лучшие результаты, чем предло­
женный в настоящей статье алгоритм. Это может 
быть следствием ошибок использования метода 
наименьших квадратов при больших отклонениях 
значений и малом объеме выборки.
При увеличении задержки до значений, соот­
ветствующих N  > 2.5, точность предложенного ал­
горитма и оценки по спектру не меняются и зависят 
только от отношения "сигнал/шум", что согласуется 
с общей теорией оптимального приема [10].
Зависимости 8 /н  ( у )  для значений N  = 0.5,
1.5 и 10 приведена на рис. 5. Из них следует, что 
при отношениях "сигнал/шум" на входе приемни­
ка выше 40 дБ ошибка измерений практически не 
меняется для каж дой из представленных зависи­
мостей. С другой стороны, при N  < 1.5 ошибка 
измерений существенно зависит от длительности 
выборки N . Например, при изменении N  от 0.5 до
1.5 СКО снижается в 5 раз. П ри дальнейш ем р о ­
сте интервала сущ ественной зависимости ошибки 
от его значения не наблюдается. П ри у  < 40 дБ 
СКО существенно зависит от уровня шума, на-
а
пример, при снижении отношения "сигнал/шум" 
от 40 до 10 дБ СКО увеличивается в 3 -5  раз. Раз­
личия в СКО предложенного алгоритма и оценки 
по спектру снижаются при увеличении отнош е­
ния "сигнал/шум".
Кроме случайной составляю щ ей ошибки для 
выборок с длительностью менее одного периода 
присутствует постоянная составляющ ая ошибки в 
определении значения частоты, что объясняется 
расширением пика спектра и явлением Гиббса 
при оценке частоты методом БПФ [9]. Можно 
ожидать, что при использовании предложенного 
алгоритма с аналоговым способом получения 
квадратур эта ош ибка будет устранена.
Необходимо отметить вычислительную про­
стоту предложенного алгоритма по сравнению с 
оценкой на основе БПФ, где для достиж ения вы­
сокой точности приходится вычислять коэффици­
енты нелинейной интерполяции или выполнять 
преобразование на сетке, значительно превыш а­
ю щ ей ш аг дискретизации. В предложенном алго­
ритме, напротив, используется априорная инфор­
мация о линейной зависимости фазы от времени, 
что позволяет упростить и  ускорить вычисление 
времени задержки сигнала.
Разработанный алгоритм имеет преимущества 
в точности по сравнению с традиционным мето­
дом при отношениях "сигнал/шум" более 10 дБ. 
При времени задержки, меньш ем двух периодов 
сигнала, ош ибка измерений зависит от него.
В настоящей статье оставлены открытыми 
вопросы о выборе метода получения квадратур 
для выборок сигнала менее длительности одного 
периода. Кроме того открытым остается вопрос о 
минимальной скорости дискретизации для таких 
реализаций. К ак было показано, она должна быть 
выше, чем удвоенное значение несущ ей частоты. 
Это связано с тем, что при малом количестве то­
чек в выборке сущ ественной является ошибка в 
детектировании каждой из таких точек.
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Estimation of frequency of radar signals with continuous emission for short sample length 
of realization based on processing of quadrature decomposition
The new algorithm for fast estimation of short signals realization is presented. The proposed algorithm involve pro­
cessing of linear frequency modulation signals by evaluation-correlator scheme, quadrature decomposition, and digital 
processing of relation between phase and time. The comparisons with estimation of frequency in spectral domain depend 
on signal to noise ratio and on delay have been performed.
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