Abstract: By virtue of convexity of Heinz means, in this paper we derive several refinements of Heinz norm inequalities with the help of the Jensen functional and its properties. In addition, we discuss another approach to Heinz operator means which is more convenient for obtaining the corresponding operator inequalities for positive invertible operators. 
Introduction
A Heinz mean in parameter ∈ [0 1], defined by
is an important example of mean that interpolates between the geometric mean and arithmetic mean, i.e. 
√ ≤ ( ) ≤
is convex on [0 1], attains minimum at = 1/2, attains maximum at = 0 and = 1, and is symmetric with respect to = 1/2, i.e. ( ) = (1 − ).
Remark 1.1.
Considering the Hilbert space M (C) of × complex matrices, the unitarily invariance of the norm · means that UAV = A for all A ∈ M (C) and for all unitary matrices U V ∈ M (C). Examples of unitarily invariant norms are the Hilbert-Schmidt norm, the trace norm, and the spectral norm defined respectively by A . For more details the reader is referred to [1] . By a slight modification, the notion of unitarily invariant norms can be extended to operators on a complex separable Hilbert space, see e.g. [15] . In such setting, when considering A , the operator A is implicitly assumed to belong to the norm ideal associated with · .
Hence, for every unitarily invariant norm, the Heinz norm inequalities [ 
The first inequality in (3) will be referred to as the left Heinz norm inequality, while the second one will be referred to as the right Heinz norm inequality. For a comprehensive inspection of the results concerning the above norm inequalities the reader is referred to [1] [2] [3] 6] , where one can also find proofs of the properties of the function defined by (2).
Our research in this paper is motivated by the recent results from [7] , where Kittaneh obtained several refinements of Heinz norm inequalities (3) by utilizing convexity of the function and the well-known Hermite-Hadamard inequality, see e.g. [14] . Our intention here is to derive some new improvements of the above norm inequalities via the convexity of .
Namely, our research will be based on the properties of the so-called Jensen functional, deduced from the well-known Jensen inequality. A discrete Jensen functional is defined by
where :
) ∈ I , ≥ 2, and p = ( 1 2 ) is a positive -tuple of real numbers with P =
=1
. The above functional (4) is increasing on the set of positive real -tuples, that is,
where p ≥ q, i.e. ≥ , = 1 2 , see [14, p. 717 ]. Further, it was shown that this monotonicity property of the Jensen functional is a consequence of the so-called superadditivity property derived in [4] :
The above properties provide refinements of numerous classical inequalities. For more details about such extensions the reader is referred to [4] . By virtue of monotonicity, the Jensen functional can mutually be bounded with another functional of the same type, which will be explained in the next section. This fact will be crucial in our investigation.
The main objective of this paper is to establish several new refinements of the Heinz norm inequalities via the properties of the above defined Jensen functional. The paper is organized in the following way: in Section 2 we obtain refinements of both norm inequalities in (3) via the above properties of the Jensen functional. Further, in Section 3 we establish a new class of improved Heinz norm inequalities by exploiting the recent result from [11] , that is, monotonicity of the Jensen functional observed as a function in one variable. Finally, in Section 4 we discuss one approach to Heinz inequalities in the Hilbert space: definition (1) allows another extension of Heinz means for operators (expressed via the operator means) what makes it more convenient for obtaining the corresponding operator inequalities. We discuss some recent results involving the above extension of Heinz means and also give operator analogues of derived Heinz norm inequalities.
Improved Heinz norm inequalities via boundedness of the Jensen functional
In order to improve Heinz norm inequalities (3), we are going to exploit properties of the Jensen functional (4) and convexity of the function defined by (2) . For that sake we consider the Jensen functional in a more convenient for us form. More precisely, we consider the two-dimensional normalized Jensen functional, that is,
where ∈ [0 1] and x = ( 1 2 ). Taking into account order relation as in (5), the ordered pair ( 1 − ) can mutually be bounded with the constant pairs, i.e. we have
Therefore, by virtue of the monotonicity property (5), the above relation yields the following bounds for the twodimensional normalized Jensen functional (7):
where
In other words, the functional (7) is mutually bounded with a non-weighted functional of the same type. The double inequality (8) will be crucial in deriving improvements of Heinz norm inequalities. Namely, in the sequel we are going to study relations (8) equipped with the convex function (2) on certain subintervals of [0 1]. This will provide various improvements of Heinz norm inequalities.
In this paper H denotes a complex separable Hilbert space, while B + (H ) denotes the set of positive operators on H . Further, for the sake of simpler notation, throughout the whole paper we use the following abbreviation:
where A B X are operators on H such that A B ∈ B + (H ), and ∈ [0 1]. Clearly, the operator H (A B X )/2 has a meaning of Heinz operator mean.
The following result is an immediate consequence of the first inequality in (8) 
Theorem 2.1.

Let A B, and X be operators on a complex separable Hilbert space H such that A B ∈ B + (H ). Then, for every unitarily invariant norm · , the inequality
holds for every ∈ [0 1].
Proof. Let x 0 = (0 1) and ( ) = H (A B X ) . Considering the first inequality in (8) , that is,
Now, since (0) = (1), the previous inequality reduces to
which represents (9).
The inequality (9) is obtained in the paper [7] with a slightly different technique (see also paper [9] 
Theorem 2.2.
Let A B, and X be operators on a complex separable Hilbert space H such that A B ∈ B + (H ). If ∈ [0 1/2], then the inequality
Proof. Considering the first inequality in (8) with ( ) = H (A B X ) and x
, that is,
It can be rewritten in the form
that is,
where ∈ [0 1/2]. Hence, we get inequality (10) . On the other hand, if ∈ [1/2 1], then 1− ∈ [0 1/2]. Hence, replacing with 1 − in (12) and using the fact that ( ) = (1 − ), relation (12) yields
that is, we obtain (11).
Remark 2.3.
It should be noticed here that inequalities (10) and (11) yield refinement of inequality (9) . More precisely, due to the convexity of the function ( ) = H (A B X ) one has
so the right-hand sides of inequalities (10) and (11) are not less than the right-hand side of inequality (9) .
In order to obtain the refinement of the left Heinz norm inequality, we have to apply the second inequality in (8), together with the convex function ( ) = H (A B X ) .
Remark 2.4.
Considering the upper bound for the Jensen functional, that is, the second inequality in (8) , and x 0 = (0 1), we have
The above inequality is equivalent to
Since max ∈[0 1] { 1 − } ≥ 1/2, the right-hand side of inequality (13) is non-positive, which means that in this case we actually obtain worse result than the original inequality in (3).
Although the application of the second inequality in (8) 
Proof. Considering the second inequality in (8) equipped with x = ( 1/2) and ( ) = H (A B X ) , we have
Generally speaking, the right-hand side of inequality (15) is not always non-negative. Hence, we are going to find a restricted set of parameters such that the right-hand side of (15) is non-negative.
For that sake we assume that 1 − − max { 1 − } ≥ 0, that is, max { 1 − } ≤ 1 − . In that case ≤ 1/2 and also max { 1 − } = 1 − . Under such conditions, the above inequality (15) reduces to
which is equivalent to 
Finally, inequalities (16) and (17) provide (14) and the proof is completed.
Note that the previous theorem yields the refinement of the left Heinz norm inequality on the subset of [0 1] which consists of two symmetric intervals with respect to the midpoint of [0 1]. On the other hand, the interval [0 1] can be covered with such symmetric intervals, hence we can obtain refinements of the Heinz inequality on each symmetric subset. This procedure is described in the following result.
Theorem 2.6.
Let A B, and X be operators on a complex separable Hilbert space H such that A B ∈ B + (H ), and let ∈ N. If · is unitarily invariant norm, then the inequality
Proof. In order to cover the interval [0 1], we repeatedly utilize Theorem 2.5. At the first step, we use inequality (14) with = 0, which yields inequality
At the second step we apply the previous theorem to the endpoint of the interval that establishes the inequality in the previous step, that is, = 1/4. In this case relation (14) yields inequality 
with the initial condition 1 = 0. The above recurrence relation (19) is linear non-homogeneous of the first degree. Using the usual methods for solving recurrence relations or by a mathematical induction principle, we easily obtain solution of (19), that is, = (2 −1 − 1)/2 . Finally, considering (14) with this solution , we obtain inequality (18) as required.
A new class of improved Heinz norm inequalities
The Jensen functional also has some additional interesting properties. The following result, derived in the recent paper [11] , is a kind of monotonicity of the Jensen functional, observed as a function of one variable. It is a content of the following lemma. 
satisfies the following properties:
For a proof the reader is referred to [11] . The lemma is also useful in obtaining refinements of Heinz norm inequalities. In such a way we are going to obtain here a series of refined Heinz inequalities. The following theorem improves the right Heinz norm inequality. Of course, monotonicity of the Jensen functional regarded as the function of one variable can also be utilized in order to improve the left Heinz norm inequality.
Theorem 3.2.
Let A B, and X be operators on a complex separable Hilbert space H such that A B ∈ B + (H ), and let ∈ (0 1). Then, for every unitarily invariant norm · , the inequality
AX + X B − H (A B X ) ≥ 1 H (1− )/2 (A B X ) − H (1− )/2+ (A B X ) ≥ 0(
Theorem 3.3.
Let A B, and X be operators on a complex separable Hilbert space H such that A B ∈ B + (H ), and let ∈ (0 1). Then, for every unitarily invariant norm · , the inequality
Proof. We use the same procedure as in the proof of Theorem 3.2, regarding monotonicity of defined by (21). Let
Clearly, the previous inequality can be rewritten in the form
which yields inequality (23) for 0 ≤ ≤ 1/2. Of course, the right-hand side of inequality (24) is non-negative since attains its minimum value at = 1/2. The remaining case is treated in the same way as in Theorem 3.2. Namely, if 1/2 ≤ ≤ 1, then 0 ≤ 1 − ≤ 1/2, hence by replacing with 1 − in (24) we again obtain inequality (24), due to the symmetry argument.
Operator analogues of the Heinz norm inequalities
Our aim of this section is to derive operator analogues of refined Heinz norm inequalities obtained in Sections 2 and 3. In contrast to the previous two sections, we consider here a slightly different definition of Heinz mean for operators, which is more suitable in obtaining the corresponding operator inequalities. 
If = 1/2, the arithmetic and geometric mean are denoted respectively, by ∇ and #, for brevity. It should be mentioned here that the theory of operator means was developed in paper [13] by Kubo and Ando.
Considering the definition in real case, we see that Heinz mean is the arithmetic mean of two weighted geometric means. Hence, such definition can be raised up to the level of operators, by defining
It is easy to see that the above Heinz mean H ( · · ) also interpolates between the non-weighted arithmetic and geometric mean, that is,
The first inequality in (25) will be referred to as the left Heinz operator inequality, while the second one will be referred to as the right Heinz operator inequality.
In [8] , the authors obtained the following refinement of the right Heinz operator inequality:
which corresponds to the norm inequality (9) . The same result is also obtained in the paper [10] for matrices. The previous refinement (in general case) was established with the help of the appropriate scalar inequality and the wellknown monotonicity principle for bounded self-adjoint operators on Hilbert space (see [5] ): If X ∈ B(H) with a spectrum Sp(X ), then
provided that and are real valued continuous functions.
Remark 4.1.
Inequality (26) is a simple consequence of a more general method developed in paper [12] . More precisely, the authors introduced in [12] the Jensen functional for bounded self-adjoint operators. Such functional is defined by
where : [ ] → R is a convex function, X ∈ B(H), 1 H ≤ X ≤ 1 H , and 1 H denote identity operator on Hilbert space H. The above defined functional posses both monotonicity and superadditivity properties (5) and (6) as the real one, which implies mutually boundedness of functional (28) via the non-weighted functional:
Hence, considering the first inequality in (29) equipped with the exponential mapping ( ) = exp , δ = 0, and
, the paper [12] provides the inequality
Finally, considering inequality (30) with 1 − instead of and adding these two inequalities, we get (26).
It should be noticed here that the second inequality in (29), i.e. the method developed in [12] , did not provide refinement of the left Heinz operator inequality, similarly as in Section 2, see Remark 2.4.
On the other hand, such improvement can be established by virtue of the following classical inequality. Namely, it is well known that the logarithmic mean L(
the non-weighted arithmetic and geometric mean:
The above interpolating series of inequalities can be used in obtaining a refinement of the left Heinz operator mean.
Theorem 4.2.
Let A B ∈ B ++ (H) and
Proof. Starting from (31), we have 
Remark 4.3.
If = 1/2, the above inequality (32) reduces to a trivial equality.
Note that the improvements (26) and (32) of the Heinz operator inequalities were derived without utilizing convexity of the Heinz means. If this fact is taken into account, we can derive operator analogues of all results from Sections 2 and 3.
For that sake, we define here the function : [0 1] → R, > 0, by
Clearly, the above function represents the Heinz mean in the real case, that is, we have ( ) = (1 ). Recall that is convex on [0,1], attains minimum at = 1/2, attains maximum at = 0 and = 1, and is symmetric with respect to the midpoint of interval [0 1]. On the other hand, the same properties of function defined by (2), were exploited in Sections 2 and 3, in order to obtain improved Heinz norm inequalities.
Therefore, in the sequel we consider the Jensen functional (7) equipped with the above function . In addition, using the same techniques as in Sections 2 and 3 we shall obtain appropriate scalar inequalities, which will, by virtue of monotonicity principle (27) for operator functions, yield the corresponding operator analogues of the Heinz norm inequalities. Our next result is an operator analogue of Theorem 2.2. 
