Abstract. Manual editing can correct segmentation errors produced by automated segmentation algorithms, but it also introduces a practical challenge: the combination of multiple users' annotations of an image to obtain an estimation of the true, unknown labeling. Current estimation methods are not suited for electron microscopy (EM) images because they typically do not take into account topological correctness of a segmentation that can be critical in EM analysis. This paper presents a ground truth estimation method for EM images. Taking a collection of alternative segmentations, the algorithm seeks an estimated segmentation that is topologically equivalent and geometrically similar to the true, unknown segmentation. To this end, utilizing warping error as the evaluation metric, which measures topological disagreements between segmentations, the algorithm iteratively modifies the topology of an estimated segmentation to minimize the topological disagreements between this estimated segmentation and the given segmentations. Our experimental results obtained using EM images with densely packed cells demonstrate that the proposed method is superior to majority voting and STAPLE commonly used for combining multiple segmentation results.
Introduction
Electron microscopy (EM) image segmentation is the first step toward the reconstruction of neural circuits. However, because EM images show high variations in neuronal shapes and have ambiguities in boundary localization due to imperfect staining and imaging noise, automated segmentation algorithms sometimes generate incorrect results. Such errors require manual correction, that is, manual correction of erroneous segmentations is an important part of the neural circuit reconstruction pipeline.
The user's editing or correction improves segmentation accuracy, but it introduces a new practical challenge: the combination of multiple users' annotations of an image to obtain an estimation of the true, unknown labeling. Several combination methods have been proposed in the literature. The simplest combination strategy is majority voting. It treats each individual segmentation equally and assigns a pixel the label that most segmentations agree on. Another commonly used combination method is to weight each segmentation differently according to the performance of each user. This method is referred to as global weighted voting. Simultaneous truth and performance level estimation (STAPLE) algorithm proposed by Warfield et al. [1] belongs to this category. STAPLE uses an iterative expectation-maximization algorithm to measure the performance of experts and estimates the underlying true segmentation by optimally combining each segmentation depending on each expert's performance level. In contrast to giving the same weighting to each pixel in a segmentation, local weighted voting methods [2, 3] assign each pixel a different weight according to a local estimation of segmentation performance. However, these combination strategies are not adequate for the EM images because they do not take into account the topological or morphological correctness of a segmentation. Ensuring that a segmentation is topologically correct is a necessity to obtain an accurate neural circuit reconstruction. As pointed out by Jain et al. [4] , in EM segmentation for reconstructing detailed connections between neurons, a topological error (i.e. merge or split errors) occurring at a branch causes severely erroneous neural connectivities in the subsequent sub-tree. Therefore, combination strategies for EM images should ensure that the estimate of the actual labeling given a set of segmentations is topologically correct. This paper presents a segmentation ground truth estimation method for EM images from brain tissue. Taking a collection of annotations of an image, the algorithm aims at providing an estimated labeling that is topologically equivalent and geometrically similar to the true, unknown segmentation. To this end, guided by the segmentation evaluation metric, warping error, the algorithm iteratively modifies topology of the estimated segmentation to maximize the topological agreements (i.e. minimize the disagreements) between the estimated segmentation and a set of given segmentations. Topological change can be done by merging two adjacent regions or splitting a region into two by modifying the label of a sequence of pixels. By gradually changing its topology, the estimated segmentation becomes topologically equivalent to the true, unknown segmentation.
Evaluation Metric: Warping Error
In supervised evaluation, the performance of a segmentation algorithm is quantitatively measured by comparing its segmentation results against a manually labeled ground truth (i.e. a reference image) based on evaluation metrics. Jaccard index [6] , Dice Similarity Coefficient (DSC), and F-measure are well known and widely used metrics for segmentation evaluation. Those metrics use the amount of overlap between a segmentation and the ground truth as a similarity measure to evaluate the performance of a segmentation method. This makes them focus on measuring a segmentation's boundary accuracy at the pixel level but not take into account its topological correctness. However, in EM segmentation evaluation, measuring the degree of the topological correctness of a segmentation is also important because obtaining accurate analysis of the neural circuits relies on topologically correct reconstructions [5] .
The warping error metric proposed by Jain et al. [5] is a metric that measures topological disagreements between segmentations and has been shown to be effective for EM segmentation evaluation. While comparing two segmentations, the error metric strongly penalizes topological disagreements but tolerates minor boundary localization differences. Conceptually, to calculate the topological disagreements between a segmentation and the ground truth, the ground truth image is first transformed into another image under topological and geometrical constraints, and then the disagreements (i.e. topological errors) can be identified as the pixel differences between the transformed image and the segmentation to be evaluated.
Before giving a formal definition of warping error, the concept of warping is first presented. Formally, given two binary images, L * and L, if L * can be transformed into L by flipping the labels of a sequence of pixels, L is called a
That is to say, L * and L are topologically equivalent and geometrically similar. The labels of a sequence of pixels to be flipped are those of simple points (i.e. border pixels), where a point p is defined as Algorithm 1. A warping algorithm that warps a binary image L * to a segmentation T . Algorithm from [5] .
input : A binary image L * , a segmentation T , and geometric constraints set a simple point if both the number of foreground connected components adjacent to p and the number of background connected components adjacent to p equal to 1. According to the theory of digital topology, flipping the labels of simple points will not alter the object's topology. Now, letting T be a segmentation to be evaluated and L * be the reference annotation, the warping error
where L is the optimal warping of L * , and E (L, T ) is the difference set (i.e. the pixels that have different labels in images L and
In other words, the warping error is considered as the pixel disagreements between the segmentation to be evaluated T and the transformed segmentation L. Note that in order to find minimal warping error, the image L * is warped into L that is as similar to segmentation T as possible. The approach to warping a labeling L * to another labeling L given T is detailed in Algorithm 1, and simple(L) indicates the simple points of L. Figure 1 gives a detailed explanation of how the warping error is identified. First, the ground truth annotation in Figure 1 (b) is warped into another labeling in Figure 1 (c) by using the warping algorithm in Algorithm 1. Then, the topological disagreements presented in Figure 1 (e) can be calculated from the pixel differences between the labeling in Figure 1 (c) and the labeling in Figure 1(d) , which contains two topological errors, a merge (blue circle) and a split (red circle). These errors result from the problem of boundary ambiguity in the original image, as can be seen in Figure 1 (a).
Ground Truth Estimation by Minimizing Warping Error
This section focuses on the main contribution of the paper: estimating a segmentation that is topologically equivalent and geometrically similar to the true, unknown segmentation when a few segmentations are available.
Problem Definition
Given a set of N segmentations, S * 1 , ..., S * N , either obtained by automated segmentation algorithms or annotated by different humans, the goal is to find an estimated segmentationŜ that is topologically equivalent and geometrically similar to the underlying unknown true segmentation. One potential segmentation that satisfies the topological and geometrical constraints and is capable of representing the true, unknown segmentation is that with a topology most of the given segmentations agree on. In other words, the estimated segmentationŜ is a segmentation that minimizes the warping error between itself and the given segmentations. Mathematically,Ŝ is obtained by minimizing the following:
where S i is the optimal warping of the labeling S * i .
One possible method to find the estimated segmentationŜ is to enumerate all possible labelings and choose one that has minimal warping error. However, enumerating all labelings can be computationally expensive. Another alternative is to gradually change the topology of a segmentation and make it converge to a topology that most segmentations agree on. The section below details this approach.
Proposed Topological Correction Algorithm
Changing the labeling of an image involves flipping the labels of pixels, which can result in a merger of two adjacent regions or a splitting of a region into two. The potential pixels whose change of label causes a topological change are those that affect warping error. To achieve the goal of seeking an estimated segmentation with a topology that most segmentations agree on, the algorithm starts with an initial segmentation obtained by using the majority voting method. At each iteration, by using the number of topological errors as the evaluation metric, the algorithm corrects one topological disagreement between the estimated segmentation and the given segmentations. While correcting a topological disagreement at each iteration, the algorithm selects an error having a lowest flipping cost defined in Equation 4 , detailed in the next section. A new labeling is accepted only if it has less warping error. The algorithm repeats the process of correcting topological errors and stops when no topological changes can lead to the reduction in the overall warping error, that is, it reaches a segmentation that minimizes warping error defined in Equation 2. Algorithm 2 details this proposed method. 
Topological Change Cost
As mentioned above, flipping the label of pixels that contain warping error modifies the topology of a segmentation. To better locate the pixels for topological change, each pixel is associated with a flipping cost, and the selection of what pixels' labels to be changed depends on the cost associated with those pixels. More specifically, the flipping cost of each pixel contains statistical information of an image, such as the intensity distributions.
To define the flipping cost, two notations are first introduced. Let S be the foreground (object) segmentation andS be the background segmentation. The cost of flipping the label of a pixel p from S p toS p , f (p), is defined as
where I p is the intensity value of pixel p, and Pr (I p |S) and Pr I p |S represents how well the intensity of pixel p fits into the intensity distributions (histograms) of foreground and background, respectively. Because a set of segmentations are given, the intensity histograms for the foreground and background are available. Figure 2(a) shows the flipping cost of changing a label of each pixel from the foreground to the background. Brighter color indicates a higher cost. Similarly, the cost of changing the label of a pixel p fromS p to S p is defined by Pr I p |S / Pr I p |S + Pr (I p |S) . The flipping cost of changing a label of each pixel from the background to the foreground is shown in Figure 2 (b).
As can be seen in the example given in Figure 1 , the topological change of a segmentation requires a sequence of pixel flips. Now, let C denote a set of pixels involved in the merger of two adjacent regions or the splitting of a region. To reduce the computational complexity associated with calculating the flipping cost of the pixels, a simple assumption is made that the pixel flip is independent with each other. Therefore, the cost f (C) of flipping all points in C, is defined as sum of the flipping cost of the individual pixels, that is, 
Experimental Results
The experiments were carried out on a few synthetic images and on an EM data set [7, 8] . The purpose of applying the proposed method to simple synthetic images was to show that the proposed method can retrieve a segmentation that is topologically equivalent to the true, unknown segmentation.
Synthetic Images
A set of segmentations of an image are required to evaluate the proposed method. Four alternative segmentations were generated, and they are shown in Figures 3(a) to 3(d) . The first three segmentations separate the image into two regions (i.e. same topology) with a slightly different boundary localization while the last (Figure 3(d) ) segments the image as a whole region (different topology from the rest). These four segmentations present four possible segmentations of an image, and they are to be combined to obtain an estimate of the underlying true segmentation. Demonstrated in Figure 3 is a simple comparison between the estimated segmentation obtained by the proposed method and those by majority voting and STAPLE. The four alternative segmentations are of high quality, approaching expert levels: The estimated sensitivities (i.e. the probability of an annotator labeling a pixel as foreground if the true label is foreground) were 0.9991, 0.9991, 0.9991, and 1.0000, respectively, and the estimated specificities (i.e. the probability of an annotator labeling a pixel as background if the true label is background) were 1.0000, 1.0000, 1.0000, and 1.0000, respectively. The estimated segmentation of the true, unknown segmentation by using the majority voting method is shown in Figure 3 (e), which is a segmentation that most segmentations agree on. However, this estimated segmentation is unable to represent the true, unknown segmentation because they are not topologically equivalent. Different from the majority voting method that treats each segmentation equally, STAPLE weights individual segmentation depending on its estimated performance level. The estimated result by using STAPLE is shown in Figure 3(f) . However, we can see that although most of the alternative segmentations are topologically correct, such as those in Figures 3(a) to 3(c) , STAPLE is unable to produce a topologically correct estimate of the true, unknown segmentation. This indicates its estimation is sensitive to the boundary localization of given labelings. On the other hand, when the same set of initial segmentations were given, our proposed algorithm produced a topologically correct estimate. The resulting segmentation is shown in Figure 3 (g), and its respective close-up in Figure 3 (j).
EM Data Set
A serial section Transmission Electron Microscopy (ssTEM) data set of the Drosophila first instar larva ventral nerve cord (VNC) from Cardona et al. [7, 8] was used for the evaluation of the proposed method. The data set contains 30 sections, each of which having a size of 512 × 512 pixels. The tissue is 2 × 2 × 1.5 microns in volume, with a resolution of 4 × 4 × 50 nm/voxel. The data set was manually delineated by an expert, and the manual segmentations served as the ground truth the algorithm aims to estimate. To test the developed method, a number of segmentations were first generated by thresholding the image at different values with additional manual editing to finally construct alternative segmentations. Note that the main focus of our work is not on how these alternative segmentations are generated, so any reasonable manual or automated method will be enough. These generated segmentations represent the alternative segmentations to be combined. Taking those segmentations as input, the proposed method produced an estimated segmentation. as the evaluation metric, the quantitative comparison of the results obtained by majority voting, STAPLE, and the proposed method is shown in Table 1 . As we can see, topological errors exist in the results obtained by majority voting and STAPLE because these two methods fuse segmentation labels at the pixel level. The proposed method, on the contrary, can obtain topologically correct segmentations as long as the topologies of majority of alternative segmentations are correct. Also note that, in the experiment, the proposed method used the majority voting method's results as the initial estimated segmentations and gradually modified the topologies of estimated segmentations until convergence. The proposed method's final estimated segmentations are topologically equivalent to the true segmentations even it started with segmentations containing topological errors. 
Conclusion
We presented a novel pooling method that seeks a segmentation topologically equivalent and geometrical similar to the true, unknown segmentation when a set of alternative segmentations are available. This method is effective for noisy EM images because it maximizes the topological agreements among segmentations during the estimation process and ensures that a segmentation is topologically correct, which is important for connection estimation for connectomics research.
Experimental results have demonstrated the effectiveness of this method.
