Abstract. Patient-specific biomechanical models including local bone mineral density and anisotropy have gained importance for assessing musculoskeletal disorders. However the trabecular bone anisotropy captured by high-resolution imaging is only available at the peripheral skeleton in clinical practice. In this work, we propose a supervised learning approach to predict trabecular bone anisotropy that builds on a novel set of pose invariant feature descriptors. The statistical relationship between trabecular bone anisotropy and feature descriptors were learned from a database of pairs of high resolution QCT and clinical QCT reconstructions. On a set of leave-one-out experiments, we compared the accuracy of the proposed approach to previous ones, and report a mean prediction error of 6% for the tensor norm, 6% for the degree of anisotropy and 19
Introduction
Musculoskeletal diseases, such as osteoporosis, are characterized by low bone mass and impaired trabecular structure, leading to bone fragility and an increased risk for fractures. An improved fracture risk assessment is provided by evaluating the patient's bone strength at an anatomical site at risk (spine, hip) via clinical quantitative computer tomography (QCT)-based finite element analyses [1] . These models can be improved. Indeed, trabecular bone anisotropy, the most important determinant of the mechanical behaviour of trabecular bone after bone volume fraction [2] , can be accounted for in numerical simulations to better predict bone strength [3, 4] . Unfortunately, such information is derived from high resolution peripheral QCT (HRpQCT) and is not directly available for the axial skeleton from clinical CT.
Predicting trabecular bone anisotropy using prior knowledge from QCT images has been of interest and two types of strategies have been proposed in the literature. Firstly, Hazrati-Marangalou et al. [4] , proposed a registration driven prediction mechanism. From a database of HRpQCT images, the closest to the patient's image was chosen by minimizing the root-mean-square error and trabecular bone anisotropy was mapped by a mesh morphing technique. Taghizadeh et al. [5] , used a template based morphing mechanism where the patient's QCT image was rigidly and non-rigidly registered with a QCT template image. The computed registration transformation was then applied to the corresponding HRpQCT template image to map trabecular bone anisotropy. Although the registration-based approaches have shown good performance, in practice they are computationally expensive and careful registration parameter tuning is required.
A second group of approaches are based on supervised learning. Lekadir et al. [6] used a statistical predictive model, constructed from a database of HRpQCT images. A partial least square (PLS) regression model was built from training data to predict trabecular bone anisotropy. Their approach involves a linear regression and a non-rigid registration step that requires manual landmark annotations.
Given the inherent difficulty involved in deriving trabecular bone anisotropy from clinical scans, and to circumvent the need for time-consuming registration procedures or manual landmark annotations, we proposed a supervised learning approach to predict trabecular bone anisotropy in the human proximal femur. Differently from previous approaches, we used a multi-output decision tree regressor that relies on a novel set of pose invariant feature descriptors. An implicit coordinate system of the proximal femur was constructed that enables computation of pose invariant features. Trabecular bone anisotropy was described as a tensor and its statistical relationship with the feature descriptors was learned from a database of aligned HRpQCT and clinical QCT pairs of images. We compared our approach to a registration based and PLS based approaches, and demonstrated on a set of leave-one-out experiments the ability of the approach to predict trabecular bone anisotropy from clinical QCT images.
Methods
Our aim is to establish a mapping from the pose invariant features x = (x 1 , ....x d ) ∈ R d computed on clinical QCT to the corresponding tensor y ∈ R 6 computed on HRpQCT. Consequently the construction of the mapping is cast as a regression problem. Given a training set { X i , Y i |i = 1, ..., N } of N QCT and HRpQCT aligned pairs of images, we extract from each i th image, X i = (x 1 , ....x C ) ∈ X with an output response Y i = (y 1 , ....y C ) ∈ Y over a grid of C nodes. We construct a functionŷ : X → Y from a space of images X to the space of responses Y that predicts the response for any new test image X test ∈ X.
Feature Extraction
Implicit Coordinate System. For feature extraction, an implicit coordinate system of the proximal femur bone was constructed, and shown in Figure 1 . Table. 1).
First, the center of the femoral head (FHC) was defined by a mass center of a spherical region with minimal cross-section area. The neck axis was constructed by following the procedure reported by Kang et al. [7, 8] . In short, the radius of the spherical region of the femoral head was enlarged by 25% and an initial neck center was defined. Using Powell's optimization, the center of the femoral neck (FNC) was computed and the neck axis was defined. The intersection point between the neck axis and the lateral surface of the proximal femur was defined as neck-axis-end-point (NEP). Then, the mass center of each slice distal to NEP was computed. The shaft axis was constructed by RANSAC fitting. The most distal point of the shaft axis was chosen as shaft-axis-distal-point (SDP). Since the neck and shaft axes does not intersect, a midpoint (MP) was defined as the shortest distance between the neck and shaft axes. By connecting SDP, MP and FHC, the implicit coordinate system was defined. The caput-collum-diaphyseal (CCD) angle was represented as ∠(SDP )(M P )(F HC). All the images are re-positioned to the common coordinate system with origin at neck-midpoint (NMP), +x axis as the neck axis and +y axis towards the distal surface of the femur. From experiments, the procedure has shown to be robust, fast, and thus clinically applicable.
Input Features. A uniform sampling grid with isotropic grid spacing of 5.3mm [5] was defined over the QCT and HRpQCT images. At each node c j of the grid j = {1, ...C} lying inside the trabecular region, a volume of interest (VOI) was extracted on which feature descriptors and tensors (responses) were computed. We propose to use two family of pose invariant features, morphometric-and texture-based. The morphometric features are computed with respect to the femoral implicit coordinate system [section 2.1]. We remark that in contrast to Output Response. Tensors were computed on the corresponding VOI at each grid node c j using the Mean Intercept Length technique (MIL) [11] . As tensors lie on a Riemannian manifold, we used the Log-Euclidean framework to perform Euclidean operations as follows [12] . The MIL tensor is a 3 × 3 positive semi-definite matrix M with associated eigenvectors e 1 , e 2 , e 3 and eigenvalues λ 1 ,λ 2 ,λ 3 . The matrix logarithm of M is calculated as
where ⊗ represents the dyadic product. The response variable is then defined as
The tensor M can be obtained from the Log-Euclidean vector y by performing matrix exponential [12] .
Multi-Output Regression Model
Decision forests are a group of learning methods widely used for classification and regression tasks in machine learning and computer vision. An extension of decision forest with extra trees algorithm has been proposed to handle multioutput image classification [13, 14] . We adopted this technique as a regression approach as it promotes preservation of tensor structure (trace(M ) = 3). During supervised learning, the algorithm randomly selects without replacement K ] a cutpoint s i was randomly defined and splitting [x i < s i ] was performed. Among the K candidate splits, the best split was chosen via optimizing the L2 mean square error [14] . This was a reasonable choice due to the Log-Euclidean transform being applied to the tensor.
Results and Discussion

Datasource
The study was performed on a database of QCT and HRpQCT images of human proximal femora. The training data comprises 30 femurs (15 males, 15 females with age 76±11 years, range 46-96) and were obtained from a previous study [15] . In summary, the clinical QCT images (Brillance64, Phillips, Germany, intensity: 100 mA, voltage: 120 kV , voxel size: 0.33 0.33 1.00 mm 3 ) and HRpQCT images (Xtreme CT, Scanco, Switzerland, intensity: 900 A, voltage: 60 kV p, voxel size: 0.082 0.082 0.082 mm 3 ). The clinical QCT images were resampled to have isotropic voxel spacing, and the cortical bone in the HRpQCT images was masked out according to the procedure reported in [16] .
Evaluation Metric
For numerical evaluation of the proposed approach, a leave-one-out strategy was followed for the available 30 femurs. The MIL tensor M was measured from the HRpQCT images. The predicted tensor was represented as M with eigenvectors e 1 , e 2 , e 3 and eigenvalues λ 1 , λ 2 , λ 3 . We adopted the same evaluation metric described in [6] . The tensor norm error T N error = M − M / M , degree of anisotropy error DA error = |DA − DA|/DA and angular error of the principal tensor direction P T D = arccos(e 1 , e 1 ). 
Experiment
Experiment 1: Feature Importance. On a first experiment, we evaluated the individual and combined predictive power of our feature descriptors. The number of trees used for the experiment was empirically found as 80. In comparison to the texture features, morphometric features offered a better tensor prediction and preservation of degree of anisotropy (Figure 2a, 2b) . This supports the fact that trabecular bone anisotropy was related to the bone morphology. In contrast, texture features better predicted the principal tensor direction (Figure 2c ). Trabecular bone anisotropy is characterized by specific orientations to support the stresses acting on the femur and they form an internal texture pattern. This motivated us to combine the features and perform the analysis. It resulted in a higher predictive power for the combined feature set (Figure 2 ).
Experiment 2: Comparative Study with Previous Approaches.
On the second experiment, we compared the proposed approach to registration basedand PLS based approaches. For registration based, the image closest to the test image was taken and mapping was performed using rigid and non-rigid registration [17] . In the case of PLS based, the regression model was built using the proposed combined set of features. The number of trees used for the experiment was empirically found as 80. The prediction accuracy of our approach yielded comparable results to the registration based method and outperformed PLS based method (Figure 3a ). In addition, a similar trend was observed for the degree of anisotropy (Figure 3b ). Furthermore, our approach better predicted the principal tensor direction, which is of primary interest for finite element simulations (Figure 3c ). The prediction accuracy in different regions of femur revealed that our approach offered a better prediction with lower tensor norm error ( Figure 4 ). Further, it was able to track the main loading direction of the femur with higher accuracy. In comparison to the other approaches, the preference of the proposed approach can be explained by its ability of preserving tensor structure (trace(M ) = 3) and a prior knowledge of trabecular bone anisotropy over the entire population. This was supported by (Figure 4 ) that illustrates the possible problem of registration approach in handling highly homogenized bone areas.
Conclusion and Future Work
In finite element analysis, trabecular bone anisotropy contributes significantly to the assessment of the bone strength and improves diagnosis of musculoskeletal diseases [3, 4] . In comparison to previous approaches in predicting trabecular bone anisotropy, we propose a multi-output nonlinear supervised learning technique that uses pose invariant feature descriptors, which makes the approach registration-free. The nature of multi-output regression promotes preservation of tensor structure (trace(M ) = 3). According to our knowledge this is the first study predicting trabecular bone anisotropy from clinical QCT. The study also shows the potential of statistical approaches in predicting trabecular bone anisotropy. The approach can be extended to other anatomical sites where trabecular bone anisotropy plays an important role.
Future work includes a thorough comparison to other approaches on a larger dataset, incorporation of cortical information and evaluation through finite element analysis.
