FAULT LINKS: IDENTIFYING MODULE AND FAULT TYPES AND THEIR RELATIONSHIP by Michael, Inies Raphael Chemmannoor
University of Kentucky 
UKnowledge 
University of Kentucky Master's Theses Graduate School 
2004 
FAULT LINKS: IDENTIFYING MODULE AND FAULT TYPES AND 
THEIR RELATIONSHIP 
Inies Raphael Chemmannoor Michael 
University of Kentucky, irchem2@uky.edu 
Right click to open a feedback form in a new tab to let us know how this document benefits you. 
Recommended Citation 
Michael, Inies Raphael Chemmannoor, "FAULT LINKS: IDENTIFYING MODULE AND FAULT TYPES AND 
THEIR RELATIONSHIP" (2004). University of Kentucky Master's Theses. 226. 
https://uknowledge.uky.edu/gradschool_theses/226 
This Thesis is brought to you for free and open access by the Graduate School at UKnowledge. It has been accepted 
for inclusion in University of Kentucky Master's Theses by an authorized administrator of UKnowledge. For more 
information, please contact UKnowledge@lsv.uky.edu. 
 ABSTRACT OF THESIS 
 
 
FAULT LINKS: IDENTIFYING MODULE AND 
FAULT TYPES AND THEIR RELATIONSHIP 
 
The presented research resulted in a generic component taxonomy, a generic code-fault 
taxonomy, and an approach to tailoring the generic taxonomies into domain-specific as 
well as project-specific taxonomies. Also, a means to identify fault links was developed. 
Fault links represent relationships between the types of code-faults and the types of 
components being developed or modified.  For example, a fault link has been found to 
exist between Controller modules (that forms a backbone for any software via. its 
decision making characteristics) and Control/Logic faults (such as unreachable code). 
The existence of such fault links can be used to guide code reviews, walkthroughs, testing 
of new code development, as well as code maintenance.  It can also be used to direct fault 
seeding.  The results of these methods have been validated. Finally, we also verified the 
usefulness of the obtained fault links through an experiment conducted using graduate 
students. The results were encouraging. 
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Chapter One 
Introduction 
Background 
Recent issues such as severe virus attacks, software incompatibilities, system and 
software hacking, and competitions between software firms have increased the demand 
for high quality and reliable software. The Blaster worm, for instance, created chaos by 
crashing numerous vulnerable Windows machines across the Net. The worm has 
revolutionized the rules on malicious code attacks, causing Microsoft to release numerous 
patches to guard against the problem. Even the latest release of Windows Service Pack 2 
has been reported to have incompatibility problems that impact more than 10 percent of 
the Windows XP PCs. Some of the main reasons for the failure of software companies to 
produce quality products are lack of resources (time, money, CASE tools, etc) to ensure 
software quality, lack of knowledge regarding the timely usage of apt resources, and 
inability to organize the developed products or those under development. Hayes et. al., 
[27] state that “software developers are struggling to develop high quality, reliable 
software systems while staying on schedule and on budget, and users are still struggling 
to use the resulting software in the most effective ways”. Fault Based Analysis (FBA) 
and Fault Based Testing (FBT) are related technologies that seek to address this problem. 
These technologies provide software firms with the necessary and sufficient knowledge 
to enhance their development process, thereby ensuring software quality with available 
resources. 
Fault-based testing (FBT) and Fault-based analysis (FBA) are two different techniques 
that when implemented together compliment each other to produce valuable results. In 
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general, fault-based testing is intended to generate test data that can demonstrate the 
absence of any pre-specified faults.  On the other hand, fault-based analysis introduced 
by Hayes [27], is used to determine static techniques (such as traceability analysis). More 
than just static techniques, FBA can go a step deeper to even determine specific activities 
within those techniques (e.g., perform back-tracing to identify unintended functions). 
These activities should be performed to ensure that a set of pre-specified faults do not 
exist.  Using historical data, FBA can be used to identify the type of faults that are most 
likely to occur. For example, developers of version 10 of a software system could use 
information on the number and type of faults from versions 8 and 9 to guide their code 
walkthroughs [27]. Fault-based analysis can also be used to perform risk analysis to 
identify faults that can have devastating effects on the project outcome if ignored. Static 
techniques identified using FBA are applied as part of verification and validation (V&V) 
effort. In addition to fault-based testing, fault-based analysis can be used to improve the 
efficiency of the V&V for any software development effort. Fault-based analysis is most 
commonly applied to development of Critical Catastrophic High Risk (CCHR) systems.   
Based on our work on a semantic model of faults [54], Offutt’s work on testing coupling 
[52], our work on traceability [28], and requirement faults [27], we developed a 
conjecture about faults:  The types of mistakes made by programmers are largely 
dependent on the type of module that is being developed or modified.  We refer to this as 
a “fault link” which is part of a larger relationship or sequence called a “fault chain.”  
Fault chain refers to a relationship that exists between faults that have occurred in 
different stages of the software development life cycle. That is, a fault that appeared in 
the final stages of the life cycle may be traced back to its root that exists in an earlier 
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stage of the life cycle and vice versa. For example, the control/logic fault type of 
unnecessary processing caught during software testing may be traced back to ambiguous 
requirement fault that exist in the requirement specification. 
Our present research concentrates only on fault links.  A fault link is a relationship 
between the type of module being developed or changed and the fault type.  For example, 
we posit that if a developer is writing a Computational-centric module, it is more likely 
that a computational fault will be introduced than any other type of fault.  Though this 
may seem intuitive or “not surprising,” currently there are no empirical results to confirm 
it.  The need for experiments in software engineering has been acknowledged for many 
years [61]. New technologies or changes in the process should be tested before they are 
implemented, in order to determine their impact in the specific context [47]. 
In our research, we present methods that will provide this knowledge about fault links to 
software companies to overcome their limitations and contribute to software quality. We 
strongly believe that similar type of projects under the same domain will contain the same 
type of components and same types of faults. Therefore, we will apply the methods 
developed in our research to a set of projects under a domain and use the results obtained 
to support the quality assurance of similar projects in the future. We view each and every 
software product as belonging to exactly one domain. For example, Apache web server 
software belongs to open source web based software; VIsual editior iMproved (VIM) 
belongs to text editor software, etc. In our current research, we chose a domain called 
“online course management software” and applied our methods to projects under this 
domain. 
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Motivation 
Factors such as, increasing demand for high quality software, lack of sufficient resources, 
limited knowledge of resource application, and the presence of stiff competition among 
software products have resulted in software firms funding researchers to provide them 
with a solution to solve their existing problems. The software companies are finding it 
difficult to use all their resources within the period of time allotted to produce quality 
software. It is a known fact that efficient usage of all possible resources will result in high 
quality software, but not all resources can be used within the allotted time frame. 
Therefore, knowledge about correct and timely usage of resources will help save money 
and time to obtain quality software. 
In general, software can be grouped into different domains based on implementation 
environment and application. Software that belongs to different domains may need 
different types of resources. For example, a Distributed Data Management System might 
need techniques that have the capacity to detect or prevent control/logic and data faults. 
Thus, it is necessary that the software engineer be able to identify the types of resources 
that are to be used for a particular domain or even a particular type of project within the 
domain. Therefore, software engineers without the necessary knowledge spend most of 
the available time and money in trying to find the apt technique to establish software 
quality. If they know what kinds of faults will occur in their domain and what kind of 
techniques can find them, then they can more optimally allocate their resources.  
In this paper, we present a methodology that can be used by software engineers to answer 
the question “Are these resources useful to induce quality into this project under this 
domain?” The taxonomies presented in this paper can be used to group the components 
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that form software based on their type. This kind of grouping will help software 
engineers to keep the software organized and well maintained.  
Objective 
The overall goal of this research is that current software development practices can be 
improved with the knowledge of fault links; especially the manner in which resources are 
used to ensure that the quality of the software can be improved. If we can demonstrate 
that fault links exist and if we can codify them, we can improve the development, testing, 
and maintenance of complex computer systems in several ways.  We can offer preventive 
items for walkthrough checklists for newly developed code.  We can recommend that exit 
criteria be added to walkthrough checklists for maintained code.  For example, if for a 
particular project, we know that a fault link exist between the computational-centric 
component and computational fault then for any computational-centric module is being 
examined for the project, do not exit the walkthrough until an extra check has been made 
to ensure that no computational errors exist.  We can offer a list of fault-based tests that 
should be conducted based on the fault links.  We can guide the allocation of verification 
and validation resources to best reduce risk.  Finally, we can offer guidance to testing and 
reliability researchers who rely on fault seeding as a mechanism for evaluating their 
techniques.  As pointed out in [54], we tend to seed syntactically small faults.  Through 
our fault link research, we can gain deeper insight into true distributions of fault types 
and understand what types of faults we should be seeding based on module type. 
This paper presents a means to identify the relationship that exists between the type of 
component and the types of faults (i.e., fault links). The generic taxonomies established 
and the approach to categorize code fault and components presented in this paper can be 
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used in any project that belongs to a specific domain.  The research also provides indirect 
insights to a new concept of project-domain architecture that enables efficient project 
maintenance.  By project-domain architecture we mean the project-to-domain mapping 
based on the project implementation and project-to-type mapping based on the project 
goals and priorities. Using these mapping schemes, any software firm that deal with 
numerous projects under various domains can get their projects organized for better 
maintenance. Projects can be organized based on their type or based on the domain to 
which they belong. 
Scope 
Although the research provides an efficient methodology to ensure the enhancement of 
software quality and reliability, it has its own limitations and constraints. The generic 
taxonomies and the processes that shall be discussed were intended to be applicable to 
any project or domain. But the results obtained from these processes are domain-specific, 
i.e. the results are unique to the domain for which the processes were applied and 
therefore, are not applicable to other domains. Moreover, the research does not provide 
any concrete guidelines on project and domains classification. This may result in a 
project being classified differently by different researchers, based on their own 
interpretation of the project description. 
The research is entirely dependent on the availability of sufficient project data (i.e., code 
bug reports, project descriptions, component descriptions, etc.) that are accurate, which 
unfortunately is almost close to impossible. The correctness of the results obtained 
depends on the correctness of these project data. The methodology also requires that the 
software product be composed of various unique purpose components with accurate 
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description for each of them. Currently, the software development process followed by 
the software firms is of inadequate quality. Consequently, the above-mentioned 
limitations tend to persist for all types of research.  
Utility 
We will explain the utility of our research with a practical scenario. Consider a software 
firm that uses the concept of modularization to develop a software product. The product 
is now ready to undergo testing in order to ensure quality and reliability. The firm decides 
on performing a code walkthrough as a part of the testing phase. There are numerous 
components that contribute to the efficient functioning of the software product. The firm 
is faced with limited amount of time and money to deliver the product, limited 
knowledge about the type of components and faults, etc. With these limitations it is not 
possible to perform code inspection on all the components and also to check for all faults. 
The generic taxonomies presented in this paper will help the engineers to categorize the 
components of the software and will also present them with the knowledge of all the 
possible faults.  The domain-specific and the project-specific taxonomies obtained by 
executing our methods on similar projects, will limit the number of components that need 
to be inspected. It will also limit the type of faults that need to be prevented to ensure 
quality. The fault links information obtained from our method on similar projects will 
save time when inspecting various types of component. In other words, when a 
component of a particular type (categorized based on the generic component taxonomy) 
is undergoing inspection, the fault link information will enable the code inspectors to 
check for the relevant faults, instead of expending time in checking for other non-related 
fault types.   
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Our methodology, when applied, results in increased efficiency of software processes, 
thereby increasing software product quality with limited resources. The paper is 
organized as follows: Generic component and fault taxonomies are presented in Chapter 
two.  Chapter three describes the processes to tailor generic taxonomies and the process 
to identify fault links.  Validation of the work is presented in Chapter four, along with the 
results obtained by applying the process to the online course management domain. 
Related work is presented in Chapter five.  Chapter six is devoted to conclusions and 
future work. 
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Chapter Two 
Generic Taxonomy 
Definitions 
Fault: It is an incorrect internal state that is the manifestation of some software error [4]. 
Component: A component can be a single statement or a single function or procedure that 
contributes to the purpose of the program [4, 33]. 
Taxonomy: According to the Webster’s dictionary, taxonomy is a classification of faults 
or components based on some similarities or relationships.  
Generic code-fault taxonomy: A fault taxonomy that can be used to classify faults that 
occur in any domain or project. 
Generic component taxonomy: A component taxonomy that can be used to classify 
components that occur in any domain or project. 
In our research, we deal with two types of generic taxonomies: generic component 
taxonomy and generic code-fault taxonomy. The generic taxonomies have been obtained 
through an exhaustive literature survey and also by applying the process of categorization 
on two projects. The projects used are Apache web server (version 1.23.x) and Mozilla 
web browser (version 3.23.x). Both the generic component taxonomy and the generic 
fault taxonomy are shown in Appendix A and in Appendix B, respectively. These 
taxonomies are used as inputs to our processes. These processes have also performed 
updates that have resulted in several changes to the both our taxonomies. The following 
subsections discuss both updated taxonomies in detail.  
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Component Taxonomy 
Any simple or complex program can be viewed as a component or a combination of 
components. Each component serves a unique purpose for the program. Figure 1 presents 
a pictorial representation of our component taxonomy.  In our research we have identified 
two methods for classifying the components. The methods are discussed below. 
•  Classify by purpose: The components of a program are classified based on their 
main purpose. This method is easy to comprehend and apply and is also faster 
than method two. However, it does not easily lend itself to automation. 
• Classify of LOC: The components are classified based on the percentage of lines 
of code that perform specific functions, such as computation, data manipulations, 
etc. We count the number of lines that belong to a particular category in a 
component, select the category with the highest Lines Of Code, and assign the 
component to that category. For example, “If (salary > 1000)” is a controller 
statement. This method is advantageous in that it provides information about the 
statements used in the program and can be easily automated with some standard 
guidelines. Unfortunately, this method is plagued with certain drawbacks 
including: (i) not easy to perform categorization, (ii) time consuming, (iii) tedious 
when performed manually, and (iv) not easy to understand. 
In this particular research we make use of classify by purpose for classifying components. 
Each module category is described below. 
• Data-centric: Modules that deal with data definition and handling fall under this 
category. Access to database is also classified under data centric module. 
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• Computational-centric: At the module level, modules whose main purpose is to 
calculate or compute results belong in this category. At the statement level, any 
statement that changes any variable or state of the program falls under this category. 
• Controller: Any module whose main purpose is to control the sequence of program 
execution falls under this category. The collaborative modules or statements form a 
backbone to software because they decide on the instructions to be executed and the 
number of times they are to be executed. 
 
 
 
 
 
 
 
 
 
 
• View: Any module that designs or handles graphical user-interface controls or 
manipulates the attributes of the controls is part of this category. Also, the statements 
used for displaying information belong to this category. 
• Interaction: Any module or statement that performs a function call or passes 
parameters to other modules or tries to access the data structures outside the module 
falls under this category. 
Error handling
Data-centric
Computational-centric
Controller
View
Interaction
Utility
Environmental  
setup/configuration 
Component 
Figure 1. Generic component taxonomy 
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• Utility: The main purposes of the modules that fall under this category are to provide 
additional services for the enhancement of the entire software and to support other 
modules to carry out their functionality efficiently.  
• Error Handling: The main purpose of the modules that come under this category is to 
handle exceptions or errors that are likely to occur, when the software is either 
dormant or active. 
• Environmental setup/configuration:  The main purpose of the modules is to set up an 
appropriate environment for the software to function efficiently. 
Code-fault Taxonomy 
Our fault taxonomy does not include errors that can be caught by the compiler at compile 
time.  Moreover compile time faults are easily detected during development by the 
developer. We attempted to make the module and fault taxonomies generic enough to be 
language independent and method independent (i.e. the method used to implement the 
project that you are working with can be procedural or object-oriented or component-
based, etc). This section provides us with a detailed description of all the fault types that 
make up our generic code-fault taxonomy shown in figure 2.  The branches of the tree 
represent fault categories that are language independent, but the leaves may be language 
dependent. For example, the control/logic fault type applies to any language but register 
reuse will only be applicable for languages such as C or assembly languages. 
The fault taxonomy also takes practical realities into account.  Specifically, the taxonomy 
only relies on bug reports or problem reports and does not assume that (up to date) 
specifications or design are available for analysis. The following fault types are 
significant and have been included because they have been shown to be important fault 
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categories in the past [4, 18, 21, 25, 40, 43, 62, 64]. 
 
Basic Concepts and Definitions: 
Before reading ahead it is necessary to understand some of fundamental concepts and 
definitions that form the basis for our research. 
Software error: is defined as a static defect in the software [4, 5] 
Software fault: It is an incorrect internal state that is the manifestation of some 
error [4]. 
Software failure: is an incorrect external behavior with respect to the 
requirements or other description of the expected behavior. 
Consider a situation in which a patient visits the doctor's office with a list of failures (that 
is, symptoms). The doctor then must diagnose and discover the error, or root cause of the 
symptom. To aid in the diagnosis, the doctor may then conduct some diagnostic tests that 
will help identify anomalous internal conditions, such as high blood pressure or high 
cholesterol. The abnormal internal conditions correspond to faults in our terminology. 
This analogy not only helps us to clearly understand the definitions of some of the above 
terms (errors, faults, and failures) but also aids to distinguish between them. The 
definitions of fault and failure also allow us to distinguish testing from debugging. 
Apart from the basic definitions and concepts mentioned above, there are also other terms 
and concepts defined in the literature that can be relevant to our research. The following 
are the list of additional terms and concepts. 
Testing: The process of evaluating the correctness of the software is called 
testing. It is generally carried out right after the implementation but prior to 
handing the software to the user. 
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Debugging: The process of trying to locate the error that leads to failure is called 
debugging.  
Faults by omission: Faults generated due to omission of functions rather than due 
to improper functioning are generally termed as faults by omission [41]. 
Faults by commission: Faults generated due to incorrect or improper execution of 
functions are defined as faults by commission [41]. 
 
Code-fault Taxonomy Definitions: 
 
1. Data:  
Data, which form basic building blocks of any software, are stored in data structures such 
as constants, variables, arrays, etc within the software. These data structures go through 
several stages before they are actually put into use. In most languages the data structures 
are declared, defined, and represented before being used. Faults occurring due to errors in 
any of these stages fall under this category. However, these faults are not due to incorrect 
computation. 
 
1.1. Data definition: The process of assigning attributes and/or values to a data 
structure is called data definition. Based on what is assigned we can further divide 
data definition into two sub categories:  
1.1.a. Data declaration: The process of assigning data type and memory 
bytes to data structures is called data declaration. Errors during the 
declaration of data result in faults that fall under this category. 
   Example: “int x;” instead of “float x;” 
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1.1.b. Data initialization: process of assigning the start or initial value 
without any computation is called data initialization. Errors during 
initialization lead to faults that fall under this category. 
   Example: “x=1;” instead of “x=0;” 
 
1.2. Data representation: Well-defined data can represent relevant or irrelevant 
aspects of the software. Incorrect representation of data may lead to faults that fall 
under this category. 
Example: Representing variable x as area of triangle instead of area of 
square. 
1.3. Data accessing: The process of accessing data from data structures that are 
defined accurately is called data accessing. The accessed data structures are 
presumed to be correctly defined. The following is a list of subcategories of fault 
types that are grouped under data accessing: 
  Examples:  
i. Incorrect data type for processing or incorrect storing and retrieving 
of data or incorrect data referenced 
ii. Data flow anomaly: involves the sequence of accesses to an object: 
e.g., reading an object before it is created or creating and then not 
using an object.  
 Points to remember under this category: 
a. The faults can be fault by omission and faults by commission. 
b. Editing or updating Database (DB) with some computation does NOT 
belong to this category.  
c. DB access without some computation belongs to this category.  
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d. We assume that the programming language under consideration assigns 
default values implicitly if the programmer failed to initialize data. 
 
2. Computation: 
Computation is one of the several ways in which data is processed to obtain the required 
results either to conduct further computation or to provide necessary information to the 
user or to other modules. Errors during computation may manifest themselves as faults 
that belong to this category. The faults are due to commission and not to omission. 
2.1. Incorrect equation: Errors in the equation used for computation may result in 
incorrect results. Note that the term “may” instead have “will” in the definition. 
This is because there are situations in which an incorrect equation can sometimes 
give correct results.   
Example: 
i. A= B + C instead of A = B / C 
 
ii. A = A * (2 + B) / C instead of A = A * 2 + (B / C)  
 
2.3. Wrong manipulation: These faults arise from incorrect execution of 
computational operations. 
  
 Example: Append instead of precede 
  
Points to remember under computation-related faults: 
a. Incorrect editing, deleting or updating of data structure values belongs in 
this category.  
b. Incorrect editing or updating of table fields through computation belongs 
in this category. 
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3. Interface: 
 
Modularized software is made up of a number of modules, each with a unique purpose 
and functionality. A module may or may not interact with other modules. However, if 
there is an interaction it will be through exchange of data. Interface between modules are 
established by their interaction. Interface is also established between a module and an 
external data structure when the module makes use of the data structure in its local 
environment. Errors during establishing such interfaces may result in faults that fall 
within the interface-related faults category. This fault type is further sub-divided into the 
following categories. 
 
3.1. Incorrect module interaction: For a module to interact with another module it 
has to invoke or call the other module with the relevant parameters. If the module 
invokes a wrong module it may result in faults that belong to this category. 
  Example: Invoking add() instead of avg() 
 
 
3.2. Incorrect module-external data structure interaction: In order for a module to 
interact with an external data structure, it has to use the name of the data structure 
to access it. Wrong data structure invocation may result in faults that fall under 
this category. 
  Example: Accessing array A [] instead of array B [] 
 
3.3. Incorrect input parameters: As stated earlier, for a module to invoke another module, 
it not only requires the name of the module, but also needs to pass the necessary 
parameters required by the invoked module.  
 
 
  
  18
 
 
 
Code Faults 
Data Definition
Data Representation
Data Accessing
Data Declaration
Data Initialization
Computational 
Data 
Incorrect equation
Wrong manipulation
Control/Logic 
Sequence error
Dead-end code
Duplicate Logic
Unachievable path
Incorrect loop attributes
Illogical Conditions or 
Impossible Cases 
Incorrect/missing processing
Unnecessary processing
Rampaging Go To
Incorrect labels
Incorrect initial value
Incorrect terminal value
Incorrect control value processing
Incorrect exception exit processing
Interface 
Incorrect module interaction
Incorrect module-external data structure 
Incorrect input parameters
User Interface 
Large response time
Lack of naturalness
Inconsistency
Redundancy
Complexity
Lack of flexibility
Non-supportiveness
Unpredictable flows
Visual stimulation
Platform 
Construction 
Documentation 
Wrong file included
Incorrect environment variable setting 
Figure 2.  Generic Code Fault Taxonomy 
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Wrong parameters being passed may result in wrong output from the module or 
may even end up invoking a wrong module. Faults manifested due to these type of 
errors fall under this category. 
  Example: add(x, y) instead of add(x, z) 
  Note: y and z belong to the same data type 
Points to remember under interface-related faults category: 
a. We assume that the data structures defined are external to the local environment 
of the components that are using it. 
b. The external data structure that we are referring to does not include DB. 
 
4. Control / Logic: 
The control and logic statements form the backbone of any software being developed. 
These statements are decision-making statements that cause the software to take a 
particular path or to remain in a specific state. Errors occurring in these statements can 
occasionally result in very expensive faults that can compromise software performance. 
Faults manifested due to errors in these statements fall under this category. 
 
4.1. Unachievable path or unreachable code [5]: Despite a specific code segment 
being part of a functionally meaningful path in the code, errors in control logic 
statements can cause the path or code to be unreachable. 
  
 4.2. Dead-end code [5]: Although a code segment requires an exit, errors can 
result in statements that only allow entry but not exit. Such code is called dead-
end code.  
 Example: infinite loop 
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4.3. Duplicated logic: Control logic statements that need to be executed only for a 
specified number of times, can occasionally be executed beyond the requirement. 
These statements or logic sequences that are the result of duplication are not 
necessary and may serve as sources of errors. 
 
4.4. Sequence error: Faults manifested due to incorrect order or sequence of 
execution of the control/logic statements belongs to this category. The 
subcategories in this category are listed below. 
 
4.4.a. Incorrect/missing processing: The improper program code execution 
may lead to incorrect or sometimes even missing functionality. 
4.4.b. Unnecessary processing: Incorrect sequencing of program code may 
lead to unintended processing, thereby resulting in software’s large 
response time or even in wrong functionality. 
4.4.c. Rampaging Go Tos: Go to statements causing unnecessary and 
incorrect processing due to their frenzied behavior are termed as 
rampaging.   
4.4.d. Incorrect labels: Some programming languages use the concept of 
labeling statements in order to help efficient control flow transfers. 
Therefore, wrong labeling of statements causes incorrect sequence of 
execution. 
 
4.5. Incorrect loop attributes: The loop statement is one of the control statements. 
The loop statement consists of a control variable that controls the loop. The 
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control variable has an initial and terminal value that undergoes some processing 
within the loop. Faults that are caused due to incorrect initialization and 
processing of control variables fall under this category. Hence, based on these 
attributes, this fault category can be further sub-divided as: 
4.5.a. Incorrect initial value: The starting value of the control flag 
is wrong. 
4.5.b. Incorrect terminal value: The ending value of the control 
flag is wrong. 
4.5.c. Incorrect control value processing: The processing carried 
out on the control flag during the loop execution is wrong. 
4.5.d. Incorrect exception exit processing: The condition imposed 
on the control flag for the loop to stop execution and exit is wrong. 
 
4.6. Illogical Conditions or Impossible Cases (ICOIC): This category is illustrated 
using the following examples: 
? " if (a == a) " - this is an illogical condition 
? " if (a != a) " - this is an impossible case and is also an illogical 
condition 
? "constant A =10; constant B =20; if (A > B) " - this is an 
impossible case. 
 
 Points to remember under the control/logic related faults category: 
a. All undefined functions fall under this category 
b. Missing processing or condition checks fall under this category.  
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c. Incorrect Logic fall under this category. For example, does not handle 
some type of input. 
   
5. User Interface (UI): 
The user interface is the main point of contact between the user and the system. The user 
interacts with the system in order to carry out a specific and important task. Depending 
on the user's experience with the interface, the system may succeed or fail in helping the 
user to carry out the task. Errors during the user interface design may lead to faults that 
may frustrate the user. Faults so formed belong to the UI fault type. 
  
5.1. Large response time [43, 62]: Response time is the time the user has to wait 
for a response from the interface after performing some action. Large response 
time can frustrate the user. 
  
5.2. Lack of naturalness [40] : Lack of naturalness in the user interface causes the 
user to alter his or her approach significantly, which may be undesirable from the 
user’s perception. Some of the main issues include: improper ordering of 
interface, use of language (jargon) not understood by the user, using phrases that 
are not self-explanatory, etc. 
  
  Examples: 
i. A user interface designer might refer to a task as “updating a file.” 
However, if the user comprehends it as “posting” then the UI 
designer must also employ the same dialogue. 
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ii. Use of “mv,” “cp” (UNIX) are examples of non-self explanatory 
phrases. 
 
5.3. Inconsistency [25, 40, 62]: Whenever a user works with one part of the 
system, the user builds up an expectation regarding the meaning and layout of the 
controls on the screen. The user expects the meaning and layout of controls to be 
consistent throughout the system. Any inconsistency found will frustrate the user. 
Therefore, it is important to maintain a consistent interface. 
Example: From PCs to cash dispensers, people have become accustomed 
to confirming a command by pressing Return or Enter. Diversion from 
norms may cause confusion. 
 
5.4. Redundancy [40]: Non-redundancy of a user interface requires minimal 
inputs and outputs to the users. For example, the user should never be allowed to 
enter information that can be automatically generated by the system. Also, the 
system should not provide too much information that is detrimental to the user. 
 
5.5. Complexity [62]: A complex interface is not very easy to work with for any 
type of user. Some of the issues regarding complexity of the user interface 
include: lack of ease of use, lack of ease to learn, and lack of ease to navigate. For 
example, a complex UI is never for a novice user easy to understand and learn. 
 
5.6. Lack of flexibility [25, 40]: Flexibility of the user interface refers to how well 
it can cater to or tolerate different levels of user familiarity. For example, different 
types of dialogue may be used in different situations. Initially hierarchical menu 
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structure can be provided to first time users, and once the user gets familiarized 
with the GUI, he can use command and parameters. 
  
 5.7. Non-supportiveness [40]: Supportiveness of a user interface in the running 
system refers to the assistance provided to the user by the interface. There are 
three main issues regarding supportiveness, viz., quality and quantity of 
instructions provided, nature of the error message, and confirmation of what the 
system is doing. For example, a display of an “hour glass” to indicate some 
background operation being carried out by the system should be present.  
  
5.8. Unpredictable flows: is when the flow of control in the user-interface gets 
beyond the control of the user. An example of unpredictable flow is when the 
user tries to perform a spell check on her document and the software also 
performs a thesaurus function, despite not being invoked by the user. 
 
 5.9. Visual stimulation [40, 62]: refers to faults dealing with the improper use of 
color, fonts, graphics, control layout, etc. 
 
Example:  
i. Label of button incorrect. 
ii. Incorrect positioning of checkbox. 
iii. Incorrect size of the frame. 
   
 Points to remember under UI-related faults category: 
  
a. To debug some of the faults, it is necessary to have a well-written 
requirement specification, in addition to the source code of the system.  
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6. Construction: 
Some software requires that a proper environment be setup even before the software 
starts its execution. The environment setup or configuration actions may be implemented 
as part of the software itself. Errors occurring during establishing an apt environment for 
the software may result in faults that fall under this category. 
6.1. Wrong file included: Some programming languages in which software can be 
implemented require that certain files be included for their accurate execution. For 
example, languages like Java and C require that certain files are imported and 
included respectively for their execution. Wrong files included may result in faults 
that fall under this category.  
 
Note: These files that are included contain definitions of function and commands 
that are used within the source code. Two or more files may contain different 
definitions for the same command. So it is necessary to include the correct file to 
get the desired result. 
  
 
 6.2. Incorrect environment variable setting: In order to configure the 
environment for correct execution of the software, we might need to set 
appropriate values for some environment variables. Wrong variable assignment or 
incorrect values for the variables may result in faults that fall under this category. 
 
  Examples: 
i. Incorrect setup of the mode in which the software works. 
ii. Incorrect inclusion of deprecated or wrong files. 
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7. Platform: This fault type was found during our domain-process implementation on 
projects under our chosen domain. The software product works correctly under one 
operating environment but does not in another. The fault type is not due to varying 
environment settings, but due to lack of options to set the environment. For example, the 
software works correctly with Internet Explorer 5.0 but does not work well with Internet 
Explorer 4.0 the problem is that there are no options in Internet Explorer 4.0 to get the 
software to work properly. 
8. Documentation: Beizer in his textbook [5] states that the most common kind of coding 
bug, and often considered the least harmful, are documentation bugs. When we refer to 
documentation we not only refer to the comments inside the source code but also any 
external documentation that describes the components, data structures, or any tool used 
by the program. 
An example of a documentation fault is a misleading or erroneous comment. 
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Chapter Three 
Processes 
Process to extend a taxonomy 
We have built and adopted a method for extending or tailoring a taxonomy, as mentioned 
earlier. In our research, we applied the processes discussed here to both the component 
and fault taxonomies.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Domain-process to extend a generic taxonomy 
into a domain-specific taxonomy 
Project-process to extend a domain-specific 
taxonomy into a project-specific taxonomy 
Process control 
and metrics  
U 
p 
d 
a 
t 
e 
Figure 3. Process outline 
Generic 
taxonomy 
Domain 
description 
Bug reports or 
Component description 
Domain-specific 
taxonomy 
Project specific information 
(goal, priorities) 
Project-specific 
taxonomy 
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We split our process for extending the taxonomy into two parts: Domain-process and 
Project-process. Domain-process discusses all the activities that are to be carried out to 
develop a domain-specific taxonomy. Project-process discusses all the activities that are 
to be carried out to develop a project-specific taxonomy. The outputs of Domain-process 
are inputs to Project-process. Our process for extending the taxonomy is shown in figure 
3. 
The Domain-process was built on our generic taxonomy that was discussed in section 2. 
First, we perform Domain-process using the generic taxonomy, domain description, and 
bug reports for the projects. The result is a domain-specific taxonomy. We also perform 
some process control activities and collected related metrics. In parallel to Domain-
process we update the generic taxonomy when we find any bug reports representing a 
new category. This is followed by the execution of Project-process is performed. The 
inputs to Project-process are the outputs from Domain-process and some process control 
and metrics maintained in Domain-process. The result of Project-process is a project-
specific taxonomy. We believe that there will be a substantial difference in the proportion 
of categories between our initial generic taxonomy and the final extended taxonomy. 
Table structure  
The processes that are used in our research follow the table structure discussed in [NAS2-
98028]. The table consists of six fields: entry criteria, activities, exit criteria, inputs, 
outputs, and process controls and metrics. The structure of the table is shown in Table 1. 
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Table 1. Process Table Structure. 
 
The “entry criteria” field describes a checklist of pre-conditions that must be met before 
the process activities begin. The “activities” field describes the list of actions that need to 
be carried out in order to come up with the desired result. The “actions” listed in the 
activities field must be carried out in the order in which they are given.  
The “exit criteria” field describes a checklist of pre-conditions that must be met before 
the process activities can stop. The “inputs” field describes the checklist of items that are 
needed for the process activities. The “outputs” field describes the checklist of items that 
the process will provide after satisfying the exit criteria. The process controls ensure 
version control and configuration control of the taxonomy and also quality control of the 
activities. The process metrics keeps note of some standard effort and quality metrics 
information for the process. 
 
Domain-Process 
The process for developing a domain-specific taxonomy is shown in Table 2. All the 
information and data needed, such as the generic taxonomy, projects description, list of 
projects from the domain, and domain definition must be available before the process 
starts. If we are working with fault taxonomy, then we need bug reports for all the 
projects. If we are working with a component taxonomy, we need component 
Entry Criteria Activities Exit Criteria 
   
 
Inputs Process Controls/Metrics Outputs 
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descriptions and source code for all the projects. In addition, it is necessary to have 
authorization from all the project owners to implement the processes on their projects.  
The activities to be performed include selecting a domain and generic taxonomy, 
selecting a project from the list of chosen projects, examining component descriptions (or 
problem reports), categorizing components (or faults) based on the generic taxonomy, 
updating the generic taxonomy when new categories are found, determining the 
frequency of categories plus their percentage of occurrence, and identifying crucial 
categories. These activities are performed for each project in the list one by one. The 
process controls and metrics section keeps a log of the results obtained for each project. 
In the end, we used this result log to establish a domain-specific taxonomy. 
We also estimate the component (or fault) frequency for all available projects in the 
chosen domain. Table 3, shown below, illustrates the accumulation of fault frequency 
information for the domains. Then, we identify the code fault types, fault frequency 
count, and percentage of fault occurrences for the domain, by accumulating the 
corresponding values for each project.  
Overall, 1000 code faults were found for the domain. The percentage of occurrence of 
data faults is therefore 4% for the domain. The table can also be used to determine the 
frequency count and percentage of occurrence of project components in the domain. In 
our research, we worked only with projects that belonged to a single domain (i.e., online 
course management), but the table can be used to implement multiple domains. 
Finally, we determine the historically most probable categories for the chosen domain. 
For this purpose, we make us of Table 4 shown below. We list the top three major 
categories for the domain. We then assign a complexity of high, medium, or low 
  31
depending on the category’s frequency. When using the process on the fault taxonomy, if 
certain faults are found more frequently for a domain, then it is crucial to seek 
improvement in that area and to attempt to prevent and/or detect these fault types. 
Table 2.  Domain-process to Extending a Generic Taxonomy into a Domain-specific Taxonomy. 
 
 
Entry Criteria Activities Exit Criteria 
1. All inputs are available 
2. Authorization to view 
the data of all projects  
3. Authorization to 
implements process A 
on the data 
4. Projects chosen belong 
to the domain 
5. Projects chosen are real 
time projects 
6. Projects  have its code 
modularized into 
components with 
descriptions 
 
1. Select a domain and a list of 
projects within the domain 
2. Select a generic component (or 
fault) taxonomy 
3. Select a project from the list of 
projects 
4. Examine the component 
description (or problem report) 
for the project 
5. Categorize the components (or 
faults) for the project according 
to the generic taxonomy 
6. Update the generic taxonomy 
with new categories that cannot 
be categorized under existing 
categories 
7. Repeat step 3 to 6 for each 
project in the list of projects 
8. Determine frequency of 
categories for the domain and 
percent of fault occurrences 
9. Identify crucial categories for 
the domain 
10. Establish a domain-specific 
taxonomy  
1. All outputs are produced 
 
Inputs Process Controls/Metrics Outputs 
1. Generic component (or 
fault) taxonomy  
2. Project descriptions 
3. Domain definition 
4. If dealing with fault 
taxonomy we need bug 
reports for the projects 
5. If dealing with 
component taxonomy, 
we need component 
descriptions and source 
code 
 
 
Controls: 
1. Maintenance of configuration 
control of taxonomy 
2. Maintenance and management 
of project data  
3. Maintenance and management 
of categorization results by 
project 
Metrics: 
1. Person Hours of effort 
2. # of projects 
3. # categories 
4. frequency of categories 
5. % of category occurrence 
6. Top 3 Historical category types 
for the domain 
1. Frequency counts of 
categories and its percent 
of occurrences in the 
domain chosen 
2. Crucial categories for the 
domain 
3. Domain-specific 
taxonomy 
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The outputs of this process are the frequency counts of the categories, percentage of 
occurrence, and the crucial categories for the domain.  We repeat the process until our 
exit criteria is met (i.e., we have developed a domain-specific taxonomy along with all 
our desired outputs). The process controls ensure that all versions of our taxonomy (both 
generic and domain-specific) are properly maintained under configuration control.   Also, 
our Project-process requires that the results of the categorization be maintained by 
project. Process metrics include person hours for the effort, number of projects, number 
of categories, etc. 
Table 3.  Determination of Critical Code Faults for a System. 
 
 
Table 4.  Estimation of Fault Frequency for Software Code Fault Types. 
 
 
System Historical Top 3 Most Probable Function 
Areas (Critical Code Faults) 
Domain A : Open source web software 
(e.g., APACHE, MOZILLA) 
1): Data   
.1: Data Definition 
.2: Data Representation 
2):   
3):  
Domain B: Text Editors  
(e.g., Notepad, MS word, Pico)  
1): 
2): 
S/W Code Fault Types Count of Fault Frequency % of Fault Occurrences  
1) Major Fault: Data 
0.1  Data Definition 
0.2 Data Representation 
0.3 Data Accessing 
 
20 
10 
10 
 
2 % 
1% 
1% 
: 
: 
  
N) New Fault 
0.n  Subfault 
  
Totals 1000 100% 
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Project-process 
 
As mentioned earlier, Project-process employs the outputs and the process 
controls/metrics data from Domain-process. The process for developing a project-specific 
taxonomy is illustrated in Table 5.  In order for the activities of Project-process to 
commence, all information such as domain-specific taxonomy, project description and its 
priorities, and process controls/metrics data from Domain-process must be present. It is 
also necessary to have completed a successful implementation of Domain-process, and 
the necessary authorization to implement Project-process on the project data. 
The activities performed include selecting a project from the list of projects chosen in 
Domain-process, obtaining the categorization results for the project from Domain-
process, checking for any inconsistencies between the results and the domain-specific 
taxonomy, determining frequency of categories and their percentage of occurrence, 
identifying crucial categories, and finally, establishing the project-specific taxonomy. 
We use the same tables and procedures as in Domain-process to determine the frequency 
and percentage of occurrence, and also to identify the crucial categories in the project. 
The outputs of the process were category frequency and its percentage of occurrence, top 
three crucial categories, and a project-specific taxonomy. The process controls maintain 
the different versions of the taxonomy. The process metrics keep track of the number of 
person hours for the effort, number of categories, etc. The process was repeated until the 
exit criteria were satisfied (i.e., a project-specific taxonomy is established along with all 
the outputs). 
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Table 5. Project-process to Extending a Domain-specific Taxonomy into a Project-specific Taxonomy. 
 
Component-process to identify fault links. 
The process for identifying fault links is illustrated in Table 6, shown below. Fault links 
represent relationships between the types of code-faults and the type of component being 
developed or modified. For example, data-centric components from a particular project 
may historically have data faults or historically data faults may occur in data-centric 
components. The Component-process makes use of the same table structure discussed in 
Section 3.1.1. For the process activities to begin, we need to have certain information that 
include project-specific component taxonomy, project-specific fault taxonomy, 
Entry Criteria Activities Exit Criteria 
1. Domain-process is 
successfully 
implemented 
2. All inputs are available 
3. Authorization to 
implement process B on 
the data 
4. Projects chosen are one 
of the projects used in 
process A that belongs 
to the chosen domain 
 
1. Select a project from the list of 
projects chosen in Domain-
process  
2. Obtain the categorization result 
for the project from Domain-
process 
3. Check for any inconsistencies 
between the results and the 
domain-specific taxonomy 
4. Determine frequency of 
categories for the project and its 
percentage of occurrence 
5. Identify crucial categories for 
the domain 
6. Establish a project-specific 
taxonomy  
1. All outputs are produced 
 
Inputs Process Controls/Metrics Outputs 
1. Domain-specific 
taxonomy  
2. Project descriptions 
3. Project priorities 
4. Domain definition 
5. Process control /metrics 
from Domain-process 
 
 
Controls: 
1. Maintenance of configuration 
control of taxonomy 
2. Maintenance and management 
of project data  
3. Maintenance and management 
of categorization result for the 
project 
Metrics: 
1. Person Hours of effort 
2. # category 
3. frequency of category 
4. % of  category occurrence 
5. Top 3 Historical Fault areas for 
the project 
1. Frequency counts of 
categories and percent of 
occurrences in the 
project 
2. Crucial categories for the 
project 
3. Project-specific 
taxonomy 
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comprehensive bug report for the project, list of components and their classification, and 
a list of faults and their classification. In addition to the above listed information, the 
process also requires that both Domain-process and Project-process were successfully 
implemented and the necessary authorization to implement Component-process on the 
project has been obtained. 
Within Component-process, we then selected the project used in Project-process, the 
project-specific component taxonomy, and the project-specific fault taxonomy. We also 
collected the list of components that belonged to the project, selected a component from 
the list, and identified the historical bug types that occurred in the component. We kept 
track of the component type and the types of fault that occurred, repeating the steps for 
all components in the list and grouping them based on their type. We identified the top 
three fault types for each component type and finally established a component type-
specific taxonomy. 
We used Table 3 to determine the fault frequency for different component types under the 
chosen project. For example, we use the table for data-centric, computational-centric, 
controller, view, interaction, error handling, and environmental setup components under 
the project. Then, we identified the code fault type, fault frequency count and the 
percentage of fault occurrence for each component type.  
Finally, we used Table 4 as before to determine the top three crucial faults for each 
component type. We listed the top three major code faults for each component type. We 
also assigned a complexity of high, medium, and low depending upon the fault’s 
frequency. If certain faults were found more frequently for a certain type of component, 
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then it is necessary to use methods in the future to either to prevent or detect such fault 
types for such component types. 
Table 6. Component-process to Identifying Fault Links. 
 
 
 
 
 
Entry Criteria Activities Exit Criteria 
1. Domain-process and 
Project-process are 
successfully 
implemented 
2. All inputs are available 
3. Authorization to 
implement process C on 
the data 
 
 
1. Select the project used in 
Project-process 
2. Select the project-specific 
component taxonomy 
3. Select the project-specific fault 
taxonomy 
4. Collect the list of components 
that belong to the project 
5. Select a component from the list 
6. Identify the bug types that have 
occurred in the component 
historically 
7. Keep note of the component 
type and the types of faults that 
occur in the component 
8. Repeat steps 5 to 7 for all the 
components 
9. Group components based on 
their type 
10. Identify top 3 fault types for 
each component type 
11. Establish a component type-
specific taxonomy 
1. All outputs are produced 
2. A component type-
specific taxonomy 
 
Inputs Process Controls/Metrics Outputs 
1. Project-specific 
component taxonomy 
2. Project-specific fault 
taxonomy 
3. Detailed bug report for 
the project 
4. List of components and 
their classification 
5. List of faults and their 
classification 
 
 
Controls: 
1. Maintenance of configuration 
control of taxonomy 
2. Maintenance and management 
of project data  
3. Maintenance and management 
of categorization result for the 
project 
Metrics: 
1. Person Hours of effort 
2. # category 
3. frequency of category 
4. % of  category occurrence 
5. Top 3 Historical Fault areas for 
the project 
1. Component types and 
their relevant faults 
2. Top 3 crucial fault types 
for each component type 
3. Component type-specific 
taxonomy 
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The outputs of the process included component types and their relevant faults, major fault 
types under each component type, and component type-specific taxonomy. The process 
was repeated on all the components in the list until the exit criteria (i.e., all outputs and 
the component-type taxonomy are produced) were met. The process controls section 
maintains and manages the project data along with the different taxonomies from Project-
process. The process metrics includes person hours for the effort, number of components, 
number of faults, etc. 
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Chapter Four 
Experimental Validation 
In this chapter, we demonstrate the effectiveness of our approach through the applications 
of the processes discussed before. We begin with the experimental design, followed by 
our research hypotheses, and the results obtained by applying each process to the input 
data.  We will use the results from Component-process to evaluate our listed hypotheses. 
Finally, we will evaluate the correctness and usefulness of the results obtained from 
Component-process, with the results obtained from our experiment conducted using a 
group of subjects. 
Experimental Design 
We chose a domain, which we named online course management system. The course 
management system is a software designed to help educators create quality online courses 
[60]. Such e-learning systems are sometimes also called as Learning Management System 
(LMS) or Virtual Learning Environment (VLE). The data set for the experiment (or 
processes) came from two sources (projects) and belonged to the chosen domain. The two 
projects are Electronic Personal Organic Chemistry Homework (EPOCH) and 
Integriertes Lern-, Infomations- und Arbeitskooperations System (ILIAS). In English, 
ILIAS means Integrated Learning, Information and Cooperative working System  
EPOCH is an online homework management program and serves as a teaching aid in 
an organic chemistry course at the University of Kentucky [59]. EPOCH attempts to give 
students feedback for wrong answers, thus enabling them to arrive at the correct answer.  
In addition to the homework program, EPOCH consists of an authoring tool to create 
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problems and an instructor tool to assemble assignments. EPOCH is implemented using 
various programming languages, including JAVA, PERL, JSP, HTML, and PROLOG. 
ILIAS [60] is a web−based learning management system (LMS) implemented in PHP, 
which was originally developed in the VIRTUS project at the University of Cologne and 
has now become an Open Source project. ILIAS consists of tools for learning, authoring, 
information access and co−operative work. It presents an integrated environment for 
learning and teaching on the Internet. ILIAS authors can create entire courses within a 
team and publish them on the web. Students can create groups to work through learning 
material and communicate with each other or with their tutors. 
Domain-process and Project-process were applied to both component and fault 
taxonomy. We also used the generic taxonomies shown in Appendix A and Appendix B 
as input for Domain-process. As mentioned earlier, Domain-process not only determines 
the domain-specific taxonomy but also updates the generic taxonomy whenever it finds a 
new category. Component-process employs the outputs from the execution of Project-
process to the domain-specific component taxonomy and those from applying Project-
process to the domain-specific fault taxonomy. 
The output from Component-process consists of a list of all component types (obtained 
from Project-process for the chosen project) and a list of the major fault types that can 
occur in each component type of component present in the project.  This output was used 
to evaluate the list of hypotheses discussed in the next sub-section. We will also show the 
results obtained from an experiment to determine the correctness of the outputs. 
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Research Hypothesis 
After developing the fault and component taxonomy along with the processes for 
extending the same, we noticed a strong correlation between the categories. This raised 
the following research questions: “Are the final results obtained from our processes 
correct and useful?” If so, “Does the component type have any effect on the fault type 
one encounters?” In order to address these issues, we came up with several research 
conjectures regarding the correctness of the results and the usefulness of fault links. The 
following 10 fault links were posited. 
H1.1 – Data-centric components have a higher percentage of Data faults. 
H1.2 – Data faults occur more frequently in Data-centric components. 
H2.1 – Controller components have a higher percentage of Control/Logic faults.  
H2.2 – Control/Logic faults occur more frequently in Controller components. 
H3.1 – Computational-centric components have a higher percentage of Computational 
faults. 
H3.2 – Computational faults occur more frequently in Computational-centric 
components. 
H4.1 – Interaction components have a higher percentage of Interface faults. 
H4.2 – Interface faults occur more frequently in Interaction components. 
H5.1 – View modules have a higher percentage of User interface faults. 
H5.2 – User interface faults occur more frequently in View components.  
We also posited 10 secondary research conjectures. These are not as intuitive as the 
above, and some are contrary to the above conjectures. 
H6.1 - Utility components have a higher percentage of Control/Logic faults. 
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H7.1 - View components have a higher percentage of Interface faults. 
H7.2 – Interface faults occur more frequently in View components. 
H8.1 – Construction faults occur more frequently in Controller components 
H9.1 – Error Handling components have a higher percentage of Control/Logic faults. 
H9.2 – Control/Logic faults occur more frequently in Error Handling components. 
H10.1 – Environmental Setup/Configuration components have a higher percentage of 
Construction faults. 
H10.2 – Construction faults occur more frequently in Environmental 
Setup/Configuration components. 
H11.1 – Platform faults occur more frequently in View modules 
H12.1 - Environmental Setup/Configuration components have a higher percentage of 
Platform faults. 
Figure 4 below is a schematic representation that summarizes all the research hypotheses 
listed above. In the figure, we use rectangular boxes for component types and fault types, 
and arrows to illustrate the relationships between them. Boxes in the top row of the figure 
form the list of component types and those in the bottom row form the list of fault types. 
For example, the controller component may have control/logic faults and the 
control/logic faults may occur in the controller component. 
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Besides the aforementioned hypotheses that were validated directly by results obtained 
from executing the processes on the input data of a particular domain, we have 
formulated other research hypotheses that focus on the usefulness of the results. Here, we 
concentrate only on the final results obtained from Component-process.   
H13 – The results will be useful for Testers in testing similar projects of the same 
domain.  
H14 – The additional knowledge provided in our tailored checklist will help the 
experimental team in our code inspection process. 
The following sections will present us with the results obtained from Domain-process, 
Project-process, and Component-process. The validity of the hypotheses and the 
usefulness of the results will be discussed in section 4. 
Establishing a Domain-specific Taxonomy 
Implementing Domain-process on a collection of projects from a particular domain, 
results in a domain-specific taxonomy. In this section, we present the results obtained 
from the execution of Domain-process on the project data obtained from the chosen 
collection of online course management projects. As mentioned in section 3, we, in our 
research, executed Domain-process to establish both the domain-specific component 
taxonomy and the domain-specific fault taxonomy. In this section, we discuss the 
implementations and the results of both the executions individually. One of the main 
inputs to the process is a generic taxonomy. Appendix A and Appendix B show the 
generic component taxonomy and the generic fault taxonomy, respectively. The 
following sub-sections present the results from Domain-process on both the component 
and the fault taxonomy. 
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Domain-specific Component Taxonomy 
We applied Domain-process on the generic component taxonomy discussed in section 
3.1.2 and on the project data from the online course management projects: EPOCH and 
ILIAS. Prior to the execution of the process activities, we made sure that we met both the 
entry criteria and had all the inputs listed in Table 2. After meeting the criteria and the 
input requirement, we proceeded with the process activities. 
The domain and the projects within it were chosen. As mentioned before, the domain was 
online course management and the projects chosen under it were EPOCH and ILIAS. We 
used the generic component taxonomy (Appendix A) for categorizing the components of 
the projects. As a first step towards categorization, we chose the EPOCH project from the 
list of projects. We categorized its components one by one using the component 
description and the generic taxonomy. During the process of component categorization, 
we found that certain components did not belong to any of the existing categories. 
Therefore, we had to come up with new categories and definitions to accommodate these 
components. The newly found category was added to the generic taxonomy as a part of 
the update process. Then the updated generic taxonomy was used until all the 
components in EPOCH were categorized. The EPOCH project had a total of 45 
components. After the component categorization in the EPOCH project, we carried out 
the same steps of categorization for all the components in the ILIAS project. The total 
number of components that were present in the ILIAS project was 39. The process 
controls and metrics were maintained for each of the projects separately. The results from 
the process are presented below.   
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At the end of the process execution, we found two new categories of components: Utility 
and Error Handling. 
• Utility: The main purposes of the modules that fall under this category are to provide 
additional services for the enhancement of the entire software and to support other 
modules to perform their functions efficiently.  
• Error Handling: The main purpose of the modules that belong to this category is to 
handle exceptions or errors that are likely to occur, when the software is either 
dormant or active. 
The newly found categories were added to both the generic component taxonomy and 
also to the domain-specific taxonomy. Table 7 shows the frequency count and the 
percentage of component occurrence for the domain (i.e., online course management). 
We can see that the data-centric component type has a frequency count of 57 and a 
percentage of occurrence of 34%, etc. 
Table 7.  Frequency Count and Percent of Occurrence of Components (Domain-
process). 
 
 
 
 
Count of Component 
Frequency 
S/W Code Component 
Types 
EPOCH ILIAS Total 
% of Component 
Occurrences 
1) Data-centric 37(43%) 20(25%) 57  
34.34 % 
2) Computational-centric 4(5%) 8(10%) 12   7.23 % 
3) Controller 14(16%) 10(12.5%) 24 14.46 % 
4) View 2(2%) 27(34%) 29 17.47 % 
5) Interaction 4(5%) 1(1%)   5   3.01 % 
6) Error Handling 16(18%) 1(1%) 17 10.24 % 
7) Utility 7(8%) 11(13%) 18 10.84 % 
8) Environmental 
Setup/Configuration 
2(2%) 2(3%)   4    2.41 % 
Total 86 80 166 100 
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Table 8.  Top three Historically Critical Component Types (Domain-process) 
 
Table 8 shows the top three component types for the domain online course management. 
The online course management domain has Data-centric, View, and Controller as the top 
three component types. 
The process controls and metrics information, such as, number of components, and their 
categorization, were maintained for each project individually. The data from these 
metrics serve as a part of the input to Project-process. The values of the process metrics 
for the entire domain (i.e., both projects together) are: person hours of effort were 
20hours, number of projects was two, and number of components was 166.   
 
Domain-specific Code-Fault Taxonomy 
We applied Domain-process to the generic code-fault taxonomy discussed in section 
3.1.2 and also to the relevant project data from the online course management projects: 
EPOCH and ILIAS. Prior to the execution of the process activities, we made sure that the 
entry criteria were met and the inputs were available (listed in Table 2). We then 
executed the process activities. 
The domain and the projects within it were chosen as before. We used the generic code 
fault taxonomy (Appendix B) for categorizing the components of the projects. As a first 
step toward fault categorization, we chose the EPOCH project from our list of projects. 
We categorized its faults one by one using the fault description from the bug reports and 
System Historical Top three Most Probable Function 
Areas (Critical Code Components) 
Domain A : Online Course Management 
(e.g., EPOCH, ILLIAS) 
1): Data –centric 
2): View   
3): Controller 
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the generic taxonomy. During the process of categorization, we found that certain faults 
did not fall under any of the existing categories; hence we had to propose new categories 
and definitions to accommodate these faults. The newly found category was added to the 
generic taxonomy as a part of the update process. The updated generic taxonomy was 
then used until all the reported faults in EPOCH were analyzed and categorized. Just as a 
note at this point, we would like to mention that not all of the bugs reported turned out to 
be actual coding faults. For example, the reported bug may either be an enhancement 
request or a non-coding fault or just a suggestion to improve the software, etc.  The total 
number of actual code faults in the EPOCH project was 86. After completion of the 
EPOCH project, we performed the same steps of categorization for all the faults in the 
ILIAS project. The total number of code faults reported in the ILIAS project was 39. 
The process controls and metrics were maintained for each of the projects separately. 
The results from the process are presented below.   
At the end of the process execution, we found one new category of faults: Platform. 
This fault type was found during our Domain-process implementation on projects under 
our chosen domain. The software product works fine under one operating environment 
but does not do well in another. The fault type is not due to varying environment settings, 
but due to lack of options to set the environment. 
The newly found categories were added to the generic fault taxonomy and also to the 
domain-specific code fault taxonomy. Table 9 shows the fault frequency count and the 
percentage of fault occurrence for the domain (online course management). From Table 
9, we observe that the control/logic faults have a frequency count of 31 and a percentage 
  48
of occurrence of 36.9%, the data faults have a frequency count of 24 and a percentage of 
occurrence of 28.57%, etc. 
Table 9.  Frequency Count and Percent of Occurrence of Faults  
(Domain-process). 
 
Table 10 shows the top three historical fault types in the domain. From the table, it is 
evident that the top three historical fault types for the online course management domain 
were control/logic, data, and user interface faults. These results were not surprising 
because the main characteristic of software under consideration was to perform decision-
making tasks on data. Moreover, we are dealing with web-based software, which tends to 
involve numerous user-interface modules. However, it is an important knowledge when 
trying to enforce software quality. 
Table 10. Top three Historically Critical Fault types (Domain-process) 
 
Count of Fault Frequency S/W Code Fault Types 
EPOCH ILIAS Total 
% of Fault Occurrences  
1) Data 11(28%) 13(29%) 24 28.57 % 
2) Computational 1(2.5%) 2(4%) 3 3.57 % 
3) Control/Logic 15(38%) 16(35.5%) 31 36.9 % 
4) User Interface 6(15%) 6(13%) 12 14.29 % 
5) Interface 1(2.5%) 6(13%)   7 8.33 % 
6) Platform 5(13%) 1(2%) 6 7.14 % 
7) Construction 0(0%) 1(2%) 1 1.19 % 
8) Documentation 0(0%) 0(0%)   0 0 % 
Total 39 45 84 100 % 
System Historical Top three Most Probable Function 
Areas (Critical Code Faults) 
Domain A : Online Course Management 
(e.g., EPOCH, ILLIAS) 
1): Control/Logic 
2): Data 
3): User Interface 
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As a part of Domain-process’s process controls and metrics, we maintained information 
such as number of faults, and their categorization for each projects, individually. The data 
from these metrics were used as inputs to Project-process, to establish a project-specific 
code fault taxonomy. The process metric values for the entire process on fault taxonomy 
were: person hours of effort were 33hours, number of projects was two, and the number 
of faults was 84.  
Establishing a Project-specific Taxonomy 
In this section, we present the results from the implementation of Project-process on the 
project data of an online course management project; the project chosen was EPOCH. We 
chose EPOCH because it had all the necessary and sufficient information required to 
carry out the process. As in Domain-process, we applied Project-process to both the 
domain-specific component and domain-specific fault taxonomies obtained from 
Domain-process. We also used some of the process controls and metrics information 
from Domain-process. The results from the execution of Project-process to establish both 
the project-specific component taxonomy and the project-specific fault taxonomy are 
presented separately. 
 
Project-specific Component Taxonomy 
We executed Project-process (discussed in section 3.1.3) to establish the project-specific 
component taxonomy. Some of the outputs from Domain-process, namely the domain-
specific component taxonomy, the process controls and metrics information, form part of 
the inputs to Project-process.  Prior to the execution of the process activities, we 
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confirmed that the entry criteria were met and the inputs were available listed in Table 5. 
We then performed the process activities. 
We obtained the categorization list for EPOCH from the process controls of Domain-
process. We used the domain-specific component taxonomy, also obtained from Domain-
process, to verify for any inconsistencies in the results obtained. After the results were 
verified for inconsistency, we determined the frequency of the component categories and 
their percentage of occurrence. Finally, we identified the crucial component categories 
for the EPOCH project and established the project-specific component taxonomy. The 
results from the process are presented below.   
Table 11 shows the component frequency count and the percentage of component 
occurrence. From the table, we can see that the data-centric component type has the 
highest frequency count of 37 and the highest percentage of occurrence of 43%, and both 
View and Environmental setup/configuration component type have the lowest frequency 
count of 2 and the lowest percentage of occurrence of 2%, etc. 
Table 12 shows the list of the top three component types that are historically crucial for 
the project EPOCH. From the table, we can see that for the EPOCH project, the crucial 
component types are Data-centric, Error Handling, and Controller. 
As the process was carried out, the process controls field maintained all the information 
listed in Table 5 of section 3.1.3. The process metrics results are: the person hours of 
effort was 2hours, and the number of components was 86. 
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Table 11. Frequency Count and Percent of Occurrence of Components (Project-
process) 
 
Table 12.  Historically Top three Critical Component Types (Project-process). 
 
Project-specific Fault Taxonomy 
We executed Project-process (discussed in section 3.1.3) to establish the project-specific 
fault taxonomy. As mentioned before, the outputs from Domain-process, namely the 
domain-specific fault taxonomy, the process controls and the metrics information form a 
part of the inputs to Project-process. Prior to the execution of the process activities, we 
made sure that the entry criteria were met and the inputs were available (listed in Table 
5). We then carried out the process activities. 
The chosen project was EPOCH. We obtained the code fault categorization list for 
EPOCH from the process controls of Domain-process. We used the domain-specific code 
fault taxonomy, also obtained from Domain-process, to verify for any inconsistencies in 
S/W Component Types Count of Component   
Frequency (EPOCH) 
% Component Occurrences 
1) Data-centric 37 43 % 
2) Computational-centric 4 5 % 
3) Controller 14 16 % 
4) View 2 2 % 
5) Interaction 4 5 % 
6) Error Handling 16 18 % 
7) Utility 7 8 % 
8) Environmental 
Setup/Configuration 
2 2 % 
Total 86 100 % 
System Historical Top 3 Most Probable Function 
Areas (Critical Code Components) 
Project: Electronic Personal Organic Chemistry 
Homework (EPOCH) 
1): Data-centric   
2): Error Handling 
3): Controller 
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the results obtained. After the results were checked for inconsistency, we determined the 
frequency of the fault categories and their percentage of occurrence. Finally, we 
identified the crucial fault categories for EPOCH and established the project-specific 
code fault taxonomy. The results from the process are presented below.   
Table 13 shows the fault frequency count and the percentage of fault occurrence for the 
EPOCH project. From the table, we observe that the Control/Logic fault type has the 
highest frequency count of 15 and the highest percentage of occurrence of 38%, and both 
Construction and Documentation fault types have the lowest frequency count of 0 and the 
lowest percentage of occurrence of 0%, etc. 
Table 13.  Frequency Count and Percent of Occurrence of Faults (Project-
process) 
 
Table 14 shows the top three fault types that were historically crucial for the project 
EPOCH. They were control/logic, data, and user interface. The process controls field 
maintained the configuration control, the project data, and the categorization of faults for 
the project as listed in Table 5 in section 3.1.3. The process metric results are: person 
hours of effort were 2hours, and number of faults was 39. 
 
S/W Code Fault Types Count of Fault Frequency 
(EPOCH) 
% of Fault Occurrences  
1) Data 11 28 % 
2) Computational 1 2.5 % 
3) Control/Logic 15 38 % 
4) User Interface 6 15 % 
5) Interface 1 2.5 % 
6) Platform 5 13 % 
7) Construction 0 0 % 
8) Documentation 0 0 % 
Total 39 100 % 
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Table 14.  Historically Top three Critical Fault Types (Project-process) 
 
Thus, we have presented the results from the processes (Domain-process and Project-
process) that were intended to extend or tailor the component and the fault taxonomies. 
Some of the important outputs from the successful execution of both the processes were a 
project-specific component taxonomy, a project-specific fault taxonomy, a list of 
components and their classifications for each project, and a list of faults and their 
classification for each project. The final two results are shown in Appendix C and D, 
respectively. These results will be used as inputs to Component-process for identifying 
fault links. 
Component-process to identify Fault Links 
We applied Component-process discussed in section 3.2 to the results obtained from the 
previous two processes and other inputs listed in Table 6.  Before we began to execute 
the list of activities to identify the faults links for a chosen project, we made sure that the 
entry criteria listed in Table 6 were met. The inputs to the process were also made 
available prior to process execution.  
The project for which the fault links were identified was EPOCH.  We collected the list 
of components along with their categorization and the list of faults with their 
categorization from Project-process. As a part of the fault links identification process, we 
chose a component one by one from the list of components. Using the project-specific 
fault taxonomy and the bug report, we identified the types of bugs that have occurred in 
System Historical Top three Most Probable Function 
Areas (Critical Code Faults) 
Project: Electronic Personal Organic Chemistry 
Homework (EPOCH) 
1): C/L  
2): Data 
3): User interface 
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the component. The total number of components present in the list was 45 (i.e., all the 
components in EPOCH). After we identified the bug type for all the components from the 
list, we grouped them based on their type using the project-specific component 
taxonomy. Finally, we determined the top three fault types for each component type and 
established a component type-specific taxonomy. 
As usual, the process controls of the process were maintained as discussed in section 3.2. 
The results of the process metrics were: person hours of effort were 5hours, number of 
components was 86, and the number of faults was 39.  
Some general observations were made.  First, many of the bug reports did not document 
bugs.  Some of the bug reports represented enhancement requests.  Bug reports had been 
generated by users who were “just trying out the bug tracking system.”  Second, many of 
the bug reports did not relate to code faults.  For example, bug reports were written due to 
poor documentation in the user’s manual. Third, many bug reports duplicated other 
existing ones.  Fourth, many of the bug reports were not deemed errors by the developers.  
Finally, many bug reports documented more than one code fault and should have been 
separated into multiple bug reports.   
We adjusted our approach to accommodate these findings.  We first weeded out the “non-
bug reports.”  Next, we disregarded bug reports not related to code.  We then examined 
each fault in isolation, even if several had been grouped in one bug report. 
As we did not examine the same number of modules for each type (e.g., we examined 37 
Data-centric, but only 4 Computational-centric modules), we looked at the faults as a 
function of the number of faults per module.  In other words, we examined 15 faults for 
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two View modules.  The 15 faults were categorized according to the fault taxonomy.  The 
resulting values were then scaled to reflect 7.5 faults per module.  
Let us first examine the columns of Table 15.  The values are listed as [row, column] 
followed by the number of faults of that type per module type.  The highest value in the 
row is bolded and the highest value in the column is bolded.  For example, for the 
View/Data cell, View modules had 20% of Data faults, 74% of the Data faults occurred 
in View modules, and a total of 1.5 faults of the 7.5 faults per View module were 
categorized as Data faults. 
It is clear that control/logic faults dominate this case study, regardless of module type.  
Though we had not conjectured this, it is not a surprising result.  In our own experience 
as programmers, teachers, and lab assistants for junior level programming courses, we 
have also noticed that these errors dominate.   
The results obtained by executing Component-process are shown in Table 15. As can be 
seen, the majority of the Data faults occur in the View modules (74%).  The next highest 
value is 12.3% for Computational-centric modules.  This finding does not support H1.2.  
The majority of Control/Logic faults occur in View modules (53%) with Computational-
centric modules falling second at 26.5%.  This finding does not provide support to H2.2 
and H9.2.  Computation faults occur 100% of the time in Controller modules and this 
does not support H3.2. Interface faults accounted for 100% of the View module faults, 
strongly supporting H7.2.  User-interface faults occur 97.2% of the time in View 
modules. This strongly supports H5.2. Platform faults accounted for 82% of the total 
faults present in the View modules. EPOCH project did not have any Construction and 
Documentation faults to identify other fault links.   
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Table 15.  Component-process Fault Links Identification (EPOCH). 
Fault Types Module 
 Types 
# 
modules Data Compn C/L UI IF PF Cosn. Doc 
Total 
Faults 
Total 
faults 
 /modules 
% 
Data- 
Centric 
37 [40%, 
2.6%] 
0.054 
[0%, 
0%] 
0 
[60%, 
2.9%] 
0.081 
[0%, 
 0%] 
0 
[0%,  
0%] 
0 
[0%,  
0%] 
0 
[0%, 
 0%] 
0 
[0%, 
 0%] 
0 
5 0.135 1.4
% 
Computation
al- centric 
4 [20%, 
12.3%
] 
0.25 
[0%, 
 0%] 
0 
[60%, 
 27%] 
0.75 
[0%, 
 0%] 
0 
[0%, 
 0%] 
0 
[20%, 
14%] 
0.25 
[0%, 
 0%] 
0 
[0%, 
 0%] 
0 
5 1.25 13
% 
Controller 14 [27%, 
11%] 
0.214 
[9%, 
100%] 
0.071 
[45%, 
 13%] 
0.356 
[9%, 
 3%] 
0.071 
[0%, 
 0%] 
0 
[9%, 
 4%] 
0.071 
[0%, 
 0%] 
0 
[0%, 
 0%] 
0 
11 0.785 8% 
View 2 [20%, 
74%] 
1.5 
[0%, 
 0%] 
0 
[20%, 
53%] 
1.5 
[33%, 
97.2%] 
2.5 
[6%, 
100%
] 
0.5 
[20%, 
82%] 
1.5 
[0%, 
 0%] 
0 
[0%, 
 0%] 
0 
15 7.5 76.
5% 
Error 
Handling 
16 [0%, 
0%] 
0 
[0%, 
 0%] 
0 
[0%, 
 0%] 
0 
[0%, 
 0%] 
0 
[0%, 
 0%] 
0 
[0%, 
 0%] 
0 
[0%, 
 0%] 
0 
[0%, 
 0%] 
0 
0 0 0% 
Interaction 4 [0%, 
0%] 
0 
[0%, 
 0%] 
0 
[0%, 
 0%] 
0 
[0%, 
 0%] 
0 
[0%,  
0%] 
0 
[0%, 
 0%] 
0 
[0%, 
 0%] 
0 
[0%, 
 0%] 
0 
0 0 0% 
Utility 7 [0%, 
0%] 
0 
[0%, 
 0%] 
0 
[100
%, 
 5%] 
0.142 
[0%, 
 0%] 
0 
[0%, 
 0%] 
0 
[0%, 
 0%] 
0 
[0%, 
 0%] 
0 
[0%, 
 0%] 
0 
1 0.142 1.4
% 
Environment
al setup 
2 [0%, 
0%] 
0 
[0%, 
 0%] 
0 
[0%, 
 0%] 
0 
[0%, 
 0%] 
0 
[0%, 
 0%] 
0 
[0%, 
 0%] 
0 
[0%, 
 0%] 
0 
[0%, 
 0%] 
0 
0 0 0% 
Total 86 2.018 0.071 2.829 2.571 0.5 1.821 0 0  [9.8, 9.8]  
%  21
% 
0.7% 29% 26% 5% 19% 0% 0%    
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Next, we examined the rows of the Table.  The most frequently occurring fault type in 
Data-centric modules was Control/Logic at 60% with Data faults falling second with 
40%, which does not support H1.1.  The most frequently occurring fault type in 
Controller modules was Control/Logic at 45% with Data taking second place with 27%, 
strongly supporting H2.1.  The most frequently occurring fault type in Computational-
centric modules was Control/Logic at 60% with Data and Platform faults being second at 
20% each.  This does not support H3.1.  The most frequently occurring fault type in View 
modules was User-interface at 33% with Data, Control/Logic, and Platform at a close 
second position at 20% each.  This supports H5.1, but does not support H7.1.  The Error 
Handling, Interaction, Utility, and Environmental setup modules did have any faults 
reported, which resulted in a few unconfirmed hypotheses. 
Our conjecture findings are summarized in Table 16.  Recall that we are trying to answer 
the question: “Does the module type drive the fault type?”. The column “supported” from 
the table takes in either “yes” or “weak” or “no” or “-“ as its value: “yes” indicates a 
definite fault link, “weak” indicates a weak link, “no” indicates that there is no fault link, 
and “-“ indicates that from the data available for the project under examination, it is not 
possible to provide any conclusion. Seven conjectured fault links were supported, at least 
weakly. Thus we found evidence for answering “yes.”  A fault link that appeared 
universally, though not conjectured, was Control/Logic faults being the most prominent 
fault type for all module types.  One could view this as an additional six fault links (data 
modules have Control/Logic (C/L) faults, computational-centric modules have C/L faults, 
Interaction modules have C/L faults, View, Error Handling, and Environment 
Setup/Configuration modules have C/L faults, etc.).  This finding would lead one to 
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answer the overarching question “no.”  Our results are still inconclusive, but appear to 
hold promise. 
Apart from the predicted and the universal fault links, we also discovered new fault links 
that existed in the EPOCH project. These additional fault links are shown in Table 17.  
The following section makes use of all the identified fault links to verify the usefulness of 
the same. 
 
Table 16. Conjecture Results. 
 
Table 17. Newly Found Fault Links for the EPOCH project. 
Conjecture Conjectured Fault Link Supported? 
H1.1 Data modules have Data faults Weak 
H1.2 Data faults occur in Data modules No 
H2.1 Controller modules have C/L faults Yes 
H2.2 C/L faults occur in Controller modules No 
H3.1 Computational modules have computational faults No 
H3.2 Computational faults occur in Comput. Modules No 
H4.1 Interaction modules have Interface faults - 
H4.2 Interface faults occur in Interaction modules - 
H5.1 View modules have User Interface faults Weak 
H5.2 User Interface faults occur in View modules Yes 
H6.1 Utility modules have C/L faults Yes 
H7.1 View modules have Interface faults No 
H7.2 Interface faults occur in View modules Yes 
H8.1 Construction faults occur in Controller modules No 
H9.1 Error handling modules have C/L faults - 
H9.2 C/L faults occur in Error Handling modules - 
H10.1 Environ. Setup/Config. Modules have Construction faults - 
H10.2 Construction faults occur in Environ. Modules - 
H11.1 Platform faults occur in View modules Yes 
H12.1 Environ. Setup/Config. Have Platform faults - 
New Conjecture Conjectured Fault Link Supported? 
N1 Data modules have C/L faults Yes 
N2 Computational modules have C/L faults Yes 
N3 Computational faults occur in Controller modules Yes 
N4 Data faults occur in View modules Yes 
N5 Utility modules have C/L faults Yes 
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Verifying the Usefulness of Fault links 
In this section, we present an experiment that was conducted to verify the usefulness of 
fault-component relationships established using our methodology. As defined earlier, we 
make use of the term fault links to refer to the fault-component relationships, which exist 
between the component and fault types. We strongly believe that the knowledge about 
fault links will aid software engineers – developers, testers, and maintainers – to enhance 
the software development process, and thereby, produce better quality software product. 
Thus, by proving the usefulness of the established relationships, we also prove indirectly, 
but intuitively, the usefulness of our methodology.  
Experimental Design 
Rationale: Although, our method establishes relationships that can be used in different 
phases of the software development life cycle, we in our current study due to limited 
resources, focus on verifying the application of fault links in helping software testers 
improve their testing techniques. We present a single experiment to verify our hypothesis. 
In our research, we hypothesize (H13) that the results (fault links data) obtained from our 
methods will be useful for software testers in testing similar projects in the future. We, 
therefore, concentrate on one of the many important testing processes called the code 
inspection. Software testers and/or software quality analysts to improve the quality of the 
software carry out the process of code inspection. Hence, the experiment that was 
conducted to verify our aim and that is about to be discussed below is a code inspection 
process.  
Experimental Design: For the experiment, we had two teams of code inspectors and two 
supervisors. We named one as the control team and the other as the experimental team. 
Furthermore, within both the teams, the members were divided into different two-
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member groups. This grouping system helped us determine and compare the 
performances of both the teams in great detail. During the inspection process, every 
member of a team was restricted to communicating only with his/her group partner. Two 
supervisors to aid the inspectors with timely clarification of questions supervised the 
inspection process. The members of both the teams were provided with materials that 
provide a set of information not only to aid them with the understanding of the code but 
also to perform the code inspection with ease. In addition to the shared set of information 
between the teams, the experimental team was provided with some additional data and 
guidelines from our research. We believe that the possession of these additional data will 
improve the performance of any team; in our research we hypothesize a better 
performance from the experimental team. The format and content of all the materials 
provided to the teams followed current industrial standards. The student’s t-test was used 
to analyze the performances between the two teams.  
Experiment 
As mentioned earlier, the main aim of the experiment is to answer the question “Do fault 
links established by our methodology aid in effective code inspection?” We believe that 
the process of code inspection, when carried out with the knowledge of fault links, 
delivers a high quality software product. The subjects for the experiment were upper 
division Computer Science students, who were enrolled in the course – CS499 Software 
testing – at the University of Kentucky. The students were taught the latest software 
testing concepts. They had sufficient knowledge and experience with code inspection and 
related testing techniques to carry out the experiment.  
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Days before the actual inspection, the inspectors were provided with materials that would 
help them understand the piece of code that they would be inspecting later. The materials 
distributed were: a component description (shown in Appendix C) describing the code 
about to be inspected and a tutorial of programming languages (esp. Java and SQL) 
briefly describing the concepts necessary for the understanding of the component. In 
addition to the above two items, the inspectors were also provided with a questionnaire 
(shown in Appendix G), which was completed by the inspectors before the code 
inspection. The answers to the questions present in the questionnaire will not only help 
determine the inspector’s experience with code inspection, but will also be useful in 
evaluating their understanding of the required programming language concepts. Analysis 
of the completed questionnaire resulted in the selection of qualified inspectors for the 
experiment. 
The total number of inspectors (i.e., students) selected for the experiment was 26. We 
randomly assigned 14 to the control team and 12 to the experimental team. The teams 
were further divided into groups, so that the control and the experimental team had 7 and 
6 two-member groups, respectively. The groups were formed randomly by using a tool 
called the groupgenerator. The tool was developed as part of the experiment in PERL. 
The groupgenerator program accepts as input a text file that contains the names of all the 
inspectors. Using the time as a seed it randomly groups the inspectors into different 
groups and, finally, writes the list of groups into an output file. 
After establishing the teams and the groups within them, the next step was to choose a 
component of a particular type from a project, followed by fault seeding. Since the 
EPOCH project was used to establish our fault links data, we chose a component from 
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this project for our experiment. The component was chosen because it could be 
reasonably inspected within the available time. Using our component taxonomy (section 
2), the component chosen was categorized as a data-centric component by our Project-
process. The fault links data derived from the EPOCH project, indicate that a data-centric 
component type historically has 60% control/logic faults and 40% data faults. Using this 
information plus some analyses on the bug reports and help from the developer of the 
EPOCH project, we seeded faults into our chosen component. Of the total number of 
faults that were seeded, 60% of them were control/logic and 40% of the faults were data. 
Thus, we seeded a total of 16 faults, which were made up of 10 control/logic faults and 6 
data faults. 
On the day of the experiment, the supervisors distributed the necessary documents to help 
the inspectors carry out the inspection process. The documents that were common 
between the two teams (control and experimental) were: component source code, 
component type definition, fault taxonomy definitions and criteria, generic checklist, 
fault report sheet, and survey questionnaire. The source code was seeded with faults in 
the ratio mentioned earlier and was also line numbered (including blank lines and 
comments) to aid the inspectors to locate faults. The fault taxonomy definitions and 
criteria (discussed in section 2) aided the inspectors to categorize the faults found during 
inspection. The generic checklist (Appendix D) contains a list of generic questions 
related to generic issues in software code. The questions or items indicate the current set 
of knowledge available to software engineers to perform code inspection. The inspectors 
used the fault report sheet (Appendix F) to provide a description of the discovered faults. 
It was also used to indicate the difficulty (easy, medium, or hard) in finding faults. The 
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survey questionnaire (Appendix H) was used to get feedback from the inspectors after the 
inspection process. For example, the answer to the question “Any feedback on the 
documents provided to you?” helped us to evaluate the usefulness and correctness of the 
documents distributed. 
Besides the above-mentioned common documents, the experimental team received some 
additional documents. According to our hypothesis, this additional information should 
guide the experimental team to more readily identify faults. The additional documents 
were: tailored checklist, component taxonomy definition, and the results from our 
methodology. The tailored checklist is constructed based on our results from Component-
process. From the results, we know that a Data-centric component historically would 
have 60% of control/logic faults and 40% of data faults. Since the component under 
inspection is a data-centric component, the items in the tailored checklist make sure that 
the inspectors using the checklist will be able to efficiently identify the faults. For 
example, the item “Are variables used in the IF statements correct?” helps the inspectors 
to ensure the correctness of the IF statement (i.e., a control/logic statement). The 
component taxonomy definitions (discussed in section 2) aid the inspectors to understand 
the main purpose of the component to be inspected. Therefore, the inspectors in the 
experimental team will not only be able to save time by looking only for control/logic 
and data faults, but also will be able to locate almost all the faults that were seeded. Thus, 
the additional documents plus the common documents should help the experimental team 
members to carry out the inspection process with ease and efficiency. 
The code inspectors were informed in advance and at the beginning of the experiment 
about the time allotted for the inspection process. The total time allotted for the 
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inspection was 75 minutes. The experiment began on-time and went on smoothly for the 
allotted time. The supervisors at the end of the process promptly collected the populated 
fault report sheet and survey questionnaire.  
Results and Discussion 
In this section, we present the results obtained from our code inspection process, and 
perform a statistical analysis. Finally, we present our views on the analysis performed. 
The results from the process of code inspection are shown in Table 18. For convenience 
sake, we named the experimental team ‘A’ and the groups within the team ‘A1’, ‘A2’, 
‘A3’, etc. Similarly, the control team is named ‘B’ and its groups ‘B1’, ‘B2’, ‘B3’, etc.  
As mentioned earlier, the total number of faults seeded into the component that was 
inspected was 16. The table (Table 18) reports the number of faults found by every group 
within a team. For example, in team A (experimental team), group A3 found 12 faults out 
of the 16 seeded. Team B (research team) group B6 found 3 out of 16 faults seeded, etc. 
 
Table 18. Validation Results and Analysis. 
 
Teams Experimental Team Control Team 
Groups A1 A2 A3 A4 A5 A6 B1 B2 B3 B4 B5 B6 B7 
# of faults 
found 
10 6 12 6 9 5 9 8 1 1 8 3 1 
Total # of 
faults 
seeded 
16 16 16 16 16 16 16 16 16 16 16 16 16 
Average 8 4.428571 
Standard 
Deviation 
2.75681 
 
3.735289 
Standard 
error of 
mean 
1.125463 1.411806 
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The student’s t-test was used for statistical analysis of the results. The null hypothesis 
(H0) is that the number of faults found will not vary between the experimental and 
control team. The alternative hypothesis (HA) is that a significant difference in the 
number of faults found will exist between the experimental and control group. We will 
reject the H0 in favor of HA when the probability that the observed results are due to 
chance is 0.1 or less. The use of alpha=0.1 is appropriate for our small sample size. The 
averages, standard deviations, and the standard error of means were calculated for both 
the teams and are shown in the table. The p-value was calculated to be 0.079809 for the 
results obtained. 
The p-value obtained from our statistical analysis, indicate that the results obtained were 
statistically significant (i.e., there is a significant difference in the number of faults found 
between the teams). The obtained results indicate a consistent performance from the 
experimental team. In order to perform a statistical analysis with alpha=0.05, we need a 
large number of groups and therefore a large number of qualified inspectors. In order to 
view and compare the performance consistency of the experimental and control groups, 
we constructed a graph with number of faults found versus the groups. Graph A depicts 
the results from the code inspection. From the graph, on a average, we can see that the 
performance of the groups within the experimental team is far more consistent and better 
than the performance of the groups within the control team and the statistical significance 
of the results based on our hypothesis. Thereby suggesting that our results promise to be 
helpful in producing a quality software product. 
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Figure 5a. Code Inspection Results. 
We extended our analyses to determine the teams performance on difficult to find faults. 
We assigned an attribute to the faults based on our experience with the Java language 
(used in EPOCH), with code inspection process, and with software testing. The attribute 
indicated whether a particular fault should be easy, medium or hard to find, i.e. the 
difficulty in finding a fault can be either easy, or medium or hard. “Easy” means that the 
fault should be easy to find, “medium” means that the fault should not be either easy or 
hard to find, and “hard” means that the fault will be very difficult to find.  Hard fault 
requires longer time to be found and cannot be found using regular knowledge about the 
component being inspected. Finding hard faults requires knowledge of fault links. 
Medium fault requires just more time to be found. The fault report sheet used by the 
subjects during the experiment also had columns that allowed them to indicate the level 
of difficulty in finding the faults. At the beginning of the experiment we decided on the 
  67
difficulty in finding for each of the 16 faults based on our own experiences. According to 
our initial attribute value assignment (i.e., fault categorization based on difficulty in 
finding), we had 7 faults categorized as hard faults, 3 as medium and 6 as easy faults. 
But, the information gathered from the fault report sheets aided in validating and 
reconsidering our attribute value assignment. Finally, out of the 16 faults that were 
seeded into our component for inspection, we finalized that 11 of them were hard to find 
faults, 1 of them were medium, and 4 of them were easy.     
Table 19. Team Performance on Hard to Find Faults. 
 
The table (Table 19) reports the number of hard faults found by every group within a 
team. For example, in team A (experimental team), group A1 found 6 faults out of the 11 
seeded, in team B (research team) group B4 found 1 out of 11 fault seeded, etc. 
The student’s t-test was used for statistical analysis of the results. The null and alternate 
hypotheses are the same as before expect that here we are dealing with only hard faults. 
The t-test revealed significantly better performance on the part of the experimental team 
compared to the control team (P < 0.1). The p-value was calculated to be 0.040198 for the 
results obtained. The ability of the experimental team to detect the hard to find faults was 
Teams Experimental Team Control Team 
Groups A1 A2 A3 A4 A5 A6 B1 B2 B3 B4 B5 B6 B7 
# of faults 
found 
6 4 8 4 5 4 5 5 0 1 5 2 1 
Total # of 
faults seeded 
11 11 11 11 11 11 11 11 11 11 11 11 11 
Average 5.166667 2.571429 
Standard 
Deviation 
1.602082 
 
2.370453 
Standard 
error of mean 
0.654047 0.895947 
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2-fold greater than the control team. This further emphasizes the usefulness of the fault 
links identified using our methodology. 
In order to view and compare the performance consistency of the experimental and 
control groups on hard to find faults, we constructed a graph with the number of hard 
faults found versus the groups. Graph B depicts the results from the code inspection. 
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Figure 5b. Code Inspection Results for Hard Faults. 
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Chapter Five 
Related Work 
In this chapter, we present the results of a comprehensive literature survey of existing 
relevant research areas. More specifically, we focus on that research aiding in the 
improvement of the quality and reliability of a software system using approaches with 
software components and/or faults as important sources. At the end of this section, we 
discuss the uniqueness and usefulness of our research ideas and approach, compared to 
the existing approaches. We present our survey results in three categories: Fault surveys 
(involve research that only uses defects, faults, or errors), Component/module surveys 
(involve research that only uses software components), and both component and fault 
surveys (involve research that use both).  
Fault Surveys 
Faults have traditionally been characterized by syntactic categories [5, 41, 31], including 
the position in the program where faults occur [29], which software development phase 
generated the faults [45, 36], what testing phase found the faults [54], and what type of 
statement or language feature in which the faults occur [23].  As part of a National 
Aeronautics and Space Administration (NASA) funded project, Hayes [27] developed 
requirements faults taxonomy.  
Hayes [27] presents a methodology for requirement fault-based analysis and its 
application to NASA. This fault-based analysis technique provides guidelines to prevent 
and/or detect different classes of requirement faults prior to implementation. Requirement 
faults from six large NASA industrial systems were examined to build NASA-specific 
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requirement fault taxonomy. Processes to tailor the taxonomy to a class-specific or a 
project-specific taxonomy were presented. The study concentrates on requirement faults 
as opposed to our current study that adopts the processes and ideas discussed in [27] to 
focus on code-based faults and to identify the relationships between component and fault 
types. 
IBM’s Orthogonal Defect Classification [30] attempts to classify faults based on the 
mental mistakes that programmers make by assigning mental mistakes as part of a larger 
classification scheme.   
Endres [21], tries to identify and analyze the different types of errors and possible causes 
for their occurrence in order to improve software reliability. Endres concentrates only on 
system programs. The system program chosen for his study was the operating system 
DOS/VS, developed in the IBM Boeblingen laboratory. The investigators categorize the 
errors into 3 main groups: Group A, Group B, and Group C. Group A deals with errors in 
the understanding of the problem and in the choice of an algorithm to solve it. Group B 
deal with errors that are specific to the implementation process. Group C deals with non-
programming errors in the strict sense. However, the errors identified by Endres were 
confined to system programs and were not extended to form a generic classification to 
suit all types of software application. Moreover, the errors categorized involve only 
design errors but do not involve implementation and code errors as is the case in our 
research.   
Marick [41] presents the results gathered from an exhaustive software fault survey. He 
has presented the software fault classifications adopted by several researchers in their 
respective studies. These classifications encompass the faults that can originate in almost 
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all stages of the software development life cycle, viz., requirements, design, 
implementation, and testing. Marick also introduced two broader classifications of fault 
categories: faults by omission (i.e., faults that were caused by failing to do something) 
and faults by commission (i.e., faults that were caused by doing incorrect things). We, in 
our research, tried to include these concepts as attributes to the faults, but we failed to 
obtain any real application from them so far. However, we feel that the code-fault 
taxonomy discussed in this paper is not as exhaustive and generic as our code-fault 
taxonomy. Also, the main focus of Marick’s paper was only to survey faults, therefore, 
no considerable efforts were made to use the knowledge gained from the survey to 
improve software reliability or quality. 
Shooman and Bolsky [63] present the results obtained from an experiment that was 
conducted in order to collect some basic information on software errors. The main 
objectives of the experiments were to develop and utilize a set of terms for describing 
possible types of errors, their nature and frequency, to perform a pilot study to determine 
if data of the type reported can be collected, to investigate the error density (error density 
of a module is denoted as the percentage of the module’s total number of lines of code), 
and to develop data on how to use the available resources in debugging. Shooman and 
Bolsky reported that a large percentage of errors were found by hand processing (without 
the aid of computer testing techniques). However, no effort was made to categorize the 
errors and the authors are not definitive about the results presented. 
Lutz [39] analyzed the root causes (i.e., requirement faults) that lead to safety-related 
software errors (program errors found during integration and testing) in a safety critical, 
embedded system. Lutz’s main goal was to reduce safety-related software errors and to 
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enhance the safety of complex, embedded systems. In order to achieve her goal, Lutz 
tried to analyze the root cause of the software errors by adopting the classification 
scheme proposed by Nakajo and Kumis [50]. The classification scheme traces backward 
in time from the evident software error to an analysis of the root cause. However, Lutz 
presents only a high level classification for both program and requirement faults with the 
classification scheme working only with embedded systems. 
In an effort to generate effective test cases, to detect errors and thereby produce quality 
software, two complementary studies on specification-based test generation methods 
were conducted. Kuhn [35] presents proofs that faults in Boolean specifications constitute 
a hierarchy with respect to detectability and further concluded that missing condition 
faults should be hypothesized to generate effective tests. Tsuchiya et al., in their paper 
[65], feel that the conclusion drawn by Kuhn is premature and tried to investigate the 
relationship between missing condition faults and faults in other classes. They 
complemented Kuhn by showing that missing condition faults need not be hypothesized 
to generate effective tests. However, the fault classes presented by both these studies are 
not exhaustive and no efforts were made to apply the results obtained to improve 
software quality. 
Chillerage et al. [13], in the aim of improving the software development process and 
thereby software quality, described a concept called Orthogonal Defect Classification 
(ODC). ODC enables in-process feedback to developers by extracting special features on 
the development from defects. The paper illustrates the use of the defect type distribution 
to measure progress of a product through a process and also demonstrates the use of the 
defect trigger distribution to evaluate effectiveness and completeness of the verification 
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process such as inspection or testing. However, this paper presents only a high level 
classification of software defects with no effort to establish fault links. 
Fenton and Ohlsson [22] have quantitatively analyzed the faults and failures of a major 
commercial system. Some of their observations were identical to those made by Ostrand 
and coworkers [56]. Furthermore, Fenton et al provided strong evidence to suggest that 
software systems that are developed under the same environment result in similar fault 
densities, when tested in similar testing phases. Hamdioui et al. [26], in an effort to aid 
test engineers to deal with new dynamic-fault classes, tried to mathematically analyze 
these fault classes based on the fault primitive concepts. The study emphasizes dynamic 
memory related faults. But, in our research, we only deal with static run time faults that 
can impede the performance of the software product. 
Briand et al. [10] evaluated the capture-recapture models that are used to predict the 
number of remaining defects in an inspected software artifact that can aid in decision 
making. According to Briand, the decisions based on objective information, such as 
whether the inspection can stop or whether it should continue to achieve a suitable level 
of quality, are significant to control the inspection of software artifacts. However, the 
study only highlighted the analysis of numerous capture-recapture models to improve 
inspection and thereby improve software quality and no attempts were made to use 
software defects knowledge to improve software quality.  
Nakagawa and Hanata [49] describe a software reliability model, called the error 
complexity model, to measure the reliability of the software. The model estimates 
software reliability with the ratio of complex to simple errors. According to the model, 
errors are classified by error complexity, which is a measure of error detectability. 
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Nakagawa et al. also proposed new criteria for error complexity classification. They 
classified error complexity into three classes: static, conditional, and composite without 
classifying errors per se. 
Agresti and Evanco [1], with an aim to improve software quality, describe various 
models for projecting software defects by analyses of Ada design. The models predict 
defect density based on product and process characteristics. However, no effort was made 
to classify software defects.  
Dehlinger and Lutz [17] introduced a technique called product line software fault tree 
analysis to improve software quality. A product line is a set of systems that are developed 
from a common set of core requirements and share a suite of common traits among the 
members. Software Fault Tree Analysis (SFTA) [17] is a technique that has been 
successfully used to investigate causes contributing to potential hazards in safety-critical 
applications. The work investigates an adaptation of the SFTA technique to product lines 
in order to derive reusable analysis assets for future systems within the existing product 
line. Specifically, the paper focused on how and to what extent the product line SFTA 
can be used by software engineers as a reusable safety analysis asset. However, the 
application of the method discussed was not evident for software implementation. 
Marick [42] presented a hypothesis based on fault-adequate testing called weak mutation 
hypothesis and attempted to evaluate the same.  In fault-adequate testing, a fault is said to 
be detected if a test case satisfies three conditions: reachability, necessity, and 
sufficiency. According to the weak mutation hypothesis, test cases that satisfy the 
reachability and necessity condition will satisfy the sufficiency condition. For the purpose 
of hypothesis verification, Marick studied 100 faults gathered from five sizable and 
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widely used programs and found that the hypothesis holds true for 60 of them. Based on 
these experiments, the authors concluded that the combination of specification-based 
testing and weak mutation testing will discover 90% of the faults that strong mutation 
testing would discover. However, the authors did not categorize the faults. 
Offutt and Alexander [53] studied the characteristics of the program faults that occur in 
object-oriented software in order to improve the available object-oriented testing 
techniques. They believe that a full understanding of the characteristics of faults is crucial 
to several research areas. The paper presented a model for the appearance and realization 
of object-oriented faults and defined specific categories of inheritance and polymorphic 
faults. According to the authors, the models and categories presented can be used to 
support future empirical investigations on object-oriented testing techniques, to inspire 
object-oriented testing and analysis research, and to help improve object-oriented 
software design and development process. However, the fault categories presented list 
faults that are related only to object-oriented software and, moreover, they concentrate 
only on inheritance and polymorphic faults. 
Munoz [48] presented an approach to software product testing. The method used 
numerous techniques. The technique that is relevant to our research (i.e. dealing with 
defects) is defect circumvention (i.e., correction of defects in the test cases instead of in 
the product). Software testing tasks aiding defect circumvention are defect detection, 
isolation, and identification. However, the drawbacks of this approach were that the study 
did not categorize the defects and did not address product defects. 
Offutt and Hayes [54], in an effort to analyze the characteristics of program faults, 
proposed a semantic model for fault categorization based on the syntactic and semantic 
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size of the fault. They believe that viewing faults through this model characterization can 
solve most of the problems faced by fault-based testing techniques. The authors are 
hoping that the model presented will lead to new insights in testing and might even foster 
new research into the discovery and use of faults. 
Xie and Engler [68] illustrated the seriousness as well as the usefulness of redundant 
errors. They believe that redundant errors are as serious as other errors (termed as hard 
errors). Thus, in order to experimentally verify and prove their hypothesis, they 
developed and applied five redundant checkers on large open source projects. The open 
source projects used were: Linux, OpenBSD, and PostgreSQL. They also showed the 
usefulness of redundant errors in finding mistakes and omissions in specifications. 
Although the study discovered new fault types, it was not as exhaustive and generic as 
the one presented in our research.   
Dunsmore et al. [19], in an effort to improve the effectiveness of the object-oriented code 
inspection process, developed three techniques: one based on checklist, another on 
constructing an abstract specification, and the last based on the route taken by a use case 
through the program. The techniques discussed address three significant issues: (i) the 
identification of chunks of code to be inspected, (ii) the order in which the code is read, 
and (iii) the resolution of frequent nonlocal references. Among the three techniques 
discussed, the checklist technique proved to be the most effective when compared to the 
other two. The authors suggest that, for any practical situation, a combination of 
techniques is always useful. However, the study focused only on object-oriented code 
inspection enhancement. Although the study eventually aimed at improving software 
quality the approach presented is different from the one presented in our research.  
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Dalal et al. [15], in order to improve the software development process and thereby 
software reliability, examined the software development process and suggested areas for 
process improvement by using a combination of statistical and other process control 
techniques. This research in the event of fulfilling its goal, presented a high level fault 
classification along with its severity levels (serious, moderate, or minor). However, the 
faults classified do not entirely focus on software code faults. 
Component/Module Surveys 
Khoshgoftaar and Allen [32, 33, 34] classified a software module based on its quality 
either as a fault prone module or as a non-fault prone module. In [32], they demonstrate 
how module-order models can be used for classification, and compare them with 
statistical classification models, discussed in [33]. In [34], they attempt to control the 
overfitting problem that causes the classification models [33] to miscalculate the fault-
proneness of a component. However, no effort was made to classify the faults and the 
module classification presented was a more superficial classification than to our 
component classification. We present two methods to classify software components, one 
based on the percentage of lines of code that perform a specific function, and the other 
based on the component description. In this research, we make use of the latter method to 
classify components. 
Damiani et al. [16] presented a hierarchy-aware classification schema for object-oriented 
code, where a software component is classified based on its behavioral characteristics 
such as service provided, algorithm employed, and data needed. These characteristics can 
either be constructed from the application models or can be extracted semi-automatically 
from the class interfaces. Damiani et al. name the set of characteristics associated with a 
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component as its software descriptor. The classification of the components was supported 
by a thesaurus acting as a language-independent unified lexicon.  However, the 
classification method presented can only be used for object-oriented software projects. In 
our research, we present generic methods that can be applied to both procedural and 
object-oriented software projects. In our methods for component classification, we take 
into consideration only the behavioral aspect of the component or the lines of code, but 
not other factors like algorithms used, required data, etc. as highlighted in [16]. 
Nevertheless, our research addresses issues beyond component classification.       
Long and Hoffman [38] presented a method and support tool for testing concurrent Java 
components. The support tool is offered through Concurrency Analyzer, to generate 
drivers for unit testing Java classes that are used in a multithreaded context. On lines 
similar to our research, Long et al. also considered a single Java class to be unit or a 
component. However, they neither try to classify the components and faults nor try to 
identify the relationships between them, but only concentrate on testing concurrent Java 
components. The results obtained from our research may not be completely useful for 
testing concurrent software components and involves static analysis of the software 
project code.  
Briand and Basili [9] presented the optimized set reduction approach for constructing 
models that can classify software components as either high-risk or low-risk components. 
According to Briand et al, one needs to be able to differentiate low/high fault frequency 
components so that testing/verification efforts can be spent where needed. This strategy 
will not only improve software quality but also guarantee efficient utilization of available 
resources. In their approach to classify, they measured the software system and built 
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multivariate stochastic models for predicting high-risk components. However, as one can 
see, the component classification discussed was more at the higher level. 
According to Cardelli [11], for a software system to satisfy or reach a level of quality, its 
modules (assuming the system is modularized) need to be compiled, linked and tested 
independently. He states that although various module mechanisms have received 
considerable theoretical attention, the associated concepts of separate compilation and 
linking have not received sufficient emphasis and moreover, software components are not 
separately type-checkable and compilable. In his paper [11], Cardelli presented a 
framework where each module was separately compilable to a self-contained entity 
called a linkset, and he also showed how separately compiled modules could be linked 
together. However, they did not attempt to classify the software modules and to further 
study the existence of fault links. 
Zaremski and Wing [70] presented a method to compare two software components based 
on their behavioral descriptions. The method is called Specification Matching. They use 
formal specifications to describe the component behavior and hence determined whether 
two components match. The applications of the method are two fold: First, in the context 
of software reuse and library retrieval, it can help to determine whether one component 
can be substituted for another or how one can be modified to fit the requirements of the 
other. Second, in the context of object-oriented programming, it can help to determine 
when one type is a behavioral subtype of another. However, no effort was made to 
classify components to improve software quality. 
Lew et al. [37] presented a software complexity metric that included both the internal and 
external complexity of a module. The authors believe that software complexity directly 
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affects the reliability of the software, and hence, there is a need to decompose a software 
system into modules to control complexity and produce reliable software. Lew has shown 
that the complexity metric presented will be useful in quantifying the design of the 
software and provides a guide to system decomposition. However, the investigators did 
not present any module classification. 
According to Eisenbarth and Koschke [20], for one to exhibit full understanding of a 
program, one has to locate and understand certain features (the term feature, according to 
the authors, means a realized functional requirement of a system) that are exhibited by 
the program code. The paper presents a semiautomatic technique that constructs the 
mapping between the feature and the computational unit. The authors believe that this 
mapping is not injective in general, i.e., a computational unit may contribute to more than 
one feature. According to the paper, a computational unit is defined as an executable part 
of a system, for example, basic blocks, routine, etc. However, no efforts were made to 
categorize these units. 
Large software systems during maintenance undergo continuous modification and 
considerable increase in size, complexity, and behavior. Gal et al. [24] believe that in 
order to determine the impact caused by these changes, one needs to understand the 
dependencies that exist between modules that compose the system. According to them, 
current existing code-based measures (cohesion and coupling) only reveal the syntactic 
dependencies, but do not determine the logical dependencies between them. The logical 
dependencies are also necessary to estimate the impact. Therefore, Gal and his team, 
present an approach to uncover logical dependencies and change patterns of modules 
using information in a release history of the system. In order to develop this approach the 
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authors have worked with 20 releases of a large telecommunication switching system. 
However, the work does not discriminate between corrective maintenance and 
enhancement of related changes, thereby not classifying faults. Furthermore, software 
modules were not categorized that can aid effective maintenance. 
Similar to Gal, Bieman et al. [6] identified change-proneness of C++ code based on 
intentional use of patterns (or lack thereof).  During this analysis, he found that some 
patterns are more change-prone in different categories of maintenance (corrective versus 
enhancement related changes). However, no attempt was made to classify these faults. 
Bieman et al. [8] also found a strong relationship between class size and the number of 
changes; larger classes changed more frequently.  Additionally, classes that participate in 
design patterns are more change-prone, and classes that are reused through inheritance 
are more change-prone.  But the investigators did not identify the type of change or fault 
in these studies. 
Component and Fault Surveys 
Basili and Perricone [4] tried to analyze the relationships between the frequency and 
distribution of errors during software development, the maintenance of the developed 
software, and a variety of environmental factors (such as, complexity of software, 
developers experience with the application, and the reuse of existing design and code). 
They believe that these relationships can not only improve the reliability and quality of 
the software, but also provide an insight into the characteristics of computer software and 
the effects that an environment can have on the software product. The paper defined a 
module as a named sub function, subroutine or the main program of the software system. 
They classified a module to be either modified (i.e., modules that were developed for 
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previous software projects and then modified to meet the requirements of the new 
project) or as new (i.e., modules that were developed specifically for the software project 
under analysis). However the module classification is a high level classification when 
compared to the one presented in this paper. The authors have also classified software 
errors into five different categories. We have made use of some of these categories and 
definitions.  
Ohlsson et al. [55] modeled fault proneness statistically over a series of releases.  This 
included a variety of change measures at various levels of analysis, such as the number of 
defect fix reports attributed to a module, an interaction measure of defect repairs that 
involved more than one module, and impact of change measures (how many files 
affected, how many changes for each, various size of change measures by file type).  The 
analysis of the case study data showed that fault-prone modules exhibit higher system 
impact across four releases, where system impact is defined as total number of changes to 
.c and .h files in a release per module.  This motivated construction of a fault architecture 
[22], which determines fault coupling and cohesion measures at the module and 
subsystem levels, within a release and across releases.  Nikora and Munson presented a 
predictor for fault prone modules.  They used a set of metrics and a reduced set of 
domains to build their predictor.  They did not classify faults though and did not classify 
modules beyond being “fault prone” or not “fault prone [51].” 
Mayrhauser et al. [44], in an effort to aid efficient software maintenance, presented 
methods to eliminate software architecture problems. They believe that such problems are 
very expensive to fix and would be desirable to track them down early and across 
multiple releases. The paper developed measures and methods to build fault architectures 
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from existing defect reports, define measures to rank the most fault-prone relationships 
between components and subsystems in a number of releases, and finally, develop a fault 
component directory structure to investigate the fault-prone relationships.  Mayrhauser et 
al. used a large commercial system consisting of over 800KLOC of C, C++, and 
microcode to illustrate their technique. However, the component categorization – fault-
prone and not fault-prone – is very high level and, moreover, no efforts are made to 
categorize the faults.   
Ostrand and Weyuker [56], with the aim of aiding organizations to determine the optimal 
use of their testing resources, have identified various file characteristics. These 
characteristics can serve as predictors of fault-proneness. By employing a series of 13 
releases of a large evolving industrial software system, they observed that: (i) faults are 
concentrated in a small numbers of files and in a small percentage of the code mass, (ii) 
shortchange to the testing efforts for previously high-fault files is a mistake, and (iii) “all 
late-pre-release faults always appeared in under 5% of the files”[56]. However, no effort 
was made to classify modules and faults. 
From the above survey, it is clearly evident that researchers around the world have 
undertaken numerous efforts to come up with various methods and/or techniques to 
improve the quality and/or reliability of the software using faults or problem reports. To 
summarize these studies, researchers aiming to provide guidance and help to software 
engineers to produce quality software products have tried to identify fault predictors, 
performed quantitative analysis of faults, developed models to measure the reliability of 
software, developed defect classification and schema, suggested methods to identify the 
root cause of faults and to generate effective test cases, indicated areas of improvement in 
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the software development process, presented component classification and schema, 
identified methods to classify components and to compare them, and finally, have 
presented software complexity metrics.    
However, the method and suggestions presented in the past are not generic, i.e., they are 
unique to a particular type of software application or domain. Moreover, the 
classifications and the classification schemas presented either do not focus on software 
run time code-related faults or the fault categories discussed are more of a high level 
classification than what is actually required. In our research, we introduced the concept of 
fault links (relationships between the types of code-faults and the type of component 
being developed or modified) that provided guidelines to software engineers during every 
phase of the development life cycle to ensure an effective development process, and 
thereby, produce a high-quality software product. We adopted a three-phase process to 
obtain our results. First, we developed a generic component and code-fault taxonomy, 
which can be applied to any type of software application. Second, we adapted processes 
from [27], to identify faults and components that are unique to a particular project under a 
particular domain, and finally, we developed a process to establish (or identify) the fault 
link relationship (if exists) between a component type and the fault types. The processes 
presented in this paper are generic, i.e., they can be applied to any project type that 
belongs to any domain. The results obtained from our processes can be used in different 
phases of the life cycle to aid in quality software development processes. 
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Chapter Six 
Conclusions and Future Work 
We have developed two taxonomies one for components and one for code faults. We 
presented two methods for component classification along with their advantages and 
disadvantages. We presented two processes: Domain-process and Project-process, to 
tailor or extend both the taxonomies into domain-specific and project-specific 
taxonomies, respectively. We classified modules and code faults of two online course 
management products (EPOCH and ILIAS) using our approach. We also presented a 
process (Component-process) to identify fault links. The results of these processes were 
presented and discussed.  We selected the EPOCH project and applied Component-
process to identify the existing fault links. We found evidence in favor of the existence of 
four conjectured fault links (and an additional two with weak evidence) and six fault links 
that were not conjectured (all related to Control/Logic faults).  We have already 
capitalized upon the discovery of the Control/Logic fault links (for every module type) by 
augmenting our FTR checklists. Unfortunately, due to lack of data we were not able to 
verify the existence of 7 fault links that were conjectured. From the results, we found the 
need for more projects with sufficient data under a chosen domain and also the need for 
well-qualified and experienced software engineers to carry out the experiments. 
We conducted an experiment to verify the usefulness of identifying fault links. The 
results from this experiment were discussed and analyzed using statistical methods. The 
analysis confirmed the usefulness of fault links in the process of code inspection or 
walkthrough. Although, we strongly believe in the application of fault links over different 
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stages of the software development life cycle, we did not perform any experiments, due 
to limited resources, to verify the same.   
We are still continuing to work on the fault taxonomy and the component taxonomy and 
hope that others will assist us in validating and improving them. We have examined the 
taxonomies with respect to the object-oriented methodology. We plan to examine 
languages such as Lisp that provide control abstraction. We are also convinced that the 
taxonomies are not 100% orthogonal. Evaluating this aspect of the taxonomy represents 
an area of future work. 
We are still working on the processes to identify areas of improvement and methods to 
implement them. We have so far identified that some of the process metrics are not really 
useful and such metrics need to be eliminated. However, we also believe that the 
usefulness of the metrics depends wholly on the interests and priorities of the 
organization using the process.  
We conducted an experiment to verify the usefulness of fault links to aid software testers. 
We need to conduct more experiments to verify the following hypotheses. 
H15 - The results will be useful for Developers, in developing similar projects of the 
same domain.  
H16 - The results will be useful for Requirement Engineers, in developing requirement 
specifications for similar projects of the same domain. 
H17 - The results will be useful for Designers, in designing similar projects of the 
same domain. 
We believe that the results provided in this paper will be useful for software engineers’ 
especially software developers and testers who are working on online course 
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management or any web-based software product. The component taxonomy developed 
will be useful to software maintainers, to organize large software products by grouping its 
component into various component categories.  
The main direction for future work is the expansion of the fault link idea into a study of 
fault chains.  Faults rarely occur in isolation. They may be related longitudinally within a 
release (e.g., a design fault leads to a code fault) or across releases (e.g., incomplete fault 
repair). We refer to these relationships as fault chains.  We have identified several types 
of fault chains, and will continue our work in this area. It should be noted that a larger 
scale study with a variety of industry projects across diverse domains is required before 
any broad conclusions can be reached. 
The ultimate goal of this work is to identify V&V techniques or quality assurance 
activities that can take advantage of our knowledge of fault chains to prevent or detect 
faults as early as possible.  That will assist us in developing reliable, software systems.  
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APPENDIX A 
Generic Component Taxonomy 
 
 
 
 
 
 
 
 
 
 
 
 
 
Data-centric 
Computational-centric 
Controller 
View 
Interaction 
Environmental  
setup/configuration 
Component 
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APPENDIX B 
Fault Taxonomy 
 
 
  
  
            
     Incorrect data definition   
               
                Data                          Improper data initialization   
    
                Incorrect data handling  
  
                Improper data representation  
  
  
          
          
              Computational  
  
               
  
               
      Control/Logic  
             
               
Code Faults   
  
  
               
  
            
  
      
  
  
  
        
  
  
  
  
  
           
  
  
                                            Framework  
  
  
  
  
Statement logic  
Large response time  
Lack of naturalness  
Inconsistency  
Redundancy 
Complexity  
Non-supportiveness  
Lack of flexibility
Unpredictable flows  
Visual stimulation  
Lacks ease of use  
Lacks ease to learn  
Lacks ease of navigation  
Missing framework elements  Mismatch of elements  
Performance  
Unreachable code  
Insufficient data transport  
Incorrect equation  
Copying overrun   
Sequence error  
 
Register reuse   
Interface 
Unnecessary  return value 
User - interface 
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APPENDIX C 
 
Component Description 
 
Name of the component: GradeStore.java 
Purpose: To read student grades. 
 
The grades for homework performed by each student are stored in the table called 
RESPONSE. The table also keeps track of the scores obtained by each student for 
individual problems in the homework. Besides grades for the problems in a homework 
set, the table also contains fields that store the status of the answer given by each student 
(status), number of attempts made by the student (tries), feedback to the student based on 
his response (feedback), and the response of the student (response) for every problem in 
the set.  
The status field takes in a value ‘C’ when the answer provided by the student for a 
particular problem in a particular homework set is correct, ‘P’ when the answer is 
partially correct, and ‘W’ when it is wrong. 
The component has two functions with each function serving a specific purpose. The 
functions are listed below. 
1. getStudentSumGrades() 
   Input parameters: 
   a. APPConfig conf - contains application configuration details 
   b. int hwIds[]    - integer array that contains the IDs of all the     
 homework (each homework is assigned a unique ID)  
The function reads in the grades for the homework by each student. A minus one (-1) for 
the grades indicates that the student has not attempted that particular homework. The 
function examines all the homework assigned to each student individually. It then returns 
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the grades obtained by each student for all the homework assignments. The function 
stores the grades imported from the RESPONSE table in an array called sums, where its 
index indicates the homework number in the request sequence (input array hwids). For 
example, sums[0] indicates the grade for the first homework in the request sequence, 
sums[1] indicates the grade for the second homework in the sequence, and so on. 
Also, the function returns a hashtable that contains student ID and the array sums as its 
fields. Thus each student identified by his ID will have a separate array containing his 
grades for the homework assigned to him. 
 2. getResults () 
   Input parameters: 
      a. APPConfig conf - contains application configuration details 
      b. int hwId       - ID for a particular homework 
This function can read in the results of all problems attempted by every student for the 
given homework, the latter being identified by its ID. It employs the same RESPONSE 
table as mentioned above. The information read in for each problem in the given set or 
homework is stored in a structure called Result. This Result structure for each problem is 
further stored as an object into an array called resArr. In short, the resArr array holds all 
the objects for the given set. For example, resArr[0] contains the object that has 
information about problem #1 in the given set. 
The function returns a hashtable that contains student ID and the result array as its fields. 
Therefore, each student identified by his ID will have a separate result array, which stores 
information as previously described.  
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APPENDIX D 
 
Generic Code Inspection Checklist 
 
Group ID:________________________________ 
 
Component Name:_________________________ 
 
 
__ Correct variable and array declarations 
 
__ Meaningful component name 
 
__ Source file introductory comments are properly formatted and completely filled out 
 
__ Descriptions for header and source file properly describe module functions 
 
__ Method separators and headers exist for every method 
 
__ Line counts are within acceptable limits (try to keep each module less than 
500LOC) 
 
__ All variables are described in appropriate locations 
 
__ Variable descriptions are accurate and in sufficient detail 
 
__ All declared local variables are used in the code 
 
__ Variable names are meaningful and unambiguous 
 
__ All variables are initialized before use 
 
__ Methods/Functions only perform one task 
 
__ Methods/Functions are properly commented for easy understanding 
 
__ External specifications of the method are easy to understand 
 
__ Spaces, parentheses, and continuation lines are appropriately used to make the code 
readable 
 
__ Correct indentation is used 
 
__ Error handling (try – catch blocks are employed and used correctly) 
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APPENDIX E 
 
Experimental Code Inspection Checklist 
 
Group ID:________________________________ 
 
Component Name:_________________________ 
 
The piece of code or component given to you is classified as a data-centric component. 
The results obtained from our research indicate that a data-centric component historically, 
has 60% control logic and 40% data faults (definitions next page). Thus, when 
performing a code walkthrough on such a component, one should make sure that the 
following issues have been addressed. 
 
__IF statements: 
 __Are attributes of the input parameters compared to correct values? 
__ Are variables used in the IF statements correct? 
__ Are correct values compared in the IF statements? 
__ Are strings compared using the equals () function (strings have to use equals 
())? 
__ Loop attributes: 
__ Correct initial values for the loop control variables 
__ Correct terminal values for the loop control variables 
__ Correct processing of the loop control variables  
__ Loops with exits (i.e., no infinite loops) 
__ Are the loop exit conditions checked accurately? 
__ Missing control/logic statements may cause improper functioning of the component 
__ Variables declared and initialized to correct values 
__ DB accessing statements refer to correct fields in the table 
__ Array attributes: 
__Correct array declarations 
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__Array subscript or index always begins from 0 (zero) in Java 
__ Initial value of the array reflects its default value  
__ Sufficient array space to store values for varying inputs 
__ Meaningful component name  
__ Source file introductory comments are properly formatted and completely filled out 
__ Descriptions for header and source file properly describe module functions 
__ Method separators and headers exist for every method 
__ Line counts are within acceptable limits (try to keep each module less than 
500LOC) 
__ All variables are described in appropriate locations 
__ Variable descriptions are accurate and in sufficient detail 
__ All declared local variables are used in the code 
__ Variable names are meaningful and unambiguous 
__ All variables are initialized before use 
__ Methods/Functions only perform one task 
__ Methods/Functions are properly commented for easy understanding 
__ External specifications of the method are easy to understand 
__ Spaces, parentheses, and continuation lines are appropriately used to make the code 
readable 
__ Error handling (try – catch blocks are employed and used correctly) 
 
Inspector #1 signature: ___________________________ Date: _____________ 
 
Inspector #2 signature: ___________________________ Date: _____________ 
 
Definitions: 
 
Data:  
Data, which form basic building blocks of any software, are stored in data structures such 
as constants, variables, arrays etc within the software. These data structures go through 
several stages before they are actually put into use. In most languages, the data structures 
are declared, defined, and represented before being used. Faults occurring due to errors in 
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any of these stages fall under this category. However, these faults are not due to incorrect 
computation. 
Control / Logic: 
The control and logic statements form the backbone of any software being developed. 
These statements are decision-making statements that cause the software to take a 
particular path or to remain in a specific state. Errors occurring in these statements can 
occasionally result in very expensive faults that can compromise software performance. 
Faults manifested due to errors in these statements fall under this category. 
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APPENDIX F 
 
Fault Report Sheet 
 
Difficulty in finding 
faults  
[check ( √ )the 
appropriate option] 
Line 
# 
Fault Description 
Easy Medium Hard 
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APPENDIX G 
 
Questionnaire 
 
 
1. Was the component description easy to understand? 
 
 
 
 
2. How much prior Java experience do you have? 
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APPENDIX H 
 
Survey Sheet 
 
1. What is your opinion about the experiment? 
 
 
 
2. Any suggestions on how to improve the experiment? 
 
 
 
3. Any feedback on the documents provided to you? 
 
 
 
4. Any suggestions to improve the documents? 
 
 
 
5. Do you think this code walkthrough session will be a useful experience? 
 
 
 
6. Do you have any work experience? 
 
 
 
7. How much experience do you have doing walkthroughs? 
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