We consider the tensor product of modules over the polynomial algebra corresponding to the usual tensor product of linear operators. We present a general description of the representation ring in case the ground field k is perfect. It is made explicit in the special cases when k is real closed respectively algebraically closed. Furthermore, we discuss the generalisation of this problem to representations of quivers. In particular the representation ring of quivers of extended Dynkin typeÃ is provided.
Introduction
Let k be a field. We consider the polynomial algebra k[x] as a bialgebra with
, defined by x → x ⊗ x. This defines a tensor product on the category of finite-dimensional left modules of k [x] . The objects in this category correspond to linear operators on finite-dimensional vector spaces and their tensor product is given by the usual tensor product of linear operators.
By the structure theorem for finitely generated modules over principal ideal domains we have the following result. t for all positive integers s, t and irreducible monic polynomials f, g, to determine V ⊗ W for all finite-dimensional k[x]-modules V and W , i.e. solve the Clebsch-Gordan problem for k [x] .
If k is algebraically closed this amounts to finding the Jordan normal form for the Kronecker product of any two Jordan blocks. In case k has characteristic zero this problem has been solved by many authors. The first to our knowledge is Aitken [1] . However, this reference seems relatively unknown as there are several independent solutions e.g. by Huppert [7] , and by Martsinkovsky and Vlassov [9] .
As is noted in [8] , this problem appears naturally in the construction of graded Frobenius algebras by Wakamatsu in [11] . Denote by J λ (l) the Jordan block of size l ∈ N \ {0} and eigenvalue λ ∈ k. For any two matrices A and B we write A ∼ B if A = T BT −1 for some invertible matrix T .
In positive characteristic we know of no explicit formula for the decomposition of J λ (l) ⊗ J µ (m) when λ, µ ∈ k \ {0}. However, Iima and Iwamatsu in [8] give an algorithm for computing the decomposition in this case. Also, we will later present an alternative method for achieving this.
The solution to the Clebsch-Gordan problem is encoded in the representation ring R of k [x] . As an abelian group R is freely generated by the isoclasses of indecomposable finite-dimensional k[x]-modules. In the present article we give a general description of R for any perfect ground field k. Under various restrictions on the ground field this description is then made more explicit.
General description of the representation ring
From here on, let K be the algebraic closure of k. To each k[x]-module V we associate the K[x]-module K ⊗ V . This allows us to reduce many problems to the algebraically closed case by using the following lemma due to Noether, see [2] . We include the proof for completeness. Lemma 1. Let F be an algebraic field extension of k and A an associative k-algebra with identity. Further let V and W be finite-dimensional A-modules. If F ⊗ V and F ⊗ W are isomorphic as F ⊗ A-modules, then V and W are isomorphic as A-modules.
Proof. First assume that F is finite-dimensional over k and let b 1 , . . . b n be a k-basis of F . As A-modules, F ⊗ V = n i=1 b i ⊗ V→ nV and F ⊗ W→ nW . Now assume that F ⊗ V and F ⊗ W are isomorphic as F ⊗ A-modules. Then they are also isomorphic as A-modules and nV→ nW . By the Krull-Schmidt Theorem, V→ W . Now assume that F is algebraic over k, but not necessarily finite. Let φ : F ⊗ V→ F ⊗ W be a F ⊗ A-module isomorphism and choose k-bases in V and W . These are also F -bases of F ⊗ V and F ⊗ W respectively. Let T be the matrix corresponding to φ in the chosen bases. Since F is algebraic over k there is a finite extension E of k that contains the elements of T . Hence T defines an E ⊗ A-module morphism E ⊗ V→ F ⊗ W . By our result in the previous paragraph, V→ W . Proposition 1. Let s and t be positive integers and f (x) ∈ k[x] irreducible with f (0) = 0. Then the following fomulae hold.
. We may assume that f is monic and thus f (x) =
By the Chinese Remainder Theorem,
by Theorem 2. We also obtain
if s t from Theorem 2. By Lemma 1, these fomulae also hold when we replace K by k.
From Proposition 1 follows that the elements
From now on we assume that k is perfect, i.e. all irreducible polynomials over k have distinct zeros. Let λ ∈ K \ {0} and l be a positive integer. The matrix J 1 (l) ⊗ J λ (1) is conjugate to λJ 1 (l), which in turn is conjugate to J λ (l) via a rescaling of the basis vectors. Hence
The following lemma extends this result to arbitrary perfect fields.
Lemma 2. For any positive integer s and irreducible polynomial
be irreducible and monic with f (0) = 0. Since k is perfect f (x) = λ∈Λ (x − λ) for some finite Λ ⊂ K \ {0} and
The result now follows from Lemma 1.
1. The sets R ′ andR are subrings of R.
, and Λ and M their respective sets of zeros in K. If
then the zeros in K of all h j (x), counting repetitions, are precisely the numbers λµ,
We proceed to show that R ′ andR are closed under multiplication. The matrix J 1 (s) ⊗ J 1 (t) is conjugate to I st + N for some nilpotent matrix N . Since every nilpotent matrix is conjugate to a direct sum of Jordan blocks with eigenvalue zero, we get
for some integers m i , and thus R ′ is a subring of R. Let f (x), g(x) ∈ k[x] be irreducible and monic with f (0) = 0 = g(0).
By the Krull-Schmidt Theorem, the only possibility is that d j = 1 and h j (0) = 0 for all j ∈ J. HenceR is a subring of R. Moreover, the zeros of the polynomials h j (x) are the products λµ of zeros of f (x) and g(x), as asserted in the second part of the proposition.
Define a ring structure on
Theorem 3. The Z-linear map
Moreover φ induces a bijection between Z-bases, and is therefore a bijection.
To show that φ is a ring morphism it is enough to check that φ((a ⊗ b)w) = φ(a ⊗ b)φ(w) for all a ∈ R ′ , b ∈R and w ∈ I. By Proposition 1,
Hence φ is an isomorphism of rings.
Since the structure of the ideal I is completely described by Proposition 1 and in fact does not depend on the ground field k, Theorem 3 reduces the problem of describing R to describing each of the rings R ′ andR.
Explicit description of the representation ring
In this section, we investigate the structure of the rings R ′ andR. It turns out that the ring R ′ only depends on the characteristic of k and when k is algebraically or real closed the ringR has a fairly simple description. We also present the explicit Clebsch-Gordan formulae for the decomposition of the tensor product of arbitrary finite-dimensional k[x]-modules, in case k is real closed.
The ring R
s by V s for all s 0, and set v s = [V s ]. In particular, v 0 = 0 and v 1 = 1 in R. Recall that R ′ is a subring of R and freely generated, as an abelian group, by the set V = {v s | s 1}.
We start with a description of R ′ in characteristic zero, derived form Theorem 2. It is included here to contrast the case of positive characteristic.
Theorem 4. Assume that the characteristic of k is zero. The ring morphism
Proof. Let Z s be the span of the elements v t , where 1 t s. By Theorem 2,
for all positive integers s. In particular
We show by induction that v s 2 ∈ v s+1 + Z s for all s 0, from which the theorem follows. First note that v
Note that f s (T ) = φ −1 (v s ) satisfies the recurrence relation
and
, and
Hence the polynomials f s+1 (2T ) = U s (T ) are the Chebyshev polynomials of the second kind. By Theorem 4, the ring R ′ is generated by the single element v 2 in case the ground field k has characteristic zero. As we shall see, this is very far from the behaviour of R ′ in positive characteristic. Assume that k has characteristic p > 0. We proceed to describe R ′ by relating it to the representation rings of cyclic p-groups, which are described by Green in [4] . Let α ∈ N and σ α be a chosen generator of C α , the cyclic group of order q = p α . Denote the representation ring of kC α by A α . The indecomposable kC α -modules are classified by the modules 
Proposition 3. Assume that the characteristic of k is
Proof. As abelian groups A and R ′ are freely generated by the elements u s and v s respectively. It therefore suffices to check that φ respects multiplication.
Let α ∈ N, q = p α and 1 s q. The kC α -module kC α /(σ α − 1) s has the basis {(σ α − 1)
Hence σ α has the matrix J 1 (s) in the aforementioned basis. Thus, if J 1 (s)⊗J 1 (t) has the Jordan decomposition
On the other hand we also have
From Proposition 3 we deduce that R ′ is not generated by any finite subset.
We immediately obtain the following translation of [4, Theorem 3]:
Moreover this equation defines the multiplicative structure of R ′ .
It follows that R
. From it we obtain the restriction functor Res : kC α+1 −mod → kC α −mod and its left adjoint, the induction functor Ind : kC α −mod → kC α+1 −mod, where kC α − mod denotes the category of all finite-dimensional kC α -modules. Let 1 s p α+1 and write s = tp + r for some 0 r < p. It is straightforward to show that
Also, for 1 s p α it holds that Ind(kC α /(σ α − 1)
ps . Furthermore, recall that for all kC α+1 -modules V and kC α -modules W the following formula holds:
By Proposition 3, The functors Ind and Res induce Z-linear maps ι : R ′ → R ′ and ρ : R ′ → R ′ respectively. From the observations above we obtain the following lemma: Lemma 3. Let s ∈ N and write s = tp + r for some 0 r < p. Further, let v, w ∈ R ′ . Then the following formulae hold
From Lemma 3 follows that for each α ∈ N the image V α of ι α is spanned by all elements of the form v p α s . Moreover, V α ⊂ R ′ is an ideal.
Proof.
On the other hand note that
Hence w α+1 ι(v) = ι(w α v) and thus for any sequence of natural numbers (α i )
By induction, the right hand side equals ι α ( n i=1 w αi ) and thus V α ⊂ (v p α ). Even though we have quite a lot of information about the ring R ′ , the problem of decomposing J 1 (s) ⊗ J 1 (t), or equivalently writing v s v t as a linear combination of the elements of V, remains. Below we shall describe a method of doing this by translating between polynomials in the elements of W and linear combinations of the elements of V.
To write the elements of V as polynomials in the elements of W we proceed as follows. Let s > 1 and write s = q + r for some α ∈ N and 1 r (p − 1)q, where again q = p α . By Theorem 5,
Since r, s−2r and s−2q are all strictly smaller than s, repeated use of Equation (1) will eventually yield v s written as a polynomial in the elements of W, e.g. for p = 3,
Theorem 5 describes how to write w α v r as a linear combination the elements v s , where s p α+1 , for all r p α+1 . This yields a method for writing polynomials in the elements of W as linear combination of the elements of V. Indeed, let (α i ) n i=1 be a sequence of natural numbers such that α i α i+1 . Then w α1 = v p α i +1 − v p α i −1 and we can write w α2 w α1 as a linear combination of the elements of V using Theorem 5. Moreover, since the v s that appear all have s p α2+1 p α3+1 we can do the same for w α3 w α2 w α1 . Continuing in this fashion we will eventually obtain w αn · · · w α1 written as a linear combination of the elements of V. To illustrate: if p = 3, then
To find the explicit decomposition of v s v t one can write both v s and v t as polynomials in the elements of W using Equation (1), multiply the polynomials obtained and then use the method described above to write the result as a linear combination of the elements of V. Alternatively one can use the algorithm presented in [8] , which in most cases probably is quicker.
The ringR
As an abelian group,R is freely generated by its elements [k[x]/f (x)], f (x) being a monic, irreducible polynomial with f (0) = 0. Let P = P k be the subset of k(x) formed by all quotients f (x)/g(x), where f (x) and g(x) are monic polynomials with non-zero constant term. Clearly, P is an abelian group under multiplication, isomorphic to (R, +) via the map
where
We now define a ring structure on P as follows: Given monic, irreducible polynomials f (x), g(x) ∈ k[x] with f (0) = 0 = g(0), define
where Λ and M are the sets of zeros in K of f (x) and g(x) respectively. Since the polynomials of this type freely generate (P, ·), this definition extends to the entire P by linearity. Statement 2 of Proposition 2 implies, that this is precisely what is needed to match the multiplicative structure inR. Thus we get the following proposition.
Proposition 5. The operation ⋆ defines a ring structure on P . With this structure, the map given by (2) is an isomorphism of rings.
Note that deg(f ⋆ g) = deg f deg g. Shifting for a moment focus to K, the algebraic closure of k, we observe that the ring P K is freely generated, as abelian group, by {x − λ | λ ∈ K ι }, where
is the group of invertible elements in K. From the definition of the multiplication in P K we find that P K is isomorphic to ZK ι , the group ring of K ι , via (x − λ) → λ. Let G = G(K/k) be the absolute Galois group of k. Then G acts on P K , by transforming the coefficients of elements in P K . Hence we obtain a G-action on ZK ι , which in fact comes from the natural G-action on K ι . Proposition 5 yields the following corollary:
There is an isomorphism of rings:
G denotes the ring of invariants under G.
Proof. The ring P k is a subring of
, where f (x) and g(x) are monic polynomials with non-zero constant term. Then q(x) is fixed by G if and only if q(x) ∈ K G (x) = k(x).
G the result follows from Proposition 5.
Assume f (x) and g(x) are irreducible polynomials in P . In studying the product f (x) ⋆ g(x), we may consider their zeros in splitting fields, instead of in the algebraic closure K. Thus let E be a splitting field of f (x)g(x), and B and C the splitting fields inside E of f (x) and g(x) respectively. Denote by Λ ⊂ B the set of zeros of f (x) and by M ⊂ C the set of zeros of g(x). Set
We first consider the case when B and C are linearly disjoint, that is, when F = k. Proposition 6. Suppose F = k, and let λ ∈ B and µ ∈ C be zeros of f (x) and g(x) respectively. Now
is a common divisor of deg f and deg g. Moreover, k contains l distinct lth roots of unity. In particular, l cannot be a multiple of char k.
Proof. Let G = G(E/k) be the Galois group of the extension E ⊃ k. The Fundamental Theorem of Galois theory implies (see e.g. [10, Corollary 91] ) that the map
is an isomorphism of groups. Hence
Thus the set of zeros of f (x) ⋆ g(x) equals the set of zeros of m k (λµ)(x). As the latter polynomial is irreducible, this means that f (x) ⋆ g(x) = m k (λµ)(x) l for some positive integer l.
Now there exist precisely l distinct elements λ 1 , . . . , λ l ∈ Λ with corre-
First note that multiplication with any a i permutes Λ. Because for any α ∈ Λ, there exists a σ ∈ G(B/k) such that α = σ(λ), and hence a i α = a i σ(λ) = σ(α i λ) = σ(λ i ) ∈ Λ. This implies that a By symmetry, multiplication with
is invariant under the C mi -action. Since every orbit has length m i , l is a multiple of m i . It follows that a i is a lth root of unity. We conclude, that a i , i = 1, . . . , l are distinct lth roots of unity.
Considering a primitive lth root of unity a i , we have m i = l. Since C mi acts faithfully on Λ, l divides |Λ| = deg f . By an analogous argument, l | deg g.
. If char k = p > 0, then k has only one pth root of unity. Thus for l ∈ pZ, there cannot exist l different lth roots of unity in k.
As for the general case, f (x) and g(x) may be decomposed into irreducible factors over F : f (x) = i f i (x) and g(x) = j g j (x). Taking λ i ∈ B and µ j ∈ C to be zeros of f i (x) and g j (x), by Proposition 6 we get
, even though their product is.
The following result tells how to combine the factors m F (λ i µ j )(x) in Equation (4) to obtain the irreducible factors of f (x) ⋆ g(x) over k. The Galois group G(F/k) acts on F [x] by transforming the coefficients. If σ ∈ G(F/k) is an automorphism, the the image of p(x) ∈ F [x] under σ is denoted by σ * p(x).
Proof. Since B and C both are Galois extensions of k, so is F = B ∩ C. Hence σ(F ) = F for all σ ∈ G(E/k), and the restriction map G(E/k) → G(F/k), σ → σ| F is an epimorphism of groups. By Equation (3), we have
As an illustration of the above, we consider the case when deg f = deg g = 2. Here, [B : k] = [C : k] = 2, and G(B/k) = σ and G(C/k) = τ are cyclic of order two. We have (1, 4) }. The case l = 2 occurs when the zeros of
have multiplicity two, whereas l = 1 means that f (x) ⋆ g(x) is irreducible, and thus has distinct zeros. Since σ(λ)µ = λµ = λτ (µ), it follows that l = 2 if and only if λµ = σ(λ)τ (µ). If so, then
= a ∈ B ∩ C = k, and thus λ = aσ(λ), and λ 2 = aλσ(λ) ∈ k. Similarly, µ 2 ∈ k. This implies that f (x) = x 2 − b and g(x) = x 2 − c for some b, c ∈ k \ {0}. Conversely, it is clear that if f (x) and g(x) have this form, then σ(λ) = −λ and τ (µ) = −µ, hence σ(λ)τ (µ) = λµ and l = 2.
Assume instead F = B = C, and let κ be the non-trivial automorphism of
where h 1 (x) = (x − λµ)(x − κ(λµ)) and h 2 (x) = (x − λκ(µ))(x − κ(λ)µ) are distinct polynomials in k [x] . Certainly, h 1 (x) is reducible if λµ ∈ k and h 2 (x) is reducible if λκ(µ) ∈ k. If both h 1 (x) and h 2 (x) are reducible, then (λ+κ(λ))µ = λµ+κ(λ)µ ∈ k and thereby, since λ+κ(λ) ∈ k and µ ∈ k, κ(λ) = −λ. Similarly, κ(µ) = −µ in this case. Hence f (x) ⋆ g(x) splits into linear factors if and only if f (x) = x 2 − b and g(x) = x 2 − c for some (non-squares) b, c ∈ k. As an example, let k = R and
2 , and thus
We find it notable that the irreducible factors in this product occur with different multiplicities.
Clebsch-Gordan formulae over real closed fields
We conclude this section by stating the Clebsch-Gordan formulae for endomorphisms over real closed fields. Apart from the existing solution for algebraically closed fields of characteristic zero, this is the only situation in which we have been able to obtain completely explicit formulae for the structure of the representation ring. Partly, this is due to the fact that over fields which are not algebraically nor real closed, no convenient description of the irreducible polynomials is known, and hence, not even a basis for the ringR can be explicitly written down. As for algebraically closed fields of positive characteristic, the behaviour of R is completely determined by the subring R ′ . Here one could in principle hope to find a closed formula for the product v i v j , improving upon the recursive descriptions given in this article and in [8] .
A field is, by definition, real closed if it has index two in its algebraic closure. Any real closed field has characteristic zero, and the algebraic closure is obtained by adjoining the square root of minus one. Assume, for what remains of this section, that k is real closed, and that i ∈ K is a square root of minus one. Let λ →λ denote the non-trivial automorphism of K over k.
Any indecomposable endomorphism of a finite-dimensional vector space over k can be written, in a suitable basis, either as a Jordan block J λ (l) with λ ∈ k, or asR
is completely governed by Theorem 2. Thus, to find the decomposition ofR λ (l) ⊗R µ (m), is suffices to determine the decomposition of R λ ⊗ R µ . As we shall see, this problem was essentially solved in the previous section.
Theorem 6. Assume k is real closed. Let l and m be positive integers, and λ, µ ∈ K non-zero elements. The following formulae hold:
Proof. The two first relations are immediate, since J λ (1) is simply a scalar. For the remaining three, set f (x) = m k (λ)(x) = (x − λ)(x −λ) and g(x) = m k (µ)(x) = (x − µ)(x −μ), where λ, µ ∈ K \ k. The problem is to determine the decomposition of f (x) ⋆ g(x) into irreducible factors over k. Clearly, K is a common splitting field of f (x) and g(x). Hence, we are in the situtation treated the second to last paragraph of Section 3.2.
The polynomial f (x) ⋆ g(x) = h 1 (x)h 2 (x) decomposes into linear factors if and only if both f (x) and g(x) have trace zero, i.e., if λ, µ ∈ span k {i}. In this case,
, which corresponds to the third relation above.
The condition λµ ∈ k is equivalent toλ ∈ span k {µ}. Hence, h 1 (x) is reducible, but h 2 (x) irreducible, precisely whenλ ∈ span k {µ} and λ, µ ∈ span k {i}. This gives the fourth clause in the theorem. Similarly, clause five corresponds to the the case when h 1 (x) is irreducible and h 2 (x) reducible. In the remaining situation, h 1 (x) and h 2 (x) are both irreducible, giving
Representation ring ofÃ n
In this section we consider the generalisation of the representation ring of k[x] to the representation rings of quivers.
A quiver Q is an oriented graph, i.e. it consists of a set of vertices Q 0 , a set of arrows Q 1 and two maps t, h : Q 1 → Q 0 , mapping each arrow α to its tail x = tα and head y = hα respectively. We depict this by x α → y. Let Q be a quiver. A representation V of Q over k consists of a finitedimensional vector space V x over k, for each x ∈ Q 0 and a k-linear map V (α) : V x → V y , for each arrow x α → y in Q. The direct sum and tensor product of quiver representations are defined pointwise and arrowwise, i.e. for representations V and W of Q,
A quiver representation is indecomposable if it is non-zero and only decomposes trivially into a direct sum of two subrepresentations. Since the tensor product is distributive over direct sums, we can define the representation ring R(Q) similarly as for k [x] . See [5] for details. Let Q be the loop quiver:
The representations of Q correspond naturally to linear operators and thus to k[x]-modules. In fact this correspondence extends to an additive equivalence of categories that respects the tensor product. Hence R(Q)→ R.
We will now extend our results on R to the representation rings of quivers of extended Dynkin typeÃ. Let n ∈ N and Q be a quiver of typeÃ n , i.e. a quiver whose underlying graph is a 0 α0 { { { { { { { { a 1 α1 · · · αn−1 a n αn C C C C C C C C Recall the well-known classification of indecomposable representations of Q, which can be found in [3] . For integers i and j such that i j we define the representation S(i, j) of Q as follows. For each x ∈ Q 0 the vector space S(i, j) x has the basis {e s | i s j, s ≡ x mod n + 1}. Thus x∈Q0 S(i, j) x has the basis {e s | i s j}. The linear map S(i, j)(α) maps a basis vector e s ∈ S(i, j) tα to e s+1 or e s−1 depending on the orientation of α. For all i, j ∈ Z set i ∧ j = min{i, j}. Further, for each q ∈ Q denote the integer part of q by [q] . The following result solves the Clebsch-Gordan problem for Q.
with relations βα = αβ = α n = β n = 0, in the sense that the Clebsch-Gordan problem for this quiver with relations contains the Clebsch-Gordan problem for k[x] as a subproblem [6] . 
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