Relative Error of Scaled Poisson Approximation via Stein's Method by Tan, Yue et al.
Applied Probability Trust (11 October 2018)
RELATIVE ERROR OF SCALED POISSON APPROXIMATION
VIA STEIN’S METHOD
YUE TAN,∗ Cardinal Health
YINGDONG LU,∗∗ IBM Research
CATHY H. XIA,∗∗∗ The Ohio State University
Abstract
We study the accuracy of a scaled Poisson approximation to the weighted
sum of independent Poisson random variables, focusing on in particular the
relative error of the tail distribution. We establish a moderate deviation
bound on the approximation error using a modified Stein-Chen method.
Numerical experiments are also presented to demonstrate the quality of the
approximation.
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1. Introduction
Weighted sum of independent Poisson random variables (r.v.’s) is a probabilistic en-
tity that plays a crucial role in a wide variety of applications, such as epidemiology [12],
physics [3], computer science [25], reliability, and biology. A traditional approach of its
quantification is to use the normal approximation by matching the first two moments,
which can be effective when the mean is large. In [14], the authors propose a scaled
Poisson approximation which matches the first two moments after a scaling. That is,
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the distribution of S, a weighted sum of independent Poisson random variables with
mean µ = E[S] and variance σ2 = V ar(S), is approximated by that of a Poisson
random variable Akµ multiplied by a scalar 1/k, namely,
S ≈d 1
k
Akµ, where k =
µ
σ2
, (1)
and Aλ denotes a Poisson random variable with mean λ. This way, the first two
moments of S are matched by that of the approximation. Through numerical experi-
ments, [14] reports that this approach gives a more accurate tail approximation than
the normal approximation. Moreover, the approximation is often more conservative
which serves certain types of application well, see, e.g. [14, 16, 24]. However, no
theoretical analysis on the quality of this approximation has been given nor is the
approximation error well understood. It is the purpose of this paper to address these
issues in the framework of Stein-Chen method.
Stein’s method is a powerful tool for bounding the error of an approximating
distribution to an unknown distribution. It relies on a Stein’s operator A specified
for a given distribution Q such that a r.v. Z follows distribution Q (written as Z ∼ Q)
if and only if E(Af)(Z) = 0 for all real-valued functions f defined on the range of Z.
If the distribution of a r.v. W can be well approximated by Q, then E(Af)(W ) ≈ 0.
The method solves the so-called Stein’s equation
Af(w) = h(w)− Eh(Z), (2)
where h(·) is a given metric function such that the probabilistic behavior of W can
be represented as E[h(W )]. Given a solution fh to the Stein’s equation (2), the error
of approximating E[h(W )] by E[h(Z)] can then be estimated by studying EAfh(W ).
The method was first introduced by Charles Stein in 1972 [23] to study the normal
approximation (to the distribution of a sum of dependent r.v.’s) and later extended
to handle Poisson approximations by Chen [9]. Since then, Stein’s method applied
to Poisson approximations is also referred to as the Stein-Chen method. The method
has since been extended to study many other approximating distributions including
binomial distribution [13], compound Poisson distribution [2], multinomial distribution
[19], Gamma distribution [20], geometric distribution [22], etc. Recent applications of
the method also include [8], [26], [18, 11], and [6, 5].
3In this paper, we focus on using the Stein-Chen method to develop error bounds
on quality of the scaled Poisson approximation (1). Since the scalar k is typically not
integer-valued, it makes the distribution comparison of the two random variables much
harder. For example, the conventional Stein’s operator:
Af(w) = f(w + 1)− wf(w), (3)
frequently used in studying Poisson approximations [9, 1, 10] would no longer work
since the operator only acts on functions f defined on the integers. Instead, we show
that, when the scalar is a rational number with k = nm , we need a new Stein’s operator
specified for Aˆλ = mAλ that acts on functions f defined on a proper lattice of integers:
Af(w) = λmf(w +m)− wf(w). (4)
This also requires us to obtain new estimates on the solution to Stein’s equation, and
new error bounds relative to the tail of a Poisson distribution, which form the most
technical part of the paper. Some of these results are of combinatorial nature, will
have more broad implications, and should be of independent interests.
By applying Stein’s method on a lattice, we derive moderate deviations bounds on
the relative errors of scaled Poisson approximation to the sum of a sequence locally
dependent Bernoulli r.v.s and to the weighted sum of independent Poisson r.v.s. The
moderate deviations results in general, as pointed out in [17], characterize the asymp-
totic behavior of a partial sum in a scaled set when the scaling factor is between those
of the large deviations and central limit theorem. Equivalently, it can be stated as a
polynomial bound of the relative error of the tail approximation to the partial sum
by a known distribution, e.g. normal distribution, with the variable being confined
to certain range. For example, the classic result of Petrov [7] states that, there exist
constants C, and a0, such that,
P [Wn > x]
1− Φ(x) − 1 ≤ C
1 + x3√
n
, Wn =
X1 +X2 + . . .+Xn√
n
,
for 0 ≤ x ≤ a0n1/6 with Xi being independent and identically distributed random
variables with zero mean and unit variance. Here Φ(x) is the cumulative density
function of the standard normal distribution. It can be understood that for each fixed
n, the deviation of the tail of Wn from the normal distribution can be controlled by
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a polynomial for a range of x, and this range will grows to infinity as n grows. Our
results provide precisely the similar estimations for weighted Poisson summations.
Our work is also closely related to the Poisson approximation to a large sum of
locally dependent Bernoulli r.v.s. Previous studies include Arratia, Goldstein and
Gordon [1] and Chen, Fang and Shao [10], where the former derived a total distance
bound, and the latter proved a moderate deviations bound on the error of Poisson
approximation. In both studies, the conventional Stein’s operator (3) was used, which
would not work for the scaled Poisson approximation. We want to point out that,
while our problem has its own unique feature, our approach is similar to that of Chen,
Fang and Shao [10] in deriving moderate deviations bounds. Also, we obtain the same
order of estimations as those for Poisson approximation studied in [10]. A moderate
deviations study using Stein’s method is also carried out in [4] to quantify the error
of approximating the steady-state behavior in an Erlang-C model via a continuous
variable obtained from a variational analysis of the generator of the Markov chain that
are associated with the Erlang-C model. Finally, we would like to emphasize that while
the approximation method (one Poisson as a replacement for a linear combination of
Poisson) has been widely used in practice, we believe that this is the first work to
quantify the error in the tail estimation for this method.
The rest of the paper is organized as follows. In Sec. 2, we present the main results
of the paper; in Sec. 3, the approach of the modified Stein-Chen method is introduced,
and the basic arguments of the proof for the main results are presented; technical
results essential to the development of the modified Stein-Chen method are collected
in Sec. 5. The paper is concluded in Sec. 7 with summary and ongoing research.
2. Main Results
2.1. Scaled Poisson Approximation
Throughout the paper, we denote a Poisson random variable with mean λ as Aλ.
Consider a weighted sum of the R independent Poisson r.v.’s, namely,
S =
R∑
r=1
brAνr , (5)
5where Aνr , r = 1, . . . , R, are independent Poisson random variables with mean νr, and
br, r = 1, . . . , R, are a set of positive weights. Let µ = E[S], and σ
2 = V ar(S). The
mean and variance of S can be easily calculated, with
µ =
R∑
r=1
brνr, σ
2 =
R∑
r=1
b2rνr.
Without loss of generality, we assume that br’s are distinct and 0 < b1 < b2 < · · · < bR.
If there exist r and s such that br = bs, one can simply merge the two classes into one
as brAνr + bsAνs
d
= brAνr+νs .
We apply a scaled Poisson approximation to S as introduced in (1) such that the
first two moments are matched. That is, S is approximated by a Poisson random
variable Akµ scaled by
1
k , where k =
µ
σ2 . Since k is in general not integer-valued, a
more rigorous way to represent the approximation is:
P (S ≥ y;µ, σ2) ≈ 1−Q(ky, kµ) ≈ 1− P (Akµ < ky), (6)
where Q(x, λ) =
∫∞
λ
tx−1e−tdt/Γ(x) is the incomplete Gamma function and can be
considered as the continuous relaxation of P (Aλ < x) [21].
Throughout the paper, we assume all br’s are rational, and k is rational. In the
remainder of the paper, however, we further assume that the weights br’s are positive
integers because of the following reasons. Assume br’s are rationals, we can find a
large enough integer B such that br =
bˆr
B , and bˆr’s are all integers, for r = 1, ..., R.
In this case, µ = µˆB , σ
2 = σˆ
2
B2 , and k = Bkˆ, λ = kµ = kˆµˆ = λˆ. Therefore, showing
S ≈d 1kAkµ is equivalent to showing that BS ≈d 1kˆAkˆµ, where BS =
∑R
r=1 bˆrAνr with
all the weights being positive integers.
2.2. Approximate Aλ via Bernoulli Sum
. We approximate each Aνr by the sum of M
∗ independent and identically dis-
tributed (i.i.d.) Bernoulli random variables for a large integer M∗ > 0, namely,
Aνr ∼
∑M∗
j=1X
(r)
j , where
X
(r)
j ∼ Bernoulli(prM∗), j = 1, . . . ,M∗, (7)
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with prM∗ = νr/M
∗. Since all the br’s are positive integers, we can then approximate
S by the sum of the following sequence of Bernoulli r.v.’s:
b1︷ ︸︸ ︷
X
(1)
1 , . . . , X
(1)
1 ,
b1︷ ︸︸ ︷
X
(1)
2 , . . . , X
(1)
2 , . . . , . . . , . . . ,
b1︷ ︸︸ ︷
X
(1)
M∗ , . . . , X
(1)
M∗ ,
b2︷ ︸︸ ︷
X
(2)
1 , . . . , X
(2)
1 ,
b2︷ ︸︸ ︷
X
(2)
2 , . . . , X
(2)
2 , . . . , . . . , . . . ,
b2︷ ︸︸ ︷
X
(2)
M∗ , . . . , X
(2)
M∗ ,
...
...
...
bR︷ ︸︸ ︷
X
(R)
1 , . . . , X
(R)
1 ,
bR︷ ︸︸ ︷
X
(R)
2 , . . . , X
(R)
2 , . . . , . . . , . . . ,
bR︷ ︸︸ ︷
X
(R)
M∗ , . . . , X
(R)
M∗ .
(8)
Since eachX
(r)
j is repeated exactly br times (i.e., with br identical copies), j = 1, ...,M
∗,
we have a sequence of locally dependent Bernoulli r.v.s. We denote the corresponding
sequence Xi, i = 1, . . . , N
∗ with N∗ =
∑R
r=1 brM
∗. For simplicity, denote the Bernoulli
parameter for Xi as pi, and its associated number of identical copies as bi. Let
W =
N∗∑
i=1
Xi. (9)
It is easily verified that:
N∗∑
i=1
pi =
R∑
r=1
brp
r
M∗M
∗ =
R∑
r=1
brνr = µ, (10)
N∗∑
i=1
bipi =
R∑
r=1
b2rp
r
M∗M
∗ =
R∑
r=1
b2rνr = σ
2. (11)
For large µ, we can easily establish that
min(1, µ−1)
N∗∑
i=1
pi = O(1), min(1, µ
−1)
N∗∑
i=1
bip
2
i = O(µ
−1). (12)
Based on the well known result that a Poisson random variable can be well approxi-
mated by the sum of i.i.d. Bernoulli random variables for sufficient large M∗, in which
case, large deviations results exist [1], the following lemma is then immediate.
Lemma 2.1. For Bernoulli sum W =
∑n∗
i=1Xi with Xi’s given by (8), there exist
constant C1 and C2 > 0, such that, for any y > 0:
C1 ≤
∣∣∣∣P(W > y)P(S > y)
∣∣∣∣ ≤ C2.
7Lemma 2.1 states that the tail distributions of W and S are in the same order, thus
the approximation of P (W > y) to P (S > y) becomes asymptotically exact as y grows
large. In order to quantify the quality of approximation S ≈d 1kAkµ, we first establish
error bounds on the quality of approximation W ≈d 1kAkµ for large µ.
2.3. Statement of Main Results
Since k is rational, one can represent k as k = n/m, where m,n ∈ N and are relative
prime. We therefore focus on establishing error bounds on the quality of approximation
nW ≈d Aˆλ for large λ, where λ = kµ, and Aˆλ = mAλ. Note that both nW and Aˆλ
are now integer-valued, this enables us to develop a modified Stein-Chen method and
establish an error bound on the deviation of the two tail distributions.
Our main results are stated in the following theorem.
Theorem 2.1. (Main Result.) Consider the Bernoulli sum W =
∑N∗
i=1Xi with Xi’s
given by (8). For any positive integer y ≥ λ, there exists constants c and C3, such that
for
[(
1 + (y−λ)
2
2λ
)
(1 +
∑R
r=r∗+1(Kr − 2)δr) + (1 + log y)
]
< c, we have,∣∣∣∣∣P [nW ≥ my]P [Aˆλ ≥ my] − 1
∣∣∣∣∣ ≤ C3
[(
1 +
(y − λ)2
2λ
)
(1 +
R∑
r=r∗+1
(Kr − 2)δr) + λ(1 + log y)
]
,
(13)
where δr = brνr/µ, Kr = dkbre and r∗ is the largest r such that nbr ≤ m. Furthermore,
for S, a weighted sum of Poisson r.v.s as given by (5), there exists a constant C4, which
depends on C1, C2, and C3, and under the same condition, we have,∣∣∣∣∣P [nS ≥ my]P [Aˆλ ≥ my] − 1
∣∣∣∣∣ ≤ C4
[(
1 +
(y − λ)2
2λ
)
(1 +
R∑
r=r∗+1
(Kr − 2)δr) + λ(1 + log y)
]
.
(14)
It is apparent that (14) follows immediately from (13) and Lemma 2.1, so we only need
to prove (13) in the following.
The proof of Theorem 2.1 follows, in general, the Stein-Chen method for moderate
deviations analysis which, for example is also used in [10] and [4]. More specifically,
we will define the Stein operator and identify the solution to the Stein equations for
the scaled Poisson random variables in Sec. 3. Then the proof will be focus on the
estimation of the key quantity of fh(mj)−fh(mj+`)P (Aλ>y) for any y > 0, and integers j, `, with
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the function fh(·) being the solution to the modified Stein equation. Once we can
quantitatively bound the growth of this quantity, Theorem 2.1 naturally follows.
As we can see that there are two parameters, one related to the position on the lattice
(j), and one related to points within two lattice points (`), due to the fact that the
scaled Poisson random variables are defined on the lattice. Similar estimations in [10]
and [4] only have one parameter, which roughly corresponds to that of position on the
lattice. The presence of an extra parameter requires us to derive separate estimations
for different combinations of two parameters, corresponding to the difference of the
Stein functions on the lattice points and cross the lattice points. These estimations are
carried out in Sec. 5.1 with the help of a version of the size-bias coupling technique
streamlining the arguments.
3. Modified Stein-Chen Method
Consider the approximation nW ≈d Aˆλ where W =
∑N∗
i=1Xi is a Bernoulli sum of
locally dependent Xi’s given by (8), Aˆλ = mAλ, λ = kµ, and k = n/m. We present a
modified Stein-Chen method that will help establish an error bound on the deviation
of the two tail distributions.
3.1. Stein’s Method for Scaled Poisson Random Variable
Note that Aˆλ = mAλ is a scaled Poisson random variable that only takes values on
grid mZ+. The next Lemma establishes the Stein’s operator for Aˆλ.
Lemma 3.1. The Stein’s operator for Aˆλ is
Af(w) := λmf(w +m)− wf(w) (15)
That is, E(Af)(Aˆλ) = 0 for all real-valued functions f defined on the grid mZ+.
9Proof. From the definition of Aˆλ, we can see easily that,
E(Af)(Aˆλ) = λmE[f(mAλ +m))−mE[Aλf(mAλ)]]
= λmE[f(m(Aλ + 1))]−m
∞∑
j=0
f(mj)jP (Aλ = j)
= λmE[f(m(Aλ + 1))]−m
∞∑
j=1
f(mj)λP (Aλ = j − 1)
= λmE[f(m(Aλ + 1))]− λm
∞∑
j=0
f(m(j + 1))P (Aλ = j)
= λmE[f(m(Aλ + 1))]− λmE[f(m(Aλ + 1))]
= 0,
where the third equation makes use of the fact of λP (Aλ = j−1) = jP (Aλ = j),∀j ≥ 1.

For a given metric function h(·), the Stein’s equation for Aˆλ bears the following
form,
Af(w) = λmf(w +m)− wf(w) = h(w)− Eh(Aˆλ). (16)
Let fh be the solution to the above Stein’s equation. In order to study the deviation on
the distributions of nW and Aˆλ under metric h, it suffices to study E(Afh)(nW ) since
E(Afh)(nW ) = E[h(nW )]−E[h(Aˆλ)]. The following Lemma provides a representation
of fh. It will be used extensively in proving our main results. And its proof can be
found in Appendix A.
Lemma 3.2. The solution of (16) takes the following form,
fh(w) = −
∞∑
j=0
(λm)j∏j
`=0(w +m`)
[h(w +mj)− Eh(Aˆλ)] (17)
3.2. Size-biased coupling
We adopt a size-bias coupling argument similar to that is Goldstein and Rinott [15]
which will be helpful to study the quantity E(Afh)(nW ) = E[h(nW )]− E[h(Aˆλ)].
Let W =
∑
i∈J Xi, where J = {1, . . . , N∗}, X= {Xi}i∈J , with Xi ∼ Bernoulli(pi),
and are locally dependent as defined in (8). For a given Xi, there are bi identical copies
of Xi. Denote S(i) as the set that includes the indices of all these identical copies.
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Define Xij
d
= Xj |Xi=1, for all i, j ∈ J . That is, Xij is the conditional random
variable Xj given that Xi = 1. Define an index variable I with P (I = i) = pi/µ, i ∈ J ,
that is independent of X. Define W s =
∑
j∈J\S(I)X
I
j + bI , where X
I
j |I=i d= Xij , and
bI |I=i = bi. We then claim the following:
Lemma 3.3.
λmE[f(nW s)] = E[nWf(nW )]. (18)
Proof. From the definition of W s, we know,
λmE[f(nW s)] = λm
∑
i∈J
pi
µ
E[f(n
∑
j∈J\S(i)
XIj + nbI)|I = i]
=
∑
i∈J
npiE[f(n
∑
j∈J\S(i)
Xj + nbr|Xi = 1)]
=
∑
i∈J
piE[nXif(n
∑
j∈J\S(i)
Xj + n
∑
j∈S(i)
Xj)|Xi = 1]
=
∑
i∈J
piE[nXif(n
∑
j∈J
Xj)|Xi = 1]
=
∑
i∈J
E[nXif(n
∑
j∈J
Xj)]
= E[nWf(nW )].

Apply (18) to the Stein’s equation (16), we have,
E(Afh)(nW ) =λEh(nW )− Eh(Aˆλ)
=λmE[f(nW +m)]− E[nWf(nW )]
=λmE[f(nW +m)− f(nW s)]. (19)
Let ∆ := nW+m−nW s. Recall that W s = ∑j∈J\S(I)XIj +bI . Given I = i, we have
W s =
∑
j∈J\S(i)Xj + br, and W =
∑
j∈J\S(i)Xj + brXi. Thus, W −W s = br(Xi−1),
and ∆ = m+nbr(Xi−1). Since P (I = i) = pi/µ, P (Xi = 1) = pi, and I is independent
of X, we have:
∆ =

m w.p.
∑N∗
i=1
p2i
µ ,
m− nb1 w.p.
∑b1M∗
i=1
pi(1−pi)
µ ,
m− nbr w.p.
∑brM∗
i=br−1M∗+1
pi(1−pi)
µ , r = 2, . . . , R.
(20)
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Combine (19) and (20), the next lemma shows that E(Afh)(nW ) can be decomposed
by conditioning on the value that ∆ takes.
Lemma 3.4.
E(Afh)(nW ) = λmE[f(nW +m)− f(nW s)] = H0 +H1 + · · ·+HR,
where
H0 = λmE[(fh(nW +m)− fh(nW s))1∆=m], (21)
Hr = λmE[(fh(nW +m)− fh(nW s))1∆=m−nbr ], r = 1, . . . , R. (22)
The next lemma provides bounds on the probability of ∆ taking different given
values of W .
Lemma 3.5.
P [∆ = m− nbr|W = w] ≤ brνr
µ
=: δr, r = 1, 2, · · · , R.
Proof. For r = 1,
P (∆ = m− nb1,W = w) =
N∗∑
i=1
P (∆ = m− nb1,W = w|I = i)P (I = i)
=
b1M
∗∑
i=1
P (XI = 0,W = w|I = i)pi
µ
=
b1M
∗∑
i=1
P (Xi = 0,W = w)
pi
µ
≤
b1M
∗∑
i=1
P (W = w)
pi
µ
= P (W = w)
b1ν1
µ
.
Therefore,
P (∆ = m− nb1|W = w) = P (∆ = m− nb1,W = w)
P (W = w)
≤ b1ν1
µ
= δ1.
Similarly, we can derive the result for r ≥ 2. Note that δ1 + δ2 + · · ·+ δR = 1. 
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4. Proof of Main Results
Let h(w) = I{w : w ≥ my}, we have
E[h(nW )] = P (nW ≥ my),
and
P (nW ≥ my)− P (Aˆλ ≥ my) = Eh(nW )− Eh(Aˆλ) = EAfh(nW ),
recall that fh is the solution to the Stein’s equation given by Lemma 3.2.
Based on Lemma 3.4, the tail distribution discrepancy can be decomposed, i.e.
P (nW ≥ my)− P (Aˆλ ≥ my) = H0 +H1 + · · ·+HR, (23)
where H0, H1, ...,HR as given by (21) and (22).
In order to derive our moderate deviations result as stated in Theorem 2.1, we need
to obtain the upper bound of the following,∣∣∣P [nW ≥ my]
P [Aˆλ ≥ my]
− 1
∣∣∣ ≤ 1
P [Aˆλ ≥ my]
(|H0|+ |H1|+ ...+ |HR|).
Thus it suffices to derive bounds on |H0|, |H1|, · · · , |HR| separately.
We will first demonstrate how to derive bounds for the H’s in the special case when
R = 2 in subsection 4.1, and then discuss the general case in subsection 4.2.
4.1. Special case: R=2
Consider the case when R = 2 with b1 < b2. In this case, N
∗ = b1M∗+b2M∗. Based
on (23), the tail distribution discrepancy between nW and Aˆλ can be decomposed into
three terms H0, H1 and H2.
The following three lemmas establish bounds on |H0|, |H1|, and |H2| respectively.
Their proofs are presented in Section 5.
Lemma 4.1. There exists a constant C > 0 such that,
|H0| ≤ ηmyP (Aλ ≥ y)
(
C +
(y − λ)2
2λ
)
. (24)
where
ηmy := sup
mλ≤mr≤my
P (nW ≥ mr)
P (Aˆλ ≥ mr)
. (25)
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By (4.2) in [10],
sup
0≤mr≤my
P (nW ≥ mr)
P (Aˆλ ≥ mr)
≤ ηmy + C. (26)
Lemma 4.2. There exists a constant C > 0 such that,
|H1| ≤ Cδ1ηmyP (Aλ ≥ y) + λδ1(ηmy + 1)P (Aλ ≥ y)(C + log y). (27)
Lemma 4.3. We have,
|H2| ≤ δ2(K − 2)|H0|+ δ2
δ1
|H1|. (28)
Based on above lemmas, we are now ready to prove Theorem 2.1 in the case R = 2.
Proof of Theorem 2.1 for the case R=2. From inequalities (24), (27) and (28), we
can conclude that,∣∣∣P [nW ≥ my]
P [Aˆλ ≥ my]
− 1
∣∣∣ ≤ ηmy (C + (y − λ)2
2λ
)
(1 + (K − 2)δ2)
+ Cηmy + λ(ηmy + 1)(C + log y),
which we can write as,∣∣∣P [nW ≥ my]
P [Aˆλ ≥ my]
− 1
∣∣∣ ≤ C(ηmy + 1) [(1 + (y − λ)2
2λ
)
(1 + (K − 2)δ2) + λ(1 + log y)
]
.
By our assumptions, the desired estimation (13) can be obtained through recursion. 
4.2. General Case
Now consider the general case when R > 2. Based on (23), the tail distribution
discrepancy between nW and Aˆλ can be expressed as the sum of H0, H1, · · · , and HR.
As the proof is similar to the case when R = 2, we denote the H0, H1, H2 in the case
when R = 2 as H
(2)
0 , H
(2)
1 , and H
(2)
2 respectively.
It is not difficult to observe that H0 behaves in the same way as H
(2)
0 . For r ≥ 1,
there are two scenarios. When nbr ≤ m, 0 ≤ ∆ < m, which is within two neighboring
lattice points, thus Hr can be bounded similarly as H
(2)
1 ; when nbr > m, ∆ covers
multiple grids on the lattice structure, thus Hr would be bounded similarly as H
(2)
2 .
Assume r∗ is the last r such that nbr∗ ≤ m. For r ≤ r∗, we have
|Hr| ≤ CδrηmyP (Aλ ≥ y) + λδr(ηmy + 1)P (Aλ ≥ y)(C + log y) := δr|H∗|;
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For r > r∗, we have
|Hr| ≤ δr(Kr − 2)|H0|+ δr|H∗|
where Kr = dkbre. Therefore,
|P (nW ≥ my)− P (Aˆλ ≥ my)| ≤ |H∗|+
R∑
r=r∗+1
δr(Kr − 2)|H0|.
Based on inequalities (24), (27) and (28), we then have:∣∣∣P [nW ≥ my]
P [Aˆλ ≥ my]
− 1
∣∣∣ ≤ C(ηmy + 1)[(1 + (y − λ)2
2λ
)
(1 +
R∑
r=r∗+1
(Kr − 2)δr) + λ(1 + log y)
]
.
5. Proof of Technical Lemmas
In this section, we present a sequence of lemmas that provide important properties
of of function fh, and then present the detailed proofs for Lemmas 4.1, 4.2, and 4.3.
Throughout the paper, we use C to represent positive constants whose values may be
different at each appearance.
5.1. Properties of Stein’s solution fh
Let h(w) = I{w : w ≥ my}. Based on Lemma 3.2, fh, the function that solves the
Stein’s equation, takes the following form,
fh(w) = −
∞∑
j=0
(λm)j∏j
`=0(w +m`)
[h(w +mj)− P (Aˆλ ≥ my)].
We will analyze the behavior of fh(w) for the cases w ≥ my and w < my separately.
For w ≥ my, observe that h(w +mj) = 1 for all j ≥ 0. Thus,
fh(w) = −P (Aˆλ < my)
∞∑
j=0
(λm)j∏j
`=0(w +m`)
, for w ≥ my.
First, we claim the following lemma.
Lemma 5.1. For w ≥ my, fh(w) is a monotonically increasing function.
Proof. For any my ≤ w1 < w2, by definition,
f(w1)− f(w2) = −P (Aˆλ < my)
∞∑
j=0
(λm)j
(
1∏j
`=0(w1 +m`)
− 1∏j
`=0(w2 +m`)
)
< 0

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We then have the following lemma.
Lemma 5.2. For w ≥ my, we have
0 < fh(w + l)− fh(w) ≤ C
w
, for any l = 1, 2, ...,m.
Proof. Since fh(·) is monotonically increasing when w ≥ my, it suffices to show that
fh(w +m)− fh(w) ≤ Cw . Note that
fh(w)− fh(w +m)
P (Aˆλ < my)
= −m
w
∞∑
j=0
(mλ)j
j + 1
(w +m)(w + 2m) · · · (w +m(j + 1))
≥ −m
w
∞∑
j=0
wj
j + 1
(w +m)(w + 2m) · · · (w +m(j + 1))
= −m
w
∞∑
j=0
mj
(w
m
)j j + 1
mj+1( wm + 1)(
w
m + 2) · · · ( wm + (j + 1))
= − 1
w
∞∑
j=0
(w
m
)j j + 1
( wm + 1)(
w
m + 2) · · · ( wm + (j + 1))
≥ −C
w
.
where the last inequality is due to Lemma 4.1 of [10], and C is a positive constant. 
When w < my, there exists a j′, such that, h(w + mj) = 0 when j ≤ j′; and
h(w +mj) = 1, when j > j′. Define for l = 1, 2, . . . ,m,
gl(w) :=
fh(w)− fh(w + l)
P (Aˆλ ≥ my)
.
We have,
gm(w) =
1
λm
−
 j′∑
j=0
(λm)j∏j
`=0(w +m`)
− P (Aˆλ < my)
P (Aˆλ ≥ my)
∞∑
j=j′+1
(λm)k∏k
`=0(w +m`)
( w
λm
− 1
)
.
(29)
Then, the following estimation, as an extension of Lemma 4.3 in [10], can be obtained.
Lemma 5.3. For w < my,
gm(w) ≤ 1
λm
+
(
eλb wm − 1c!
mλb
w
m c
)∣∣∣∣w − λmλm
∣∣∣∣ . (30)
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The proof of Lemma 5.3 can be found in Appendix B.
Lemma 5.4. For w < my, we have,
|gl(w)| ≤
∣∣∣fh(w + l)− fh(w)
P (Aˆλ ≥ my)
∣∣∣ ≤ eλb wm − 1c!
mλb
w
m c
.
for l = 1, 2, . . . ,m− 1.
The proof of Lemma 5.4 can be found in Appendix C.
Lemma 5.5.
gl(mj)− gl(mj −m) ≥ 0 for any integer j ≥ 1. (31)
Proof. By definition, gl(mj)− gl(mj −m) can be written as
gl(mj)− gl(mj −m) = fh(mj)− fh(mj + l)
P (Aˆλ ≥ my)
− fh(mj −m)− fh(mj −m+ l)
P (Aˆλ ≥ my)
=
fh(mj)− fh(mj −m)
P (Aˆλ ≥ my)
− fh(mj + l)− fh(mj −m+ l)
P (Aˆλ ≥ my)
= gm(mj −m+ l)− gm(mj −m).
Define f(w) := mfh(mw), then f(·) is the solution to Stein’s equation for Poisson
distribution derived in [10], assuming the left hand side of (16) with w = mj, we have
λmfh(mj +m)−mjfh(mj) = λf(j + 1)− jf(j).
By definition,
gm(mj) = (fh(mj)− fh(mj +m))/P (Aˆλ ≥ my)
=
1
m
f(j)− f(j + 1)
P (Aλ ≥ y) .
By Lemma 4.3 in [10], mgm(w) is non-negative, non-decreasing in any w ≥ 1. There-
fore, gm(mj −m+ l)− gm(mj −m) ≥ 0, and gl(mj)− gl(mj −m) ≥ 0. 
Lemma 5.6.
E[gl(nW ∧my)] ≤ C(ηmy + 1)E[gl(Aˆλ ∧my)] (32)
Proof. First define gl(w) := 0 for 0 ≤ w < y.
gl(nW ∧my) = gl(0) +
y∑
j=1
(gl(mj)− gl(m(j − 1)))1nW≥mj .
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And since gl(mj)− gl(m(j − 1))) ≥ 0 for any integer j ≥ 1, we have
E[gl(nW ∧my)] = gl(0) +
y∑
j=1
(gl(mj)− gl(m(j − 1)))P (nW ≥ mj)
≤ C(ηmy + 1)E[gl(Aˆλ ∧my)].

5.2. Proof of Lemmas 4.1, 4.2 and 4.3
Now, we are ready to derive upper bounds for H0, H1 and H2 to obtain our main
result.
Proof of Lemma 4.1. Recall that H0 = λmE[(fh(nW + m) − fh(nW s))1∆=m], we
have,
|H0| ≤ λmE[|f(nW +m)− f(nW )|(1nW≥my + 1nW<my)|]
≤ λmP (nW ≥ my) C
my
+ λmE[|f(nW +m)− f(nW )|1nW<my|]
≤ λmP (nW ≥ my) C
my
+ λmP (Aλ ≥ y)E[|gm(nW )1nW<my|]
≤ λmηmyP (Aλ ≥ y) C
my
+ λmP (Aλ ≥ y)E[|gm(nW )1nW<my|]
≤ CηmyP (Aλ ≥ y) + ηmyP (Aλ ≥ y)
{
1 +
(y − λ)2
2λ
}
= ηmyP (Aλ ≥ y)
(
C +
(y − λ)2
2λ
)
The first inequality is due to Lemma 5.2; the second inequality follows from the
definition of gm; and the last inequality is derived using the arguments similar to
Lemma 4.5 in [10]. Based on Lemma 5.3, we can estimate,
E[|gm(nW )1nW<my|] ≤ ηmyE[|gm(Aˆλ)1Aˆλ<my|]
≤ ηmyE
[{
1
λm
+
(
eλb Aˆλm − 1c!
mλb
Aˆλ
m c
)∣∣∣∣∣ Aˆλ − λmλm
∣∣∣∣∣
}
1Aˆλ<my|
]
= ηmyE
[{
1
λm
+
(
eλ(Aλ − 1)!
mλAλ
) ∣∣∣∣Aλ − λλ
∣∣∣∣}1Aλ<y|]
≤ ηmy
{
1
λm
+
(y − λ)2
2mλ2
}

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Proof of Lemma 4.2. To bound H1, note that 0 < nb1 < m, hence,
|H1| ≤ λmδ1E[|f(nW +m)− f(nW + nb1)|(1nW+nb1≥my + 1nW+nb1≤my−1)]
≤ λmδ1P (nW ≥ my − nb1) C
my
+ λmδ1P (Aˆλ ≥ my)E [gm−nb1((nW + nb1) ∧ (my − 1))]
≤ λmδ1ηmyP (Aˆλ ≥ my − nb1) C
my
+ Cλmδ1(ηmy + 1)P (Aˆλ ≥ my)E
[
gm−nb1((Aˆλ + nb1) ∧ (my − 1))
]
≤ λmδ1ηmyP (Aλ ≥ y − 1) C
my
+ λmδ1(ηmy + 1)P (Aˆλ ≥ my)E
[
eλb Aˆλ+nb1m − 1c!
mλb
Aˆλ+nb1
m c
1Aˆλ+nb1<my
]
≤ λmδ1ηmyP (Aˆλ ≥ my)λ+ y
λ
C
my
+ λmδ1(ηmy + 1)P (Aˆλ ≥ my)E
[
eλ(Aλ − 1)!
mλAλ
1Aλ≤y−1
]
≤ Cδ1ηmyP (Aλ ≥ y) + λmδ1(ηmy + 1)P (Aˆλ ≥ my)
[
y−1∑
w=1
eλ(w − 1)!
mλw
e−λλw
w!
]
≤ Cδ1ηmyP (Aλ ≥ y) + λδ1(ηmy + 1)P (Aλ ≥ y)(C + log y)

Proof of Lemma 4.3. Note that nb2 > m, and
m
n
=
σ2
µ
= b1
b1ν1
µ
+ b2
b2ν2
µ
.
Then we have (K−1)m ≤ nb2 = kb2m ≤ Km, where K := dkb2e. When nW +m ≤
my − 1, assume the interval of length m contains the value of my is some interval
[nW+(j−1)m,nW+jm], j ∈ {2, 3, . . . ,K}, as illustrated in Figure 1. When nW+m ≤
Figure 1: When nW +m ≤ my−1, this figure illustrates the position of values my, nW +m
and nW + nb2. It helps explain the bound on H2 for the proof of our main result.
19
my − 1, we have,
|f(nW +m)− f(nW + 2m)| = gm(nW +m)P (Aˆλ ≥ my),
|f(nW + 2m)− f(nW + 3m)| = gm(nW + 2m)P (Aˆλ ≥ my),
· · ·
|f(nW + (j − 1)m)− f(nW + jm)| = gm(nW + (j − 1)m)P (Aˆλ ≥ my),
|f(nW + jm)− f(nW + (j + 1)m)| ≤ C
nW + jm
≤ C
my
,
· · ·
|f(nW + (K − 1)m)− f(nW + nb2)| ≤ C
nW + (K − 1)m ≤
C
my
.
Using the above bounds, similar to derivation of the bounds on H0 and H1, the bound
on H2 can be given by
|H2| ≤ λmδ2E[|f(nW + nb2)− f(nW +m)|]
≤ λmδ2E[|f(nW + 2m)− f(nW +m)|+ · · ·+ |f(nW + nb2)− f(nW + (K − 1)m)|]
≤ δ2(K − 2)|H0|+ δ2
δ1
|H1|.

6. Numerical Experiments
In this section, we demonstrate the performance of the proposed approximation to
weighted sum of independent Poisson random variables via a scaled Poisson random
variable. Overall, the scaled Poisson approximation provides more accurate and con-
servative approximations than normal approximation, similar to we have observed in
[24]. Furthermore, numerical evidences of interesting behavior of the tail probabilities
are observed, and will be studied in future research. For demonstration purpose, we
consider a special case withR = 2 where the exact value of the tail probability P (S > y)
can be derived (which is already computationally intensive for large values of y), so
that we can assess the quality of the approximation to the true value.
Consider a weighted sum S = Aν1 + bAν2 where Aν1 and Aν2 are independent
Poisson random variables with means with means ν1 and ν2, respectively, and b > 1 is
a positive integer. We would like to assess the quality of approximating P (S > y) via
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the scaled Poisson approximation P ( 1kAλ > y), especially for large values of λ and y,
where
µ = ν1 + bν2, σ
2 = ν1 + b
2ν2, k = µ/σ
2, and λ = kµ. (33)
We will examine both the absolute error
∣∣∣P ( 1kAλ > y) − P (S > y)∣∣∣ and the relative
error
∣∣∣1− P ( 1kAλ>y)P (S>y) ∣∣∣.
Assume ν1 = 100, ν2 = 30, and b = 10. Based on (33), we have: k = 4/31, µ = 400,
and λ = 1600/31. Clearly, k is a rational number with n = 4, m = 31, and k = n/m.
Let’s first consider the relative error
∣∣∣1 − P ( 1kAλ>y)P (S>y) ∣∣∣. Based on Theorem 2.1, the
upper bound (13) for the relative error becomes
C4
[(
1 +
(y − λ)2
2λ
)
+ λ(1 + log y)
]
, (34)
where the parameters in Theorem 2.1 are as follow: b1 = 1, b2 = 10, δ1 = 0.25,
δ2 = 0.75, K1 = 1, K2 = 2, and r
∗ = 1. Note that in (34), there are two key
parameters: Poisson parameter λ and tail parameter y. In the following set of numerical
experiments, we demonstrate how the relative error changes with respect to each
parameter when fixing the other.
First, we examine how the relative error changes as the tail parameter y increases
under a fixed Poisson parameter λ. In Figure 2, we plot the the exact values of the
relative error
∣∣∣1 − P ( 1kAλ>y)P (S>y) ∣∣∣ as a function of the tail parameter y. Observe that the
relative error grows in a polynomial order as y increases. This is in agreement with
our upper bound (34), which is dominated by polynomial term
(
1 + (y−λ)
2
2λ
)
for large
values of y. In fact, the relative error seems to follow a linear pattern, similar behavior
is observed in [4] for a related problem, so we would like to conjecture that a sharper,
that is linear, upper bound exists. Observe in Figure 2 that there is a repetitive
pattern causing the error moves within a “band”. This is because, when k = 4/31,
the true value P (Aλ > ky) stays unchanged for every 7 or 8 integer values on y. This
pattern resonates with Remark 1 in Section 2 that the key quantity of estimation
fh(mj)−fh(mj+`)
P (Aλ>y)
is built on a lattice, which is observed throughout our proof of the
main results.
Next, we study how the relative error changes as the Poisson parameter λ grows
where the tail parameter y is fixed at some large value. We assign a scaling factor N on
Poisson parameters such that ν′1 = Nν1 and ν
′
2 = Nν2. This way, k
′ stays unchanged,
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Relative Error with tail y
Figure 2: Relative error grows in a polynomial order as a function of the tail parameter y.
the parameters in the upper bound δi’s, Ki’s and r
∗ stay unchanged, except that
the Poisson parameter λ′ = Nλ, which grows linearly in N as N increases. Since
theorem 2.1 restricts that y ≥ λ′, λ′ is made to grow until reaching y. As shown in
Figure 3, we see that the relative error of the scaled Poisson approximation diminishes
as scaling factor N increases. That is, the relative error in approximating P (S > y)
using P ( 1kAλ > y) approaches zero for large values of Poisson parameter λ. Therefore,
the approximation is asymptotically exact for large values of λ.
2 4 6 8
N
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0.8
Relative Error
Relative Error under scale N
Figure 3: Relative error diminishes as the growth of scaling on λ
In the next experiment, we compare the absolute error of Poisson approximation
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|P (S > y)−P ( 1kAλ > y)| to that of the normal approximation |P (S > y)−P (Z > y)|,
where Z ∼ N(µ, σ2). Figure 4 shows that in all cases, Poisson approximation gives
smaller absolute errors compared to normal approximation, showing Poisson approx-
imation works better than Normal approximation. This can be useful in applications
where accurate estimation of the tail probability is critical. In [24] for example, the
authors demonstrate that, in the context of resource provisioning for cloud computing,
the resource provisioning solutions for server farms derived using a scaled Poisson
approximation can provide much more stringent service level guarantees than that
under the Normal approximation.
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Figure 4: Scaled Poisson approximation performs better than normal approximation.
7. Conclusions
In this paper, we use Stein-Chen method to prove that a scaled Poisson random
variable can be used to approximate the weighted sum of independent Poisson random
variables. We show that the relative error bound on the tail distribution approximation
diminishes when the mean of the weighted sum grows to infinity. Therefore, the
approximation is asymptotically exact. This approximation provides an alternative
to normal approximation.
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Appendix A. Proof of Lemma 3.2
From (17), we have,
λmfh(w +m) = −λm
∞∑
j=0
(λm)j∏j
`=0(w +m+m`)
[h(w +m+mj)− Eh(Aˆλ)]
= −
∞∑
j=0
(λm)j+1∏j
`=0(w +m(`+ 1))
[h(w +m(j + 1))− Eh(Aˆλ)]
= −
∞∑
j=0
(λm)j+1∏j+1
`=1(w +m`)
[h(w +m(j + 1))− Eh(Aˆλ)]
= −w
∞∑
j=0
(λm)j+1∏j+1
`=0(w +m`)
[h(w +m(j + 1))− Eh(Aˆλ)]
= −w
∞∑
j=1
(λm)j∏j
`=0(w +m`)
[h(w +mj)− Eh(Aˆλ)]
= wfh(w) + [h(w)− Eh(Aˆλ)]
which gives us the lemma.
Appendix B. Proof of Lemma 5.3
Recall that, we want to show that, when w < my,
gm(w) ≤ 1
λm
+
(
eλb wm − 1c!
mλb
w
m c
)∣∣∣∣w − λmλm
∣∣∣∣ .
First notice that there exists a j′, such that, h(w + mj) = 0 when j ≤ j′; and h(w +
mj) = 1, when j > j′. Then,
fh(w) = −
∞∑
j=0
(λm)j∏j
`=0(w +m`)
[h(w +mj)− Eh(Aˆλ)]
= −
 j′∑
j=0
+
∞∑
j=j′+1
 (λm)j∏j
`=0(w +m`)
[h(w +mj)− Eh(Aˆλ)]
= P (Aˆλ ≥ my)
j′∑
j=0
(λm)j∏j
`=0(w +m`)
− P (Aˆλ < my)
∞∑
j=j′+1
(λm)j∏j
`=0(w +m`)
. (35)
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Hence, when j′ = 0, w +m ≥ my and w < my,
fh(w +m)− fh(w)
=− [1− P (Aˆλ ≥ my)]
∞∑
j=0
(λm)j∏j
`=0(w +m+m`)
− P (Aˆλ ≥ my)
j′∑
j=0
(λm)j∏j
`=0(w +m`)
+ P (Aˆλ < my)
∞∑
j=j′+1
(λm)j∏j
`=0(w +m`)
=− P (Aˆλ < my) w
λm
∞∑
j=1
(λm)j∏j
`=0(w +m`)
− P (Aˆλ ≥ my) 1
w
+ P (Aˆλ < my)
∞∑
j=1
(λm)j∏j
`=0(w +m`)
=− P (Aˆλ < my)
( w
λm
− 1
) ∞∑
k=1
(λm)j∏j
`=0(w +m`)
− P (Aˆλ ≥ my) 1
w
=fh(w)
( w
λm
− 1
)
− P (Aˆλ ≥ my)
λm
And when j′ > 0,
fh(w +m)− fh(w)
=P (Aˆλ ≥ my)
j′−1∑
j=0
(λm)j∏j
`=0(w +m+m`)
− P (Aˆλ < my)
∞∑
j=j′
(λm)j∏j
`=0(w +m+m`)
− P (Aˆλ ≥ my)
j′∑
j=0
(λm)j∏j
`=0(w +m`)
+ P (Aˆλ < my)
∞∑
j=j′+1
(λm)j∏j
`=0(w +m`)
(36)
For the first term, we have,
P (Aˆλ ≥ my)
j′−1∑
j=0
(λm)j∏j
`=0(w +m+m`)
= P (Aˆλ ≥ my)
j′−1∑
j=0
(λm)j+1∏j+1
`=0(w +m`)
· w
λm
= P (Aˆλ ≥ my)
j′∑
j=1
(λm)j∏j
`=0(w +m`)
· w
λm
, (37)
and the second term,
P (Aˆλ < my)
∞∑
j=j′
(λm)j∏j
`=0(w +m+m`)
= P (Aˆλ < my)
∞∑
j=j′
(λm)j+1∏j+1
`=0(w +m`)
· w
λm
= P (Aˆλ < my)
∞∑
j=j′+1
(λm)j∏j
`=0(w +m`)
· w
λm
.
(38)
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Plug in (37) and (38), (36) becomes,
fh(w +m)− fh(w)
=P (Aˆλ ≥ my)
j′∑
j=1
(λm)j∏j
`=0(w +m`)
· w
λm
− P (Aˆλ < my)
∞∑
j=j′+1
(λm)j∏j
`=0(w +m`)
· w
λm
− P (Aˆλ ≥ my)
j′∑
j=0
(λm)k∏j
`=0(w +m`)
+ P (Aˆλ < my)
∞∑
j=j′+1
(λm)j∏j
`=0(w +m`)
=P (Aˆλ ≥ my)
j′∑
j=0
(λm)j∏j
`=0(w +m`)
· w
λm
− P (Aˆλ ≥ my)
λm
− P (Aˆλ < my)
∞∑
j=j′+1
(λm)j∏j
`=0(w +m`)
· w
λm
− P (Aˆλ ≥ my)
j′∑
j=0
(λm)j∏j
`=0(w +m`)
+ P (Aˆλ < my)
∞∑
j=j′+1
(λm)j∏j
`=0(w +m`)
=P (Aˆλ ≥ my)
j′∑
j=0
(λm)j∏j
`=0(w +m`)
·
( w
λm
− 1
)
− P (Aˆλ ≥ my)
λm
− P (Aˆλ < my)
∞∑
j=j′+1
(λm)j∏j
`=0(w +m`)
·
( w
λm
− 1
)
.
Then, from (35), we can conclude that,
fh(w +m)− fh(w) =fh(w)
( w
λm
− 1
)
− P (Aˆλ ≥ my)
λm
for any w < my.
Now, we need some technical results. For any j, we can write
j∏
`=0
(w +m`) = mj+1
j∏
`=0
(
`+
w
m
)
,
which can be treated roughly as,
mj+1
j∏
`=0
(
`+
⌊w
m
⌋)
,
In fact, we have,
mj+1
j∏
`=0
(
`+
⌊w
m
⌋)
≤
j∏
`=0
(w +m`) ≤ mj+1
j∏
`=0
(
`+
⌊w
m
⌋
+ 1
)
,
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Therefore,
∞∑
j=j′+1
(λm)j∏j
`=0(w +m`)
≤ 1
m
∞∑
j=j′+1
λj∏j
`=0
(
`+
⌊
w
m
⌋)
=
⌊
w
m − 1
⌋
!
m
∞∑
j=j′+1
λj(
j +
⌊
w
m
⌋)
!
=
⌊
w
m − 1
⌋
!
mλb wmc
∞∑
j=j′+1
λ(j+b wmc)(
j +
⌊
w
m
⌋)
!
=
eλ
⌊
w
m − 1
⌋
!
mλb wmc
P
[
Aλ ≥ j′ +
⌊w
m
⌋
+ 1
]
.
And,
∞∑
j=j′+1
(λm)j∏j
`=0(w +m`)
≥ 1
m
∞∑
j=j′+1
λj∏j
`=0
(
`+ b wmc+ 1
)
=
b wmc!
m
∞∑
j=j′+1
λj(
j + b wmc+ 1
)
!
=
b wmc!
mλb
w
m c+1
∞∑
j=j′+1
λ(j+b
w
m c+1)(
j + b wmc+ 1
)
!
=
eλb wmc!
mλb
w
m c+1
P
[
Aλ ≥ j′ + bw
m
c+ 2
]
.
Similarly, we have,
j′∑
j=0
(λm)j∏j
`=0(w +m`)
≤ 1
m
j′∑
j=0
λj∏j
`=0
(
`+ b wmc
)
=
b wm − 1c!
m
j′∑
j=0
λj(
j + b wmc
)
!
=
b wm − 1c!
mλb
w
m c
j′∑
j=0
λ(j+b
w
m c)(
j + b wmc
)
!
=
eλb wm − 1c!
mλb
w
m c
P
[⌊w
m
⌋
≤ Aλ < j′ +
⌊w
m
⌋
+ 1
]
,
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and,
j′∑
j=0
(λm)j∏j
`=0(w +m`)
≥ 1
m
j′∑
j=0
λj∏j
`=0
(
`+ b wmc+ 1
)
=
b wmc!
m
j′∑
j=0
λj(
j + b wmc+ 1
)
!
=
b wmc!
mλb
w
m c+1
j′∑
j=0
λ(j+b
w
m c+1)(
j + b wmc+ 1
)
!
=
eλb wmc!
mλb
w
m c+1
P
[⌊w
m
⌋
+ 1 ≤ Aλ ≤ k′ +
⌊w
m
⌋
+ 1
]
.
Meanwhile, by the definition of j′, we have, w + mj′ < my ≤ w + (j′ + 1)m, thus,
w
m + j
′ < y ≤ wm + (j′ + 1) i.e., b wmc+ j′ < y ≤ b wmc+ j′ + 2
From (29), we know that, when wλm − 1 ≥ 0,
gm(w) ≤ 1
λm
+
P (Aˆλ < my)
P (Aˆλ ≥ my)
∞∑
j=j′+1
(λm)j∏j
`=0(w +m`)
( w
λm
− 1
)
≤ 1
λm
+
(
P (Aλ < y)
P (Aλ ≥ x)
eλb wm − 1c!
mλb
w
m c
P
[
Aλ ≥ j′ +
⌊w
m
⌋
+ 1
])( w
λm
− 1
)
≤ 1
λm
+
eλb wm − 1c!
mλb
w
m c
(
w − λm
λm
)+ P [Aλ ≥ j′ + ⌊ wm⌋+ 1]
P (Aλ ≥ y)
=
1
λm
+
eλb wm − 1c!
mλb
w
m c
(
w − λm
λm
)+
.
where the last equality is due to the fact that Aλ only takes integer values.
Meanwhile, when wλm − 1 < 0,
gm(w) ≤ 1
λm
+
 j′∑
j=0
(λm)j∏j
`=0(w +m`)
∣∣∣ w
λm
− 1
∣∣∣
≤ 1
λm
+
(
eλb wm − 1c!
mλb
w
m c
P
[⌊w
m
⌋
≤ Aλ < k′ +
⌊w
m
⌋
+ 1
]) ∣∣∣ w
λm
− 1
∣∣∣
≤ 1
λm
+
(
eλb wm − 1c!
mλb
w
m c
)∣∣∣ w
λm
− 1
∣∣∣
Hence, the desired inequality.
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Appendix C. Proof of Lemma 5.4
Recall from the expression (35), we have,
fh(w + l)− fh(w)
=P (Aˆλ ≥ my)
j′∑
j=0
(λm)j∏j
`=0(w + l +m`)
− P (Aˆλ < my)
∞∑
j=j′+1
(λm)j∏j
`=0(w + l +m`)
− P (Aˆλ ≥ my)
j′∑
j=0
(λm)j∏j
`=0(w +m`)
+ P (Aˆλ < my)
∞∑
j=j′+1
(λm)j∏j
`=0(w +m`)
.
Apparently,
P (Aˆλ ≥ my)
j′∑
j=0
(λm)j∏j
`=0(w + l +m`)
− P (Aˆλ ≥ my)
j′∑
j=0
(λm)j∏j
`=0(w +m`)
< 0,
and
P (Aˆλ < my)
∞∑
j=j′+1
(λm)j∏j
`=0(w +m`)
− P (Aˆλ < my)
∞∑
j=j′+1
(λm)j∏k
`=0(w + l +m`)
≥ 0.
Therefore, it is easy to see that,
|fh(w + l)− fh(w)| ≤ F2 + F1,
where
F1 = P (Aˆλ ≥ my)
j′∑
j=0
(λm)j∏j
`=0(w +m`)
− P (Aˆλ ≥ my)
j′∑
j=0
(λm)j∏j
`=0(w +m+m`)
,
and
F2 = P (Aˆλ < my)
∞∑
j=j′+1
(λm)j∏j
`=0(w +m`)
− P (Aˆλ < my)
∞∑
j=j′+1
(λm)j∏j
`=0(w +m+m`)
.
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Meanwhile,
F1 = P (Aˆλ ≥ my)
j′∑
j=0
(λm)j∏j
`=0(w +m`)
− P (Aˆλ ≥ my)
j′∑
j=0
(λm)j∏j
`=0(w +m(`+ 1))
= P (Aˆλ ≥ my)
j′∑
j=0
(λm)j∏j
`=0(w +m`)
− P (Aˆλ ≥ my)
j′∑
j=0
(λm)j∏j+1
`=1(w +m`)
= P (Aˆλ ≥ my)
j′∑
j=0
(λm)j∏j
`=0(w +m`)
− P (Aˆλ ≥ my)
j′∑
j=0
w
w +m(j + 1)
(λm)j∏j
`=0(w +m`)
= P (Aˆλ ≥ my)
j′∑
j=0
m(j + 1)
w +m(j + 1)
(λm)j∏j
`=0(w +m`)
≤ P (Aˆλ ≥ my)
j′∑
j=0
(λm)j∏j
`=0(w +m`)
≤ P (Aˆλ ≥ my)
eλb wm − 1c!
mλb
w
m c
P
[
bw
m
c ≤ Aλ < j′ + bw
m
c+ 1
]
≤ P (Aˆλ ≥ my)
eλb wm − 1c!
mλb
w
m c
,
and
F2 = P (Aˆλ < my)
∞∑
j=j′+1
(λm)j∏j
`=0(w +m`)
− P (Aˆλ < my)
∞∑
j=j′+1
(λm)j∏j
`=0(w +m(`+ 1))
= P (Aˆλ < my)
∞∑
j=j′+1
(λm)j∏j
`=0(w +m`)
− P (Aˆλ < my)
∞∑
j=j′+1
w
w +m(j + 1)
(λm)j∏j
`=0(w +m`)
≤ P (Aˆλ < my)
∞∑
j=j′+1
(λm)j∏j
`=0(w +m`)
≤ P (Aˆλ < my)P (Aˆλ ≥ my)
eλb wm − 1c!
mλb
w
m c
≤ P (Aˆλ ≥ my)
eλb wm − 1c!
mλb
w
m c
.
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