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Abstract
In the group mutual exclusion problem, each critical section has a type or a group associated with it. Processes requesting critical sections
belonging to the same group (that is, of the same type) may execute their critical sections concurrently. However, processes requesting critical
sections belonging to different groups (that is, of different types) must execute their critical sections in a mutually exclusive manner.
Most algorithms for solving the group mutual exclusion problem that have been proposed so far in the literature treat all groups equally.
This is quite acceptable if a process, at the time of making a request for critical section, selects a group for the critical section uniformly.
However, if some groups are more likely to be selected than others, then better performance can be achieved by treating different groups in a
different manner.
In this paper, we propose an efﬁcient algorithm for solving the group mutual exclusion problem when group selection probabilities are non-
uniformly distributed. Our algorithm has a message complexity of 2n − 1 per request for critical section, where n is the number of processes
in the system. It has low synchronization delay of one message hop and low waiting time of two message hops. The maximum concurrency
of our algorithm is n, which implies that if all processes have requested critical sections of the same type then all of them may execute their
critical sections concurrently. Finally, the amortized message-size complexity of our algorithm is O(1).
Our experimental results indicate that our algorithm outperforms the existing algorithms, whose complexity measures are comparable to that
of ours, by as much as 50% in some cases.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Resource management is one of the most important and
fundamental problems in distributed systems. In many cases,
to maintain the integrity of a resource, at most one process
should access the resource at any time. As a result, accesses
to the same resource (that is, execution of critical sections) by
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different processes have to be serialized. This problem is re-
ferred to as the mutual exclusion problem. Mutual exclusion
has been studied extensively and a large number of solutions
have been developed under both shared-memory model (e.g.,
[9,15]) and message-passing model (e.g., [24,17,27,23]). Many
different variants of mutual exclusion have also been deﬁned.
Some examples of variants include k-mutual exclusion problem
[11], dining philosophers problem [10], drinking philosophers
problem [6] and committee coordination problem [7].
Recently, Joung has proposed another variant of the mutual
exclusion problem called the group mutual exclusion problem
[12]. In the group mutual exclusion (GME) problem, every
critical section is associated with a type or a group. Critical
sections belonging to the same group can be executed concur-
rently. However critical sections belonging to different groups
must be executed in a mutually exclusive manner. Intuitively,798 N. Mittal, P.K. Mohan / J. Parallel Distrib. Comput. 67 (2007) 797–815
if two critical sections belong to the same group, then their re-
questing processes share some common property. The multiple-
readers/single-writer (MRSW) problem is a special case of the
group mutual exclusion problem. Let n denote the number
of processes in the system. The multiple-readers/single-writer
problem can be modeled using n + 1 groups. All read critical
sections belong to the same group. On the other hand, write
critical sections requested by different processes belong to dif-
ferent groups. (There is one group for each process.) As an-
other application of the problem, assume that data are stored
on CDs in a CD-jukebox and only one disk can be loaded for
access at any time [12]. Clearly, when a disk is loaded, users
who need data on the currently loaded disk can access the disk
concurrently. On the other hand, users who need access to a
different disk have to wait until the currently loaded disk is
unloaded. Manabe and Park [18] have proposed an extension
to group mutual exclusion in which, at the time of request, a
process is allowed to specify more than one type; the request
can be fulﬁlled as long as the process gets to execute a crit-
ical section of any one of those types. This corresponds to
the case when the same data are replicated on multiple CDs
and any of those CDs can be used to satisfy a request for that
data.
Most algorithms for solving the group mutual exclusion
problem that have been developed so far treat all groups in
the same manner [12,29,4,3,14,2]. This is quite acceptable, if
a process, at the time of making a request for critical section,
selects the group for the critical section uniformly. However,
depending on the application, some groups may be more likely
to be selected (or requested) than others. For instance, in the
CD jukebox example, some CDs may contain data that are
accessed more frequently than data on other CDs. As another
example, in the MRSW problem, read requests may be more
common than write requests. If group selection probability
is non-uniformly distributed, then better performance can be
achieved by differentiating between various groups. For exam-
ple, groups with many outstanding requests for critical section
may be given priority over groups with only a few outstand-
ing requests for critical section. In this paper, we present an
efﬁciently distributed algorithm for solving the group mutual
exclusion problem that is especially suitable for applications
in which group selection probability may be non-uniformly
distributed.
1.1. Related work
In [13], Joung modiﬁed Ricart and Agrawala’s algorithm for
traditional mutual exclusion [24] to derive two algorithms for
group mutual exclusion, namely RA1 and RA2. The message
complexity of the two algorithms (RA1 and RA2)i s2 (n − 1)
messages and 3(n−1) messages (amortized over all requests),
respectively, where n is the number of processes in the system.
Their synchronization delay, typically measured when the sys-
temisheavilyloaded,isonemessagehop.Further,theirwaiting
time, typically measured when the system is lightly loaded, is
two message hops. Moreover, both algorithms have maximum
concurrency of n, which implies that if all processes have re-
quested critical sections of the same type, then it is possible for
all of them to execute their critical sections concurrently. How-
ever, RA1 has low expected concurrency of O(1) under heavy
loads,whereasRA2hashighmessage-sizecomplexityofO(n).
(A message in RA2 may have to carry a vector timestamp of
size n.)
In [14], Joung proposed two quorum-based algorithms
for group mutual exclusion, namely Maekawa_M and
Maekawa_S, both of which are derived from Maekawa’s
quorum-based algorithm for traditional mutual exclusion [17].
Joung also proposed a quorum system suitable for group mu-
tual exclusion called the surﬁcial quorum system [14]. The
ﬁrst algorithm Maekawa_M has high message complexity of
O(
nq
d ), where q is the maximum size of a quorum and d is
the degree of the group quorum system. However, it preserves
the synchronization delay and waiting time of the original
Maekawa’s algorithm. The second algorithm Maekawa_S
has message complexity of only O(q), where q is the max-
imum size of a quorum. However, the reduction in message
complexity is achieved at the expense of increased synchro-
nization delay and waiting time, which are both O(q)message
hops.
Toyomura et al. [28] presented a quorum-based algorithm for
group mutual exclusion that is similar to Maekawa_M.H o w -
ever, unlike Maekawa_M which uses surﬁcial quorum system,
the algorithm by Toyomura et al. [28] uses a traditional quorum
system. In [2], Atreya and Mittal proposed another quorum-
based group mutual exclusion algorithm based on the notion of
surrogate quorum. Their algorithm has low message complex-
ity of O(q). Moreover, it preserves the synchronization delay
and waiting time of the original Maekawa’s algorithm. How-
ever, the message-size complexity increases to O(b), where b
denotes the maximum number of quorums to which a process
may belong.
Algorithms for group mutual exclusion problem have also
been developed for ring-based networks (processes are ar-
ranged in a ring) [29,4] and tree-based networks (processes are
arranged in a tree) [3,16]. However, algorithms for ring- and
tree-based networks tend to have high synchronization delay
and high waiting time.
1.2. Our contribution
In this paper, we devise an efﬁcient token-based algorithm
for group mutual exclusion, which is especially suited for
applications in which group selection is non-uniform. Our
algorithm is derived from Suzuki and Kasami’s token-based
algorithm for traditional mutual exclusion [27]. Our algorithm
has a message complexity of 2n − 1 messages per request for
critical section. It has low synchronization delay of one mes-
sage hop and low waiting time of two message hops. The maxi-
mum concurrency of our algorithm is n. Further, our algorithm
has high expected concurrency under heavy loads (as in the
case of RA2) and low amortized message-size complexity of
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that our algorithm signiﬁcantly outperforms the existing group
mutual exclusion algorithms, which have comparable com-
plexity measures, by as much as 50% in some cases.
1.3. Paper organization
This paper is organized as follows. We present our system
model and formally describe the group mutual exclusion prob-
lem in Section 2. Our token-based algorithm for group mutual
exclusion is discussed in Section 3. We present our experimen-
tal results in Section 4. In Section 5, we discuss several en-
hancements to the basic token-based algorithm to improve its
performance and make it tolerant to process crashes. Finally,
we present our conclusions and outline future research direc-
tions in Section 6.
2. Model and problem deﬁnition
2.1. System model
We assume an asynchronous message-passing distributed
system comprising of a set of n processes P={p1,p 2,...,p n},
which communicate with each other by sending messages
over a set of channels. We assume that there is a channel
between every pair of processes. Unless otherwise stated, we
assume that processes are non-faulty and channels are reli-
able. We do not assume any global clock or shared memory.
Finally, we assume that message delays are ﬁnite but may be
unbounded.
2.2. The group mutual exclusion problem
The problem of group mutual exclusion (GME) was ﬁrst
proposed by Joung in [12] as an extension of the traditional
mutual exclusion problem. In this problem, every request for a
critical section is associated with a type or a group. Any algo-
rithm for group mutual exclusion should satisfy the following
properties:
• group mutual exclusion (safety): at any time, no two pro-
cesses, which have requested critical sections belonging to
different groups, are in their critical sections simultaneously.
• starvation freedom (liveness): a process wishing to enter crit-
ical section will succeed eventually.
Intuitively, if two critical sections belong to the same group,
then their requesting processes share some common property.
As explained earlier, the multiple-readers/single-writer prob-
lem is a special case of the group mutual exclusion problem.
Clearly, any algorithm for solving the traditional mutual ex-
clusion problem also solves the group mutual exclusion prob-
lem. However, such algorithms are sub-optimal because they
force all critical sections to be executed in a mutually ex-
clusive manner and therefore do not permit any concurrency
whatsoever. To avoid such degenerate solutions and unnec-
essary synchronization, Joung argued that an algorithm for
group mutual exclusion should satisfy the following desirable
property:
• concurrent entry (non-triviality): if all requests are for criti-
cal sections belonging to the same group, then a requesting
process should not be required to wait for entering its critical
section until some other process has left its critical section.
Intuitively, the concurrent entry property requires that, when
all requests are for critical sections of the same type, then
a requesting process should be able to enter its critical sec-
tion eventually even if none of the processes currently in their
critical section ever leave their critical sections. We use m to
denote the number of groups in the system. For the multiple-
readers/single-write problem, for example, m = n + 1.
For convenience, we use the term session to refer to a time-
interval in which all critical sections executed are of the same
type. A session commences with the start of the ﬁrst critical
section and terminates with the end of the last critical section.
2.2.1. Complexity measures
To measure the performance of a group mutual exclusion
algorithm, we use the following metrics:
• message complexity: the number of messages exchanged per
request for critical section;
• message-size complexity: the amount of data piggybacked on
a message (in terms of number of integers);
• waiting time: the time elapsed between when a process issues
a request for critical section and when it actually enters the
critical section;
• synchronization delay: the time elapsed between when the
current session terminates and when the next session (of
some other type) can commence;
• system throughput: the number of critical section requests
fulﬁlled per unit time;
• concurrency: the number of processes that are in a session
at the same time.
The ﬁrst ﬁve metrics are used to evaluate the performance
of a traditional mutual exclusion algorithm as well. The sixth
metric is speciﬁc to a group mutual exclusion algorithm. We
measure synchronization delay and waiting time in terms of
number of message hops rather than in terms of time.
Message complexity and message-size complexity together
capture the overhead imposed on the communication network
by the group mutual exclusion algorithm at run-time. Synchro-
nization delay is measured when the system is heavily loaded
and a large number of processes are competing among them-
selves for accessing the resource. Intuitively, synchronization
delay and concurrency measure the system throughput that can
be achieved when the system is heavily loaded. The lower the
synchronization delay and higher the concurrency, the higher
is the system throughput. Waiting time captures the amount of
time an application process has to wait for its request to be
fulﬁlled. Waiting time is typically measured when the system
is lightly loaded and, therefore, there is no contention for the
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3. A new token-based algorithm for group mutual
exclusion
In this section, we describe our token-based algorithm for
group mutual exclusion. Our algorithm is an extension of the
Suzuki and Kasami’s algorithm for traditional mutual exclu-
sion [27]. Note that any algorithm that solves the group mutual
exclusion problem also solves the mutual exclusion problem.
Therefore, not surprisingly, all algorithms for group mutual ex-
clusion to our knowledge have been obtained by modifying
some mutual exclusion algorithm. For the sake of complete-
ness, we ﬁrst provide a brief description of the Suzuki and
Kasami’s token-based algorithm for (traditional) mutual exclu-
sion. We then describe our token-based algorithm for group
mutual exclusion, prove its correctness and also analyze its
performance.
3.1. Background: Suzuki and Kasami’s token-based algorithm
for traditional mutual exclusion
Suzuki and Kasami’s algorithm [27] achieves mutual exclu-
sion by maintaining a unique token in the system. A process
can enter the critical section only if it holds the token. The to-
ken is said to be busy if its holder is currently in the critical
section; otherwise it is idle. Every process maintains a vector
containing the sequence number of the latest request made by
each process that it is aware of. The token contains a ﬁrst-in-
ﬁrst-out (FIFO) queue of process that have requests waiting to
be fulﬁlled. Additionally, the token also contains a vector that
maintains the number of requests that have been fulﬁlled for
each process.
A process, on generating a request for critical section, sends
a REQUEST message to other processes if it does not have
the token already. The process holding the token, on learning
about a pending request, sends the token to the requesting pro-
cess (via a TOKEN message) as soon as the token becomes
idle. The message complexity of Suzuki and Kasami’s algo-
rithm is n messages per request for critical section. Its synchro-
nization delay is one message hop and its waiting time is two
message hops. The amortized message-size complexity O(1)
because, for each request for critical section, there are n−1 RE-
QUEST messages of size O(1) and one TOKEN message of
size O(n).
3.2. The main idea
If Suzuki and Kasami’s algorithm is used for group mutual
exclusion without any modiﬁcation, then all critical sections
will be executed one-by-one in a mutually exclusive manner. To
enhance concurrency of Suzuki and Kasami’s basic algorithm,
we use multiple tokens. There are two kinds of tokens: primary
and secondary. At any time, there is exactly one primary token
in the system. However, the number of secondary tokens may
vary from time-to-time. Initially, process p1 has the primary
token, and the number of secondary tokens in the system is
zero.
A token has a type (or a group) associated with it and it can
only be used to enter critical section of that type (or group).
Similar to Suzuki and Kasami’s algorithm, a process can enter a
critical section of certain type only if it holds a token—primary
or secondary—of that type. The difference between a primary
and a secondary token is the following: a process holding a
primary token is allowed to issue secondary tokens to other
processes. However, a process holding a secondary token is not
allowed to issue token to any process.
A process, on requesting a critical section, checks whether it
has a token of the same type as the critical section requested. If
the process is indeed holding such a token, then it can simply
enter the critical section without further delay. Otherwise, it
sends a REQUEST message to all processes in the system.
Every process pi maintains a vector requesti; the jth entry
of requesti contains the sequence number of the latest request
of process pj, along with its type, that process pi knows of. It is
given by requesti[j].number and requesti[j].type. A token—
primary as well as secondary—contains a vector fulﬁlled; the
jth entry of fulﬁlled captures the number of requests of process
pj that have been fulﬁlled so far as per the token. If a process pi
holds a token, then it can determine whether a process pj has
a pending request by comparing the jth entries of requesti and
tokeni.fulﬁlled: pj has a pending (or new) request as per pi if
requesti[j].number > tokeni.fulﬁlled[j]. The process holding
the primary token, on receiving an “unfulﬁlled” request for
critical section of the same type as the type of the token, issues
a secondary token to the requesting process. Additionally, a
primary token also contains a queue of pending requests. In
case a request cannot be fulﬁlled immediately, which happens
if its type conﬂicts with that of the token, the request is inserted
in the token queue, if not already present.
A process holding a token keeps the token until it becomes
aware of a conﬂicting pending request, that is, a pending request
for critical section of type that is different from the type of the
token. Speciﬁcally, a process holding a secondary token, on
learning about a conﬂicting pending request, releases the token
by sending a RELEASE message to all processes once it is no
longer using the token. On the other hand, a process holding the
primary token, on learning about a conﬂicting pending request,
passes the primary token to another process with a pending
request in the token queue once the token becomes idle. To
select the next primary token holder, we ﬁrst determine the
type or group of the next session that should be initiated using
a priority-based scheme discussed later. Once the type of the
next session has been determined, one of the processes that
has requested a critical section of the selected type is chosen
to become the next primary token holder. All other processes
with pending requests for the selected type are issued secondary
tokens.
A process pi on receiving a token from the previous primary
token holder pj may not be able to use the token immediately.
In other words, the token may not be safe for use. This is be-
cause a non-zero number of secondary tokens may have been
issued in the previous session and some of these tokens may
still be busy. Clearly, process pi should wait until these tokens
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section. To that end, we associate a sequence number with each
token that represents the session to which the token belongs
(given by variable session in the token). The sequence number
isincrementedwheneverthecurrentprimarytokenholdersends
the (primary) token to the next primary token holder. A pro-
cess, on releasing a secondary token, piggybacks this sequence
number in the secondary token on the RELEASE message it
sends.
We also associate a status with each token indicating whether
the token is safe for use, that is, whether all tokens issued in
the previous session have been released (given by variable safe
in the token). Each process records the number of RELEASE
messages it has received containing the most recent session se-
quence number (given by variables noOfReleaseMessagesi and
sessioni for process pi). Further, a primary token contains the
number of secondary tokens that were issued for the previous
session (given by variable oldNoOfTokens in the token). To de-
termine if a token it has received has become safe for use, pro-
cess pi evaluates the following condition:
(tokeni.oldNoOfTokens = 0)


(sessioni = tokeni.session − 1) ∧
(noOfReleasei = tokeni.oldNoOfTokens)

. (1)
Clearly, if no secondary tokens were issued in the previous
session, then the token is safe for use. Otherwise, the token is
safe for use if process pi has received release messages for all
secondary tokens issued in the previous session. The former
condition is tested by the ﬁrst disjunct and the latter by the
second disjunct. Additionally, the token is also safe for use if
process pi has received a RELEASE message for the current
session from some other process, say pk. This implies that
process pk deemed it safe to enter the critical section. This
could have happened only if process pk received all RELEASE
messages for the previous session or was told by some other
process (via a RELEASE message) that it is safe to use the
token. Therefore we modify the condition for testing for the
safety of a token as follows:
(1) ∨ (sessioni = tokeni.session). (2)
In general, there may be a delay between when a process
receives a token and when it becomes safe for use. Clearly, a
process cannot enter its critical section until the token has be-
come safe. However, the token in some sense is still busy dur-
ing this duration even though its token holder is not executing
its critical section. Therefore we consider a token to be busy
if the token holder is either (1) currently executing its critical
section, or (2) has an outstanding request for critical section
and the token is not yet safe for use. Otherwise, we consider it
to be idle.
Note that, in our algorithm, the relationship between a pri-
mary token holder and a secondary token holder of the same
session is different from that of a leader and its follower in
RA2 [13,2]. Speciﬁcally, in our algorithm, it is possible for a
secondary token holder to enter the critical section and perhaps
even leave it before the primary token holder is able to enter the
critical section. This may happen, for example, when a process
receives a secondary token from the primary token holder of the
previous session before the token arrives at the primary token
holder of the current session.
3.2.1. Criterion for selecting the type/group for the next
session
To minimize the waiting time, it is preferable that the next
session be of type for which the number of pending requests
in the token queue is the maximum. However, this simple ap-
proach may lead to starvation of a request. To avoid starvation,
every pending request in the token queue is associated with an
attribute called age; it measures the number of sessions that
have been initiated since the request was added to the queue.
Therefore, every time a new session is initiated, the age of all
(pending) requests in the token queue increases by one.
Now, to select the type for the next session, the set of all
outstanding requests in the primary token queue is divided into
subsets based on request type. All requests for the same type
of critical section belong to the same subset. Each type with at
least one outstanding request is then assigned a priority, which
consists of two parts. The ﬁrst part depends on the subset size,
whichisgivenbythenumberofrequestsinthatsubset.Thesec-
ondpartdependsonthesubsetage,whichisgivenbythesumof
theagesofalltherequestsinthatsubset.Thepriorityofatypeis
then computed by simply adding the two parts. The next session
that is selected is of type for which the corresponding subset has
the maximum priority value. As explained earlier, the request-
ing process for one of the requests in the subset is selected to
become the next primary token holder and requesting processes
for all other requests in the subset become secondary token
holders. We show that this approach prevents starvation, that
is, it ensures that every request for critical section is eventually
fulﬁlled.
Note that, when the system is heavily loaded, the type for
the next session is selected even before the current session has
terminated. It is possible that, when the next session actually
starts, some other type may have higher priority than the type
that was selected earlier. Therefore our algorithm does not en-
sure that the type of the session has the highest priority among
all types when the session is initiated.
3.3. Formal description
A formal description of the algorithm is given in Figs. 1–4.
We refer to our algorithm as TokenGME. For convenience,
we assume that when a process broadcasts a message to all
processes it also sends a copy to itself (which, of course, can
be simulated by a local action).
Action A0 initializes the variables of a process. Action A1 is
executed when a process generates a request for critical section
and action A4 is executed when it leaves the critical section.
Actions A2, A3 and A5 are executed on receiving REQUEST,
TOKEN and RELEASE messages, respectively. Finally,802 N. Mittal, P.K. Mohan / J. Parallel Distrib. Comput. 67 (2007) 797–815
Fig. 1. Token-based group mutual exclusion algorithm.
action A6 is executed whenever the current primary token
holder decides to close the current session and start a new ses-
sion.
3.4. Proof of correctness
In this section, we show that TokenGME satisﬁes safety,
liveness and non-triviality properties. Clearly, we ensure that
the system contains exactly one primary token at all times.
Therefore,
At any time, there is exactly one primary token
in the system. (3)
We use a greek letter (e.g., , , etc.) to denote a token
which may be currently in transit or held by a process. Let 
and  denote two (possibly same) tokens in the system. Fig. 5
describes the notation used in our proof. New tokens can only
be issued by a process holding the primary token. Therefore,
our algorithm ensures that
session() = session()   ⇒ type() = type(). (4)
We use csi to denote the fact that process pi is currently in
the critical section. Note that a process cannot use its token
to enter the critical section until the token has become safe.
Therefore, we have,
(pi is holding ) ∧ csi   ⇒ safe(). (5)
A token belonging to a session becomes safe only after all
token belonging to the previous session have been released.
Therefore,
session()<session()   ⇒¬ safe(). (6)
We now prove that our algorithm is safe.
Theorem 1 (Group mutual exclusion). If two processes are
concurrently executing their critical sections, then both critical
sections are of the same type. Formally,
csi ∧ csj ∧ (pi is holding ) ∧(pj is holding )
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Fig. 2. Token-based group mutual exclusion algorithm (continued).
Proof. We have,
csi ∧ csj ∧ (pi is holding ) ∧ (pj is holding )
  ⇒{ using (5) }
safe() ∧ safe()
  ⇒{ using (6) }
session() = session()
  ⇒{ using (4) }
type() = type()
This establishes the safety property. 
We now show that our algorithm is live. A process broadcasts
its request for critical section to all processes in the system
unlessitalreadyhasanappropriatetoken.Itcanbeeasilyshown
that:
Lemma 2. Every request for critical section that is broadcast
to other processes is eventually added to the queue of the pri-
mary token.
Moreover, a process holding a token releases it once it learns
of a conﬂicting pending request and the token becomes idle.
As a result,
Lemma 3. Assume that there is session in progress. If there
is conﬂicting pending request in the system, then the current
session eventually terminates.
It now sufﬁces to show that if the queue of the primary token
contains a pending request of type t, then a session of type t is
initiated eventually.
For a session with sequence number s (hereafter, simply
referred to as session s), let queue(s) denote the set of types for
which there is at least one request in the queue of the primary
token when the type/group for session s is selected. Also, for
a type t, let priority(t,s) denote the priority of type t at the
time of the selection. In case there is no request for critical
sectionoftypet inthequeue,wedeﬁnepriority(t,s)tobezero.
Clearly,
t ∈ queue(s)≡priority(t,s) > 0. (7)804 N. Mittal, P.K. Mohan / J. Parallel Distrib. Comput. 67 (2007) 797–815
Fig. 3. Token-based group mutual exclusion algorithm (continued).
Lettype(s)denotethetypeforsessions.Notethat,oncethere
is a pending request of type t in the queue of the primary token,
the priority of t increases monotonically until a session of type
t is initiated. Let min denote the minimum amount by which
the priority of a type increases between two consecutive ses-
sions. Further, let max denote the greater of (1) the maximum
amount by which the priority of a type can increase between
two consecutive sessions, and (2) the maximum value that the
priority of a type can assume for the session immediately fol-
lowing a session in which that type was selected. Formally,
(t ∈ queue(s)) ∧ (type(s)  = t)
  ⇒
0 < minpriority(t,s + 1) − priority(t,s)max
(8)
and,
(t ∈ queue(s)) ∧(type(s) = t)
  ⇒ priority(t,s + 1)max. (9)
For our priority-based scheme, min = 1 and max = n.
Evidently, (8) and (9) imply that, for all x0:
type(s) = t   ⇒ priority(t,s + x) xmax. (10)
The following lemma can be easily proved:
Lemma 4. Assume that there is a pending request of type t in
thequeueoftheprimarytoken.Then,eventuallyeitherasession
of type t is initiated or the priority of t becomes sufﬁciently
large (speciﬁcally, at least mmax). Formally,
t ∈ queue(s)   ⇒
 ∃ x : x0 : (type(s+x)=t)∨ (priority(t,s+x)mmax) 
Proof. Follows from the fact that, whenever a new session is
initiated, the priority of t increases by at least min, where
min > 0, unless the type of the new session is t. 
Lemma 5. Once the priority of a type becomes sufﬁciently
large (speciﬁcally, at least mmax), at most m − 1 sessions
can be initiated before a session of type t has to be initiated.
Formally,
priority(t,s)  mmax
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Fig. 4. Token-based group mutual exclusion algorithm (continued).
Fig. 5. Notation used in the proof.
Proof. Assume that the next m−1 sessions that are initiated are
of type different from t. We ﬁrst show that all m−1 sessions are
of different types. Assume, on the contrary, that two sessions
s +i and s +j are of the same type, say u, where 0i<j<
m − 1. Since type(s + i) = u, from (10),
priority(u,s + j)  (j − i)max <m max. (11)
However, we have:
priority(t,s + j) > priority(t,s)  mmax. (12)
In other words, priority(u,s+j)<priority(t,s+j). There-
fore, the type of session s+j cannot be u because another type
has higher priority than u. We next show that the type t has
the maximum priority among all types when selecting type for
session s +m−1. Clearly, from the above argument, all types
except t are selected exactly once in sessions s, s +1,...,s+
m − 2. Therefore, using (8) and (10), for any type u  = t,w e
have:
priority(u,s + m − 1)  mmax  priority(t,s)
< priority(t,s + m − 1).
As a result, when selecting the type for session s + m − 1,
type t has the maximum priority among all types. 
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Theorem 6 (Starvation freedom). Every request for critical
section is eventually fulﬁlled.
Proof. Follows from Lemmas 2–5. Speciﬁcally, using Lemmas
4 and 5, it can be shown that at most m(max
min +1)−1 sessions
can be initiated before a session of the same type as the request
pending in the token queue is initiated. 
Finally, we show that our algorithm satisﬁes the concurrent
entry property. Observe that if all requests for critical section
are of the same type and no conﬂicting request is ever gen-
erated, then eventually all processes with outstanding requests
eventually receive either a primary or a secondary token within
one message hop of the termination of the previous session.
Thus, we have,
Theorem 7 (Concurrent entry). TokenGME satisﬁes the con-
current entry property.
3.5. Performance analysis
In this section, we analyze the performance of our algorithm
with respect to various complexity measures.
Our algorithm exchanges three kinds of messages, namely
REQUEST, RELEASE and TOKEN. Clearly, for each re-
quest, there are at most n − 1 REQUEST messages, at most
n − 1 RELEASE messages and at most 1 TOKEN message.
We have,
Theorem 8 (Message complexity). The worst-case message
complexity of TokenGME is 2n − 1.
All messages except the TOKEN message are of size O(1);
the TOKEN message is of size O(n). Therefore,
Theorem 9 (Message-size complexity). The amortized
message-size complexity of TokenGME is O(1).
Assume that the system is heavily loaded. A process is al-
ready aware of a conﬂicting request when it leaves its critical
section. Once the primary token holder of the current session
chooses a new primary token holder, the next session starts as
soon as the new primary token holder has (1) received the pri-
mary token from the primary token holder of the current ses-
sion, and (2) received RELEASE messages from all secondary
token holders of the current session. Thus,
Theorem 10 (Synchronization delay). The synchronization
delay of TokenGME is one message hop.
Now, assume that the system is lightly loaded. A process, on
generating a request for critical section, can enter the critical
sectionassoonas(1)itsREQUEST messagehasbeenreceived
by the current primary token holder, which in turn sends a token
to it, and (2) it has received the token sent to it. Hence,
Theorem 11 (Waiting time). Thewaitingtimeofouralgorithm
is two message hops.
Finally, if all processes request critical section of the same
type and no conﬂicting request is generated for a sufﬁciently
long time, then all processes eventually receive a primary or a
secondary token. Therefore,
Theorem 12 (Maximum concurrency). The maximum concur-
rency of TokenGME is n.
4. Experimental results
We experimentally compare the performance of TokenGME
with Joung’s second algorithm RA2 using an event-based simu-
lation. We compare the performance of the two algorithms with
respect to four metrics, namely message complexity, message-
size complexity, waiting time and system throughput. To make
it easier to compare the two algorithms, we report the ratio
TokenGME’s performance
RA2’s performance for each metric. Note that, for mes-
sage complexity, message-size complexity and waiting time,
a ratio of less than one would imply that TokenGME has
better performance than RA2. On the other hand, for system
throughput, a ratio of greater than one would imply that To-
kenGME has better performance than RA2. Later, we also
compare the performance of the priority-based scheme for se-
lecting the type of the next session with a simple FIFO-based
scheme. In the FIFO-based scheme, the type for the next ses-
sion is simply the type for the ﬁrst outstanding request in
the queue. Again, for ease of comparison, we report the ratio
priority-based scheme’s performance
FIFO-based scheme’s performance for each of the four met-
rics. Each point in our graph is averaged over multiple runs to
obtain 95% conﬁdence level.
In RA2, many messages need to carry a vector of size n.W e
use Singhal and Kshemkalyani’s scheme [25] to reduce the size
of messages in RA2. The main idea behind the scheme, which
assumes FIFO channels, is as follows: a process, when sending
amessagecarryingavectortoanotherprocess,piggybacksonly
those entries of the vector on the message that have changed
since it last sent a message to that process.
Our experimental study has the following parameters:
• Number of processes, denoted by n.
• Number of groups, denoted by m.
• Mean duration of non-critical section or inter-request delay,
denoted by ncs. We assume that inter-request delay is ex-
ponentially distributed with mean ncs.
• Mean duration of critical section, denoted by cs. We assume
that critical section duration is uniformly distributed in the
range [0,2 ∗ cs].
• Mean transmission or channel delay, denoted by cd.W e
assume that channel delay is exponentially distributed with
mean cd.
• Degree of non-uniformity of group access distribution mod-
eled using two parameters  and . We assume that %o f
the groups are selected % of the times.
In addition to the above-described six parameters, there are
two additional parameters in our study, namely channel band-
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of these parameters, however, have ﬁxed values in our exper-
iments. Speciﬁcally, we set channel bandwidth to 100Kb per
unit time. (For 1 time unit = 1ms, this would correspond to
channel bandwidth of 100Mbps.) Further, each process makes
500 requests for critical section.
4.1. TokenGME versus RA2
We now vary the six parameters one-by-one to study their
impact on the relative performance of TokenGME and RA2.
Fig. 6(a)–(f) depicts the variation in the ratios for the four
metrics as a function of various parameters.
Our experiments indicate that TokenGME almost always
has better performance than RA2 except when the number of
groups is two or the number of processes is very small (fewer
than 10). In the ﬁrst case, RA2 has around 10% lower waiting
time and 5% higher system throughput than TokenGME.I n
the second case, RA2 has better message-size complexity than
TokenGME. In all other cases, TokenGME outperforms RA2
in terms of message-size complexity, waiting time and system
throughput, and, in one case, in terms of message complexity
as well.
As expected, the message-size complexity of TokenGME is
much lower than that of RA2 and the ratio primarily depends
on the number of processes in the system. For instance, as
depicted in Fig. 6(f), when the number of processes increases
from 5 to 500, the ratio of the message-size complexities of
the two algorithms decreases from 2.22 to 0.01. In all other
cases, the ratio stays around 0.05 irrespective of the value of the
parameter being varied. Note that TokenGME has signiﬁcantly
lower message-size complexity than RA2 even though we used
Singhal and Kshemkalyani’s scheme [25] to reduce the size of
messages in RA2.
As our simulation results demonstrate, TokenGME can de-
crease the waiting time of a request by as much as 50% when
compared to RA2. Further, the ratio of the waiting times of
the two algorithms decreases when either (1) the mean inter-
request delay increases (see Fig. 6(b)), or (2) the mean du-
ration of critical section decreases (see Fig. 6(c)), or (3) the
mean channel delay increases (see Fig. 6(d)), or (4) the degree
of non-uniformity decreases (see Fig. 6(e)), or (5) the number
of processes increases (see Fig. 6(f)). An analogous trend is
observed with respect to system throughput—albeit in oppo-
site direction—except when mean inter-request delay is varied.
In contrast to the waiting time ratio, which decreases signiﬁ-
cantly with the increase in mean inter-request delay, the system
throughput ratio actually tends to 1.
Finally, TokenGME has only slightly better message com-
plexity than RA2 in almost all cases except when mean
inter-request delay is varied. As the mean inter-request delay
increases, the message complexity ratio decreases by as much
as 45%.
4.2. Priority-based scheme versus FIFO-based scheme
To compare the performance of the priority-based scheme
with the simple FIFO-based scheme when selecting the type
for the next session, we vary the number of processes and the
degree of non-uniformity one-by-one. The results are shown in
Fig. 7(a) and (b). Our experiments indicate that the priority-
based scheme exhibits lower waiting time and higher system
throughput than the FIFO-based scheme as the number of pro-
cesses increases or the group access distribution becomes more
non-uniform.Speciﬁcally,asthenumberofprocessesincreases,
the priority-based scheme decreases the waiting time by as
much as 24% and increases the system throughput by as much
as 22% when compared to the FIFO-based scheme. Further,
as the degree of non-uniformity increases, the priority-based
scheme decreases the waiting time by as much as 18% and in-
creases the system throughput by as much as 14% when com-
pared to the FIFO-based scheme.
4.3. Discussion
There are many reasons for the better performance of To-
kenGME as compared to RA2.
First, RA2 uses logical timestamp to select the type for the
nextsession,whereasTokenGMEusesapriority-basedscheme
to select the type for the next session. (Note that, in RA2, the
type selection for the next session occurs implicitly via logi-
cal timestamps rather than explicitly as in TokenGME.) The
priority-based scheme assigns higher weightage to types with
larger number of outstanding requests. This helps to improve
the performance of TokenGME as illustrated by the following
example. Suppose there are six pending requests for critical
section generated at around the same time. Further, suppose
two requests are of one type, say x and the remaining four are
of another type, say y. With RA2, the next session may be of
either type depending on which request has the smallest times-
tamp. In case type x is picked over type y, four requests are
forced to wait for two requests to be fulﬁlled. However, with
TokenGME, type y is picked over type x. This ensures that
only two requests are forced to wait for four requests to be ful-
ﬁlled. Clearly, this results in lower waiting time as compared
to the alternative.
Second, in RA2, when a process generates a request for criti-
calsection,itsendsa REQUESTmessagetoallotherprocesses
in the system, and waits to receive a REPLY message from
them. Once the process has received a REPLY message from
all other processes in the system, it enters its critical section as a
leader. As a leader, it may invite other processes that have out-
standing requests compatible with its own request to enter their
critical sections as followers. Speciﬁcally, to enter the critical
section as a leader, a process has to wait to receive a REPLY
message from all other processes in the system. Long transmis-
sion delay in any one of the REPLY messages can delay the
entry of the process into its critical section. In TokenGME,o n
the other hand, a process with an unsafe token has to wait to
receive a RELEASE message only from all token holders of
the previous session to enter its critical section. Long transmis-
sion delay in any one of the RELEASE messages can delay
entry of the process into its critical section. Typically, the set
of token holders of a session is much smaller than the entire set808 N. Mittal, P.K. Mohan / J. Parallel Distrib. Comput. 67 (2007) 797–815
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Fig. 6. Relative performance of TokenGME with respect to RA2 as a function of various parameters: (a) varying the number of groups m from 2 to 150 with
n = 100, ncs = 50 time units, cs = 20 time units, cd = 10 time units and (,) = (20,80). (b) Varying the mean inter-request delay ncs from 0 to 4000
time units with n = 100, m = 50, cs = 20 time units, cd = 10 time units and (,) = (20,80). (c) Varying the mean time in critical section cs from 0
to 50 time units with n = 100, m = 50, ncs = 50 time units, cd = 10 time units and (,) = (20,80). (d) Varying the mean channel delay cd from 0 to
50 time units with n = 100, m = 50, ncs = 50 time units, cs = 20 time units and (,) = (20,80). (e) Varying the degree of non-uniformity (,) from
(50,50) to (10,90) with n = 100, m = 50, ncs = 50 time units, cs = 20 time units and cd = 10 time units. (f) Varying the number of processes from 5
to 500 with m = 50, ncs = 50 time units, cs = 20 time units, cd = 10 time units, and (,) = (20,80).
of processes. As a result, the probability that one of the RE-
PLY messages experiences a long transmission delay is much
higher than the probability that one of the RELEASE messages
experiences a large transmission delay.
Third, in RA2, once all processes in the current session have
left their critical sections, there is delay of at least two message
hops before a follower in the next session can enter its critical
section. On the other hand, in TokenGME, once all processes
in the current session have left their critical section, a secondary
token holder of the next session may be able to enter its critical
section only after a delay of one message hop. This happens,
for instance, if the secondary token holder of a session receives
the token directly from the primary token holder of the previous
session.N. Mittal, P.K. Mohan / J. Parallel Distrib. Comput. 67 (2007) 797–815 809
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Fig. 7. Relative performance of the priority-based scheme with respect to the FIFO-based scheme: (a) varying the number of processes n from 2 to 500 with
m = 50, ncs = 50 time units, cs = 20 time units, cd = 10 time units and (,) = (20,80). (b) Varying the degree of non-uniformity (,) from (50,50)
to (10,90) with n = 200, m = 50, ncs = 50 time units, cs = 20 time units and cd = 10 time units.
5. Enhancements to the basic algorithm
In this section, we discuss several extensions to TokenGME
tofurtherimproveitsperformanceand/ormakeitfault-tolerant.
5.1. Achieving unnecessary blocking freedom
Consider the CD jukebox example. Suppose some data are
replicated on multiple CDs. Therefore a request for such data
can be satisﬁed using any one of the CDs on which data has
been replicated. In traditional group mutual exclusion, a pro-
cess has to specify the type of critical section it wants to exe-
cute at the time of the request—which translates into the CD it
wants to access for satisfying its request. This may lead to un-
necessary delay (or blocking) in satisfying a request. To elimi-
nate this unnecessary delay, Manabe and Park extend the group
mutual exclusion problem in [18] to allow a process to spec-
ify more than one type when making a request. The request
can be satisﬁed by allowing a process to execute critical sec-
tion for any one of those types (speciﬁed at the time of the
request). TokenGME can be easily modiﬁed to achieve unnec-
essary blocking freedom. For a request r, let types(r) denote
the set of types speciﬁed with the request.
Recall that, when selecting the type for a session, the set of
all outstanding requests is divided into subsets based on request
type. Since, at the time of making a request, a process can
specify more than one type, an outstanding request can now
belong to multiple subsets. Speciﬁcally, a pending request r
belongs to all subsets corresponding to the types in types(r).A
subset is assigned a priority as described earlier in Section 3.2.1
and the rest of the steps remain the same.
We also extend the notions of compatible and conﬂicting
requests as follows. A request r is said to be compatible with a
type t if t ∈ types(r); otherwise r is said to conﬂict with t.N o w ,
a primary token holder, on receiving a request compatible with
the type of the token, issues a secondary token to the requesting
process unless there is a conﬂicting request already present in
the primary token queue.
It can be veriﬁed that the modiﬁed algorithm satisﬁes the
following property: if all pending requests in the system are
compatible with the type of the current session in progress and
no conﬂicting request is ever generated, then all requesting
processes enter their critical sections within two message hops
(of making the request). (This property is analogous to the
concurrent entry property of traditional group mutual exclusion
problem.) Moreover, all complexity measures of the algorithm
remain the same except for message-size complexity. The
(amortized) message-size complexity increases to O(g), where
g is the maximum number of types or groups that a process
can specify at the time of making a request.
5.2. Bounded implementation of TokenGME
TokenGME uses two kinds of integers whose value may
grow without any bound: the sequence number for a request
and the sequence number for a session. There are n integers
of the former kind, one stored at each process, and one integer
of the latter kind, stored in the primary token. To obtain an
implementation in which all integers are bounded, we can use
the approach described in [27]. Let smax denote the maximum
value that a sequence number can assume, where smax is at least
2. The main idea is to reset a sequence number to 0 once its
value reaches smax.
5.2.1. Resetting sequence number for request
The sequence number at a process can be reset as fol-
lows [27]. Consider a process pi whose sequence number has
reached smax. Once pi’s request with sequence number smax
has been fulﬁlled, it broadcasts a RESET_RSN message to
all processes instructing them to reset the ith entry in their
request vectors to 0. Further, it stops generating any further
requests until the reset operation is complete. A process pj,
on receiving a RESET_RSN message from pi, waits until
it has received all REQUEST messages that pi has sent so
far since the beginning or the last reset operation (whatever
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should be exactly smax.) Once that happens, there should not
be any REQUEST messages in transit from pi to pj. Process
pj then resets the ith entry in its request vector and sends an
acknowledgment message to pi informing it of the same. Fi-
nally, once pi has received an acknowledgment message from
all processes, it can resume generating requests for critical
section. Note that it is not necessary to reset the ith entry in
the fulﬁlled vector of a token. For the purpose of determin-
ing whether a request is new (which is done by comparing
the appropriate corresponding entries of request and fulﬁlled
vectors), we assume that smax < 1. Further, when an entry of
the fulﬁlled vector is incremented after reaching the maximum
value, the new value of the entry is set to 1.
5.2.2. Resetting sequence number for session
A similar approach can be used to reset the sequence number
for a session. Recall that session number is used to determine
the session to which a RELEASE message belongs. This, in
turn, helps a process to determine whether all secondary tokens
issued in the previous session have been released. Suppose the
sequence number for session has reached smax. Before starting
the next session, the current primary token holder, say process
pi, broadcasts a RESET_SSN message to all processes in-
structing them to reset their session numbers to 0. The reset
message contains an integer totalNoOfTokensIssued to indicate
the total number of secondary tokens that have been issued so
far since the beginning or the last reset operation (whatever
the case may be). A process pj, on receiving a RESET_SSN
message, waits until it has received the matching number of
RELEASE messages. At this time, pj should have received
RELEASE messages for all secondary tokens issued so far. It
then resets its session number and sends an acknowledgment
message to pi informing it of the same. Finally, once pi has
received an acknowledgment message from every process, it
initiates the next session. Note that the value of the integer
totalNoOfTokensIssued is bounded by nsmax assuming that at
most one secondary token is issued to each process in a ses-
sion. TokenGME can be modiﬁed easily to ensure this property
without affecting any complexity measure.
5.2.3. Bounds on various integers
It can be veriﬁed that various integers used in the modiﬁed
algorithm have maximum values as shown below:
• oldNoOfTokens, noOfTokensIssued, noOfReleaseMessages:
n;
• entry of request vector, entry of fulﬁlled vector, session:
smax;
• totalNoOfTokensIssued: nsmax;
• age, priority: m(max
min + 1).
5.3. Achieving fault tolerance
In the paper, so far we have assumed that both processes and
channels are reliable. In case one or more processes may fail
by crashing, TokenGME may not work correctly. Speciﬁcally,
one or more tokens may get lost as a result of which the system
becomes deadlocked. We now describe an approach that can
be used to tolerate process crashes. The main idea is to restart
TokenGME on the set of processes that are still operational. A
simple mechanism is used to fulﬁll requests that are still pend-
ing when TokenGME is restarted. We do not, however, restart
the underlying application and assume that it is capable of cop-
ing with process crashes. Note that the underlying application
generates critical section requests and also executes critical sec-
tions. A group mutual exclusion algorithm is only responsible
for informing a process when it can enter the critical section
and also reacting to when a process leaves the critical section.
In case application has to be restarted as well, then Arora and
Gouda’s approach can be used to reset the entire system [1].
5.3.1. Failure detection
We assume that processes are equipped with a perfect failure
detector [5] that can be used to reliably detect failure of a
process. It can be shown that a crash-tolerant mutual exclusion
(and, therefore, group mutual exclusion) algorithm can be used
to implement a perfect failure detector provided it is possible
to “peek inside” the algorithm [8]. This, in turn, implies that a
perfect failure detector is necessary to solve the group mutual
exclusion problem in an environment where processes may fail
by crashing.
5.3.2. Failure recovery
To recover from process failures, one of the operational pro-
cesses in the system is chosen to act as a coordinator, which is
then responsible for starting a new instance of the group mu-
tual exclusion algorithm on the set of processes that are still
operational. A simple way to choose a coordinator is to select
the process with the smallest identiﬁer among all operational
processes. Speciﬁcally, whenever a process detects crash of an-
other process, it sends a NOTIFY message to the process that
has the smallest identiﬁer among all operational processes in
its view. The NOTIFY message is piggybacked with the set
of all processes that have failed so far in its view. Further, the
process that has the smallest identiﬁer among all processes cur-
rently operational in its view (including itself) elects itself as
the coordinator. The coordinator waits until it has received a
NOTIFY messagefromalloperationalprocessesindicatingthat
all of them agree on the set of failed processes. It then restarts
TokenGME in three phases.
In the ﬁrst phase, the coordinator instructs all processes that
are still alive to abort the current instance of TokenGME and
start a new instance of TokenGME via a RESTART message.
The new instance involves only those processes that are still
alive. (In case a process is already in the critical section when it
receives a RESTART message, it defers the processing of the
RESTART message until it has left the critical section.) Note
that two operational processes may detect crash of different
processes in different order. To ensure that all operational pro-
cesses agree on the set of processes participating in the current
instance of TokenGME, the coordinator piggybacks the set of
processes that have failed in its view on the RESTART mes-
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is suspended until a RESUME message is received from the
coordinator, which happens in the third phase. Once a process
has started a new instance of TokenGME, it sends a DONE
message to the coordinator. In case the process has a pending
request at the time of restarting, it piggybacks the pending re-
quest on the DONE message. We refer to such a request as old
request. The ﬁrst phase ends when the coordinator has received
a DONE message from all operational processes.
In the second phase, the coordinator collects all old requests
it received along with DONE messages and constructs a de-
terministic schedule to fulﬁll the old requests (the details are
explained later). The second phase ends once the coordinator
learns that all old requests have been fulﬁlled.
Finally, in the third phase, the coordinator broadcasts a RE-
SUME message to all operational processes instructing them
to resume the execution of the instance of TokenGME started
in the ﬁrst phase.
When TokenGME is restarted, messages sent by processes
before starting the new instance of TokenGME may still be in
transit. Such messages should be ignored on arrival. To enable
a process to identify such messages, each message sent by a
process is piggybacked with an instance identiﬁer, which, for
example, can be the number of processes participating in that
instance. Note that if a process fails before the three phases
of a restart operation have ﬁnished, then a new coordinator is
elected, if required, which then initiates a new restart opera-
tion. Therefore the restart operation itself can tolerate process
failures.
Fulﬁlling old requests for critical section: Let Q denote the
set of processes that have old requests for critical section. Also,
let Q1,Q 2,...,Q r be the partition of Q based on the type
of request a process has made. In other words, requests by all
processes in Qi, where 1ir, are of the same type. A simple
way to fulﬁll old requests is to fulﬁll requests by processes
in Q1, followed by processes in Q2 and so on. To that end,
the coordinator sends a START message to all processes in
Q1. Once a process in Qi, where 1i<r , leaves its critical
sections, it sends a LEAVE message to all processes in Qi+1.
A process in Qi+1 enters its critical section after it has received
a LEAVE message from all processes in Qi. Finally, a process
in Qr sends a LEAVE message to the coordinator after leaving
its critical section. Clearly, once the coordinator has received
a LEAVE message from all processes in Qr, it knows that all
old requests have been fulﬁlled.
5.3.3. Proving correctness
A formal description of the restart operation is given in
Figs. 8–11. It consists of nine actions, namely B1–B6 and C1–
C3. Actions B1–B6 are executed by all processes, whereas ac-
tions C1–C3 are executed only by the coordinator.
We now argue that our approach for achieving fault-tolerance
is correct. To that end, we associate an attribute with every op-
erational process referred to as its tag. The tag of a process
pi, denoted by tagi, is a tuple consisting of two entries. The
ﬁrst entry is the identiﬁer of the latest instance of TokenGME
initiated on pi. The second entry indicates whether the latest
instance is running state or in suspended state. Speciﬁcally, the
second entry has the value false if the latest instance (of To-
kenGME) is in suspended state; it has the value true otherwise.
Two tags are compared lexicographically. Formally, given two
tags  x,a  and  y,b :
 x,a  <  y,b   (xy)∨ ((x = y)∧ (a < b)).
Recall that instance identiﬁer corresponds to the set of pro-
cesses that have crashed so far. Further, we use the convention
that false < true. The following properties about the tag of a
process can be easily veriﬁed:
tag of a process is monotonically non-decreasing, and (13)
tag of a process does not change while the process is in
its critical section. (14)
To show that our fault-tolerant group mutual exclusion is
crash-tolerant, we ﬁrst prove the following lemma:
Lemma 13. If two processes are executing their critical sec-
tions simultaneously, then they have identical tags. Formally,
csi ∧ csj   ⇒ tagi = tagj
Proof. Assume, on the contrary, that tagi  = tagj. Without loss
of generality, assume that tagi < tagj. There are two cases to
consider:
• Case 1( tagi and tagj have the same instance identiﬁer):
Let the instance identiﬁer for the two tags be x. Clearly,
tagi =  x,false  and tagj =  x,true . This means that
process pi’s request is satisﬁed as old request during restart
operation for instance x. This, in turn, implies that instance
x of TokenGME is in suspended state on all live processes
including process pj—a contradiction.
• Case 2: (tagi and tagj have different instance identiﬁers):
Let tagi =  x,a  and tagj =  y,b . Observe that x<
y because x  = y and tagi < tagj. Since process pj is
in critical section, all live processes including process pi
have already sent a DONE message to the coordinator. This,
in turn, implies that pi has already started instance y of
TokenGME—a contradiction.
This establishes the lemma. 
Clearly, if two critical section requests are satisﬁed by the
same instance of TokenGME, then they satisfy the group mu-
tual exclusion property. Likewise, if they are satisﬁed as old
requests during the same restart operation, then they satisfy the
group mutual exclusion property as well. Let typei denote the
type of the critical section being executed by process pi if pi
is in its critical section (and is undeﬁned otherwise). It follows
from Lemma 13 and our discussion that:
Theorem 14 (Group mutual exclusion). If two processes are
executing their critical sections simultaneously, then the criti-
cal sections have the same type. Formally,
csi ∧ csj   ⇒ typei = typej.812 N. Mittal, P.K. Mohan / J. Parallel Distrib. Comput. 67 (2007) 797–815
Fig. 8. Making the group mutual exclusion algorithm TokenGME fault-tolerant.
It now remains to be shown that our approach for achieving
fault-tolerance satisﬁes the liveness property. A process is said
to be correct if it never crashes. To show liveness, we have to
showthateveryrequestforacriticalsectionbyacorrectprocess
is eventually fulﬁlled. Note that the system eventually reaches
a state after which there are no more process crashes. Once
that happens, an instance of TokenGME is eventually initiated
on the set of correct processes, and, moreover, no new instance
of TokenGME is initiated after that. If a correct process has
an outstanding request for critical section at the time this ﬁnal
instance is initiated, the request is fulﬁlled as an old request.
Otherwise, any request generated later is eventually satisﬁed
via the ﬁnal instance of TokenGME because TokenGME is
live. Therefore, we have:
Theorem 15 (Starvation freedom). Every request by a correct
process is eventually fulﬁlled.
5.3.4. Cost of failure recovery
Each restart operation exchanges at most 5(n−1) messages:
n−1 NOTIFY, n−1 RESTART, n−1 DONE, n−1 START
and n − 1 RESUME messages. For each request satisﬁed as
a “normal” request, at most 2n−1 messages are exchanged—
n−1 REQUEST,1TOKEN and n−1 RELEASE messages.
Further,foreachrequestsatisﬁedas“old”request,againatmost
2n−1 messages are exchanged—n−1 REQUEST,1TOKEN
and n−1 LEAVE messages. Let rtotal denote the total number
of requests generated during an execution. Also, let f denote
the total number of processes that fail during an execution. The
total number of messages generated in the system is bounded
by (2n − 1)rtotal + 5(n − 1)f. In case rtotal?f, overhead
incurred due to restart operations can be ignored.
It is possible to eliminate the third phase in a restart operation
altogether. When a new instance of TokenGME is started, its
execution is not suspended but rather the instance is allowedN. Mittal, P.K. Mohan / J. Parallel Distrib. Comput. 67 (2007) 797–815 813
Fig. 9. Making the group mutual exclusion algorithm TokenGME fault-tolerant (continued).
Fig. 10. Making the group mutual exclusion algorithm TokenGME fault-tolerant (continued).814 N. Mittal, P.K. Mohan / J. Parallel Distrib. Comput. 67 (2007) 797–815
Fig. 11. Making the group mutual exclusion algorithm TokenGME fault-tolerant (continued).
to execute normally. The coordinator holds the primary token
initially. However, it does not issue any token to any process
until all old requests have been fulﬁlled.
The second phase of the restart operation, strictly speaking,
is not necessary. We use it to restrict the number of messages
that are exchanged due to a request to 2n − 1. Otherwise, a
request may generate as many as nf messages, in the worst
case, which may be as large as (n2).
5.3.5. Discussion
Themechanismforachievingfaulttolerancedescribedinthis
section has two advantages. First, it is fault reactive in nature.
This means that if no process fails during an execution then the
performanceofthefault-tolerantTokenGMEisidenticaltothat
of fault-sensitive TokenGME. Further, the overhead incurred
due to process failures increases in proportion to the number
of processes that actually fail during an execution. Second, it
is general in the sense that it can be used to transform any
fault-sensitive (group) mutual exclusion algorithm into a fault-
tolerant algorithm (and not just TokenGME).
For the traditional mutual exclusion problem, a common ap-
proach for achieving fault-tolerance when using a token-based
mutual exclusion algorithm is to regenerate the token when-
ever its loss is detected (e.g., [22,19,21,26]). Note that, in our
algorithm, it is not sufﬁcient to regenerate the primary token
on detecting its loss. The regenerated primary token cannot be
used until all secondary tokens in the system have been re-
leased. Otherwise, the safety property may be violated in case
the newly generated primary token is used by a process whose
request type is different from that of a secondary token.
Even though the failure-recovery mechanism presented here
is general in the sense that it can be used with any (group)
mutual exclusion algorithm, its performance (in terms of num-
ber of messages) is comparable with that of more specialized
approaches (e.g., [22,19,21]). For instance, Manivannan and
Singhal’s approach for regenerating a lost token may exchange
(n2) messages whenever a process crashes [19]. (This hap-
pens when multiple processes with pending requests concur-
rently suspect that the token has been lost.) However, unlike
our approach, their approach can recover from token lost due to
channel failure. In Mueller’s approach, a ring is used to detect
whether a process has failed [21]. The approach works only
if at most one process fails in the ring between two recovery
operations. If two or more processes fail concurrently, then the
ring may get partitioned into multiple segments. As a result,
the fault handler may not receive local states of all operational
processes and the system may not recover to a correct state.
6. Conclusion and future work
In this paper, we have proposed an efﬁcient token-based
distributed algorithm for solving the group mutual exclusion
problem. Our algorithm is especially suited for applications in
which some groups are requested more often than other groups.
Our experimental results indicate that our algorithm has much
better performance than existing group mutual exclusion algo-
rithms especially when average channel delay is comparable to
or larger than average duration of critical section. Speciﬁcally,
for the parameter values for which we ran the experiments, it
decreased the waiting time by as much as 35% and increased
the system throughput by as much as 39% at the same time
when compared to the algorithm proposed by Joung.
We have also described several modiﬁcations to the basic
token-based algorithm to satisfy desirable properties such as
unnecessary blocking freedom and bounded implementation.
Further, we have presented a general mechanism to make the
algorithm tolerant to process crashes.
Clearly, the scheme for selecting the type for the next session
to be initiated is crucial to the performance of our algorithm. As
futurework,weplantoinvestigateothertype-selectionschemes
and measure their performance experimentally.
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