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Zadanie
Testova´n´ı programove´ho vybaven´ı
1. Seznamte se strukturou zdrojove´ho ko´du programove´ho vybaven´ı vytvorˇene´ho v ra´mci
projektu Liberouter.
2. Navrhneˇte metodiku testova´n´ı zdrojove´ho ko´du v ra´mci projektu Liberouter. Zameˇrˇte
se na automatizace test˚u k oveˇrˇen´ı funkce programove´ho vybaven´ı a detekci chyb ve
zdrojove´m ko´du.
3. Navrhneˇte metodiku testova´n´ı konfigurace, kompatibility a pouzˇitelnosti vytvorˇene´ho
programove´ho vybaven´ı v ra´mci projektu Liberouter.
4. Vytvorˇte testovac´ı server a prakticky zvolene´ metodiky testova´n´ı oveˇrˇte. Proved’te
meˇrˇen´ı vy´skytu chyb ve zdrojove´m ko´du a chyb prˇi nasazen´ı.
Kategorie: Softwarove´ inzˇeny´rstv´ı
Licencˇn´ı smlouva
Licencˇn´ı smlouva je ulozˇena v arch´ıvu Fakulty informacˇn´ıch technologi´ı Vysoke´ho ucˇen´ı
technicke´ho v Brneˇ.
Abstrakt
Pra´ca si kladie za ciel’ vytvorit’ metodiku pre automatizovane´ testovanie zdrojove´ho ko´du
vytvorene´ho v ra´mci projektu Liberouter. Navrhnuta´ metodika umozˇnˇuje na jednom pocˇ´ıtacˇi
testovat’ kopatibilitu a pouzˇitelnost’ programove´ho vybavenia vzhl’adom na sˇiroku´ sˇka´lu vari-
ant podporovany´ch platform. Metodika je implementovana´ v programovacom jazyku Perl
ako automatizovany´ server s vyuzˇit´ım virtualizacˇne´ho softve´ru VMware Server.
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Abstract
The aim of the thesis is to design a metholodogy for automatized source code testing for the
project Liberouter. The designed metholodogy allows testing the compatibility and usability
of the given software on a large scale of variants of supported platforms. The metholodogy is
implemented in programming language Perl as an automatized server working with VMware
Server virtualization software.
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Kapitola 1
U´vod
S mas´ıvnym na´stupom informacˇny´ch technolo´gi´ı od 80. rokov 20. storocˇia sa pocˇ´ıtacˇe
rozsˇ´ırili do vsˇetky´ch ku´tov l’udskej cˇinnosti. Overovanie spra´vnej funkcionality, kvality a
bezpecˇnosti sa preto stalo prirodzeny´m pozˇiadavkom pre vy´vojovy´ cyklus kazˇde´ho so-
ftve´rove´ho produktu. Pri vel’kom rozsahu projektu, pocˇetnosti podporovany´ch platforiem,
pr´ıpadne za´vislostiach na konfigura´cia´ch ty´chto platforiem, vsˇak nasta´va rada proble´mov.
Neautomatizovane´ testovanie sa cˇasto sta´va z cˇasove´ho hl’adiska neu´nosny´m. Snaha je preto
v testovan´ı kladena´ na automatizovanie testovy´ch opera´ci´ı. V su´cˇasnosti nasta´va trend
vyuzˇitia virtualizacˇny´ch na´strojov pre potreby automatizovane´ho testovania. Toto riesˇenie
prina´sˇa viacero vy´hod nielen z hl’adiska u´spory cˇasu, ale i prostriedkov.
Ta´to pra´ca si kladie za ciel’ vytvorit’ metodiku pre automatizovane´ testovanie zdrojove´ho
ko´du vytvorene´ho v ra´mci projektu Liberouter. Projekt Liberouter je zamerany´ na prob-
lematiku na´rocˇny´ch siet’ovy´ch aplika´ci´ı, ktore´ k ury´chleniu vyuzˇ´ıvaju´ sˇpecia´lny hardve´r na
ba´zi technolo´gie FPGA. V ra´mci projektov EU´ 6NET, SCAMPI a GN2 sa projekt podiel’a
na vy´voji IPv6 smerovacˇa, monitorovacieho adapte´ru, sondy na ba´zi NetFlow s ciel’ovou
priepustnost’ou 1Gbps a 10Gbps a niektory´ch d’alˇs´ıch siet’ovy´ch zariaden´ı.
Testovanie softve´ru nie je trivia´lne a samostatne sa del´ı na viacero skup´ın zaoberaju´cich
sa roˆznymi vlastnost’ami softve´rove´ho produktu. Kapitola 2 opisuje obecne´ teoreticke´ prin-
c´ıpy testovania softve´ru a zameriava sa na staticke´ testovanie zdrojove´ho ko´du. Virtu-
aliza´cia a jej u´loha v testovan´ı softve´ru je predmetom sekcie 2.4. Pojedna´va o virtualizacˇny´ch
meto´dach a na´strojoch. Poukazuje na vy´hody, ktore´ tieto syste´my pri testovan´ı prina´sˇaju´
a uva´dza ich kl’´ucˇove´ vlastnosti vyuzˇitel’ne´ pri testovan´ı.
Usporiadanie programove´ho vybavenia vytvorene´ho v ra´mci projektu Liberouter je pred-
metom kratsˇej kapitoly 3. Opisuje rozdelenie programove´ho vybavenia a snazˇ´ı sa z neho
vybrat’ vhodny´ objekt testovania.
Kapitola 4 sa zaobera´ na´vrhom a implementa´ciou automatizovane´ho testovacieho servera
LiTS – Liberouter Testing Server podl’a navrhnutej metodiky a popisuje vlastnosti vytvo-
rene´ho riesˇenia.
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Kapitola 2
Testovanie softve´ru
Testovanie je v dnesˇnej dobe jednou z neodmyslitel’ny´ch su´cˇast´ı vy´vojove´ho ako aj zˇivotne´ho
cyklu softve´ru. Ide o technicku´ discipl´ınu neusta´lej konfronta´cie produktu s jej sˇpecifika´ciou
a pozˇadovany´mi vlastnost’ami pre z´ıskanie informa´ci´ı o kvalite testovane´ho produktu. Pod
pojmom testovanie sa teda mysl´ı proces identifika´cie spra´vnosti, u´plnosti, bezpecˇnosti a
kvality vyv´ıjane´ho softve´rove´ho produktu. V oblasti softve´rove´ho testovania je potrebne´
rozl´ıˇsit’ dva pojmy:
• Chybu softve´ru – failure
• Zlyhanie softve´ru – fault
V pr´ıpade chyby softve´ru, nesplnil softve´r svoju u´lohu z pohl’adu uzˇ´ıvatel’a, neurobil teda
to cˇo od neho uzˇ´ıvatel’ ocˇaka´val. Zlyhanie softve´ru naopak vyjadruje chybovy´, nekorektny´
stav z pohl’adu spra´vnosti se´mantiky programu. Zlyhanie sa moˆzˇe stat’ chybou ak sa splnia
jeho krite´ria a nespra´vna cˇast’ ko´du je spustena´ riadiacou jednotkou – procesorom. Dˇalˇs´ım
mozˇny´m doˆvodom zmeny zlyhania na chybu softve´ru moˆzˇe byt’ prenos softve´ru na novu´
platformu, prechod na novsˇ´ı cˇi nie u´plne kompatibilny´ prekladacˇ, cˇi pri rozsˇirovan´ı aktua´lnej
verzie softve´ru o nove´ vlastnosti.
Neza´visle od pouzˇity´ch meto´d testovania je jeho vy´sledkom len isty´ stupenˇ uspokojenia
pozˇiadavkov zo strany tvorcu, cˇi objedna´vatel’a testovane´ho projektu. Toto uspokojenie sa
vyjadruje v miere chybovosti ko´du. Vyzˇadovana´ miera chybovosti ko´du sa odv´ıja od typu
softve´ru. Vyzˇadovana´ miera bude samozrejme nizˇsˇia pri softve´rovom simula´tore automobilu
ako pri softve´ri v riadiacej jednotke rea´lneho auta.
2.1 Za´kladne´ praktiky testovania
Proble´mom softve´rove´ho testovania su´ nepravidelne sa objavuju´ce chyby vo vyv´ıjanom so-
ftve´ri. Tieto chyby sa obtiazˇne lokalizuju´ a ich pr´ıcˇiny zosta´vaju´ preto cˇasto neodhalene´. Nie
moc spra´vnym pr´ıstupom je pravidlo, zˇe softve´r, ktore´ho bezporuchovy´ beh je pla´novany´
na urcˇitu´ dobu, mus´ı byt’ testovany´ minima´lne rovnako dlhy´ cˇas. Toto ma´ dopad na softve´r
s predpokladanou dlhou dobou spol’ahlive´ho behu, kde sa sta´va nerea´lne testovanie pozˇado-
vany´ dlhy´ cˇas. Akceptovatel’na´ hranica cˇasu sa pohybuje v ra´mci dn´ı alebo ty´zˇdnˇov. Dlhsˇia
doba behu mus´ı byt’ za norma´lnych okolnost´ı odsimulovana´.
Najcˇastejˇsou praktikou softve´rove´ho testovania by´va testovanie neza´vislou skupinou tes-
terov po implementa´cii hlavnej funkcionality softve´ru. Dˇalˇs´ım cˇasto pouzˇ´ıvany´m pr´ıstupom
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moˆzˇe byt’ opakovane´ testovanie softve´ru pocˇas celej doby jeho vy´voja. Druhy´ pr´ıstup moˆzˇe
spoˆsobit’ viac t’azˇkost´ı, ked’zˇe oprava na´jdenej chyby pocˇas vy´voja moˆzˇe spoˆsobit’ nut-
nost’ opravy zdrojove´ho ko´du v rozsahu, ktory´ prekracˇuje ra´mec chyby. V testovan´ı sa
toto preuka´zˇe ako nutnost’ prehodnotit’ testovane´ oblasti, pr´ıpadne ich pretestovat’, pretozˇe
mohli byt’ opravou ko´du ovplyvnene´. Dˇalˇs´ım proble´mom moˆzˇe byt’ nutnost’ va¨cˇsˇieho dozoru
testerov nad testovanou verziou produktu. Nacˇrtnute´ proble´my moˆzˇu spoˆsobit’ mesˇkanie
projektu cˇo sa moˆzˇe odrazit’ na jeho neusta´lom predrazˇovan´ı. Dˇalˇsou obecnou praktikou
je vytva´ranie testovac´ıch sa´d pocˇas sˇpecifika´cie softve´ru. Tieto testy su´ potom vyuzˇ´ıvane´
v regresny´ch testoch a ich u´lohou je zaistenie neopakovania sa vsˇetky´ch doteraz zna´mych
chy´b v softve´ri. Regresne´ testy su´ pravidelne´ automatizovane´ testy pre pravidelnu´ kontrolu
problematicky´ch cˇast´ı softve´ru. Vsˇeobecne uzna´vany´m pravidlom je, zˇe cˇ´ım skoˆr sa chyba
v softve´ri objav´ı, ty´m je jej oprava menej na´kladna´. Logicky to vyply´va z toho, zˇe objavena´
chyba v softve´ri by mohla spoˆsobit’ niekol’ko d’alˇs´ıch proble´mov pocˇas vy´vojove´ho cyklu pro-
jektu. Objavena´ chyba by taktiezˇ mohla spoˆsobit’ zmenu sˇtruktu´ry cˇi povahy da´t s ktory´mi
syste´m pracuje a ty´m by znemozˇnila testovanie so stary´mi testovac´ımi da´tami.
2.2 Rozdelenia softve´rove´ho testovania
Pre softve´rove´ testovanie existuje vel’ke´ mnozˇstvo rozdelen´ı podl’a roˆznych krite´ri´ı. V za´sade
existuju´ tri hlavne´ fa´ze testovania:
• Testovanie modulov (Unit Testing) – tu sa kazˇdy´ modul softve´ru testuje pre ko-
rektnu´ implementa´ciu podl’a rozsˇ´ırenej sˇpecifika´cie
• Testovanie integra´cie (Integration Testing) – tu sa viac modulov spojeny´ch v jeden
celok navza´jom spa´ja a testuje azˇ ky´m nefunguje ako celok
• Testovanie syste´mu (System Testing) – v tomto stupni sa program integruje do
celkove´ho produktu a testuje sa cˇi sp´lnˇa vsˇetky pozˇiadavky
Doˆlezˇity´m za´kladny´m rozdelen´ım testovania (nielen softve´ru) je z hl’adiska pon´ımania pro-
ble´mu:
• Sˇtruktura´lne testovanie (White–box testing) – pon´ıma vnu´tornu´ perspekt´ıvu testo-
vane´ho objektu a podl’a toho vytva´ra testovacie pr´ıpady. Na´jdenie vsˇetky´ch mozˇnost´ı
(ciest) v testovanom softve´ri nie je jednoduche´ a vyzˇaduje programa´torske´ sku´senosti.
Pri testovan´ı sa vyberaju´ testovacie hodnoty pre vhodne´ cesty v programe a testuje sa
prislu´chaju´ci vy´stup. Ked’zˇe test je zalozˇeny´ na aktua´lnej vnu´tornej sˇtruktu´re testo-
vane´ho produktu pri zmene vnu´tornej sˇtruktu´ry je nutne´ aktualizovat’ aj testovacie
pr´ıpady. Toto testovanie sa vo va¨cˇsˇine pr´ıpadov pouzˇ´ıva v stupni testovania modulov.
• Funkciona´lne testovanie (Black–box testing) – pon´ıma vonkajˇsiu perspekt´ıvu o te-
stovanom objekte a podl’a toho sa snazˇ´ı formulovat’ testovacie pr´ıpady. Na za´klade
vyberania spra´vnych a nespra´vnych vstupny´ch hodnoˆt a prechodom syste´mu ana-
lyzuje spra´vnost’ vy´stupny´ch u´dajov v konfronta´cii so vstupny´mi. Vnu´torna´ sˇtruktu´ra
testovane´ho celku zosta´va nezna´ma. I ked’ funkciona´lne testovanie moˆzˇe viest’ k na´j-
deniu novy´ch testovac´ıch pr´ıpadov nikdy sa neda´ zarucˇit’, aby vsˇetky mozˇnosti (cesty)
v softve´ri boli pretestovane´. Testovanie tohto druhu je mozˇne´ vo vsˇetky´ch stupnˇoch
testovania.
5
Testovanie softve´ru v d’alˇsom mozˇno rozdelit’ na:
• Staticke´ testovanie (Static Testing)
Je formou softve´rove´ho testovania, kde samotny´ vy´sledny´ softve´r nie je testovany´.
Viac o statickom testovan´ı v nasleduju´cej sekcii 2.3.
• Dynamicke´ testovanie (Dynamic Testing)
Sa zaobera´ testovan´ım dynamicke´ho chovania ko´du. Dynamicke´ analy´za zahr´nˇa prie-
skum odpovede syste´mu cez premenne´, ktore´ sa menia v cˇase a nie su´ konzistentne´.
V d’alˇsom texte sa zameriam na staticku´ analy´zu zdrojove´ho programu rozoberiem jej hlavne´
smery.
2.3 Staticke´ testovanie a staticka´ analy´za ko´du
Na rozdiel od dynamicke´ho testovania, staticke´ testovanie netestuje samotny´ softve´rovy´ pro-
dukt. Staticke´ testovanie je formou sˇtruktura´lneho testovania a je vykona´vane´ va¨cˇsˇinou vo
fa´ze testovania modulov. Tento druh testovania je zvycˇajne prvy´m typom testovania, ktore´
sa vykona´va na kazˇdom softve´rovom produkte. Meto´dou staticke´ho testovania softve´ru je
staticka´ analy´za ko´du. Ta´to meto´da je dobre automatizovatel’na´. Uka´zˇkou neautomatizo-
vatel’nej meto´dy moˆzˇe byt’ napr´ıklad manua´lne prezeranie zdrojove´ho ko´du softve´ru.
2.3.1 Staticka´ analy´za ko´du
Staticka´ analy´za ko´du je formou staticke´ho testovania vykona´vana´ va¨cˇsˇinou automaticky´m
na´strojom. Sofistikovanost’ jednotlivy´ch analy´z ko´du za´vis´ı od toho, cˇi beru´ do u´vahy
len chovanie jednotlivy´ch pr´ıkazov a deklara´ci´ı alebo cele´ho zdrojove´ho ko´du. Informa´cie
o vy´sledkoch analy´zy sa moˆzˇu zobrazovat’ ako cˇasti programu s chybovou alebo varovnou
hla´sˇkou. Vy´stupy analy´zy sa moˆzˇu popr´ıpade pouzˇit’ ako vstup pre forma´lne meto´dy, ktore´
sa na za´klade matematicky´ch pravidiel poku´sia doka´zat’ spra´vnost’ testovane´ho softve´ru – tj.
chovanie programu odpoveda´ sˇpecifika´cii. Staticka´ analy´za ko´du je pouzˇ´ıvana´ v pocˇ´ıtacˇovy´ch
syste´moch s kritickou bezpecˇnost’ou pre lokaliza´ciu potenciona´lne nebezpecˇne´ho ko´du.
2.3.2 Forma´lne meto´dy statickej analy´zy ko´du
Tieto meto´dy pouzˇ´ıvaju´ pri overovan´ı spra´vneho vy´stupu testovane´ho softve´ru matematic-
ke´ meto´dy. Techniky forma´lnej statickej analy´zy moˆzˇme rozdelit’ do nasleduju´cich skup´ın:
• Testovanie modelu (Model checking)
Uvazˇuje o syste´moch s konecˇny´m pocˇtom stavov, ktore´ je mozˇne´ zjednodusˇit’ pouzˇit´ım
abstrakcie. Toto testovanie sa vyuzˇ´ıva vo va¨cˇsˇej miere na verifika´ciu forma´lnych
syste´mov. Model ty´chto syste´mov je odvodeny´ z hardve´rove´ho alebo softve´rove´ho
na´vrhu.
• Abstraktna´ interpreta´cia (Abstract interpretation)
Je zalozˇena´ na princ´ıpe cˇiastocˇne´ho spustenia ko´du, pri ktorom sa z´ıska dostatok
potrebny´ch informa´ci´ı. Vyuzˇ´ıva sa napr´ıklad pri vyhl’ada´van´ı optimaliza´ci´ı a trans-
forma´cii ko´du pri analy´ze ko´du v prekladacˇoch.
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• Pouzˇitie predika´tov
Pri tejto technike sa vyuzˇ´ıva pouzˇ´ıvanie predika´tov v ko´de (assertov) ako podklad pre
Hoareovu logiku. Ta´to meto´da sa vyuzˇ´ıva v niektory´ch programovac´ıch jazykoch ako
JML alebo SPARK.
2.3.3 Proble´my statickej analy´zy zdrojove´ho ko´du
Staticka´ analy´za zdrojove´ho ko´du sa zaobera´ viacery´mi proble´mami v zdrojovom texte.
Samozrejme nie vsˇetky proble´my su´ detekovatel’ne´ jedny´m na´strojom. Ty´mito proble´mami
v zdrojovom ko´de programu moˆzˇu byt’:
• Nedosiahnutel’ny´ ko´d (Unreachable code) – niekedy nazy´vany´ aj mr´tvy ko´d (dead
code) je existuju´ci ko´d v zdrojovom texte programu, ktory´ nikdy nebude vykonany´.
Mr´tvy ko´d je v programe nezˇiadu´ci, pretozˇe moˆzˇe byt’ doˆsledkom chyby v softve´ri.
Dˇalˇs´ım nezˇiadu´cim faktorom moˆzˇe byt’ zˇe jeho nadbytocˇnost’ je nezna´ma a udrzˇovanie
take´hoto ko´du je zbytocˇne´. Detekcia mr´tveho ko´du je formou statickej analy´zy. Vy-
zˇaduje analy´zu riadiaceho toku testovane´ho programu.
• Nedeklarovane´ premenne´ (Undeclared variables) – premenne´ ktore´ sa maju´ pouzˇit’
neboli deklarovane´ v ko´de.
• Neinicializovane´ premenne´ (Uninitialized variables) – premenne´ ktore´ sa maju´
pouzˇit’ boli deklarovane´, ale ich hodnota nebola definovana´ v predcha´dzaju´com behu
programu.
• Nespra´vne typy parametrov (Parameter type mismatches) – pri preda´van´ı pa-
rametrov nerovnaky´ch typov moˆzˇe docha´dzat’ k nepr´ıjemny´m a t’azˇko odhalitel’ny´m
chyba´m.
• Nevolane´ funkcie a procedu´ry (Uncalled functions and procedures) – procedu´ry
v zdrojovom ko´de, ktore´ sa nevolaju´ nikde v programe.
• Pretecˇenie za´sobn´ıka (Buffer overflow) – chyby vyvolana´ pr´ıstupom do oblasti za
alokovanou pama¨t’ou alebo za rozsah pol’a.
• Pouzˇitie pama¨ti mimo rozsahu (Out of scope memory usage) – vznika´ napr´ıklad
pri vra´ten´ı adresy premennej deklarovanej vo vnu´tri funkcii.
• Nespra´vne pouzˇitie ukazovatel’ov (Misuse of pointers) – nasta´va v pr´ıpade zˇe
ukazovatel’ ukazuje na ine´ data ako si mysl´ı.
• Pouzˇitie dealokovanej pama¨ti (Use of deallocated memory) – ta´to chyba vznika´
pri pouzˇit´ı pama¨te, ktora´ uzˇ bola uvol’nena´ z pouzˇ´ıvania.
• Podtecˇenie za´sobn´ıka (Buffer underflow) – je chyba vyvolana´ pr´ıstupom do nealoko-
vanej pama¨te pred alokovany´m blokom.
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2.3.4 Techniky statickej analy´zy zdrojove´ho ko´du
Analy´za zdrojove´ho ko´du je su´cˇast’ou kazˇde´ho prekladacˇa cˇi interpreta zdrojove´ho ko´du.
Ta´to analy´za vsˇak cˇasto neodhal´ı cˇasto fata´lne chyby v zdrojovom ko´de (nie je to samozrej-
me jej prvoradou u´lohou). Tu´to analy´zu preto na´stroje urcˇene´ pre staticku´ analy´zu ko´du
rozsˇiruju´, aby dosiahli va¨cˇsˇieho rozsahu testovania nebezpecˇny´ch cˇi nekorektny´ch konsˇtruk-
ci´ı. V d’alˇsom zhrniem niektore´ cˇasto pouzˇ´ıvane´ techniky pouzˇ´ıvane´ pre staticku´ analy´zu
ko´du.
Analy´za ukazovatel’ov je technikou pri ktorej sa zist’uje “poˆvod” da´t odkazovany´ch
ukazatel’mi a referenciami v programe. Ta´to analy´za je dost’ na´rocˇna´ na hardve´r a preto
sa zaviedli zjednodusˇenia, ktore´ umozˇnˇuju´ odbu´rat’ toto obmedzenie. Zjednodusˇen´ım moˆzˇe
byt’ napr´ıklad uvazˇovanie o vsˇetky´ch ukazatel’och na sˇtruktu´rovany´ objekt ako ekvivalent.
Analy´za haldy je technikou statickej analy´zy ko´du pri ktorej sa kontroluju´ vlastnosti
dynamicky´ch a ukazatel’mi previazany´ch da´t. Ta´to technika je pouzˇ´ıvana´ pri cˇase kompila´cie
u interpretovany´ch jazykoch. Doka´zˇe odhalit’ miesta v programe s nespra´vne uvol’nenou
pama¨t’ou, s pama¨t’ou ktora´ sa uvol’ˇnuje viac kra´t cˇi s ukazatel’om na odalokovanu´ pama¨t’.
2.3.5 Vol’ne dostupne´ na´stroje statickej analy´zy zdrojove´ho ko´du
V tejto sekcii sa poku´sim pouka´zat’ na vol’ne dostupne´ na´stroje pre staticku´ analy´zu ko´du,
ktore´ dopomohli k odhaleniu chy´b vo viacery´ch vy´znamny´ch softve´roch.
Splint je potomkom najzna´mejˇsieho na´stroja pre staticku´ analy´zu zdrojove´ho ko´du
p´ısane´ho v jazyku C (LClint). Okrem vlastnost´ı LClint–u umozˇnˇuje detekovat’ pretecˇenie
za´sobn´ıku a d’alˇsie bezpecˇnostne´ rizika´. Pre analy´zu pouzˇ´ıva niekol’ko zjednodusˇeny´ch te-
chn´ık statickej analy´zy. I bez pouzˇitia anota´ci´ı v ko´de doka´zˇe monitorovat’ vytva´ranie a
pr´ıstup k za´sobn´ıkom a kontrolovat’ prekrocˇenie ich medz´ı. Pre modelovanie toku riadenia a
obecny´ch konsˇtrukci´ı cyklov pouzˇ´ıva heuristiku. Splint produkuje vel’ke´ mnozˇstvo varovny´ch
hla´sen´ı, z ktory´ch mensˇie percento by´va rea´lnou hrozbou.
Na´stroj UNO je pomenovany´ podl’a troch hlavny´ch chy´b v softve´ri, ktore´ ma´ deteko-
vat’. Ty´mito chybami su´ pouzˇitie neinicializovany´ch premenny´ch, odkazovanie sa pra´zdnym
(NULL) ukazovatel’om a prekrocˇenie hranice pol’a pri jeho indexovan´ı. UNO vyuzˇ´ıva pri
analy´ze vol’ne dostupne´ rozsˇ´ırenie prekladacˇa ctree pre generovnie parsovacieho stromu pre
jednotlive´ procedu´ry a funkcie programu. Vzniknute´ parsovacie stromy su´ transformovane´
na grafy riadiacich tokov. Tieto su´ d’alej pouzˇite´ ako vstup pre testovanie modelov pre
na´jdenie pr´ıpadny´ch chy´b v indexovan´ı.
ARCHER je na´stroj pre staticku´ analy´zu ko´du pouzˇ´ıvany´ pri vy´voji kernelu pre Linux.
Objavil vel’ke´ mnozˇstvo chy´b spoˆsobeny´ch neopra´vneny´m pr´ıstupom do pama¨te. Na´stroj
pouzˇ´ıva vnu´tro–procedura´lnu analy´zu zospodu–nahor (bottom–up). Po naparsovan´ı zdro-
jove´ho ko´du do abstraktny´ch stromov je vytvoreny´ priblizˇny´ strom volan´ı a podl’a neho
je urcˇene´ poradie prezerania funkci´ı. Prezeranie zacˇ´ına na spodku grafu a jeho u´lohou
je zhromazˇd’ovanie podmienok pre zistenie rozsahov funkci´ı, ktore´ spoˆsobuju´ neopra´vneny´
pr´ıstup do pama¨te. Na´stroj je limitovany´ neschopnost’ou modelovania ukazatel’ov na funkcie.
8
2.4 Virtualiza´cia a testovanie
Pod pojmom virtualiza´cie sa v informatike technika pri ktorej je nahradeny´ fyzika´lny
prostriedok softve´rovou vrstvou, ktora´ ho emuluje. Taky´to emulovany´ prostriedok je trans-
parentne v syste´me definovany´, i ked’ fyzicky neexistuje. Pojem virtualiza´cie je pouzˇ´ıvany´ vo
vel’a odliˇsny´ch vy´znamoch. Ta´to kapitola sa zameria na virtualiza´ciu pocˇ´ıtacˇovy´ch platform,
ktora´ zahr´nˇa simula´ciu tzv. virtua´lnych strojov a pouka´zˇe jej vy´hody v oblast´ı testovania
softve´ru.
2.4.1 Virtualiza´cia pocˇ´ıtacˇovy´ch platform
Virtualiza´cia pocˇ´ıtacˇovej platformy je realizovana´ na hardve´rovej platforme (tzv. hosti-
tel’) riadiacim softve´rom, ktory´ vytva´ra simulovane´ prostredie (tzv. virtua´lny stroj) pre
host’ovany´ softve´r. Ty´mto softve´rom by´va cˇasto cely´ operacˇny´ syste´m bezˇiaci tak isto,
ako by bol nainsˇtalovany´ na samostatnej hardve´rovej platforme. Ako host’ovany´ softve´r sa
v d’alˇsom texte bude mysliet’ vy´hradne operacˇny´ syste´m. Typicky je viac virtua´lnych strojov
simulovany´ch na jednom fyzickom stroji. Pre spra´vnu funkcionalitu host’ovane´ho softve´ru,
mus´ı byt’ poskytnuta´ simula´cia dostatocˇne robustna´, aby poskytla podporu pre vsˇetky ex-
terne´ rozhrania vyuzˇ´ıvane´ softve´rom. Existuje viac pr´ıstupov k virtualiza´cii pocˇ´ıtacˇovy´ch
platform:
• Emula´cia/Simula´cia
Pri tomto pr´ıstupe virtua´lny stroj emuluje cely´ hardve´r. To umozˇnˇuje host’ovane´mu
operacˇne´mu syste´mu bezˇat’ na u´plne odliˇsnej hardve´rovej architektu´re ako pre ktoru´
bol navrhnuty´. Toto riesˇenie virtualiza´cie bolo dlhu´ dobu pouzˇ´ıvane´ pre vy´voj softve´ru
vyuzˇ´ıvaju´cich novy´ typ procesorov, ktore´ esˇte neboli fyzicky dostupne´. Spoˆsob imple-
menta´cie samotnej emula´cie sa znacˇne l´ıˇsi – od jednoduchy´ch stavovy´ch automatov
azˇ po pouzˇitie dynamickej rekompila´cii. Nevy´hodou tohoto typu pr´ıstupu je ry´chlost’
behu softve´ru na emulovanom stroji. Ta´ je znacˇne pomalˇsia ako beh na neemulo-
vanom stroji. Pr´ıklady virtualizacˇny´ch na´strojov vyuzˇ´ıvaju´cich tento pr´ıstup moˆzˇe
byt’ napr´ıklad Bochs, PearPC alebo QEMU bez akcelera´cie.
• Prirodzena´ virtualiza´cia (Native virtualization)
Tento pr´ıstup umozˇnˇuje plnohodnotny´ beh virtua´lneho stroja v izola´cii bez emula´cie
samotne´ho procesoru. Virtua´lny stroj emuluje kompletne cely´ hardve´r aby umozˇnil
beh nemodifikovane´ho operacˇne´ho syste´mu na rovnakom type procesoru ako je hosti-
tel’. Prirodzena´ virtualiza´cia umozˇnˇuje vyuzˇitie hardve´rovej podpory pre virtualiza´ciu
aky´mi su´ napr´ıklad AMD–V alebo Intel VT. Toto umozˇnˇuje beh virtua´lnych stro-
jov na takmer rovnakej ry´chlosti ako keby bezˇali na rea´lnom hardve´ri. Vy´hodou
prirodzenej virtualiza´cie je minimalizovanie opera´cii potrebny´ch pre u´drzˇbu syste´mu a
minimaliza´cia zmien, ktore´ su´ nutne´ pre virtualizovany´ operacˇny´ syste´m. Nevy´hodou
sa moˆzˇe javit’ potreba podpory pre jadro operacˇne´ho syste´mu hostitel’a. Tento spoˆsob
virtualiza´cie patr´ı v dnesˇnej dobe za najrozsˇ´ırenejˇs´ı. Pr´ıkladom tohto druhu virtu-
aliza´cie moˆzˇe byt’ VMware Server, Virtual PC, Virtual Iron alebo Virtual Box.
• Cˇiastocˇna´ virtualiza´cia (Partial virtualization)
Virtua´lny stroj v tomto pr´ıstupe simuluje niektore´ (ale nie vsˇetky) hardve´rove´ pro-
striedky – jedna´ sa hlavne o virtualiza´ciu adresove´ho priestoru. Takto vytvorene´
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prostredie umozˇnˇuje s´ıce izola´ciu prostriedkov a procesov, ale neumozˇnˇuju´ beh in-
sˇtanci´ı samostatny´ch operacˇny´ch syste´mov. Tento pr´ıstup zohral vy´znamnu´ u´lohu pri
vy´voji virtualiza´cie.
• Paravirtualiza´cia (Paravirtualization)
Ta´to technika virtualiza´cie poskytuje virtua´lnym strojom rozhranie podobne´, avsˇak
nie u´plne identicke´ hardve´ru, na ktorom paravirtualize´r bezˇ´ı. Toto vyzˇaduje por-
tovanie operacˇne´ho syste´mu na platformu paravirtualize´ru nazy´vanu´ VMM (virtual
machine motor – hypervisor). Pr´ıkladmi paravirtualiza´cie su´ syste´my ako Xen cˇi L4.
• Virtualiza´cia na u´rovni operacˇne´ho syste´mu (Operating system–level virtual-
ization)
Pod ty´mto pojmom sa mysl´ı virtualiza´cia serverov na u´rovni jadra operacˇne´ho syste´-
mu. Ide vlastne o rozdelenie jedne´ho fyzicke´ho jadra na viac samostatny´ch jednotiek
transparentny´ch z pohl’adu uzˇ´ıvatel’a. Virtualizovane´ operacˇne´ syste´my musia byt’ rov-
nake´ ako hostitel’sky´, i ked’ konfigura´ciu moˆzˇu mat’ u´plne odliˇsnu´. Pr´ıkladom virtual-
izacˇny´ch na´strojov zalozˇeny´ch na tomto pr´ıstupe moˆzˇe byt’ Linux–VServer, Virtuozzo,
OpenVZ, Solaris Containers cˇi FreeBSD Jails.
• Virtualiza´cia aplika´ci´ı (Virtualization of aplications)
Je pojem ktory´ vyjadruje aplika´cie bezˇiace vsˇetky vo vlastnom, izolovanom, virtua´lnom
prostred´ı. Toto virtua´lne prostredie zastresˇuje len komponenty potrebne´ pre izolovany´
beh ako napr´ıklad su´bory, premenne´ prostredia, globa´lne objekty a podobne.
2.4.2 U´loha virtualiza´cie v testovan´ı softve´ru
Pri testovan´ı softve´ru je snaha otestovat’ vyv´ıjany´ softve´r na cˇo najva¨cˇsˇom mnozˇstve pod-
porovany´ch platform. Ak su´ komponenty softve´ru za´visle´ na konfigura´cii ty´chto platform,
sta´va sa dokonale´ otestovanie softve´ru z cˇasove´ho hl’adiska vel’mi na´rocˇne´ a neefekt´ıvne.
Pr´ıkladom komponenty softve´ru za´vislej od konfigura´cie ciel’ovej platformy moˆzˇe byt’ napr´ı-
klad ovla´dacˇ pre vyv´ıjane´ zariadenie. Ten z hl’adiska softve´ru predstavuje modul do jadra
operacˇne´ho syste´mu. Jadra´ operacˇny´ch syste´moch sa v rea´lnom nasaden´ı cˇasto znacˇne l´ıˇsia a
otestovanie spra´vnej funkcionality vyv´ıjane´ho softve´ru na viacery´ch platforma´ch (s roˆznymi
verziami jadra) nie je jednoducho riesˇitel’na´. Snahou je pouzˇ´ıvat’ cˇo najmensˇ´ı pocˇet fi-
nancˇny´ch prostriedkov a vy´pocˇetne´ho vy´konu pre testovanie. Rozmy´sˇl’at’ nad neusta´lou
reinsˇtala´ciou syste´mu na pra´ve testovany´ syste´m samozrejme nema´ zmysel. Taky´to u´kon je
cˇasovo vel’mi na´rocˇny´ a navysˇe neautomatizovatel’ny´. Pouzˇ´ıvanie viacery´ch pocˇ´ıtacˇov rusˇ´ı
snahy o minimaliza´cii prostriedkov. Mozˇnost’ou by mohlo byt’ pouzˇ´ıvanie viacery´ch ope-
racˇny´ch syste´mov na jednom testovacom pocˇ´ıtacˇi. Vytvorenie automatizovane´ho testova-
cieho prostriedku pracuju´ceho v takomto prostred´ı by vsˇak bola znacˇne zlozˇita´. Doˆlezˇ´ıty´m
pozˇiadavkom pri testovan´ı by´va, aby sa testovanie zacˇ´ınalo na vzˇdy cˇistom syste´me, ked’zˇe
testovac´ı proces cˇasto vytva´ra mnozˇstvo u´dajov a modifikuje bezˇiaci syste´m. Vznika´ teda
potreba cˇistenia po testovacom procesi, cˇo v urcˇity´ch pr´ıpadoch moˆzˇe byt’ znacˇne kom-
plikovane´. Vyuzˇitie virtualiza´cie pre operacˇne´ syste´my poskytuje odpoved’ na nacˇrtnute´
proble´my. Na jednom fyzickom pocˇ´ıtacˇi umozˇnˇuje beh roˆznych iny´ch operacˇny´ch syste´mov.
Tieto operacˇne´ syste´my bezˇia oddelene, kazˇdy´ na svojom vlastnom virtua´lnom stroji. Spu´-
sˇt’anie a zastavovanie virtua´lnych strojov je mozˇne´ neza´visle na behu hostitel’ske´ho pocˇ´ıtacˇa.
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Obra´zek 2.1: Pr´ıklad prirodzenej virtualiza´cie. Operacˇny´ syste´m je spu´sˇt’any´ v uzˇ´ıvatel’skom
priestore ako ostatne´ uzˇ´ıvatel’ske´ aplika´cie. Hardve´rove´ prostriedky su´ emulovane´ v softve´ri.
Virtua´lne stroje moˆzˇu bezˇat’ paralelne, jediny´m obmedzuju´cim faktorom pri ich behu moˆzˇe
byt’ mnozˇstvo vol’nej operacˇnej pama¨te cˇi miesta na pevnom disku. Virtua´lny stroj pouzˇ´ıva
pre ulozˇenie da´t virtua´lny disk, ktory´ nevyzˇaduje zvla´sˇtnu part´ıciu na disku pretozˇe sa jav´ı
ako obycˇajny´ su´bor. Z hl’adiska automatizovania poskytuje virtualizacˇny´ na´stroj funkcie
pre jednoduche´ spu´sˇt’anie, vyp´ınanie cˇi zist’ovanie stavu virtua´lneho stroja. Dˇalˇsou kl’´ucˇovou
vlastnost’ou, z hl’adiska testovania, je na´vrat k predcha´dzaju´cemu stavu virtua´lneho stroja.
Ta´to vlastnost’ virtualizacˇny´ch na´strojov plynie z mozˇnosti tvorenia tzv. obraz disku (angl.
snapshot). Pri tomto sa cely´ stav virtua´lneho stroja ulozˇ´ı na disk. Pri na´vrate k ulozˇene´mu
stavu sa vsˇetky dovtedy urobene´ zmeny zahodia a odpadne teda proble´m s cˇisten´ım po
testovacom procese.
Virtualiza´cia je ako vidiet’ vhodny´ prostriedok pre testovania softve´ru. Poskytuje pro-
striedky pre paralelne´ automatizovane´ testovanie na roˆznych konfigura´cia´ch operacˇne´ho
syste´mu. Priama virtualiza´cia naviac umozˇnˇuje testovat’ i na roˆznych pocˇ´ıtacˇovy´ch plat-
forma´ch paralelne.
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Kapitola 3
Programove´ vybavenie projektu
Liberouter
Projekt Liberouter sa zaobera´ vy´vojom softve´ru i hardve´ru. V projekte pracuje desiatok
l’ud´ı a je rozdeleny´ na 5 pracovny´ch skup´ın. Vlastna´ tvorba programove´ho vybavenia je
preto pomerne roˆznoroda´ a rozdelena´ v ra´mci jednotlivy´ch projektov.
Hardve´rova´ skupina sa zaobera´ vy´vojom hardve´rovy´ch designov pre FPGA cˇipy,
ktore´ su´ srdcom vyv´ıjany´ch siet’ovy´ch zariaden´ı. Hlavna´ cˇast’ produkovane´ho ko´du touto
skupinou tvor´ı VHDL ko´d, ktory´ sa pomocou synte´zy preva´dza na konfigura´ciu FPGA
cˇipov.
Softve´rova´ skupina sa zaobera´ tvorbou n´ızkou´rovnˇove´ho softve´ru. K ty´mto patria
hlavne ovla´dacˇe pre vyv´ıjane´ zariadenie, knizˇnica pre ovla´danie jednotlivy´ch komponent
v FPGA cˇipu a roˆzne konfiguracˇne´ na´stroje. Programy tvorene´ v ra´mci tejto skupiny su´
p´ısane´ takmer vy´hradne v jazyku C, pr´ıpadne v skriptovacom jazyku Bash, Python alebo
Perl.
Skupina testerov vykona´va viacero cˇinnost´ı zamerany´ch na celkove´ konfrontacˇne´ testy
vznikaju´ceho softve´ru v Liberoutri oproti nutny´m sˇtandardom. Okrem toho vykona´va vy´-
konnostne´ testy, crash testy hardve´ru, manua´lne testy bal´ıcˇkov a porovna´vacie testy softve´ru
oproti vol’ne cˇi komercˇne dostupny´m riesˇeniami. V ra´mci testov pouzˇ´ıva jazyk TCL pre
automatizovanie testov a generovanie dokumenta´cie vy´sledkov testov.
Skupina forma´lnej verifika´cie sa zaobera´ testovan´ım modelov hardve´ru vytva´rane´ho
hardve´rovou skupinou. Ciel’om ty´chto testov je doka´zanie ich spra´vnosti vocˇi sˇpecifika´cii.
Vytva´ra na´stroje pre automatiza´ciu procesu prekladu VHDL ko´du do jazykov verifikacˇny´ch
na´strojov.
Skupina syste´movej podpory vytva´ra pracovne´ prostredie pre vsˇetky ostatne´ skupi-
ny. Projekt zastresˇuje desiatky pracovny´ch pocˇ´ıtacˇov s vyv´ıjany´m hardve´rom. Pre prehl’ad
dostupnosti a konfigura´cie pracovny´ch pocˇ´ıtacˇov skupina syste´movej podpory udrzˇuje in-
formacˇny´ syste´m s mozˇnost’ou rezerva´cie strojov. Poskytuje tiezˇ vsˇetku´ podporu k pra-
covny´m staniciam a ma´ vytvorene´ na´stroje pre vzdialenu´ spra´vu pocˇ´ıtacˇov a synchroniza´ciu
zdielany´ch da´t na vsˇetky´ch strojoch.
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3.1 Liberouter CVS
Vsˇetky zdrojove´ su´bory vytva´rane´ v ra´mci vsˇetky´ch skup´ın su´ ulozˇene´ v spolocˇnom CVS
arch´ıve. CVS umozˇnˇuje spra´vu novy´ch rev´ızi´ı, udrzˇiavanie histo´rie rev´ızi´ı a v neposlednom
rade zdiel’anie dokumentov medzi vy´voja´rmi. CVS Liberoutru je rozdelene´ na viac cˇast´ı.
Podstatne´ cˇasti z hl’adiska vytva´rane´ho softve´ru su´
• vhdl_design – vetva obsahuju´ca zdrojove´ ko´dy VHDL vy´voja´rov v projekte
• sys_sw – vetva obsahuje vsˇetok ko´d produkovany´ v ra´mci softve´rovej skupiny
• mk – obsahuje prekladovy´ syste´m
• setup – spustitel’ny´ su´bor pre konfigura´ciu pre prekladom
Projekt podporuje dve open–source platformy, pre ktore´ vyv´ıja svoj softve´r. Ty´mito plat-
formami su´ NetBSD a Linux. Pre potreby spra´vneho prekladu na oboch platforma´ch bol
vyvinuty´ prekladovy´ syste´m. Ten sa stara´ o kontrolu potrebny´ch za´vislost´ı pre preklad a
spu´sˇt’anie samotne´ho prekladu v za´vislosti od platformy. Okrem tohoto umozˇnˇuje priamu
insˇtala´ciu do syste´movy´ch adresa´rov dane´ho stroja. Konfiguracˇny´, kompilacˇny´ a insˇtalacˇny´
proces je vel’mi jednoducho automatizovatel’ny´. Pri ty´chto procesoch vznika´ mnozˇstvo za´-
znamov, ktore´ poskytuju´ doˆkladne´ informa´cie o ich pribehu a pr´ıpadny´ch vzniknuty´ch
proble´moch.
3.2 Insˇtalacˇne´ bal´ıcˇky
Insˇtalacˇne´ bal´ıcˇky vyv´ıjane´ v ra´mci projektu Liberouter su´ formou sˇpecializovany´ch bal´ıcˇkov
pre kompletnu´ insˇtala´ciu a konfigura´ciu jednotlivy´ch aplika´ci´ı vyv´ıjany´ch v ra´mci projektu.
Insˇtalacˇne´ bal´ıcˇky su´ teda d’alˇsou formou programove´ho vybavenia. Bal´ıcˇky su´ pr´ıstupne´ po-
mocou siet’ove´ho disku na vsˇetky´ch pracovny´ch pocˇ´ıtacˇoch v adresa´ri /home/data/packages.
Ulozˇene´ su´ v komprimovanom forma´te gzip tar pod na´zvom na´zov-verzia.tgz. Kazˇdy´
bal´ıcˇek vyzˇaduje insˇtalacˇny´ proces. Insˇtalacˇny´ proces sa sklada´ z konfigura´cie, prekladu,
insˇtala´cie a poinsˇtalacˇny´ch krokov.
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Kapitola 4
Na´vrh a implementa´cia
testovacieho servera
Ta´to kapitola opisuje na´vrh a implementa´ciu testovacieho servera pre programove´ vybavenie
projektu Liberouter. Sekcia 4.1 sa zaobera´ sˇpecifika´ciou syste´mu. Vymedzuje pozˇiadavky
kladene´ na server a popisuje jeho ciel’ove´ vlastnosti. V sekcii 4.2 sa pre testovanie vybera´
vhodny´ virtualizacˇny´ na´stroj a detailnejˇsie sa popisuju´ jeho vlastnosti. Sekcia 4.3 popisuje
na´vrh servera. Podrobne opisuje jednotlive´ cˇasti servera a ich vza´jomne´ prepojenie. Sekcia
4.4 popisuje implementacˇne´ detaily vytvorene´ho testovacieho servera. Predstavuje imple-
mentovane´ programy a ukazuje pr´ıklad testovania. Podrobny´ opis funkcie a rozdelenia u´loh
testovac´ıch modulov je v sekcii 4.5. Posledna´ sekcia 4.7 je zamerana´ na popis dokumenta´cie
zhotovenej k testovaciemu serveru.
4.1 Sˇpecifika´cia servera
4.1.1 Pozˇiadavky na server
Testovac´ı syste´m ma´ byt’ automaticky´ na´stroj pre rev´ıziu aktua´lneho programove´ho vy-
bavenia na roˆznych konfigura´cia´ch podporovany´ch platform. V projekte Liberouter existuje
skupina skriptov pre automaticku´ rev´ıziu zdrojove´ho ko´du ulozˇene´ho v CVS. Toto testo-
vanie je doˆlezˇite´, ked’zˇe softve´rova´ cˇast’ CVS umozˇnˇuje insˇtala´ciu do syste´mu a je nutne´ mat’
informa´cie o jej konzistentnom stave. Pod pojmom konzistentny´ stav je mysleny´ bezchy-
bovy´ preklad zdrojovy´ch su´borov p´ısany´ch v jazyku C a ich u´spesˇna´ insˇtala´cia do syste´mu.
Pouzˇ´ıvane´ testovacie skripty vyzˇaduju´ beh na samostatnom pocˇ´ıtacˇi. Pocˇet testov s roˆznou
konfigura´ciou je teda rovny´ pocˇtom pouzˇity´ch pocˇ´ıtacˇov. Navrhnuty´ server by mal pomo-
cou virtualiza´cie tento nedostatok odstra´nit’ a umozˇnit’ beh vel’ke´ho mnozˇstva testovac´ıch
virtua´lnych strojov s roˆznou konfigura´ciou. Testovac´ı server by mal byt’ l’ahko rozsˇ´ıritelny´
vo forme testovac´ıch skriptov nap´ısany´ch v l’ubovol’nom jazyku. Toto by umozˇnilo l’ahke´
rozsˇ´ırenie testovac´ıch u´loh v budu´cnosti.
4.1.2 Ciel’ove´ vlastnosti servera
Testovac´ı server ma´ bezˇat’ na jednom vycˇlenenom testovacom stroji v ra´mci projektu.
Testovanie ma´ vykona´vat’ raz denne na vsˇetky´ch testovac´ıch virtua´lnych strojoch. Vstupom
testovania je CVS ulozˇena´ na stroji andre.liberouter.org. Testovac´ı server mus´ı riesˇit’
jej automaticke´ st’ahovanie bez nutnosti odkrytia hesla. Server mus´ı dbat’ na vyt’azˇenie
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CVS servera a dodrzˇiavat’ pravidlo jedne´ho stiahnutia pre jeden testovac´ı cyklus. Vy´sledok
testovania by mal byt’ l’ahko dostupny´ cˇlenom projektu, najlepsˇie formou jednoduchej in-
ternetovej prezenta´cie. Zmyslom testovania ma´ byt’ prehl’ad chy´b a varovny´ch hla´sen´ı pri
preklade a insˇtala´cii do syste´mu.
Obra´zek 4.1: Obra´zok zna´zornˇuje funkciu testovacieho serveru. Vstupom do serveru su´
zdrojove´ testovacie da´ta, ktore´ sa pouzˇiju´ pre testovan´ı na roˆznych virtua´lnych strojoch.
Vy´sledky testovania sa budu´ prena´sˇat’ na web server pre mozˇnost’ jednoduche´ho zobrazenia
vy´sledkov.
4.2 Vy´ber virtualizacˇne´ho na´stroja
Testovac´ı server bude vykona´vat’ testovania na viacery´ch varianta´ch operacˇne´ho syste´mu
Linux a operacˇnom syste´me NetBSD. Ked’zˇe sa jedna´ o simula´ciu roˆznych operacˇny´ch
syste´mov, mus´ı vyuzˇ´ıvat’ vhodny´ typ virtualiza´cie. Pri virtualiza´cii cely´ch operacˇny´ch sys-
te´mov na rovnakej hardve´rovej platforme pricha´dzaju´ do u´vahy prirodzena´ virtualiza´cia a
paravirtualiza´cia. Paravirtualiza´cia sa popri tom jav´ı ako menej vhodna´ alternat´ıva, pretozˇe
vyzˇaduje modifika´ciu virtualizovany´ch operacˇny´ch syste´mov. Pre beh virtua´lnych strojov
bude teda vyuzˇita´ prirodzena´ virtualiza´cia. V dnesˇnej dobe je dostupny´ch niekol’ko riesˇen´ı
pre tento typ virtualiza´cie. Riesˇenie by malo byt’ vol’ne dostupne´ a poskytovat’ vhodne´
a l’ahko ovla´datel’ne´ prostriedky pre spra´vu virtua´lnych strojov a komunika´ciu s nimi zo
strany servera. Pri tomto obmedzen´ı sa ako vel’mi vhodne´ riesˇenie ukazuje pouzˇitie vol’ne
dostupne´ho VMware Servera, ktory´ poskytuje na´stroje pre riesˇenie vsˇetky´ch nastoleny´ch
pozˇiadavkov. Detailny´ popis jeho vlastnost´ı popisuje nasleduju´ca sekcia.
4.2.1 VMware Server
VMware Server je vol’ne dostupny´ freeware virtualizacˇny´ na´stroj pre architektu´ru X86.
Pri vojom behu vyuzˇ´ıva prirodzenu´ virtualiza´ciu (vid’ 2.4.1). VMware Server sa snazˇ´ı vo
vsˇetky´ch mozˇny´ch pr´ıpadoch spustit’ vykona´vany´ ko´d virtua´lneho stroja priamo na proce-
sore hostitel’a. Toto je mozˇne´ napr´ıklad, ak sa vykona´va ko´d v uzˇ´ıvatel’skom mo´de alebo
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v mo´de virtual 8086. V pr´ıpadoch, ked’ toto nie je mozˇne´, pouzˇ´ıva techniku dynamickej
rekompila´cie. Dynamicka´ rekompila´cia je technika, pri ktorej je pri prvom vykona´van´ı
ko´d dynamicky prelozˇeny´ do vykonatel’ny´ch blokov a pri druhom spusten´ı sa pouzˇ´ıva uzˇ
prelozˇeny´ ko´d. Nutnost’ dynamickej rekompila´cie nasta´va napr´ıklad pri vykona´van´ı ko´du
jadra, teda ko´du bezˇiaceho v privilegovanom rezˇime. Touto pokrocˇilou technikou dosahuje
pri behu virtualizovane´ho operacˇne´ho syste´mu ry´chlosti porovnatel’nej s behom na samostat-
nom nevirtualizovanom stroji. Spomalenie sa pohybuje v rozmedz´ı 6 azˇ 20%, a je nizˇsˇie pri
da´tovo intenz´ıvnejˇs´ıch opera´cia´ch.
VMware Server umozˇnˇuje pomerne jednoducho vytva´rat’, menit’ stav a vlastnosti virtu-
a´lnych strojov prostredn´ıctvom intuit´ıvneho GUI. Kazˇdy´ virtua´lny stroj moˆzˇe mat’ nainsˇta-
lovany´ svoj vlastny´ operacˇny´ syste´m, ten vsˇak mus´ı byt’ schopny´ bezˇat’ na architektu´re X86.
VMware Server umozˇnˇuje mostenie (angl. bridging) na existuju´ci hardve´r ako siet’ova´ karta,
zariadenie CD/DVD–ROM, pevne´ disky a USB zaradenia. Mostenie znamena´ zˇe zariadenie
moˆzˇe byt’ vyuzˇ´ıvane´ su´cˇasne hostitel’om i host’ovany´m syste´mom. Okrem mozˇnosti mostenia
umozˇnˇuje aj plnu´ simula´ciu niektory´ch druhov hardve´ru. Toto umozˇnˇuje napr´ıklad pouzˇitie
ISO ako CD/DVD–ROM cˇi sˇpecia´lneho su´boru s pr´ıponou .vmdk ako pevny´ disk. Dˇalˇs´ım
pr´ıkladom moˆzˇe byt’ mozˇnost’ konfigura´cie siet’ove´ho zariadenia cez NAT, cˇo si nevynu´ti
d’alˇsiu pridelenu´ IP adresu ako pri pouzˇity´ bridge. Doˆlezˇitou, i ked’ obmedzenou vlast-
nost’ou VMware Servera, je mozˇnost’ vytva´rat’ jedne´ho obrazu disku. Toto umozˇnˇuje vracat’
sa k predcha´dzaju´cej konfigura´cii virtua´lneho stroja so stratou vsˇetky´ch zmien, ktore´ boli
dovtedy na virtua´lnom stroji vykonane´. Sn´ımok disku je mozˇne´ uzamknu´t’, cˇo zabra´ni jeho
prep´ısaniu. Tiezˇ je mozˇne´ nastavit’ automaticky´ na´vrat k ulozˇene´mu obrazu disku po vyp-
nut´ı virtua´lneho stroja. Po jeho zapnut´ı neprebieha teda sˇtart operacˇne´ho syste´mu (angl.
boot), ale aktua´lny stav je navra´teny´ z obrazu disku.
Jednoduche´ ovla´danie ovla´danie virtua´lnych strojov nie je mozˇne´ len s pouzˇit´ım GUI.
Pretozˇe GUI nie je vhodne´ pre automatizovanie opera´ci´ı su´visiacich s virtua´lnymi stro-
jmi, poskytuje VMware Server d’alˇsie dva na´stroje pre pra´cu s nimi. Prvou je ovla´danie
vsˇetky´ch opera´ci´ı pomocou programu s bohaty´m repertoa´rom pr´ıkazov. Tento program ma´
na´zov vmware--cmd a poskytuje rozhranie k vsˇetky´m dostupny´m funkcia´m cez GUI. Dˇalˇsou
mozˇnost’ou ovla´dania virtua´lneho stroja moˆzˇe byt’ pouzˇit´ım rozhrania VMware Perl API.
Jedna´ sa o modul do jazyka Perl. Pr´ıkaz vmware--cmd je povinnou su´cˇast’ou insˇtala´cie
VMware Servera a zastresˇuje vsˇetky opera´cie poskytovane´ skriptovac´ım API. Poskytuje
k nim jednoduche´ rozhranie a preto je vhodne´ pre pouzˇitie v skriptoch, ktore´ umozˇnˇuju´
l’ahku´ pra´cu s pr´ıkazovou riadkov (Bash, Perl, Python atd’.).
Kazˇdy´ virtua´lny stroj, ktory´ ma´ bezˇat’ pod VMware mus´ı byt’ pred prvy´m spusten´ım na
danom virtua´lnom stroji zaregistrovany´. Tento proces je nevyhnutny´, bez neho nie je mozˇne´
virtua´lny stroj spustit’. Pouzˇit´ım pr´ıkazu vmware--cmd je mozˇne´ virtua´lny stroj jednoducho
zaregistrovat’. Ako parameter programu stacˇ´ı predat’ .vmx su´bor virtua´lneho stroja.
4.3 Na´vrh servera
Pri na´vrhu testovacieho servera je doˆlezˇite´ dbat’ na fakt, zˇe bude riadit’ beh viacery´ch
virtua´lnych strojov. V ty´chto virtua´lnych strojoch bude viacero verzi´ı roˆznych distribu´ci´ı
operacˇny´ch syste´mov Linux a NetBSD. S ty´mito operacˇny´mi syste´mami bude server pra-
covat’ ako so samostatny´mi jednotkami. Bude musiet’ tieto stroje spu´sˇt’at’, vyp´ınat’, cˇakat’
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Obra´zek 4.2: VMware Server Console – konzola pre ovla´danie stavu a konfigura´cie
virtua´lnych strojov. V konzoli su´ otvorene´ 4 virtua´lne stroje.
na ich zotavenie po ty´chto u´konoch. Okrem riadenia stavu strojov je potrebne´ na virtua´lne
stroje prena´sˇat’ u´daje a samozrejme nejake´ u´daje z nich cˇerpat’. Implementacˇne´ riesˇenie
ty´chto dvoch proble´mov opisuju´ sekcie 4.4.5 a 4.4.7.
Kazˇdy´ testovac´ı proces ma´ svoje vstupy i vy´stupy. Vstupy testovania budu´ musiet’ byt’
pred zacˇiatkom testovania umiestnene´ na testovacom serveri, aby ich bolo mozˇne´ jednodu-
cho premiestnit’ na testovacie virtua´lne stroje. Vstupmi testovania budu´ napr´ıklad CVS
alebo jej cˇasti cˇi insˇtalacˇne´ bal´ıcˇky (vid’ kapitola 3). Tieto vsˇak obecne moˆzˇu byt’ umie-
stnene´ na odliˇsny´ch miestach. Testovac´ı server bude musiet’ teda pred zacˇiatkom testova-
nia uskutocˇnit’ zber aktua´lnych testovany´ch da´t. Vy´stupy testovania budu´ produkovane´
na jednotlivy´ch virtua´lnych testovac´ıch strojoch. Ako uzˇ bolo spomı´nane´ bude sa jednat’
o za´znamy z prekladu a insˇtala´cie CVS alebo bal´ıcˇkov a vy´sledky statickej analy´zy ko´du.
Medzi testovany´mi virtua´lnymi strojmi a testovac´ım serverom sa vyna´ra teda pozˇiadavok
o obojsmerny´ prenos u´dajov. Vy´stupne´ u´daje budu´ spracovane´ a vy´sledky exportovane´
v html forma´te na web server. Modularita serveru umozˇn´ı vsˇak tu´to cˇast’ prispoˆsobit’ na
l’ubovol’nu´ funkciu, napr. na rozosielanie varovny´ch emailov.
Prenos informa´ci´ı medzi testovac´ım serverom a virtua´lnymi strojmi bude realizovatel’ny´
pomocou TCP spojenia, ked’zˇe virtua´lny stroj obsahuje emulovane´ siet’ove´ zariadenie. Ako
najvy´hodnejˇs´ı a najbezpecˇnejˇs´ı spoˆsob pripojenia virtua´lnych strojov sa jav´ı pouzˇit´ım NAT,
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ktore´ umozˇn´ı zdiel’anie internetove´ho spojenia pre virtua´lne stroje, ale tie nebudu´ pr´ıstupne´
na sieti hostitel’a. Internetove´ pripojenie je potrebne´ najma¨ pri jeho insˇtala´cii novy´ch testo-
vac´ıch virtua´lnych strojov. Pripojenie cez bridge je nevy´hodne´, pretozˇe by pocˇ´ıtacˇ mohol byt’
vystaveny´ zbytocˇny´m u´tokom a jeho pr´ıtomnost’ na sieti hostitel’a je zbytocˇna´. Posledny´m
spoˆsobom pripojenia je siet’ pr´ıstupna´ len v ra´mci hostitel’a a virtua´lnych strojov (angl.
host–only networking). Toto pre potreby testovania presne postacˇuje. Doˆlezˇite´ samozrejme
je aby sa vsˇetky virtua´lne stroje nacha´dzali na jednej podsieti spolu s testovac´ım serverom.
Testovac´ı server mus´ı poskytovat’ prostriedky pre l’ahke´ rozsˇirovanie funkcionality testovania
prebiehaju´ceho na jednotlivy´ch virtua´lnych strojoch. Toto rozsˇirovanie ma´ byt’ neza´visle´ na
testovacom serveri. Pridanie nove´ho tzv. testovacieho modulu, teda nema´ vyzˇadovat’ nutnost’
za´sahu do samotne´ho testovacieho servera. Testovac´ı modul sa bude skladat’ z niekol’ky´ch
cˇast´ı, ktore´ budu´ na sebe za´visiet’. Blizˇsˇie sa za´vislostiam v testovac´ıch moduloch venuje
sekcia 4.5.1.
Testovanie bude prebiehat’ cyklicky raz denne. Testovania teda mus´ı byt’ spu´sˇt’ane´ v urcˇitu´
stanovenu´ dobu. Teoreticky´ pocˇet virtua´lnych strojov spustitel’ny´ch paralelne je s´ıce neob-
medzeny´, je vsˇak doˆlezˇite´ si uvedomit’, zˇe testovanie prebieha na jednom fyzickom stroji
a jeho prostriedky su´ zdielane´. Hlavny´mi krite´riami behu viacery´ch virtua´lnych strojov
su´ dostatok pama¨t’ovy´ch prostriedkov, priestoru na disku pre virtua´lne disky virtua´lnych
strojov a v neposlednom rade ry´chlost’ procesoru. Server bude schopny´ riadit’ mnozˇstvo pa-
ralelne bezˇiacich virtua´lnych strojov. Tieto dve informa´cie budu´ pre server ulozˇene´ho v jeho
konfigura´cii. Popis implementa´cie konfiguracˇne´ho rozhrania je v sekcii 4.4.1.
Testovane´ operacˇne´ syste´my sa musia do virtua´lnych strojov nainsˇtalovat’ manua´lne.
Ich konfigura´cia bude musiet’ sp´lnˇat’ pozˇiadavky testovac´ıch modulov, ktore´ sa budu´ na
nich vykona´vat’. Pozˇiadavky na testovacie moduly budu zverejnene´ v dokumenta´cii servera.
Okrem tohoto mus´ı byt’ ich siet’ove´ rozhranie akt´ıvne a nakonfigurovane´ podl’a konfigura´cie
testovane´ho stroja v serveri. Blizˇsˇ´ı opis konfigura´cie poskytuje nasleduju´ci odstavec a jej
implementacˇne´ detaily su´ v sekcii 4.4.2.
Automatizovana´ spra´va jednotlivy´ch testovac´ıch strojov si bude vyzˇadovat’ konfiguracˇne´
nastavenia v ra´mci testovacieho servera. Tieto u´daje budu´ nevyhnutne´ pre korektny´ beh
testovacieho procesu. Tieto nastavenia budu´ ukladane´ v l’udsky cˇitatel’nej ale pocˇ´ıtacˇom
l’ahko spracovatel’nej podobe. K nevyhnutny´m informa´cia´m pre kazˇdy´ testovac´ı stroj budu´
tieto informa´cie:
• Unika´tna identifika´cia testovacieho stroja
Kazˇda´ testovany´ virtua´lny stroj bude musiet’ byt’ jednoznacˇne identifikovatel’ny´. Uni-
ka´tnym prvkom moˆzˇe byt’ cˇ´ıslo, ale ako vhodnejˇsie riesˇenie sa jav´ı pouzˇitie ret’azca
z cˇ´ıslom. Ten moˆzˇe slu´zˇit’ ako plnohodnotny´ unika´tny identifika´tor, ktory´ je l’ahko
zapama¨tatelny´.
• Konfigura´cia komunikacˇne´ho prostriedku
Ked’zˇe komunika´cia bude prebiehat’ pomocou TCP spojenia, bude potrebne´ uchova´vat’
adresu testovane´ho stroja na pocˇ´ıtacˇovej sieti. Ta´ bude musiet’ byt’ unika´tna, cˇo je
nevyhnutne´ pre jej spra´vnu funkcionalitu na sieti. Adresa bude musiet’ byt’ pre spra´vnu
funkcionalitu servera zhodna´ s adresou nastavenou vo virtua´lnom stroji. Okrem in-
forma´cie o adrese bude treba uchova´vat’ esˇte autentizacˇne´ u´daje. Nutne´ prep pripo-
jenie sa na server. Pre viac informa´ci´ı vid’ 4.4.7.
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• Sˇpecifika´cia modulov testovania
Cˇasti testovac´ıch modulov pouzˇite´ pre testovanie su´ volitel’ne´. Budu´ teda musiet’ byt’
sˇpecifikovane´ v konfigura´cii jednotlivy´ch virtua´lnych strojov. Cˇasti testovac´ıch mod-
ulov moˆzˇu od seba za´visiet’. Tieto za´vislosti musia zabezpecˇit’ zaka´zanie vykona´vania
d’alˇsej cˇasti testovacieho modulu ak predcha´dza cˇast’ zlyhala. Cˇasti testovac´ıch mod-
ulov budu´ samostatne´ jednotky. Su´bor za´vislost´ı urcˇ´ı teda testovacie moduly zlozˇene´
z roˆznych ty´chto samostatny´ch jednotiek.
4.3.1 Na´vrh procesu testovania
Ta´to sekcia popisuje podrobne proces testovacieho cyklu. Testovac´ı cyklus sa bude spu´sˇt’at’
podl’a nastaven´ı v konfiguracˇnom su´bore servera (vid’ 4.4.1) raz denne. Pred spusten´ım
testovania bude potrebne´ mat’ testovac´ı server spra´vne nakonfigurovany´. K testovaniu tak-
tiezˇ budu´ musiet’ byt’ priradene´ spra´vne nakonfigurovane´ testovacie virtua´lne stroje. Proces
testovania bude prebiehat’ v ty´chto siedmich fa´zach:
1. Zber a pr´ıprava testovac´ıch u´dajov
Pred spusten´ım testovany´ch virtua´lnych strojov bude treba najprv na testovac´ı server
preniest’ u´daje, ktore´ budu´ predmetom testovania. Tento u´kon je potrebne´ vykonat’
iba raz. Na kazˇdy´ virtua´lny stroj sa tieto u´daju potom uzˇ prenesu´ z loka´lneho disku a
odpadne zbytocˇne´ zat’azˇovanie samotne´ho zdroja testovany´ch da´t. Okrem samotne´ho
prenosu da´t moˆzˇe testovac´ı proces vyzˇadovat’ u´pravu testovany´ch da´t, popr´ıpade
ich archiva´ciu do jedne´ho su´boru. Jej pouzˇitie je vhodne´ hlavne ak sa testovacie
da´ta skladaju´ z vel’mi vel’a su´borov. Prenos vel’ke´ho mnozˇstva maly´ch su´borov nie je
vhodny´, ked’zˇe vyzˇaduje va¨cˇsˇiu re´zˇiu.
2. Spustenie virtua´lnych strojov
Po u´spesˇnej pr´ıprave vsˇetky´ch testovac´ıch u´dajov sa spustia testovane´ virtua´lne stroje.
Ked’zˇe testovany´ch strojov moˆzˇe byt’ mnoho, nebudu´ sa spu´sˇt’at’ vsˇetky naraz, ale len
urcˇity´ maxima´lny pocˇet. Po spusten´ı tohto pocˇtu prebehnu´ nasleduju´ce sˇtyri fa´ze
procesu testovania s virtua´lnymi strojmi. Po ich ukoncˇen´ı sa bude pokracˇovat’ v tejto
fa´ze so zvysˇny´mi testovac´ımi strojmi azˇ ky´m neostane ani jeden. Spustenie testova-
cieho stroja nie je okamzˇite´ a za´vis´ı od nastavenia virtua´lneho stroja. Pri vypnutom
virtua´lnom stroji, sˇtart virtua´lneho stroja pozosta´va z norma´lneho procesu sˇtartovania
(angl. boot–up proces). Ak virtua´lny stroj ma´ vytvoreny´ obraz disku je mozˇne´ jeho
z neho stav nahrat’ (angl. resume). Tento proces je kratsˇ´ı ako tradicˇny´ sˇtart stroja a
preto bude vyuzˇity´ v navrhnutom testovacom serveri.
3. Prenos u´dajov na virtua´lne stroje
U´daje pripravene´ prvou fa´zou je potrebne´ preniest’ na testovac´ı stroj. Va¨cˇsˇinou sa
vsˇetky dostupne´ testovacie moduly budu´ spu´sˇt’at’ na vsˇetky´ch testovany´ch virtua´lnych
strojov. Testovacie data budu´ umiestnene´ preto spolocˇne a vsˇetky sa budu´ prena´sˇat’
na testovane´ stroje. Prenos u´dajov bude vy´hradne v re´zˇii testovacieho servera a nie
jeho testovac´ıch modulov. Okrem testovac´ıch u´dajov je doˆlezˇite´ presunu´t’ na virtua´lny
stroj aj cˇasti testovac´ıch modulov, ktore´ su´visia s nasleduju´cim bodom.
4. Pr´ıprava a spustenie testovania
Na´sledne po prenose vsˇetky´ch u´dajov na testovac´ı stroj sa vykonaju´ potrebne´ u´kony
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pred testovan´ım. Toto zahr´nˇa hlavne pr´ıpravu testovac´ıch da´t. Pr´ıprava testovania
je v moduloch oddelena´ cˇast’ od samotnej testovacej cˇasti, ked’zˇe viac testovac´ıch
cˇast´ı moˆzˇe vyuzˇ´ıvat’ rovnake´ da´ta pre testovanie. Po pr´ıprave sa spustia testy nad
pripraveny´mi da´tami. Pred spusten´ım cˇasti testu je potrebne´ esˇte skontrolovat’, cˇi
boli splnene´ podmienky Vy´sledky testov sa budu´ ukladat’ na jednotne´ miesto v ra´mci
virtua´lneho stroja.
5. Prenos vy´sledkov testovania na testovac´ı server
Prenos vy´sledkov bude u´lohou testovacieho serveru a nie testovac´ıch modulov. Testo-
vac´ı server mus´ı pred prenosom testu vediet’, kde su´ vy´sledky testov ulozˇene´. Kvoˆli
tomuto musia byt’ vy´sledky testovania z roˆznych testovac´ıch modulov ulozˇene´ na jed-
notnom mieste. Prenesene´ vy´sledky sa v testovacom serveri ulozˇia pre kazˇdy´ testovany´
syste´m zvla´sˇt’ a podl’a da´tumu.
6. Vypnutie virtua´lnych strojov
Po prenose testovac´ıch za´znamov je testovanie na virtua´lnom stroji dokoncˇene´ a je
mozˇne´ virtua´lny stroj vypnu´t’. Je vhodne´ si vyp´ınanie testovacieho stroja nastavit’ na
automaticky´ na´vrat k ulozˇene´mu obrazu. Pri tomto sa vypnut´ı stroj jav´ı ako pozas-
taveny´ a jeho znovu spustenie trva´ kra´tku dobu.
7. Spracovanie vy´sledkov testovania
Vsˇetky vy´sledky testovania zo vsˇetky´ch strojov sa spracuju´ naraz pri konci testovania.
Spracovan´ım vy´sledkov sa mysl´ı prechod vsˇetky´ch testovac´ıch za´znamov a dolovanie
doˆlezˇity´ch u´dajov z nich. Z ty´chto u´dajov sa potom vytvor´ı prezenta´cia, ktora´ sa
umiestni na internet.
4.3.2 Na´vrh testovac´ıch modulov
Testovacie moduly sa v navrhovanom testovacom serveri budu´ skladat’ z maxima´lne sˇtyroch
samostatny´ch cˇast´ı. Prva´ a posledna´ cˇast’ modulov sa bude vykona´vat’ na testovacom serveri.
Ich u´lohou bude zber a pr´ıprava testovac´ıch da´t na zacˇiatku testovania a ich spracovanie
na konci. Zvysˇne´ dve cˇasti testovacieho modulu budu´ urcˇene´ pre beh na virtua´lnom stroji.
Ich u´lohou bude pr´ıprava a spustenie testovania. Jednotlive´ cˇasti testovac´ıch modulov budu´
moˆct’ byt’ l’ubovol’ne previazane´. Toto znamena´, zˇe niektore´ cˇasti pri roˆznych testovac´ıch
moduloch moˆzˇu byt’ rovnake´. Medzi cˇast’ami testovac´ıch modulov vznikne nutnost’ riesˇenia
za´vislost´ı. Po zlyhan´ı niektorej cˇasti testovania je spu´sˇt’anie nasleduju´cej zbytocˇne´, ked’zˇe
ta´ vyzˇaduje pre svoj spra´vny beh u´spesˇne´ dokoncˇenie predcha´dzaju´cej. Cˇasti testovac´ıch
modulov spu´sˇt’ane´ na testovacom serveri budu´ sˇpecifikovane´ v konfigura´cii servera a cˇasti
spu´sˇt’ane´ na jednotlivy´ch virtua´lnych strojoch v konfigura´cii pre testovacie stroje. Podl’a
konfigura´cii za´vislost´ı testovac´ı server urcˇ´ı spustenie alebo nespustenie nasleduju´cej testo-
vacej cˇasti. Podrobnejˇs´ı popis implementa´cie testovac´ıch modulov je v sekcii 4.5.
4.4 Implementa´cia servera
Testovac´ı server bude implementovany´ na operacˇnom syste´me Linux. Pre jeho implemen-
ta´ciu som si vybral skriptovac´ı jazyk Perl. Perl je stabilny´, multi–platformny´ programovac´ı
jazyk. Poskytuje prostriedky pre ry´chly vy´voj komplexny´ch programov vd’aka sˇirokej sˇka´le
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dostupny´ch modulov. Umozˇnˇuje l’ahku´ pra´cu s textom a znacˇkovac´ımi jazykmi (napr.
HTML, XML).
Virtua´lne stroje budu´ host’om pre operacˇne´ syste´my Linux a NetBSD. Cˇasti modulov
preto budu´ musiet’ byt’ naprogramovane´ pre korektny´ beh na oboch ty´chto operacˇny´ch
syste´moch. Testovacie moduly su´ podl’a na´vrhu 4.3.2 implementovane´ ako skupiny skrip-
tov. Jednotlive´ cˇasti modulov tvoria skripty p´ısane´ v l’ubovol’nom skriptovacom jazyku
spustitel’nom na testovany´ch strojoch. Blizˇsˇie sa testovac´ım modulom venuje sekcia 4.5.
Vsˇetky cˇasti testovacieho servera, okrem su´borov uvedeny´ch v konfigura´cii – vid’ sek-
ciu 4.4.1, su´ povinne umiestnene´ v jednom adresa´ri. Sˇtruktu´ra su´cˇast´ı implementovane´ho
testovacieho servera popisuje nasleduju´ci zoznam:
• logs/ – obsahuje vsˇetky za´znamy vznikaju´ce pocˇas behu servera, detailnejˇs´ı popis
v sekcii 4.4.8
• scripts/ – obsahuje podadresa´re startup/ a shutdown/ so skriptami spu´sˇt’any´mi
na zacˇiatku a konci testovania, vid’ sekciu 4.5
• vmdata/ – adresa´r s testovac´ımi u´dajmi prena´sˇany´mi na virtua´lne stroje
• vmscripts/ – adresa´r so skriptami pre testovanie, spu´sˇt’ane´ na virtua´lnych strojoch,
detaily v sekcii 4.5
• machines.conf – obsahuje vsˇetky potrebne´ u´daje pre jednotlive´ testovacie stroje
nutne´ pre spra´vny priebeh testu, detailne sa mu venuje sekcia 4.4.2
• scriptdeps.conf – obsahuje za´vislosti medzi skriptami v testovac´ıch moduloch a je
detailne pop´ısany´ v sekcii 4.5.1
• litserver – testovac´ı de´mon riadiaci testovac´ı proces, blizˇsˇie pop´ısany´ v sekcii 4.4.4
• litstool – program pre administra´ciu testovania a insˇtala´cie servera, detaily imple-
menta´cie sa nacha´dzaju´ v sekcii 4.4.3
• lits.conf – konfiguracˇny´ su´bor testovacieho servera obsahuje konfiguracˇne´ u´daje
servera, detailne sa mu venuje sekcia 4.4.1
4.4.1 Konfigura´cie servera
Konfigura´cia testovacieho servera sa nacha´dza v povinnom su´bore lits.conf. Su´bor je
ukladany´ vo forma´te XML. XML je rozsˇ´ıritel’ny´ znacˇkovac´ı jazyk, ktory´ je v su´boroch uk-
ladany´ v cˇitatel’nej textovej forme. Tento forma´t je s pouzˇit´ım modulu XML::Simple jazyka
Perl l’ahko spracovatel’ny´ v skriptoch. Konfigura´cia mus´ı obsahovat’ nasleduju´ce elementy
v korenˇovom elemente <config>:
• Element <vmwarecmd>
Obsahuje umiestnenie programu programu vmware--cmd, ktory´ sa pouzˇ´ıva pre ri-
adenie stavu virtua´lnych strojov. Detaily riadenia stavu virtua´lnych strojov popisuje
sekcia 4.4.5.
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• Element <testtime>
Uda´va cˇas zacˇiatku testovania vo forma´te hodiny:minu´ty. Testovanie sa automaticky
spust´ı v tomto cˇase.
• Element <testvms>
Tento element uda´va maxima´lny pocˇet paralelne bezˇiacich testovac´ıch virtua´lnych
strojov. Tento u´daj za´vis´ı od hardve´rovej konfigura´cii testovacieho servera.
• Elementy <startup> a <shutdown>
Obsahuju´ zoznamy na´zvov skriptov oddeleny´ch medzerami, ktore´ sa maju´ vykona´vat’
pri zbere testovacny´ch da´t a spracovan´ı vy´sledkov testovania. Blizˇsˇie o ty´chto skrip-
toch pojedna´va sekcia 4.5.
4.4.2 Konfigura´cia virtua´lnych strojov
Konfigura´cia virtua´lnych strojov je ulozˇena´ v su´bore machines.conf. Pre jeho ulozˇenia je
pouzˇity´ forma´t XML. Vsˇetky virtua´lne stroje, pouzˇite´ pre testovanie musia mat’ vytvoreny´
za´znam v tomto su´bore. Skript pre administra´ciu (vid’ 4.4.3) servera umozˇnˇuje jednoduche´
zobrazenie a zmenu hodnoˆt podl’a na´zvov elementov. Korenˇovy´m elementom v konfigura´cii
mus´ı byt’ element <testgroup>. Kazˇdy´ virtua´lny stroj mus´ı byt’ definovany´ v elemente
<testmachine> s nasleduju´cimi elementami:
• Element <name>
Tento element obsahuje unika´tny na´zov virtua´lneho stroja. Tento sa pouzˇ´ıva pri iden-
tifika´cii virtua´lneho stroja pri administra´cii.
• Element vmxfile
Uchova´va cestu a na´zov k su´boru virtua´lneho stroja. Ten je nevyhnutny´ pre mozˇnost’
riadenia virtua´lneho stroja pop´ısane´ho podrobne v sekcii 4.4.5. Virtua´lny stroj moˆzˇe
byt’ teda umiestneny´ na l’ubovol’nom mieste v adresa´rovom priestore servera.
• Element <address>
Obsahuje IP adresu virtua´lneho stroja na virtua´lnej podsieti. Ta´to adresa sa pouzˇ´ıva
pre komunika´ciu s virtua´lnym strojom.
• Elementy <login> a <password>
Tieto elementy obsahuju´ prihlasovacie meno a heslo pre pripojenie k virtua´lnemu
pocˇ´ıtacˇu. Na virtua´lnom stroji mus´ı byt’ vytvoreny´ u´cˇet s ty´mito u´dajmi.
• Element <intest>
Pri hodnote true tohto elementu je testovany´ stroj zaradeny´ do testovania, naopak
pri false je vyradeny´. Pomocou administracˇne´ho skriptu pop´ısane´ho v sekcii 4.4.5 je
mozˇne´ modifika´ciou tejto hodnoty stroje jednoducho zada´vat’ cˇi vyrad’ovat’ z procesu
testovania.
• Elementy <startup> a <testing>
Tieto elementy obsahuju´ zoznamy na´zvov skriptov spu´sˇt’any´ch na testovanom vir-
tua´lnom stroji. Musia byt’ umiestnene´ v adresa´ri \vmscripts\startup respekt´ıve
\vmscripts\testing. Tieto skripty by mali mat’ za´znam v za´vislostiach skriptov
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testovania (vid’ 4.5.1). Tieto skripty su´ su´cˇast’ou testovac´ıch modulov, ktory´m sa
blizˇsˇie venuje sekcia 4.5.
• Element <guestpath>
Tento element uda´va adresa´r, v ktorom bude prebiehat’ testovac´ı proces na virtua´lnom
stroji. Do tohoto adresa´ra sa prenesu´ vsˇetky da´ta z adresa´ra vmdata/ na testovacom
serveri, ktory´ obsahuje vsˇetky da´ta k preneseniu.
4.4.3 Administra´cia testovania
Pre jednoduchsˇiu manipula´ciu s konfigura´ciou testovacieho servera a s konfigura´ciou jed-
notlivy´ch testovac´ıch strojov bol implementovany´ skript litstool. Ten umozˇnˇuje inter-
akt´ıvne prida´vanie novy´ch testovac´ıch strojov, odoberanie existuju´cich a editovanie vsˇetky´ch
konfiguracˇny´ch parametrov v oboch konfiguracˇny´ch su´borov. Poskytuje prehl’adny´ vy´pis
o registrovany´ch strojoch, strojoch, ktore´ su´ pridelene´ na testovanie a detailny´ vy´pis celej
konfigura´cie stroja. Pr´ıkaz vyzˇaduje ako prvy´ parameter sˇpecifika´ciu vyzˇadovanej opera´cie
a podl’a nej konkre´tny pocˇet d’alˇs´ıch vyzˇadovany´ch parametrov. Jednotlive´ testovacie stroje
sa rozliˇsuju´ podl’a unika´tneho mena alebo konfiguracˇne´ho su´boru VMware Servera spolu
s cestou s pr´ıponou .vmx. Pr´ıklad pridania stroja s na´zvom “debian” k testovaniu:
% ./litstool change debian intest true
4.4.4 De´mon testovania
De´mon je pocˇ´ıtacˇovy´ program, ktory´ bezˇ´ı v pozad´ı, bez priamej kontroly uzˇ´ıvatel’om.
V testovacom serveri de´mon litserver implementuje proces testovania. Riadi cely´ testovac´ı
proces a pre testovanie strojov vyuzˇ´ıva testovacie moduly (vid’ 4.5). De´mon spu´sˇt’a testovac´ı
proces v sˇpecifikovany´ cˇas podl’a konfigura´cie servera (vid’ 4.4.1). Testovac´ı proces je mozˇne´
spustit’ aj zaslan´ım signa´lu SIGUSR1 testovaciemu de´monovi. Pre tento u´cˇel slu´zˇi prep´ınacˇ
de´mona -r, ktory´ medzi bezˇiacimi procesmi vyhl’ada´ bezˇiaci testovac´ı server a zasˇle mu
pozˇadovany´ signa´l. Na za´klade rovnake´ho princ´ıpu – posielania signa´lov je implementovane´
korektne´ ukoncˇenie testovacieho servera.
De´mon testovania implementuje fa´ze 2, 3, 5 a 6 uvedene´ v na´vrhu procesu testova-
nia v sekcii 4.3.1. Po spusten´ı de´mon otestuje, cˇi su´ dostupne´ konfiguracˇne´ su´bory nutne´
pre testovanie a cˇi je spusteny´ VMware Server s nakonfigurovany´m siet’ovy´m rozhran´ım.
Po u´spesˇnej inicializa´cii spracuje konfiguracˇny´ su´bor a spust´ı nekonecˇny´ cyklus, v ktorom
cyklicky po sekundovy´ch intervaloch cˇaka´ na dobu testovania. V kazˇdom cykle je znovu
nacˇ´ıtany´ konfiguracˇny´ su´bor a teda ak sa zmen´ı konfigura´cia, testovac´ı de´mon na tu´to zmenu
okamzˇite reaguje. Pri dosiahnut´ı cˇasu testovania alebo pr´ıchode pozˇiadavku o spusten´ı
testovania sa zacˇne testovac´ı proces. Spracuje sa konfiguracˇny´ su´bor testovany´ch strojov
(pop´ısany´ v 4.4.2) a vyhodnot´ı sa konfigura´cia strojov zaradeny´ch do testovania. Stroje,
ktore´ v testovan´ı nie su´, sa ignoruju´. Spustia sa skripty pre pr´ıpravu a zber u´dajov podl’a
konfigura´cie servera (sekcia 4.4.1) z adresa´ra scripts/startup. Po tomto sa vstu´pi do testo-
vacieho cyklu, kde sa podl’a konfigura´cii maxima´lneho pocˇtu paralelne bezˇiacich testovac´ıch
strojov spustia potomci procesu de´mona. T´ıto potomci zabezpecˇia paralelny´ beh testovania
na viacery´ch strojoch. Potomok najprv spust´ı prideleny´ virtua´lny stroj a pocˇka´ na jeho
zotavenie. Cˇakanie na zotavenie je realizovane´ len ako pas´ıvne cˇakanie isty´ maxima´lny cˇas
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v za´vislosti od stavu vypnutia virtua´lneho stroja. Na´sledne po ukoncˇen´ı cˇakania sa pomo-
cou protokolu SSH iniciuje spojenie s testovan´ım strojom. Po vytvoren´ı spojenia sa vytvor´ı
adresa´rova´ sˇtruktu´re pre testovanie. Pri tejto u´lohe a d’alˇs´ıch nasleduju´cich je potrebne´
spu´sˇt’anie pr´ıkazov na virtua´lnom stroji cez iniciovane´ SSH spojenie. Implementacˇne´ riesˇenie
tohoto proble´mu je uka´zane´ v 4.4.6. Po vytvoren´ı potrebny´ch adresa´rovy´ch sˇtruktu´r sa po-
mocou pr´ıkazu SCP prekop´ıruju´ na testovacie stroje vsˇetky u´daje pre testovanie ulozˇene´
v adresa´ri vmdata/ a vsˇetky testovacie skripty z adresa´ra vmscripts/. Popis implementa´cie
tejto u´lohy je detailne pop´ısany´ v sekcii 4.4.7. Testovacie skripty uvedene´ v konfigura´cii
testovacieho serveru sa zacˇnu´ spu´sˇt’at’ v porad´ı akom su´ uvedene´ – zl’ava do prava. Najprv
sa spustia tzv. sˇtartovacie skripty z adresa´ra vmscripts/startup, ktore´ pripravia prenesene´
da´ta a po ich ukoncˇen´ı skripty z adresa´ra vmscripts/testing. Pred spusten´ım kazˇde´ho
skriptu je kontrolovane´ splnenie za´vislost´ı, ktore´ podl’a konfigura´cie za´vislost´ı testovac´ı
skript ma´ (viac v kapitole 4.5.1). Ukoncˇen´ım ty´chto skriptov je testovanie na virtua´lnom
stroji skoncˇene´. Testovaciemu procesu neosta´va nezˇ opa¨t’ SCP spojen´ım iniciovany´m zo
strany servera skop´ırovat’ vzniknute´ za´znamy testovania do u´lozˇiska testovac´ıch za´znamov
– do adresa´ra logs/. Za´znamy su´ tu ulozˇene´ podl’a da´tumu testovania a unika´tneho na´zvu
testovane´ho virtua´lneho stroja. Potomok po tomto poslednom u´kone skoncˇ´ı. Ak testovac´ı
server zist´ı zˇe esˇte neboli otestovane´ vsˇetky virtua´lne stroje v testovan´ı opakuje cyklus
testovania pre vsˇetky zvysˇne´ testovacie stroje. Ako posledny´ krok v testovacom procese sa
spusten´ım skriptov ulozˇeny´ch v scripts/shutdown spracuju´ vy´sledky testovania a pub-
likuju´ na internetovu´ stra´nku http://www.liberouter.org/~thrix. Testovac´ı server po
tomto prejde do nekonecˇne´ho cyklu spomı´nane´ho na zacˇiatku tohto odstavca a cˇaka´ na
nove´ testovanie.
4.4.5 Riadenie virtua´lneho stroja
Pri procese testovanie sa vyna´ra potreba riadit’ a zist’ovat’ stav virtua´lnych strojov. Pod po-
jmom riadit’ stav sa mysl´ı vyp´ınanie/zap´ınanie testovane´ho stroja. Stav virtua´lnych strojov
podl’a [3] moˆzˇe nadobu´dat’ tieto hodnoty:
• vypnuty´ (off) – virtua´lny stroj je zapnuty´
• zapnuty´ (on) – virtua´lny stroj je vypnuty´
• pozastaveny´ (suspended) – virtua´lny stroj je pozastaveny´
• zaseknuty´ (stuck) – virtua´lny stroj vyzˇaduje uzˇ´ıvatel’sky´ vstup
Stav virtua´lneho stroja je mozˇne´ zmenit’ pr´ıkazom vmware-cmd pouzˇite´ho v tvare:
% vmware-cmd <vmx su´bor> start/stop/suspend hard/soft/trysoft
Prvy´ parameter uda´va cestu ku konfiguracˇne´mu su´boru VMware s pr´ıponou .vmx. Dˇalˇs´ı
parameter vyjadruje pozˇadovanu´ opera´ciu na stave a posledny´ spoˆsob prevedenia pr´ıkazu.
Posledne´ dve mozˇnosti pri spoˆsobe prevedenia pr´ıkazu (soft, trysoft) maju´ zmysel len ak
pouzˇ´ıvame na testovany´ch strojoch na´stroje VMware–u, ktore´ su´ v nasˇom pr´ıpade zbytocˇne´.
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4.4.6 Spu´sˇt’anie pr´ıkazov na virtua´lnom stroji
Pre potreby testovania je nutne´ spu´sˇt’at’ na virtua´lnych strojoch pr´ıkazy. Vhodny´m riesˇen´ım
by bola mozˇnost’ prihla´sit’ sa na stroj a interakt´ıvne zada´vat’ pr´ıkazy, ale automatizovane po-
mocou programu. Riesˇenie tohto proble´mu poskytuje modul Perlu – Expect [2]. Expect bol
poˆvodne vyvinut´ı ako rozsˇ´ırenie jazyka TCL. Postupom cˇasu boli naimplementovane´ mo-
duly aj do ostatny´ch skriptovac´ıch jazykov, zastresˇuju´ce funkcionalitu poˆvodne´ho Expectu.
Expect umozˇnˇuje pra´cu s programami vytvoreny´mi pre interakciu s cˇlovekom. Doka´zˇe
posielat’ vstup ty´mto programom a ocˇaka´vat’ od nich odpoved’ s vyuzˇit´ım vyhl’ada´vania
zhody znakov pomocou regula´rnych vy´razov (angl. matching). Hlavny´mi pr´ıkazmi v ra´mci
modulu su´ pr´ıkazy:
• spawn – iniciuje spustenie pr´ıkazu predane´ho ako parameter a udrzˇuje s nim spojenie
azˇ po pr´ıkaz close
• send – umozˇnˇuje poslat’ vstup interaguju´cemu procesu
• expect – vyuzˇit´ım vyhl’ada´vania pomocou regula´rnych vy´razov doka´zˇe rozpozna´vat’
odpovede od interaguju´ceho procesu
V testovacom serveri je pre prihlasovanie na virtua´lny stroj pouzˇity´ Secure Shell. Tento
vyuzˇ´ıva architektu´ru klient–server a vyzˇaduje beh servera na prihlasovacom stroji. Po-
zˇiadavkom na virtua´lnych strojoch je teda bezˇiaci SSH server (vid’ 4.5.1). Ten slu´zˇi pre
bezpecˇne´ autentizovane´ prihlasovanie na vzdialeny´ pocˇ´ıtacˇ. Bezpecˇna´ autentiza´cia nie je
vyzˇadovana´, ked’zˇe stroje su´ podl’a 3 odstavca na´vrhu (vid’ 4.3) nepr´ıstupne´ z loka´lnej sieti
hostitel’a. Hesla´ su´ ulozˇene´ pre kazˇdy´ virtua´lny stroj v jeho konfigura´cii, vid’ sekciu 4.4.1.
4.4.7 Prenos da´t na virtua´lny stroj
Pre prenos da´t na testovac´ı stroj sa ako najvy´hodnejˇsie riesˇenie ponu´ka prenos pomocou
SSH servera, ktory´ je vyzˇadovany´ podl’a implementa´cie uvedenej v predcha´dzaju´cej sekcii
4.4.6. Prenos su´borov je vzˇdy iniciovany´ testovac´ım serverom a je vyzˇadovany´ podl’a na´vrhu
procesu testovania (vid’ sekcia 4.3.1) na zacˇiatku a konci testovania. Pre prenos je pouzˇ´ıvany´
program scp. Tento vyzˇaduje interakciu s uzˇ´ıvatel’om pretozˇe pracuje nad SSH. Pre jeho
riadenia je preto tiezˇ pouzˇity´ modul Expect. Na virtua´lny stroj su´ prena´sˇane´ u´daje pre
testovanie z adresa´ra vmdata a vsˇetky testovacie skripty z adresa´ra vmscripts. Oba tieto
adresa´re su´ povinnou su´cˇast’ou adresa´rovej sˇtruktu´ry testovacieho servera. Testovacie da´ta
su´ na virtua´lny stroj prena´sˇane´ do adresa´ra data. Skripty su´ kop´ırovane´ do adresa´ra rovnako
pomenovane´ho ako zdrojovy´ na testovacom serveri. Oba prena´sˇane´ adresa´re sa umiestnˇuju´
v ra´mci adresa´ra testovacieho procesu uvedene´ho v konfigura´cii testovacieho servera (vid’
element <guestpath> v sekcii 4.4.2).
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Obra´zek 4.3: Obra´zok zna´zornˇuje 3 virtua´lne stroje pripojene´ na virtua´lnu siet’ s hostitel’om
virtualizacˇne´ho softve´ru – testovac´ım serverom.
4.4.8 Za´znamy z testovania
Pri behu testovacieho servera vznikaju´ 3 roˆzne za´znamy:
• za´znam testovacieho de´mona – je ukladany´ do su´boru logs/lits.log a obsahuje
priebeh jednotlivy´ch procesov v ra´mci testovacieho de´mona.
• za´znamy testovac´ıch procesov – su´ ukladane´ v korenˇovom adresa´ri testovacieho servera
do adresa´ra logs\da´tum\na´zov_stroja\na´zov_stroja.log a obsahuju´ priebeh testo-
vac´ıch procesov pre jednotlive´ testovacie stroje.
• za´znamy z behu jednotlivy´ch testovac´ıch skriptov – sa ukladaju´ do adresa´ra
logs\da´tum\na´zov_stroja\na´zov_skriptu.log a obsahuju´ za´znamy zo skriptov spu´-
sˇt’any´ch na testovac´ıch strojoch.
Prve´ dva vytva´rane´ za´znamy slu´zˇia pre hl’adanie pr´ıcˇin zlyhania testovacieho de´mona resp.
testovac´ıch procesov. Posledne´ za´znamy z jednotlivy´ch skriptov su´ spracova´vane´ v poslednej
fa´ze testovacieho procesu skriptami ulozˇeny´mi v adresa´ri scripts/shutdown. Obsahuju´
totizˇ vy´sledky testovac´ıch skriptov a su´ teda vy´stupom cele´ho syste´mu testovania.
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4.5 Testovacie moduly
Testovacie moduly su´ naimplementovane´ maxima´lne sˇtvoricou samostatny´ch neza´visly´ch
skriptov. Skripty teda nie su´ na testovacom de´monovi nijako za´visle´. V priebehu testovania
su´ testovac´ım de´monom len spu´sˇt’ane´ bez aky´chkol’vek parametrov. Testovacie skripty musia
po u´spesˇnom behu koncˇit’ s nulovou hodnotou a pri zlyhan´ı s l’ubovol’nou nenulovou hod-
notou. Toto je nutne´ pre funkcionalitu serveru, pretozˇe to umozˇn´ı testovaciemu de´monovi
sledovat’ za´vislosti spu´sˇt’any´ch skriptov.
V implementa´cii su´ testovacie moduly ako celok definovane´ len v su´bore za´vislost´ı uve-
dene´ho v konfigura´cii testovacieho servera lits.conf op´ısane´ho v 4.4.1. Skripty v jed-
notlivy´ch testovac´ıch moduloch sa moˆzˇu teda medzi sebou prel´ınat’. Skripty v testovac´ıch
moduloch sa rozdel’uju´ do dvoch skup´ın:
• skripty pre zber vstupov testovania a spracovanie vy´sledkov testovania
Tieto skripty musia byt’ povinne ulozˇene´ v ra´mci korenˇove´ho adresa´ra programu v a-
dresa´roch scripts/startup a scripts/shutdown. V ra´mci testovacieho cyklu su´ tie-
to skripty spustene´ vzˇdy len raz, na zacˇiatku resp. na konci testovania. Ich u´lohou
je 1. a 5. fa´za v procese testovania navrhnute´ho v sekcii 4.3.1. Skripty su´ spu´sˇt’ane´
s aktua´lnou cestou nastavenou na korenˇovy´ adresa´r programu. Skripty spu´sˇt’ane´ na
zacˇiatku testovania umiestnˇuju´ pozbierane´ da´ta do adresa´ra vmdata/, ktory´ sa pre-
miestnˇuje na testovacie stroje. Skripty urcˇene´ pre spracovanie vy´sledkov pracuju´ so
za´znamami ulozˇeny´mi v adresa´ri logs/.
• skripty pre pr´ıpravu a riadenie testovania na virtua´lnych strojoch
Tieto skripty musia byt’ umiestnene´ v ra´mci korenˇove´ho adresa´ra programu v adre-
sa´roch vmscripts/startup a vmscripts/testing. Skripty sa prena´sˇaju´ do rovna-
ke´ho adresa´ra na testovanom virtua´lnom stroji. Na virtua´lnom stroji su´ spu´sˇt’ane´
z korenˇove´ho adresa´ra testovacieho procesu uvedene´ho v konfigura´cii virtua´lneho
stroja, vid’ 4.4.2. Skripty musia pracovat’ s da´tami premiestneny´mi testovac´ım de´mo-
nom do adresa´ra data/. Vytvorene´ za´znamy musia umiestnˇovat’ do adresa´ra logs/
v korenˇovom adresa´ri testovacieho procesu, ktory´ sa po ukoncˇen´ı testovac´ıch mus´ı
premiestnia na testovac´ı server do adresa´ra logs/.
4.5.1 Za´vislosti skriptov testovania
Za´vislosti skriptov testovania musia byt’ umiestnene´ v su´bore scriptdeps.conf. Pre jeden
testovac´ı modul vyjadruje za´vislost’ jeden riadok v tomto su´bore. Ten sa sklada´ z na´zvov
skriptov oddeleny´ch medzerami. Riadok ma´ v su´bore za´vislost´ı tvar:
skriptA skriptB skriptC skriptD
Tento riadok vyjadruje zˇe kazˇdy´ skript je za´visly´ na skupine predcha´dzaju´cich skriptov.
Teda, zˇe skript skriptB je za´visly´ na skripte skriptA. Skript skriptC je za´visl´ı na skrip-
toch skriptA a skriptB atd’. Pri u´spesˇnom vykonan´ı skriptu testovac´ı de´mon ulozˇ´ı na´zov
skriptu do pol’a vykonany´ch skriptov. Toto pole a riadok zo su´boru za´vislost´ı sa pouzˇije pri
preveren´ı, cˇi skript, ktory´ sa ma´ vykonat’, ma´ splnene´ za´vislosti nutne´ pre beh.
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Obra´zek 4.4: Na obra´zku je zna´zorneny´ pr´ıklad za´vislost´ı medzi skriptami a spu´sˇt’any´m
testovac´ım de´monom.
Obra´zok 4.4 ukazuje pr´ıklad za´vislost´ı medzi skriptami testovac´ıch modulov. Kazˇdy´
modul je tvoreny´ sˇtvoricou skriptov. Prvy´ a posledny´ skript je spu´sˇt’any´ na testovacom
serveri - hostitel’ovi virtualizacˇne´ho softve´ru, len raz na zacˇiatku, resp. konci testovania.
Zna´zornene´ je na nˇom aj umiestnenie ty´chto skriptov a naznacˇene´ miesto behu. Adresa´r
INSTDIR je korenˇovy´ adresa´r programu na testovacom serveri. TESTDIR je adresa´r, na testo-
vany´ch virtua´lnych strojoch, v ktorom prebieha su´ umiestnˇovane´ vsˇetky u´daje su´visiace
s testovan´ım. Jednotlive´ za´vislosti su´ od seba odl´ıˇsene´ roˆznym druhom sˇipiek. Kazˇdy´ skript
za´vis´ı od vsˇetky´ch skriptov, ktore´ mu predcha´dzaju´. Teda napr. skript uno_cvs je za´visly´
od skriptov prep_uno a get_cvs. Su´bor za´vislost´ı scriptsdeps.conf pre tri testovacie
moduly zna´zornene´ na obra´zku by mal pre pr´ıpad na obra´zku nasledovny´ obsah:
get_cvs prep_cvs test_cvs web_cvs
get_cvs prep_uno uno_cvs web_cvs
get_ids prep_ids test_ids web_ids
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4.6 CVS testovac´ı modul
Ta´to sekcia podrobne opisuje implementovany´ testovac´ı modul pre preklad a insˇtala´ciu CVS
Liberoutru. Na adrese www.liberouter.org/~thrix/cvs_stats.html poskytuje testovac´ı
modul informa´cie o vy´sledkoch testov. Testovac´ı modul sa sklada´ zo 4 skriptov a ich funkciu
naznacˇuje nasleduju´ci obra´zok:
Obra´zek 4.5: Obra´zok ukazuje u´lohu jednotlivy´ch skriptov v ra´mci CVS modulu.
4.6.1 Skript get cvs
Tento skript je spu´sˇt’any´ na zacˇiatku testovacieho procesu. Jeho u´lohou je export aktua´lnej
CVS na testovac´ı server. Ked’zˇe CVS je spr´ıstupnena´ heslom cez sˇifrovane´ SSH spoje-
nie, skript mus´ı riesˇit’ ota´zku exportovania bez nutnosti odkrytia tohto hesla. Riesˇen´ım
je pouzˇitie SSH kl’´ucˇov v spojen´ı s SSH agentom pred behom servera. Verejny´ kl’´ucˇ mus´ı
byt’ umiestneny´ na CVS serveri a priva´tny na testovacom serveri. Po exporte sa testovana´
CVS esˇte archivuje do forma´tu TAR, ked’zˇe CVS obsahuje vel’ke´ mnozˇstvo maly´ch su´borov.
Pripraveny´ arch´ıv s aktua´lnou CVS sa potom ulozˇ´ı do adresa´ra vmdata\ a priprav´ı sa tak
pre prenos na testovacie stroje. Prenos su´borov na testovac´ı stroj ma´ na starosti testovac´ı
de´mon, vid’ sekciu 4.4.4.
4.6.2 Skript prep cvs
Po prenesen´ı u´dajov na testovac´ı stroj je tento skript, pomocou riadene´ho SSH spojenia
testovac´ım de´monom (vid’ sekciu 4.4.7), spusteny´. Jeho u´lohou je pripravit’ preneseny´ arch´ıv
na testovanie. Toto zahr´nˇa rozbalenie arch´ıvu CVS do korenˇove´ho adresa´ra testovanie uve-
dene´ho v konfigura´cii testovacieho stroja – sekcia 4.4.2.
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4.6.3 Skript test cvs
Tento skript riadi konfigura´ciu, preklad a insˇtala´ciu CVS na testovanom stroji. Skript
je spu´sˇt’any´ rovnako ako skript prep_cvs – riadeny´m SSH spojen´ım. Insˇtala´cia CVS do
syste´mu vyzˇaduje administra´torske´ pra´va, takzˇe pozˇiadavkom pre spra´vny beh cele´ho mo-
dulu je administra´torsky u´cˇet uvedeny´ v konfigura´cii testovacieho stroja (sekcia 4.4.2). Kon-
figura´cia CVS sa spu´sˇt’a pr´ıkazom setup. Ta´ zahr´nˇa proces generovania su´borov potrebny´ch
pre preklad, ktore´ho za´znam nie je potrebne´ ukladat’. Preklad sa spu´sˇt’a pr´ıkazom make a
prep´ınacˇom pre ignorovanie pr´ıpadny´ch chy´b. Ten zabezpecˇ´ı zˇe preklad prebehne na celom
CVS strome a nie len po vetvu, kde sa na´jde chyba. Za´znam z prekladu z sˇtandardne´ho chy-
bove´ho vy´stupu a z sˇtandardne´ho vy´stupu je ukladany´ do spolocˇne´ho su´boru test_cvs.log
v adresa´ri logs/. Proces insˇtala´cie sa spu´sˇt’a pr´ıkazom make install a jeho za´znam je u-
kladany´ do su´boru inst_cvs.log v adresa´ri logs/. Po skoncˇen´ı skriptu je testovanie na
stroji ukoncˇene´ a stroj je vypnuty´ testovac´ım de´monom.
Obra´zek 4.6: Stra´nka s vy´sledkami merania chy´b zdrojove´ho ko´du a chy´b pri insˇtala´cii
generovana´ CVS testovac´ım modulom.
4.6.4 Skript web cvs
Po otestovan´ı vsˇetky´ch strojov urcˇeny´ch pre testovanie su´ vsˇetky za´znamy ulozˇene´ v adresa´ri
logs\da´tum\na´zov_stroja\. Tento skript ma´ za u´lohu spracovat’ vsˇetky za´znamy a umie-
stnit’ ich na web server, ktory´ umozˇnˇuje prihlasovanie bez hesla, rovnako ako server CVS
30
v sekcii 4.6.1. Zo za´znamov z prekladu su´ vytriedene´ varovne´ a chybove´ hla´senia do odde-
leny´ch su´borov. Chyby z insˇtala´cie su´ tiezˇ vytriedene´ a ulozˇene´ do samostatne´ho su´boru.
Vytvorene´ textove´ su´bory su´ spolu so za´znamom o testovacom procese (vid’ sekciu 4.4.8)
prenesene´ na web server. Existuju´ca HTML stra´nka zo servera je aktualizovana´ o odkazy na
pridane´ nove´ vy´sledky. Odkazy su´ sˇtruktu´rovane´ do tabul’ky a su´ k nahliadnutiu na stra´nke
www.liberouter.org/~thrix/cvs_stats.html.
4.7 Dokumenta´cia
K testovaciemu serveru bola vyhotovena´ dokumenta´cia. Dokumenta´cia je p´ısana´ v an-
glickom jazyku v su´lade s programovac´ımi za´sadami Liberoutru. Je umiestnena´ v korenˇovom
adresa´ri programu v su´bore README. Dokumenta´cia popisuje spoˆsob insˇtala´cie, ukazuje
pra´cu s program, spoˆsob testovania a su´ tu uvedene´ softve´rove´ pozˇiadavky, ktore´ su´ nutne´
pre spra´vny beh testovacieho servera. V adresa´roch vmscripts a scripts sa nacha´dzaju´
d’alˇsie README su´bory, ktore´ zdoˆraznˇuju´ pravidla´ pre p´ısanie novy´ch testovac´ıch skriptov.
Formou programovej dokumenta´cie su´ pocˇetne´ komenta´re a popisy jednotlivy´ch funkci´ı.
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Kapitola 5
Za´ver
Ciel’om bakala´rskej pra´ce bolo vytvorit’ metodiku pre testovanie zdrojove´ho ko´du projektu
Liberouter a tu´to metodiku implementovat’ ako testovac´ı server. Na obra´zku 4.6 vidiet’
vy´sledok a zmysel pra´ce. Testovac´ı server bezˇiaci na jednom z pocˇ´ıtacˇov projektu zobrazuje
vy´sledky o chyba´ch pri preklade a insˇtala´cii arch´ıvu CVS na roˆznych operacˇny´ch syste´moch.
Vy´sledky poskytuju´ programa´torom v softve´rovej skupine projektu jednoduchu´ a prehl’adnu´
dennu´ sˇtatistiku o chybovosti aktua´lneho ko´du v CVS. Testovac´ı server ty´mto dopoma´ha
k ry´chlej lokaliza´cii proble´mov v tejto cˇasti programove´ho vybavenia.
Navrhnuta´ metodika testovania umozˇnˇuje u´lohu automatizovane´ho testovania l’ubovol’ne
rozsˇ´ırit’ pomocou modulov. Moduly su´ tvorene´ skupinou skriptov nap´ısany´ch vo volitel’nom
programovacom jazyku. V princ´ıpe sa funkcia modulov nemus´ı obmedzovat’ len na aplika´ciu
automatizovane´ho testovania. Moduly moˆzˇu slu´zˇit’ napr´ıklad ako automatizovany´ buildovac´ı
syste´m insˇtalacˇny´ch bal´ıcˇkov na sˇirokej sˇka´le operacˇny´ch syste´mov. Server je s vy´hodou
vyuzˇitel’ny´, ak je zapotreby automatizovany´ multi–platformny´ syste´m pre l’ubovol’ne´ pouzˇitie.
Aktua´lny stav pra´ce s vy´sledkami testovacieho modulu pre CVS uka´zali spra´vnost’
navrhnutej metodiky testovania. Su´cˇasny´ stav testovania je k nahliadnutiu na stra´nke
www.liberouter.org/~thrix. Testovanie sa v budu´cnosti rozsˇ´ıri o testovanie s pouzˇit´ım
staticke´ho analyza´toru ko´du Splint. Pribudnu´ tiezˇ moduly pre testovanie prekladu a insˇta-
la´cie bal´ıcˇkov vyv´ıjany´ch v ra´mci projektu.
Vy´zvou k d’alˇsej pra´ci na testovacom serveri je vyriesˇenie proble´mu pr´ıstupu k hardve´ru
z testovany´ch virtua´lnych strojov. Su´cˇasne´ riesˇenie neumozˇnˇuje pr´ıstup k hardve´rovy´m
prostriedkom vyv´ıjany´m v ra´mci projektu. Testovany´ syste´m by po odstra´nen´ı tohto ne-
dostatku umozˇnil funkcˇne´ testovanie vytvorene´ho programove´ho vybavenia popri statickej
analy´ze.
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