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Reduction of Feedback Loops in Sequential Circuits 
and Carry Leads in Iterative Networks*l- 
E. J. ~IcCLUsKEY 
Department of Electrical Engineering and Computer Center, Princeton Universily, 
Princeton, New Jersey 
Techniques are presented for making use of "previous" inputs and 
outputs in designing sequential circuits and iterative networks. 
Theorems are proved regarding the maximum reduction in feedback 
loops or carry leads which can be obtained by the use of such tech- 
niques. An algorithm for testing whether a given state table corre- 
sponds to a definite event results as a by-product of the more general 
techniques presented here. 
I. INTRODUCTION 
A sequential circuit is a circuit having n input terminals and m output 
terminals on which binary signals are present. The sequence of signals 
which appears at the output terminals is determined by the sequence 
of signals on the input terminals. Thus, a sequential circuit transforms 
input time sequences into output mie sequences. 
Throughout this paper it will be assumed that sequential circuits are 
constructed of AND gates, OR gates, Inverters, and Unit Delay Ele- 
ments. A discussion of these elements and their use in sequential circuits 
or finite automata have been given by Copiet al. (1958) and Brzozowski 
(1962). As used in this paper, sequential circuit has the same meaning 
as finite automaton. There are certain relations between the input and 
output sequences which must be satisfied in order for the circuit to be 
physically realizable. In particular, the signal on output terminal j at 
time t, zj(t), is determined only by the signals on the input terminals at 
time t--i.e., x~ (t), x2 (t), • • • x~ (t) - -and the internal state of the circuit at 
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time t, s~(t). The internal state is specified by the dependent variables 
yl(t), y2(t), . . .  yr(t). These are represented by the set of binary signals 
present at the outputs of the delay elements in the network. 
It  is commonly assumed that the circuit is only observed at fixed in- 
stants of time and that these observation times are separated by unit 
intervals. This is done mainly for mathematical convenience. 
With this assumption about unit time intervals, it is possible to specify 
that the dependent variables of the circuit at time t -I- 1 are determined 
by the dependent variables at time t and the input symbols at time t. 
This mechanism for determining the circuit outputs can be stated 
formally as: 
where 
zi(t) 
y(t) 
z~(t) = zi[x(t), y(t)] (1) 
y~(t + 1) = yk[x(t), y(t)] (2) 
represents the signal on output terminal j at time t 
represents the set of values of the dependent variables-- 
g1(t), y2(t), . . .  y,.(t)--at ime t 
x(t) represents he input state, the set of values of the input variables 
x l ,  x2, . . .  x,~ at time t. 
The formalism which has just been presented for sequential circuits 
can also be used to represent unilateral iterative networks (McChiskey, 
Jr., 1958, 1960). An iterative network is a combinatorial switching cir- 
cuit which consists of a series of identical "cells" or subnetworks. Such a 
network is said to be unilateral if information flows in only one direction; 
that is, if the outputs of cell t are determined only by the inputs to cells 
t, t - 1, t - 2, • • • 1 and not by any higher numbered cell. Iterative net- 
works without this restriction on direction of information flow are also 
important and have been studied extensively by Hennie (1961). The 
discussion in this paper only applies to unilateral networks and therefore 
iterative network will always mean unilateral iterative network in the 
following discussion. 
In a unilateral iterative network, the outputs from the tth cell, 
z~(t), are determined by the inputs to the tth cell, x~(t), and the internal 
carries to the tth cell, yk(t). Thus Eq. (1) represents the mechanism by 
which the outputs are determined. The internal carry variables for cell 
t + 1, y~(t + 1), are determined by the inputs to cell t and the input 
carries to cell t. Thus the relation by which the carry variables are deter- 
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(a) Completely Specified 
TABLE I 
STATE TABLES 
(b) Incompletely Specified 
xl(l) x2(t) .,(t) 
s(t) 8(0 
00 01 11 10 0 1 
1 2, 00 3, 00 1, 11 3, 00 1 2, 0 4, - -  
2 3, 01 1, 01 2, 10 1, 01 2 3, 1 6, 0 
3 1, 11 2, 11 3, 01 2, 11 3 4, - -  - - ,  1 
4 5, 0 3, - -  
s(t + 1),z~(t) z2(t) 5 6, 1 1, 0 
6 - ,  0 1, -- 
s(t + 1), z(t) 
mined is given by Eq. (2). The correspondence b tween sequential and 
iterative circuits has been discussed more fully by McCluskey (1960). 
For the purposes of this paper, it is sufficient o note that Eqs. (1) and 
(2) can be used as a model for both the sequential circuit and the 
iterative network. Since the sequential circuit transforms time sequences 
and the iterative network transforms space sequences, both are basically 
sequence transducers. In the remainder of this paper the term will be used 
when it is meant to refer to both sequential circuits and iterative net- 
works. Thus, Eqs. (1) and (2) represent the action of sequence trans- 
ducers. 
For a specific sequence transducer, the functions of Eqs. (1) and (2) 
can be specified by means of a state table such as that shown in Table 
I (a) .  Each column represents an input state, each row represents an 
internal state, and the entries of the table are s(t ÷ 1) and zi(t). When 
a state table is used to describe the performance of a circuit each entry 
is a single internal state and output state as in Table I (a) .  A state 
table can also be used to specify the performance which is required of a 
circuit. In this case, there may be external mechanisms which control 
the sequences of inputs so that certain combinations of internal states 
and input states can never occur. The corresponding entries of the table 
need not be specified and are commonly indicated by a dash as in Table 
I (b). State tables such as Table I (b) which have some entries unspecified 
are called incompletely specified state tables. If all of the entries are speci- 
fied as in Table I (a) ,  the state table is said to be completely specified. A 
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sequence transducer whose states and outputs agree with the specified 
entries of a state table is said to realize the table. 
One of the major concerns of the theory of sequence transducers i  the 
design of circuits having a minimum number of internal states. The 
theory for completely specified tables is due to Moore (1956). Ginsburg 
(1959) and Paull and Unger (1959) treat incompletely specified tables. 
The present paper is also concerned with reducing the number of in- 
ternal states; however, the specific obiective here is to determine the 
effect on the internal states of modifying the input structure of the 
circuit. 
II. INPUT SHIFTS 
It is possible to design sequential circuits so that the outputs and in- 
ternal states depend directly not only on the present inputs but also on 
previous inputs. 
The number of required internal delay elements can sometimes be re- 
duced by the introduction of previous inputs, and this reduction can 
lead to a more economical circuit. Of course, the total number of delay 
elements cannot be reduced since the same number of internal states 
must be distinguished. 
DEFINITION: A It-delay element is an element for which the output 
at time t is equal to the input at time t - k. 
DEFIXITION: A sequential circuit with input shift k is a sequential 
circuit in which each input is connected irectly to the network and 
each input is also connected to the network through a k delay element, 
a k - 1 delay element, .- .  a 1 delay element• The length of the input 
shift is k. 
For a sequential circuit with input shift k, the appropriate quations 
which replace Eqs. ( 1 ) and (2) are: 
z~(t) = zj[x(t), x(t -- 1), .- .  x(t - k), y(t)] (3) 
y~(t + 1) = yl[x(t), x(t - 1), •. .  x(t - k), y(t)] (4) 
In a sequential circuit with input shift k, the internM state is deter- 
mined not only by the y(t) signals at the internal delay elements but 
also by the signals at the input delay elements, x(t -- 1), x(t - 2), 
• • • x(t -- k). Since it will be necessary to distinguish between these two 
components of the internal state, the following definition is useful. 
DEFINITION: In a sequential circuit with input shift k, each value of 
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y(t), the set of signals at the internal delay elements, is called a depend- 
ent state of the circuit. Each set of values for the signals obtained from 
the delay elements connected to the circuit inputs is called ~ shift state. 
Each combination of a dependent s ate and a shift state corresponds to
an internal state. 
The introduction of previous inputs in this fashion may or may not 
permit a reduction in the number of dependent s ates required in the 
circuit. For some circuits it is possible to obtain the desired performance 
without having any dependent s ates, providing a sufficient number of 
previous inputs are connected to the circuit. Such circuits are said to 
realize "definite vents" and have been studied extensively in the litera- 
ture (Brzozowski ,1962a, b; Simon, 1959; Perles et al., 1961). A test for 
determining whether a flow table specifies a definite vent will result as 
a special ease of the general algorithm to be presented. 
A similar modification i  the input structure of iterative networks is 
possible. 
DEFINITION: An iterative network with input shift k is an iterative 
network in which the inputs to cell t are x(t), x(t - 1), . . .  x(t - k). 
The length of the input shift is/c. An iterative network with input shift 
/~ is described by Eqs. (3) and (4) rather than (1) and (2). 
Iterative networks with input shifts ean be very important since they 
do not require any extra equipment, such as the delay elements insequen- 
tial circuits, but can reduce the number of internal carry leads necessary. 
The response time of an iterative network is usually limited by the carry 
propagation time. Thus, high-speed amplifiers are necessary for the 
carry signals. A reduction in the number of internal carry leads can result 
in a considerable saving by eliminating the need for some of these ampli- 
tiers. 
Since Eqs. (3) and (~) describe both sequential circuits and iterative 
networks with input shifts, the remaining discussion of input shifts will 
be carried out in terms of sequence transducers. 
I I I .  COLUMN SETS OF ORDER 1 
For some state tables it is possible to reduce the number of required 
dependent s ates by introducing input shifts. The objective of the fol- 
lowing discussion is to develop a test for determining whether such a re- 
duction is possible. The appropriate l ngth of the input shift is also de- 
termined. The specific characteristic of state tables to which these tests 
are related is the number of states occurring in an individual column. 
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TABLE I I  
COMPUTATION OF COLUMN SETS OF ORDER 1 
(a) Completely Specified Table (b) Incompletely Specified Table 
xl(t)x~(0 x~(t)x~(O 
s(t) s(t) 
oo Ol 11 lO oo ol 11 10 
1 1, 0 3, 1 2, 0 4, 0 1 1, 0 - - ,  1 2, 0 3, 0 
2 3, 1 1, 0 4, 0 2, 0 2 --, 1 1, 0 3, 0 2, 0 
3 3, 0 3, 0 4, 0 4, 0 3 3, 0 3, 0 3, 0 3, 0 
4 4, 0 3, 0 4, 0 4, 0 
s(t + 1), z(t) 
Column sets of order 1: [1, 3, 4}, t2, 41 
ICll = 3 
s(t + 1), z(t) 
Column sets of order 1: {1, 3}, {2, 3} 
1¢11 = 2 
])EI~INITION: For a given state table, a column set of order 1 is a set C 
of internal states such that: 
(i) All of the states in C occur as next-state ntries in the same column 
of the state table, and 
(ii) There is no other set of states which satisfies (i) and includes C. 
This definition is illustrated in Table I I .  For Table I I  (a), the set {1, 3} 
satisfies part (i) of the definition but does not satisfy part (ii) because 
of the {1, 3, 4} set. 
D~FIN*TION: The column index of order 1, I C1 I, of a state table is 
equal to the maximum number of elements in any one of the column sets 
of order 1 of the table. 
Tg~OREM 1. Given a state table with column index of order 1, I C1 I, there 
exists a sequence transducer with input shift 1 which realizes the table and 
contains I C1 ] dependent s ates. 
PaOOF: In a sequence transducer with input shift 1, the internal state 
is determined by the dependent state and the shift state. The shift 
state specifies x(t -- 1), the previous input state, and therefore specifies 
that the present internal state must be one of the states which occur as 
next-state ntries in the column of the state table corresponding to 
x(t - 1 ). By definition, the set of states which occur as next-state 
entries in a column of the state table either form one of the column sets 
of order 1 or are included in one of the column sets of order 1. Thus, the 
shift state specifies that the present internal state is a member of one 
of the column sets of order 1. The dependent state need only distinguish 
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TABLE I I I  
A SEQUENC~ TR(NSDUCER WITH INPUT SHIFT 1 
(a) Sta~e Table (b) Excitation Table 
z(t) 
s(O s(t) x ( t -  1) yCt) 
o 1 o 
1 1, 0 2, 0 1 0 
2 --,  1 3, 0 /C~I = 2 3 0 
3 3, 0 3, 0 3 1 
2 1 
s(t + 1), z(t) 
0 0 ,0  1 ,0  
1 1, 0 0, 0 
0 1, 0 0, 0 
1 - - ,  1 0, 0 
y(t + 1), z(t) 
(c) Circuit Functions 
y(t q- 1) = [x(t - 1) q- y(t)] • x(t) 
z(t) = x(t)x(t -- 1)y(t) 
among the members  of the column set of order 1. The number  of re- 
quired dependent states is thus equal to I CI/, the max imum number  of 
states in one column set of order 1. The procedure fox' designing the se- 
quence transducer is as follows: For each value of x (t - 1 ) there will in 
general be severM possible values of s(l).  Each of these values of s(t] is 
assigned a different value of y(t) .  For example, in Table I I I (a ) ,  when 
x(t)  -- 0 the value of s(t 3- 1) nmst be 1 or 3. The eorrespondenc~ 
specified in Table I I I (b )  is that  s(t) = 1 is represented by y(t) = O. 
and s(t) = 3 by y(t) = 1. When x(t - 1) = 1, s(t) nmst be 2 or 3 and 
the respective values chosen for y(t) are 1 and 0. 
Note that  it, is possible to have one value of y(t) correspond to a state 
for one value of x(t  -- 1) and a different value of y(t) correspond to the 
same state for a different value of x(t  - 1). In  forming an excitation 
table for y(t  if- 1), there is one row of the table for each combination of 
values of x(t  - 1 ) and y(t) ,  Table I I I (b ) .  Thus each row of the excitation 
table corresponds to an internal state. Each y(t 3- 1) entry corresponds 
to an s(t 3- 1) of the state table. The rule for determining y(t 3- 1) is 
to make it correspond to s(t 3- 1 ) and x(t)  in the same fashion by which 
y (t) was associated with s (t) and x (t - 1 ). For example, in Table I I I  (a) 
for x(t)  = 0, s(t) = 1, the corresponding value of s(t 4- 1) is 1. There- 
fore in Table I I I (b )  when s(t) = 1 and x(t)  = 0, the value chosen for 
y(t 3- 1) must  correspond to s(t 3- 1) = 1. The appropr iate value of 
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y(t q- 1) = 0 since for x(t - 1) = 0, s(t) = 1 the corresponding value 
of y(t) is 0. 
This theorem shows that it is always possible to realize a state table 
with I C1 I dependent states if input shift I is used. There is a correspond- 
ing theorem which shows that, in a certain sense, this is the minimum 
number of states for such a realization. The reason that this is not gener- 
ally true depends on the fact that a state table may contain superfluous 
or redundant states. For a flow table with extraneous states it may be 
possible to have a realization containing fewer than [C1 / dependent 
states. However, if a flow table is reduced to a form which does not con- 
tain extra states (see Moore, 1956; Ginsburg, 1959; and Paull and 
Unger, 1959), then I C~ l is the number of dependent states required. 
In order to state this as a theorem it is first necessary to define "extrane- 
ous state" more precisely. 
DEFINITION: Two internal states s~ and  s~ of a state table T are com- 
patible if, and only if, for all input sequences, the output sequence which 
results when T is initially in s, is the same as the output sequence which  
results when T is initially in sj whenever  both outputs are specified 
(McCluskey ,  1962). This definition is equivalent to that given by  Paull 
and  Unger  (1959) except that in their terms states s~ and sj wou ld  form 
a compatible. 
THEOREM 2. Given a state table with column index of order 1, [ C11, for 
which no two internal states are compatible, then there does not exist any 
sequence transducer with input shift 1 which realizes the table and contains 
fewer than I Cll dependent s ates. 
PROOF: Assume that there exists some state table for which two in- 
ternal states are compatible and for which there exists a sequence trans- 
ducer with a < I C1 I, dependent states. Since the column index of order 
1 is 1 C~ I, there must exist at least one input state ~ for which there are 
I C~I different possible next-states. Suppose that [ Cll copies of the se- 
quence transducer are constructed, that each one of these is placed in a 
different one of these I C1 ] internal states and that the shift state of each 
copy is set to ~. All of the sequence transducers are in the same shift 
state. Since there are only a dependent states and ] Cll sequence trans- 
ducers at least two of these must be in the same dependent state since 
a < l C1!. These two sequence transducers will therefore always have 
identical output sequences if the same input sequences are applied to 
both. However, since the two sequence transducers are by assumption in 
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two  different internal states which  are not compatible this is a contra- 
diction and  the theorem is proved. 
The  assumpt ion that no two states are compatible is not unreasonable 
since a simplified state table with a min imum number  of internal states 
is usually fo rmed before realizing a circuit or network. In a simplified 
state table it is generally true that no pair of states are compatible al- 
though some special cases for which  this is not true do exist. 
IV. COLUMN SETS OF  ORDER k 
The  preceding section presented a characterization of sequence trans- 
ducers with input shift i. In this section these results will be extended to 
general input shifts. In order to do this it will be necessary to extend the 
definition of co lumn set. 
DEF IN IT ION:  G iven  a state table, T, and  one of the co lumn sets of 
order 1, the associated state table is made up of those rows of T which cor- 
respond to present-states which are members of the column set of order 1. 
For example, the associated state table for the column set of order 1 
[2, 41 of Table IV(a) is shown in Table IV(b).  It has two rows corre- 
sponding to the two states of {2, 4}. 
DEFINITION: For a given state table, a column set of order 2 is a set K 
of internal states such that: 
(i) All of the states in K occur as next-state entries in the same column 
of an associated state table of a column set of order 1 of the original 
table, and 
(ii) There is no other set of states which satisfies (i) and includes K. 
DEFINITION: The column index of order 2, I C2 I, of a state table is 
equal to the maximum number of elements in any one of the column 
sets of order 2 of the table. 
The column sets of order 2 of Table IV(a) are listed in Table IV(d).  
Note that {3, 4} is a column set of order 1 for Table IV(b),  but is not one 
of the column sets of order 2 of Table IV(a) because of the set {1, 3, 4}. 
In a sequence transducer with input shift 2, the shift state specifies 
x(t - 2) and x(t - 1). The specifcation of x(t - 2) restricts ( t  - 1) 
to being one of the states in the column set of order 1 corresponding to
x(t -- 2). This, in turn, means that s(t) can be determined from the 
associated state table for this column set of order 1. But x(t - 1) further 
restricts s( t )  to a column set of order 1 of this associated table or, 
equivalently, to a column set of order 2 of the original table. The specifi- 
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TABLE IV 
ASSOCIATED STATE TABLES 
(a) A State Table with Column Sets (b) Associated Table for Column Set 
of Order 1{1, 3, 4}, {2, 41 {2, 4} of (a) 
x~(t) x~(b) ~ (Ox2(t) 
s(t) 40 O0 O1 11 10 O0 O1 11 10 
1 1, 0 3, 1 2, 0 4, 0 
2 3, 1 1, 0 4, 0 2, 0 
3 3, 0 3, 0 4, 0 4, 0 
4 4, 0 3, 0 4, 0 4, 0 
s(t + 1), z(t) 
(c) Associated Table for Column Set 
{1, 3, 4} of (a) 
.~:(t)x2(t) 
s(0 00 O1 11 10 
2 3, 1 1, 0 4, 0 2, 0 
4 4, 0 3, 0 4, 0 4, 0 
s(t + 1), z(t) 
(d) Column Sets of Order 2 for (a) 
{1, 3, 41, {2, 41 
1 I, 0 3, 1 2, 0 4, 0 
3 3, 0 3, 0 4, 0 4, 0 
4 4, 0 3, 0 4, 0 4, 0 
s(t + 1), z(t) 
cation of x(t -- 2) and x(t - 1) thus corresponds to specifying that  s(t) 
be a member of one of the column sets of order 2. In  order to specify the 
internal state, it is just necessary to have a sufficient number of depend- 
ent states to distinguish the states of the column sets of order 2. This 
line of reasoning suffices to prove the extensions of Theorems 1 and 2 to 
column sets of order 2, input shift 2, and column index of order 2 I C2 1. 
These theorems can also be generalized for arbitrary input shifts by  mak- 
ing use of the following definitions. 
DEFINITIOn: For a given state table, a column set of order k (k > 2) 
is a set L of internal states such that :  
(i) All of the states of L occur as next-state ntries in the same column 
of an associated state table of a column set of order k - 1 of the original 
table, and 
(ii) There is no other set of states which satisfies (i) and includes L. 
The rule for forming the associated state table for a column set of 
order ]c -- 1 is the same as for a column set of order 1. 
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DEFINITION: The column index of order t:, !Ck i, of a state table is 
equal to the maximum number of elements in any one of the eolmnn sets 
of order )t: of the table. 
It is convenient to make the following definition of column set of 
order 0. 
DEFINITION: For a given state table, there is one column set of order 0 
and this set contains all of the internal states of the table. It follows from 
this that I C01 is equal to the number of internal states of the table. 
The following theorem can now be proved by a direct generalization 
of column sets of order 2 and the proofs of Theorems 1 and 2. 
THEOREM 3. Given a state table with cohtmn index of order lc, I Ck !, 
there exists a sequence transducer with input shift k wh&h realizes the table 
and contains I Ck I dependent states. I f  no two states of the original table are 
compatible, then no sequence transducer with input shift ]c e~vists 'which 
realizes the same table and has fewer dependent states. 
This theorem forms the basis of an algorithm for designing sequence 
transducers with a specified input shift which contain a minimum number 
of dependent states. This procedure will be illustrated in the following 
example. 
In Table V a state table is shown and the column sets of order 2 are 
calculated. The column sets of order 3 for this table are calculated in 
Table VI. Since [C21 = I C.~I = 2, the number of dependent states is 
the same for a realization with input shift 2 as for a realization with input 
shift 3. An input shift of 2 will therefore be used. The appropriate xcita- 
tion table is shown in Table VI I (a) .  The construction of this table will be 
illustrated by considering a typical entry, that for x ( t -  2 )= 0, 
x(t - 1) = O, y(t)  = 1, x(t) = 1. This corresponds tos(t) = 6, x(t) = 1 
and from the state table (Table V(a))  the value for s(t + 1) is 2. The 
corresponding value of y(t + 1 ) must be determined. This situation can 
be summarized as: 
s(t -k 1) x(t -- 1) x(t) y(t -k 1) 
2 0 1 ? 
By comparing this with the row of Table VI I (a)  for which s(t) = 2, 
x(t  -- 2) = 0, x(t  - 1) = 1, the correct value of y(t ÷ 1) is seen robe 
0. The remaining entries of the excitation table are determined by the 
same general procedure. An analogous technique is used for constructing 
excitation tables for input shifts larger than two. 
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TABLE V 
CALCULAT ION OF  COLUMN SETS OF  ORDER 2 
(a) A State Table with Column Sets 
of Order 1 {4, 5, 6}, {1, 2, 3} 
s(t) 
(b) Associated Table for {1, 2, 3} of 
(a), x(t - 2) = 1 
s ( t -  1) 
1 
1 5, 1 1, 1 1 
2 4, o 2, o 2 
3 5, 1 1, 1 3 
4 6, o 2, o 
5 5, 1 3, o 
6 6, o 2, o 
x ( t -  1) 
0 1 
5, 1 1, 1 
4, 0 2, 0 
5, 1 1, 1 
s(t), z(t - 1) 
s(t -]- 1), z(t) 
(c) Associated Table for {4, 5, 6} 
of (a), x (t - 2) = 0 
x( t -  1) 
s(t - 1) 
o 1 
(d) Column Sets of Order 2 for (a) 
{4, 5}, {1, 2}, {5, 6}, {2, 3} 
4 6, 0 2, 0 
5 5, 1 3, 0 
6 6, 0 2, 0 
s(t), z(t - 1) 
For the state table of Table V (a) it was shown that  an input shift of 3 
did not reduce the number  of required dependent states below the number  
required for an input shift of 2. I t  can also be shown that  the number  of 
required dependent states cannot be further reduced by  any larger input 
shift. In  general, for a given state table there exists a value for the input 
shift beyond which no further reduction in the number  of dependent 
states is possible. Further,  this value for the input shift is very simple to 
discover. 
DEFINITION: The collection of column sets of order k for a given state 
table will be denoted by Pk ; For Table V(a ) ,  P1 = I[1, 2, 3}, {4, 5, 6}]; 
P2 = [{1, 2}, {2, 3}, {4, 5}, {5, 611; P~ = P2. 
LEMMA: For a given state table, if Pk = Pk+l , then P j  = Pr  for all 
3" >= k. I f  Pk = P~+I, the state tables associated with the column sets of 
order k -~ 1 will be the same as those associated with the column sets of 
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TABLE VI 
CALCULATION OF COLUMN SETS OF ORDER 3 
(a) Associated Tables for Column Sets of Order 2 of T~ble V(a) 
111 
x(t - I) xq - 1) 
x(t-3) x(t-2) s(/-1) x(t-3) xq-2)  s(t-l) 
0 1 0 1 
1 1 1 5, 1 1, 1 0 1 2 4, 0 2, 0 
1 1 2 4, 0 2, 0 0 1 3 5, 1 1, 1 
s ( t ) ,  z ( t  - -  1) s ( t ) ,  z ( t  - -  1) 
x(t - l) z(t - 1) 
x(t-3) x(t-2) s(t-1) x(t-3) x(t-2) s(t-1) 
0 1 0 1 
1 0 4 6, 0 2, 0 0 0 5 5, 1 3, 0 
1 0 5 5, 1 3, 0 0 0 6 6, 0 2, 0 
s ( t ) ,  z ( t  - -  1) s ( t ) ,  z ( t  - 1) 
(b) Column Sets of Order 3 for Table V(a) 
{1, 2}, {2, a}, {4,5}, {5, 6} 
TABLE VI I  
DERIVATION OF y( t  + 1) FUNCTION FOR A SEQUENCE TRANSDUCER WITH INPUT 
SHIFT 2 
(a) Excitation Table (b) Functions 
z(0 
s(t) x(t-2) x(t-1) y(t) 
o I 
5 0 0 0 50, 0 31, 0 
6 0 0 1 ~1, 0 20, 1 
2 0 1 0 40, 0 21, 0 
3 0 1 1 51, 0 '0, 0 
4 1 0 0 ~1, 0 20, 0 
5 1 0 1 50, 0 31, 0 
1 1 1 0 51, 1 10, 1 
2 i I i 40, 0 21, 0 
y( t  + 1) 
= x( t  - 2) @ x(t)  G y( t )  
z ( t )  = y ' ( t )x ( t  - 2 )x ( t  - 1) 
+ y( t )x ' ( t  - 2)xt(t  - 1)x(t) 
y( t  + 1), z ( t )  
order  k. I t  fo l lows f rom this that  Pk+2 = Pk+1 = Pk ,  and the  lemma 
fol lows by  a d i rect  extens ion of this reasoning.  
DEFINITION: For  a g iven  s tate  tab le  let t* be the  smal lest  va lue of k 
for wh ich  Pk = P~+I .  
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THEOREH 4. Given a state table with ~ as defined above, there exists a 
sequence transducer with input shift t~ which realizes the table and contains 
I C~ I dependent states. I f  no two states of the original table are compatible, 
then no sequence transducer with input shift exists which realizes the table 
and has fewer than I C~ I dependent states. 
COaOLLAaY: A given state table corresponds to a definite event (no depen- 
dent states required) if and only if 1 C~ 1 = 1. 
I t  is possible that there may exist values of k which are smaller than 
for which I C~I = I C~ I- This possibility arises because the largest 
(a) State Table 
~(t) 
0 
TABLE VI I I  
OUTPUT COLUMN SETS 
(b) Output  Co lumn Sets of Order I, 
iDi I  = 4 
z =0,{2 ,3 ,4 ,6}  
1 z = 1, {1,2,5} 
1 5, 1 1, 1 
2 4, 0 2, 0 
3 5, 1 1, 1 
4 6, 0 2, 0 
5 5, 1 3, 0 
6 6, 0 2, 1 
s(t + 1), z(t) 
(c) Associated Table for {2, 3, 4, 6} 
z(t  -- 1) = 0 
x(t) 
s(t) 
0 
(d) Associated Table for {1, 2, 5} 
z(t  - 1) = 1 
~(t) 
s(t) 
1 0 1 
2 4, 0 2, 0 
3 5, 1 1, 1 
4 6, 0 2, 0 
6 6, 0 2, 1 
s(t + 1), z(t) 
Sets of Order 2, ID2[ = 3 
Sets of Order 3, [D~ I = 3 
Sets of Order 4, [D4[ = 3 
Sets of Order 5, ]D~ I = 3 
(e) Output Column 
(f) Output Column 
(g) Output Column 
(h) Output Column 
1 5, 1 1, 1 
2 4, 0 2, 0 
5 5, 1 3, 0 
~(t + 1), z(t) 
{2, 4, 6}, {1, 2, 5}, {2, 3, 4} 
{1, 5}, {2, 3, 4}, {2, 4, 6} 
{1, 5}, {3}, {2, 4, 6} 
{1, 5}, {3}, {2, 4, 6} 
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column set in Pk may also be present in Pk+l without Pk and Pk+l being 
identical. An example of this phenomenon is shown in Table VII I  for 
the output column sets to be discussed in the following section. In such 
a situation the sequence transducer would probably be designed for the 
smallest value of k for which [ Ck [ = [ C~ I- 
V. OUTPUT SHIFTS  
A closely related modification of the basic sequence transducer struc- 
ture consists of connecting previous outputs rather than previous inputs 
directly to the network or circuit. The use of previous outputs does not 
reduce either the number of feedback loops or carry leads in a circuit, 
but corresponds to using the same variables for both the output and the 
internal variables. In spite of this major difference between use of previ- 
ous inputs and outputs, the theory concerning previous outputs is very 
similar to that for previous inputs. Because of this similarity in theory 
and also because both techniques can be useful in determining efficient 
assignments of internal variables, it is appropriate to discuss the use of 
previous outputs next. 
For a sequence transducer with output shift k, the appropriate qua- 
tions which replace Eqs. (1) and (2) are: 
z~(t) = zj[x(t), z(t - 1), z(t - 2), . - .  z(t - k), y(t)] (5) 
yi(t -t- 1) = yi[x(t), z(t - 1), z(t - 2), . . .  z(t - /c), y(t)] (6) 
In such a sequence transducer, the shift state is determined by the out- 
puts of the delay elements connected to the circuit outputs; i.e., by 
z ( t  - -  1 ) ,  z ( t  - -  2 ) ,  . . .  z ( t  - -  k ) .  
The theory for sequence transducers with output shift is directly 
analogous to the theory for input shifts. Only the important definitions 
and theorems will be presented. 
DEFINITION: For a given state table, an output column set of order 1 
is a set C of internal states uch that: 
(i) There is a particular output state 2, associated with this set C. 
Each internal state in C appears at least once in the state table as a net- 
state entry for which the corresponding output state entry is 2. 
(ii) There is no other set of states which satisfies (i) and includes C. 
DEFINITION: For a given state table, an output column set of order k 
is a set L of internal states such that: 
(i) L is an output column set of order 1 of the associated state table 
of an output column set of order ]c -- 1 of the original table, and 
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(ii) There is no other set of states which includes L and satisfies (i) 
either for the same associated state table or for an associated state table 
of another  output  column set of order k - 1. 
This definit ion is i l lustrated in Table V I I I (e )  for output  column sets of 
order 2. The output  column sets of order 3, 4, and 5 are given in Tables 
V I I I ( f ) ,  (g),  (h) .  
DEFINITION: The output  column index of order k, I Dk I, of a state 
table is equal to the max imum number  of elements in any one of the 
output  column sets of order k of the table. These definit ions are illus- 
t ra ted  in Table V I I I (b ) .  
The rule for forming the associated state table for an output  column 
set is the same as for a column set, Table V I I I ( c ) .  
DEFINITION: For  a given state table let ~ be the smallest value of k 
for which the output  column sets of order k are identical  with the output  
column sets of order/~ -V 1. 
TABLE IX 
DERIVATION OF FUNCTIONS FOR A SEQUENCE TRANSDUCER WITH OUTPUT SHIFT 2 
(a) Excitation Table 
s(t) z(t - 2) z(t - 1) yl(I) y2(t) 
~(t) 
0 1 
2 0 0 0 0 401, 0 200, 0 
4 0 0 0 1 61d, 0 200, 0 
6 0 0 1 d 61d, 0 200, 1 
1 0 1 0 0 51d, 1 10d, 1 
2 0 1 0 1 qd, 0 ~00, 0 
5 0 1 1 d 51d, 1 301, 0 
2 1 0 0 0 ~01, 0 ~00, 0 
3 1 0 0 1 51d, 1 ~00, 1 
4 1 0 1 d 61d, 0 200, 0 
1 1 1 0 d 51d, 1 lOd, 1 
5 1 1 1 d 51d, 1 301, 0 
y l ( t  + 1), y2(t + 1), z ( t )  
(b) Excitation Functions 
y l ( t  -V 1) = x ' ( t ) [ z ( t  --  1) ~- y l ( t )  -V y~(t)] 
y2(t  -I- 1) = x ' ( t )  + y~( t )z ( t  --  1) 
z( t )  y~( t ) [ j2 ( t ) z ( t  --  2) -t- y2( t )z ( t  - 1)] -]- x ' ( t )g~( t )z ( t  --  2) 
--[- x ( t )y l ( t ) z ' ( t  --  2 )z ' ( t  - 2) 
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THEOREM 5: Given a state table with ~ as defined above, there exists a 
sequence transducer with output shift ~ which realizes the table and contains 
I D, I dependent s ates. I f  no two states of the original table are compatible, 
then no sequence transducer with output shift exists which realizes the table 
and has fewer than I D~ I dependent s ates. 
For Table VI I I (a)  t D~ I = I D41 = 3. Thus there is no output shift 
realization having fewer than 3 dependent states and consequently 2 
dependent variables. Since I D2 I = 3, only an output shift of 2 is actually 
necessary. The excitation table for such a realizatiou is shown in Table 
IX. Actually it would be possible to use only an output shift of 1 and 
still only require two dependent variables ince I Dl l  = ~. An output 
shift of 2 was chosen for Table IX only to present a more generM table 
than that for a shift of 1. 
VI. COMPOSITE  SHIFTS  
It  is, of course, possible to combine an input shift and an output shift 
in the same realization. The appropriate quations for a sequence trans- 
ducer with input shift k and output shift/~ are: 
z,(t) = z~[x( t ) ,  x ( t  - 1 )  . . .  x ( t  - k ) ,  z ( t  - 1 ) ,  
(7) 
z(t - 2), - . .  z(t - k), y(t)] 
g,(t) -- y,[x(t), x(t -- 1), . . .  x(t -- /~), z(t -- 1), 
(s) 
z(t -- 2), . . .  z(t -- l~), y(t)] 
A sequence transducer with both input and output shifts will be called a 
sequence transducer with composite shift k. The shift state is deter- 
mined by the outputs of the delay elements connected to the circuit 
inputs and outputs. 
DEFINITIOZ~: For a given state table, a composite column set of order 1 
is a set C of internal states such that: 
(i) There is a particular output state, i, and a particular input state, 
2, associated with this set C. Each internal state in C appears at least 
once in the 2-column of the state t~ble ~s a next-state ntry for which the 
corresponding output state entry is ~. 
(ii) There is no other set of states which satisfies (i) and includes C. 
This definition is illustrated in Table X(b) .  
Associated state tables are formed for composite column sets in the 
same way as they are formed for output column sets. The generalization 
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(a) State Table 
~:(0 
s(O 
o 1 
1 5, 1 1, 1 
2 4, 0 2, 0 
3 5, 1 1, 1 
4 6, 0 2, 0 
5 5, l 3, 0 
6 6, 0 2, 1 
TABLE X 
COMPOSITE COLIJMN SETS 
(b) Compomte Column Sets of Order 
1, IE~I = 2 
x = 0, z = 0:{4,6} 
x = 0, z = 1: {5} 
x = 1, z = 0: {2, 3} 
x = 1, z = 1: tl, 2} 
s(t -b 1), z(t) 
(e) Associated Table for {4, 6} 
z ( t -  1) = O,x(t -1 )  = 0 
x(0 
s(t) 
0 1 
4 6, 0 2, 0 
6 6, 0 2, 1 
s(t • 1), z(t) 
(d) Composite Column Sets of Order 
2, IE21 = 1 
{]}, {2}, {31, {4}, {51, {61 
from composite column sets of order 1 to order k is carr ied out  in exact ly  
the same fashion as for output  column sets. 
DEFInITIOn: The composite column index of order k, I E~ I, of a state 
table is equal to the max imum number  of elements in any  one of the 
composite column sets of order lc of the table. 
DEFJNITIO~¢: For  a given state table let X be the smallest value of k 
for which the composite column sets of order k are identical  with the 
composite column sets of order k -t- 1. 
T~EOR~M 6. Given a state table with X as defined above, there exists a 
sequence transducer with composite shift k which realizes the table and con- 
tains I Ex I dependent states. I f  no two states of the original table are compati- 
ble, then no sequence transducer with input shi/t, output shift, or composite 
shift exists which realizes the table and has fewer than I Ex I dependent 
states. 
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TABLE XI 
REALIZATION OF ~EQUENCE TRANSDUCER W1Ttf COMPOSITE SHIFT 
(a) Excitation Table 
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.(t) 
s(t)  * ( t  - -  2) z( t  - -  2) x(t -- 1) z( l  - -  1) 
0 1 
6 0 0 0 0 0 1 
2 0 0 1 d 0 0 
5 0 1 0 1 1 0 
3 0 1 1 0 1 1 
4 1 0 0 0 0 0 
5 1 0 0 1 1 0 
2 1 0 1 0 0 0 
1 1 0 1 1 i 1 
4 1 1 0 0 0 0 
5 1 1 0 1 1 0 
1 1 I 1 1 I i 
2 1 1 1 0 0 0 
(b) Output Function 
z ( t )  = x ' ( t  - 1)z(t - 1)x'(t) q- x( t  - 1)[x'(/ -2)z(t - 2) q- x( t  - 2 )z ( t  - 1)] 
q-  x ( t )x ' ( t  - l)x'(t - 2)z'(t - 2) 
For the state table of Table X(a ) ,  [E2[ = 1 so that  no dependent 
variables are required if a composite shift of 2 is used. The corresponding 
excitation table is shown in Table X I .  
VII. CONCLUSION 
The techniques presented here provide an efficient means for making 
use of "previous" inputs or outputs in the design of sequential circuits 
and iterative networks. These techniques can be particularly important  
for iterative networks since use of previous inputs does not directly re- 
quire any additional equipment and may allow costly carry-lead ampli- 
tiers to be removed (Nesenbergs and Mowery, 1959). Another area of 
use for these techniques i in connection with the problem of determining 
efficient assignments of internal codes for sequential circuits (Armstrong, 
1962). I t  is felt that  the methods presented here compare favorably in 
efficiency with less general methods for testing whether a state table 
corresponds to a definite event (Simon, 1959; Perles e l  a l ,  1961). A1- 
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though the presentation i this paper has been entirely in terms of state 
tables, the methods can be extended to state diagrams by a trivial 
extrapolation. 
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