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As the technique moves from being in the hands of a few specialists who have intimate knowledge of the approach to a wider group for whom the technique is only a tool to reach further goals, it is clearly desirable that a standard and easily applied methodology be adopted. In 1988 a group of investigators met in Cambridge, United Kingdom, and produced a document toward these ends (13) . In practice, however, these recommendations have not been widely adopted. Instead, the scientific community has generally adopted Eq. A6 from the seminal human validation paper of Schoeller et al. (17) , which appears in modified form (16) (days-l). rof is the rate of water loss that occurs via routes subject to isotopic fractionation and is estimated to be 1.05 x N (l.OlKo -1.04KD).
An important aspect of this equation is that it assumes that the ratio of deuterium to oxygen-18 pool sizes is universally fixed at 1.03 (i.e., 1.04:l.O1), rather than using the observed ratio derived from the measured individual pool sizes. The choice between using the measured individual ratios or a fixed ratio is not trivial. For example, if a ratio of 1.08 for the two dilution spaces was observed, the use of Eq. I (i.e., the fixed ratio) would estimate energy expenditure to be 23% higher than calculations based on the actual observed pool sizes. With an observed ratio of 1.01, energy expenditure will be 12% lower with Eq. 1 compared with calculations using the observed pool sizes. Clearly, Eq. 1 may obscure significant differences in energy expenditure if the observed variation in the dilution space ratio has a biological basis. Conversely, using the actual dilution space ratio may generate spurious variation in energy expenditure if the observed variation in the ratio is mostly analytical.
Since the derivation of Eq. I (l7), many more human validation studies of the DLW technique have been performed, and many more measurements of the dilution space ratio have been published. These new data thus provide the opportunity to reevaluate whether the fixed ratio approach used in Eq. I is appropriate. The purpose of this communication is to therefore use published data, along with an experimental and theoretical analysis, to evaluate whether a fixed dilution space ratio is appropriate, and, if so, what the most suitable correction factors are for the extent to which deuterium and oxygen-18 overestimate total body water.
Is the Observed Variation in the Deuterium-to-Oxygen- 18 Pool Size Ratio Analytical or Biological?
The extent of variability in the deuterium-to-oxygen-18 pool size ratio is well recognized and has been discussed previously by Prentice (13) . We examined 161 individual measurements of the deuterium-to-oxygen-18 pool size ratio collated from published studies in subjects (Table 1 ). In addition, we examined the SD of published group mean data in cases where individual data were not presented. The SD from 161 individual published ratios was 0.0218, and the mean SD reported in 20 homogeneous groups ranging from 4 to 20 subjects was 0.01898 (Table 1) .
How much of this observed variation in the dilution space ratio is analytical and how much is biological? Estimation of the expected variation in the pool size ratio arising from analytical precision requires evaluation of analytical precision of isotope analyses for both isotopes. This may be affected by the gas preparation technique, analysis machine, and analytical laboratory (21) . However, the average reported precision (SD) for oxygen-18 analysis at typical initial isotope enrichment levels using large sample equilibration is 0.6 delta [ -1.2 parts/million (ppm)] and for deuterium using zinc reduction is 4.5 delta (-0.7 ppm). These precisions do not differ from the reported precisions of analysis at background abundance levels (23) .
Evaluation of the analytical error in the final dilution space estimate is complicated by the fact that estimates of isotope abundance enter into the equation for evaluation of dilution space at four different points, and there are other sources of error (e.g., dose weighing and administration). We have estimated the effect of analytical uncertainty on measurement of the pool size ratio using three approaches involving both theoretical propagation of error analysis and experimental data.
Approach 1: propagation of error analysis. In the first series of calculations we assumed that dose handling is Individual mean value 1.0427 0.0218 (n = 161) Values for dilution space ratio are means t SD. * Original study contained a value of 0.77 for dilution space ratio, which we rejected as an outlier based on a z score of 13.38, equivalent to a statistical occurrence of greater than one in one million. n, no. of subjects.
not a source of error and propagated the error in the calculation of dilution space using a Monte Carlo type simulation. Ten random numbers were generated (using the random number generating function from a standard statistical package, MINITAB) from each of four normal distributions, two centered on the level of natural abundance (2,005 ppm for oxygen-18 and 155 ppm for deuterium) and two at the initial postdose enrichment level (assumed to be 2,200 ppm for oxygen-18 and 330 ppm for deuterium), using the precision estimates above to define the standard deviations of these distributions.
The random numbers were then completely permutated in the calculation of dilution space using the equation derived by Coward et al. (4) .
For each isotope we substituted into the equation of Coward et al. (4) the 10 random values of enrichment for 1) diluted dose standard; 2) postdosing body enrichment; 3) water used to make the standard; and 4) predosing body enrichment. The resultant distribution of dilution space estimates (n = 104) was used to generate an estimate for the propagated variance resulting from analytical error in the isotope abundance estimates. The expected variances in the determinations for both isotopes were then combined by subsampling, at random, 100 estimates from each dilution space distribution and permutating these exhaustively to establish the expected variation due to analytical error in the dilution space ratio. Using this approach we estimated that the analytical uncertainty (coefficient of variation = SD/mean) in the estimate of oxygen-18 and deuterium pool sizes in a typical study in adults is -0.86 and -O.55%, respectively (assuming duplicate sample analysis, see Table 2 ). As the replicate sample size for analysis (n) increases, the error (% error = SD/mean) in the estimates of pool size decline as a function of the reciprocal of root n. Table 2 summarizes the anticipated propagated error in dilution space across all techniques and the pooled variance anticipated due to these errors in the dilution space ratio.
For duplicate analyses of both isotopes, which is the most common protocol, the expected variation in dilution space ratio due to analytical error was 0.00956 (Table 2) compared with the previously described observed experimental variation across 161 subjects of 0.0218. Hence this propagation of error analysis suggests that only 19.2% of the observed variability in the dilution space ratio is accounted for by analytical imprecision in isotopic analysis. This prediction, however, is only appropriate for estimates using the plateau approach for evaluating dilution space because only when employing this latter technique is the actual initial isotope enrichment factored into the equation. When employing the intercept approach, postdose enrichment is evaluated as the time 0 enrichment from back extrapolation of the log converted isotope disappearance curves to the point of isotope administration.
The error in postdose enrichment is, therefore, equal to the SE in the intercept estimate and not the precision of isotope analysis. The SE in this value will vary with many factors, including the number of data used to generate the curve and the precise timing of the sample collection, particularly the early time points. Moreover, because the fitted curve is performed on log-transformed data the intercept is log-normally distributed and this leads to some skewness in the dilution space estimate during antilog conversion. Rather than model these factors we derived the SEs in the estimates of intercepts empirically from a study of nine obese patients. These estimates were derived from back extrapolation of a curve constructed for six points across 14 days, with the first sample collected at 24 h postisotope administration.
The log of the mean and SE of the time 0 enrichments for nine individuals was 4.5817 t 0.00851 delta per mil for oxygen-18, and 6.5495 t 0.01275 delta per mil for deuterium. We propagated this error in a similar simulation as performed above for the plateau technique, only this time we generated a normal distribution for estimates of log postdose enrichment and converted these postdose enrichment by antilogging prior to calculation (and using the estimated errors for duplicate analyses for each of the other terms). This analysis resulted in a precision error (% error = SE/mean) of 1.075% for the dilution space of oxygen-18 and 1.322% for deuterium, which, in combination, gave an expected error in the dilution space ratio due to analytical precision of 0.0158. This estimate is clearly specific to this particular study, and different protocols may result in different errors. Nevertheless this calculation indicates that when using the intercept rather than the plateau method, the analytical error amounts to ~52.5% of the total observed variation in the dilution space ratio.
Approach 2; in uiuo reliability data. To further evaluate the analytical error involved in estimating dilution spaces, we present data from repeated measures of dilution space in the same individuals. Nine obese subjects were studied over two discrete 14-day studies, separated by 4 days, while subjects were living in a clinical research center (Vermont). Time 0 dilution spaces for both oxygen-18 and deuterium were obtained in both studies after repeat doses, based on multipoint analysis (6 samples) and duplicate sample analysis at each point. The average within subject SD for the dilution space ratio was 0.0163 compared with an average between individual SD of 0.0195 (Table 3) . Although it is possible that the pool size ratio would vary biologically within the time interval of our measurement, it seems more likely that the observed intraindividual variation is a measure of the analytical variation in vivo. Hence, in this experiment, ~70% of the observed interindividual variance may be attributed to analytical errors. Approach 3: in vitro reliability data. Last, we measured the analytical precision of measuring the dilution space ratio in vitro. This was performed by preparing a set of eight identical 1:400 gravimetric dilutions of mixed isotope [O.l ml of mixed oxygen-18, 10% atom percent excess (APE), and deuterium, 5% APE in 40 ml of tap water] with tap water. Enrichments of oxygen-18 and deuterium were determined in both the water used for dilution and in each of the dilutions. We estimated the dilution space in each sample using a randomly selected sample from the eight dilutions as the reference dilution and then compared this with the actual weighed amount of water (see Table 4 ). The average precision (coefficient of variation) for estimating pool size was 1.65% when using oxygen-18 and 1.78% when using deuterium. In combination, these data imply a pooled SD of 0.0234 in the dilution space ratio compared with the aforementioned value of 0.0218 for the SD of 161 in vivo observations. This in vitro experiment thus indicates that all of the observed intersubject variability in dilution space ratio is analytical.
The statistical propagation of error analysis and the experimental evidence yielded conflicting information for evaluating the contribution of analytical error to the observed variation in the dilution space ratio. On the one hand, calculations using error propagation (approach 1) suggest that only a small component (19.52%) of variation in dilution space ratio is attributable to analytical uncertainty, whereas the in vivo repeatability measures 
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(approach 2) and the experimental in vitro evidence (approach 3) suggest a much greater contribution (70-100%) from analytical sources. We may have underestimated the analytical error in our propagation because there may be other factors that affect analytical precision other than analytical precision of isotope analysis. It is unlikely that weighing errors were important since the results of our in vitro experiment would imply that we made errors in this term of ~0.6 g when using a four-decimal-point balance (Mettler).
In vivo other complicating factors not accounted for include possible individual variability in the rates at which the isotopes spread into the body pools relative to the timing of the plateau sample, although the data of Schoeller et al. (19) suggest this is not a concern. In addition, it has recently been shown that the dilution space ratio is influenced by sex but not age or body composition (10). However, biological variation would not be an integral component of the in vitro experiment, yet error propagation analysis significantly underestimated the error in this experiment as well. The discrepancy between theoretical propagated error and experimental data strongly suggests that it is unwise to rely heavily on propagation of error analyses when evaluating potential sources of error in the DLW technique because these necessarily focus on only a single component of the error and are hence minimal estimates.
If the experimental data presented here are considered alone then this study indicates the use of a fixed ratio for the dilution spaces is justified. It should be borne in mind, however, that consideration of the dilution space ratio in isolation from other factors may be problematic. For example, there is potential for complex covariances between dilution spaces and turnover rates. These covariances and their consequences have been considered fully elsewhere (4, 22).
Reevaluation of the Fixed Parameters in Eq. 1 When Eq. 1 (Schoeller's Eq. A6) was derived, fewer than 20 dilution space ratios in humans had been published, and these data indicated a mean deuterium-tooxygen-18 dilution space ratio of 1.034, which was rounded to 1.03. The constant of 1.01 in Eq. 1 was derived from a theoretical estimate of the excess exchangeable oxygen amounting to ~0.7% of water oxygen, which was also rounded to 1%. The constant of 1.04 in Eq. 1 was derived from these two estimates (1.01 x 1.03). The rational for rounding of the original figures is unclear because four significant figures are used for the fractionation factors in Eq. I, and the impact of using four rather than three significant figures in the fractionation factors is relatively trivial when compared with the effect of using four vs. three significant figures in the dilution space ratio. Moreover, a comparison of theoretical exchangeable deuterium with that observed suggests that not all the theoretical excess hydrogen exchanges (5,6), indicating the 0.7% evaluation for excess oxygen space may be too high and rounding it up takes it to a physiologically unrealistic value. However, as will be discussed, the actual choice of the value for No relative to N is not very important. The critical issue is the value for NH/No.
We have summarized the mean estimates of the deuterium-to-oxygen- 18 dilution space ratio in 20 homogeneous groups of humans spread over 11 publications since 1982 (Table l) , including the original data published by Schoeller et al. (17, 18) . The weighted mean of these means was 1.0408 (SE = 0.0027). Using 161 published individual ratios we obtained a mean of 1.04273 (SE = 0.0017). This new value significantly exceeds the original ratio of 1.03 used in Eq. I [t = 7.4, degrees of freedom (df) = 160, P < O.OOOl] but is not significantly difXerent from the weighted group mean value for n = 206 (t = 1.12, df = 160, P = 0.26). There are two ways in which the new ratio of 1.0427 can be employed. First, we can assume a value of 1.01 for No/N, yielding the following revision of Eq. I
where N is body water pool = [(No/l.Ol) + (N&.0531)]/ 2; No and ND are oxygen-18 and deuterium dilution spaces moles; Ko and KD are turnover rates of oxygen-18 and deuterium (days-'). rof is the rate of water loss that occurs via routes subject to isotopic fractionation and is estimated to be 1.05 x N (l.OlKo -1.0531KD). Eq. 2 can be condensed to the following To illustrate the impact of the revised equations (Eqs. 3 and 5), we performed calculations assuming N = 2,500 moles, Ko = 0.1 days-', and allowing Kn to vary from 0.085 to 0.07 days-l, covering the range of expected turnover ratios typical for adults. Equation 3 yielded values between 3 and 9% lower than Eq. I (Table 5 ) and Eq. 5 yielded values between 4 and 10% lower than Eq. I. There is a systematic difference of only 1% between the two revised equations (Eqs. 3 and 5). Clearly use of Eq. 3 or 5 instead of Eq. I may have profound effects on the interpretations made in studies of energy expenditure.
To test the performance of the new equations we have recalculated data from published validation studies in which the entire data was available In = 6 from Schoeller Assuming Ko = 0.1 days-l, total body water = 2,500 mol, and using Eqs. 1,3, and 5, as defined in the text. et al. (15) , and n = 12 from Ravussin et al. (14) ]. As shown in Table 6 , Eqs. 3 and 5 yielded estimates of r,, that were very similar to that measured by chamber in: direct calorimetry, with an accuracy of ~0.5% and a precision of -9% (Table 6 ). However, Eq. 1 estimated values Of rco that were 10.3% higher than that measured by indirect calorimetry, with a precision of -11% (Table 6 ).
Use of Group Mean Estimates for the Dilution Space Ratio
An alternative approach to the use of a fixed equation is to use the group mean ratio for a given data set and replace the fixed ratio of 1.03 in Eq. 1 with the group mean ratio, as indicated by Roberts et al. (15) . This is a useful approach inasmuch as group means are more likely to pick up biological variability as they are more precise, and an equation is thus derived for each group using this biological variability. However this group mean approach is flawed because financial constraints generally mean that the sample sizes for homogeneous groups are often low and hence the precision of the estimated ratio for the group is also low. Across 20 homogeneous groups the SD of the dilution space ratio averaged 0.011898 (Table l) , hence a study with five subjects would have a precision of -0.008 (SE) for the group mean ratio (95% confidence interval = 0.014). An observed mean ratio of 1.027 for this group of five would thus not differ significantly from 1.0427 based on n = 161, but using this observed group mean would result in an estimated r,, -7% lower than 2 an estimate using Eqs. 3 or 5 defined for the much larger sample of dilution space measurements.
Summary and Conclusion
Based on the theoretical calculations and experimental evidence presented, we suggest the following recommendations. First, one should evaluate the group mean for the dilution space ratio in a given homogenous data set of size n2, and its SD. This mean value should then be statistically evaluated against the mean ratio derived from the 161 individuals with the test statistic, t = (mean ratio -LO427)/pooled variance, with 161 + n2 -2 dF' (significance level at 0.01 is -1.96). If the mean observed ratio does not significantly deviate from 1.0427, we recommend use of either Eq. 3 or Eq. 5. If the observed group mean ratio is significantly different from 1.0427, we suggest that group specific modifications of Eq. 1 should be developed in the same manner as we have developed Eqs. 3 and 5. The final choice of which is more appropriate, Eq. 3 or 5, awaits more conclusive studies relating the overestimation of body water by oxygen- 18 Finally, as data on the dilution space ratio expand we are likely to be able to update the mean estimated ratio published here, in the same way that this paper has updated the original Eq. A6 of Schoeller et al. (17) . This will only be possible however if authors publish the individual data for dilution space ratios in their studies. We urge authors to insist to editors (and vice versa) that these data are published.
