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Abstract
We compute the dilatation operator for local “open string” operators situated at the interface of a certain supersymmetric defect
version of N = 4 super-Yang-Mills theory. This field theory is dual to a probe D5-brane intersecting a stack of D3-branes where
the number of D3-branes can change between the two sides the interface. DeWolfe and Mann obtained the dilation operator in the
special case of an equal number of D3-branes. Using a combination explicit field theory calculations and integrability considerations
we are able to extend this result to the general case.
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1. Introduction
In this paper we will study a 1/2-BPS deformation of N = 4
super-Yang-Mills theory (SYM) which is obtained by introduc-
ing a flat defect[1, 2]. We will consider the case where the rank
of the gauge group jumps when crossing the defect. To be more
specific, let us put the defect at x3 = 0. We then take the gauge
group to be U(N) for x3 > 0, and U(N − k) for x3 ≤ 0. We will
always be in the planar (i.e. N → ∞) limit, but keep k finite.
The string dual of this setup is a single D5-brane intersecting a
stack of D3s, with k of the D3s coming from the x3 > 0 side
dissolving in the D5[3].
Our main subject is the spectrum, at one loop, of local oper-
ators on the defect. The spectral problem in the bulk (i.e. away
from the defect) is very well-understood; for scalar single-trace
operators, O = tr[φφ · · ·φ], the one-loop correction to the di-
mension is described by a closed (i.e. with periodic boundary
conditions) integrable spin chain[4].
On the defect, and for k = 0, the natural analogues of the
scalar single-trace operators areO = q†φφ · · ·φq. The scalar de-
fect field q is the bosonic component of a 3d hyper-multiplet[1],
and is in the fundamental of U(N). For this class of operators
the one-loop spectrum is again controlled by an integrable spin
chain[5], but now with open boundary conditions. For k > 0
there are no q fields and one should instead consider operators
O = (φˆfun)†φφ · · ·φφˆfun. Here φˆfun is a gauge fundamental defect
field recently constructed in Ref. [6]. It is defined by a certain
limit of the bulk fields, see Appendix B. Our main result is the
construction of an integrable spin chain for these operators for
all k > 0, generalising the results of [5].
The case of k = 1 is especially attractive from a compu-
tational point of view; on the one hand it avoids having to
deal with the 3d hyper-multiplet and the complicated non-linear
boundary conditions for the bulk fields which are present for
k = 0. On the other hand it also avoids the classical scalar
VEVs appearing at k ≥ 2 which leads to a quite complicated
perturbative setup[7]. In Section 2 we take advantages of this
fact to directly calculate the dilatation operator for k = 1.
There is by now a significant body of evidence[5, 8, 9, 10, 11]
that the D3-D5 defect theory retains the integrability of planar
N = 4 SYM, and in Section 3 we use this as a working as-
sumption. Generalising recent work[12], we then find a class
of integrable open spin chains, parametrised by k, with sym-
metries matching those of our spectral problem. For k = 1 we
reproduce the explicit dilation operators from field theory. We
thus propose to identify these spin chains with the dilatation op-
erator for all k. A direct check of this conjecture in field theory
would be desirable, but is left for the future.
Finally, in Section 4, we calculate a certain ratio of reflection
phases in our proposed spin chain. This ratio is already known
on the basis of the supersymmetry preserved by the defect[5,
13, 8]. We find complete agreement for all k.
2. Field theory computation
The defect clearly breaks translation invariance along x3,
so there can be no 4d supersymmetry. However, it turns out
that 3d N = 4 supersymmetry is preserved.[1] In term of
this the bosonic degrees of freedom of the bulk are as fol-
lows: The adjoint scalars φ1,2,3 together with A3 form a hyper-
multiplet, while φ4,5,6 and A0,1,2 form a vector-multiplet.[1] The
R-symmetry is broken by the defect as SO(6) → SU(2)H ×
SU(2)V , where SU(2)H(V) rotates φ1,2,3 (φ4,5,6).
For k = 0 there is an additional 3d hyper-multiplet on the de-
fect, which couples to the bulk fields[1]. In contrast, for k > 0,
there are no independent defect degrees of freedom[14].1 In-
stead, the bulk fields satisfy specific boundary conditions[14,
1In Appendix D of Ref. [6] the counting of boundary operators assumes that
the 3d defect hyper-multiplet is also present for k > 0. This is not correct for
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15]. This difference between k = 0 and k > 0 might seem un-
intuitive, but, as we illustrate in Appendix C, the two cases are
actually continuously connected.
2.1. Dilatation operator for k = 1
In this subsection we will compute the dilatation operator for
scalar open-string operators. Since similar calculations can be
found in e.g. [4, 5, 16] we will suppress some details.
For x3 ≥ 0 the SYM fields are N × N hermitian matrices. We
decompose them as
φ =
(
φsing (φfun)†
φfun φadj
)
, (1)
where φadj is a (N − 1) × (N − 1) matrix and φfun is a vector of
length N − 1. The single component φsing will not play any role
in this section. At the defect φadj is in the adjoint of the gauge
group U(N − 1), while φfun is in the fundamental.
The φadj block joins continuously with the corresponding
(N − 1) × (N − 1) field living at x3 < 0. We normalise the
propagator as (here and in the following we suppress all colour
structure)
〈φ
adj
i (x)φ
adj
j (y)〉0 =
δi j
|x − y|2
, (2)
with the understanding that φ
adj
i (x) := φi(x) for x3 < 0. The
φfun
i
block satisfies Neumann (Dirichlet) boundary conditions
for i = 1, 2, 3 (i = 4, 5, 6),
〈(φfuni (x))
†φfunj (y)〉0 = δi j
(
1
|x − y|2
±i
1
|xR − y|2
)
, (3)
with
±i :=

+ i = 1, 2, 3
− i = 4, 5, 6
. (4)
Here the superscript R denotes reflection in the defect, i.e. in-
verting the sign of x3.
We wish to compute the one-loop dilatation operators for
scalar operators on the defect of the form
Oˆi0 ,i1,...,iL ,iL+1 := (φ
fun
i0
)†φ
adj
i1
· · ·φ
adj
iL
φfuniL+1 ↔ |φi0φi1 · · ·φiL+1〉 . (5)
Due to the boundary conditions (3) this is the zero operator for
i0, iL+1 = 4, 5, 6. We thus restrict to having i0, iL+1 = 1, 2, 3.
Note that the operators (5) are only gauge invariant on the de-
fect; for x3 > 0 the gauge group is enhanced to U(N) and (5)
would transform non-trivially under this.
The dilatation operator can be read off from the
renormalisation-scale dependence of correlation functions with
an insertion of Oˆi0,i1,...,iL,iL+1 using the Callan-Symanzik equa-
tion. In fact, since we are in the planar limit, the dilatation
operator is of the nearest-neighbour form and we can thus treat
each pair of adjacent fields in Oˆ separately.
the field theory dual to the D3-D5 setup. However, none of the results in the
main text of [6] depend on this counting.
For a pair of adjoint scalars, the only relevant planar one-
loop correction is due to the tr([φi, φ j][φi, φ j]) vertex (all other
diagrams are proportional to the identity in flavour space),
〈
[φ
adj
i φ
adj
j ](0)φ
adj
i′ (x)φ
adj
j′ (y)
〉
1-loop, φ4
=
g2(δii′δ j j′ − 2δi j′δ ji′ + δi jδi′ j′ )
∫
dz
1
|z − x|2|z − y|2
[
1
|z|4
]
µ
, (6)
where g2 denote the ’t-Hooft coupling up to numerical factors.
We use [|z|−4]µ to denote the UV-renormalisation of |z|
−4. The
explicit expression is given in Appendix A. Taking the scale
derivative we find (see A.1),
µ
∂
∂µ
〈
[φ
adj
i
φ
adj
j
](0)φ
adj
i′
(x)φ
adj
j′
(y)
〉
1-loop, φ4
=
g2
8π2
(δii′δ j j′ − 2δi j′δ ji′ + δi jδi′ j′)
{
1
|x|2|y|2
}
. (7)
Turning to the “left end” of Oˆ we now need to consider
〈
[(φfuni )
†φ
adj
j
](0)φfuni′ (x)φ
adj
j′
(y)
〉
1-loop, φ4
= g2(δii′δ j j′ − 2δi j′δ ji′ + δi jδi′ j′)
∫
dz
(
1
|z − x|2
±i′
1
|zR − x|2
)
×
1
|z − y|2
[
θ(z3)
2
|z|4
]
µ
. (8)
The factor of two in the square bracket is due to the Neumann
boundary conditions, and we have put an explicit theta function
to restrict the integration domain. The scale derivative is (see
A.3)
µ
∂
∂µ
〈
[(φfuni )
†φ
adj
j ](0)φ
fun
i′ (x)φ
adj
j′ (y)
〉
1-loop, φ4
=
g2
8π2
(δHii′δ j j′ − 2δ
H
i j′δ
H
ji′ + δ
H
i jδ
H
i′ j′)
{
2
|x|2|y|2
}
. (9)
Here we define δHi j := δi j(1 ±i 1)/2, and, for later convenience,
we set δV
i j
:= δi j − δ
H
i j . The calculation for the right end is
completely analogous, so we do not write it explicitly.
In (7) and (9) the curly bracket is the corresponding tree-level
result. By Callan-Symanzik we can thus read of the dilatation
operator as
Hk=1 := PH0 P
H
L+1

L∑
r=0
[2 − 2Pr,r+1 + Kr,r+1]
PH0 PHL+1 . (10)
We use the usual spin chain language as indicated in (5). The
subscripts indicate which sites the various operators act on,
PH :=
∑3
i=1 |i〉〈i| project onto the “hyper” subspace, and we
define P|i1, i2〉 := |i2, i1〉, K|i1, i2〉 := δi1i2
∑6
j=1 | j, j〉, as usual.
The identity part of (10) is fixed by demanding that the BPS
vacuum
OˆωL := (Z
fun)†(Zadj)LZfun , Z := φ1 + iφ2 (11)
is annihilated. Note that the bulk part of (10) is identical to the
usual Hamiltonian[4] for closed-string operators in SYM with
no defect. Indeed, the contribution (6) is not affected by the
defect, and this is also the case for k > 1.
2
3. Integrable open spin chains
In this section we demonstrate that the dilatation operator as
computed in the previous section, Eq. (10), corresponds to the
Hamiltonian of an integrable open spin chain. Furthermore, the
Hamiltonian is contained in a family of integrable open spin
chain Hamiltonians parametrised by the size of an su(2) repre-
sentation.
For k > 1 the scalar open-string operators takes the form
(φˆfuni0,n0)
†φ
adj
i1
· · ·φ
adj
iL
φˆfuniL+1 ,nL+1 . (12)
As in the k = 1 case (Eq. (5)) we restrict i0, iL+1 = 1, 2, 3,
but now the boundary fields have an additional SU(2)H index
n = 1, 2, . . . , k, see Appendix B. We propose that the class of
integrable Hamiltonians obtained in this section exactly corre-
sponds to the one-loop dilatation operator for operators of the
form (12). Our Hamiltonian will be of the nearest neighbour
type,
H =
L∑
r=0
Hr,r+1 . (13)
As remarked at the end of the previous section, the bulk terms
must be
Hr,r+1 = 2 − 2Pr,r+1 + Kr,r+1 , r = 1, 2, . . . , L − 1 (14)
in order to match field theory. Our task is thus to determined
H0,1 and HL,L+1 with SU(2)H × SU(2)V symmetry in the correct
representation, and such that the full H is integrable.
An integrable spin chain with SO(6) symmetrywhere all sites
transform in the fundamental representation can be constructed
starting from the R-matrix [17]
Ri, j(u) :=
1
2
(
u(u + 2) + (u + 2)Pi, j − uKi, j
)
. (15)
Let Vi ≃ C
6 for i = 1, . . . , L denote the vector spaces of the bulk
sites. The R-matrix is an endomorphism on the tensor product
space Vi ⊗ V j, depends on the spectral parameter u ∈ C, and
satisfy the Yang-Baxter equation
R1,2(u)R1,3(u + v)R2,3(v) = R2,3(v)R1,3(u + v)R1,2(u) . (16)
Given an R-matrix one can construct open boundary condi-
tions for the spin chain that preserve integrability from solu-
tions, K , of the reflection (or boundary Yang-Baxter) equation
R1,2(u − v)K1B(u)R1,2(u + v)K2B(v)
= K2B(v)R1,2(u + v)K1B(u)R1,2(u − v) (17)
following Sklyanin[18]. To account for the additional SU(2)H
index on the boundary fields we shall consider operator-valued
solutions of the reflection equation. This corresponds to spin
chains with boundary degrees of freedom, and is indicated
above by havingK act on the additional space VB.
Define the two-row transfer matrix, an endomorphism on⊗L+1
i=0
Vi, as the trace over an auxiliary space VA ≃ C
6 accord-
ing to
T (u) := trA
[
K
tA
A,L+1
(−u − 2)T (u)KA,0(u)Tˆ (u)
]
, (18)
where tA signifies the partial transpose in VA and we have de-
fined the two monodromies
T (u) := RA,L(u)RA,L−1(u) · · · RA,1(u) , (19)
Tˆ (u) := R1,A(u)R2,A(u) · · · RL,A(u) . (20)
By virtue of the Yang-Baxter equation (16) and reflection
equation (17) the two-row transfer matrix in Eq. (18) commutes
for arbitrary values of the spectral parameter [18]
[T (u),T (v)] = 0 , u, v ∈ C . (21)
A local open spin chain Hamiltonian is obtained from the
transfer matrix according to
H ∼ T (0)−1T ′(0) , (22)
where the prime indicates differentiation with respect to u, and
the precise identification of H requires a choice of normalisa-
tion and an additive constant. The bulk interactions, Hr,r+1 for
r = 1, . . . , L − 1 of (13), depend only on the choice of the R-
matrix and are therefore identical to the well-known cyclic case
[4]. The novel parts are the boundary terms H0,1 and HL,L+1 that
depend on the choice of K-matrices.
The unbroken R-symmetry SU(2)H ⊗ SU(2)V constrains the
possible form of K-matrices. Given that the ends should trans-
form trivially under SU(2)V , a natural ansatz for the K-matrix
is
[K(u)]i′i = g(u)τi′τi + g˜(u)τiτi′ + f (u)δ
H
i′i + h(u)δ
V
i′i , (23)
where δH(V) was defined below (9). Here i (i′) is the in-going
(out-going) index of the auxiliary space, while the τi are matri-
ces acting on the boundary space. For i > 3 we set τi = 0, and
for i = 1, 2, 3 they form a representation of the the su(2) algebra
[τi, τ j] := iǫi jlτl , ǫ123 = 1 . (24)
This ensures that the ansatz Eq. (23) preserves the SU(2)H ⊗
SU(2)V symmetry. Imposing Eq. (17) now yields a unique
2 so-
lution for the undetermined functions, namely
[K(u)]i′i = 2u(u + 2)τi′τi − 2u(u + 1)τiτi′
− (u + 1)(u2 + u +C)δHi′i + (u + 1)(u
2 + u −C)δVi′i . (25)
where C :=
∑3
j=1 τ
2
j is the quadratic Casimir. This solution
was found in collaboration with C. Kristjansen, B. Pozsgay and
M. Wilhelm[19] in the study of integrable matrix product states
[20, 21, 12] and overlap formulas for one-point functions [10].
We find the Hamiltonian from computing the first conserved
charge
T (0)−1T ′(0) = 2 +
L−1∑
r=1
(
2Pr,r+1 + 1 − Kr,r+1
)
+ 2C−1L+1 trA
[
K
tA
A,L+1
(−2)PL,AR
′
L,A(0)
]
−C−10 K
′
1,0(0) , (26)
2It is possible to multiply K by an arbitrary function of u without violating
(17), but doing so will only contribute a term proportional to the identity to
(22).
3
where
[
K′(0)
]
i′i = 4τi′τi − 2τiτi′ − (C + 1)δ
H
i′i − (C − 1)δ
V
i′i . (27)
Comparing to (13), (14) we see that the bulk part matches if we
identify
H = −T (0)−1T ′(0) + c (28)
for some constant c.
We shall now see that the dilatation operator for k = 1 given
by Eq. (10) corresponds to an integrable open spin chain Hamil-
tonian. For k = 1 the ends of the open-string operators Eq. (5)
transform as vectors under SU(2)H. To compare we therefore
consider the representation [τ j]l′,l := −iǫ jl′l, for which the left
boundary term becomes
−
1
2
K ′0,1(0) =
1
2
+ PH0 (2P0,1 − K0,1)P
H
0 . (29)
This is exactly the correct result for our general integrable
Hamiltonian to reduce to Eq. (10)! Similarly one shows that
HL,L+1 is reproduced.
We note that, in this particular case, the boundary terms are
given by a projection of the bulk terms onto a subspace. This
construction for integrable open spin chains has previously been
observed [22, 23].
Assuming integrability, the possible form of the dilatation
operator is strongly constrained by the symmetries as previ-
ously discussed. We can take advantage of this to write down
a generalised dilatation operator. For general k the operators
in the ends transform in a reducible representation of the R-
symmetry; the field φfun has two R-symmetry indices, so the
boundary sites of our operator (12) are in the 3 ⊗ k representa-
tion of SU(2)H (but in the trivial SU(2)V representation). The
corresponding choice for τ is then3
[τ j](i′,n′),(i,n) = −iǫ ji′iδn′n + δi′i[t j]n′,n , (30)
where ti form an irreducible k-dimensional representation of
(24). For k = 1 we need to take ti to be the 1 × 1 zero ma-
trix in this formula (for k = 0 one should instead take τi to be
the Pauli σi, as noted in Ref. [12]). The main claim of this pa-
per is that that the one-loop Hamiltonian for scalar open-string
operators is given by (26) and (28), with τ as given above in
(30) for any k ≥ 1 .
Let us finally remark that the constant c of (28) can be fixed
in the usual way by demanding that chiral primary operators are
annihilated. Specifically, there are unique boundary states |ω0〉
and |ωL+1〉 that have R-charge (k + 1)/2 in the 1-2 plane (nor-
malised such that the charge of Z := φ1 + iφ2 is +1). Explicitly,
we have
(τ1 + iτ2)|ω〉 = 0 , τ3|ω〉 = τ3,ω|ω〉 , τ3,ω :=
k + 1
2
(31)
3Of course (φfun)† transforms in conjugate representation to that of φfun,
but, since we are talking about SU(2), the representations will be related by
similarity. To match field theory exactly, one should thus use different, but
similar, ti for the two ends of the spin chain. From the point of view of the
spectrum, however, one can forget about this detail, since it merely amounts to
a change of basis of the boundary spaces.
for both |ω0〉 and |ωL+1〉. The identity part of the Hamiltonian
is then fixed by demanding
H|ω0Z
LωL+1〉 = 0 . (32)
4. Reflection factors and a consistency check
In this section we subject our proposal to a non-trivial check,
by calculating the asymptotic reflection factors associated with
scalar excitations. To define these, consider an excitation on
the BPS vacuum of Eq. (32) extended infinitely to the right.
The eigenstates take the schematic form
∞∑
r=1
(
e−ipr + R(p)eipr
)
|r〉 + boundary terms , (33)
where |r〉 denote the state with the excitation a position r, and
R(p) is the reflection factor. In the k = 0 case, R(p) was cal-
culated for the two types of scalar excitations in Ref. [5]. In
Refs. [13, 8] it was further shown that the ratio of these factors
is fixed by the supersymmetry preserved by the defect alone,
and thus independent of k.
We now proceed to determine R(p) for our integrable spin
chain. First we consider a φ4 excitation (φ5 and φ6 are equiv-
alent by the SU(2)V symmetry). The ansatz for the eigenstate
is
|p〉V :=
∞∑
r=1
(
e−ipr + RV (p)e
ipr
)
|ω0Z
r−1φ4ZZ · · · 〉 . (34)
We impose the eigenvalue equation H|p〉V = Ep|p〉V , with the
usual dispersion Ep = 4 − 2e
ip − 2e−ip, and find that
RV(p) =
1
eip
τ3,ω(e
ip − 1) + 1
(τ3,ω − 1)eip − τ3,ω
. (35)
The other type of scalar excitation is a φ3. Since the boundary
site is charged under SU(2)H, it is possible for the φ3 to mix
with a boundary excitation. Our ansatz is thus
|p〉H := β|ω
−
0ZZ · · · 〉+
∞∑
r=1
(
e−ipr +RH(p)e
ipr
)
|ω0Z
r−1φ3ZZ · · · 〉 ,
(36)
where we define |ω−
0
〉 := (τ1− iτ2)|ω0〉. This is an eigenstate for
RH(p) = −
τ3,ω(e
ip − 1) + 1
(τ3,ω − 1)eip − τ3,ω
, β =
1
2
eip + 1
(τ3,ω − 1)eip − τ3,ω
.
(37)
We now observe that RV (p)/RH(p) = −e
−ip is indeed inde-
pendent of k (and in agreement with the ratio extracted from
Ref. [5]), even though the two functions have quite complicated
k-dependence individually. We take this as a strong indication
that our proposal is correct.
5. Outlook
The present work can be extended in several directions. First
of all, our proposed Hamiltonian should be checked via direct
4
field theory calculations for k ≥ 2. We expect this to be straight-
forward, since the necessary details of the one-loop perturba-
tion theory is worked out in Ref. [7].
In the case of one-point functions of the defect theory it
has been possible to match weak coupling results with string
theory[24, 25, 7] by exploiting a BMN-like limit where one
sends k → ∞. It would be interesting to explore whether some-
thing similar is possible for the defect spectrum.
The reflection factors we calculated in the previous section
are two of the components of the reflection matrix. This matrix
is, like the S-matrix, fixed by supersymmetry, up to an overall
function[13, 8]. There has been some progress on determining
this overall factor using the crossing equation and explicit string
theory calculations[26]. Hopefully our weak coupling results
can help in constraining it further.
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Appendix A. Renormalisation formulae
In position space renormalisation of the UV-divergencies of
our one-loop diagrams amounts to the extension of distributions
defined on R4 \ {0} to distributions defined on all of R4. A
convenient technique is differential renormalisation[27]. The
extension of |z|−4 is given by the standard formula[27]
[
1
|z|4
]
µ
:= −
1
4

(
logµ2|z|2
|z|2
)
, µ
∂
∂µ
[
1
|z|4
]
µ
=
1
8π2
δ(z) .
(A.1)
We also need the “half-space” version (~z = {z0, z1, z2})
[
θ(z3)
1
|z|4
]
µ
:= −
1
4

(
θ(z3)
logµ2|z|2
|z|2
)
+
1
4
δ′(z3)
log µ2|~z|2
|~z|2
,
(A.2)
µ
∂
∂µ
[
θ(z3)
1
|z|4
]
µ
=
1
16π2
δ(z). (A.3)
It is not difficult to check that (A.2) is indeed an extension. By
dimensional analysis it then follows that the ln µ derivativemust
be proportional to δ(z). The constant of proportionality can be
found by integrating against a suitable test function, reproduc-
ing (A.3).
Appendix B. Boundary fields for k > 1
For k > 1 the block structure of the fields is still as given
in (1), but now φsing is a k × k matrix satisfying the singular
boundary conditions
φ
sing
i
(x) = −
ti
x3
+ non-singular , (B.1)
where t1,2,3 form an irreducible k-dimensional representation of
the su(2) algebra (24) and t4,5,6 = 0. The index on φ
fun taking
values between k + 1 and N becomes the fundamental colour
index of U(N−k) on the boundary, while the index taking value
from 1 to k becomes an additional R-symmetry index[6] which
we will denote by n. The index n transforms in the irreducible
k-dimensional representation of SU(2)H.
The singular behaviour (B.1) of φsing makes φfuni go to zero as
x
(k−1)/2
3
for i = 1, 2, 3. We thus define our boundary field as[6]
φˆfuni,n (~x) := lim
x3→0+
(2x3)
−(k−1)/2
φfuni,n (x) + 2iA
fun
3,n′
(x)[ti]n′,n
k + 1
 ,
(B.2)
for i = 1, 2, 3. The A3 term corrects the gauge transformation
properties[6]4. Since φfun has dimension one, the classical di-
mension of φˆfun
i=1,2,3,n
is (k + 1)/2.
Similarly, one can construct boundary fields φˆfun
i=4,5,6
. Due to
the different decay properties of φfun
i=4,5,6
, these turn out to have
classical dimension (k + 3)/2.
Appendix C. Connecting k = 0 with k > 0 via partial
Higgsing
The understanding of the k > 0 defect theory in Ref. [14]
is primarily derived from considerations of the moduli space
of vacua. In this appendix we re-derive the basic facts, in the
abelian case, using more pedestrian field theoretic techniques.
In the brane language there is a nice intuitive way to get from
k = 0 to any k > 0:[14] We start from N coinciding D3 branes
intersecting a single D5. We then take k of D3s on one side of
the defect and move them far away along the D5 (i.e. along the
φ1,2,3 direction). These k (half-)branes will decouple, and at low
energies we are left with SYM with the rank jumping from N
to N−k at the D5. In the field theory language this construction
amount to a partial Higgsing of the k = 0 theory. Here we will
show how this works for the abelian case of N = 1 (and thus
k = 1).5
The euclidean action for the k = 0, U(1) theory is[1] (we
set all Grassman-odd fields to zero for simplicity, suppressed
4A factor of 2/(k + 1) is missing from (D.8) of Ref. [6], together with a
corresponding factor of 1/(ℓ + 1) in (D.7).
5 In this N = 1 case there is complete symmetry between the two sides of
the defect. When the separation of the D3 along the D5 is large, the two sides
completely decouple. From the point of view of one of the D3s the gauge group
effectively jumps from U(1) to “U(0)” (i.e. the empty theory) at the defect.
5
flavour indices are contracted, and µˆ = 0, 1, 2)
S :=
∫
d4x
[1
4
FµνFµν +
1
2
(∂µˆφi)
2 +
1
2
(∂3φi + δ(x3)q
†σiq)
2
]
+
∫
d3~x
[
(Dµˆq)
†Dµˆq + q
†qφTδVφ
]
+ S g.f. , (C.1)
where Dµˆq := ∂µˆq − iAµˆq and S g.f. is the gauge fixing. For
convenience we extend the Pauli matrices by setting σ4,5,6 = 0.
Following Ref. [14] we interpret the ill-defined δ(x3)
2 term as
specifying the unusual non-linear boundary condition6
∆φi := φi|x3=0+ − φi|x3=0− = −q
†σiq , (C.2)
which turns out to being the key to understanding the fate of the
boundary hyper-multiplet. Looking at small fluctuation around
the trivial vacuum, (C.2) reduces to ∆φi = 0 at leading order,
and we recover the expected free bulk and boundary spectrum
(with e.g. S g.f. =
∫
d4x 1
2
(
∂µAµ
)2
).
We now turn to the situation with the D3-brane on the x3 <
0 side shifted along the φ1,2,3 direction. This corresponds to
setting
φi(x) = θ(−x3)q
†
cl
σiqcl + φ˜i(x) , q(~x) = qcl + q˜(~x) (C.3)
with qcl independent of x and where q˜, φ˜i denote the quantum
fluctuations. When we expand the action to quadratic order
around this background we run into awkward terms of the form
Aµˆ∂µˆq˜. This can be cured by the more exotic gauge
S g.f. =
∫
d4x
1
2
(
∂µAµ − iδ(x3)[q˜
†qcl − q
†
cl
q˜]
)2
. (C.4)
Here we again encounter a δ(x3)
2 term, which we translate to
the boundary condition
∆A3 := A3|x3=0+ − A3|x3=0− = i[q˜
†qcl − q
†
cl
q˜] . (C.5)
The fact that we get an additional boundary condition solves
another problem for us; the field q has four real components,
so (C.5) together with the linear truncation of (C.2), ∆φ˜i =
−q†
cl
σiq˜ − q˜
†σiqcl, provides exactly the right number of equa-
tions to solve for q in terms of ∆φ1,2,3 and ∆A3. Doing this we
arrive at the following quadratic theory
S 0 =
∫
d3~x
[ 1
4q†
cl
qcl
[(∂µˆ∆A3)
2 + (∂µˆ∆φ˜)
TδH(∂µˆ∆φ˜)]
+ q†
cl
qcl(AµˆAµˆ + φ
TδVφ)
]
+
∫
R4\def.
d4x
[1
2
(∂µAν)
2 +
1
2
(∂µφ˜i)
2
]
(C.6)
only involving bulk fields.7
6 The derivative of φi satisfying (C.2) yields a δ(x3) term exactly cancelling
the singular term in the action.
7Since some of the fields are discontinuous, the meaning of the bulk inte-
gration need to be specified. We set
∫
R4\def.
d4x :=
∫
d3~x
(∫ 0−
−∞
dx3 +
∫ ∞
0+
dx3
)
.
When the separation between the D3s on each side is large
(i.e. when q†
cl
qcl is much larger than the energy scale of the ex-
citation), we can neglect the first term of (C.6). This means that
the boundary conditions for the hyper-multiplet (φ˜1,2,3,A3) are
‘free’, i.e. Neumann. On the other hand, the localised mass-like
term for the vector-multiplet (φ4,5,6,Aµˆ) is very large, leading to
Dirichlet boundary conditions. We have thus demonstrated, for
k = 1, both that there is no independent defect hyper-multiplet,
and that the explicit boundary conditions given in Ref. [14]
emerge.
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