Abstract. This paper derives a somewhat surprising but interesting enough result on the stabilizability of discrete-time parameterized uncertain systems. Contrary to an intuition, it shows that the growth rate of a discrete-time stabilizable system with linear parameterization is not necessarily to be small all the time. More specifically, to achieve the stabilizability, the system function f (x) = O(|x| b ) with b < 4 is only required for a very tiny fraction of x in R, even if it grows exponentially fast for the other x. The proportion of the mentioned set in R, where the system fulfills the growth rate O(|x| b ) has also been computed, for both the stabilizable and unstabilizable cases. This proportion, as indicated herein, could be arbitrarily small, while the corresponding system is stabilizable.
1. Introduction. Linear systems ( [1] , [2] , [5] , [7] ) and nonlinear systems with nonlinearities having linear growth rates ( [24] , [26] ) are studied extensively in adaptive control theory. It is natural that we keep our mind here concentrating on systems with output nonlinearities growing faster than linearities. Such investigations in the literature are mostly focused on control systems in continuous time ( [22] , [10] , [8] ). Now comes the noteworthy part. The similarities of adaptive control between continuousand discrete-time systems no longer exist. A large class of continuous-time nonlinear systems can be globally stabilized by applying nonlinear damping or back-stepping techniques, regardless of how fast its growth rate is ( [9] and [11] ). But its discretetime counterpart is obviously lack of such good property. It was found early in [4] that fundamental difficulties arise for adaptive control of discrete-time nonlinear parameterized systems. [4] proved that any feedback control law may fail to stabilize a discrete-time parameterized system, if its nonlinearity is too high. Such problem also troubles the control of discrete-time nonparametric nonlinear systems ( [27] , [12] , [30] ), semiparametric uncertain systems ( [6] , [23] ), linear stochastic systems with unknown time-varying parameter processes [28] , and continuous-time nonlinear systems with sampled-date observations for prescribed sampling rates [29] .
All the phenomena suggest that a feedback has its limit in stabilizing a discretetime uncertain system. The feedback limit was first characterized by an exponent b = 4 in [4] , where a discrete-time nonlinear stochastic system with a scalar parameter was studied:
(1.1)
It showed the system is stabilizable if and only if b < 4. Later on, [25] confirms the idea of [4] on feedback limitations by providing an "impossibility theorem" for the following multi-parameter uncertain system: A polynomial rule was proposed therein to describe the nonlinear growth rates that fail all feedback control laws in stabilizing system 1.2. This rule was recently proved to be the necessary and sufficient condition of the stabilizability of system (1.2) (see [17] ). Note that the systems mentioned above are of linear parametrization. As to the nonlinear parametrization case, some initial research indicates as well that b = 4 is indeed an important exponent for the stabilizability of the underlying uncertain scalarparameter systems [19] . Meanwhile, a parallel theory for the stabilizability of discretetime systems in the deterministic framework has also been developed accordingly. The interested readers are referred to [13] , [14] , [15] , [16] , [18] , [20] , [21] .
If we consider a model
it is tempting to believe that function f (x) for a stabilizable system should obey the polynomial rule characterized in [25] (this rule degenerates to b = 4 when the parameter is of one-dimension), at least for most x ∈ R. It may be a little frustrated that the polynomial rule forces the largest value of the exponents b 1 , b 2 , . . . , b n around 1, whenever the number of the unknown parameters are very large. That means, with sufficiently many parameters, the expected nonlinear growth rate of a stablizable uncertain system in form 1.3 is close to linear. So, people might guess that discretetime feedback control has very limited capability in dealing with nonlinear systems. But, the truth is unexpected. For the scalar-parameter case, if we denote the set of x that f (x) = O(|x| b ) with b < 4 by S L b , the results of this paper find that a stabilizable system could admit of S L b being a very tiny fraction of R. How tiny? As long as the "proportion" of S L b in R does not equal to zero! Roughly speaking, for any ǫ > 0, a scalar-parameter system with ℓ{x : f (x) grows slower than |x| b , b < 4} ℓ{x ∈ R : f (x) grows exponentially} = ǫ may still be stabilizable, where ℓ denotes the Lebesgue measure. The least-squares (LS) based self-tuning regulator, as shown later, is competent to perform the stabilizing task. This tells us that a nonlinear discrete-time parameterized system, which grows very fast for most of the time, still stands a chance to be stabilized by some feedback controller. It is not a surprise that continuous-time controllers could fulfill such works, as they regulate systems at every moment. However, this is not obvious in discrete-time control. There is a certain amount of information loss during controller designs by using sampled date, especially for a long time running. In addition, our results also derive a proportion of S L 4 for unstabilizable systems. The rest of the paper is organized as follows. Section 2 presents our main results on the stabilizabitlity of a basic class of nonlinear discrete-time parameterized systems. The proof of the stabilizablity theorem is contained in Section 3, while Section 4 treats the unstabilizability part. The conclusion remarks are finally given in Section 5.
Main results.
We consider the following parameterized uncertain system
where θ ∈ R is an unknown parameter, y t , u t , w t ∈ R are the system output, input and noise signals, respectively. Assume f : R → R is a known piecewise continuous function and the initial value y 0 is independent of θ and {w t }. Moreover, A1 The noise {w t } is an i.i.d random sequence with w 1 ∼ N (0, 1). A2 Parameter θ ∼ N (θ 0 , P 0 ) is independent of {w t }. We begin by studying the stabilizability of system 2.1, which is defined as follows. 
such that for any initial y 0 ∈ R,
How the proportion of S
L b in R matters? As already noted by [4] ,
is a very important growth rate to guarantee the stabilizability of system 2.1. We might claim that at least the growth rate 2.3 should hold for x in the vast majority of R, or unstabilizability would be inevitable. Surprisingly, this is not the case. If we denote 
(ii) there exist two numbers b < 4 and L > 0 such that
where ℓ denotes the Lebesgue measure. 
It is conceivable that the unstabilizability of system 2.1 depends on the sparsity of set S
Indeed, when the proportion of set S L 4 in any given interval with length l tends to zero rapidly as l → +∞, system 2.1 becomes unstabilizable. The required convergence rate is specified below. 
3. Proof of Theorem 2.2. In order to prove the stabilizability of system 2.1, we construct a feedback control law based on the least-squares (LS) algorithm. The standard LS estimate θ t for parameter θ can be recursively defined by
where a t (1 + φ T t P t φ t ) −1 and (θ 0 , P 0 ) are the deterministic initial values of the algorithm. According to the "certainty equivalence principle", it is a natural way to design the stabilizing control by
Now, for the closed-loop system 2.1, (3.1) and 3.2, one has
3)
Since the LS algorithm (3.1) is exactly the standard Kalman filter for θ ∼ N (θ 0 , P 0 ), it yields that
Hence, y t+1 possesses a conditional Gaussian distribution given F y t . For any t ≥ 0, the conditional mean and variance are
The proof of Theorem 2.2 is prefaced with several technique lemmas. The first presents a very simple fact, which is repeatedly used in the subsequent computations.
Proof. Since lim inf t→+∞ ct log t > 0 implies that there is a c > 0 such that for any sufficiently large t > 0, c t > c log t, it suffices to prove
Note that for t ≥ max e 4 c 2 , 2 , Proof. At first, the piecewise continuity of f infers that S L b contains a nonempty interval. Taking a point ρ from this interval, by (2.6), there exists a c 1 > 0 such that
Note that y i+1 is conditional Gaussian with the conditional mean m i = 0 and variance σ 2 i by (3.4) and (3.5), it yields that
As a result, for all m ≥ 1,
Consequently, we conclude that 
Let {B m } and {C m } be two sequences of the events defined by
all sufficiently large m, one has
2 dx. 
Consequently, by (3.6),
2 . The next claim is treated in a similar manner by noting that for all sufficiently large m,
Then, by lim inf m→+∞
log m > 0 and Lemma 3.1,
which, together with (3.7), implies
Finally, with probability 1, ∞ m=1 I Cm+1 < +∞ according to the Borel-Cantelli-Levy theorem again.
, which shows that there is an i ≥ 1
For the two integers n and i defined above, denote
We estimate the conditional probability of E m+1 for each m ≥ 1 by
where c 2
2 ∈ (0, 1). Next, for each m ≥ 1, denote
which, together with (3.8), leads to 
We complete the remainder of the proof by considering the following two cases: Case 1: 
Proof. Given a number
), m ≥ 0. Therefore, log m > 0, by Lemma 3.1 and (3.11), 
z, and hence σ 2 t z for all t ≥ m + 2 with probability P (D ′ ) > 0. That is, sup t σ t < +∞ almost surely on D ′ , which contradicts to the assumption that sup t σ t = +∞ a.s. on D. Hence, for any z > 1, with probability P (D), there is a random m > 0 such that σ 2 t > z for all t ≥ m. This is exactly lim t→+∞ σ t = +∞ a.s. on D by taking z over all the natural numbers.
Lemma 3.6. For some a 0 ≥ 0 and ε i ∈ (0, 1 i+1 ), define a sequence {a i } by Note that a 0 = 0 < b − 1, there exists some ε ′ 0 ∈ (0, 1) such that
We now prove assertion (i) by reduction to absurdity. Suppose it is not true, then a ′ 1 ∈ (0, b − 1]. Obviously, (3.12) means any
achieves a 1 ∈ (0, b−1). If for some k ≥ 1, there is a sequence {ε i } k−1 i=0 with ε i ∈ (0, 1 i+1 ) such that a i ∈ (0, b − 1) for all i ∈ [1, k], according to the same arguments for (3.13) and (3.14), one has a Denote a lim i→+∞ a i , then
Therefore, a ∈ (0, b − 1) and it serves as a solution of equation x 2 − (b − 2)x + 1 = 0, which is impossible due to b < 4.
(ii) The proof is almost the same as that of (i), by noting that x 1 < b − 1 and for any a i ∈ (x 1 , b − 1), b ≥ 4 yields 
Noting that a 0 = 0, (3.17) yields that a 0 < a 1 < x 2 for some ε 0 ∈ (0, 1). By induction, there is a sequence {ε i } i≥0 satisfying lim i→+∞ ε i = 0 such that (3.17) holds for all i ≥ 0. Thus, lim i→+∞ a i exists. Letting a lim i→+∞ a i shows that a = Clearly, |T | = ℵ 0 on D almost surely. In view of (3.18) and (3.20) , as long as t j ∈ T is sufficiently large,
Now, we use the induction method to prove that if t j ∈ T is sufficiently large,
holds for all 1 ≤ i ≤ k, where a i is defined by (3.19) . In fact, for i = 1, Lemma 3.3 with l 1 = 0, l 2 = L and ε = ε 0 , yields ∞ m=1 I Cm+1 < +∞ a.s., which indicates that the events {y m+1 ∈ S Now, it follows immediately from (3.22) that for all sufficiently large t j ∈ T , which contradicts to the hypothesis that P (D) > 0. To this end, for each sufficiently large m, compute 
This infers that +∞ i=0 I {f (yi+1) =0} = 0, a.s.. That is, with probability 1, f (y i+1 ) = 0 for all i ≥ 0. By (3.2), u i+1 ≡ 0, i ≥ 0. Then, system (2.1) reduces to y i+2 = w i+2 , i ≥ 0 a.s., and the stabilizability is verified by 
Observe that log r t ≤ log P −1 0 + (t + 1) max
, which is exactly
Proof of unstabilizability. Because Theorem 2.5 is an immediate corollary of Theorem 2.6, we only provide the proof of Theorem 2.6 here.
Proof. [Proof of Theorem 2.6] Denote
The following argument is mainly devoted to verifying P (H) > 0. Now, for any t ≥ 1,
To compute this probability, observe that by the assumption of the theorem, there is a k 3 > 0 such that for any x ∈ R,
, then in view of (3.4) and (3.5),
Furthermore, by (4.2) and letting
2 dx, it follows that 5) and hence
Substituting (4.3) and (4.4) into (4.1), one has P (H c t+1 |F y t ) ≤ J t + K t + L t and by (4.6),
At the same time,
(4.8)
2π(log log(3e 2 t−1 log(t + e))) 1+δ , (4.10)
< +∞ because of (2.9) and
2π(log log(3e 2 t−1 log(t + e))) 1+δ · I {σ 2 t >e 2 t } .
In addition, Lemma 3.1 yields
Applying (4.8)-(4.11), (4.7) reduces to
Since (4.12) implies that there is a N 1 > 0 such that for all t ≥ N 1 , J
t +K t +L
(1)
On the other hand, by (4.5), σ 2 t > e 2 t , ∀t ≥ 1, on H. Therefore, for any C > 0,
and hence
Invoking the Borel-Cantelli-Levy theorem, one has
Note that I t i=0 Hi = 1 on H for every t ≥ 1, +∞ t=1 I {|yt+1|<C} < +∞ almost surely on H, in view of (4.13) . This infers that lim inf t→+∞ |y t | ≥ C on H, and consequently, lim t→+∞ |y t | = +∞ on H by letting C → +∞. So, considering P (H) > 0,
establishing the result.
Concluding remarks.
In the very beginning, the work was intended to seek a connection between the measure of S L b and the stabilizability of stochastic parameterized systems in discrete time. But the finding is interesting, as it turns out. It suggests that a discrete-time control law is also capable to deal with high nonlinearity. This paper, of course, is just a starting point to provide some preliminary results for the scalar-parameter case. It calls for further investigations on this topic. 
Furthermore, according to (iii) of Lemma 3.6, there is an infinite sequence {a n } n≥0 satisfying 0 = a 0 < . . . < a n < . . . < x min , lim n→+∞ a n = x min and
where ε n ∈ (0, 1) for all n ≥ 0. We use the induction method to prove that for each n ≥ 1, when m is sufficiently large,
Observe that |f (x)| < l 1 + l 2 |x| a for some l 1 , l 2 > 0, where x ∈ R. When n = 1, Lemma 3.3 with ε = ε 0 indicates that the events {σ = r a1 m−1 almost surely. Now, assume that (A.3) holds for some n ≥ 1, whenever m is sufficiently large. We prove it for n + 1. Applying Lemma 3.3 again with ε = ε n and q = a n , events {σ We thus in fact have verified (A.3) for all n, when m is sufficiently large. This means lim inf t→+∞ log r t log r t−1 ≥ 1 + a n , ∀n ≥ 1, a.s. on D 1 , and by letting n → +∞, lim inf t→+∞ log r t log r t−1
Next, we show (ii). For each integer l ≥ 2, denote a 0,l x max +l −1 (a−1−x max ) ∈ (x max , a − 1). According to (ii) of Lemma 3.6, there exists a finite sequence
with some integer k l ≥ 1 depending on a 0,l satisfying x max < a 0,l < . . . < a k l −1,l < a − 1, a k l ,l > a − 1, and
where ǫ i,l ∈ (0, 1) for 0 ≤ i ≤ k l − 1. Similar to the induction argument of (A.3), we can prove that for all l ≥ 2 and 0 ≤ n ≤ k l , 
and P (D 3 ) = 0 will hold if we could show that
Indeed, for any a k l ,l and sufficiently large m, (r which contradicts to (A.9). So, P (D 1 ) = 0, that is, sup t σ t < +∞ almost surely. The remainder of the proof is thus similar to that of Theorem 2.2.
