State space methods in asset pricing  by Cerchi, M.
Computers Math. Applic. Vol. 18, No. 6/7, pp. 581-590, 1989 009%4943/89 $3.00+0.00 
Printed in Great Britain. All fights reserved Copyright © 1989 Maxwell Pergamon Macmillan pie 
STATE SPACE METHODS IN  ASSET PR IC ING 
M. CERCHI 
Department of Economics, University of California, Berkeley, CA 94720, U.S.A. 
Al~traet--The Arbitrage Pricing Theory currently popular in the finance literature is based on the 
assumption that risky asset returns are generated by an approximate factor model in which the factors 
are  static state variables. Since the factors are often associated with macroeconomic phenomena, in this 
paper they are modeled as dynamic processes using the system-theoretic time series approach recently 
developed by Masanao Aoki. The forecasts from the model are evaluated using a nonparametric test due 
to Henriksson and Merton. The evidence suggests that the number of states required to explain asset 
pricing is large relative to the number of assets, and that the states vary across assets, in contradiction 
of previous evidence from static models. 
1. INTRODUCTION 
The Arbitrage Pricing Theory (APT) of Ross [1, 2], currently popular in the finance literature, is 
based on the assumption that risky asset returns are generated by an approximate factor model 
in which the factors are static state variables. Given this structure, there is no time dependent 
information to be exploited when modeling asset returns, and static factor analysis techniques are 
used in the empirical work. A generalization of Ross' model would allow the factors to follow 
dynamic processes, i.e. to be dynamic state variables. The advantage to such an approach is the 
ability potentially to exploit any time dependency that exists, while nesting the static model as a 
subcase. 
In this paper asset prices are explained using a state space approach which can be interpreted 
as dynamic factor analysis. This approach is motivated by several concerns. Current empirical work 
in finance, discussed in Section 2, suggests that macroeconomic phenomena can explain a large 
portion of asset returns. Since macroeconomic variables are typically serially correlated, it seems 
prudent o account for this in the modeling procedure. The state space approach is also more 
general in that it allows for more states than series, while the static approach only permits a number 
of states less than or equal to the number of series. Even more important, he state space procedure 
applied to prices rather than returns is able to determine whether or not the series are cointegrated 
with common trends, something not possible under the usual static formulation of the APT. The 
prices are found to be cointegrated in the empirical analysis. 
The plan of the paper is as follows. Section 2 develops the implicit state equation of the static 
model to facilitate comparison with the state space representation utlined in Section 3. Alternative 
solution approaches are considered in the static case to highlight he dependence of solution choice 
on the underlying assumptions. Section 4 presents the empirical results of the procedure when 
applied to two groups of stocks modeled separately and jointly. The state space approach is 
validated by out-of-sample t sts of model fit. Section 5 presents analysis of the empirical results, 
concluding it is not likely that the static model assumptions are valid. 
2. THE STATIC ARBITRAGE PRICING MODEL 
A central premise of the APT is that all asset returns can be explained by the same small group 
of factors (static states). The APT assumes that risky asset returns at time t are generated by a 
factor model of the form 
Ri, = #~ + c~z, + ei,, (1) 
where for time period t: 
Rl, = returns on asset i, i = 1 , . . . ,  m, 
#; = unconditional mean return on asset i, 
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ci = an n-vector of factor loadings for asset i, n < m, 
z, = an n-vector of unobservable common random factors, 
e, = a random factor specific to asset i. 
The mean zero specific factors e are restricted to finite variance, assumed independent of the 
common factors, z, and assumed to have diagonal covariance (or be sufficiently independent for 
a law of large numbers to apply.) The common factors are assigned properties uch that they are 
easily interpreted as static state variables: the z, have mean zero, and zero cross- and autocorre- 
lations. In addition, the common factors are scaled to have unit variance. (For a survey of the 
literature on APT, see Huberman [3].) 
Using the convention of state space models, label equation (1) the observation equation and 
re-write it in matrix form: 
R, = /~ + C zt + e, . ( l a )  
(mx l )  ( tax i )  (mxn) (nx l )  (m 1) 
The corresponding state equation is 
z,i ,_ , = q,, (lb) 
where the serially uncorrelated random vector ~/, has mean zero and contemporaneous covariance 
matr ix / ,  by the assumptions above. Unlike most state space models, the state equation of APT 
is static. In Section 3 asset prices are modeled using dynamic state variables. However, if one 
accepts the restrictions of APT it is neither useful nor necessary to estimate the factors. Since the 
factors are static, E(z,  Izt_ ~) = E(z , )  = 0, so there is no time-dependent i formation to be exploited. 
The Arbitrage Pricing Theory is a statement about equilibrium expected returns on risky assets. 
Ross [1, 2] and Huberman [3], assuming the generating model (1), use laws of large numbers and 
no-arbitrage arguments to demonstrate that expected asset returns, #, are approximately inearly 
related to the factor loadings C: 
which implies 
it i ,~ ct + 2'ci, (2) 
R~ ~ ct + 2 ' ci + ci (2a) 
where ~ is a constant, 2 is an n-vector of risk premia associated with the factors, and E~ is a random 
error. 
Determination of the constant parameter and the risk premia could proceed via cross-section 
regression given C; however, C is unknown and must first be estimated. The point estimates are 
subject to sampling error, leading to the "errors in variables" problem in the estimation of 2.t 
An additional consideration in the cross-section regressions is the fact that (2) is an approxi- 
mation, implying an inexact regression specification (2a). Exact pricing will hold under various 
conditions.:~ Tests of the model are then joint tests of an exact pricing version and the quality of 
the estimates C'. 
This paper abstracts from the question of which exact pricing model is appropriate, and from 
the problem of sampling error in the point estimates to concentrates on the modeling of C which 
depends on specification of the underlying state variable model or factor structure. 
2. I. Alternative static factor  structures 
Before any attempts are made to estimate C a factor generating model must be specified. 
Although this is often treated as mere statistical detail, the theory is in fact incomplete without 
specification of such a model (it is necessary to econometrically identify C). As the description 
tA procedure used to address this problem is described in McElroy and Burmeister [4], who use a multivariate r gression 
approach with pre-specified factors. Others, such as Roll and Ross [5] have argued that the problem is not significant 
when using large samples. 
:~A necessary and sufficient condition for exact pricing (equations (2) and (2a) hold with equality) to occur is the existence 
of a risky, well-diversified portfolio on the mean-variance efficient set of assets; ee Chamberlain [6]. Then ~ may be 
restricted to take the value zero, the risk-free rate of interest, or be unrestricted, depending on whether the entire 
mean-variance efficient set is well-diversified, and on the risk characteristics of the minimum-variance well-diversified 
portfolio on that set. 
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above indicates, the factor model specified for the APT is an orthogonal static factor model, scaled 
so that the contemporaneous covariance matrix of returns is represented by CC' + A where C is 
the matrix of loadings of return of asset i on factor j, and A is the diagonal covariance matrix of 
the specific factors. To see that this follows from the assumptions, note that given (la), 
cov(R,) = E(R - ~)(R - /~) '  
= E(Cz, + et)(Czt + e,)' 
= CE(z,z~)C' + E(e,z~)C' + CE(z,e,) + E(e, et), 
where E is the expectation operator. By the assumptions of model (1) the second and third terms 
are zero, and E(ztg~) equals the identity matrix, so we can express 
cov(R,) = F0 = CC" + A. (3) 
Consistent with the assumption that the factors in the generating model are static state variables, 
it has been customary in the APT empirical iterature to use standard factor analysis techniques 
to estimate the loadings (see for example, Roll and Ross [5], Chamberlain and Rothschild [7], 
Conner and Korajczyk [8] and Lehmann and Modest [9]). Two popular techniques are the principal 
components solution and the maximum likelihood method. 
The principal components solution uses the spectral decomposition of the contemporaneous 
covariance matrix of returns as the factorization. Let cov(R) = F0 have the eigenvalue-eigenvector 
decomposition 
r0 = v .4 v ' ,  (4) 
(m × m) (m x m) (m × m) (m x m) 
where A is the diagonal matrix of eigenvalues (without loss of generality, ordered from largest o 
smallest), and V is the matrix of associated ordered eigenvectors. If F 0 has rank n < m, then 
Fo = V, A, V' , ,  (5) 
(m x n) (n x n) (n x m) 
where A. has rank n and V. is the matrix V with the (m -n )  vectors associated with the zero 
eigenvalues dropped. 
For the general case of nonsingular F0, the principal components solution suggests using an 
approximation to F0 which involves dropping the last (m -h )  eigenvalues (and their associated 
eigenvectors) when they are "small," which yields 
Fo ~ Vn An V~ = CC'. (6) 
The diagonal elements of (F0 - CC') are taken to be the specific factor variances, A. Application 
to the sample covariance matrix/~0 yields estimates (~ and ~. Various norms may be applied to 
determine h, the appropriate number of common factors.t 
An alternative is to use the maximum likelihood method of determining factor loadings, 
requiring specification of the joint distribution of the common and specific factors as well as the 
number of common factors, n. Typically the normal distribution is specified for z and e so that 
R - Iz = Cz + e is normal, and the likelihood function can be written L~,  F0), which depends on 
C and A through the condition (3). Maximum likelihood estimates (~ and/~, conditional on the 
choice of n, may be obtained through numerical maximization of the likelihood function. One 
should note, however, that neither the maximum likelihood nor principal components estimates 
(~ are unique: it is impossible to distinguish CC' from CGG'C" where G is an (n x n) 
transformation matrix such that GG'= Ill 
i'Since 2Jtr(F0) is a measure ofthe proportion of total variance due to thejth factor, one possible rule is to include anumber 
of common factors uch that a "sufficient" proportion of sample variance has been explained. Others have argued that 
rank determination of an estimated covariance matrix should be a function of sample size; see Aoki and Havenner [10]. 
:~A restriction used by Roll and Ross [5] that guarantees uniqueness except for sign changes on the matrix, or on any column 
1 of the estimate, (~, is to choose ~ such that (~'/~- ~ is diagonal with diagonal elements arranged indecreasing order 
of magnitude. The ordering ismotivated by a desire to create some degree of comparability when applying the model 
(1) to several subsets of assets as necessitated by the computational limitations of performing factor analysis on large 
matrices. 
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While both the principal components approach and the maximum likelihood method offer 
solutions consistent with the model assumptions, other matrix factorization methods could also be 
used if certain assumptions were dropped. For example, the Cholesky decomposition would give 
lower triangular estimates C such that t~(~' = F0 for positive definite F0. Note however that this 
decomposition would set n = m, and therfore specific factors equal to zero, a departure from the 
model assumptions. Also, for most models there is no reason to believe that C takes a triangular 
form. Other factorizations may be appropriate for other model assumptions. It is more fruitful to 
consider approaches which drop the least realistic of the model restrictions, however. 
2.2. Deficiencies of the static factor approach 
The assumption ofa static factor model is not necessarily consistent with the interpretation given 
the factors in the empirical literature investigating the arbitrage pricing model. In particular, the 
common factors are presumed related to pervasive conomic phenomena. Chen et al. [11] suggest 
that the spread between long and short interest rates, expected and unexpected inflation, and the 
spread between high and low grade bond yields are all factors which affect asset returns. Interpreted 
in the APT framework, the mean effect of these variables, including expected changes in them, 
would be subsumed in the vector/~, and the innovations in the variables are viewed as the common 
(mean-zero) factors. This an interpretation f the factors which is consistent with the strongly held 
notion of market efficiency: rational agents will incorporate any predictability in the dynamics of 
the factors. 
A drawback of this interpretation, however, is that it imposes an additional restriction ot 
dictated by market efficiency arguments, pecifically that the factors have time-invariant condi- 
tional means. Use of static factor analysis techniques rules out the possibility of finding that returns 
depend on factors which follow dynamic, though possibly unpredictable, trends, e.g. random walks, 
yet such unpredictable trends would be perfectly consistent with common notions of market 
efficiency. Consider a case in which the true factors responsible for asset returns, while unpre- 
dictable, do not have time-invariant conditional means. Then, since static factor analysis chooses 
serially uncorrelated factors, it will implicitly be modeling (incorrectly) some other factors as 
determinants of asset returns. 
To avoid the unnecessary and potentially incorrect assumption that factors have no dynamics 
(i.e. have time conditional means that are equal to their unconditional means), we should pursue 
an estimation technique which models the factors as dynamic states. Modeling then in this fashion, 
by the arguments above, does not contradict the notion of market efficiency, but rather allows a 
richer field of potential explanatory factors. Use of a dynamic model which nests the static model 
as a subcase allows the data to "choose" the correct representation. An additional advantage of 
a dynamic approach is that it may also find that the factors are predictable. While this is not 
expected, if predictable factors are found by the dynamic approach it provides useful information 
on market efficiency--information which can never be found when using the static approach. 
3. A DYNAMIC FACTOR MODEL 
An alternative approach to the estimation of a model based on equation (1) is to assume that 
the factors are dynamic state variables. This approach is taken in state space modeling of 
multivariate time series. Two leading proponents of the approach are Akaike [12] and Aoki [13]. 
Of these two, the approach taken by Akaike is most similar to static factor analysis in that it 
chooses the states to be orthogonal. The more recent approach by Aoki chooses tates based on 
properties of the estimates, has many desirable features, and has been extended to nonstationary 
series. Model choice in this approach guarantees controllability, observability, identifiability, and 
dynamics which are not unstable. For details, see Aoki [3], and for a comparison of these and other 
state space models, see Aoki and Havenner [10]. Aoki's method is used in this work. 
3.1. System theoretic time series 
Drawing heavily on linear systems theory, Aoki [13, 14] developed a system theoretic time series 
(STTS) approach which models the unobserved factors as dynamic states. The STTS approach 
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allows for the estimation of both trend and cycle models. The trend model filters out any 
nonstationary components of the series to be fitted, and the cycle model determines the set of state 
variables needed to explain the stationary components. Aoki [13] contains the original development 
of the model as applied to stationary series, and Aoki [14] the application to nonstationary series 
through the trend model discussed in Section 3.1.1. 
Equation (1) is specified in returns, where returns are defined as 
(Pi, -P i , - i  + d;,) R# = , (7) 
P i t -  I 
with Pi, and di, the price and dividend of the ith stock. The STTS model will be applied to price 
series (corrected for dividends) instead. This a departure from standard practice in modeling 
financial assets. There are compelling reasons to proceed in this fashion. First, the STTS model 
is able to correct for nonstationarity, which is the main justification for use of returns. Second, 
the use of returns imposes approximate unit roots (the coefficient of Pit-1 is approx, one) in the 
series to be modeled,i" and this will not be optimal when the series exhibit signs of cointegration. 
If the series are in fact cointegrated, i.e. if Pi, - 3, is stationary for some common trend z,, it will 
not be possible to detect his when using returns. Alternatively, the series could follow higher order 
trends, in which case returns, by virtue of being approximate first differences, will not be stationary. 
In either case, use of returns would not be appropriate and static factor analysis would not be able 
to correct he deficiency. 
3.1.1. The state space trend model. The state space trend model involves two matrix equations: 
~t+ qt = az~,_ l + bp*, (8) 
Pt = crtlt- ~ + Pt*, (9) 
where a, b, and c are matrices of coefficients, p is the (m × 1) vector of stock prices, ~,1,-~ isa vector 
of conditional means of the unobservable trends, and p* is the stationary stock price after removal 
of possibly nonstationary trends. If the common trends exceed first order, there may be more 
elements in T than in p; however, there will be fewer elements if the series are cointegrated. 
Note that since the trend model is conditioned only on the previous period, p~* may not be serially 
uncorrelated as is usually assumed for the "error" term, however this is not required for the 
identification and estimation results to hold (see Aoki [13]; for an interpretation of these estimates 
based on instrumental variables ee Havenner and Aoki [15, 16]). 
The trend model can treat simple differencing of the series as a subcase. When differencing is 
appropriate, ~t-~ can be set to equal Pt-l ,  which yields z,+q,--p,. The state and observation 
equations (8) and (9) can then be written 
p, = ap,_~ + bp*, (lO) 
Pt = cPt-1 + P*,  (11) 
where a, b, and c are all identity matrices. When they are not identity matrices, or when the number 
of states, r, is not equal to the number of series (whether larger or smaller), the trend model provides 
a generalization of differencing. 
Determination of the number of common trends proceeds in a manner similar to that used in 
the cycle model, described below. See Aoki [14] for details of the procedure. 
3.1.2. The state space cycle model. Given a correctly determined trend model, the vector series 
p* meets the stationarity conditions required by the cycle model, which will remove any remaining 
cycles in the detrended ata. The state and observation equations are 
zt+ll,= A z~t- i+ Bet ,  (12) 
(nxl) (n n) (n×m) 
-- C Z,lt_l+e,, (13) P* (m × n) 
tSuppose that d# is small or zero, then for small percentage changes in price returns are approximately proportional to 
the change in price and using returns is approximately equivalent to assuming a unit root in each series. 
C.A.M.W.A. 18/6-7--H 
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where A, B, and C are matrices of coefficients, et is a serially uncorrelated error term with 
contemporaneous covariance matrix 7 j, and Ztlt- 1 is the vector of conditional means of the cycle 
model states.f (Note the contrast with equation (lb) in which the conditional mean of the static 
states is constant and equal to zero.) If static factor analysis is appropriate, the cycle model 
indicates this by setting A --0 and B = 0 to reflect the absence of conditioning information. 
Determination of the number of states n necessary to characterize the series is achieved by 
examination of the singular values of the Hankel matrix of autocovariances of the series• by the 
Kronecker Theorem, the rank of the Hankel matrix (determined by the number of nonzero singular 
values) is the number of states required (see Havenner and Aoki [15] for an intuitive development 
of the Kronecker Theorem based on the Yule-Walker equations.) 
The Hankel matrix is defined to be cov(p *+, P*--1 ) where 
p*+' (p*', p*+,, *' . . . . .  P,+u), 
p*- '  = (p*', zg /  Pt*-' 1 . . . . .  P , -N) .  







(Nm x Nm) 
rN+, rN+  . . .  
(14) 
where/~i is the estimated covariance matrix of (p*, p*  i).:~ While the Kronecker theorem applies 
to the true Hankel matrix, we must use the estimated matrix. The singular values of the estimated 
Hankel matrix are estimates of the true singular values, and we must determine the rank of the 
true matrix by examination of the calculated values. As with the static factor analysis case, many 
decision rules could be employed to choose an estimate ft. 
The procedure used to determine the number of states is similar to that used in static factor 
analysis--both models use the rank of a covariance matrix--however STTS is a much richer model. 
Rather than examining the contemporaneous covariance matrix of the series, F0, STTS examines 
the cross-time covariance matrices F~, yielding dynamic states which may allow forecastability of 
the series, an obvious improvement over the static factor case. 
The STTS approach as appealing computational nd econometric features. Since they are 
always real and nonnegative, the singular values are a more computationally robust determinant 
of rank than eigenvalues. In addition, use of the singular value decomposition guarantees stability 
of A, and the full rank approximation e sures controllability and observability. Further, the STTS 
estimates are consistent, and exhibit a strict nesting property that makes them robust with respect 
to choice of h. For example, if h is chosen to be 3, the estimates of the A matrix (which is 3 x 3) 
will contain in the upper left 2 x 2 block the estimate of A which would have resulted from a choice 
of r~ = 2 (see, for example, Havenner and Criddle [17]). 
3.1.3. The combined  model .  The trend and cycle models can be combined to forecast the stock 
price series p, directly. Substituting the cycle model observation equation for p* into the trend 
model equations (8) and (9) and rearranging yields 
(15) 'rt+'"l = [0 bcIF~t"-:]+[bB]e,, 
Zt+ ll,_l A JLz,_ 
tThe states are minimum sufficient statistics for the history ofp~*. 
:[:The procedure does not require that the number of periods forward, N, chosen for p,*+ equal the number of periods 
backward chosen for Pt*-, say M, in which case the Hankel matrix is rectangular of size (Nm x Mm). 
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p, = (c c)r*tlt- l l  + e t, (16) 
L%-  1] 
the state and observation equations for the combined model. In- and out-of-sample forecasts can 
be made by substituting coefficient estimates (based on r}) for the parameters and backcasting the 
initial conditions. 
4. EMPIRICAL RESULTS 
The STTS procedure was tested using monthly price data on nine different stocks from industry 
5311, retail sales, drawn from the Compustat tape for the period January 1972-December 1981. 
Eight years of data, from January 1972-December 1979 were used to specify and estimate the 
model. The remaining two years of data were saved for model validation by out-of-sample 
forecasting. In addition to root mean squared error, average rror and mean absolute deviation 
statistics calculated for both the in- and out-of-sample periods, the model validity was checked 
using a nonparametric test of market iming ability developed by Henriksson and Merton [18]. (The 
interested reader is directed to the Appendix for a description of this test.) Ability to forecast he 
direction of price movement is a necessary condition for the forecasts to have value: high confidence 
levels on the Henriksson-Merton test allow the conclusion that the model may have use. 
Industry 5311 was chosen at random. The particular stocks chosen were determined by 
availability of data throughout the sample period.i" Since the state space modeling technique works 
best on series which exhibit similar dynamics, the stocks in this industry were divided into groups 
on this basis. Based on the general shape of in-sample plots of the price data, the stocks seemed 
to divide into four groups. Two groups are analyzed here---one with four stocks which exhibited 
an overall fiat profile, the other with five stocks which exhibited an overall downtrend in the 
in-sample period. These two groups are also analyzed together--a nine stock model--as this 
provides a test, of sorts, of the APT assumption that all asset returns depend on the same 
economy-wide factors. If this is the case, then we would expect o see the same estimate t~ for both 
groups and the combined model. 
4.1. Separate four and five stock models 
The model fit to group 1, containing four stocks, included one trend model state, indicating 
cointegration of the series, and two cycle model states. In the trend model, N, the number of lags 
forward and back, was set to one to concentrate on the long rum dynamics of the system. The 
rule used to select he number of states, r~ in both the trend and cycle models was to choose r~ to 
be the value at which the difference in the ratios of the calculated (ordered) singular values d~/dl 
and d~+ l/all becomes "large". Calculated singular values in the trend model of 16.46, 1.76, 1.24, 
and 0.28 indicated one trend state. For the cycle model, N was set to three, and two states were 
indicated by the calculated singular values. The first four values were 4.05, 2.42, 0.50, 0.26, and 
the last eight ranged from 0.22 to 0.01. Table 1 contains the in- and out-of-sample statistics for 
group 1, including the Henriksson-Merton test, which indicated for group 1 a 67.9% confidence 
that the out-of-sample forecasts have value. This degree of timing ability is rare enough to suggest 
that the state space approach is indeed valid for this group. 
The model fit to group 2, containing five stocks, included one trend model state, indicating 
cointegration of group 2 series, and three cycle model states. Again, N was set to one in the trend 
model and to three in the cycle model. Calculated singular values in the trend model were 646.88, 
36.32, 5.01, 3.54, and 1.19, indicating one trend model state.~ The first five calculated singular 
values in the cycle model were 88.02, 13.68, 10.60, 4.24, and 3,73, with the last ten ranging from 
3.34 to 0.11. Choice of t~ = 3 was further justified by the large A matrix coefficients on the states. 
In- and out-of-sample statistics for group 2 are given in Table 2. The model fit to group 2 yielded 
?Detailed information on the specific stocks chosen is available upon request. 
:~Since the second singular value was still large relative to the third, a model was fit with two trend states as a check, but 
the small coefficient on the second trend verified the choice of one trend state. 
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Table 1. Group 1 summary statistics J 
Average 
Series Mean RMSE error MAD Error autocorrelation at lags 1-5 
In-sample 
1 6.9 2.22 2.06 2.06 0.21 -0.13 0.07 -0.04 -0.10 
3 4.8 1.04 0.82 0.86 0.06 -0.17 0.11 - 0.01 -0.16 
6 8.4 2.15 2.05 2.05 0.00 -0.01 0.35 0.11 -0.18 
7 8.4 0.73 0.32 0.56 0.34 0.15 0.03 0.13 -0.09 
Out-of-sample 
1 6.9 4.31 3.96 3.96 0.56 0.23 0.02 0.01 -0.13 
3 4.8 1.26 0.98 1.05 0.05 - 0.31 0.03 0.11 - 0.09 
6 8.4 3.06 2.91 2.91 0.34 0.21 0.26 -0.21 -0.33 
7 8.4 2.00 - 1.22 1.54 0.68 0.44 0.20 0.06 -0.07 
~RMSE is the root mean squared error and MAD is the mean absolute error. 
Results of Henriksson-Merton test (24 months out-of-sample): significance level = 0.321; confidence level = 0.679. 
a rather remarkable Henriksson-Merton test confidence level of 95.9% on the out-of-sample 
forecasts, again suggesting that the state space approach is justified. 
4.2. Joint model on nine stocks 
To determine whether it is likely that the same state variables are responsible for asset prices 
in the two groups, a model was fit to the nine stocks together. Two trend model states and two 
cycle model states were specified. Again, N was set to one in the trend model, and to three in the 
cycle model. The first five calculated singular values in the trend model were 652.15, 43.93, 7.20, 
5.46, and 2.10, with the remaining values ranging from 0.93 to 0.25. Although the second singular 
value is small relative to the first, two trend states were specified, the choice supported by large 
a matrix coefficients on both states. In the cycle model, the first six calculated singular values were 
19.22, 14.17, 5.76, 5.01, 4.24, and 4.19, with the remaining 21 values ranging from 2.49 to 0.01. 
As the second singular value represents 73.7% of the first, and the third represents 29.95% of the 
first, two states were specified. Table 3 contains the summary statistics on the joint model. In 
contrast to the separate models, the confidence level on the out-of-sample Henriksson-Merton test 
was only 29.3%. 
Examination of the in-sample error autocorrelations in the joint model indicates that the group 
1 stocks, series l, 3, 6, and 7, were modeled poorly, possibly explaining the poor Hen- 
riksson-Merton results on the joint group. This suggests that the state variables which explain the 
two groups' price movements are not the same, since group 1 series were explained well in the 
separate model with one trend and two cycle states. If the two groups have separate dynamics, then 
it is not efficient to model them jointly, since required zero restrictions on cross-linking coefficients 
will not be imposed. 
Table 2. Group 2 summary statistics ~ 
Average 
Series Mean RMSE error MAD Error autocorrelation at lags 1-5 
In-sample 
4 30.0 2.78 0.41 2.12 -0.02 -0.11 0.06 -0.11 0.12 
5 23.3 2.67 1.30 2.05 0.01 0.02 -0.15 0.07 -0.12 
13 19.2 2.75 1.85 2.11 -0.02 0.10 0.10 -0.05 0.22 
14 53.3 4.26 1.28 3.27 0.01 0.04 0.00 0.14 0.05 
15 34.8 3.17 2.14 2.53 0.10 0.03 0.02 0.07 0.13 
Out-of-sample 
4 30.0 3.21 2.42 2.54 0,19 0.13 -0.03 -0.15 --0.14 
5 23.3 2.27 1.93 1.93 -0.13 0.14 0.33 -0.28 0.10 
13 19.2 1.89 0.97 1.38 0.66 0.51 0.29 0,25 0.19 
14 53.3 2.36 0.23 1.97 0.38 0.30 0.24 - 0.07 - 0.02 
15 34.8 1.48 - 0.69 1.31 0.52 0.43 0.25 0.01 0.11 
~RMSE is the root mean squared error and MAD is the mean absolute error. 
Results of Henriksson-Merton test (24 months out-of-sample): significance level = 0.041; confidence level = 0.959. 
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Average 
Series Mean RMSE error MAD Error autocorrelation at lags 1-5 
In-sample 
1 6.9 2.25 2.02 2.02 0.48 0.15 0.08 -0.04 -0.01 
3 4.8 2.02 1.88 1.88 0.50 0.20 0.20 0.05 -0.05 
4 30.0 4.89 4.13 4.24 0.04 -0.13 0.06 -0.02 0.17 
5 23.3 2.45 -0.38 1.73 0.18 0.13 -0.03 0.11 -0.11 
6 8.4 3.45 3.36 3.36 0.57 0.35 0.26 0.02 -0.24 
7 8.4 1.33 1.08 1.12 0.49 0.36 0.13 0.14 0.00 
13 19.2 3.83 3.24 3.36 0.00 0.03 -0.02 -0.12 0.13 
14 53.3 4.17 0.86 3.34 0.06 0.00 -0.04 0.12 0.04 
15 34.8 4.45 3.78 3.85 0.09 0.01 0.01 0.07 0.11 
Out-of-sample 
1 6.9 5.22 4.68 4.68 0.78 0.54 0.36 0.27 0.14 
3 4.8 1.63 1.31 1.37 0.50 0.21 0.26 0.20 0.13 
4 30.0 5.14 4.72 4.72 0.11 0.02 -0.23 -0.32 --0.24 
5 23.3 2.98 -0.99 2.37 0.76 0.72 0.62 0.36 0.27 
6 8.4 4.57 4.44 4.44 0.67 0.37 0.17 -0.23 --0.43 
7 8.4 2.12 0.71 1.86 0.73 0.56 0.37 0.17 -0.03 
13 19.2 2.33 1.68 1.88 0.59 0.38 0.22 0.27 0.29 
14 53.3 3.15 - l .19 2.45 0.42 0.24 0.18 -0.11 -0.05 
15 34.8 1.91 -0.16 1.65 0.67 0.50 0.29 0.12 0.02 
IRMSE is the root mean squared error and MAD is the mean absolute rror. 
Results of Henriksson--Merton text (24 months out-of-sample): significance l vel = 0.707; confidence level = 0.293. 
5. CONCLUSIONS 
Interpreting the APT in a state space context makes clear the assumptions implicit in the static 
factor analysis approach taken. Since the factors have been associated with macroeconomic 
variables, it is appropriate to use a modeling technique which can account for their variability. The 
state space algebra provides a dynamic factor analysis of great potential importance. 
Empirically, the dynamic state variables specification appears to be appropriate given the market 
timing results (as measured by the Henriksson-Merton test) on the two groups when modeled 
separately, and the evidence of cointegration among the series in the trend models. Further, since 
the dynamic specification does not impose nonforecastability, it is a superior approach to modeling 
asset prices. While definitive conclusions are precluded by the limited scope of the empirical study, 
the fact that the industry was chosen randomly suggests that similar results should be expected 
when the procedure is applied to other stocks. 
In direct contrast to the main assumption of the static APT, it seems that even assets in the same 
industry (let alone all assets) do not depend on the same state variables since the combined model 
with four states performed poorly out-of-sample relative to the separate models with three and four 
states. In particular, the group 1 series were poorly modeled in the joint model with two trend and 
two cycle states, despite being well modeled separately with one trend and two cycle states. This 
suggests that assets to be modeled jointly should be chosen to have similar characteristics. In 
contrast to the implication of the static model, one cannot simply take random large groups of 
assets and expect to model them well. Further work is needed to determine whether large groups 
of assets with similar dynamics can be modeled as well as the small groups analyzed here. 
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APPENDIX  
Henriksson and Merton [18] develop a nonparametric test of market timing ability. Their development focuses on testing 
the ability of portfolio managers to correctly choose stocks based on their expected future price movements. This test focuses 
on the ability to predict the direction of a price movement rather than both the direction and magnitude. By using 
conditional probabilities they are able to devise a test that permits differing forecasting ability for price increases than for 
price decreases, does not depend on the distribution of the prices, permits nonstationary conditional probabilities through 
time, and has a known finite sample distribution. Their test is briefly outlined below in the context of the STTS forecasts 
used in this work. 
The Henriksson-Merton (MH) test examines the conditional probabilities of correct forecasts based on the actual 
direction of price movements. Let Pt denote the price of the stock at period t, and define Apt - -P t -  P , - i .  Market timing 
entails making forecasts of the form Ap.,r> 0 or Ap~< 0 where fdenotes a forecasted change rather than the actual change 
in price. Two conditional forecast probabilities can be defined: 
P~t - prob(hpJ, ~< 0lAp, ~< 0), 
and 
P~, - prob(Ap{ > 0[Apt > 0). 
Therefore, P], is the probability of a correct forecast given that the price actually fell or remained unchanged, and P~, 
is the probability of a correct forecast given that the price actually rose. By this formulation, it is assumed that the 
conditional probabilities depend only on the direction and not the magnitude of the actual price changes. With this 
assumption, Merton [19] demonstrates that a necessary and sufficient condition for the forecasts to have no value is that 
P], +P~, = 1. Thus differing forecasting abilities for price increases and price decreases can be evaluated. It is easy to 
understand Merton's criterion for conditional probabilities that are both equal to 0.5--indicating forecasting ability no 
better than the flip of a coin. This criterion also indicates that if, for example, the forecaster correctly calls 70% of the 
price moves when the price actually rose, he must also correctly call more than 30% of the price moves when the price 
actually fell in order to claim his forecasts are of value. 
The nonparametric HM test makes use of the fact that forecasting ability can be measured by the conditional probabilites, 
which do not depend on the distribution of future price changes. The null hypothesis of no forecasting ability is that the 
conditional probabilities sum to one. While these conditional probabilities are unobservable, Henriksson and Merton show 
that the null hypothesis can be defined by the hypergeometric distribution involving only observable quantities: 
P(nl[Ni, N,n) - \nl / \n  --hi/ 
where n I _ number of correct forecasts given that ,~Pt ~< 0; n - number of times zXp{~< 0; N~ - number of observations where 
Ap, ~< 0; N 2 -- number of observations where Apt > 0; and N - N~ + N 2 = total number of observations. 
If it is assumed tht the forecasts are no worse than random guessing, then a one-tailed test is appropriate. Henriksson 
and Merton develop such a test with a confidence l vel c. The null hypothesis rejected ifn~/> x*(c) where x*(c) is defined 
as the solution to 
~ \x / \n -x /  l - c ,  
...... • ( : )  
where ti I _ min(Nt, n). 
For the test results in this paper, the confidence level for the observed sample has been determined by setting x* = n~. 
