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A Girsanov Type Representation of Quadratic-Exponential Cost
Functionals for Linear Quantum Stochastic Systems∗
Igor G. Vladimirov†, Ian R. Petersen†, Matthew R. James†
Abstract
This paper is concerned with multimode open quantum harmonic oscillators and quadratic-exponential func-
tionals (QEFs) as quantum risk-sensitive performance criteria. Such systems are described by linear quantum
stochastic differential equations driven by multichannel bosonic fields. We develop a finite-horizon expansion for
the system variables using the eigenbasis of their two-point commutator kernel with noncommuting position-
momentum pairs as coefficients. This quantum Karhunen-Loeve expansion is used in order to obtain a Girsanov
type representation for the quadratic-exponential functions of the system variables. This representation is valid
regardless of a particular system-field state and employs the averaging over an auxiliary classical Gaussian
random process whose covariance operator is defined in terms of the quantum commutator kernel. We use this
representation in order to relate the QEF to the moment-generating functional of the system variables. This result
is also specified for the invariant multipoint Gaussian quantum state when the oscillator is driven by vacuum
fields.
I. Introduction
An important role in quantum control is played by performance criteria which address robustness with respect
to unmodelled dynamics of quantum systems and their interaction with uncertain environment (including external
fields and other quantum or classical systems). In the case of open quantum harmonic oscillators (OQHOs),
used in linear quantum systems theory [19], [26], the modelling errors may come from imprecise knowledge
of the coefficients of linear quantum stochastic differential equations (QSDEs) which govern such systems in
the framework of the Hudson-Parthasarathy calculus [10], [22], [24]. Another source of uncertainties is the
imprecisely known quantum state of the external bosonic fields which drive the system and affect its statistical
properties such as mean square values and other moments of the system variables [17], [18].
In the case of a quantum relative entropy [20] description of the system-field state uncertainty [38], the worst-
case values of quadratic costs admit upper bounds in terms of a quadratic-exponential functional (QEF) [33]
(see also [2]). The QEF is the exponential of an integral-of-quadratic function of system variables, which is an
alternative version of the original quantum risk-sensitive cost [13], [14] based on time-ordered exponentials. In
addition to the robust performance bounds, the QEF is also related to the large deviations of quantum trajectories
[32], so that its minimization (by varying the admissible controller parameters for a given quantum plant) can
be used in order to secure more conservative closed-loop system dynamics. The QEF criteria and the original
quantum risk-sensitive costs can share useful properties due to the Lie-algebraic links [35] between these two
classes of cost functionals.
A closed-form representation for exponential moments of quadratic forms in a finite number of quantum
variables with canonical commutation relations (CCRs) over Gaussian states [23], obtained in [34], employs
symplectic geometric techniques and averaging over auxiliary classical random variables. Application of this
approach to QEFs for linear quantum stochastic systems requires its extension to an infinite set of quantum
variables associated with the Heisenberg evolution of the OQHO over a bounded time interval. Such an extension,
proposed in [36], uses a finite-horizon quantum Karhunen-Loeve (QKL) expansion of the system variables over
the eigenbasis of their two-point quantum covariance kernel, with the coefficients being organised as conjugate
pairs of noncommuting quantum mechanical positions and momenta [28]. Being associated with the covariance
kernel, this QKL expansion is a quantum counterpart of its predecessor for classical random processes [7] (see
also [12]). However, this result leads to a double series in the integral-of-quadratic representation due to the
lack of orthogonality between the real and imaginary parts of the eigenfunctions. A single series representation
for the QEF is achieved in [37] for a class of one-mode OQHOs with positive definite energy matrices by using
a modified QKL expansion for the system variables over a different eigenbasis of the two-point CCR kernel
with mutually orthogonal real and imaginary parts of the eigenfunctions.
The present paper frees the approach of [37] from dependence on the specific features of the one-mode
case and extends it to multimode OQHOs. For such systems, we recast the eigenanalysis of the two-point
commutator kernel as a boundary value problem (BVP) for a second-order ODE. The structure of the kernel
leads to eigenfunctions with mutually orthogonal real and imaginary parts. The resulting QKL expansion of the
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system variables allows the QEF to be represented in terms of a single series over squared position-momentum
pairs. We then apply the symplectic factorization and parameter randomization techniques of [34] in order
to express the QEF, up to a correction factor, as an average value of the exponential of a bilinear function
of the quantum system variables and an auxiliary classical Gaussian random process. The structure of this
representation resembles that of the Doleans-Dade exponential [4] in the context of Girsanov’s theorem [5] on
absolutely continuous change of measure for classical Ito processes. However, the correction factor originates
from the Weyl CCRs [6] rather than the martingale property of the Radon-Nikodym derivative process.
The Girsanov type representation, which involves only the commutation structure of the quantum dynamics
regardless of the system-field state, allows the QEF to be related to the moment-generating functional (MGF) of
the system variables. This result is then specified for the invariant multipoint Gaussian quantum state [32] when
the oscillator is driven by vacuum fields. In this case, the QEF is reduced to a quadratic-exponential moment
for the auxiliary Gaussian random process.
In addition to their relevance to quantum risk-sensitive control, these results can contribute to the study
of operator exponential structures which are being actively researched in mathematical physics and quantum
probability (for example, in the context of operator algebras [1], moment-generating functions for quadratic
Hamiltonians [25] and the quantum Le´vy area [3], [11]).
The paper is organised as follows. Section II specifies the class of linear quantum stochastic systems being
considered. Section III recasts the integral operator with the two-point CCR kernel of the system variables
as a BVP. Section IV describes the eigenvalues and eigenfunctions for this operator. Section V employs this
eigenbasis for a finite-horizon QKL expansion of the system variables. Section VI develops a Girsanov type
representation for QEFs and specifies it for the case of vacuum fields. Section VII provides concluding remarks.
Appendix establishes an auxiliary theorem on a randomised representation for quadratic-exponential functions
of position-momentum pairs.
II. Open quantum harmonic oscillators
For what follows, let W := (Wk)16k6m be a multichannel quantum Wiener process, organised as a column-
vector of an even number of time-varying self-adjoint operators W1(t), . . . ,Wm(t) on a symmetric Fock space F
[22], which represent bosonic fields (the time argument t will often be omitted for brevity). For any t > 0 and
k= 1, . . . ,m, the operatorWk(t) acts on a subspace Ft of F, with the increasing family (Ft)t>0 playing the role of
a filtration for the Fock space F in accordance with its continuous tensor-product structure [21]. The component
quantum Wiener processes W1, . . . ,Wm satisfy the two-point CCRs [W (s),W (t)
T] := ([Wj(s),Wk(t)])16 j,k6m =
2imin(s, t)J for all s, t > 0, where (·)T is the transpose, [α,β ] := αβ −β α is the commutator of linear operators,
and i :=
√−1 is the imaginary unit. Here, J := J⊗ Im/2 is an orthogonal real antisymmetric matrix (that is,
J2 =−Im), where ⊗ is the Kronecker product, Im is the identity matrix of order m, and
J :=
[
0 1
−1 0
]
(1)
spans the subspace of antisymmetric matrices of order 2. If ξ and η := −i∂ξ are the quantum mechanical
position and momentum operators [28] (implemented on the Schwartz space [31]), then [ξ ,η ] = i, and the
vector
ζ :=
[
ξ
η
]
(2)
has the CCR matrix 1
2
J in the sense that [ζ ,ζT] = iJ. Such conjugate position-momentum pairs provide building
blocks for more complicated CCRs between several (or an infinite number of) quantum variables.
Now, consider a multimode open quantum harmonic oscillator (OQHO), which interacts with external bosonic
fields and is endowed with an even number of time-varying self-adjoint quantum variables X1(t), . . . ,Xn(t) acting
on the subspace Ht := H0⊗Ft of the system-field tensor-product space H := H0⊗F. Here, H0 is a complex
separable Hilbert space for the action of the initial system variables X1(0), . . . ,Xn(0). The vector X := (Xk)16k6n
of system variables satisfies the Weyl CCRs [6]
ei(u+v)
TX(t) = eiu
TΘveiu
TX(t)eiv
TX(t), u,v ∈ Rn, (3)
for any t > 0, with their infinitesimal Heisenberg form given by
[X(t),X(t)T] = 2iΘ, (4)
where Θ is a constant real antisymmetric matrix of order n, which is assumed to be nonsingular. The evolution
of the OQHO is governed by a linear QSDE
dX = AXdt+BdW (5)
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driven by the quantum Wiener process W described above. Here, the matrices A ∈ Rn×n, B ∈ Rn×m are param-
eterised as
A= 2Θ(R+MTJM), B= 2ΘMT (6)
by the energy and coupling matrices R= RT ∈Rn×n, M ∈Rm×n which specify the system Hamiltonian 1
2
XTRX
and the vector MX of m system-field coupling operators. Due to their specific structure (6), the matrices A, B
satisfy the physical realizability (PR) condition [15]
AΘ+ΘAT+℧= 0, ℧ := BJBT, (7)
which is an algebraic manifestation of the CCR preservation in (4). Since (7) is organised as an algebraic
Lyapunov equation (ALE) with respect to Θ, the CCR matrix can be recovered uniquely as Θ =
∫+∞
0 e
tA℧etA
T
dt
in the case when A is Hurwitz, which is assumed in what follows. The OQHO retains its general structure under
the linear transformations
X 7→ SX (8)
of the system variables with arbitrary nonsingular matrices S ∈ Rn×n, except that its matrices in (4)–(6) are
modified as
Θ 7→ SΘST, R 7→ S−TRS−1, M 7→MS−1, A 7→ SAS−1, B 7→ SB, (9)
with the CCR matrix remaining nonsingular, and the dynamics matrix remaining Hurwitz.
III. Integral operator with the commutator kernel
Due to linearity of the QSDE (5), the system variables satisfy
X(t) = e(t−s)AX(s)+
∫ t
s
e(t−v)ABdW (v), t > s> 0. (10)
In combination with the commutativity [dW (v),X(s)T] = 0 between the forward increments of the quantum
Wiener process and the past system variables for all v> s > 0, and the CCRs (4), the relation (10) yields the
two-point CCRs [32]:
[X(s),X(t)T] = 2iΛ(s− t), s, t > 0, (11)
with
Λ(τ) :=
{
eτAΘ if τ > 0
Θe−τAT if τ < 0
=−Λ(−τ)T. (12)
The one-point CCRs (4) are a particular case of (11), (12) since Λ(0) = Θ. For a fixed but otherwise arbitrary
time horizon T > 0, the two-point CCR function Λ gives rise to a skew self-adjoint linear operator L (in view
of the second equality in (12)) which maps a function f ∈ L2([0,T ],Cn) to another such function g := L ( f ) as
g(s) :=
∫ T
0
Λ(s− t) f (t)dt, 06 s6 T. (13)
Here, the Hilbert space L2([0,T ],Cn) of square integrable Cn-valued functions on [0,T ] is endowed with the
inner product 〈 f ,g〉 := ∫ T0 f (t)∗g(t)dt and the norm ‖ f‖ :=
√
〈 f , f 〉 =
√∫ T
0 | f (t)|2dt, where (·)∗ := (·)
T
is the
complex conjugate transpose. The following theorem represents the integral operator in the form of a BVP.
Theorem 1: Suppose the matrix ℧=−℧T ∈Rn×n in (7) satisfies
det℧ 6= 0. (14)
Then the integral operator L in (13) with the two-point CCR function (12) describes the solution of the
second-order ODE
g′′+(℧AT℧−1−A)g′−℧AT℧−1Ag=−℧ f (15)
over the time interval [0,T ] subject to the boundary conditions
g′(0) =−ΘATΘ−1g(0), g′(T ) = Ag(T ). (16)
In particular, this operator does not contain 0 among its eigenvalues. 
Proof: In view of the structure of the kernel function (12), the operator L in (13) acts from L2([0,T ],Cn) to
the subspace of twice differentiable functions with square integrable second-order derivatives. Indeed, similarly
to the Wiener-Hopf method, the image g= L ( f ) is represented as
g(s) = g+(s)+Θg−(s), 06 s6 T, (17)
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where
g+(s) :=
∫ s
0
Λ(s− t) f (t)dt, g−(s) :=
∫ T
s
e(t−s)A
T
f (t)dt (18)
are absolutely continuous functions satisfying the boundary conditions
g+(0) = g−(T ) = 0. (19)
By using the matrix exponential structure of (12) again, differentiation of (18) yields
g′+ = Θ f +Ag+, g
′
− =− f −ATg−, (20)
and hence, in view of (17), the function
g′ = g′++Θg
′
− = Θ f +Ag+−Θ( f +ATg−) = Ag+−ΘATg− (21)
is also absolutely continuous. The relations (17), (21) can be represented as[
In Θ
A −ΘAT
][
g+
g−
]
=
[
g
g′
]
. (22)
The matrix of this set of linear equations is nonsingular since det
[
In Θ
A −ΘAT
]
= det(−ΘAT−AΘ) = det℧ 6= 0,
where the Schur complement [9] of the block In is used together with the PR condition (7) and the assumption
(14). Calculation of the inverse of this matrix allows (22) to be solved as[
g+
g−
]
=
[
In+Θ℧
−1A −Θ℧−1
−℧−1A ℧−1
][
g
g′
]
. (23)
By differentiating (21) and using (20), (7), (23), it follows that
g′′ = Ag′+−ΘATg′− = A(Θ f +Ag+)−ΘAT(− f −ATg−)
= (AΘ+ΘAT) f +A2g++Θ(A
T)2g−
=−℧ f + [A2 Θ(AT)2]
[
g+
g−
]
=−℧ f + [A2 Θ(AT)2]
[
In+Θ℧
−1A −Θ℧−1
−℧−1A ℧−1
][
g
g′
]
=−℧ f +℧AT℧−1Ag+(A−℧AT℧−1)g′, (24)
where use is also made of the identity A2Θ−Θ(AT)2 = AAΘ−ΘATAT =−A(℧+ΘAT)+(℧+AΘ)AT =℧AT−
A℧, which follows from the PR condition (7). The ODE (24) is identical to (15), while the boundary conditions
(16) are obtained from (19) by using (23) along with the identity A+℧Θ−1= (AΘ+℧)Θ−1=−ΘATΘ−1 which
follows from (7). If 0 were an eigenvalue of the operator (13), then there would exist a function f , not identically
zero and satisfying (15) with g= 0, so that ℧ f = 0 would hold almost everywhere on the time interval [0,T ],
thus leading to a contradiction because of (14).
Since the CCR matrix Θ is assumed to be nonsingular, (14) is equivalent to
det(MTJM) 6= 0 (25)
in view of the parameterisation of the matrix B in (6) in terms of the coupling matrix M. A necessary condition
for (25) is that M is of full column rank: MTM ≻ 0, and hence, m> n (that is, the number of oscillator modes
does not exceed the number of external field channels).
Theorem 1 characterizes the kernel Λ in (12) as the Green function for the BVP (15), (16). More precisely,
the ODE (15) is equivalent to[
g
g′
]′
= F
[
g
g′
]
−
[
0
℧
]
f , F :=
[
0 In
℧AT℧−1A A−℧AT℧−1
]
. (26)
Hence, the solution of the BVP (15), (16) is given by
g(s) =
[
In 0
](
esFVg(0)−
∫ s
0
e(s−t)F
[
0
℧
]
f (t)dt
)
(27)
for all 06 s6 T , where g(0) is found uniquely from the terminal condition in (16) as
g(0) = G(T )−1U
∫ T
0
e(T−t)F
[
0
℧
]
f (t)dt, (28)
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with
G(T ) :=UeTFV. (29)
Here, the matrices
U :=
[
A −In
]
, V :=
[
In
−ΘATΘ−1
]
(30)
come from the terminal and initial conditions in (16), respectively. Substitution of (28) into (27) and comparison
of the result with (13) lead to
Λ(s− t) = [In 0](esFVG(T )−1Ue(T−t)F − χ[0,s](t)e(s−t)F)
[
0
℧
]
(31)
for all 0 6 s, t 6 T , where χC(·) is the indicator function for a set C. The relation (28) and its corollary (31)
use the nonsingularity of the matrix G(T ) ∈ Rn×n in (29), which is discussed below.
Lemma 1: Under the condition (14), the matrix G(T ) in (29) is nonsingular for any time horizon T > 0. 
Proof: The matrices F , U in (26), (30) satisfy UF =
[−℧AT℧−1A ℧AT℧−1]=−℧AT℧−1U . In combi-
nation with (29), this identity leads to the linear ODE G′(T ) =UFeTFV =−℧AT℧−1G(T ) for any T > 0, and
hence, detG(T ) = e−TTr(℧A
T
℧
−1)G(0) = e−TTrAG(0) due to the invariance of the matrix trace under similarity
transformations. Therefore, the matrix G(T ) inherits nonsingularity from G(0) =UV = A+ΘATΘ−1 = (AΘ+
ΘAT)Θ−1 =−℧Θ−1, where (30), (7) are used together with (14) and the condition detΘ 6= 0.
Since the kernel (12) is continuous, the image of any bounded subset of L2([0,T ],Cn) under the operator
L in (13) consists of uniformly bounded equicontinuous functions.1 By the Arzela-Ascoli theorem [27], this
implies relative compactness of the image set in the sense of the uniform norm and hence, in L2([0,T ],Cn),
whereby L is compact.
IV. Eigenbasis for the two-point commutator kernel
Since the operator L in (13) is skew self-adjoint, all its eigenvalues are purely imaginary. They are symmetric
about the origin, since for any eigenfunction f : [0,T ] → Cn of this operator with an eigenvalue iω , where
ω ∈ R (so that L ( f ) = iω f ), the function f satisfies L ( f ) = −iω f and is, therefore, an eigenfunction with
the eigenvalue −iω . Now, let f be an eigenfunction of L with the eigenvalue iω , where ω > 0 without loss
of generality under the condition (14) will be referred to as an eigenfrequency of L . Substitution of g := iω f
into (15), (16), represents the eigenvalue problem as the BVP
f ′′+(℧AT℧−1−A) f ′−℧AT℧−1A f = i
ω
℧ f (32)
over the time interval [0,T ] with the boundary conditions
f ′(0) =−ΘATΘ−1 f (0), f ′(T ) = A f (T ). (33)
In accordance with (26), the ODE (32) is represented as[
f
f ′
]′
= D(ω)
[
f
f ′
]
, (34)
where
D(ω) := F+ iω
[
0 0
℧ 0
]
(35)
is an appropriate modification of the matrix F in (26). By using the matrix exponential for the solution of (34)
with the initial condition [
f (0)
f ′(0)
]
=V f (0), (36)
with V from (30), it follows that the terminal condition in (33) is equivalent to
E(ω) f (0) = 0, (37)
with
E(ω) :=UeTD(ω)V. (38)
The existence of f (0) ∈ kerE(ω) \ {0} in (37) is equivalent to detE(ω) = 0 for the eigenvalues iω of the
operator L in (13). Note that limω→+∞ detE(ω) = detG(T ) 6= 0 in view of (38), (35), (29) and Lemma 1, in
accordance with the boundedness of the operator L . Any f (0) in (37) gives rise to the eigenfunction
f (t) =
[
In 0
]
etD(ω)V f (0), 06 t 6 T, (39)
1Upper bounds for the functions |g|, |g′| in (13) in terms of ‖ f‖ can also be obtained by using the proof of Theorem 1.
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in view of (36) (with dimkerE(ω) being the dimension of the corresponding subspace of eigenfunctions in
L2([0,T ],Cn)). The functions ϕ := Re f and ψ := Im f , associated with (39) (with the real and imaginary parts
being taken entrywise), belong to the real subspace L2([0,T ],Rn) and are related by
L (ϕ) =−ωψ , L (ψ) = ωϕ . (40)
Since 〈·, ·〉 is symmetric on L2([0,T ],Rn), and the operator L in (13) is skew self-adjoint, then, in view of
ω 6= 0, it follows from (40) that ‖ϕ‖= ‖ψ‖ and 〈ϕ ,ψ〉= 0. This property is equivalent to 〈 f , f 〉= 0. Moreover,
if f , h are two eigenfunctions with eigenvalues iω and iµ , so that L ( f ) = iω f and L (h) = iµh, then ω 6= µ
implies 〈 f ,h〉 = 0, while the fulfillment of ω > 0 and µ > 0 implies 〈 f ,h〉 = 0. The eigenfunctions with a
common eigenvalue are orthonormalised by the Gram-Schmidt procedure [27]. The resulting eigenfunctions
fk = ϕk+ iψk, fk = ϕk− iψk (41)
of the operator L in (13) with
ϕk := Re fk, ψk := Im fk, (42)
and the corresponding eigenvalues ±iωk and eigenfrequencies ωk > 0 (labeled by positive integers k ∈ N :=
{1,2,3, . . .}), satisfy
〈 f j , fk〉= δ jk, 〈 f j, fk〉= 0, (43)
or equivalently,
〈ϕ j,ϕk〉= 〈ψ j,ψk〉= 12δ jk, 〈ϕ j,ψk〉= 0 (44)
for all j,k ∈ N, with δ jk the Kronecker delta. An equivalent form of (44) is∫ T
0
h j(t)
Thk(t)dt =
[〈ϕ j,ϕk〉 〈ϕ j ,ψk〉
〈ψ j,ϕk〉 〈ψ j,ψk〉
]
= 1
2
δ jkI2, (45)
where the functions hk ∈ L2([0,T ],Rn×2) are formed from the Rn-valued functions in (42) as
hk :=
[
ϕk ψk
]
. (46)
The kernel (12) admits the following expansion over the orthonormal eigenfunctions (41):
Λ(s− t) = i
+∞
∑
k=1
ωk( fk(s) fk(t)
∗− fk(s) fk(t)T)
=−2
+∞
∑
k=1
ωkIm( fk(s) fk(t)
∗),
= 2
+∞
∑
k=1
ωk(ϕk(s)ψk(t)
T−ψk(s)ϕk(t)T)
= 2
+∞
∑
k=1
ωkhk(s)Jhk(t)
T, 06 s, t 6 T, (47)
where the matrix J is given by (1). This expansion is similar to the Mercer representation [16] of positive
semi-definite self-adjoint kernels. Since −iL is a self-adjoint operator on L2([0,T ],Cn) with the kernel −iΛ
and the corresponding eigenvalues ±ωk, then, in accordance with (47), (45), the squared Hilbert-Schmidt norm
[27] of the operator L in (13) is
‖L ‖2HS =
∫
[0,T ]2
‖Λ(s− t)‖2Fdsdt = 2
+∞
∑
k=1
ω2k =−Tr(L 2), (48)
where ‖N‖F :=
√
Tr(N∗N) is the Frobenius norm of a real or complex matrix N. In accordance with its trace
in (48), the positive definite self-adjoint operator −L 2 has the eigenvalues ω2k of multiplicity 2.
V. Quantum Karhunen-Loeve expansion using the two-point commutator kernel eigenbasis
Under the assumption of Theorem 1, with the system variables of the OQHO over the time interval [0,T ],
we associate a sequence of quantum variables
γk :=
1√
ωk
∫ T
0
fk(t)
TX(t)dt = ξk+ iηk (49)
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on the system-field space H. Here, the eigenfunctions (41) of the two-point CCR kernel (12) are used together
with (42) and the eigenfrequencies ωk, and
ξk := Reγk =
1√
ωk
∫ T
0
ϕk(t)
TX(t)dt, (50)
ηk := Imγk =
1√
ωk
∫ T
0
ψk(t)
TX(t)dt, (51)
where the real and imaginary parts are extended from C to quantum variables as Rez := 1
2
(z+ z†), Imz :=
1
2i
(z− z†), with (·)† the operator adjoint. The quantum variables (49) satisfy
[γ j,γ
†
k ] =
1√
ω jωk
∫
[0,T ]2
f j(s)
T[X(s),X(t)T] fk(t)dsdt
= 2i√ω jωk
∫
[0,T ]2
f j(s)
TΛ(s− t) fk(t)dsdt
= 2√ω jωk
∫
[0,T ]2
f j(s)
T
+∞
∑
ℓ=1
ωℓ( fℓ(s) fℓ(t)
T− fℓ(s) fℓ(t)∗) fk(t)dsdt
= 2√ω jωk
+∞
∑
ℓ=1
ωℓ(〈 f j , fℓ〉〈 fℓ, fk〉− 〈 f j, fℓ〉〈 fℓ, fk〉)
= 2√ω jωk
+∞
∑
ℓ=1
ωℓ〈 f j , fℓ〉〈 fℓ, fk〉= 2δ jk, j,k ∈N, (52)
where use is made of (11), (47), (43). By a similar reasoning,
[γ j,γk] =
2√
ω jωk
+∞
∑
ℓ=1
ωℓ(〈 f j , fℓ〉〈 fℓ, fk〉− 〈 f j , fℓ〉〈 fℓ, fk〉) = 0, (53)
and hence,
[γ†j ,γ
†
k ] =−[γ j,γk]† = 0 (54)
for all j,k ∈ N. The CCRs (52)–(54) show that γk in (49) are organised as pairwise commuting annihilation
operators (with γ†k = ξk− iηk the corresponding creation operators), so that the self-adjoint quantum variables ξk,
ηk in (50), (51) are conjugate pairs of the quantum mechanical positions and momenta mentioned in Section II,
with
[ξ j,ξk] = 0, [η j,ηk] = 0, [ξ j,ηk] = iδ jk (55)
for all j,k ∈ N. Accordingly, the vectors
ζk :=
[
ξk
ηk
]
(56)
commute between each other and have a common CCR matrix 1
2
J, since [ζ j,ζ
T
k ] = iδ jkJ, where (55) is used
together with (1). In view of the orthonormality of the eigenbasis (41), the system variables can be represented
in terms of (49) as
X(t) =
+∞
∑
k=1
√
ωk( fk(t)γk+ fk(t)γ
†
k ) = 2
+∞
∑
k=1
√
ωkRe( fk(t)γ
†
k )
= 2
+∞
∑
k=1
√
ωk(ϕk(t)ξk+ψk(t)ηk) = 2
+∞
∑
k=1
√
ωkhk(t)ζk (57)
for all 06 t 6 T , where the coefficients
√
ωkζk involve the pairs of noncommuting positions and momenta ξk,
ηk from (56), and (46) is used. Extending the results of [37] to the multimode case, (57) is a QKL expansion
of the system variables over the eigenbasis of their two-point CCR kernel.
VI. Quadratic-exponential functionals for system variables
Consider an integral-of-quadratic function of the system variables over the time interval [0,T ] given by a
positive semi-definite self-adjoint quantum variable
Q :=
∫ T
0
X(t)TX(t)dt =
∫ T
0
n
∑
k=1
Xk(t)
2dt. (58)
A more general form
∫ T
0 X(t)
TΠX(t)dt of such a function, specified by a real positive definite symmetric matrix
Π of order n, is reduced to (58) by transforming the OQHO as in (8), (9) with S :=
√
Π. The performance criteria
in linear quadratic Gaussian control and filtering problems [17], [18], [39] are concerned with the minimization
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of quadratic costs EQ := Tr(ρQ), where E(·) is the quantum expectation over an underlying density operator ρ
on the system-field space H. However, imposition of an exponential penalty on Q in (58) through the QEF [32]
Ξ := Ee
θ
2 Q, (59)
as a risk-sensitive cost to be minimised (with θ > 0 quantifying the risk sensitivity), leads to additional properties
of the quantum system (the 1
2
factor in (59) is introduced for convenience). These properties pertain to the large
deviations of quantum trajectories [32] and robustness to quantum statistical uncertainties with a relative entropy
description [20], [38] with respect to the nominal system-field state [33].
Consider a representation of the quadratic-exponential function e
θ
2Q of the system variables in (59) in a form
which is valid irrespective of a particular quantum state ρ . To this end, by substituting (57) into (58) and using
(45), it follows that
Q= 4
+∞
∑
j,k=1
√
ω jωkζ
T
j
∫ T
0
h j(t)
Thk(t)dtζk
= 2
+∞
∑
k=1
ωkζ
T
k ζk = 2
+∞
∑
k=1
ωk(ξ
2
k +η
2
k ). (60)
The reduction to a single series for Q has been made possible by the mutual orthogonality of the real and
imaginary parts of the eigenfunctions in (44). A combination of (60) with Theorem 2 of Appendix leads to
e
θ
2 Q =
+∞
∏
k=1
eθωk(ξ
2
k +η
2
k ) =
+∞
∏
k=1
(
1
cosh(θωk)
Meσk(αkξk+βkηk)
)
= Me∑
+∞
k=1(σk(αkξk+βkηk)−lncosh(θωk)) = MeΣ−C, (61)
where the commutativity between the position-momentum pairs (ξk,ηk) for different k is also used. Here, M(·)
is the classical expectation over mutually independent standard normal (Gaussian with zero mean and unit
variance) random variables αk, βk, and
σk :=
√
2tanh(θωk) (62)
are related to the eigenfrequencies ωk of the operator L . Also,
Σ :=
+∞
∑
k=1
σk(αkξk+βkηk) (63)
in (61) is a self-adjoint quantum variable which depends parametrically (and in a linear fashion) on the classical
random variables αk, βk. Furthermore,
C :=
+∞
∑
k=1
lncosh(θωk) =
+∞
∑
k=1
lncos(iθωk) =
1
2
Tr lncos(θL ) (64)
is a nonnegative quantity whose finiteness is secured by that of the Hilbert-Schmidt norm in (48). Substitution
of (50), (51) into (63) leads to
Σ =
+∞
∑
k=1
σk√
ωk
∫ T
0
(αkϕk(t)+βkψk(t))
TX(t)dt =
√
θ
∫ T
0
X(t)TdZ(t), (65)
where, in view of (62),
Z(t) :=
+∞
∑
k=1
√
2tanhc(θωk)
∫ t
0
(αkϕk(τ)+βkψk(τ))dτ
=
+∞
∑
k=1
√
tanhc(θωk)Hk(t)
[
αk
βk
]
, 06 t 6 T, (66)
is a classical Rn-valued Gaussian random process with zero mean. Here, Hk ∈ L2([0,T ],Rn×2) are auxiliary
functions associated with (46) by
Hk(t) :=
√
2
∫ t
0
hk(τ)dτ, 06 t 6 T, (67)
and use is also made of the hyperbolic version tanhcz := tanc(−iz) of the function tancz := tanz
z
(extended to 1
at z= 0 by continuity). Since the eigenbasis being used satisfies (45), a combination of (67) with the Plancherel
identity leads to
+∞
∑
k=1
Hk(s)Hk(t)
T =min(s, t)In, 06 s, t 6 T, (68)
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which describes the covariance function of a standard Wiener process V in Rn. The process Z in (66) has a
different covariance function
M(Z(s)Z(t)T) =
+∞
∑
k=1
tanhc(θωk)Hk(s)Hk(t)
T, 06 s, t 6 T, (69)
which is majorised by (68) in the sense that M(〈 f ,Z〉2) 6 ∫[0,T ]2min(s, t) f (s)T f (t)dsdt = M(〈 f ,V 〉2) for any
f ∈ L2([0,T ],Rn) since the function tanhc does not exceed 1 on the real axis. Note that tanhc(θωk) are the
eigenvalues (of multiplicity 2) of the positive definite self-adjoint operator
K := tanhc(iθL ) = tanc(θL ), (70)
which is the covariance operator for the increments of the process Z:
M
(∫ T
0
f (t)TdZ(t)
)2
= 〈 f ,K ( f )〉
6 ‖ f‖2 = M
(∫ T
0
f (t)TdV (t)
)2
(71)
for any f ∈L2([0,T ],Rn). Here, the inequality follows from K 4I , with I the identity operator on L2([0,T ],Rn),
while the last equality in (71) is the Ito isometry. Reassembling (64), (65) in (61) leads to
e
θ
2Q = Me
√
θ
∫ T
0 X(t)
TdZ(t)− 12Trlncos(θL ), (72)
where the averaging is over the classical Gaussian random process Z. The general structure of this representation
is reminiscent of the Doleans-Dade exponential [4]. However, the covariance function (69) of the process Z in
(72) is associated with the quantum commutator kernel (12), and so also is the correction term − 1
2
Tr lncos(θL ).
The latter (also see the proof of Theorem 2) comes from the Weyl CCRs (rather than the martingale property
of the Radon-Nikodym density process in Girsanov’s theorem [5] on absolutely continuous change of measure
for classical Ito processes). In the classical case, when the commutator kernel Λ vanishes (and so do the linear
operator L and its eigenfrequencies ωk), the covariance function (69) reduces to (68), and Z becomes the
standard Wiener process.
Now, the validity of (72) does not rely on a particular system-field quantum state and employs only the
commutation structure of the system variables. Nevertheless, its relevance to computing the QEF (59) is clarified
by
Ξ = e−CEMe
√
θ
∫ T
0 X(t)
TdZ(t) = e−CMΨ(
√
θZ). (73)
Here,
Ψ(z) := Eez(T )
TX(T )−∫ T0 z(t)TdX(t) (74)
is a modified MGF for the system variables of the OQHO over the time interval [0,T ], considered for z ∈
L2([0,T ],Rn) with z(0) = 0. In (73), use is made of the integration by parts (with Z(0) = 0), and the MGF
Ψ is evaluated at the rescaled random process
√
θZ from (66) in a pathwise fashion. We have also used the
commutativity between the quantum and classical expectations E(·), M(·) which describe the averaging over
statistically independent quantum variables and auxiliary classical random variables.
Note that (73) does not employ specific assumptions on the system-field state in addition to the finiteness
of exponential moments of the system variables (making the MGF (74) well-defined). We will now specify
this relation for the case when the OQHO is driven by vacuum input fields. In this case, since the matrix A in
(6) is assumed to be Hurwitz, the system variables have a unique invariant multipoint Gaussian quantum state
[32] with zero mean and the two-point quantum covariance matrix E(X(s)X(t)T) = P(s− t)+ iΛ(s− t), s, t > 0.
While its imaginary part (12) describes the two-point CCRs (11), the real part
P(τ) =
{
eτAP0 if τ > 0
P0e
−τAT if τ < 0
= P(−τ)T (75)
is a positive semi-definite kernel which specifies the two-point statistical correlations between the system
variables, where the matrix P0 = P(0) pertains to the one-point covariances and satisfies the ALE AP0+P0A
T+
BBT = 0, similar to (7). The kernel (75) gives rise to a positive semi-definite self-adjoint operator P on
L2([0,T ],Cn) which maps a function f to g := P( f ) as
g(s) :=
∫ T
0
P(s− t) f (t)dt, 06 s6 T (76)
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(with P + iL also being a positive semi-definite self-adjoint operator on L2([0,T ],Cn)). In the case of the
multipoint Gaussian quantum state, the MGF (74) admits a closed-form representation [32], and (73) takes the
form
Ξ = e−CMe
θ
2
∫
[0,T ]2
dZ(s)TP(s−t)dZ(t)
. (77)
The right-hand side of (77) does not involve quantum variables and is organised as a quadratic-exponential
moment for the auxiliary classical Gaussian random process Z in (66), which can be computed as follows. Let
N be another independent auxiliary classical Gaussian random process on the time interval [0,T ] with values
in Rn, zero mean and the covariance function (75), so that M(N(s)N(t)T) = P(s− t) for all 06 s, t 6 T . Then
by using the MGFs for Gaussian random processes and the tower property of conditional classical expectations
[29], it follows that
Me
θ
2
∫
[0,T ]2
dZ(s)TP(s−t)dZ(t)
= MM
(
e
√
θ
∫
[0,T ]2
N(t)TdZ(t) | Z)
= Me
√
θ
∫
[0,T ]2
N(t)TdZ(t)
= MM
(
e
√
θ
∫
[0,T ]2
N(t)TdZ(t) | N)
= Me
θ
2 〈N,K (N)〉 = e−
1
2Trln(I−θPK ) =
+∞
∏
k=1
1√
1−θλk
, (78)
where use is also made of the covariance operator K of the incremented process Z in (70), (71) and the Fredholm
determinant formula [30, Theorem 3.10 on p. 36] (see also [8] and references therein). Here, λk > 0 are the
eigenvalues of PK which is a compact operator on L2([0,T ],Rn) (isospectral to the positive semi-definite
self-adjoint operator
√
K P
√
K ) as the composition of a bounded operator (K ) and a compact operator (P
in (76)). For the validity of (78), the spectral radius condition
r(PK ) =max
k∈N
λk <
1
θ (79)
has to be satisfied. Substitution of (64), (70), (78) into (77) represents the QEF (59) as
Ξ = e−
1
2Tr(lncos(θL )+ln(I−θPtanc(θL ))). (80)
In the limiting classical case mentioned above, when L = 0 and K = I , the representation (80) takes the
form Ξ = e−
1
2Trln(I−θP) and the condition (79) reduces to θr(P)< 1.
VII. Conclusion
For a multimode open quantum harmonic oscillator, we have considered a finite-horizon expansion of its
system variables over the eigenfunctions of their two-point commutator kernel. This quantum Karhunen-Loeve
expansion involves pairs of noncommuting position and momentum operators (with interpair commutativity)
as coefficients. The orthogonality of the real and imaginary parts of the eigenfunctions has allowed for a
single (rather than double) series representation of the integral-of-quadratic functions of the system variables.
This has been used in order to obtain a Girsanov type representation for the quadratic-exponential functions
of the system variables whose mean values provide robust performance criteria for quantum risk-sensitive
control. This representation is valid regardless of a particular system-field state and employs an auxiliary
Gaussian random process and classical averaging over it. This result has been used in order to express the
QEF in terms of the moment-generating functional of the system variables. In application to the invariant
multipoint Gaussian quantum state of the oscillator driven by vacuum input fields, the QEF has been reduced
to a quadratic-exponential moment of the auxiliary Gaussian random process. The frequency-domain and state-
space computation of the QEF and its asymptotic growth rate will be considered in subsequent publications on
this topic.
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APPENDIX
Randomised representation for quadratic-exponential functions of position-momentum pairs
For the purposes of Section VI, consider a self-adjoint quantum variable
f (σ) := Meσ(αξ+β η) = 1
2pi
∫
R2
eσ(aξ+bη)−
1
2 (a
2+b2)dadb, (A1)
which is associated with the position and momentum operators ξ , η (see Section II) and depends on a real-valued
parameter σ satisfying
|σ |<
√
2. (A2)
Here, the classical expectation M(·) is over auxiliary independent standard normal random variables α , β . The
following theorem relates the quantum variables (A1) with “elementary” quadratic-exponential functions of the
position-momentum pair (ξ ,η).
Theorem 2: The quantum variables (A1) satisfy the identity
eω(ξ
2+η2) = 1
coshω f (σ), σ :=
√
2tanhω (A3)
for any ω > 0. 
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Proof: Differentiation of (A1) with respect to σ yields
f ′ = M((αξ +β η)g) = ζTµ , (A4)
where
g := eσ(αξ+β η) = eσα(ξ−
i
2σβ )eσβ η = eσβ (η+
i
2σα)eσαξ , (A5)
and the position-momentum vector (2) is used together with
µ :=
[
µ1
µ2
]
=
[
M(αg)
M(βg)
]
. (A6)
The second and third equalities in (A5) follow from the Baker-Campbell-Hausdorff (BCH) formula (or, equiva-
lently, the Weyl CCRs, similar to (3)). Since α , β are independent standard normal random variables, application
of the tower property of conditional classical expectations [29] leads to
µ1 = M(αe
σα(ξ− i2σβ )eσβ η)
= M(M(αeσα(ξ−
i
2σβ ) | β )eσβ η)
= σM(M((ξ − i
2
σβ )eσα(ξ−
i
2σβ ) | β )eσβ η)
= σM((ξ − i
2
σβ )eσα(ξ−
i
2σβ )eσβ η)
= σM((ξ − i
2
σβ )g) = σξ f − i
2
σ2µ2, (A7)
where use is made of the second equality from (A5) together with the identity
M(γeγz) = ze
1
2 z
2
= zMeγz, (A8)
which holds for a standard normal random variable γ and extends from complex numbers to operators z. In a
similar fashion, a combination of the third equality from (A5) with (A8) yields
µ2 = M(βe
σβ (η+ i2σα)eσαξ )
= M(M(βeσβ (η+
i
2σα) | α)eσαξ )
= σM(M((η + i
2
σα)eσβ (η+
i
2σα) | α)eσαξ )
= σM((η + i
2
σα)eσβ (η+
i
2σα)eσαξ )
= σM((η + i
2
σα)g) = ση f + i
2
σ2µ1. (A9)
The relations (A7), (A9) form a set of two linear equations for the vector µ in (A6), which can be represented
by using the matrix (1) and the vector (2) as µ = σζ f − i
2
σ2Jµ , and hence,
µ = σ
(
I2+
i
2
σ2J
)−1
ζ f = σ
1− 14σ4
(
I2− i2σ2J
)
ζ f (A10)
in view of the idempotence (iJ)2 = I2. Substitution of (A10) into (A4) leads to
f ′ = σ
1− 14σ4
ζT
(
I2− i2σ2J
)
ζ f = σ
1− 14σ4
(
ζTζ + 1
2
σ2
)
f , (A11)
where the CCR ζTJζ = [ξ ,η ] = i is used. Here, the denominator 1− 1
4
σ4 originates from the BCH correction
factors e±
i
2σ
2αβ in (A5), which explains the nature of the constraint (A2). Now, (A11) is an operator differential
equation with the identity operator as the initial condition f (0) =I . It can be integrated by using a new variable
ω > 0, related to σ as
ω := 1
2
ln
1+ 12σ
2
1− 12σ2
, σ =
√
2 e
2ω−1
e2ω+1
=
√
2tanhω . (A12)
Indeed, σdσ
1− 14σ4
= d(σ
2/2)
1− 14σ4
= dω , and hence, (A11) can be represented in the form d f = f ′dσ =(ζTζ + tanhω) fdω
whose solution is given by
f (σ) = e
∫ω
0 tanhudueωζ
Tζ f (0) = eωζ
Tζ coshω . (A13)
With (A12) describing a bijection [0,+∞) ∋ ω ↔ σ ∈ [0,√2), it now remains to note that ζTζ = ξ 2+η2,
whereby (A13) establishes (A3).
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