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El proyecto ”Herramienta De Monitorizacion Para Un Entorno DSM”se presenta
como Proyecto de Final de Carrera de Ingenieria Te´cnica en Infoma´tica de Sis-
temas en la Facultad de Informa´tica de Barcelona, perteneciente a la “Universitat
Polite´cnica de Catalunya”. En la siguiente documentacio´n se explicara´ el desarrol-
lo y el resultado de una herramienta capaz de monitorizar el espacio de memoria
utilizado por una aplicacio´n que se ejecuta en una cluster.
La siguiente documentacio´n se estructura en los siguientes apartados:
Especificacio´n. Plantearemos el problema y las caracter´ısticas que ha de ofrecer
el proyecto.
Planificacio´n. Tiempo estimado para su realizacio´n.
Disen˜o. Disen˜o de la solucio´n.
Implementacio´n. Desarrollo de la herramienta.
Integracio´n. Integracio´n de la herramienta en la libreria NanosDSM.
Planificacio´n Final. Comparativa entre el tiempo estimado inicial y el resul-
tante.
Estudio Econo´mico. Planificacio´n econo´mica del proyecto.
Conclusiones.
Trabajo futuro.
Manual de usuario. Instrucciones de instalacio´n y uso de la aplicacio´n.
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1.1. Ambito y motivaciones
La famosa ley de Moore nos dice que la cantidad de transistores en un ordenador se
duplica cada 2 an˜os. Con esto, aumenta tambien la capacidad de ca´lculo. Lejos de ser
una ley emp´ırica, parece bien cierta. No obstante, la necesidad de realizar calculos y
manejar grandes cantidades de datos crece, si mas no, en la misma proporcio´n. Fru-
to de esta necesidad surgieron los supercomputadores. Su objetivo: realizar grandes
ca´lculos. Desde entonces han ido apareciendo(y desapareciendo) diferentes tipos de
supercomputadores: desde aquellos basados en procesadores vectoriales hasta mul-
tiprocesadores. Dado el alto coste de estos nacieron los denominados clusters. Los
clusters son un conjunto de ma´quinas que intercomunicadas entre ellas por una red
de comunicaciones trabajan como si fuera una sola. La tecnolog´ıa de clusters ha
evolucionado en apoyo de actividades que van desde aplicaciones de superco´mputo
y software de misiones cr´ıticas, servidores Web y comercio electro´nico, hasta bases
de datos de alto rendimiento. Los supercomputadores han hecho que de los desar-
rolladores de software hayan volcado sus esfuerzos en encontrar te´cnicas de progra-
macio´n para poder trabajar y obtener un mayor rendimiento de este entorno. El
hecho de paralelizar aplicaciones permite aprovechar la potencia de las ma´quinas
multiprocesadores. Pero programar este tipo de aplicaciones es una ardua tarea.
Esto dio un impulso a que se desarrollaran paradigmas de programacio´n como, por
ejemplo, las librerias MPI o OpenMP entre otras.
Las librerias MPI permiten paralelizar aplicaciones sobre un entorno distribui-
do. En este entorno, diferentes procesadores trabajan con diferentes espacios de
direcciones. Por otro lado, OpenMP es un estandard de programacio´n que permite
paralelizar una aplicacio´n sobre un entorno con memoria compartida. Es decir, el
espacio de direcciones de un proceso puede ser accedido por varios procesadores.
NanosDSM crea un entorno para un clu´ster de PC’s compartiendo y distribuyen-
do la memoria permitiendo ejecutar aplicaciones que necesitan compartir memoria,
donde a priori, no se podria. Es una capa software que emula memoria compartida
sobre un entorno distribuido.
Dado el complejo entorno en el que las aplicaciones se ejecutan, es muy dificil
poder observar lo que realmente ha ocurrido durante el tiempo de ejecucio´n de una
aplicacio´n de este tipo. De aqui surge la necesidad de este proyecto: desarrollar una
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herramienta que permita visualizar en tiempo real el espacio de direcciones de una
aplicacio´n que utiliza memoria compartida y distribuida. Personalmente hablando,
siempre he sentido mucho intere´s por los temas de redes. Debido a la finalizacio´n de
mis estudios y buscando proyectos relacionados para concluir la diplomatura, llego
a mis manos este proyecto por parte de Juan Jose Costa Prats del departamento de
Arquitectura de Computadores de la Facultad de Informa´tica de Barcelona.
1.2. Objetivos
El objetivo de este proyecto es desarrollar una herramienta para poder visualizar
en tiempo de ejecucio´n lo que realmente ocurre en el espacio de direcciones de una
aplicacion que utiliza el modelo de memoria compartida y distribuida. He divido el
problema en los siguientes sub-objetivos:
Una interficie gra´fica clara y sencilla para poder observar lo que ocurre en
el espacio de direcciones en una aplicacio´n que utiliza el modelo de memoria
compartida y distribuida a tiempo real
• Disen˜ar una solucio´n por niveles. Para ello diferenciaremos entre difer-
entes mo´dulos que ma´s adelante explicaremos.
• Un protocolo de comunicacio´n entre los diferentes niveles entre los que se
trabaja.
• Un conjunto de estructuras de datos que representen el estado del espacio
de memoria compartido y distribuido y la evolucio´n de este.
• Un historial con el objetivo de poder observar lo que ha ocurrido durante
el proceso de ejecucio´n de una aplicacio´n en concreto.
Modificar la libreria NanosDSM para que se comunique con nuestra herramien-
ta.
1.3. NanosDSM
Su primera versio´n fue desarrolla en el 2001 sobre un clu´sters de PCS de la mano de
Sebastia` Hernan i Corte´s[1]. La libreria NanosDSM esta´ incluida dentro del proyecto
Nanos desarrollado por el CEPBA(Centro de Paralelismo de Barcelona). El objetivo
del proyecto NANOS[2] es investigar posibles formas de mejorar tanto el rendimiento
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del sistema como la eficiencia de aplicaciones paralelas en entornos de multiproce-
sadores de memoria compartida.
La libreria NanosDSM ofrece una capa software simulando un entorno de memoria
compartida. Esto permite ejecutar aplicaciones que necesitan memoria compartida
en un entorno que a priori no disponga de ella, como por ejemplo un cluster. Tiene
como objetivo principal poder crear flujos que sean tanto remotos como locales y
ofrecer diferentes funcionalidades necesarias para trabajar con ellos como, por ejem-
plo, funciones de sincronizacio´n. Todos los flujos ya sean remotos o locales comparten
el mismo espacio de de direcciones. Se comportan, mediante una simulacio´n a nivel




En este cap´ıtulo definiremos las caracter´ısticas del sistema que ha de ofrecer la
herramienta.
2.1. El problema
La necesidad de este proyecto surge, como se explico´ anteriormente, de la dificultad
de visualizar lo que realmente esta´ ocurriendo en el escenario de la aplicacio´n. En
este escenario se lanza una aplicacio´n, se ejecuta y devuelve un resultado; pero
realmente no sabemos decir que ha ocurrido internamente. Esto es un problema
para los usuarios de este tipo de entornos. Poder observar lo que ocurre en un
espacio de memoria tan complejo como este puede facilitar la deteccio´n de errores
al programador. Por ejemplo, se podria detectar que un determinado espacio de
memoria esta compartido por varios nodos cuando en realidad so´lo deberia estar
compartido por uno so´lo[3].
El espacio de direcciones cambia constantemente y a gran velocidad durante todo
el tiempo de ejecucio´n. Uno de los principales objetivos de esta herramienta es
poder visualizar en tiempo real los diferentes cambios que la aplicacio´n provoca en
su espacio de memoria compartido. Pero la velocidad de la ma´quina es superior a
capacidad retentiva del ojo humano. Es decir, aunque vieramos una representacio´n
gra´fica clara y concisa del espacio de direcciones, el gran nu´mero de cambios que
sufre por segundo imposibilita la comprensio´n de lo que realmente vemos o hemos
visto. Necesitariamos poder retroceder hacia atra´s para volverlo a ver poco a poco
y comprender lo que ha realmente ha ocurrido.
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2.2. Descripcio´n del entorno
En este apartado analizaremos los aspectos ba´sicos que se tratan en la docu-
mentacio´n y sobre el entorno.
2.2.1. Arquitectura general
La definicio´n de cluster es un conjunto o conglomerado de computadoras unidas
mediante una red de comunicacio´n para comportarse como una sola. Pero no solo
basta con intercomunicarlas mediante una red, sino que requiere proveer al conjunto
de ma´quinas de un sistema capaz de lograr este comportamiento. Es decir, algun
tipo de capa a nivel software que permita esto.
La memoria compartida distribuida es una capa software que integra la memoria
local de cada nodo mediante la gestio´n de su espacio como una u´nica entidad. La
comparticio´n de memoria so´lo existe virtualmente, ya que es el propio software el
que gestiona el espacio de memoria local de cada ma´quina del cluster como si fuera
un u´nico espacio de direcciones.
La figura 2.1 representa a grandes rasgos esta arquitectura, donde podemos ver
una aplicacio´n que se ejecuta sobre memoria compartida proporcionada por la capa
software DSM.
Figura 2.1: Arquitectura general de un entorno compartido y distribuido
2.2.2. El entorno: NanosDSM
La libreria NanosDSM ofrece una capa software al cluster simulando un entorno
de memoria compartida y esta compuesto por 2 partes bien diferenciadas:
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La libreria dina´mica libmsm.so. Es la encargada de ofrecer la funcionalidad
de NanosDSM y toda aplicacio´n que quiera ejecutarse con el entorno paralelo
debera estar enlazada con ella.
La aplicacion msm server. Es la encargada de inicializar los nodos remo-
tos(nodos que no sean el local) para su uso dentro del entorno paralelo.
Podemos distinguir las dos partes importantes de una aplicacio´n que utiliza Nanos-
DSM:
El proceso master. Compuesto por el co´digo que ha programado el usuario.
Inicialmente es quie´n contiene todos los datos va´lidos del espacio de direcciones
de la aplicacio´n.
Los procesos slaves. Los flujos remotos de la aplicacio´n gestionadas por el
msm server.
En la figura 2.2 se puede ver la estructura del DSM de un nodo master y un
nodo slave. En el master esta´ la aplicacio´n y en el slave el msm server para poder
inicializar su nodo.
Figura 2.2: Estructura global del sistema NanosDSM
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2.2.3. Gestio´n del espacio de direcciones
La gestio´n del espacio de direcciones es una de las tareas ma´s importantes de
NanosDSM. Para el usuario(el programador) so´lo existe un u´nico espacio de memo-
ria.Por lo tanto la gestio´n ha de realizarse de forma transparante para el progra-
mador y ha de encargarse de que todos los espacios de memoria pertenecientes a los
procesos implicados representen un solo espacio de direcciones consistente.
El espacio de direcciones de una aplicacio´n esta´ dividido en pa´ginas. Los sistemas
operativos permiten gestionar cada pa´gina utilizada, dandoles diferentes permisos de
acceso. Estos pueden ser de lectura, escritura o invalido. Si una pa´gina tiene permiso
de lectura(es decir, so´lo se puede leer) y despue´s se intenta escribir algun dato, el
sistema operativo generara´ un signal debido a que se ha realizado un acceso ilegal.
A este hecho se le conoce como pagefault, un fallo de pa´gina. NanosDSM aprovecha
este mecanismo para gestionar la memoria. Para mantener la coherencia del espacio
de datos, se cumple un protocolo basado en el protocolo de coherencia MSI(del
ingle´s Modified Shared Invalid). El objetivo de este tipo de protocolos es mantener
la coherencia entre todas las cache´s en en un sistema de memoria compartida y
distribuida. Concretamente este protocolo sigue el siguiente orden:
Un proceso slave envia una peticio´n para una pa´gina al proceso ma´ster.
El proceso master comprueba el estado de la pa´gina demandada, obtiene sus
propiedades y se la devuelve al proceso que le ha hecho la peticio´n.
Cuando el proceso que habia demandado la pa´gina la recibe, se establece las
protecciones apropiadas y la ejecucio´n continua.
Sin embargo, NanosDSM ofrece la comparticio´n so´lo y unicamente del espacio
de direcciones del proceso master a sus respectivos procesos slaves. Es decir, si dos
procesos slaves han sido creados por dos procesos master diferentes no compartira´n
memoria.En otras palabras, NanosDSM no pretende que la memoria de los nodos
del cluster sean una sola, sino que la memoria del proceso master se distribuya a lo
largo de su ejecucio´n.
La figura 2.3 es una representacio´n de la arquitectura de este sistema. Vemos
2 aplicaciones distribuidas que comparten memoria sobre 3 nodos. La aplicacio´n
A esta´ compuesta por un proceso master y un proceso slave y la aplicacio´n B
14
2.3. Ana´lisis de requisitos
esta´ compuesta por 1 proceso master y 2 procesos slaves. Se puede ver que los
procesos slaves solo comparten memoria con el proceso master que los ha creado.
Figura 2.3: Arquitectura del sistema DSM
2.3. Ana´lisis de requisitos
La herramienta tiene que monitorizar los sucesos que van ocurriendo en el espacio
de memoria compartido. Es decir, la evolucio´n de todas las peticiones que realizan
los nodos sobre las pa´ginas del espacio de direcciones. Ademas, poder comprovar las
caracter´ısticas ma´s relevantes de estas peticiones:
Identificacio´n de la pa´gina.
Protecciones que tiene.
Nodos que poseen la pa´gina.
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La herramienta ha de ofrecer una interf´ıcie gra´fica sencilla e intuitiva al progra-
mador para que pueda observar lo que esta´ ocurriendo en su aplicacio´n durante el
tiempo de ejecucio´n.
Otro aspecto que ha de ofrecer al usuario es la posibilidad de comprobar lo que
realmente ha ocurrido durante toda la ejecucio´n de la aplicacio´n. Aunque contaramos
con una interf´ıcie muy clara, el hecho ver en tiempo real una representacion del
espacio de direcciones e intentar deducir lo que hemos visto es una tarea muy costosa.
Para ello es necesario un historial que permita avanzar y retroceder dentro de la
secuencia de estas peticiones.
A nivel hardware, se requiere contar con un grupo de ordenadores comunicados
mediante algun tipo de interficie de comunicacio´n con las siguientes requisitos:
Montados en una arquitectura Intel o PowerPC [4].
Contar con un sistema operativo Linux.
Para la implentacio´n de este proyecto se ha contado con 2 ma´quinas del depar-
tamento de Arquitectura de Computadores. Las caracter´ısticas principales de estas
ma´quinas son:
2 procesadores Intel Pentium 4 a 3.00 Ghz con cache 2048Kb.
1gb de memoria RAM.
Sistema Operativo Linux Fedora Core 6.
2.4. Funcionalidades
Para conseguir los objetivos descritos anteriormente, contara con una interfaz gra´fica
con las siguientes caracter´ısticas:
Interf´ıcie de usuario para interacctuar con la representacio´n del espacio de
direcciones.
Una representacio´n visual del espacio direcciones intuitiva para que a simple
vista identifique lo que esta´ ocurriendo en e´l.
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2.4. Funcionalidades
La posibilidad de comprobar que ha ocurrido durante todo el tiempo de eje-
cucio´n en el espacio de direcciones. Para ello, ha de ofrecerse las posibles
opciones:
• Consultar el estado de una pa´gina.
• Visualizar un estado del espacio direcciones anterior.





En este capitulo explicaremos la planificacio´n ha seguir para la conseguir los fines
anteriormente explicados..
3.1. Planificacio´n
El siguiente gra´fico representa la dedicacio´n temporal estimada para las diferentes
partes en las que se divira´ el proyecto:
Figura 3.1: Planificacio´n para la realizacio´n del proyecto.
La Planificacion del proyecto esta dividida en:
Investigacio´n y disen˜o. Durante 5 semanas se disen˜ara la solucio´n y se de-
cidira´ que herramientas se utilizara´n para la realizacio´n del proyecto.
Implementacio´n. Durante unas 10 semanas se implementara´ la herramienta.
Pruebas de Campo. Para finalizar, se probara´ el correcto funcionamiento de
la herramienta. Se empleara´n unas 2 semanas.
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Documentacio´n. Finalizacio´n de la documentacio´n del proyecto. Se estima unas
3 semanas.
La conclusio´n esta´ prevista hacia la u´ltima semana de junio. Estimando una jor-
nada de 4h/dia se calcula un total de:




En este cap´ıtulo detallaremos los aspectos mas relevantes para conseguir las fun-
cionalidades descritas en el cap´ıtulo anterior.
4.1. Disen˜o de la solucio´n
Para llegar a la solucio´n se ha utilizado una de las principales caracter´ısticas,
explicada anteriormente en el apartado 2.2.3, del sistema: la gestio´n de memoria.
Cuando un proceso pide una pa´gina, se genera un sen˜al de pagefault que el mas-
ter process tratara´. Aprovechando esto, lanzaremos los datos ma´s relevantes de la
pa´gina fallada hacia un deamon, que a partir de ahora llamaremos dealer. El dealer
centralizara´ todas las peticiones de un nodo y se los servira´ al servidor que cen-
tralizara´ todos los datos de cada uno de los nodos. Por cada dato recibido, se ira´n
actualizando en el servidor unas estructuras de datos que representaran todos los
fallos de pa´gina y la evolucio´n de los diferentes estados por los que han pasado. De
esta forma podremos tener una representacio´n del espacio de memoria compartido
y distribuido.
El servidor estara´ incluido en nuestra interficie. De esta forma, el usuario podra´ in-
teractuar a tiempo real con la representacio´n del espacio de direcciones.





A continuacio´n se describe cada uno.
4.1.1. Nivel DSM
Desde aqui se lanzara´n hacia el dealer la informacio´n de las pa´ginas falladas.
Habra´ que modificar la libreria de DSM para poder capturar los fallos de pa´gina y
pasarlos al dealer. Para ello, desde el nivel DSM hemos de:
Establecer conexion con el dealer.
Comunicar al dealer los fallos de pa´gina.
Finalizar conexio´n con el dealer.
Cuando comience a ejecutarse la aplicacio´n, estableceremos una conexio´n con el
dealer para poder comunicar los fallos de pa´gina desde el nivel DSM.
4.1.2. Nivel Local
En cada nodo se ejecuta el dealer para poder comunicar los fallos de pa´gina que
ocurren en su nodo al servidor que centralizara´ todos los fallos de pa´gina. Para ello,
desde cada dealer hemos de:
Esperar conexiones desde el nivel DSM.
Conectarnos al servidor.
Lanzar los fallos de pa´gina que ocurren a nivel DSM.
4.1.3. Nivel Servidor
Centralizara´ todos los datos y ofrece la interf´ıcie de usuario, actulizandola en cada
nueva recepcio´n de datos. Para ello, hemos de:
Esperar las conexiones de todos los dealers.
Centralizar todos los datos recibidos por los dealers.
Ofrecer la interf´ıcie.
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4.2. Protocolo de comunicacio´n
La figura 4.1 es una representacio´n de la solucio´n propuesta. En cada nodo se
ejecuta un dealer que comunicara´ al servidor los fallos de pa´gina ocurridos en el
nivel DSM.
Figura 4.1: Solucio´n propuesta
Con el fin de poder establecer una comunicacio´n entre los diferentes niveles en
los que trabaja la herramienta se ha disen˜ado un protocolo que a continuacio´n
explicaremos.
4.2. Protocolo de comunicacio´n
Uno de los objetivos del proyecto es poder establecer una sincronizacio´n en el
intercambio de datos entre los diferentes niveles en los que trabaja la herramienta.
La prioridad es establecer un orden de comunicacio´n con el objetivo de que todos
los datos enviados por el nivel DSM llegen al nivel interficie a trave´s del dealer. El
siguiente gra´fico es el protocolo disen˜ado.
Explicaremos las diferentes etapas por las que pasa la comunicacio´n:
Fase Inicial. En este momento se arrancan los msm servers en los diferentes
nodos del cluster, as´ı como los dealers que esperaran conexiones del nivel DSM,
y comienza a ejecutarse la aplicacio´n que utiliza DSM. Tambie´n se arranca el
servidor que centralizara´ todos los datos y espera las conexiones de todo los
dealers.
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Figura 4.2: Protocolo de comunicacio´n
Inicio. Una vez ya corriendo la aplicacio´n compartida y distribuida, cada nodo
lanzara´ a su dealer la peticio´n de inicio.
Preparando. En este momento, el dealer, que esta esperando la conexio´n del
nivel DSM, recibira´ la peticio´n de inicio a nivel DSM. El dealer sabra´ que en
su nodo la aplicacio´n ha comenzado a ejecutarse y le mandara´ una peticio´n a
la interf´ıcie conforme la aplicacio´n ya ha comenzado a ejecutarse.
Listo. Al recibir las peticiones de todos los nodos por parte de sus dealers la
interf´ıcie sabe que a nivel DSM ha comenzado ha ejecutarse la aplicacio´n en
todos los nodos y ya esta´ lista para recibir datos.
Datos. La aplicacio´n lanzara datos de las pa´ginas falladas hacia el dealer. A
su vez, el dealer se los lanzara´ a la interf´ıcie.
Ejecucio´n finalizada. En este momento, la aplicacio´n a nivel DSM ha acaba-
do. A medida que cada nodo vaya acabando lanzara´ a su dealer un aviso de
finalizacio´n.
Finalizando. Cada dealer sabe que su nodo ha acabado de ejecutar la apli-
cacio´n. Por lo tanto, cada dealer le ha de comunicar a la interficie que la
aplicacio´n ha finalizado.
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Finalizacio´n. En este momento, la interficie sabe que ha terminado la ejecucio´n
de la aplicacio´n compartida y distribuida.
4.3. Descripcio´n del disen˜o
4.3.1. API para NanosDSM
Esta libreria sera´ el conjunto de funciones responsable de:
Establecer una conexio´n con eldealer.
Enviar fallos de pa´gina al dealer.
Finalizar la conexio´n con el dealer.
4.3.1.1. Establecer una conexio´n al dealer
Establece una conexio´n hacia el dealer desde el nivel DSM. El objetivo es poder
lanzar los datos de las pa´ginas falladas desde el nivel DSM.
4.3.1.2. Enviar fallos de pa´gina
Lanza hacia el dealer, si previamente existe una conexio´n con e´l, con los datos
ma´s relevantes de las pa´ginas falladas:
Identificacio´n de la pa´gina fallada.
Nodo que falla la pa´gina.
Proteccion con la que se ha fallado la pa´gina.
4.3.1.3. Finalizar conexio´n con el dealer
Notifica que la aplicacio´n ha terminado y finaliza la conexio´n establecida con el
dealer.
4.3.2. El dealer
Para comunicar al server los fallos de pa´ginas que se generan a nivel DSM ,
utlizaremos el dealer. Se trata de una aplicacio´n que corre en cada uno de los nodos.
El dealer recibe datos del nivel DSM y a su vez se los envia al servidor, que centraliza
todos los datos.
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La informacio´n que le comunicara´ al servidor sera´ de identica estructura a la
explicada en la seccio´n anterior:
Identificacio´n de la pa´gina.
Nodo que falla la pa´gina.
Con que proteccio´n se ha fallado.
4.3.3. El Servidor:dsm view
Este se puede considerar como el mo´dulo ma´s complejo del disen˜o. Para ofrecer
las funcionalidades descritas ha de:
Centralizar todos los datos recibidos por los diferentes nodos que componen el
cluster.
Representar el estado del espacio de memoria compartida y distribuida en
tiempo real.
Representar toda la evolucio´n del espacio de memoria compartido y distribui-
do.
Dotar a la herramienta una interficie gra´fica para que el usuario pueda inter-
actuar.
Para conseguir estas funcionalidades contaremos con un conjunto de estructuras de
datos que a continuacio´n explicaremos.
4.3.3.1. El mapa del espacio de direcciones
Para representar todo el espacio de memoria utilizaremos una tabla de dispersio´n(o
de hash) que el servidor actualizara´ cada vez que reciba un dato. Cada posicio´n del
vector es el inicio de una lista simple encadenada donde cada elemento contiene:
El identificador de la pagina.
Que nodos la tienen.
Que proteccio´n tiene.
El numero de nodos que la tienen.
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Figura 4.3: Representacio´n de la estructura de datos del espacio de memoria
De esta forma tenemos una representacio´n del espacio de direcciones actual de la
aplicacio´n. La figura 4.3 representa la estructura de datos de un espacio de direc-
ciones de una aplicacio´n en la cual se han fallado 8 pa´ginas.
4.3.3.2. El historial
La herramienta ha de ofrecer la posibilidad de retroceder o avanzar a estados
anteriores o posteriores del espacio de direcciones. Para ello necesitamos guardar
distintas configuraciones del espacio de direcciones por las que ha pasado con el
objetivo de tener una representacio´n de su evolucio´n. Para ello el servidor tendra´ que:
Guardar todos los fallos de pa´gina recibidos.
Cada cierto tiempo guardar la configuracio´n actual del espacio de memoria.
Es decir, el historial estara´ formado por un conjunto de estados por los que ha
pasado el espacio de direcciones y todos los fallos de pa´gina recibido. Para conseguirlo
la herramienta cuenta con:
Una lista donde se almacenan todos los fallos de pa´ginas que el servidor recibe.
Cada vez que el servidor recibe un fallo de pa´gina se enlista en este historial.
Una lista doblemente enlazada donde se almacenan estados del espacio de
direcciones.
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Figura 4.4: Representacio´n de las estructuras de datos para el historial
El servidor guardara´ en la lista de fallos de pa´gina cada fallo de pa´gina recibido
con los datos ma´s relevantes:
Pagina fallada.
Nodo que ha fallado la pa´gina.
Con que protecciones ha fallado.
Cada cierto nu´mero de pa´ginas falladas se actualizara´ el historial de espacios de
direcciones y se referenciara´ al momento que ha sido guardado. Para ello lo haremos
mediante una referencia al historial de pa´ginas falladas. Es decir, cada estado del
espacio de direcciones tendra´ asociado un momento en el historial de fallos de pa´ginas
para saber hasta que fallo de pa´gina corresponde a ese estado. Cada elemento del
historial de espacios de direcciones esta´ compuesto de:
una configuracio´n del espacio de memoria
una referencia al historial de fallos de pa´gina.
La figura 4.4 es una representacio´n de un historial. Cada elemento del historial de
estados de espacios de direcciones tiene un momento asociado a una pa´gina fallada.
4.3.3.3. La interf´ıcie
La interf´ıcie pintara´ sobre una zona de dibujo una representacio´n del espacio de
direcciones. Adema´s de esto interactuara´ con las estructuras de datos anteriormente
explicadas para:
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Consultar los datos de una pa´gina del espacio de direcciones.
Retroceder a un estado anterior del espacio de direcciones.
Avanzar a un estado posterior del espacio de direcciones.
Como se puede apreciar el servidor esta´ incluido dentro de la interf´ıcie. En un
principio se penso´ en separar el servidor de la interf´ıcie gra´fica por motivos de
mantener una separacio´n entre la vista y la aplicacio´n. Pero para separarlo y poder
comunicar la interf´ıcie con el servidor y acceder a las estructuras de datos, se tendria
que crear un protocolo de comunicacio´n entre ellos. Pero esto seria menos eficiente
y ma´s complejo. Esta solucio´n alternativa sera´ prevista como trabajo futuro debido





5.1. Descripcio´n de la Implementacio´n
En este cap´ıtulo se analizaran las decisiones que se han tomado y los problemas
que han ido surgiendo en la realizacio´n de la herramienta. La descripcio´n de la
implementacio´n se hara´ a trave´s de las diferentes etapas por las que ha atravesado




• La herramienta gra´fica:GTK.
• El servidor.
• La representacio´n del espacio de memoria.
• El historial.
Como NanosDSM esta´ implementado en C he decidido utilizar este lenguaje de
programacio´n para mayor comodidad.
5.2. API DSM
Esta libreria tiene como objetivo establecer el inicio y finalizacio´n del protocolo y
lanzar todos los datos que se generen cuando ocurre un pagefault a nivel DSM. Por
lo tanto podemos describir 3 funciones:
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Inicializar la comunicacio´n.
Enviar un fallo de pa´gina.
Finalizacio´n de la comunicacio´n.
Para comunicar las datos de las pa´gina falladas utilizaremos una estructura defini-








“nodo” es un entero que representa que nodo del cluster ha fallado la pa´gina
“prot” es un cara´cter que sera´ “r“ si se falla en read o ”w”se falla en write
”id“ es un entero que identifica que direccio´n del espacio de memoria ocupa la
pa´gina que ha sido fallada
”Finish“ es un entero que valdra´ 0 si es un dato lanzado cuando la aplicacio´n
se esta´ ejecutando o 1 si la aplicacio´n ya ha terminado.
A continuacio´n explicamos los aspectos ma´s relevantes de la implementacio´n de estas
funciones.
5.2.1. Inicializar la comunicacio´n
Esta funcio´n establece un socket orientado a la comunicacio´n hacia una direccio´n
IP y un puerto en concreto. Devolveremos el file descriptor al que se le enviaran los
datos en el caso que no haya ningu´n error.








5.2.2. Enviar un fallo de pagina
Para comunicarnos con el dealer le enviaremos a trave´s de un socket los datos
pertinentes de una pa´gina fallada. En concreto, utilizaremos como canal de comu-
nicacio´n el devuelto en la funcio´n conect to dealer().








5.2.3. Finalizar la comunicacio´n
Para terminar la comunicacio´n con el dealer le enviaremos a trave´s de un socket,
creado con la funcio´n conect to dealer(), el aviso de finalizacio´n de la aplicacio´n.
Lo haremos mediante la estructura de comunicacio´n anteriormente explicada. El
objetivo del atributo Finish, es saber si el dato lanzado desde el nivel DSM es









El dealer es la aplicacio´n que se ejecuta en cada nodo del cluster encargada de
atender las peticiones que recibe del nivel DSM. El objetivo del dealer es comuni-
carselas al dsm server.
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Para poder recibir datos, utilizo un socket configurado para poder recibir peti-
ciones del nivel DSM.
El dsm server puede correr en cualquiera de las nodos que compongan el cluster
o incluso en una ma´quina que este´ en la red y no interaccione en la ejecucio´n de la
aplicacio´n. Como el dealer ha de enviar datos al servidor, ha de saber donde corre
este proceso. Para esto, el dealer lee de un archivo de configuracio´n, server.conf,
donde se especifica la direccio´n y el puerto en el que se ejecuta el dsm server. Para
comunicar los datos utilizo un socket configurado para poder enviar datos hacia el
servidor.
Por cada dato recibido, se evaluara´:
Si es un dato relevante lo lanzaremos hacia el dsm server.
Si es una peticio´n de finalizacio´n le comunicaremos al dsm server la peticio´n
de finalizacio´n y cerraremos los canales de comunicacio´n.
5.4. La interf´ıcie
A continuacio´n detallaremos las fases por las que ha atravesado la realizacio´n de la
interf´ıcie.
5.4.1. Libreria gra´fica:GTK
Para la realizacio´n de la interficie gra´fica se probaron diferentes herramientas y
librerias gra´ficas. Haremos un pequen˜o ana´lisis de estas.
TCL/TK. TCL es un lenguaje de comandos. Una gran ventaja es la posibilidad
de poder implementar en C o C++ extensiones de TCL y poderlas utilizar
desde el interprete de comandos. Entre estas extensiones existe TK[5] que
proporciona comandos para crear interficies gra´ficas.
QT. Es una libreria multiplataforma para desarrollar interficies gra´ficas de-
sarrollada por Trolltech. Utiliza el lenguaje C++ de forma nativa y existen




GTK+. Es una libreria multiplataforma para desarrollar interficies gra´ficas.
Es muy potente, muy usada y es una de las grandes alternativas a QT.
Entre todas estas se decidio´ utilizar GTK+ por los siguientes motivos:
Se puede programar en C. Muy util dado el entorno del proyecto.
Muy usada y con gran cantidad de documentacio´n.
Gran variedad de librerias.
Se descartaron las dema´s por los siguientes motivos:
TCL/TK es un lenguaje que lo utiliza muy poca gente y que se esta´ quedando
obsoleto. Es muy dif´ıcil encontrar informacio´n y es realmente complejo intentar
realizar la interficie que requiere el proyecto.
QT. Aunque es una libreria muy potente, el hecho de utilizar C++ aumenta
la complejidad de realizarlo.
GTK es un grupo de bibliotecas destinadas al desarrollo de interficies gra´ficas
de usuario. Aunque este´ escrito en C, soporta la idea de clases y de funciones de
respuesta1 y ofrece un amplio conjunto de widgets2. Los widgets interactuan con la
interf´ıcie mediante eventos y funciones respuesta a estos. Es decir, si se provoca un
evento en un widget responde una rutina preprogramada o programada por nosotros.
GTK esta´ basada en 3 librerias:ATK, Pango y GLib. Esta u´ltima es una bib-
lioteca de bajo nivel que nos proporciona dos funcionalidades que utilizamos en este
proyecto:
Modificar o an˜adir eventos al loop de eventos para tener funcionalidades en
tiempo de ejecucio´n
Librerias enfocadas al uso de sockets, pipes o archivos.
1Punteros a funciones
2Un widget es un componente gra´fico, o de control, con el cual el usuario interactu´a, como por
ejemplo, una ventana, un boto´n o una zona dibujable.
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5.4.2. El servidor
El servidor ha de recibir peticiones desde los diferentes dealers. Pero no solo ha de
recibir datos, sino que tambie´n ha de interactuar con la interf´ıcie. Es decir, necesito
que el proceso servidor interactue con la interf´ıcie. Para esto asocio un evento al
servidor en que su respuesta sea actualizar todas las estructuras de datos y pintar
en la representacio´n gra´fica del espacio de memoria. Para ello utilizo uno de los
soportes ofrecidos por GLib: IO Channels [7]. Este nos ofrece:
El tipo de dato GIOChannel.
Funciones para el uso de sockets, pipes y archivos e integracio´n al loop principal
de eventos
Para conseguir los fines descritos utilizo 2 funciones:
GIOChannel* g_io_channel_unix_new (int fd)
Esta funcio´n crea un GIOChannel a partir de un file descriptor.
g_io_add_watch (GIOChannel *channel, GIOCondition condition, GIOFunc func...)
Esta funcio´n an˜ade al loop principal de eventos un signal que se dispara segun la
condicio´n ”condition“ sobre el el GIOChannel ”channel“ con la rutina de respuesta
”func“.
Para poder recibir peticiones desde el dealer hemos utilizado un socket configurado
para poder recibir datos y creamos un canal del tipo GIO. Como el socket servidor
ha de recibir peticiones de todos los dealers, hacemos un bucle para aceptar tantas
peticiones como nu´mero de dealers ejecutandose. Cada vez que el socket acepta una
conexio´n, se an˜ade al loop principal de eventos:
el evento G IO IN. Ocurre cada vez que se escriba en el canal
la funcion de respuesta ante el evento G IO IN
En la funcio´n respuesta hago que se se actualizen las estructuras de datos y se pinte
la representacio´n gra´fica. De esta forma, el servidor ya interacciona con la interf´ıcie.
La figura 5.1 representa el funcionamiento del servidor arriba explicada. Una vez
recibe todas las peticiones de los dealers an˜ade al loop de eventos el evento sobre el
servidor. Cada vez que se escriba algo en canal del servidor, se ejecutara´ la rutina




5.4.3. La representacio´n del espacio de direcciones
Para representar el espacio de direcciones contamos con dos elementos:
La estructura de datos que representa el espacio de direcciones.
La representacio´n visual de esta estructura.
Cada vez que el servidor recibe un dato interactua con ambos elementos. A con-
tinuacio´n lo explicaremos.
5.4.3.1. El espacio de direcciones
Cada vez que el servidor recibe un dato(un fallo de pa´gina) ha de actualizar la
estructura de datos que representa el espacio de direcciones. Cada vez que se escribe
en el socket, se genera un evento y en su funcio´n respuesta se actualiza la estructura
de datos segu´n:
No exista la pa´gina fallada. Inserta un nuevo elemento en la lista que le indique
la funcio´n de dispersio´n.
Exista la pa´gina fallada. Ira´ a la lista que le indique´ la funcio´n de dispersio´n
y modificara´ los atributos.
5.4.3.2. Representacio´n gra´fica
Para la representacio´n gra´fica he utilizado el widget drawing area que define una area
en la pantalla en la que poder dibujar. Cada vez que el servidor reciba un dato, se
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pintara´ en el area de dibujo un cuadrado de 5 x 5 pixeles que representara´ una pa´gina
del espacio de direcciones de la aplicacio´n. Para ello contaremos con 2 para´metros:
Posicio´n. Se colocara´ segu´n la posicio´n que ocupe la pa´gina dentro del espacio
de direcciones compartido y distribuido.
Color. Se pintara´ segu´n el nu´mero de nodos que la poseen y la proteccio´n que
utilice:
• Si es una pa´gina con proteccio´n de lectura utilizo una escala gradual de
colores que va desde el verde claro hasta el rojo debido a que puede haber
ma´s de un nodo compartiendo esa pa´gina.
• Si es una pa´gina con proteccio´n de escritura utilizo un u´nico color azul
debido a que si algu´n nodo ha fallado una pa´gina con esta proteccio´n
existe la restriccio´n de que nadie ma´s puede tenerla.
Para la colocacio´n del cuadrado se ha tenido en cuenta que las direcciones de
memoria son en hexadecimal y que tienen los u´ltimos 12 bits a 0. Este hecho es
importante ya que influye en el algoritmo de colocacio´n del cuadrado. La colocacio´n
de la pa´gina fallada es en funcio´n de la posicio´n que ocupe esa pa´gina en el espacio
de direcciones de la aplicacio´n que utiliza DSM. Es decir, por ejemplo, la coordenada
(0,0) es la primera pa´gina del espacio de direcciones de la aplicacio´n, la (0,1) es la
segunda, la 0,2 es la tercera,etc. Para esto la interficie cuenta con un archivo de con-
figuracio´n(interface.conf ) en el cual se especifica la direccio´n inicial en hexadecimal
de la aplicacio´n que utiliza memoria compartida y distribuida3.
El taman˜o del drawing area se puede definir mediante la funcio´n:
void gtk_drawing_area_size (GtkDrawingArea *darea,gint width,gint height);
Donde:
darea es un widget del tipo drawing area.
width es el ancho en pixeles.
height es la anchura en pixeles.
3Para saber este dato existe el comando nm que explicaremos en el manual de usuario.
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Cuanto ma´s grande sea el area de dibujo, ma´s pa´ginas podremos pintar. Pero
existe una limitacio´n: las ventanas del sistema X window pueden ser como ma´ximo
de 32767 pixels tanto de ancho como de largo4. Lo cual nos limita el nu´mero de
pa´ginas representables:
|32767/ancho pixel| ∗ |32767/alto pixel| (5.1)
Si aprovechamos el ancho y el alto permitido, en nuestro caso, nos daria un to-
tal de 42941809 de pa´ginas representables. La cantidad de memoria compartida y
distribuida representable seria:
numero de paginas representable ∗ tamano de la pagina (5.2)
En nuestro caso, el taman˜o de las pa´ginas es de 4kb. Por lo tanto hace un total
171767236kb o aproximadamente 163Gb. Pero nos estaria dando un scroll tanto
vertical como horinzontal de la zona de dibujo. As´ı que en esta herramienta estamos
contando con una resolucio´n horizontal 910 pixels para que no sea necesario un scroll
horinzontal ya que es ma´s pra´ctico. Haciendo los calculos nos da un total de 1164800
pa´ginas representables o, lo que es lo mismo, 4659200kb(aproximadamente 5gb) de
memoria compartida y distribuida. Creemos que es un valor suficiente de memoria
representable.
5.4.3.3. Consulta de datos de una pa´gina
La interf´ıcie ha de ofrecer al usuario la consulta de los atributos de las pa´ginas
falladas. La representacio´n gra´fica nos ofrece un mapa visual de las pa´ginas falladas
segun la posicio´n, la cantidad de nodos que la han fallado y su proteccio´n. Pero falta
ma´s informacio´n: la identificacio´n de la pa´gina y los nodos concretos que la han
fallado. Para eso he utilizado un evento sobre el widget drawing area cuya funcio´n
de respuesta nos permite acceder a la estructura de datos que representa el espacio
de direcciones: el evento button press event. Este evento ocurre cuando el usuario
hace click con el rato´n sobre el widget, en este caso sobre el area del dibujo.
gtk_signal_connect (GTK_OBJECT (mem_map), "button_press_event",
(GtkSignalFunc) button_press_event, NULL);
4Existe un widget que soluciona esto: GTKLayout. Pero esto sera´ explicado en la seccio´n de
trabajo futuro
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Con esta funcio´n conectamos la funcion respuesta ”button press event“ con el evento
generado al pulsar sobre la zona de dibujo(mem map).
La cabecera de la funcio´n respuesta es la siguiente:
static void button_press_event (GtkWidget *widget, GdkEventButton *event)
En la cabecera de la funcio´n respuesta recibe como para´metro el widget en el que ha
ocurrido el evento y los datos del evento. La estructura GdkEventButton, a la que
pertecente la variable event contiene la informacio´n de las coordenadas donde ha
ocurrido el evento. La colocacio´n del p´ıxel, que representa la pa´gina fallada, es en
funcio´n de la posicio´n que ocupa en el espacio de memoria. Por lo tanto, sabiendo
las coordenadas donde ha ocurrido el evento se puede saber que pa´gina se quiere
consultar. Sabiendo la pa´gina, se recorre la lista de la tabla de hash que indique
la funcio´n de distribucio´n con el fin de encontrar la pa´gina solicitada, si ha sido
fallada alguna vez. Una vez encontrada, lanza un ventana pop-up con la siguiente
informacio´n:
Identificacio´n de la pa´gina.
Nodos que la tienen.
Proteccio´n que tiene.
5.4.4. El historial
EL servidor, como se ha explicado en el cap´ıtulo de disen˜o, cada cierto periodo de
tiempo ha de guardar la configuracio´n del espacio de direcciones que corresponda
a ese instante. El objetivo de esto es tener una representacio´n de la evolucio´n del
espacio de direcciones. Cada configuracio´n alistada en el historial de espacios de
direcciones tiene un momento asociado para saber que punto en el tiempo de la
ejecucio´n representa. Es decir, hasta que fallo de pa´gina de las ocurridas tiene esa
configuracio´n.
Para conseguir esto, en la funcio´n respuesta al evento que se provoca cuando el
servidor recibe un dato, se evalua si es un momento para guardar la configuracio´n
del espacio de direcciones. Para controlar el periodo contamos con un para´metro
configurable desde el archivo de configuracio´n de la interf´ıcie.
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Cada elemento del historial de espacios de direcciones contiene:
Un puntero a una posicion de la estructura del historial de pa´ginas falladas. Un
estado del historial de espacios de direcciones tiene asocido un cierto momento
en la recepcio´n de las pa´ginas falladas.
Un mapa del espacio de direcciones. Este contine la configuracio´n del espacio
de direcciones en el momento del enlistamiento.
Para incluir un mapa de memoria dentro de un elemento del historial de espacios
de direcciones, creo un mapa de memoria vacio dentro del elemento que se alistara´ y
copio el espacio de direcciones en esa estructura vacia mediante la funcio´n:
void copy_MemMap (MemMap* Copy,MemMap * Map)
Donde:
El tipo MemMap es la estructura que representa un espacio de direcciones.
Copy es la estructura donde se copiara´.
Map es la estructura original.
De esta forma, dentro del elemento que se alista hay una copia del espacio de direc-
ciones actual.
Durante toda la ejecucio´n de la aplicacio´n, se van guardando las configuraciones
hasta el final de la aplicacio´n. Cuando finaliza la aplicacio´n se guarda la u´ltima
configuracio´n existe, aunque no sea momento de guardar la configuracio´n.
Para retroceder y avanzar a otras configuraciones del historial de espacios de
direcciones utilizo unos ı´ndices que indican:
La posicio´n actual del historial de espacios de direcciones.
La posicio´n actual del historial de fallos de pa´gina.
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Para modificar estos ı´ndices, la interf´ıcie cuenta con 3 widgets del tipo boto´n que
tienen como funcio´n respuesta al pulsarlo modificar la posicio´n de los indices con el
objetivo de:
Retroceder a una configuracio´n anterior.
Avanzar a una configuracio´n posterior.
Avanzar un fallo de pa´gina.
De aqui surge la necesidad que el historial de espacios de direcciones sea una lista
doblemente enlazada. A continuacio´n explicaremos cada una de las funciones re-
spuesta de estos widgets.
5.4.4.1. Retroceder a una configuracio´n anterior
El widget asociado a esta accio´n tiene como respuesta retroceder, a excepcio´n de
que el ı´ndice este´ situado en el principio, una posicio´n en el historial de direcciones.
Una vez el ı´ndice apunta a la estructura del mapa de memoria que se quiere visu-
alizar, borramos el area dibujable. Y recorremos toda la configuracio´n del espacio
de direcciones(la tabla de hash) indicado por el ı´ndice del historial de espacios de
direcciones y redibujamos el area de dibujo segu´n esa configuracio´n del espacio de
direcciones. De esta forma tenemos la representacio´n gra´fica de la nueva configu-
racio´n.
Para poder consultar los datos de las pa´ginas falladas de ese estado anterior hay
que actualizar la estructura datos que representa el espacio de direcciones actual.
Sino hiciesemos eso, estariamos viendo una configuracio´n anterior pero consultando
sobre la configuracio´n del espacio de memoria resultante final y no sobre un esta-
do anterior. Para esto borramos la estructura del espacio de direcciones actual y
copiamos el mapa de memoria que indica el ı´ndice del historial de espacios de direc-
ciones a la estructura que representa el espacio de direcciones actual. De esta´ forma,
podemos consultar los datos de las pa´ginas falladas de ese estado anterior.
5.4.4.2. Avanzar una configuracio´n anterior
El widget asociado a esta accio´n tiene como respuesta avanzar, a excepcio´n de que el
ı´ndice este´ situado al final, una posicio´n en el historial de espacios de direcciones. El
funcionamiento es ide´ntico al descrito en el apartado anterior. Pero cabe remarcar
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5.4. La interf´ıcie
un hecho: la configuracio´n final. El hecho de tener en el historial la configuracio´n
resultante final del espacio de direcciones al acabar la aplicacio´n, nos permite volver
a ver el espacio de direcciones final si retrocedemos a un momento anterior.
5.4.4.3. Avanzar un fallo de pa´gina
El widget asociado a esta accio´n tiene como respuesta avanzar, a excepcio´n de que el
ı´ndice este´ situado al final, una posicio´n en el historial de fallos de pa´gina y actualizar
el ı´ndice. Cada vez que el ı´ndice avanza:
Se pinta el fallo de pa´gina apuntado por el ı´ndice.
Se an˜ade la pa´gina fallada a la estrucutura que representa el estado del espacio
de direcciones actual.
En la figura 5.2 vemos una captura de pantalla con la interficie monitorizando un
espacio de direcciones.





Para que la interf´ıcie pueda monitorizar el espacio de direcciones hemos de integrar
la API DSM en la libreria NanosDSM. En este cap´ıtulo detallaremos este proceso.
6.1. Descripcio´n
Para explicar la integracio´n hemos de detallar algunas de las fases por las que pasa
NanosDSM para establecer el entorno:
Fase de inicializacio´n. En esta fase se arranca la aplicacio´n (el proceso master)
en el nodo master, y se inicializa todo el entorno DSM.
Fase de ejecucio´n. Una vez los diferentes procesos de la aplicacio´n se esten
ejecutando, estos ya pueden empezar a pedir pa´ginas. Como se explico an-
teriormente, para hacer posible la comparticio´n de memoria se utilizan unas
rutinas que gestionan los fallos de pa´gina del espacio de direcciones haciendo
posible que el entorno sea de memoria compartido y distribuido.
Fase de finalizacio´n. Cuando termina la aplicacio´n, se finaliza tambie´n todo el
entorno DSM.
Para integrar la herramienta aprovecharemos las fases anteriormente descritas
para incluir las llamadas a las funciones del API DSM con el objetivo de poder
comunicar los fallos de pa´gina ocurridos en el entorno compartido y distribuido.
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6.2. Inicializacio´n
Para ejecutar la aplicacio´n que utiliza memoria compartida se ha de establecer
el entorno compartido y distribuido mediante la inicializacio´n de NanosDSM. Es
en esta inicializacio´n donde creamos un canal de comunicacio´n con el dealer con la
funcio´n de la API DSM conect to dealer():
dealer_fd = conect_to_dealer("127.0.0.1", 50000))
Como el dealer se ejecuta en la misma ma´quina conectamos el socket al localhost
por el puerto 50000. De esta forma, cada proceso esclavo crea tambie´n un canal de
comunicacio´n con su respectivo dealer. El canal de comunicacio´n lo guardamos en
un variable global para que pueda ser accesible por las funciones posteriores. De
esta forma desde el nivel DSM es posible comunicar al dealer las peticiones de las
pa´ginas que realizara´n los nodos.
6.3. Comunicar los fallos de pa´ginas
Una vez se ha establecido el entorno, los procesos pueden empezar a pedir pa´ginas
del espacio de direcciones. En el momento que algun nodo pide una pa´gina se genera
un pagefault y se ejecuta una rutina respuesta que gestiona las pa´ginas pedidas del
espacio de direcciones. En esta rutina es donde lanzamos los fallos de pa´ginas a
trave´s del socket que permite lanzar datos al dealer. Desde esta rutina son accesibles
los datos relevantes de la pa´gina falladas y los utilizamos con la funcio´n de la API
DSM send pgf() que permite lanzar datos al dealer:
send_pgf( dealer_fd, self, (page_prots == DSM_PROT_R) ? ’r’:’w’, addr );
Donde:
“dealer fd” es el file descriptor para enviar los datos
“self ” es el nodo que falla la pa´gina
“page prots == DSM PROT R ? ’r’:’w’” es una comparacio´n para saber con
que proteccio´n se ha fallado. Nanos DSM define unas constantes para las pro-
tecciones y “DSM PROT R” es una constante para definir la proteccio´n de
lectura.
“addr” es la direccio´n de la pa´gina fallada en hexadecimal.
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6.4. Finalizacio´n de la aplicacio´n
El dealer recibe el fallo de pa´gina y se lo puede pasar al servidor para poder
monitorizarlo.
6.4. Finalizacio´n de la aplicacio´n
Una vez acaba la ejecucio´n de la aplicacio´n que utiliza memoria compartida y
distribuida, todos los procesos del entorno DSM empiezan a finalizar. Para ello hay
una rutina que finaliza esos procesos. Y es aqu´ı donde finalizo las conexiones con el
dealer mediante la funcio´n send close() de la API DSM:
send_close(dealer_fd);
Donde dealer fd es el file descriptor del socket que lanza los datos al dealer.
6.5. Compilacio´n
Para obtener los nuevos ejecutables del entorno NanosDSM hay que recompilar el
co´digo ya que hemos incluido las nuevas llamadas de la API DSM. Para ello creamos
la libreria libdsmview mediante el comando ar 1 que contiene las funciones de la API.
Para compilar el co´digo an˜ad´ı la libreria libdsmview al Makefile.am:
libmsm_la_LDFLAGS = -L/root/Desktop/DSM_VIEW -ldsmview-1.0
As´ı se compilara´ el co´digo de NanosDSM con la libreria nueva. Ahora NanosDSM
cuenta con una herramienta de monitorizacio´n del espacio de direcciones de las
aplicaciones que ejecute.





En este cap´ıtulo esta dedicado a la demostracio´n del correcto funcionamiento de la
herramienta.
7.1. Prueba 1. Simulacio´n de una espacio de memo-
ria compartido y distribuido
En esta prueba he simulado la ejecucio´n de una aplicacio´n que utiliza un espacio
de direcciones compartido y distribuido de un taman˜o aproximado de 30 Megabytes
en un cluster de 10 PCs. La simulacio´n se ha hecho a trave´s de un random de
lanzamientos de pa´ginas desde las API DSM sin estar integradas usando un so´lo
dealer . El objetivo de esta prueba es comprobar el correcto funcionamiento de
interf´ıcie. La figura 7.1 es el resultado de la interficie:
Figura 7.1: Resultado de la simulacio´n
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En la figura 7.1 se puede apreciar las diferentes tonalidades que obtienen las pa´ginas
falladas por mu´ltiples nodo con proteccio´n de lectura. Las pa´ginas falladas repre-
sentadas en un color verde ma´s claro son las que han sido falladas por un nodo.
A medida que las pa´ginas son falladas con proteccio´n de lectura por ma´s nodos
se representan en un color ma´s oscuro. Las pa´ginas con proteccio´n de escritura se
representan de color azul.
En la figura 7.2 vemos los datos de una pa´gina fallada. Estos son:
Es la pa´gina 0x42019000h1.
Con la proteccio´n de lectura.
Esta´ compartida por los nodos 1 y 2.
Figura 7.2: Interficie con la informacio´n de una pa´gina del espacio de direcciones
1La figura 7.2 es una captura de una interf´ıcie de una versio´n en pruebas. Actualmente devuelve
el resultado en el formato estandard hexadecimal
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7.2. Prueba 2. Monitorizacio´n de una aplicacio´n
real
Esta prueba consiste en comprobar el correcto funcionamiento de la herramienta
con la ejecucio´n de una aplicacio´n real. La aplicacio´n es un pequen˜o co´digo que
comparte un espacio de direcciones con 2 nodos. La pa´gina inicial de la aplicacio´n
es la direccio´n 0x40407000h y el intervalo para memorizar el espacio de direcciones
es cada 2 pa´ginas falladas. La figura 7.3 es el espacio de direcciones final al acabar
la aplicacio´n.
Figura 7.3: Resultado del espacio de direcciones
Como es un pequen˜o espacio de direcciones podemos consultar todas las pa´ginas.
En la figura 7.4 vemos la informacio´n de todas las pa´ginas falladas despue´s de hacer
click con el rato´n en cada una y vemos:
3 pa´ginas han sido falladas con proteccio´n de lectura por el nodo 1.
1 pa´gina ha sido fallada con proteccio´n de lectura por el nodo 0.
2 pa´ginas han sido falladas con proteccio´n de lectura por el nodo 0.
En la figura 7.5 podemos ver la evolucio´n del espacio de direcciones. Los estados
memorizados en el historial son los que esta´n dentro del cuadrado de linea discon-
tinua y podemos avanzar hacia adelante o hacia detra´s. Para ver toda la evolucio´n
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Figura 7.4: Informacio´n de las pa´ginas falladas
paso a paso, retrocedemos hacia el estado inicial y avanzamos pa´gina a pa´gina para
ver la evolucio´n del espacio de direcciones. Como se puede apreciar:
Al inicio se guarda un espacio de direcciones vacio para poder retroceder hasta
el estado inicial del espacio de direcciones.
Al finalizar la aplicacio´n se guarda el espacio de direcciones haya pasado o no
el intervalo. De esta forma se puede volver al estado final si se ha retrocedido.
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Este cap´ıtulo analiza detalladamente la dedicacio´n empleada para la realizacio´n del
proyecto. El siguiente gra´fico representa el tiempo empleado para realizar cada una
de las partes que forman el proyecto:
Figura 8.1: Planificacio´n final
A continuacio´n detallamos cada una de las partes:
Disen˜o e investigacio´n. El proceso de investigacio´n comenzo´ antes de lo plan-
ificado debido al desconocimiento del entorno y para probar diferentes her-
ramientas gra´ficas. Implemente´ diversas interf´ıcies con cada una de las her-
ramientas para ver cual se adecuaba ma´s a las exigencias del disen˜o. Inicial-
mente se estimo´ 5 semanas para la etapa de investigacio´n y disen˜o. Pero debido
al desconocimiento del entorno y al ser la primera vez que realizaba un proyecto
grande adelante´ 2 semanas el inicio de la investigacio´n. Y ante las dificultades
que me encontre´ en las estrucuturas de datos llegue´ a retrasar su finalizacio´n
1 semana.
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Implementacio´n se desgloso´ en diferentes partes debido al desconocimiento de
la solucio´n global:
• API DSM Y DEALER. Mientras se probaban las librerias gra´ficas, se
comenzo´ a crear un pequen˜o sistema cliente-servidor con el objetivo de
simular el entorno DSM y el dealer. Adema´s de un pequen˜o servidor con
la capacidad de modificar una estructura de datos que representaria la
futura representacio´n del espacio de direcciones.
• Interf´ıcie-Servidor. Una vez se acabo´ de probar las posibilidades de GTK,
se comenzo´ a implementar la interf´ıcie. Cuando se comprobo´ el correcto
funcionamiento del servidor se comenzo´ a integrar este en la interf´ıcie.
La finalizacio´n de la interf´ıcie, y por tanto de la etapa de implementacio´n,
se ha prolongado debido a la implementacio´n de los historiales y a pequen˜os
errores en el disen˜o inicial. Podemos ver en la figura 8.1 que la implementacio´n
termino´ durante la etapa de la integracio´n justamente para arreglar esos errores
descubiertos en las pruebas con el entorno.
Documentacio´n. Antes de comenzar a probar la herramienta con NanosDSM
comence´ a escribir la documentacio´n. Era una accio´n arriesgada por no saber
el correcto funcionamiento de la herramienta pero se hizo´ para no retrasar la
finalizacio´n del proyecto. La estimacio´n inicial se subestimo´ para esta etapa.
Integracio´n. Una vez se probo´ la herramienta con un ejemplo real se com-
probo´ que existian errores en la representacio´n gra´fica y en la consulta de
datos. Para esta etapa se estimo´ correctamente su duracio´n.
Presentacio´n. Como este proyecto es el Proyecto de Final de Carrera para la
Ingenieria Te´cnica Informa´tica de Sistemas, una vez finalizada y entregada la
documentacio´n, se preparara´ la defensa del proyecto ante el tribunal que lo
evaluara´.
En la siguiente tabla se hace una comparativa del total de horas estimadas y las
horas reales para la realizacio´n del proyecto suponiendo una semana laboral de
lunes a viernes de una jornada de 4 horas diarias:
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Estimadas Reales
Fase Semanas Horas Semanas Horas
Investigacio´n y disen˜o 5 semanas 100 horas 8 semanas 160 horas
Implementacio´n 10 semanas 200 horas 13 semanas 260 horas
Integracio´n 2 semanas 40 horas 2 semanas 40 horas
Documentacio´n 3 semanas 60 horas 4 semanas 80 horas





Este cap´ıtulo esta´ dedicado al ana´lisis econo´mico de la realizacio´n del proyecto.
9.1. Coste del material
Todo el material utilizado para la realizacio´n del proyecto ha sido cedido por el
departamento de Arquitectura de Computadores de la Facultad de Informa´tica de
Barcelona. Pero supondre´ que esto no es as´ı y estimare´ el valor econo´mico del ma-
terial utilizado segu´n el precio de mercado que tiene cada elemento.
Material Precio Unidades Total
PC con 2 procesadores Intel 3Gzh 1Gb RAM 550 euros 2 1100 euros
Switch 10 euros 1 10 euros
Sistema Operativo Linux Fedora Core 6 0 euros 2 0 euros
Latex(Documentacio´n) 0 euros 1 0 euros
NanosDSM 0 euros 1 0 euros
DIA(Diagramas) 0 euros 1 0 euros
GIMP(Editor de fotos) 0 euros 1 0 euros
Total 1110 euros
Suponemos que los PC’s no se han utilizado para la realizacio´n de ningu´n otro
proyecto y calculamos el 100% de su valor como coste material. Los materiales con
presupuesto 0 es debido a que son co´digo abierto, excepto NanosDSM. NanosDSM
ha sido cedido para poder realizar el proyecto.
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Para calcular el coste de su realizacio´n del proyecto se tendra´ en cuenta las diferentes
areas de trabajo que han estado implicadas suponiendo una jornada de 4 horas
diarias de lunes a viernes y un salario segu´n el perfil que lo realizo´:
Semanas Horas Coste/Hora Total
Analisis Y Desarrollo 8 semanas 160 20 euros/hora 3200 euros
Implementacio´n 13 semanas 260 12 euros/hora 3120 euros
Testing e Integracio´n 2 semanas 40 6 euros/hora 240 euros
Documentacio´n 4 semanas 80 15 euros/hora 1200 euros
Total 27 semanas 540 7760 euros
Para el analisis y desarrollo se ha utilizado un perfil de analista. El sueldo es
el ma´s elevado debido a que disen˜o´ la solucio´n e investigo´ sobre la realizacio´n
del proyecto.
Para la implementacio´n se ha utilizado un perfil de programador. Se ha calcu-
lado 12 euros/hora.
Para el testing y la integracio´n se ha utilizado un perfil de una persona en con-
venio de pra´cticas universitarias. El sueldo medio de una persona en practicas
por un convenio de la FIB es de 6 euros/hora.
Para la documentacio´n se ha utilizado un perfil de ingeniero te´cnico debido ha
que hay que tratar tantos temas te´cnicos como de desarrollo. Se ha calculado
15 euros/hora.
9.3. Coste Total
El coste total del proyecto es:
CostedelMaterial + CosteDeRealizacion = CosteTotal
Es decir:




Por lo que a la realizacio´n del proyecto se refiere, los objetivos propuestos inicial-
mente han sido satisfactoriamente cubiertos:
Se ha conseguido una solucio´n por niveles.
Se ha conseguido la comunicacio´n entre los diferentes niveles que componen la
herramienta.
La representacio´n del espacio de direcciones es sencilla y se puede consultar
los atributos de las pa´ginas del espacio de direcciones.
Se ha conseguido un historial y se puede observar la evolucio´n del espacio de
direcciones de una aplicacio´n compartida y distribuida y consultar los atributos
de esta.
Este proyecto ha sido la primera experiencia de monitorizacio´n de un espacio de
direcciones de un entorno DSM. Ahora la libreria NanosDSM posee una herramienta
para poder monitorizar el espacio de direcciones compartido y distribuido de las
aplicaciones que lo utilizan para ejecutarse. Esta puede ayudar a los programadores
de este entorno en la deteccio´n de problemas como puede ser el True o False Sharing
[3]. Adema´s esta documentacio´n puede ser referencia para otros desarrolladores a la
hora de dar ideas para el desarrollo de herramientas para la deteccio´n de errores o
monitorizacio´n de este tipo de entornos.
La parte ma´s costosa ha sido, sin lugar a dudas, la integracio´n del servidor en
la interf´ıcie y la forma de interactuar la interf´ıcie con las estructuras de datos. Se
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probaron diferentes formas para que el servidor interactuara con la interf´ıcie y con
las estructuras de datos. Pero los resultados eran tan decepcionantes que llegue´ a
pensar que la posibilidad de realizar el proyecto era nula. Y era una pena porque ya
se llevaba trabajando mucho en el proyecto. Pero finalmente, una de esas pruebas
fue pos´ıtiva y la realizacio´n del proyecto se ha llevado a cabo.
Personalmente hablando, la realizacio´n del proyecto ha sido gratamente satisfac-
toria. Es la primera vez que me enfrento a la realizacio´n de un proyecto grande yo
solo y he aprendido muchas cosas que la universidad no te ensen˜a. Creo que para
conseguir lo que quieres el rasgo ma´s destacable de una persona es la perseverancia:
te ayudara´ a aprender, a tener ganas por aprender, a asimilar lo quieres aprender y
sobretodo a no rendirte aunque vivas momentos d´ıficiles. La perseverancia ha hecho




Este cap´ıtulo esta´ dedicada a las posibles mejoras funcionales de la herramienta
de monitorizacio´n.
Un dealer capaz de aceptar multiples conexiones Dentro de un nodo se
pueden crear diversos flujos; por ejemplo, pueden estar ejecutandose un proceso
master y varios slaves en un so´lo nodo. Pero actualmente el dealer solo puede
aceptar peticiones de un so´lo proceso. Si se quiere monitorizar realmente todo el
espacio de direcciones de una aplicacio´n que utiliza DSM se ha de poder recibir
peticiones de todos los procesos que haya por nodo.
Una barra que represente la posicio´n temporal del estado visualizado
Actualmente se puede monitorizar diferentes estados de la evolucio´n del espacio de
direcciones. Pero no tenemos una representacio´n de una linea de tiempo y, por lo
tanto, no sabemos que posicio´n ocupa la representacio´n que estamos viendo en la
evolucio´n del espacio de direcciones.
Separar el servidor de la interf´ıcie Actualmente el servidor esta´ integrado
en la interf´ıcie. Pero separandolo se podria ampliar las funcionalidades ofrecidas,
como por ejemplo un avance automa´tico ralentizado de la evolucio´n del espacio de
direcciones. Adema´s de contar con un disen˜o ma´s estructurado.
Puerto configurable de la comunicacio´n entre el dealer y el nivel DSM El
dealer actualmente se ejecuta en el puerto 50000. Pero para mayor configurabilidad
del entorno el puerto de la comunicacio´n entre el dealer y el NanoDSM podria ser
configurable desde un archivo de configuracio´n.
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Adaptacio´n a otra distribuciones linux El proyecto se ha realizado bajo Fe-
dora Core 6. Pero la interfic´ıe se probo´ en un Linux Kubuntu y la ejecucio´n no era la
esperada. Una vez arrancada la interf´ıcie, se vio que el servidor no dibujaba cuando




Junto con esta documentacio´n se adjunta un CD con el co´digo de la herramienta.
La organizacio´n de los directorios es la siguiente:
Figura 12.1: Organizacio´n de las carpetas en el CD
Donde:
En DSM VIEW-1.0 se encuentra el co´digo de la interf´ıcie.
En DEALER-1.0 se encuentra el co´digo del dealer.
En API DSM se encuentra el codigo de la libreria para el NanosDSM.
En Doc se escuentra esta´ documentacio´n.
12.1. Instalacio´n
12.1.1. Instalacio´n del dealer
En el directorio del CDDSM VIEW-1.0System/DEALER-1.0 hay unMake-
file para compilar el co´digo del dealer. Para ello es necesario tener el compilador gcc.
Por defecto, crea el directorio de instalacio´n NanosTool/DEALER en el HOME
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del usuario. Desde el Makefile se puede cambiar el directorio de instalacio´n cam-
biandolo por el deseado en el parametro INSTALL dir. Para instalar el dealer
desde el CD, ejecutar desde el directorio DSM VIEW-1.0System/DEALER:
make
Una vez ejecutado, en el directorioNanosTool/DEALER se instalara´n 2 archivos:
dealer. El ejecutable del dealer
server.conf. Archivo de configuracio´n del dealer.
Una vez esta´ instalado, replicar esta estructura en todos los nodos del
cluster.
12.1.2. Instalacio´n del dsm view
En el directorio del CD DSM VIEW-1.0System/DSM VIEW-1.0 hay un
Makefile para compilar el co´digo de la interf´ıcie dsm view. Para la compilacio´n
es necesaria las librerias glib, gtk-1.2 y gtk-2.0. Son librerias bastante comunes
y es descargable desde los repositorios ma´s habituales que utilizan por defecto las
distribuciones linux. Sino desde la pa´gina principal de GTKwww.gtk.org se pueden
descargar los compilables de todas estas.
Para compilar es necesario tener el compilador gcc. Para ello el Makefile crea por
defecto el directorio de instalacio´n NanosTool/DSM VIEW en el HOME del
usuario. Desde elMakefile se puede cambiar el directorio de instalacio´n cambiando-
lo por el deseado en el parametro INSTALL dir. Por lo tanto para instalar el dealer
desde el CD ejecutar desde el directorio DSM VIEW-1.0System/DSM VIEW-
1.0:
make
Si la compilacio´n es satisfactoria, en el directorio de instalacio´n aparecera 2
archivos:
dsm view. Archivo ejecutable de la interficie
interface.conf. Archivo de configuracio´n de la interf´ıcie.
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12.2. Manual de uso
12.2. Manual de uso
Una vez instalado los ejecutables ya se puede comenzar. Antes de ejecutar la
aplicacio´n se ha de configurar el entorno del DSM VIEW-System.
12.2.1. Configurar el dealer
Para que el dealer encuentre el servidor tenemos que configurarlo mediante el
archivo server.conf. Este simplemente contiene una linea:
Ip Puerto
Donde:
Ip es la direccio´n IP donde se encuentra el servidor
Puerto es el puerto donde corre el servidor. Obligatoriamente ha de ser
50001.
12.2.2. Configurar el dsm view
Para utilizar la interf´ıcie hay que modificar el archivo de configuracio´n los sigu-
ientes parametros:
INTERVAL OF PHOTO. Intervalo que utiliza el servidor para saber cuan-
do guardar espacio de direcciones y formar el historial.
INITIAL PAGE FAULT. Pa´gina Inicial de la aplicacio´n en hexadecimal.
Para saber este dato se puede utilizar el comando nm1 sobre la aplicacio´n que
utiliza memoria compartida y distribuida. Y utilizar la direccio´n que sale en
la 1era variable que utiliza la aplicacio´n.
NUMBER OF THREADS. Nu´mero de nodos en los que se ejecuta la apli-
cacio´n
1Para ma´s informacio´n hacer man nm desde una consola linux
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Este ejemplo es para monitorizar una aplicacio´n que empieza en la direccio´n 0x40407000
que correra´ en dos nodos y cada 200 fallos de pa´gina memorizara´ el espacio de di-
recciones.
12.3. Uso de la interficie
Antes de ejecutar la aplicacio´n, ejecutamos en cada nodo que se vaya a ejecutar
la aplicacio´n desde el directorio donde esta el dealer y ejecutamos:
./dealer
Una vez estan ejecutandose los dealer, desde el directorio del dsm view se ejecuta:
./dsm_view
La interf´ıcie espera la conexio´n de todos los dealer. Una vez todos se han conec-
tado, la interf´ıcie aparece y empieza a monitorizar el espacio de direcciones. La
representacio´n del espacio de direcciones es en funcio´n de los siguientes parametros:
La colocacio´n de las pa´ginas del espacio de direcciones es en funcio´n de la
posicio´n que ocupa en el espacio de direcciones.
La coloracio´n es en funcio´n de la proteccio´n que tenga la pa´gina:
• Proteccio´n de lectura. Es una gradacio´n que va desde el verde claro hasta
el rojo que representa el nu´mero de nodos que tienen esa pa´gina
• Proteccio´n de escritura. Son de color de azul.
Al clickar en una de las pa´ginas aparece los atributos de la pa´gina:
• Direccio´n de la pa´gina en hexadecimal.
• Proteccio´n.
• Nu´mero de nodos que la tienen.
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12.3. Uso de la interficie
Figura 12.2: Ejemplo de la interf´ıcie
• Nodos que la tienen.
La interficie tiene 4 botones:
Vas a un estado anterior del espacio de direcciones.
Vas a un estado posterior del espacio de direcciones.
Avanzas 1 cambio en el espacio de direcciones de la ejecucio´n.
Salida. Cierras la aplicacio´n.
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