Abstract-The parity-check matrix of a nonbinary (NB) low-density parity-check (LDPC) code over Galois field GF( ) is constructed by assigning nonzero elements from GF( ) to the 1s in corresponding binary LDPC code. In this paper, we state and prove a theorem that establishes a necessary and sufficient condition that an NB matrix over GF( ) constructed by assigning nonzero elements from GF( ) to the 1s in the parity-check matrix of a binary quasi-cyclic (QC) LDPC code, must satisfy in order for its null-space to define a nonbinary QC-LDPC (NB-QC-LDPC) code. We also provide a general scheme for constructing NB-QC-LDPC codes along with some other code construction schemes targeting different goals, e.g., a scheme that can be used to construct codes for which the fast-Fourier-transform-based decoding algorithm does not contain any intermediary permutation blocks between bit node processing and check node processing steps. Via Monte Carlo simulations, we demonstrate that NB-QC-LDPC codes can achieve a net effective coding gain of 10.8 dB at an output bit error rate of 10 12 . Due to their structural properties that can be exploited during encoding/decoding and impressive error rate performance, NB-QC-LDPC codes are strong candidates for application in optical communications.
q-ary SPA (QSPA). They also provided an efficient way of conducting QSPA using the fast Fourier transform (FFT), in short FFT-QSPA. FFT-QSPA is further analyzed and improved in [7] . A mixed-domain version of the FFT-QSPA (MD-FFT-QSPA), which reduces the computational complexity by transforming the multiplications into additions with the help of logarithm and exponentiation operations, is proposed in [8] .
Quasi-cyclic LDPC (QC-LDPC) codes comprise a subclass of LDPC codes. They are particularly advantageous due to their simple encoders [9] , [10] , and modular structure that reduces the hardware implementation complexity of their decoders [11] , [12] . Combining the benefits of NB-LDPC codes and QC-LDPC codes, NB-QC-LDPC codes are a particularly important subclass of LDPC codes. NB-QC-LDPC codes are studied from the algebraic code design perspective in [13] . The authors use finite fields to generate a parity-check matrix for a binary QC-LDPC (B-QC-LDPC) code with a girth of at least 6, and then, following certain design criteria, they assign nonzero elements from the Galois field to the 1s in to construct . The null-space of the resulting parity-check matrix defines a -ary NB-QC-LDPC code having a girth of at least 6. In this paper, we generalize their work with a theorem that establishes a necessary and sufficient condition in order for the null-space of a matrix constructed from the parity-check matrix of a B-QC-LDPC code by assigning nonzero elements from to the 1s in , to define an NB-QC-LDPC code. This theorem is our main contribution. We also demonstrate that high-rate, regular NB-QC-LDPC codes are very suitable for use in optical communications. In addition to the NB-QC-LDPC code construction, we discuss several NB-LDPC code constructions that might better suit certain design goals.
In Section II, we introduce QC-LDPC codes, and state and prove our theorem. Section III presents different assignment schemes that yield different NB-LDPC codes using the same B-QC-LDPC code. We provide our simulation results and discussions in Section IV. Finally, we conclude the paper with directions for future work in Section V.
II. QC-LDPC CODES
The parity-check matrix of a -regular B-QC-LDPC code is given by
0733-8724/$26.00 © 2009 IEEE where each is a circulant matrix over for and [9] , [13] . According to Tanner [14] , a code is a B-QC-LDPC code if whenever where each section has components, is a codeword in , so is its sectional cyclic shift by places to the right for all . (Note that .) We refer to this property as the fundamental property of QC-LDPC codes.
Every LDPC code can be represented by a bipartite graph known as its Tanner graph. The girth of an LDPC code is the length of the shortest cycle in its Tanner graph [10] . Girth is an important parameter in LDPC code design since it affects the code performance under SPA decoding. Especially, cycles of length 4 must be avoided in the code. In this paper, we only consider LDPC codes of girth greater than 4, i.e., no two rows of the parity-check matrix have more than one position where they both have nonzero components.
In this paper, we focus our attention on regular NB-QC-LDPC codes over the extension field where for some positive integer . By extending Tanner's definition, we define a -ary QC-LDPC code as a linear block code over for which the fundamental property of QC-LDPC codes hold. It is natural to attempt to construct parity-check matrices of -regular NB-QC-LDPC codes by assigning nonzero elements from to the nonzero components in the parity-check matrices of corresponding -regular B-QC-LDPC codes. The following example shows that this method does not always result in an NB-QC-LDPC code.
Example: Let be obtained by randomly assigning nonzero elements from to the nonzero components of the binary parity-check matrix of a B-QC-LDPC code (2) Observe that (3) is a codeword in the corresponding code, i.e., whereas (4) is not, i.e.,
. That is, the null-space of does not define a 4-ary QC-LDPC code.
The following theorem provides a necessary and sufficient condition that must satisfy in order for the code defined by its null-space to preserve the fundamental property. The definitions of rotation and scaling matrices, and the proof of Theorem 1 can be found in the Appendix.
Theorem 1:
The fundamental property of QC-LDPC codes is preserved by a code with the parity-check matrix of if and only if (5) for some rotation matrices and , and a scaling matrix .
III. ASSIGNMENT SCHEMES
Suppose that we are given the parity-check matrix of a -regular B-QC-LDPC code and that is obtained by assigning nonzero elements from to the nonzero components of . If satisfies the condition given in Theorem 1, then its null-space defines an NB-QC-LDPC code; otherwise, it defines an NB-LDPC code, which does not possess the fundamental property. In this section, in addition to NB-QC-LDPC code construction, we discuss several NB-LDPC code constructions that might better suit certain design goals.
A. Scheme 1 (Random Assignment Scheme)
In this scheme, nonzero elements from are randomly assigned to the 1s in to generate . The null-space of defines a -regular NB-LDPC code. Intuitively, random assignment scheme should yield the best performance among the -regular NB-LDPC codes since there is no interdependence between the selection of nonzero elements from .
B. Schemes 2 and 3
Our goal in these schemes is to design NB-LDPC codes such that when decoded using the FFT-based decoding algorithm [6] , [7] , the intermediary permutation operations before processing the data at the nodes are eliminated. In schemes 2 and 3, we achieve this by assigning the same elements from to the 1s in the same column and row of using
respectively, for some scaling matrices and whose nonzero components are selected randomly from . By eliminating all the permutation blocks in the decoding algorithm, these assignment schemes result in codes whose decoders require smaller silicon area when implemented in the hardware.
C. Scheme 4
Here, our goal is to construct an NB-QC-LDPC code whose parity-check matrix satisfies Theorem 1. One way of constructing such an matrix is as follows. Extract the 0th row of submatrices of . Randomly select nonzero elements from and assign these random elements to 1s in each row of the 0th row of submatrices of preserving the order. Now, randomly generate a scaling matrix over . Left multiply the 0th row of submatrices of by this scaling matrix, and assign the resulting matrix to the 0th row of submatrices of . Repeat this process for the rest of the row of submatrices of . It is worth noting that scheme 3 given by (7) does indeed generate an NB-QC-LDPC code while simultaneously eliminating the need for permutation blocks in the FFT-based decoding. Hence, it achieves the design goals of two different schemes together.
IV. RESULTS AND DISCUSSION
In this section, we provide simulation results for a set of codes constructed using the aforementioned schemes and compare their performances based on their bit error rate (BER) versus Q-factor curves.
Optical communication channels require high-rate codes, i.e., code rates equal to or above 0.8. As we discussed before, the girth of an LDPC code affects the code's performance under SPA, and must be kept as large as possible. Hence, while designing our codes, we followed a two-stage code design technique, addressing both of these issues [15] . In the two-stage design, using the algebraic code construction techniques discussed in [13] , we first obtain a matrix of the form given in (1) and of girth 6. In the second stage, we extract a portion of the matrix created in the first stage to obtain a parity-check matrix of a B-QC-LDPC code with the desired girth and rate. Lastly, we assign nonzero elements from to the 1s in this binary parity-check matrix following the guidelines provided in one of the schemes discussed in Section III. For a fair comparison, all the codes that we constructed using the two-stage design technique are (3,15)-regular (i.e., rate of 0.8 or slightly above) LDPC codes that are of girth 8.
In our simulations, we used binary additive-white Gaussian (BI-AWGN) channel model [6] and employed FFT-QSPA to decode the NB-LDPC codes. In the first two experiments, we used scheme 1 of Section III to construct NB-LDPC codes to minimize the effects of the element selection scheme on the results. In the last experiment, we compared the effects of different element selection schemes described in Section III based on the BER performance.
Our first set of simulations was targeted to determine the effect of the number of iterations in FFT-based decoding. In Fig. 1 , we present the simulation results for a (3,15)-regular, girth-8 LDPC code over that is constructed using the two-stage design technique and the guidelines in scheme 1. As we can see, the additional coding gain obtained by increasing the number of iterations is miniscule after 50 iterations. Even though in the case of 20 iterations, the BER curve gets quite close (approximately 0.05 dB at ) to the BER curves obtained by using 50 and 100 iterations, we can claim that using 50 iterations is favorable since it provides almost optimum performance. As opposed to 500 iterations used in decoding of NB-LDPC codes in [6] and [16] , we show in Fig. 1 that 50 iterations are satisfactory in FFT-based decoding of NB-QC-LDPC codes.
We conducted another experiment to figure out the effect of the finite field size on the BER performance. Toward this goal, we constructed several bit-length-matched NB-LDPC codes over different finite fields using the two-stage design technique and the guidelines in scheme 1. All the NB-LDPC codes had a rate of approximately 0.8 and a girth of 8. In addition, we constructed a girth-10 B-QC-LDPC of rate approximately 0.8 to compare against the NB codes. Note that even though the bit lengths of the NB codes and the binary code are matched, the binary code has a larger girth than the NB codes, which gives an advantage to the binary code in the performance comparison. We ran simulations on the BI-AWGN channel and set the maximum number of iterations to 50 in the FFT-QSPA. Fig. 2 depicts the BER versus Q-factor curves for our simulations. Clearly, girth-8 NB-LDPC codes over and outperform the bit-length-matched B-QC-LDPC code of a larger girth. We also observe that increasing the field order above 8 deteriorates the performance of an NB-LDPC code. We should note that a similar trend for column weight 3 rate-1/2 codes was reported by Davey [ 6, Fig 3.5, p. 24] .
The complexity of the FFT-QSPA is proportional to the field order. Hence, it is preferable to keep the order of the field that an NB-LDPC code is designed over as small as possible. In other words, among the NB-LDPC codes over codes over must be preferred from the complexity standpoint. We also compared in [15] the complexity of decoding algorithms for regular NB-LDPC codes and regular B-LDPC codes. We showed that MD-FFT-QSPA when used for decoding a 4-ary (3,15)-regular NB-LDPC code requires 91.28% of the computational resources required by a commonly used, more stable version of SPA known as min-sum-with-correction-term algorithm (or J-LLR-SPA) used for decoding a bit-length-matched, (3,15)-regular B-LDPC code. Therefore, from the simulation results and the complexity analysis, we can conclude that it is most advantageous to use NB-LDPC codes over when the code rate is approximately 0.8 and the girth of the code is fixed at 8.
In our third experiment, we compared the BER performances of NB-LDPC codes constructed by using different schemes described in Section III. First, we constructed a (3,15)-regular, girth-8 binary parity-check matrix. Then, we assigned nonzero elements from to the 1s in this binary parity-check matrix using different schemes to construct different NB-LDPC codes. Due to the reasons stated in the previous paragraph, we focused our attention only on NB-LDPC codes over . We used BI-AWGN channel model in our simulations and set the maximum number of iterations in the FFT-QSPA decoding to 50. We depicted our results in Fig. 3 . As we can observe, there is no loss in performance by switching from scheme 1, which proposes random element selection, to scheme 2, which aims to reduce hardware implementation complexity of the decoder, or to scheme 4, which generates an NB-QC-LDPC code. However, there is a notable, although not significant, performance loss when scheme 3 is employed instead of any one of the other three. On the contrary to one's intuition, our results suggest that there is no particular reason to prefer random element selection over other element selection schemes targeting different design goals. Since all of the codes are based on the same binary parity-check matrix of a B-QC-LDPC code, they all have similar modular structure. However, the encoders of the codes constructed using scheme 4, which yields NB-QC-LDPC codes, are much simpler than the others.
In addition to depicting that NB-QC-LDPC codes perform as good as randomly constructed regular codes of the same rate, Fig. 3 also shows that a rate-0.8, girth-8 NB-QC-LDPC code over significantly outperforms a competitive BCH(128,113) BCH(256,239) turbo product code (TPC). Its coding gain improvement over the TPC code is 0.885 dB at BER of . Also, via extrapolation, we computed the expected net effective coding gain (NECG) of this 4-ary, rate-0.8, girth-8 code as 10.8 dB at the BER of which indicates that this code is very suitable for application in optical communications.
V. CONCLUSION
We have shown that it is not always possible to construct the parity-check matrix of an NB-QC-LDPC code by randomly assigning nonzero elements from the desired field to the 1s in the parity-check matrix of a corresponding B-QC-LDPC code. Using a theorem, we proved that in order for this to happen, the constructed NB matrix has to satisfy a necessary and sufficient condition.
We then proposed a general scheme for constructing NB-QC-LDPC codes. We also discussed some other schemes that might be employed under different design goals. Then, with the help of simulations, we concluded that the FFT-QSPA-based decoding yields almost optimum results when 50 iterations are used. In addition, we showed that there is no performance difference between an NB-QC-LDPC code and an NB-LDPC code obtained by using a random element assignment scheme when both codes are based on the same B-QC-LDPC code. Our simulations also demonstrated that high-rate, regular NB-QC-LDPC codes are excellent candidates for use in optical communications due to their good NECG figure, simple encoders, and comparably lower complexity decoders than non-QC NB-LDPC codes. Our future work includes a comprehensive study of the systematic encoders for NB-QC-LDPC codes, hardware implementations of encoders and decoders for NB-QC-LDPC codes, and the integration of these hardware elements into a real-world optical communication system.
APPENDIX
We begin with the definitions of rotation and scaling matrices. A rotation matrix is obtained by cyclically rotating the columns of a identity matrix toward left by one place. Let for some integers and such that . Then, an rotation matrix has the form --
where denotes a zero matrix of appropriate size and is a square matrix given by (9) for , where and . Clearly, if is divisible by then is just a square matrix since is zero. Scaling matrices have a comparably simpler structure. We define a scaling matrix as a diagonal matrix whose components along the main diagonal are all nonzero.
Proof of Theorem 1: We assume to be an matrix, where which is obtained by replacing the nonzero components of the parity-check matrix of a -regular B-QC-LDPC code, whose Tanner graph is assumed to be free of four cycles, by nonzero elements from . We also assume to be a matrix, where whose rows span the null-space of i.e., . First, we establish the necessary condition. Suppose that whenever is a vector such that we also have for all . Since rows of span the null-space of we can write for some in the -dimensional vector space . Using a rotation matrix, we can express as . Thus, we have (10) for all . Equation (10) must hold for all in ; hence, we must have , or equivalently, (11) for all where we used the fact that . Since is unaltered, the null-space of remains unaltered, i.e., the subspace generated by the rows of must also be generated by the rows of . Therefore, the conditions under which can be obtained from by elementary row operations are also the necessary conditions for a code generated by the null-space of to preserve the fundamental property.
When or we have so we have nothing to do in these cases. For we use our assumption that the Tanner graph of is free of four cycles. Now suppose that and consider the th row of denoted by . Since is of girth greater than 4, among the rows of is the only row whose nonzero components are at the same positions as the nonzero components of . Clearly, applying a sequence of elementary row-switching operations, which can be effectively accomplished by multiplying by a rotation matrix from the left, we can align the positions of the nonzero elements of with those of . Let the resulting intermediary matrix be . Now, the th row of must be a scalar multiple of the th row of and thus, we can write (12) where and are scaling matrices satisfying . Using the definition of in combination with (12) , we obtain the necessary condition for (11) to hold when as follows:
Now, we show that (13) implies (14) which, in turn, implies
for all . When or (14) holds with where is the identity matrix. When we proceed as follows: (16) where . In general, (14) holds for all with . That is, (13) gives the necessary condition for to hold in order for the code defined by its null-space to preserve the fundamental property.
Conversely, suppose that is a parity-check matrix over constructed using a corresponding binary parity-check matrix as explained before, such that (13) holds for some rotation matrices and , and a scaling matrix . We can show that (11) holds for as follows: (17) where the third equation follows from (14) .
