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HOW RANDOM ARE A LEARNER’S MISTAKES ?
JOEL RATSABY
Abstract. Given a random binary sequence X(n) of random variables, Xt,
t = 1, 2, . . . , n, for instance, one that is generated by a Markov source of order
k∗ (each state represented by k∗ bits). Let β be the probability of ”Xt = 1”
and assume it is constant with respect to t (due to stationarity). Consider a
learner based on a parametric model, for instance a Markov model of order k,
who trains on a sample sequence x(m) which is randomly drawn by the source.
Test the learner’s performance by giving it a sequence x(n) (generated by the
source) and check its predictions on every bit of x(n). An error occurs at time
t if the prediction Yt differs from the true bit value Xt. Denote by ξ(n) the
sequence of errors where the error bit ξt at time t equals 1 or 0 according
to whether the event of an error occurs or not, respectively. Consider the
subsequence ξ(ν) of ξ(n) which corresponds to the errors of predicting a 0, i.e.,
ξ(ν) consists of the bits of ξ(n) only at times t such that Yt = 0. In this paper
we compute an upper bound on the deviation of the frequency of 1s of ξ(ν)
from β showing dependence on k, m, ν.
1. Overview
Let {Xt : t = 1, 2, . . .} be a sequence of Bernoulli random variables possessing
the following Markovian property,
P (Xt = x | X1 = x1, . . . , Xt−1 = xt−1) = P (Xt = x | Xt−k = xt−k, . . . , Xt−1 = xt−1)
(1.1)
for some fixed k and where xt−k, . . . , xt−1, and x are 0 or 1, and t = k + 1, k + 2,
· · · . The model is known as the kth order Markov chain and we denote it by Mk.
Let us define by Sk = {0, 1}
k the state space ofMk and let s
(i) ∈ Sk denote the i
th
state, i = 0, 1, . . . , 2k− 1. Denote by {St : t = k, k + 1, . . .} the sequence of random
state variables where
St := (Xt−k+1, Xt−k+2, . . . , Xt)
represents the state at time t. Let Tk = [ti,j ], 1 ≤ i, j ≤ 2
k, be a state-transition
matrix associated with model Mk with elements ti,j := P (St+1 = s
(j) | St = s
(i)),
0 ≤ i, j ≤ 2k−1. Clearly, the structure ofMk allows for only two possible outgoing
transitions from a state St to the next state St+1 since St+1 can take only one of
the two values (Xt−k+2, . . . , Xt, 0) or (Xt−k+2, . . . , Xt, 1). We call them type-0 and
type-1 transitions. Using Mk to produce a random sequence is done by randomly
drawing a state sequence and outputting 1 or 0 for each type-1 or type-0 transition,
respectively.
In this paper we consider the following estimation problem:
Estimation problem: A source produces a data string x(m+n) = (x1, . . . , xm+n),
by randomly drawing m + n consecutive bits according to a Markov chain Mk∗
of order k∗. A learner (not knowing the value of k∗) estimates the parameters of
another model Mk based on the initial subsequence x
(m) = (x1, . . . , xm) which is
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called training sequence. Afterwards, the learner uses Mk to make a prediction
yt for each of the remaining bits xm+t, t = 1, 2, . . . , n, which form the testing
sequence x(n) = (xm+1, . . . , xm+n). Denote by ξ
(n) = {ξt}
n
t=1 the corresponding
binary sequence of mistakes where ξt = 1 if yt 6= xm+t and is 0 otherwise. Denote by
ξ(ν) =
{
ξij
}ν
j=1
, ν ≥ ℓ, a subsequence of ξ(n) with time instants ij corresponding to
0-predictions, yij = 0, 1 ≤ j ≤ ν. Note that ξ
(ν) is also a subsequence of the input
sequence x(n) hence effectively the learner acts as a selection rule Γd which picks
certain bits ξ(ν) from x(n) according to an algorithm that specifies its prediction
rule. In this paper we compute a large deviation bound for the error sequence ξ(ν).
2. Introduction
From basic theory on finite Markov chains, since the matrix T := Tk∗ is stochastic
(i.e., the sum of the elements in any row equals 1) then Mk∗ has a stationary joint
probability distribution
P
(
X(n)
)
:= P (X1, . . . , Xn)
which is not necessarily unique. To keep the notation simple we use P to denote
also any marginal distribution derived from the stationary joint distribution. For in-
stance, P (X1, X2, X3) =
∑
(x4,...,xn)
P (X1, X2, X3, X4 = x4 . . . , Xn = xn). Hence-
forth, all random binary sequences are assumed to be drawn according to this prob-
ability distribution P. Thus for any k and ℓ satisfying ℓ ≥ k ≥ 1 the probability of
a string x(ℓ) = (x1, x2, . . . , xℓ) can be expressed as
P(X1 = x1, X2 = x2, . . .Xℓ = xℓ)
= P (Sk = (x1, . . . xk))P
(
Sk+1 = (x2, . . . xk+1)
∣∣∣∣Sk = (x1, . . . xk)
)
· · ·P
(
Sℓ = (xℓ−k+1, . . . xℓ)
∣∣∣∣Sℓ−1 = (xℓ−k, . . . xℓ−1)
)
. (2.1)
Let us denote by
β = P (Xt = 1) (2.2)
the stationary probability of the event {Xt = 1} at time t = 1, 2, . . . .
Data generation: We henceforth assume that the source reached stationarity and
produces the data sequence x(m+n) with respect to P.
Consider the learner’s model Mk. Its set of parameters are the true (unknown)
probability values of transitions between states in Sk where the probability values
are assigned according to the source distribution P. We denote them by
pij := P(St+1 = s
(j) | St = s
(i)), s(i), s(j) ∈ Sk.
For instance, suppose k∗ = 3 and k = 2 and consider two states s(i) = (0, 1) and
s(j) = (1, 1). The corresponding transition probability is
pi,j = P ((1, 1) | (0, 1)) =
P (Xt−1 = 0, Xt = 1, Xt+1 = 1)
P (Xt−1 = 0, Xt = 1)
.
Based on x(m) the learner estimates pi,j by
pˆij =
mi,j
mi
where for a state s(i) ∈ Sk, mi denotes the number of times that s
(i) appears in x(m)
and mi,j denotes the number of times there is a transition from state s
(i) to s(j) in
x(m). For instance, if k = 3, x(m) = 011010101 and s(i) = 101 then mi = 3. Thus
pˆij are the frequency of state-transitions in x
(m). Note that mi, 0 ≤ i ≤ 2
k− 1, are
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dependent random variables since the Markov chain may visit each state a random
number of times and they must satisfy
∑2k−1
i=0 mi = m− k + 1.
After training, the learner is tested on the remaining n bits of the data x(n) =
xm+1, xm+2, . . . , xm+n . It makes a binary prediction Yt for Xt, t = m + 1, . . . , n
based on the maximum a posteriori probability which is defined as follows: suppose
that the current state is s(i) ∈ Sk then the prediction is
dˆ(i) :=
{
1 if pˆ(1|i) > 1− pˆ(1|i)
0 otherwise,
(2.3)
where pˆ(1|i) is defined as pˆij for the state s
(j) obtained from s(i) by a type-1
transition, i.e., if s(i) = (xℓ+1, xℓ+2, . . . , xℓ+k) then s
(j) = (xℓ+2, xℓ+3, . . . , xℓ+k, 1).
The corresponding true probability value is denoted by p(1|i) = pij . Note that
(2.3) may be expressed alternatively as
dˆ(i) =
{
1 if pˆ(1|i) > 12
0 otherwise.
(2.4)
We claim that pˆ(1|i), 0 ≤ i ≤ 2k − 1, are independent random variables when
conditioned on the vector m := [m0, . . . ,m2k−1]. We now prove the claim which
will be used in Section 3. Let us denote by σ(m) = (σk, . . . , σm), σi ∈ Sk, k ≤ i ≤ m,
the particular sequence of states corresponding to the sequence x(m). To show the
dependence of x(m) on σ(m) we will sometimes write x(m) = x
(
σ(m)
)
. Then by
(2.1) we have
P (X1 = x1, . . . , Xm = xm)
= P (Sk = σk)P
(
Sk+1 = σk+1
∣∣∣∣Sk = σk
)
P
(
Sk+2 = σk+2
∣∣∣∣Sk+1 = σk+1
)
· · ·P
(
Sm = σm
∣∣∣∣Sm−1 = σm−1
)
.
Since at every bit there are only two types of transitions then not every sequence
σ(m) ∈ (Sk)
m−k+1 is possible. For instance, if k = 3 then the state sequence
(010, 100, 001) is valid but (010, 110, 001) is not valid. Denote by V ⊂ (Sk)
m−k+1
the set of valid state sequences σ(m). We now show that if σ(m) is in V then,
conditioned on m, any other state sequence that visits the same states as σ(m) the
same number of times (perhaps in a different order) must have the same probability.
For any state s(i) ∈ Sk denote by N(1|i) the random variable whose value is the
number of type-1 transitions from state s(i) in a sequence of random states S(m) =
Sk, Sk+1, . . . , Sm. Define by Nσ(m)(1|i) the number of type-1 transitions from state
s(i) in the sequence σ(m). Since all state transitions are either type-0 or type-1 then
we have
P
(
X(m) = x
(
σ(m)
) ∣∣∣∣m,S(m) = σ(m), σ(m) ∈ V
)
=
∏
0≤i≤2k−1
(p(1|i))Nσ(m) (1|i) (1− p(1|i))mi−Nσ(m) (1|i) (2.5)
where p(1|i) was defined above. Let α be a non-negative integer parameter and
define the random variable N(i) := [N(1|i), α−N(1|i)]. Associate a conditional
probability function with parameter α for the random variable N(i) as
P
(
N(i) = [ℓ, α− ℓ]
∣∣∣∣α
)
= (p(1|i))
ℓ
(1− p(1|i))
α−ℓ
.
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Then the right side of (2.5) equals
∏
0≤i≤2k−1
P (N(i) = [Nσ(m) (1|i) ,mi −Nσ(m) (1|i)]) . (2.6)
For a fixed value of mi the event “N(i) = [Nσ(m) (1|i) ,mi −Nσ(m) (1|i)]” is equiv-
alent to the event “ pˆ(1|i) =
N
σ(m)
(1|i)
mi
”. Hence alternatively, the right side of (2.6)
can be expressed as
∏
0≤i≤2k−1
P
(
pˆ(1|i) =
Nσ(m)(1|i)
mi
)
. (2.7)
The right side of (2.7) is a product of probability functions of the random variables
pˆ(1|i). So conditioned on m and on the event that x(m) corresponds to a valid
state sequence σ(m), the event that x(m) is generated by the source Markov chain
Mk∗ is equivalent to the event that its corresponding state sequence σ
(m) has
transition frequencies pˆ(1|i) that independently take the particular values
N
σ(m)
(1|i)
mi
as prescribed in x(m). The claim is proved. It also follows that pˆ(1|i) is the average
of independent Bernoulli trials (success taken as a type-1 transition from state
s(i)). It is distributed according to the Binomial distribution with parameters mi
and p(1|i).
We now summarize the problem setting under which the main result of the paper
holds.
Problem setting: Let 0 < δ < 1 and k, ℓ,m, n be positive integers. Let P be
the stationary probability distribution based on a finite, ergodic and reversible
Markov chain with probability-transition matrix T that has a second largest eigen-
value λ. All probability values are measured according to P. Denote by γ =
(1 − max {0, λ})/(1 + max {0, λ}). After reaching stationarity the source gener-
ates a binary sequence X(n) = X1, X2, . . . , Xn by repeatedly drawing Xt according
to P . Denote by β = P (Xt = 1). Let x
(m+n) be a data-sequence obtained by
randomly drawing according to P. Let the learner’s model Mk be Markov of or-
der k, and denote by p(1|i) the probability of making a type-1 transition from
state s(i) of Mk . The learner uses the first m bits, x
(m), to estimate p(1|i)
by pˆ(1|i). Let mi denote the number of times that state s
(i) appears in x(m),∑
0≤i≤2k−1mi = m− k+ 1. After training, the learner’s decision at state s
(i) is to
output 1 if pˆ(1|i) > 12 else output 0. Denote by µi the probability that a Binomial
random variable with parameters mi, p(1|i), is larger (or smaller) than
mi
2 given
that p(1|i) is smaller (or larger) than 12 , respectively. Let µ =
1
2k
∑
0≤i≤2k−1 µi. Let
ρ(m) = 1
2k
∑
0≤i≤2k−1 exp
{
−2mi
(
1
2 − p(1|i)
)2}
. Using Mk the learner is tested
incrementally on the remaining n bits x(n) = xm+1, . . . , xm+n of the data and
predicts an output bit yt for bit xt in x
(n) to be 1 if pˆ(1|i) > 12 , else 0. Denote
by ξ(n) the sequence of mistakes where ξt = 1 if yt 6= xt, and ξt = 0 otherwise,
m+1 ≤ t ≤ m+n. Denote by ξ(ν) =
{
ξij
}ν
j=1
, ν ≥ ℓ, the subsequence of ξ(n) with
time instants ij corresponding to 0-predictions, yij = 0, 1 ≤ j ≤ ν. Note that ξ
(ν)
is also a subsequence of the input sequence x(n) hence effectively the learner acts
as a selection rule which picks certain bits ξ(ν) from x(n).
Let
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ǫ2(ℓ, γ, δ, k,m) :=
1
2ℓγ
[
2k
(√
1
2k−2
ln
(
2
δ
)
+ ρ(m)
)
ln

 e(√
1
2k−2
ln
(
2
δ
)
+ ρ(m)
)


+ ln 2 + ln
(
4
δ
)]
and assume that the learner’s model order k satisfies,
k ≥ 2 + 2 log2
(
1
(2e− 1)µ
)
+ log2
(
ln
(
2
δ
))
.
We now state the main result of the paper.
Theorem 1. For any 0 < δ < 1, with probability at least 1−δ the deviation between
β and the frequency of 1s of the sequence ξ(ν) is bounded as∣∣∣∣∣∣
1
ν
ν∑
j=1
ξ
(ν)
j − β
∣∣∣∣∣∣ ≤ ǫ(ℓ, γ, δ, k,m).
Before presenting the proof we make the following remarks,
(1) The effect of the training sequence length m on ǫ is as O(ρ(m)) which is
O(e−m). As m increases the class of possible learnt models (hypothesis
class) decreases in size thereby decreasing the bound ǫ on the deviation of
the error sequence.
(2) The effect of the learner’s model order k is opposite of that of m. We see
that ǫ = O(2k/2) and as k increases, the hypothesis class increases in size.
(3) The effect of the length ℓ of the error sequence on ǫ is as O(1ℓ ). Clearly,
the longer the subsequence the less chance that its frequency of 1s deviate
from the mean β.
(4) The effect of the inter-dependence between the states of the source model
Mk∗ on ǫ is as O(
1
γ ). As the dependence increases, γ decreases which
increases the possible deviation size ǫ. As γ decreases, the bits of the
sequence X(n) become less dependent and ǫ decreases.
3. Proof of Theorem 1
A prediction decision-rule is denoted by a binary vector
d := [d(0), . . . , d(2k − 1)]. (3.1)
Note that d describes the prediction made by the learner at each state of the model.
Assume that the length m of the training sequence x(m) is fixed. Let us define
by d∗ the Bayes optimal decision. Clearly, d∗(i) = 1 when p(1|i) > 12 and d
∗(i) = 0
otherwise, 1 ≤ i ≤ 2k. Let us define the following set for 0 ≤ r ≤ 2k,
A(k)r =
{
d ∈ {0, 1}2
k
: ‖d− d∗‖ ≤ r
}
, (3.2)
where ‖d‖ denotes the l1-norm of d. Consider the Bernoulli random variable χi
which equals 1 if dˆ(i) 6= d∗(i) and 0 otherwise (dˆ is defined in (2.3)). The event
that χi = 1 occurs if pˆ(1|i) >
1
2 and p(1|i) ≤
1
2 or if pˆ(1|i) ≤
1
2 and p(1|i) >
1
2 .
Since pˆ(1|i) is the average of mi i.i.d. Bernoulli random variables each with an
expected value of p(1|i) then we have in the case of p(1|i) ≤ 12 that
P
(
pˆ(1|i) >
1
2
)
= P
(
pˆ(1|i)− p(1|i) >
1
2
− p(1|i)
)
= P (pˆ(1|i) > p(1|i) + αi)
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where
αi =
1
2
− p(1|i).
By Chernoff’s bound [1] we have
P (pˆ(1|i) > p(1|i) + αi) ≤ exp
{
−2miα
2
i
}
.
Similarly, if p(1|i) > 12 then, denoting by αi = p(1|i)−
1
2 , we have
P
(
pˆ(1|i) ≤
1
2
)
= P
(
pˆ(1|i)− p(1|i) ≤
1
2
− p(1|i)
)
= P (pˆ(1|i) ≤ p(1|i)− αi)
≤ exp
{
−2miα
2
i
}
.
Therefore, regardless of the value of p(1|i), we have
µi := P (χi = 1) ≤ ρ
(m)
i (3.3)
where
ρ
(m)
i : = exp
{
−2miα
2
i
}
, 1 ≤ i ≤ 2k.
As shown in the previous section, conditioned on m, the pˆ(1|i) are independent.
Hence {χi}
2k
i=1 are independent non-identically distributed Bernoulli random vari-
ables (known as Poisson trials).
According to P the probability of the event that dˆ is not in A
(k)
r is the same as
the probability of this event conditioned on the state sequence σ(m) being valid.
Hence,
P
(
dˆ 6∈ A(k)r
)
= P
(
dˆ 6∈ A(k)r
∣∣∣∣ σ(m) ∈ V
)
=
∑
m
P
(
dˆ 6∈ A(k)r
∣∣∣∣m, σ(m) ∈ V
)
P
(
m
∣∣∣∣σ(m) ∈ V
)
(3.4)
where the sum runs over all non-negativem that satisfy
∑
0≤i≤2k−1mi = m−k+1.
We now bound the first factor inside the sum by a quantity which only depends
on m (not on the specific vector m). Denote by χˆ = 12k
∑2k
i=1 χi, and recall the
definitions µ := 1
2k
∑2k
i=1 µi and ρ
(m) := 1
2k
∑2k
i=1 ρ
(m)
i . From (3.3) it follows that
µ ≤ ρ(m). Conditioned on m, σ(m) ∈ V we have for any ǫ > 0,
P
(
dˆ 6∈ A(k)r
)
= P
(
χˆ >
r
2k
)
= P
(
χˆ− µ >
r
2k
− µ
)
≤ P
(
χˆ− µ >
r
2k
− ρ(m)
)
.
We will use the following lemma which bounds the deviation of the average of
Poisson trials from their mean.
Lemma 2. Let X1, . . . , Xn be independent Bernoulli random variables with P (Xi =
1) = µi and denote by µ =
1
n
∑n
i=1 µi. Then for any 0 < γ ≤ (2e−1)µ the following
bound holds:
P
(
1
n
n∑
i=1
Xi > µ+ γ
)
≤ e−nγ
2/4.
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The proof of the lemma is based on applying Chernoff bound on the tail probability
of the sum of Poisson trials (similar to Theorem 4.1 and 4.3, in [3]).
Substituting for γ the value r
2k
− ρ(m) in the above lemma and recalling the
theorem’s condition that
k ≥ 2 + 2 log2
(
1
(2e− 1)µ
)
+ log2
(
ln
(
2
δ
))
which, with the following choice for r,
r = 2k
(√
1
2k−2
ln
(
2
δ
)
+ ρ(m)
)
, (3.5)
ensures that r
2k
− ρ(m) ≤ (2e− 1)µ, yields the following bound,
P
(
dˆ 6∈ A(k)r
)
≤ e−2
k−2( r
2k
−ρ(m))
2
. (3.6)
Next, we estimate the cardinality of the set A
(k)
r . Without loss of generality let
d∗ = [0, 0, . . . , 0] then we have ∣∣∣A(k)r ∣∣∣ = r∑
i=0
(
2k
i
)
≤
(
e2k
r
)r
. (3.7)
Since the error subsequence ξ(ν) is also a subsequence of x(n) then we associate a
selection rule Γd : {0, 1}
n
→ {0, 1}
ν
which selects ξ(ν) from x(n). Let E
(ℓ)
d,ǫ denote
the event that based on a given Γd the selected subsequence ξ
(ν) is of length at
least ℓ and its frequency of 1s deviates from the expected value β by at least ǫ.
Formally, this is defined as the large-deviation event
E
(ℓ)
d,ǫ =
{
x(n) : ξ(ν) = Γd
(
x(n)
)
, ν ≥ ℓ,
∣∣∣∣‖ξ(ν)‖ν − β
∣∣∣∣ > ǫ
}
,
where ‖ξ(ν)‖ denotes the number of 1s in the binary sequence ξ(ν) of length ν. We
wish to bound from above the probability of E
(ℓ)
d,ǫ.
We use the following lemma which states a rate on the strong law of large num-
bers for a Markov Chain.
Lemma 3. [2] Let Z1, . . . Zn be a finite ergodic and reversible Markov chain in
stationary state with a second largest eigenvalue λ and f a function taking values
in [0, 1] such that Ef (Zi) = µ . Denote by λ0 = max {0, λ} and the stationary
probability distribution P. Then for all ǫ > 0 such that µ + ǫ < 1, n ≥ 1 the
following bound holds:
P
(
n∑
i=1
Zi ≥ n(µ+ ǫ)
)
≤ e
−2nǫ2
(
1−λ0
1+λ0
)
.
The lemma appears as Theorem 1 in [2]. We note that the bound in this lemma
coincides with Hoeffding’s bound and is optimal for λ ≥ 0.
We now apply the lemma to the error subsequence in order to estimate the
probability of the large deviation event E
(ℓ)
d,ǫ. Denote by X
(n) = {Xm+i}
n
i=1 and
Y (n) = {Ym+i}
n
i=1 the sequences of random variables produced by the source
according to Mk∗ and the predictions made by the learner, respectively. Let
Ξ(ν) = {Ξj}
ν
j=1 be the sequence of random variables representing the errors made
when predicting zeros, i.e., Yij = 0, ij ∈ {m+ 1, . . . ,m+ n}, 1 ≤ j ≤ ν. As
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mentioned above, Ξ(ν) is a subsequence of X(n). Denote by S(n) = {Sm+i}
n
i=1 the
sequence of consecutive states of model Mk∗ that correspond to X
(n). Let S˜(ν)
denote the subsequence of S(n) corresponding to the subsequence Ξ(ν) of X(n).
We now apply Lemma 3 to the sequence Ξ(ν). In general S(ν) may be split into
parts each consisting of consecutive states S of S(n), i.e.,
S˜(ν) =
(
S˜1, . . . , S˜ν
)
=
(
Si1 , Si1+1, . . . , Si1+r1−1, Si2 , Si2+1, . . . , Si2+r2−1, · · · , Siq , Siq+1, . . . , Siq+rq−1
)
,
where
∑q
j=1 rj = ν and the parts are disjoint, i.e.,
ij + rj < ij+1 (3.8)
for 1 ≤ j ≤ q − 1. For any state s ∈ Sk let the function f(s) in Lemma 3 be
the value of the least significant bit of the binary-representation of s. So for S˜i in
S˜(ν) we have f(S˜i) = Ξi and µ in the lemma equals P(Ξi = 1) which equals β by
(2.2). Let λ in the lemma be the second largest eigenvalue of the source’s transition
matrix T .
From Chebychev’s inequality (see for instance [4]), for any t ≥ 0, the sequence
Ξ(ν) satisfies,
P

 ν∑
j=1
Ξj > ν(β + ǫ)

 = P

 ν∑
j=1
f(S˜j) > ν(β + ǫ)

 (3.9)
≤ exp {−νt(β + ǫ)}E exp

t
ν∑
j=1
f(S˜j)

 . (3.10)
The expectation in (3.10) is now expressed as
E exp

t
ν∑
j=1
f(S˜j)

 = E exp

t
q−1∑
j=1
rj−1∑
kj=0
f(Sij+kj )

 . (3.11)
Recall that S(ν) is a subsequence of S(n) so that the expectation is taken with
respect to the joint probability distribution of the whole sequence S(n). Taking
into account the states not common to S(n) and S˜(ν) (these are at time instances
when the selection rule does not select a bit from X(n)) and recalling that S(n)
starts at state Sm+1 then we write,
S(n) =
(
Sm+1, . . . , Si1−1, Si1 , . . . , Si1+r1−1, Si1+r1 , . . . , Si2−1, Si2 ,
. . . , Si2+r2−1, Si2+r2 , . . . , Siq , . . . Siq+rq−1, . . . , Sm+n
)
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We can now express (3.11) explicitly as follows:
E exp

t
q−1∑
j=1
rj−1∑
kj=0
f(Sij+kj )

 =
∑
sm+1∈S
P (sm+1)
∑
sm+2∈S
P (sm+2 | sm+1)
· · ·
∑
si1−1∈S
P (si1−1 | si1−2) (3.12)
·
∑
si1∈S
P (si1 | si1−1) e
tf(si1)
∑
si1+1∈S
P (si1+1 | si1) e
tf(si1+1)
· · ·
∑
si1+r1−1∈S
P (si1+r1−1 | si1+r1−2) e
tf(si1+r1−1) (3.13)
·
∑
si1+r1∈S
P (si1+r1 | si1+r1−1) · · ·
∑
si2−1∈S
P (si2−1 | si2−2)
·
∑
si2∈S
P (si2 | si2−1) e
tf(si2)
∑
si2+1∈S
P (si2+1 | si2) e
tf(si2+1)
· · ·
∑
si2+r2−1∈S
P (si2+r2−1 | si2+r2−2) e
tf(si2+r2−1) (3.14)
· · ·
·
∑
siq∈S
P
(
siq | siq−1
)
etf(siq )
∑
siq+1∈S
P
(
siq+1 | siq
)
etf(siq+1)
· · ·
∑
siq+rq−1∈S
P
(
siq+rq−1 | siq+rq−2
)
etf(siq+rq−1)
·
∑
siq+rq∈S
P
(
siq+rq | siq+rq−1
)
· · ·
∑
sm+n∈S
P (sm+n | sm+n−1) .
In the proof of Lemma 3 [2] the two-state case (|S| = 2) is solved first. They
show that factors of the kind of (3.13) can be expressed as a product of matrices
(MD2t )
r1 where M denotes the 2 × 2 transition matrix and Dt is a diagonal ma-
trix
(
1 0
0 exp {t/2}
)
. It follows immediately that a factor such as (3.14) equals
(MD20)
a = Ma, a = i2− i1− r1. Thus, for the two state case, the expectation (left
hand side of (3.12)) equals a bilinear form [β 1− β ]R [1 1 ]′ where β is the sta-
tionary probability of the first of the two states, v′ denotes transpose of the vector
v and the square matrix R equals Ma1(MD2t )
a2Ma3(MD2t )
a4 · · ·MaN (MD2t )
aN .
SinceM is a stochastic matrix then each of its elements is non-negative and bounded
by 1 hence we have
[β 1− β ]R [1 1 ]′ ≤ [β 1− β ](MD2t )
a2(MD2t )
a4 · · · (MD2t )
aN [1 1 ]′
= [β 1− β ](MD2t )
ν [1 1 ]′. (3.15)
Based on the proof of [2], multiplying (3.15) by the exponential factor exp {−νt(β + ǫ)}
gives an expression which is bounded from above by exp
{
−2ν
(
1−λ0
1+λ0
)
ǫ2
}
. This
holds also in the general case (|S| > 2). Hence (3.10) is bounded from above by
this exponential. We may therefore bound the probability of E
(ℓ)
d,ǫ, for any fixed
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d ∈ {0, 1}2
k
, as follows,
P
(
E
(ℓ)
d,ǫ
)
=
∑
ν≥ℓ
P
(∣∣∣∣‖Ξ(ν)‖ν − β
∣∣∣∣ > ǫ
∣∣∣∣∣ν
)
P (ν)
≤ 2
∑
ν≥ℓ
exp
{
−2νγǫ2
}
P (ν)
≤ 2 exp
{
−2ℓγǫ2
}
. (3.16)
Denote by dˆ the binary vector (3.1) associated with the learnt model Mk (which
is based on a random training sequence x(m)). We are interested in the probability
of the event E
(ℓ)
dˆ,ǫ
that after learning, the selection rule Γdˆ picks a subsequence Ξ
(ν)
from X(n) of length ν ≥ ℓ which is biased away from β by an amount greater than
ǫ.
Denoting by A
(k)
r the complement of the set A
(k)
r then we have
P
(
E
(ℓ)
dˆ,ǫ
)
= P
(
E
(ℓ)
dˆ,ǫ
∣∣∣∣dˆ ∈ A(k)r
)
P
(
A(k)r
)
+ P
(
E
(ℓ)
dˆ,ǫ
∣∣∣∣dˆ 6∈ A(k)r
)
P
(
A
(k)
r
)
= P

 ⋃
d∈A
(k)
r
E
(ℓ)
d,ǫ

P(A(k)r )+ P
(
E
(ℓ)
dˆ,ǫ
∣∣∣∣dˆ 6∈ A(k)r
)
P
(
A
(k)
r
)
≤ P

 ⋃
d∈A
(k)
r
E
(ℓ)
d,ǫ

+ P(A(k)r )
≤ 2
∣∣∣A(k)r ∣∣∣ exp{−2ℓγǫ2}+ exp
{
−2k−2
( r
2k
− ρ(m)
)2}
≤ 2
(
e2k
r
)r
exp
{
−2ℓγǫ2
}
+ exp
{
−2k−2
( r
2k
− ρ(m)
)2}
(3.17)
which follows from (3.6), (3.7) and (3.16). Note that for any 0 < δ < 1 the choice
of r in (3.5) makes the second term in (3.17) be no larger than δ2 . The first term is
no larger than δ2 if the following holds,
ǫ ≤
√
1
2ℓγ
(
r ln
(
e2k
r
)
+ ln 2 + ln
(
4
δ
))
. (3.18)
Substituting for r in (3.18) the value in (3.5) gives the following bound on ǫ,
ǫ ≤
√√√√√√ 12ℓγ

2k
(√
1
2k−2
ln
(
2
δ
)
+ ρ(m)
)
ln

 e(√
1
2k−2
ln
(
2
δ
)
+ ρ(m)
)

+ ln 2 + ln
(
4
δ
)
which holds with probability at least 1− δ. This concludes the proof of Theorem 1.
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