Introduction
The quantum algebra U q (g) associated to a semisimple Lie algebra g is the q-analogue introduced by Drinfeld and Jimbo of its universal enveloping algebra U (g). Kashiwara [6] and Lusztig [14] have discovered a distinguished basis of U − q (g) which projects onto a global crystal basis (Kashiwara) or canonical basis (Lusztig) of each simple finite-dimensional U q (g)-module. When q tends to 1 this basis yields in particular a canonical basis of the corresponding U (g)-module.
In this article, we consider the orthogonal case g = so 2n+1 and g = so 2n . For each dominant weight λ there exists a unique irreducible finite-dimensional U q (g)-module V (λ) of highest weight λ. The aim of this article is to describe a simple algorithm for computing the global crystal basis of V (λ) analogous to those given in [11] and [12] respectively for the irreducible U q (sl n ) and U q (sp 2n )-modules.
For type B, we denote by {Λ may be regarded as a q-analogue of the p-th exterior power of the vector representation of U q (so 2n+1 ). It has been inspired by a similar construction for quantized affine Lie algebras obtained by Kashiwara, Miwa, Petersen and Yung in [9] . More precisely we have ). This construction may be generalized to types C and D. For type C, the U q (sp 2n )-module W (Λ C p ) is precisely that introduced in [12] by describing the action of Chevalley's operators on a suitable basis. By using a general algorithm due to Marsh [15] , we can compute the decomposition of the canonical basis of V (ω B p ) on the basis {v C }. Note that a q-analogue W(ω B p ) of the p-th exterior power of the vector representation already exists. It has been introduced by Jing, Misra and Okado in [4] . The module W(ω ) is irreducible but seems not to allow a generalization of the algorithm described in [11] and [12] .
Next we embed V B (λ) in
The tensor product of the crystal bases of the modules W (ω B i ) occurring in W B (λ) is a natural basis {v τ } of W B (λ) indexed by combinatorial objects τ called tabloids. Then we obtain an intermediate basis of V B (λ) fixed by the involution q −→ q −1 and such that the transition matrix from this basis to the global crystal basis of V B (λ) is unitriangular. Finally we compute the expansion of the canonical basis on the basis {v τ } via an elementary algorithm. Note that the coefficients of this expansion are integral that is belong to Z[q, q −1 ]. For type D the method is essentially the same up to minor modifications due to the existence of the two spin representations.
Notation In the sequel, we often write B and D instead of B n and D n to simplify the notation. Moreover, we frequently define similar objects for types B and D. When they are related to type B (respectively D), we attach to them the label B (respectively the label D ). To avoid cumbersome repetitions, we sometimes omit the labels B and D when our statements are true for the two types.
Background
In this section we briefly review the basic facts that we shall need concerning the representation theory of U q (so 2n+1 ) and U q (so 2n ) and the notions of crystal basis and canonical basis of their representations. The reader is referred to [1] , [2] , [3] , [7] and [8] for more details.
2.1
The quantum enveloping algebras U q (so 2n+1 ) and U q (so 2n )
Given a fixed indeterminate q set
, and q D i = q for any i ∈ {1, ..., n},
If g is one of the two algebras so 2n+1 or so 2n , the quantized enveloping algebras U q (g) is the associative algebra over Q(q) generated by e i , f i , t i , t −1 i , i = 1, ..., n, subject to relations which depend on the coefficients of the Cartan matrix of g.. Note that for any i ∈ I, the subalgebra of U q (g) generated by e i , f i and t i is isomorphic to U q (sl 2 ) the quantum enveloping algebra associated to sl 2 .
The representation theory of U q (g) is closely parallel to that of g. The weight lattice P of U q (g) is the Z-lattice generated by the fundamentals weights Λ 1 , ..., Λ n . Write P + for the set of dominant weights of U q (g). We denote by V (λ) the irreducible finite dimensional U q (g)-module with highest weight λ ∈ P + . Given two U q (g)-modules M and N , we can define a structure of U q (g)-module on M ⊗ N by putting:
In the sequel we need the following general lemma (see [3] p.32). Let V (l) be the irreducible U q (sl 2 )-module of dimension l + 1.
Lemma 2.1.1 Consider v r ∈ V (r) and v s ∈ V (s). Set t(v r ) = q a v r with a ∈ Z. Then for any integer r one has:
Crystal basis and crystal graph of U q (g)-modules
The reader is referred to [3] and [8] for basic definitions on crystal bases and crystal graphs. Given (L, B) and (L ′ , B ′ ) two crystal bases of the finite-dimensional
The action of e i and f i on B ⊗ B ′ is given by:
and
where ε i (u) = max{k; e k i (u) = 0} and ϕ i (u) = max{k; f k i (u) = 0}. For any λ ∈ P + , write B(λ) for the crystal graph of V (λ).
The spin representations
Now we review Kashiwara-Nakashima's description [10] of the spin representation
) and U q (so 2n ). It is based on the notion of spin columns. To avoid confusion between these new columns and the classical columns of a tableau that we will define in 2.4, we will follow Kashiwara-Nakashima's convention and consider spin columns as column shape diagrams of width 1/2. Such diagrams will be called spin diagrams.
Definition 2.3.1 A spin column C of height n is a filling of a spin diagram by n letters {x 1 ≺ · · · ≺ x n } of the totally ordered set {1 ≺ · · · ≺ n ≺ n ≺ · · · ≺ 1} such that the letters are increasing from top to bottom. The set of spin columns of length n will be denoted SP n .
To describe the two spin representations of U q (so 2n ) we split SP n in two parts. Set SP + n = {C ∈ SP n ; the number of barred letters in C is even} , SP − n = {C ∈ SP n ; the number of barred letters in C is odd} .
In [10] , Kashiwara and Nakashima consider the module V (Λ B n ) as a 2 n dimension space vector of basis B ={v C , C ∈ SP n }. They give the action of Chevalley's operators on each vector v C . For this action the vector v Cn (with C n the spin column containing only unbarred letters) is of highest weight. In the sequel we only use the action of the operators f i 's:
Similarly the modules V (Λ D n ) and V (Λ D n−1 ) can be respectively regarded as 2 n−1 dimension spaces vector of basis B + ={v C , C ∈ SP + n } and B − ={v C , C ∈ SP − n }. For the action defined in [10] , v Cn and v Cn−1 (with C n−1 the spin column containing only n as barred letter) are respectively highest weight vectors of V (Λ 
Note that the actions of the e i 's and t i 's on the spin representations may be given in a similar simple way.
Combinatorics of crystal graphs
In this paragraph we recall Kashiwara-Nakashima's realization of B(λ) [10] . It is based on the notion of orthogonal tableau analogous to Young tableau for type A. The crystal graphs of the vectors representations of U q (so 2n+1 ) and U q (so 2n ) are respectively:
Set
.., n, and the vertex
It is not always possible to realize In the sequel, we need to attach to λ ∈ Ω + a combinatorial object Y (λ) analogous to the Young tableau associated to a dominant weight for type A. This leads us to set:
Let us consider the ordered alphabets related to the crystal graphs (6) and (7) B n = {1 ≺ · · · ≺ n ≺ 0 ≺ n ≺ · · · ≺ 1} and
Note that D n is only partially ordered: n and n are not comparable. We say that the letters of {1, ..., n} and {1, ..., n} are respectively unbarred and barred. We set 0 = 0 and for any letter x, x = x. Write B * n and D * n for the free monoids on B n and D n . Then we identify each vertex x 1 ⊗ · · · ⊗ x l of G n with the corresponding word
of column shape filled by letters of B n such that C increases from top to bottom and 0 is the unique letter of B n that may appear more than once. A column of type D is a Young diagram C of column shape filled by letters of D n such that x i+1 x i for i = 1, ..., l − 1. Note that the letters n and n are the unique letters that may appear more than once in C and if they do, these letters are different in two adjacent boxes. The height h(C) of the column C is the number of its letters. The word obtained by reading the letters of C from top to bottom is called the reading of C and denoted by w(C). Write C B (n, p) (resp. C D (n, p)) for the set of columns of height p on B n (resp. on D n ).
Consider
Definition 2.4.1 (Kashiwara-Nakashima)
+ . An orthogonal tableau of type B and shape
An orthogonal tableau of type D and shape Y (λ) is a tabloid T such that w(T ) ∈ B(λ).
We will denote by OT B (n, λ) and OT D (n, λ) the sets of orthogonal tableaux respectively of type B and D and shape Y (λ). An orthogonal tableau containing only one column is called an admissible
+ is an orthogonal tableau if and only if the tabloids of two columns C i C i+1 , i = 1, ..., r − 1 are orthogonal tableaux [10] . This is equivalent to say that its columns are admissible, its rows increase from left to right for and T does not contain certain configurations which depend on its type.
Remark: A column C is admissible if and only if it can be duplicated in a pair (lC, rC) of columns which do not contain any pair of letters (z, z) following a certain process described in [13] . This give an alternative combinatoric caracterization of the orthogonal tableaux. The tabloid T = C 1 · · · C r is an orthogonal tableau if and only if its columns can be duplicated and the tabloid spl(T ) = lC 1 rC 1 ···lC r rC r is an orthogonal tableau. The advantage of this presentation is that most of the forbidden configurations listed in [10] can not appear in the duplicated form spl(T ). In particulary, T is an orthogonal tableau of type B if and only if the rows of spl(T ) increase from left to right for . Consider λ ∈ P + − Ω + and CT a tabloid of shape Y (λ). Write C C for the admissible column of height n containing the letters of C. Then CT is an orthogonal tableau if and only if C C T is an orthogonal tableau.
Canonical basis of a U q (g)-module
In the sequel we identify B(λ) to {w(T ); T ∈ OT(n, λ)}. Denote by F → F the involution of U q (g) defined as the ring automorphism satisfying
We can now state:
Note that
The basis {G(T ); T ∈ OT(n, λ)} is called the lower global (or canonical) basis of V (λ), and our aim is to calculate it.
Marsh's algorithm
Now we review Marsh's algorithm [15] for computing the global basis of V (ω p ). Let w(C) ∈ B(ω p ). The letter x ∈ w(C) is movable in w(C) for i if e i (x) = 0 and is not a letter of w(C). We define a path in B(ω p ) joining w(C) to b ωp . If w(C) = b ωp , let z be the leftmost movable letter of w(C). When C is of type B, let i 1 be the unique i ∈ {1, ..., n} such that e i (z) = 0. When C is of type D we define i 1 as follows:
Note that the admissibility of C and the definition of z imply that the letters n and n do not belong to C when z = n − 1. Marsh has proved that i 1 is always such that e i1 (w(C)) = 0. Set p 1 = ε i1 (w(C)) ∈ {1, 2}. Let C 1 be the admissible column of reading e p1 i1 (w(C)). Then we compute similarly C 2 from C 1 and write w(C 2 ) = e p2 i2 w(C 1 ). Finally, after a finite number of steps, we will reach b ωp and we will get w(b ωp ) = e 
where for any integer m, e 
Wedge products of the vector representation
In this section we introduce a q-analogue W (ω p ) of the p-th wedge product of the vector representation of U q (g). It has been inspired by a similar construction for quantized affine Lie algebras obtained by Kashiwara, Miwa, Petersen and Yung in [9] . When q → 1 in W (ω p ), we do not recover the classical notion of the p-th wedge product. In particular W (ω p ) is not irreducible. We are going to see that it contains an irreducible component isomorphic to V (ω p ). The vector representation V (Λ B 1 ) of U q (so 2n+1 ) is the vector space of basis {v x , x ∈ B n } where
Note that, with our definition of the action of f n on v 0 , we have f
is the space vector of basis {v x , x ∈ D n } where the action of e i , f i and t i , i = 1, ..., n is given by
and (14).
The representations
We start with the decomposition of the square tensor product of V (Λ 1 )
where N ∼ = V (2Λ 1 ) the submodule generated by v 1 ⊗ v 1 , V (0) is the trivial representation and
where
The representations W (ω 
) we have the relations
Proof. Using (1), (2) and (3) we obtain that the following vectors belong to N B :
2 v x ⊗ v y with x, y ∈ B n such that x ≺ y and x = y,
2 ) may be obtained by a straightforward induction from relations (iii) and (iv) below.
To obtain the relations 1, 2 and 3 in W (ω D 2 ), we consider similarly the vectors , p) ) and {v C , C ∈ C(n, p)} is a basis of W (ω B p ). Note that we have the decomposition
The coordinates of a vector v x1 ∧ · · · ∧ v xp on the basis {v C , C ∈ C(n, p)} are all in Z[q] since it is true for the coefficients appearing in the relations of Proposition 3.1.1. Consider the A-lattice L p = C∈C(n,p) Av C of W (ω p ) and denote by π p the projection L p → L p /qL p . We identify π p (v C ) with the word w(C).
Av w where the sum runs over the set of words of length p. Then
⊗p because it is the p-th tensor power of the crystal basis of
⊗p so is stable under the action of Kashiwara's operators. This
The action of Kashiwara's operators on B p is obtained by restriction of the action of these operators on B p . We deduce from (4) and (5) that the image of a column word containing p letters by any f i or e i , i = 1, ..., n is zero or a column word containing p letters. So
.., n, we identify V (ω p ) with the sub-module of W (ω p ) generated by v ωp and V (ω is not admissible and one has in W(ω p )
Thus the modules W(ω p ) are certainly less convenient than the W (ω p ) for calculating the canonical basis, because the analog of Lemma 4.2.1 below does not hold for W(ω p ). See remarks below.
2. It is possible to define for any p = 1, ..., n the p-th q-wedge product W (Λ 
Action of the Chevalley's generators f i and t i on W (ω p ).
In the sequel we will need of a combinatorial description of the action of the Chevalley generators f i and t i , i = 1, ..., n on the basis {v C , C ∈ C(n, p)}. The action of t i , i = 1, ..., n is given by
Given a column C, we write w i (C) for the column word obtained by reading only the letters of C that occur in {i, i + 1, i, i + 1} if i = 1, ..., n − 1, {n, 0, n} if i = n and C is of type B, {n − 1, n, n − 1, n} if i = n and C is of type D.
If the vector v Y occur in the decomposition of f i (v C ) on the basis {v X , X ∈ C(n, p)}, the words w(C) and w(Y ) can only differ by letters of w i (C) and w i (Y ). Hence Y is characterized by w i (Y ) and the letters of C which are not in w i (C).
To obtain the action of the operators f i , it suffices to use (3) and the relations obtained in Proposition 3.1.1. 
Action of the f i 's on W (ω
If i = n, set E n = {n, 0, n}. One has
v X with w n (X) = 0 r−1 n if w n (C) = 0 r and r ≥ 1
w n (X 2 ) = n0 r−1 n if w n (C) = n0 r and r ≥ 1 v X with w n (X) = 0 if w n (X) = n v X with w n (X) = 0 r+1 n if w n (C) = n0 r n and r ≥ 0 0 otherwise .
where for any p ∈ N, 0 p means 0 repeated p times.
Action of the
r and r ≥ 1
r n and r ≥ 1
v X with w(X) = f n−1 (w(C)) if ϕ n−1 (w(C)) = 1 and w n−1 (C) do not contain a factor nn 0 otherwise (22) where for any p ∈ N, (nn) p and (nn) p are respectively the words obtained by repeating p times the factors nn and nn.
Given any column C of type D, we denote by C n←→n the column obtained by permuting the letters n and n in C. The action of f n on v C may be obtained from that of f n−1 by using the involution of W (ω
We have
Remark: If we use the module W(ω p ) instead of W (ω p ), the coefficients of the decomposition of f i (v C ) on the basis {v C , C ∈ Ca(n, p)} are not necessary in Z[q]. For example when n = 2 one has by (17) and (18)
where we have written for short C in place of v C .
Computation of the canonical basis of V (λ)

Global basis of V (ω p )
We can use Marsh's algorithm to compute the expansion of the global basis of V (ω p ) considered as a sub-module of W (ω p ) on the basis {v C , C ∈ Ca(n, p)}. 
Note that the columns X and the coefficients
more complex as in the symplectic case [12] and it seens to be impossible to describe them in a simple combinatoric way.
The representation W (λ)
To make our notation homogeneous write for the spin representations
+ a dominant weight and write λ = Λ + λ ′ accordingly to (9) . Since λ ′ ∈ Ω + , there exists
The natural basis of W (λ ′ ) consists of the tensor products v Cr ⊗ · · · ⊗ v C1 of basis vectors v C of the previous section appearing in (26) . It is naturally indexed by the tabloids of shape Y (λ) by setting 
Let L λ be the A-submodule of W (λ) generated by the vectors v τ , τ ∈ T(n, λ). We identify the image of the vector v τ by the projection π λ : L λ → L λ /qL λ with the word w(τ ). The pair (L λ , B λ = {w(τ ) | τ ∈ T(n, λ)}) is then a crystal basis of W (λ). Indeed by Lemma 3.1.3, it is the tensor product of the crystal bases of the representations W (ω p ) or W (Λ) occurring in W (λ). Set
We identify V (λ) with the submodule of W (λ) generated by v λ . Then, with the above notations, v λ = v T λ where T λ is the orthogonal tableau of shape Y (λ) whose k-th row is filled by letters k for k = 1, ..., n − 1 and n-th row by letters n except for λ ∈ Ω D + and Y (λ) = (Y λ , −) when it is filled by letters n. By Theorem 4.2 of [8] , we know that
.., i r = 1, ..., n; a 1 , ..., a r > 0} − {0}.
The actions of e i and f i , i = 1, ..., n on each w(τ ) ∈ B λ are identical to those obtained by considering w(τ ) as a vertex of G n or G n since it is true on each B p . Hence, Definition 2.4.1, B(λ) = {w(T ); T ∈ OT(n, λ)}. For each vector G(T ) of the canonical basis of V (λ) we will have:
The aim of this section is to describe an algorithm computing the decomposition of the canonical basis {G(T ); T ∈ OT(n, λ)} onto the basis {v τ ; τ ∈ T(n, λ)} of W (λ).
In the sequel we will need a total order on the readings of the tabloids. Let w 1 = x 1 · · · x l and w 2 = y 1 · · · y l be two distinct vertices of G n with the same length and k the lowest integer such that x k = y k . When w 1 and w 2 are words of B * n , we write w 1 B w 2 if x k y k in B n and w 1 ⊲ B w 2 otherwise that is, B is the lexicographic order on B * n . When w 1 and w 2 are words of D * n , we write w 1 D w 2 if x k y k in B n (indeed D n is not totally ordered but the letters of D n are letters of B n ). We can extend the order to vertices of G n by setting w 1 C 1 w 2 C 2 ⇐⇒ w 1 w(C C1 ) w 1 w(C C2 ). We endow the set T(n, λ) with the total order:
In fact is a lexicographic order defined on the readings of the tabloids of T(n, λ) such that x f i (x) for any letter x with ϕ i (x) = 0 C f i (C) for any spin column C with ϕ i (C) = 0 .
We are going to compute the canonical basis {G(T ); T ∈ OT(n, λ)} in two steps. First we obtain an intermediate basis {A(T ); T ∈ OT(n, λ)} which is fixed by the involution (condition (12)). When T = C is an admissible column, A(C) is the output of Marsh's algorithm. This implies that A(C) = G(C).
In the general case, we have to correct A(T ) in order to verify condition (11) . This second step is easy because we can prove that the transition matrix from {A(T ); T ∈ OT(n, λ)} to {G(T ); T ∈ OT(n, λ)} is unitriangular once the orthogonal tableaux and the tabloids are ordered by .
We start with a general Lemma analogous to Lemma 4.1 of [12] .
where (i 1 , ..., i s ) and (r 1 , ..., r s ) are two sequences of integers. Then the coordinates of v on the basis
Proof. It suffices to prove that for any tabloid τ = C 1 · · · C s , any i = 1, ..., n and any integer m, the coordinates of f (m) i v τ on the basis {v τ ; τ ∈ T(n, λ)} belong to Z[q, q −1 ]. We proceed by induction on s. If s = 1, the result follows from the description of the action of the Chevalley generators on the vectors
stabilized by the f i 's.
The basis A(T )
The basis {A(T )} will be a monomial basis, that is, a basis of the form
By Lemma 4.2.1, the coordinates of A(T ) on the basis {v τ } of W (λ) belongs to Z[q, q −1 ]. To find the two sequences of integers (i 1 , ..., i m ) and (r 1 , ..., r m ) associated to T , we proceed as follows. Suppose first λ ∈ Ω + and consider T = C 1 · · · C s = T λ ∈ OT(n, λ). Let C k be the rightmost column of T such that w(C k ) is not a highest weight vertex. We define i 1 ∈ {1, ..., n} from C k as we have done in 2.6. If k = 1 we set l = 1. If k > 1 and f i1 v C k = 0 or e i1 (w(C k−1 )) = 0 we set l = k. Otherwise let l be the lowest integer l < k satisfying the two conditions
Set ε i1,j = ε i1 ((w(C j )) for j = l, ..., k and r 1 = k j=l ε i1j . Write T 1 for the tabloid obtained by changing in
T each column C j , j = l, ..., k into the column of reading e εi 1 ,j i1
(w(C j )). Now suppose λ /
∈ Ω + and consider
is of highest weight, we have G(T ) = v T . Indeed the vectors v τ appearing in the decomposition of G(T ) on the basis {v τ , τ ∈ T(n, λ)} have the same weight µ than T and T is then the unique tabloid of shape λ and weight µ. So we can suppose that T ′ is not of highest weight and define k, l, i 1 , r
as we have done in the case λ ∈ Ω + . Finally we set
.., k}. The columns C i with i = k + 1, ..., s are of highest weight. One has w(
and ϕ i1 w(C j ) = 0 for j = k + 1, ..., s (otherwise we would have e i1 (w(C k )) = 0 since the letters 1, ..., i 1 would occur in
The lemma is true since D k · · · D s is also an orthogonal tableau. If l > 1, we have either f i1 v C l = 0 and e i1 (w(C l )) = 0 or e i1 (w(C l−1 )) = 0. When f i1 v C l = 0, by considering the configurations given in 3.2 for f i1 v C l = 0 and e i1 (w(C l )) = 0, we see that ε i1,l = 1 and ϕ i1 w(D l ) = 2. More precisely one has:
In all cases, a simple computation from Definition 3.1.5 of [13] shows that lC l = lD l (see Remark following Definition 2.4.1). Hence rC l−1 lD l is an orthogonal tableau. When e i1 (w(C l−1 )) = 0, we have e
Finally we obtain that Once the tableau T 1 defined, we do the same with T 1 getting a new orthogonal tableau T 2 and a new integer i 2 . And so on until the tableau T s obtained is equal to T λ . Notice that we can not write w(T 1 ) = e r1 i1 w(T ) in general, that is, our algorithm does not provide a path in the crystal graph B(λ) joining the vertex w(T ) to the vertex of highest weight w(T λ ). . ∈ Ω + the arguments are essentially the same up to minor modifications due to the spin column contained in the tabloids of shape λ. Consider a tabloid τ ∈ T(n, λ) with λ ∈ Ω + and i ∈ {1, ...n}. We call "i-substitution in τ " the substitution of any letter a ∈ τ such that ϕ i (a) = 0 by the letter f i (a) preserving the structure of tabloid. 
We must have x q ⊳ y q because τ 1 ⊳ T 1 . The letter x q is necessarily modified when T is obtained from τ 1 . Otherwise we have x q ∈ w(T ). But w(T ) can also be computed from w(T 1 ). So the letter of w(T ) occurring at the same place than the letter y q in w(T 1 ) is y q : it can not be x q . This implies that x q = e i1 (y q ). Write τ 1 = E 1 · · · E s where E j is a column for j = 1, ..., s. Suppose that x q appear in the p-th column E p of τ 1 . Then y q ∈ D p and z q = y q ∈ C p (the notations are those of Lemma 4.3.1, that is T = C 1 · · · C s and
is obtained by applying e ε i1 with ε = ε i1 (w(C p )) to w(C p ). Hence C p contains at least a letter z h which is changed into y h = e i1 (z h ) to obtain D p . Necessarily h = q because z q = y q ∈ D p . So C p contain the two letters z q = y q and z h . Then the diagram obtained by changing in C p z q and z h into e i1 (z q ) = x q and e i1 (z h ) = y h is the column of reading e ∈ D p and we obtain a contradiction. We have proved that C p = D p .
The column C p is not of highest weight because it contains the movable letter y q . So p ≤ k (see (29) ). This implies that p < l because C p is not modified when we obtain T 1 from T. Hence w(T ) is obtained from w(T 1 ) after r 1 i 1 -substitutions occurring in w. We derive a contradiction because in this case there are r 1 + 1 i 1 -substitutions when T is obtained from τ 1 . We have proved that v T can only appear in f 
In this sum the vector
i1 v T1 is equal to 1 which proves (ii) since the coefficient of v T1 in A(T 1 ) is 1.
Consider v τ appearing in A(T ) and suppose that the tabloid τ is obtained from the tabloid τ 1 such that v τ1 appears in A(T 1 ) after r 1 i 1 -substitutions in τ 1 . Let τ ′ be the tabloid obtained by executing in w(τ 1 ) the r 1 leftmost possible i 1 -substitutions. We are going to prove that τ ′ T which implies the proposition because τ τ
So we can suppose τ 1 = T 1 and decompose the words w(τ 1 ), w(T 1 ) as in (32) with x q ⊳ y q . If τ ′ T, there is a i 1 -substitution executed in w when τ ′ is obtained from τ 1 which is not executed when T is obtained from T 1 . Denote by a the letter concerned by this substitution. We can write w = w 1 aw 2 where w 1 and w 2 are words and w(τ 1 ) = w 1 aw 2 x q u and w(T 1 ) = w 1 aw 2 y q u ′ .
Then when we compute T from T 1 , the r 1 i 1 -substitutions occur in w 1 since w(T ) is obtained from w(T 1 ) by executing the r 1 leftmost possible i 1 -substitutions in w(T 1 ). This contradicts the definition of τ ′ . So (iii) is true.
It follows from (iii) that the vectors A(T ) are linearly independent in V (λ). This implies that {A(T ); T ∈ OT(n, λ)} is a Q[q]-basis of V (λ). Indeed by Definition 2.4.1, dim V (λ) = card(OT(n, λ)). As a consequence of (28), we obtain A(T ) = A(T ). Note that, by definition of Marsh's algorithm, the bases {A(T )} and {G(T )} coincide when λ = ω i , i = 1, ..., n. We are going to describe a simple algorithm for computing the rectangular matrix of coefficients
From A(T ) to G(T )
τ ∈ T(n, λ), T ∈ OT(n, λ). So the Lemma is true.
Example
All the vectors occurring in our calculations are weight vectors. So we can use our algorithm to compute the canonical basis of a single weight space. We give below the matrix obtained for the 10-dimension weight space of the U q (so 7 )-module V (3, 2, 1) (i.e. λ = Λ 1 + Λ 2 + 2Λ 3 ) corresponding to the weight (0, 2, −1). Its columns and rows are respectively labelled by the orthogonal tableaux T i , i = 1, ..., 10 and by the tabloids of weight (0, 2, −1) ordered from left to right and top to bottom in increasing order for . The orthogonal tableaux (which are tabloids) appear in the labelling of the rows of the matrix. We have written them with bold font. In this example we have, G(T i ) = A(T i ) for i ∈ {1, 2, 5, 6, 7, 9, 10}, G(T 3 
