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Summary
This thesis is devoted to the development of several non-parametric Bayesian 
approaches to univariate calibration, whilst reviewing the wide variety of 
approaches to both univariate and multivariate calibration.
A typical calibration procedure consists of two stages (i) a calibration 
experiment consisting of n observations, ( xL, T ,), which are used to estimate the 
true calibration curve, / ,  and (ii) a prediction stage where one or more 
observations, Yj', are taken which correspond to an unknown value of X. Suppose 
the unknown value is denoted by £, then the aim of the calibration procedure is to 
draw inferences concerning f .
All the approaches developed in the thesis involve deriving the posterior
distribution of £, given both the calibration data { (xx, Yx) i’= l ,2 ,3 , n } and the
observations Yj'. Both point and interval estimates for £ are obtained from this 
posterior distribution. A key assumption for most of the thesis is that /  is a cubic 
spline with knots {xt } i= l ,2 ,....n .
The first two approaches to be developed view £ as a non-linear functional 
of /  and simulation from the posterior distribution of /  is used to obtain the 
posterior distribution of £. The third approach uses predictive densities and 
involves an approximation to the distribution of the residual sum of squares of the 
calibration experiment The fourth and fifth approaches are developed especially 
for data sets where the observations (Yt , Yj') are proportions. The fourth 
approach results in a non-parametric version of logistic regression and the fifth 
approach involves a logistic transformation of the observations (7 /, Yj').
All the non-parametric methods are assessed by testing them out on a wide 
variety of both simulated and real data sets. Finally, the first three approaches 
developed in the thesis are compared with each other and also with a selected 
number of parametric approaches. Conclusions are drawn concerning the relative 
merits of the non-parametric approaches.
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1. INTRODUCTION
Statistical calibration has some similarities with scientific calibration, which 
is the process whereby the scale of a measuring instrument is determined or 
adjusted on the basis of an informative or calibration experiment, but it has a 
more complicated form. A statistical calibration problem is a kind of inverse 
prediction, a problem of retrospection and some authors call it inverse regression 
rather than calibration. It is probably best explained by considering a typical 
univariate calibration problem.
Consider the problem of a chemist wishing to establish a calibration curve to 
use in measuring the amount of a certain chemical A in samples sent to an 
analytical laboratory. There are two stages in the calibration process. In the first 
stage, for each of n samples with known amounts of chemical A, one or more 
measurements are made with the relatively quick, inexpensive test method being 
calibrated (T). The known amounts of chemical A have been determined by an 
extremely accurate standard method that is slow and expensive (X). The 
resulting data constitutes the calibration experiment and is used to estimate the 
calibration curve / .  This calibration curve is now ready for use in the second 
stage of the calibration process which involves prediction. In the second stage, 
samples with unknown amounts of chemical A are analysed with the test method 
and the amount of chemical A predicted for each new sample. For a given 
sample, one or more measurements using the test method may be made.
The chemist’s problem outlined above illustrates a common calibration 
procedure. Let us consider the mathematical formulation of this calibration 
procedure. Let the true values associated with the standard and test methods be 
designated by £ and 77. As this thesis is concerned with non-parametric calibration, 
it will be assumed that 77 = /(£ )  where /  is a smooth function, in most of the 
chapters /  being a natural cubic spline.
In the first stage of the calibration process, the calibration experiment, n 
pairs of observations (X,-, Yt) are obtained, where Xt and Yi are the observed 
values of Si and tji respectively. Now
X; = ^  + Si 1= 1 ,2 ,..../!
Yi = Vi + £i *=1,2 /i (1.1)
where £t- and <% are experimental errors. In all absolute calibration problems 
Si = 0. The chemist’s problem outlined above is an example of absolute 
calibration and this thesis will be concerned with absolute calibration problems. It 
is usual in calibration to assume that the calibration curve is monotonic. The
- 2 -
model for the calibration experiment is therefore given by
T; = /(* ,)  + i =l , 2 ,3  n (1 .2 )
where it is assumed that /  is a monotonic natural cubic spline with knots at the
data points { jc4- } i= l,2 ,....n . It is usual to assume that ej ,c 2 » e 3  £n ^
independent normal random variables with mean zero and variance o f . We will 
assume that o f  = o 2/wj where the weights wt are known.
Having estimated the calibration curve, we proceed to the second stage of 
the calibration process, the prediction stage. A sample is presented with a specific 
unknown value of 77 and one or more measurements (Y ')  are made using the test 
method. The model for the prediction stage is given by
Yj' = v + e /  = /({ )  + <?/ 7 = 1,2,3.....m (1.3)
where the e f  are assumed to be independent normal random variables with mean 
zero and variance o f . We will assume that o f  = o 2.
Given the data from the first and second stages, inferences are now made 
about the unknown £, which corresponds to 77 for the sample being measured. The 
value of £ is given by
t  = r Hv )  (i-4)
Chapters 3, 4, 5 and 6  of this thesis are concerned with different Bayesian 
approaches to this inference problem whereas Chapter 2 reviews the many varied 
approaches (Bayesian and non-Bayesian, parametric and non-parametric) to 
univariate and multivariate calibration problems.
In Chapters 3 and 4, £ is viewed as a non-linear functional of the true 
calibration curve /  and simulation is used to generate the posterior distribution of 
£. In these chapters, we simulate from the posterior distibution of / ,  which is a 
truncated multivariate normal distribution, truncated in such a way as to remove 
non-monotonic splines. Suppose such a posterior realisation of /  is called f s. In 
Chapter 3, a non-informative prior for 77 is assumed and posterior realisations (77v) 
of 7] are generated. Then /J"1(i7v) is evaluated a large number of times to generate 
the posterior distribution of £. However in Chapter 4, having simulated from the 
posterior distribution of / ,  a switching algorithm is used to generate the posterior 
distribution of £, given a particular prior for £  The method is tested out on the 
same data sets as those used in Chapter 3, using a variety of priors for f. The 
main difference between the two approaches in Chapters 3 and 4 is that in 
Chapter 4 an explicit prior for £ is used, facilitating the use of prior information 
on £, whereas in Chapter 3 an implicit prior for {  is used since from equation 
(1.4) the assumed prior for 77 implies a particular prior for £.
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The approach of Chapter 5 is completely different from the approaches of 
Chapters 3 and 4 because it is based on predictive densities and does not use 
simulation. The approach requires, for all but one data set considered, an 
approximation to the distribution of the residual sum of squares for the calibration 
experiment. The methods developed in this chapter are based on the papers of 
Imhof (1961), Solomon and Stephens (1977) and Eagleson and Buckley (1988) 
and they are assessed by testing them out on a variety of data sets.
Chapter 6  considers two non-parametric approaches to data sets where the 
observations (Yh Yj') are proportions. The first approach considers the analysis of 
proportion data arising from a Binomial model and results in a non-parametric 
version of logistic regression based on cubic smoothing splines. This is tested out 
on two simulated data sets. The second approach considers non-Binomial 
proportions and involves transforming the data. Once transformed, it is possible to 
apply the methods of Chapters 3, 4 and 5 to produce the posterior distribution of 
£. By way of an illustration, the method developed in Chapter 3 is applied to a 
teeth data set
The first part of Chapter 7 is devoted to the comparison of the non- 
parametric methods described in Chapters 3, 4 and 5. The chapter then goes on to 
compare, using data arising from linear models, the parametric methods of 
Hoadley (1970), Aitchison and Dunsmore (1975) and Hunter and Lamboy (1981a) 
with the non-parametric methods developed in Chapters 3, 4 and 5. The final part 
of the chapter considers the conclusions to be drawn as a result of these 
comparisons and makes brief suggestions for possible future work.
2. A REVIEW OF CALIBRATION
2.1 THE NATURE OF CALIBRATION
2.1.1 Absolute and comparative calibration
It is important in any discussion of calibration to distinguish between abso­
lute and comparative calibration. Williams (1969a) stressed that although these 
two activities are both called calibration, they are conceptually different and lead 
to different issues in statistical modelling.
In absolute calibration a quick or non-standard measurement technique is 
calibrated against a standard or defined measurement. The standard measurement 
is either known or made with negligible error.
With comparative calibration one instrument or measurement technique is 
calibrated against another with neither one being inherently a standard so that 
there is no standard measurement X. Williams (1969a), Barnett (1966,1969) and 
Theobald and Mallinson (1978) discuss comparative calibration and an extensive 
practical example of it is given by Sayers et al. (1986) who analysed the data 
from the International Road Roughness Experiment (IRRE) conducted in Brazil. 
The IRRE was proposed in order to find a standard road roughness index 
appropriate for the many types of roughness measuring equipment now in 
international use, and to provide a basis for comparing roughness measures 
obtained by different procedures and instruments. Cochran (1943) proposed 
methods of multivariate analysis for application in comparative calibration 
experiments where the values obtained on two different scales are correlated. 
Rosenblatt and Spiegelman (1981) give several references in the field of
comparative calibration.
2.1.2 Mathematical formulation of the univariate calibration problem
As stated in Chapter 1, a common calibration procedure consists of two 
stages (i) the calibration experiment and (ii) the prediction stage.
The calibration experiment consists of n pairs of observations (X{-, F{). From 
equations (1 .1)
Xi = + Si z= l , 2  n
Yi = Vi + £i z=l,2 ,....rt
where £,■ and are experimental errors. In absolute calibration <% = 0 for all z.
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Lwin and Spiegelman (1986) consider a case close to absolute calibration where 
none of the are identically zero but the <5; have a known finite bound. Mandel
(1984) considers calibration when both X  and Y have error. Making the 
assumption that <5, = 0  for all i, produces the following model for the calibration 
experiment
Yi = f ( x i ) + i = l ,2 f...h
where it is assumed that rj = /(£ ). There have been many papers devoted to the 
linear calibration problem i.e. it is assumed that rj = /(£ )  = p0 + p ^  where fi0 
and Pi  are the intercept and slope parameters respectively. The model for the 
calibration experiment in this case becomes
Yi = Po + P ix i + e i i=l,2,. . . / i  (2.1.1)
Tallis (1969), Scheffe (1973), Lwin and Maritz (1980), Clark (1980), Lundberg 
and De Mar6  (1980) and Lwin and Spiegelman (1986) have assumed a general 
form for /(£ )  to derive their theoretical results (see Sections 2.2, 2.3, 2.4 and 
2.5). The majority of them consider the linear model as a special case of interest. 
Knafl et al. (1984) assumes a non-linear form for / (£ )  in response to the 
particular demands of their pressure-volume calibration problem (see Section 2.5). 
The next assumption which is usually made is that the £,’s are i.i.d normal 
random variables with mean zero and variance a 2.
At the prediction stage of the calibration process the model is given by
Yy  = 77 + e /  = /(£ )  + e /
With the assumption of a linear model this becomes
Y / =  fio +  P iS  +  e /  y=l,2,. ..m (2.1.2)
where the £j' are assumed to be i.i.d. normal random variables with mean zero 
and variance a} . Berkson (1969) argued that a l  will ordinarily be substantially 
smaller than a%, since the calibration experiment is usually performed under 
relatively highly controlled conditions. Pemg and Tong (1974) in their sequential 
approach to calibration assume that a l  a l  but the majority of authors assume 
that these variances are equal, i.e. a l  = a l  = a 2.
The objective of the absolute calibration procedure is to make inferences 
about the unknown % which corresponds to tj for the new sample being measured 
at the prediction stage. The value of £ is given by equation (1.4)
s  = r H v )
In the case of the linear model, this equation becomes
- 6 -
. Cl-A.) „ .{ = — ^----- (2.1.3)
P\
There are many approaches to this inference problem and these will be outlined in 
the sections which follow.
In comparative calibration, one is typically concerned with the calibration of 
p  measuring instruments when each is used to make measurements of the same 
property on every member of a group of specimens. There is usually no standard 
measurement to which they may be referred so there is no question of estimating 
the measurement expected on one instrument corresponding to that observed on 
another as in absolute calibration for example. Instead one is concerned in
estimating a set of symmetrical calibration equations relating the expected
measurements of pairs of instruments. Theobald and Mallinson (1978) put forward 
the following mathematical model.
Suppose represents the unobserved ‘true’ reading of the /th instrument 
( i= l,2 ,...p )  and Yt is the observed measurement of the ith instrument so that
Yi =Zi + ei i= 1,2,...p . (2.1.4)
where the e’s represent the errors of measurement Assume that £,• is independent 
of £,• and the £,• are independent random variables with mean zero and variance 
a I  ( i= l ,2,.../?) which are constant from specimen to specimen. Suppose further 
that
ft +A fF i= l,2 ,...p  (2.1.5)
where F represents a hypothetical standard measurement having zero mean and 
unit variance over the population of possible specimens. The X-x are called 
calibration factors.
Substituting (2.1.5) into (2.1.4) gives the model
Yi = Pi + XtF + £i /= l,2 ,...p  (2.1.6)
If F  and e have normal distributions, model (2.1.6) is the standard model for 
factor analysis restricted to a single common factor so the parameters A; and 
Pi ( i= l ,2 ,...p) can be estimated using a program for carrying out factor analysis 
by maximum likelihood (ML). The calibration equation for any two instruments 
h and / is
Xh
Zh= fth + h ,l= l,2 ,...p .
When Xh = Xh the true measurements differ by an additive bias so several authors 
(Grubbs, 1948,1973; and Theobald and Mallinson, 1978) have considered the
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estimation of the parameters of the model (2.1.6) subject to the A/*s all being the 
same. It is also possible to estimate the precision of an instrument. Let /r,- 
represent the precision of the z’th instrument where
St.dev (£,) Xt
7ii = — —  = —  i= l , 2 ,...p .St.dev (£;) <7,
The parameters kx can be estimated using ML estimation (Theobald and
Mallinson, 1978).
Williams (1969a) uses a different model from (2.1.6). Suppose that there are 
n specimens to be measured by the p instruments. Let 4ij represent the true 
measurement of the yth specimen tested on the ith instrument. Then Williams 
assumes that
iij = Mi + Xrfj z= l,2 ,...p y = l,2 ,.../i
where <pj are scalar parameters rather than values taken by the random variable F 
as in model (2.1.6). This leads to the model
Yij = Mi + Xi<pj + £ij (2.1.7)
where it is assumed that the e^’s are independent random variables with mean 
zero and variance a}  (z=1 ,2 ,.../?).
Theobald and Mallinson (1978) strongly criticise William’s use of the ML 
method to estimate the parameters of model (2.1.7). They state that the ML 
method cannot be applied satisfactorily when there is no prior information on the 
error variances and replicate observations are not available. They suggest a 
consistent method of estimation for model (2.1.7).
2.1.3 Controlled and random/natural calibration
In controlled calibration the values of X  are fixed or pre-chosen. The 
calibration experiment is often designed so that chosen values of X  span the range 
of possible values of X. The chemist’s problem described in Chapter 1 is an 
example of a controlled calibration problem. In random or natural calibration the 
X-values are not chosen by the experimenter but X  is a random variable as well as 
Y. Often X  will correspond to random true values accurately determined. Brown 
(1982) emphasises the importance of distinguishing between controlled and 
random calibration. Aitchison and Dunsmore (1975) give examples of controlled 
and random calibration as does Brown (1982). Naes (1985a) comments that when 
using Beer’s model in chemical spectroscopy, the basic distinction between 
natural and controlled calibration is unimportant if the residuals, after fitting the 
calibration model to the calibration data, are small, but if appreciable errors exist,
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the distinction is important (see Section 2.6).
2.1.4 Milestones.
Rosenblatt and Spiegelman (1981) offer a detailed general discussion of 
calibration. The papers which have acted as milestones along the development 
road of statistical calibration theory are Eisenhart (1939), Krutchkoff (1967), 
Hoadley (1970), Scheff6 (1973) and Brown (1982). These will be considered in 
detail below.
2.2 THE CLASSICAL AND INVERSE APPROACHES TO CALIBRATION
2.2.1 The classical estimator
Eisenhart (1939) set the stage for statistical investigations of absolute 
calibration problems. His analysis and solution of the inverse estimation problem 
has come to be called classical. Eisenhart obtained his estimate of £ by 
considering the regression of Y on X,
£(r|x = X) = fi0 + plX
The estimated regression line of Y on X  is given by
A A A
Y = &  + pyX 
= Y + ^ - ( X - x )  (2.2.1)
XX
where = £(.*,■-*)(7,-7) and = XOq-*)2- Eisenhart then inverted
i i
equation (2.2.1) to give an estimator of £, the unknown X, which has since 
become known as the classical estimator. Let it be denoted by £c. Then
A   Syjr —  
& = x + - f - ( Y ' - Y )
^xy
where Y' is the mean of the m observations at the prediction stage. If one makes 
the assumption of normal errors in the models (2 .1 .1) and (2 .1 .2 ), then £c is the 
maximum likelihood estimator of £. Eisenhart also produced an interval estimate 
for £ based on the ^-distribution with ( n - 2 ) degrees of freedom.
Subsequent texts and journal articles used the same classical approach as 
favoured by Eisenhart, i.e. regressing Y on X. Examples are Mandel and Linnig 
(1957), Mandel (1958), Williams (1959) and Linnig and Mandel (1964). Mandel 
and Linnig (1957) adopted a joint inference approach to the problem of interval 
estimation of £ and produced conservative intervals when compared with
Eisenhart* s.
Fieller (1954) produced interval estimates for £ identical to those of 
Eisenhart using a fiducial argument. Fieller showed that the calibration problem 
could be reduced to considering the ratio of the means of two normally distributed 
random variables (see Hoadley, 1970). Creasy (1954) also used a fiducial 
argument to obtain interval estimates.
The classical approach to interval estimation has caused considerable 
consternation over the years because if the slope parameter Pi is not significantly 
different from zero the interval is either the whole real line or even two disjoint 
semi-infinite lines. As a result of this problem, Berkson (1969) and Shukla 
(1972) obtained asymptotic expressions for the bias and mean squared error 
(M.S.E.) of £c conditional on the event | Pi \ > 0. Shukla and Datta (1985) studied 
the bias and M.S.E. of £c under the truncation procedure that H0 : p l = 0 is 
rejected with some specified probability a. The argument behind this 
conditioning is that in practice, it is unlikely that one would proceed to estimate £ 
unless one is convinced that Pi 4= 0. One way is to test the hypothesis 
H0 : p i = 0  and estimate £ only if H0 is rejected. This suggests a reasonable 
truncation procedure of the distribution of Pi around zero. Pemg and Tong’s 
(1974) two-stage sequential approach is in this spirit (see Section 2.7).
The main support of the classical estimator £c, has been the consistency of 
its conditional mean within the assumed model (Berkson, 1969) and the fact that
A
if one assumes normal errors, £c is the maximum likelihood estimator. The main
disadvantage of the classical estimator has been the fact that it has an undefined
mean and infinite M.S.E. for fixed (jq ,x2,...xn) and finite n (Williams, 1969b).
However, Miwa (1985) showed that £c has lower moments conditional on
H0 : p i = 0  being rejected. Consider linear functions of Y in the class
n
<p(Y) = k0 + k{Y. If k0 and k± are chosen to minimise EF(<p(Yi)-Xi)2 where
i=i
the expectation is with respect to Y for fixed value of x = (jq ,x2 ,...xn) and F is 
the distribution function of Y for fixed X, the summation is called the total mean 
squared error or compound error of the calibration experiment. Finding constants
n
k0 and k± that minimise '^ E F(g>(Yi)-~Xi)2 is the problem of compound estimation
i=1 i
and the resulting optimal estimator is called a linear compound estimator. Lwin 
and Maritz (1982) established the asymptotic unbiasedness of the classical 
estimator on the basis of compound estimation without specific distributional 
assumptions on the errors in the model. They also showed that in the class of
A
consistent estimators linear in F, has asymptotically minimum variance.
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2.2.2 The inverse estimator
Krutchkoff (1967) derived an estimator known as the inverse estimator by 
considering the regression of X  on Y rather than Y on X  for a controlled 
calibration problem. The estimated regression line is given by
A   S j r vx  = x +  -f-vr-Y)
Zyy
n ~ 0 A where Syy = ^ ( 7 , - 7 )  . Let the inverse estimator of £ be denoted as £/. This
i=1
formulation of the problem results in
A _  Sxy  —  —
t l  = x  + - f - ( Y ' - Y )
*yy
where Y' is the mean of the m observations taken at the prediction stage of the 
calibration process. Krutchkoff concluded on the basis of a Monte Carlo
A
investigation that the M.S.E. of £/ was uniformly less than that of the classical
A
estimator and so the estimator £/ was preferable. The Monte Carlo work involved 
1 0 ,0 0 0  repetitions and considered both normal and non-normal error distributions 
with n <> 20. His paper caused considerable controversy when published because 
his suggestion went against protocols established as far back as Eisenhart (1939), 
since the n X-values are fixed in a controlled calibration problem. Williams 
(1969b) criticised £/ on the grounds that it was derived on the false assumption 
that the errors ( j= l ,2,.../*) are independent of Yj in the inverse regression of X
on Y  given by
x, = r + + f t
A
However, Lwin and Maritz (1982) argue that their derivation of does not 
require this assumption so William’s criticism of is not justified. Pemg (1987) 
derived the inverse estimator by the method of cross-validation (Stone, 1974). The 
derivation does not require any specific distributional assumptions.
Berkson (1969), Martinelle (1970), Halperin (1970) and Shukla (1972) 
pointed out that Krutchkoff’s conclusion held only in very restrictive 
circumstances. Krutchkoff, in a subsequent study (1969) compared the classical 
and inverse approaches and demonstrated that for a sufficiently large number of 
observations, the classical method produces a lower M.S.E. outside the range of 
calibration, however the conclusions drawn in his 1967 paper remain unchanged 
for X  values within the calibration range (i.e. 0 £ X  < 1). Apart from Lwin and 
Maritz, Hoadley (1970) appears to be the only author to give qualified support to 
the inverse estimator in that he argued that if one assumed a prior for £, a non- 
central Student density centred at x  (see equation (2.3.1)) and one assumed a
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non-informative joint prior for (A)>/?i,&2)> the posterior distribution of £ had
A
mean and so the inverse estimator was a Bayes estimator in the case of m =l in 
model (2.1.2). Brown (1982) maintains that these results imply, in sampling 
theory terms, that the inverse method will do well if the unknown £ is reasonably 
central to the set of pre-chosen X-values of a controlled calibration experiment but 
not perform so well if £ happened to be outside this pre-chosen range.
A
Exact expressions for the mean and M.S.E. of £/ have been derived recently 
(Shukla and Datta, 1985; Oman 1985). Prior to these results, Williams (1969b)
A
indicated that the mean, variance and M.S.E. of £/ are finite for n £ 4. However,
A
is biased even as n —» oo ; the bias is affected mainly by the kurtosis of the
error distribution of the model and this effect can be reduced by increasing n
(Lwin, 1981). The inverse estimator is unbiased only if £ = x  = J jc jn . The
i
inverse estimator is also an inconsistent estimator (Berkson, 1969).
2.2.3 Comparison of £c and 4i
In reply to Krutchkoffis 1967 paper, Berkson (1969) showed that in practice 
when \<?/pi\ is small, the asymptotic M.S.E. of £c is smaller than the M.S.E. of 
except when £ lies very near to x. Moreover, the inverse method provides an 
inconsistent estimator whilst the classical method/approach provides a consistent 
estimator. Martinelle (1970) obtained the expression for relative efficiency for 
large n and gives results similar to those of Berkson. Halperin (1970) compared 
the two estimators on the basis of Pitman*s closeness criterion, consistency and 
the M.S.E. of the relevant asymptotic distributions. Suppose ^  and £2 tw 0  
estimators of £, then the Pitman’s nearness (PN) of ^  relative to £ 2 is given as
PN = P r { \4 l - s \ < \ £ 2 - 4 \ ]
A A
He found that for large n, £/ was superior to £c in the sense of closeness only in a 
closed interval round x  and inferior elsewhere. In practice this interval seems to 
be very small. He put forward a family of modified inverse estimators £(r) where
A
r= l  gives £/ but preferred the classical estimator to his modified estimators
A
because £c gives an exact interval estimate of £ whereas the modified estimators 
do not allow an interval estimate. Krutchkoff (1971) carried out further 
simulations using the Pitman closeness criterion but these did not lead to any 
clear-cut decisions. Rothman (1968) and Saw (1970) were also very critical of 
Krutchkofrs 1967 paper but perhaps the most incisive reply came from Williams 
(1969b). As previously stated, the main objection to using £c is that its M.S.E. is 
infinite for fixed (jq,x2 ,...Jtn) and finite n. Williams showed that if a 1 is 
assumed known and normal errors are assumed in model (2 .1 .1) a unique
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unbiased estimator of !  that is a function of the minimal sufficient statistics can 
be found. Suppose this is denoted by and suppose further that f  is any other 
unbiased estimator of £. Then by the Rao-Blackwell theorem
Var ( iM) < Var ( |)
Williams showed that had infinite variance so establishing that no unbiased 
estimator of £ would have finite variance. He concluded that the minimisation of 
M.S.E. as a criterion for choosing between estimators of !  was not sensible in the 
calibration situation. His arguments may be taken as a reply to the objection of 
using the classical estimator.
A second reply to this objection is that one can always apply a truncation
A
procedure to make both the expectation and M.S.E. of !c finite. Several authors 
have suggested that the performance of the classical estimator should be assessed 
on conditioning on the event \p\ | > 0 . Using Tchebycheffs inequality
*>o
* Pi ^xx
By making large and providing \ o /p i  | is not large, the probability that Pi 
lies in an interval which contains very small values including zero can be made 
very small. So it is possible, by increasing n and choosing values of X  which are
A
not very close to each other, to truncate the distribution of Pi in such a way as to
A
exclude values of Pi very close to zero. Krutchkoff used a truncated version of 
the classical estimator, which replaced Pi with 0 .0 0 1  whenever 1 ^ 1  <0 .0 0 1 , to 
obtain the variance and bias of <fc by means of convergent expansions (1967, 
1968). As mentioned in Section 2.2.1, Shukla (1972) and Shukla and Datta 
(1985) used a conditional set-up. Lwin and Maritz (1982) derived a linear 
compound estimator conditional on the event | Pi \ > 0 .
A
When considering M.S.E., the advantage of !/ over the truncated version of
the classical estimator is most pronounced when n is small, | <?/ p\ | is large and
when estimation of !  is restricted to the calibration range i.e. minXf < !  ^maxX,-
i i
(Krutchkoff, 1967, 1968, 1969; Berkson 1969, Martinelle 1970 and Shukla 1972). 
Lwin (1981) extended Shukla’s results (1972) to a more general location and 
scale family distribution for the errors in model (2.1.1). Lwin gives a detailed 
comparison of ! c and !/ with graphs of their approximate M.S.E.’s as functions of 
!• He showed that the inverse estimator would be worse than the classical 
estimator as !  moves further away from x  for symmetric error distributions and 
except in the case of extremely peaked error distributions, the inverse estimator 
would be more efficient at !  = x  than the classical estimator (compare Berkson
i
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1969, Halperin 1970). Lwin argued that the M.S.E. criterion could not be 
dismissed outright without further consideration of the conditioning imposed on it.
The conditional or truncated classical estimator derived by Shukla and Datta
(1985) compares very favourably with the inverse estimator. Although an earlier
A A
conclusion about and £c still holds good for their conditional classical estimator
A A________________________________________________________________________________________
(i.e. has a smaller M.S.E. than £c when £ is close to the design mean x ) their 
conditional estimator has a small bias, is consistent and has a finite M.S.E.
Ali and Singh (1981) derived an alternative estimator which they claimed 
is uniformly better than either £c or £/. It is given by £a = A£c + ( l -A )x  where 
0 ^  A < 1. Turiel et al. (1982) performed a simulation study in which they 
compared M.S.E., Pitman’s closeness and probability of over-estimation for the 
classical estimator, the inverse estimator and a modified version of Naszodi’s 
estimator (Naszodi, 1978, see Section 2.7). They considered both small sample 
and moderately large sample situations.
Chow and Shao (1990) studied the difference between £/ and £c, in particular
A A
they examined the probability that the ratio of £/ to differs from unity by more 
than a specified small constant. Their results showed that this probability increases 
as | Pi / g | decreases. They proposed methods of estimating this probability.
23  THE BAYESIAN APPROACH TO CALIBRATION
Hoadley’s (1970) paper was a milestone along the development road of 
statistical calibration theory because it clearly defined a Bayesian approach to 
linear calibration. Let z = {(x,-,T,) : i= l,2 ,.../i) .
Hoadley argued in his paper that the classical estimator £c was unsatisfactory 
from a point of view independent of M.S.E. considerations. The usual F-statistic
for testing H0 : /3l = 0 is given by F  = — —  where
<?i
£  w  -  4  -  A*, )2  + 1 ; ( V  -  f '  >2
^ 2  _  1____________________ 7^1____________
1 (n + m -  3)
If F  is much larger than Fa;1>(n+OT_3) (the upper 100(1 -a)%  point of the F 
distribution with 1 and (n+ m -3) degrees of freedom), then £c is fairly precise an 
estimator but if is close to zero and H0 cannot be rejected, then £c is very 
imprecise, i.e. the data of the calibration experiment, z, contain information about
A
the precision of £c. It would seem reasonable to have some way of giving less
A
weight to when it is known to be unreliable. This is precisely what a Bayes 
estimator does. Hoadley argued that conditioning on the data of the calibration
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experiment was the right way to approach the calibration problem.
Hoadley took a general form of prior density
P(0o>Pu<r2,4) ~  P(0o>Pi'a2)P(?) 
and obtained explicit results using the conventional non-informative prior
- 2 He assumed normal errorsdistribution for (Pq,Pi,0 2) i.e. p(Po,Pi,cr2) 06 o  
in models (2 .1 .1) and (2 .1 .2 ) and showed that the posterior density of £ is given 
by
p ( f | r , z )  o c p ^ L i g )
where L (f) is the predictive density function of Y'. Hoadley remarked that L (f) 
is a kind of likelihood function representing the information about £ from all 
sources except the prior distribution of £  However L(£) is not integrable so it is 
necessary that /?(£) is a proper density function so that overall integrability is 
achieved, enabling evaluation of a proper posterior density for £.
Halperin (1970) recognised the inverse estimator <f/ as a Bayes estimator 
corresponding to a normal linear model for the calibration experiment and a
A
normal prior density for £. Dunsmore (1968) derived as the Bayes estimator of 
£ corresponding to a bivariate normal distribution of (X,Y) and a non- 
informative prior density function
06 <Tiv"4^ ~ 4 ( l - p 2 ) iv _ 3  v < ,n
for the set of parameters involved in the bivariate normal model. He considered 
the case of m - 1 in model (2 .1 .2 ), i.e. one observation at the prediction stage. 
Hoadley also showed that if one assumes a prior for £ of the form
P(f)  = Stt
*
n - 3, x,
* * 
i + i , ?
-*
b n n -5
(2.3.1)
which is the density function of a Student distribution based on ( n - 3) degrees of
freedom, centred at x  and with scale factor *X X
n- 3
, then if m= 1 in model
A
(2.1.2), the posterior mean is £/ and the scale factor depends on F defined above.
, A A
In Bayesian terms, £/ can be thought of as a shift of £c, the classical estimator, 
towards the prior mean, x. The more informative the data (i.e. the larger F ) the 
smaller the shift. Using Hoadley’s relationship,
where R = {1 + (n -2 ) /F ) 1 and F is as defined above, it can be seen that in all 
situations
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with equality only when R = 1 i.e. there is no error in model (2.1.1). So the 
more informative the data, the more one moves from the prior mean towards the
A
estimate | c. Since, subject to very weak conditions, Bayes estimators are 
consistent and the inverse estimator, £/, is inconsistent (Berkson, 1969), Hill 
(1981) argued that the inverse estimator was only Bayes for m = 1. If one uses 
the prior for £ given by equation (2.3.1) and Hoadley’s likelihood function L(£) 
for the case of m > 1, the resulting Bayes estimator (i.e. the posterior mean/mode) 
is consistent as n,m  both tend to infinity (Brown, 1982). Brown remarks that the 
posterior mean or mode may be regarded as the correct generalisation of the 
Krutchkoff (inverse) estimator to m > 1. Hill (1981) conjectures that this Bayes 
estimator will behave asymptotically like the maximum likelihood estimator as m 
and n go to infinity at appropriate rates. Brown (1982) obtained multivariate 
extensions of both Hoadley*s theorems (see Section 2.6). Here the term 
multivariate is intended to mean multivariate in both the X’s and the Y*s.
Aitchison and Dunsmore (1975) assumed normal errors and a non- 
informative prior for (fi0 + / J ^ c r 2). Through a predictive distribution approach, 
they obtained the posterior distribution of £ which they call the calibrative 
distribution. Their results agree with those of Hoadley when m = 1 but for 
m > 1 the predictive density function, L(£), is a Student-Siegel density function. 








where \ x = X d ' r f t - f e )  . V2 = £ ( K /  -  Y , c =
i= l ;=1 m n
and v=n+m-3. This should be compared with L(£), using Hoadley’s choice of 
prior for (Pq,Pi ,ct2) which is as follows
1
L(Z)




In many cases, the calibrative density function is not of standard form because of 
the prior density p(£)  and has to be constructed using numerical integration 
techniques. However, Aitchison and Dunsmore showed that by choosing suitable 
(tractable) priors for £, the calibrative density functions are non-central Student
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density functions with the following means
A
when m = 1
S  -  —
and & = * +  jj- 2  =----- ( . Y ' - Y )  when m > 1
Syy + £ ( r /  -  r  ')2 
;=i •
The calibrative density function for the case m = 1 is identical to that derived by 
Hoadley (1970).
Aitchison and Dunsmore compare (for the case of m > 1) the Bayes 
estimator, £B, the classical estimator, <fc, the inverse estimator, | /  and Halperin’s 
modified inverse estimator. They note that £B, unlike the three other estimators, 
takes account of the variation in the m future observations Yl ' ,Y2' ,Y3' ,.. .Ym' in 
such a way that the more variation there is in these observations, the nearer the 
predictive mean is to the prior mean, x. Aitchison and Dunsmore (1975) argue 
that this is a good property for an estimator to have because one should be 
reluctant to change one’s prior views if additional data are very variable.
Hunter and Lamboy (1981a) derived another approach to the calibration 
problem. For the case of a 2 known, they assumed normal errors and non- 
informative priors for (/J0 »A) and f°r V where tj = In particular, they
assumed the priors p (0 q,A) and p(rj) were locally uniform. For the case of a 2 
unknown, they again assumed normal errors and a non-informative prior for 
(Po.Pi of the form,
p(Po<Pi<o2>V) “  o~2
They further postulated a priori independence between (/?0 ,/?i) and tj. The first 
stage of their analysis was to derive the posterior distribution of (Pq,Pi ,tj) and 
then using equation (2.1.3) they derived the posterior distribution of £. The 
posterior densities of £ are the posterior densities of a ratio of bivariate normal 
random variables (in the a 2 known case) and of bivariate t random variables (in 
the a 2 unknown case). The posterior distribution of £, thus derived, has infinite 
variance but according to the authors this presents no problems in practice. The 
authors obtained Bayesian HPD (highest posterior density) intervals for £ in a 
particular practical problem and they laid down conditions under which these 
Bayesian intervals could be approximated by Fieller*s (1954) confidence intervals. 
They suggested using the posterior mode as a point estimate for £ since they 
thought it was logical that the point estimate be contained in the reported 
100(1 -a)%  HPD interval(s) and the only estimate for which this criterion is 
satisfied for all a  ( 0  < a < 1) is the mode.
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The posterior distribution derived by Hunter and Lamboy differs from the 
Bayesian posterior distribution found by Hoadley (1970) because Hoadley does 
not treat £ as an explicit function of 77,/?0,pi as Hunter and Lamboy do, but 
directly uses a prior distribution for In Hunter and Lamboy’s analysis, the 
prior for £ is implicitly given by the priors for 77, /70, ^ 1  * Another fundamental 
difference in the two Bayesian approaches is that Hoadley assumes an a priori 
independence between £ and (/?0 ,/?i) whereas Hunter and Lamboy assume an a 
priori independence between 77 and (/?0 ,A)- Several authors (Hill, 1981; 
Lawless, 1981; Lwin, 1981 and Orban, 1981) have argued that Hoadley’s 
independence assumption is more natural and preferable, especially when there is 
non-negligible prior information about
Hunter and Lamboy’s paper stimulated six discussion papers (Hill, 1981; 
Lwin, 1981; Rosenblatt and Spiegelman, 1981; Easterling, 1981; Orban, 1981 and 
Lawless, 1981). Hill (1981) was very critical of Hunter and Lamboy’s paper. He 
criticised, amongst other things, their choice of priors for 77 and (/?o»/?i)> their 
assumption of a priori independence between 77 and (/?0 »A) and the lack of 
information on the location, shape and behaviour of the posterior distribution of £. 
Hill commented that Hunter and Lamboy’s analysis is a special case of Hoadley *s 
(1970). He argued that their posterior distribution of £ is the Hoadley posterior 
distribution that would arise from using the modified prior density p(/?o»/?i ,cr2,£) 
proportional to \Pi\j<J2 in the case of <7 2 unknown and \fii\ if a 2 is known. 
Hill (1981) and Lawless (1981) argued for a family of proper prior distributions 
which included Hunter and Lamboy’s choice of priors as a limiting case. Hill felt 
that the choice of a family of gamma (Ga(a,A),a,A>0) prior distributions for 
with a  and X chosen to reflect prior knowledge, might yield a more satisfactory 
analysis, including a consistent estimator of £ with finite M.S.E. Lawless (1981) 
made the comment that it was not clear how to incorporate prior information 
about £ using Hunter and Lamboy’s approach. Lwin (1981) argued that any 
Bayesian approach to calibration should incorporate a conditioning of the 
parameter space in the same way that Shukla (1972) conditioned on the event 
\Pi |>0. A criticism of Hunter and Lamboy’s prior on 77 which came in a later 
paper (Brown, 1982) was that there was no natural generalisation of this prior to 
several future Y' observations corresponding to different unknown £’s.
In the practical example considered by Hunter and Lamboy, the midpoint of 
the 100(1 -a )%  HPD intervals for £ is the maximum likelihood estimate of £. 
This occurs for a -  0.1, 0.05 and 0.01 and was noted by Hill (1981). It led him 
to conjecture that as n and m go to infinity, Hunter and Lamboy’s posterior 
distribution of £ tends to concentrate near the maximum likelihood estimate. In
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response, Hunter and Lamboy (1981b) stated that they felt it was only necessary 
for n to go to infinity and that in the limit the posterior distribution would 
concentrate at (or near) the maximum likelihood estimate.
It will be recalled that <fc, the classical estimator, is the maximum likelihood 
estimator if one makes the usual assumption of normal errors in models (2 .1 .1) 
and (2.1.2). Hill (1981) and Orban (1981) suggested that the Hunter and Lamboy 
form of prior distribution for ij (and implicitly for £) tended to provide Bayesian
A
support for the classical estimator, £c, whereas Hoadley’s prior distribution for £, 
outlined above in equation (2.3.1), tended to provide Bayesian support for the
A
inverse estimator, £/. This suggestion has been confirmed by Brown (1982) in his 
paper on multivariate calibration. In particular he stated that he saw the classical 
solution as valid only if the distribution of £ is thought to be rather flat and wider 
than the designed distribution of X and Hunter and Lamboy’s implied prior for £ 
is vague and flat.
Hunter and Lamboy (1981b) give a detailed response to all the discussion 
papers together with a Bayesian interpretation of Fieller’s theorem (1954). This 
paper shows (a) one way in which a Fieller region can be regarded as a Bayesian 
region and (b) why the proper Bayesian HPD region is preferred and reported to 
any client. The latter, i.e. (b) is especially important when there are substantial 
differences between the two results.
In bioassays or enzyme assays, the calibration curves (i.e. concentration 
response curves) are usually non-linear. Racine-Poon (1988) used a Bayesian 
approach to a non-linear calibration problem arising from agro-chemical 
bioassays. If £ represents the unknown concentration of a new sample presented at 
the prediction stage, the posterior distribution of £ can be calculated by using an 
efficient numerical integration technique such as Naylor and Smith’s (1982). 
Racine-Poon pointed out that in practice, when concentrations of hundreds of 
samples have to be determined routinely, the numerical effort can be prohibitive 
and therefore proposed an approximation method to reduce the calculation. The 
combination of two or more bioassays is also discussed.
Smith and Corbett (1987) applied Bayesian and maximum likelihood 
methods to the estimation of the length of a marathon course. The data came from 
a detailed report on the course measurement of the 1984 Olympic Marathon. 
Apart from considering a multivariate linear regression model, they consider a 
dynamic model where the calibration constants change with time. Finally, 
Spezzaferri (1985) used a Bayesian approach to develop a method of choosing 
among K  different multivariate calibration experiments associated with K  different 
instruments.
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2.4 MULTIPLE USE OF THE CALIBRATION CURVE
Rosenblatt and Spiegelman (1981) in their discussion on calibration consider 
it important to distinguish the case where the calibration curve is used only once 
and the case where it is used repeatedly and interval estimates are reported for a 
series of determinations. In bioassay a standard curve is constructed on which all 
future assays (calibrations) are to be run.
If we refer back to the chemist’s problem in Chapter 1, suppose we are 
presented not with one new sample at the second stage of the calibration process 
but with K  new samples and suppose we make measurements 7 * ,72 ,Y^ 
one on each sample, and we require interval estimates for the unknown levels of 
chemical A (f i,£ 2»&>•••&) ea°h of the K  samples presented. This problem 
involves multiple use of the calibration curve which has been derived at the first 
stage of the calibration problem.
The problem was first treated by Mandel (1958) and another solution was 
given by Miller (1966). When K  is unknown and possibly arbitrarily large, the 
results of Mandel and Miller do not apply. Lieberman et al. (1967) considered 
the problem of K  unknown or very large. They constructed simultaneous 
confidence intervals called unlimited simultaneous discrimination intervals. (The 
classical discriminant problem could be regarded as a special case of calibration 
with X  taking one of a finite number of values. However, here we are using 
calibration to mean that X  is a continuous variable so it is possibly confusing to 
use the word discrimination), Lieberman et al. (1967) assumed a linear model as 
given in equation (2.1.1) where the et are independent N(0,cf2). For each set of 
constructed intervals for ^  ,£ 2 >£3 »•••&» there are two probabilities P and a. This 
is because there are two sources of uncertainty, there is the uncertainty associated 
with the outcome of the calibration experiment and there is uncertainty that can 
be attributed to errors in the future measurements 7* ,72 ,...7^. Consider for 
example the case of P = 0.90 and a -  0.05. Suppose one performs a calibration 
experiment, estimates a regression line and then constructs K  intervals for 
based on this regression line and measurements 7*,72 ,...7^. The K  
intervals have the property that at least 90% of the intervals will contain their 
respective £’s with confidence 0.95. So if the same calibration procedure is 
repeated many times, producing different estimated regression lines and each time 
K  intervals for f i a r e  constructed, then for 95% of the calibration 
procedures at least 90% of the intervals will contain their correct £’s. For each of 
the remaining 5% of calibration procedures, the percentage of intervals enclosing 
their £’s may be greater or less than 90%. Lieberman et al. used two methods to 
obtain simultaneous intervals. The generally more efficient method of the two
- 2 0 -
was based on application of the Bonferroni inequality to a confidence band for the 
regression line and a confidence interval for the unknown standard deviation <7.
By way of explanation of Bonferroni inequalities consider a family of 
statements f  = [Sj-} where N(^) is the number of statements in the family. The 
statements might be statements concerning hypotheses or they might be 
confidence statements. Define the indicator function, I(Sj-) as follows;
Lieberman et al. (1967) used the Bonferroni inequality with /  = 2. If /  = 2, the 
inequality becomes
PfSj  is correct and S2 is correct} £ 1 -  P(Si is incorrect)
In their analysis, was a statement about a  with confidence 1 - \ a  and S2 was a 
statement about the regression line of Y on X  with confidence 1 - \a .  The 
Bonferroni inequality (with /  = 2) was used to combine the two statements so 
that both held with confidence at least (1-a).
In the same spirit as Lieberman et al. (1967), Clark (1979) used Bonferroni 
inequalities to obtain simultaneous calibration intervals for f t ,f t , . . . ,f t^  given 
observations Y*,Y2 at the prediction stage and the model
It was assumed that the Ej' were independent TV(0,cry2) 7= 1,2 ,...AT and F  was 
some smooth but unknown function, estimated by estimators of the form (see 
Section 2.5)
£(x)  =  u ( x f Y
Scheffe (1973) greatly extended this approach to calibration via simultaneous 
intervals. Scheffe' assumed that for each i, y, is N{m{Xi,p),o2), where
parameters and the {gy(X)} are known functions with continuous derivatives. 
The n x p  matrix whose (i,y) th element is gj(X{) is of rank p. So the equation of 
the estimated calibration curve is given by
0 if Sf is correct
Let ctf = P{I(Sf )  = 1}, / =  1,2
Then a Bonferroni inequality is an inequality given by
1 if Sf is incorrect
P = °]J S
/
-  P(S2 is incorrect)
for minX,- < X  <maxX;. The {Pj) are unknown
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Y = f j j g j ( X )  = m(X,P) (2.4.1)
>=i
where ^  are the least squares estimates of fij (7 = 1 ,2 ,...p). For each 7-value 
taken at the prediction stage, the Scheffe procedure gives a lower limit %L, a point 
estimate, and an upper limit Associated with these intervals there are two 
probabilities a  and 8, We require bounds for the calibration curve that will 
contain the entire curve with a pre-chosen probability (1 -5 ) so that 8 can be 
thought of as describing the uncertainty level associated with the outcome of the 
calibration experiment. The second probability level a  can be thought of as 
describing the uncertainty level attributable to errors in future measurements 
7* ,7 2  ,...,7^ . By the Scheffe procedure the probability is > 1 -5  that at least 
(1 - a )  of the K  intervals constructed will contain the correct £’s (i.e.
Consider constructing an interval for £ where the corresponding 7-value is 
7*. If a  were known, we could state that 7, corresponding to the unknown £ lies 
within the (1 -a )  confidence interval (7* -  zl _^ acr, 7* + z ^ ^ a )  where z is 
N(0,1). The Scheffe procedure expands this interval appropriately to account for 
the facts that a  is estimated and that this estimate of a  is used for the (1-5) 
bounds on the calibration curve and for bounds on many different future 7-values. 
It then combines the (1 - a )  confidence interval for 7  with the (1 -5 ) bounds on 
the calibration curve to produce calibration intervals /(y) for each unknown £. 
The lower and upper curves (f\ower and /upper respectively) described by Scheffe 
for monotonic increasing calibration curves have the form
/lower = m ( X j )  + <?(Ci + c2S(X))
/upper = rn{X,fo -  6 (Cl + c2S(X)) 
where S(X) = [ standard deviation of m(X,ff)\lo. Then,
H Y)  = D S i.O ') . /lo ie r(n ]- 
For example if 7  = 7*, the calibration interval for £ is given by
/ ^ e r ( ^ )  ^ 5 ^ /lo ie rC O  i.e. & = and = /Je rO '* )
If a  is known then Cj = zi_^a and c2 = Xi-s(v i) where Xi-s(v i) is the upper 8 
point of the x 2-distribution and v l is the regression degrees of freedom. If cj is 
not known, the choice c1 and c2 is considerably more difficult. Scheffe gives 
details of the formulae for q  and c2 when a  is unknown and a formula for 
calculating S(X). He also explains the use of his procedure in detail for a linear 
calibration curve. Scheffe compared his intervals with the Bonferroni intervals of
-  2 2 -
Lieberman et al (1967).
In 1973, Oden also wrote a paper on simultaneous confidence intervals in 
inverse linear regression. Like Lieberman et al. (1967) and Scheffe (1973) his 
treatment involved the use of two specified probabilities which he called p  and S. 
Carroll and Spiegelman (1988) put forward a method based on a modification of 
the Scheffe (1973) confidence statements which they maintain is easier to 
implement than Scheffe’s and generally leads to shorter intervals. They applied 
their method to a calibration problem in atomic absorption spectroscopy and 
compared their results with those obtained using Scheffe*s procedure.
Scheffe* s approach to calibration via tolerance regions has been criticised by 
Lindley (1972). Lindley argues that they violate the likelihood principle and are 
therefore not acceptable. The likelihood principle states that if Xj ,x2 are two data 
sets arising from two different experiments and the likelihoods are the same apart 
from a multiplicative constant i.e.
<2 -4 -2 >
then data x l and x2 are equivalent for all purposes of inference about 0, the 
unknown parameter. It should be noted that the constant C does not depend on 0. 
The principle follows from the Bayesian argument since if equation (2.4.2) holds 
then
p{0 |x j) = p(0 |x2) for all 0
i.e. the posterior distributions of 0 based on data x 1 ,x2 are identical so any 
inferences about 0 will be identical. A result which follows from this principle is 
that only events that have in fact occurred need to be considered in any inferences 
and decisions. Hence classical significance tests do not satisfy the likelihood 
principle because they involve calculating probabilities of what has not been 
observed in addition to what has been observed. Confidence intervals likewise 
violate the likelihood principle. Tolerance intervals represent an extension of the 
confidence concept from a statement about a parameter to one about a future 
observation, or a set of future observations which necessitate reference to some 
property of the sample space, other than the observed x (x € x )  and so violate 
the likelihood principle. Lindley (1972) commented that such an approach 
produces tortuous statements which are difficult to comprehend and are replaced 
in the Bayesian analysis, by a single statement that is much simpler. The 
Bayesian approach involves predictive distributions.
Brown (1982) is in accord with Lindley’s views. In response to the 
discussion of his paper on multivariate calibration, he commented that an interval 
for an unknown £ corresponding to an observed Y ' at the second stage of the
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calibration process should not depend on other as yet unknown and unobserved 
(£,Y'). A set of observed Y ' at different unknown 4 provide information on the 
distribution of future 4- As soon as two or more Y ' are observed corresponding to 
different but unknown 4, it is possible to update the posterior distribution of 4 (as 
defined by Hoadley (1970) in the univariate case) by using Bayes theorem. The 
updating involves calculating posterior predictive distributions. Obviously if one 
rejects Scheffd’s approach to calibration via simultaneous calibration intervals for 
the unknown £’s, one must update the calibration (either continuously or at 
regular intervals as is practically expedient) as Y* are observed corresponding to 
different £’s. Copas (1982) put forward a method for obtaining an updated point 
estimate of in random calibration, given a set of observed Y' corresponding to 
different £’s. However, it should be pointed out that sometimes updating is not 
always possible.
2.5. NON-PARAMETRIC APPROACHES TO CALIBRATION
In recent years at least seven papers have taken a non-parametric approach to 
calibration. Three of these papers involve T. Lwin, namely Lwin and Maritz 
(1980), Lwin (1981), Lwin and Maritz (1982). Lwin and Maritz (1980) consider 
a random calibration experiment in which only the bivariate random variables 
(X ,Y ) can be observed (compare Tallis 1969). They derived the distribution of X  
given Y basing estimation of the marginal distribution of X  on the sample 
distribution function. For point estimation, if f(J i \x iyp )  is the probability density 
function of Yi conditional on X,- = xt (i=l,2,...n)  then the predictor of X  when 
Y = Y' is observed (at the prediction stage) is wt xt where
H’i = f(Y '\x h p ) / j : f ( Y ' \ x j , p )  
i=i
Their non-linear predictor as they call it is a special member of the following 
class of predictors:
4(Y') = I / xi wi(Y’y z)
/= l
where wx(T ', z) are weights attached to the xt ’s. This class has been studied in 
detail in terms of consistency properties by Stone (1977). Comparing this with 
the inverse estimator, 4b a^tter a predictor linear in Y' whereas Lwin and 
Maritz do not restrict themselves to the class of predictors linear in the 
observation Y'. It has the advantage that it is applicable for non-normal error 
distributions; the error distribution need only be a member of the location and 
scale family. It is also very flexible as the calibration curve m(X,0) can have
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many forms, not just linear in X  or linear in 6.
Lwin and Maritz (1982) compared the classical and inverse estimators £c and 
respectively by using a compound estimation approach (see Section 2.2.1). 
With this approach, £c, is a linear compound estimator satisfying the criterion of 
asymptotic unbiasedness whilst 4i *s a linear compound estimator without the 
unbiasedness constraint. Their formulation required no specific distributional
A A
assumptions. Their approach showed that £/ was superior to only if the current 
£ value was sampled from the same population as previous X  values i.e. 
jq ,x2,...xn of the calibration experiment. This paper should be compared with 
Brown (1979) who obtained an optimal linear predictor A0 + AT where the A0 and 
A were chosen to minimise the integrated mean square error rather than the 
compound error as with Lwin and Maritz (1982). The integrated mean square 
error is defined over a range (L J J ) with respect to a weight function w(x) as
rLIMSE = r  MSE(x)w(x)dx.
Clark has produced two papers on calibration with particular reference to 
radio-carbon dating (1979, 1980). His 1980 paper assumes the model
Yij = F(xi) + eij i= l,2 ,.../i, y= 1,2,.../?!/, Em,- = N
where {*, } are known constants, F is some unknown but smooth function and 
[eij] are uncorrelated random variables with zero mean but constant variance <r2. 
The {*, } are assumed to be distinct with x x < x2t.-> < xn. The estimate of F was 
chosen by cross-validation from a class of estimators defined by
F{x) = u(*)t Y (2.5.1)
where u(jc) = (ui(x),U2 (x),...,un(x))T is a n x l  vector of known functions,
possibly indexed by some index parameter /?, Yr = 2 0‘=l»2, . . . / i) and
j
Y  = (y 1.,Ir2 . . i 3 .f»* >Yn-)T- This class of estimators includes as special cases 
least-squares polynomials and splines, approximating and interpolating splines and 
the CS-estimators. The CS-estimators are of particular interest to Clark and the 
generalised CS-estimator is defined as




where h is the unique first-degree natural spline interpolating data 1(^,7/.)), W is 
an arbitrary density function and b, the bandwidth, is a suitable bounded non­
negative function. The cross-validation algorithm used is defined as follows; let 
P i tP2,:.Pk  be a partition of the index set U = {l,2,.../i} and let rij be the 
number of elements in Pj. Corresponding to each subset Pj , one conceptually
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sub-divides the complete sample into an estimation sample {(Jtx,yx.) i e Pj) and 
a validation sample {(jq ,7,.) i e Pj} and for various trial values of p  computes
C j( f i )  =  —  5 > i ( i ' V  -
Hj iePj
where f* (* \j ,p )  denotes the estimator defined by p  computed from the yth 
estimation sample only, and Wj,w2,...wn are suitable non-negative weights. The 
cross-validation mean-square error (CVMSE) is defined as
C{p) = j 'L C jiP )
K j
The "best" choice of p  is then taken to be that minimising C{p). This CVMSE 
is also a device for estimating the average bias of the chosen estimator and this is 
discussed in detail by Clark (1980). Whereas Clark considered the construction of 
simultaneous calibration intervals in his 1979 paper under the assumption that the 
estimator F (as defined by equation 2.5.1) has negligible bias, in his 1980 paper 
he considered the equivalent problem of construction of prediction intervals (i.e.
A
intervals for Y  given X  = x) under the assumption that F has a non-negligible 
bias. The CVMSE was used to estimate this bias and an adjustment proposed to 
both prediction and confidence intervals to compensate, to some extent, for the
A
bias in F.
Lechner et al. (1982) combined Scheffe’s (1973) calibration approach with 
linear splines to produce simultaneous calibration intervals for the liquid volume 
(v) in large nuclear material processing tanks, given the differential pressure (p) . 
The authors assumed the upper part of the tank to be composed of (fc+1) distinct 
and known regions. By considering the cross-sectional area, A(x), at a given 
height x, and its relationship to p and v, the authors concluded that within each of 
the (£+ 1) regions, it was reasonable to assume a linear relationship between p and 
v. The pressure-volume relationship could therefore be modelled as a linear spline 
with k knots (see Section 3.1.1, Chapter 3). The location of the knots between line 
segments were determined empirically and confirmed by engineering analysis. 
Since recalibration would not be feasible after the tank was in use at a nuclear 
materials processing plant, the Scheffe procedure was used for describing the 
uncertainty of volume measurements. The authors chose to use a B-spline basis 
made up of linear B-splines (De Boor, 1978). If {v,} i - \ , . . . k  are the interior 
knot locations, then the B-spline basis consists of the functions /?x(v) where ft(v) 
is the first-degree (piecewise linear) natural spline interpolating the points 
{(vjySij) j= l,2 , . . .k )  where <5^ =1 if i=j, or 0 if i^ j .  The authors applied their 
theoretical results to 172 observations from calibration runs on a processing tank
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and compared their results with those obtained using propagation-of-error 
techniques (Naszodi 1978).
Knafl et al. (1984) also considered pressure-volume calibration of a nuclear 
tank and adopted Scheffe’s procedure (1973), i.e. resulting calibration intervals 
had two associated probabilities a  and S. Their non-parametric approach is more 
general than Lechner et al. (1982). The latter commented that the greater 
generality of Knafl et al. comes at a cost, namely wider intervals for volume 
measurements. Since Scheffe’s simultaneous intervals tend to be somewhat 
conservative, it is questionable whether it is worthwhile adopting a more general 
model.
They proposed a model which states that at each point x  e [S0,S j and for 
any real f, m t ,m2 (mi <m2) and real / ,  the unknown calibration curve /  can be 
written as / ( f )  = f i x )  + r(t ,x )  with
mj(f-jc) < r(tyX) < m2( t - x ) if t >x
m2(t-x )  < r i t t x) < m i(t-x)  if t< x
where m± and m2 are specified. If > 0 this model implies that /  is increasing
at a rate that is bounded above and below. This does not require differentiability 
of /  and thus reflects the abrupt changes in the tank. Let
mi +m2
Vi = Yi ~
p(xitx ) = r(xhx) -
(Xi-x) 1= 1 ,2 ,.... n
m\ + m2
(x - x ) i= l ,2 .......n
The model for the calibration experiment then becomes
Vi = f M  + P i x h x )  + <T£i /=l,2,. ..w.
Knafl et al. sought a linear estimate 'Lclix)rii of f ix ) .  The ct were chosen to
minimise the maximum M.S.E. subject to Ec/(jt) = 1, which ensures that the bias
term of the M.S.E. is bounded. It was noted that the estimate of f i x )  i.e.
l lciix)rji depends only on averages of 77’s at common values of the jq’s. Thus 
replicated data (repeated xfs)  provided an obvious estimate &2 of a 2 based on 
the replicated data only. It was further assumed that ex- ~ N(0,1) thus f ix ) ,  
conditioned on &, is normal with mean f i x )  + 'Lciix )p ix i ,x)  and variance 
a Lc/ (x ). The upper and lower calibration curves of SchefK’s method are 
given by
U(x) = }{x) + B{x) + aD(x) + qS 
L(x) = f ( x )  -  B(x) -  m ( x )  -  qd.
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where B(x) is the maximum bias of f ( x )  and D{x) is the standard deviation of 
/(* ). Although the calculation of / ( x) and c(x) is an easy process on a 
computer, the calculation of a and q is long and complicated involving evaluation 
of double integrals and complicated equations involving integrals. The authors 
gave a detailed seven-point procedure for the derivation of the calibration 
intervals as well as an extension of the method to suit smoother /s . If Y* is a 
new observation corresponding to an unknown £, the calibration interval for £ is 
given by
u ~ l (Y ')  <.$<.
2.6 MULTIVARIATE CALIBRATION
Naes and Martens (1984) state that multivariate calibration is a young 
discipline and Brown’s (1982) paper contributed a great deal to this discipline in 
its early stages. Brown’s (1982) paper is an important paper on multivariate 
calibration not only because of its contents but because it stimulated great interest 
in this area of calibration.
Brown (1982) adopted both a classical approach akin to that of Eisenhart 
(1939), Williams (1959) and Fieller (1954) and a Bayesian approach akin to that 
of Hoadley (1970). He assumed for both the calibration experiment and the 
prediction experiment (i.e. the second stage of the calibration process) multivariate 
linear models. Suppose there are n observations in the calibration experiment, q 
response variables Y± ,Y2,...Yq and p  explanatory variables ,X2,...Xp and 
q 'Z p .
Y = l a T + XB + E (2.6.1)
where Y(nxq) and E(nxq)  are random matrices, X  is a nxp  matrix of fixed 
constants and 1 is a (azxI) vector of units. B is a p x q  matrix of unknown 
parameters, a  is a qx  1 vector of unknown parameters. The model for the 
prediction experiment is given by
Y' = l a T + 1 ? B  + E' (2.6.2)
where Y'(mxq), E '(mxq)  are random matrices, f  is a p x l  vector of unknowns
and 1 is a (m xl) vector of units. It is wished to draw inferences about £. As
defined the calibration experiment is a controlled calibration experiment. If e{ is 
the ith row of E, it is assumed that £(et) = 0, £'(eietT) = T  and et -  A(0,T) for 
i= l,2 ,...« . If e; '  is the jth row of E \  the e;-' satisfy the above also and it is 
assumed that they are independent of the et-. Brown pointed out that X might 
consist of p  variables derived from a smaller set as in polynomial regression. In
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this case, £ is a vector function of the same reduced number of unknowns.
Let S be the (q x q ) residual sum of products matrix, pooled from the 
calibration and prediction experiments when m > 1. Further let
a 2( f )  =  —  +  -  +  # T ( X TX ) - ‘ f  
m n
Brown showed by using classical arguments that a 100(1 - /)%  confidence region 
for £ is all £ such that
(Y' -  6  -  BT£)T S-U Y ' -  a  -  <; \ p j , q.v (2.6.3)
where Fy q v  is the upper 100(1-/)% point of the standard F distribution on q 
and v degrees of freedom (v = n - p + m - q - 1). This is the multivariate form of 
the confidence region obtained by Fieller (1954) and others who considered 
p=q= 1. In standard multivariate linear regression the region corresponds to 
fiducial limits of Williams (1959). When p  = q the above inequality can be 
written as
|| £ -  C_1D||?, -  constant £ 0 wherec
A 1 Arp m * A 1 Am
C = BS B? -  k(X X )  = BS~ B - Fr^ v{XyX T x
and C is assumed positive definite. So the confidence region defined by 
inequality (2.6.3) is a closed ellipsoid. As stated in Section 2.2.1, in the univariate 
case (i.e. p=q= 1) the confidence region sometimes degenerates into two disjoint 
semi-infinite lines or the whole real line. This occurs if
^  Fyt i>n+/n-3
The condition that C is positive definite is the direct multivariate extension 
of the univariate condition. If one lets y—»l in inequality (2.6.3), then >0 and 
this condition on C will be satisfied if 54=0. The resulting confidence region 
degenerates to the point
|  (2.6.4)
If p=q= 1, this gives the classical estimator defined in Section 2.2.1. As 
equation (2.6.4) arises when considering the regression of Y on X, £  is usually 
called the classical estimator of £. Brown and Sundberg (1987) have shown that 
for q = p, the estimator £  defined by equation (2.6.4) is the maximum likelihood 
estimator of f. When q > p, however, it is not the maximum likelihood 
estimator, the latter being shifted from £ by an amount depending on the
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inconsistency diagnostic
Arri A rp « . Am A
R = (Y -  BT£)TS ~ '(y  - 8  £) (2.6.5)
The inconsistency diagnostic R measures the relative lack of consistency of a q- 
variate observation Y ' .
Lieftinck-Koeijers (1988) considered the classical estimator given by 
equation (2.6.4) in the case of p= 1. He showed that this estimator has a finite 
mean if q>2 and a finite M.S.E. if q>4. He gave exact expressions for the mean 
and M.S.E. in terms of expectations of Poisson variables. Nishii and Krishnaiah 
(1988) also considered the classical estimator and showed that when T  is
A
unknown , the mean of £ is finite iff q >p+\ and the M.S.E. is finite iff q > p+2.
A
They give the exact moments of £ using expectations of Poisson variables and 
compare their results with those of Lieftinck-Koeijers.
Oman (1988) considered the case of where £ model (2.6.2) is given by
£T = [/q (f) h2( 0 .......hp(£)~\ for known functions hj (e.g. squares or logarithms
of components of £ ) and one wishes to construct a confidence region for the 
unknown £ corresponding to a future Y'. One approach to the problem is as 
follows; obtain a 100(1 -y)%  confidence region for £ by using expression (2.6.3). 
Suppose this region is called R . The confidence region C for £ is then given by 
C = {£: £(£) e R  }. Oman points out that a disadvantage of this approach is that 
although the region R might be nicely behaved, the region C need not be. He put 
forward an alternative confidence region for £ and compared his method with 
asymptotic results obtained by Fujikoshi and Nishii (1984) and Brown and 
Sundberg (1987). An application to the estimation of gestational age using 
ultrasound foetal bone measurements is given in the paper.
Brown’s Bayesian approach was similar to that of Hoadley. Hoadley (1970) 
assumed a general form of prior density p (Pq,P\ ,o 2 ,£) 00 p(Po>Pi><*2)P(€)' 
Brown assumed
;r(£ ,a ,I \f) = ;r (£ ,a ,I > ©
Brown also assumed x(£\X)  = n{£) i.e. the controlled X  values provide no 
information on £ and he assumed a Jeffrey’s invariant prior
which is the multivariate analogue of Hoadley’s non-informative prior for
(/?o,/?i ,<7 2) i.e. p{pQyp i ,cr2) oc ex-2. Brown obtained multivariate extensions to
both of Hoadley’s theorems which provide extra insight into Hoadley’s results.
£
Brown derived a multivariate generalisation { £ )  of the Krutchkoff inverse 




given by equation (2.6.4). Brown’s multivariate methods, including one which is 
a multivariate extension of Lwin and Maritz (1980) are compared on data from a 
random calibration experiment and data from a controlled calibration experiment. 
Some important conclusions are drawn. In particular, Brown suggested that it 
was a good idea to consider each of the p  characteristics, X\ ,X2 ,X3 ,...Xp, one at 
time, forgetting the existence of the other ( p - l )  characteristics. Sundberg (1985) 
justifies this in some circumstances. Brown's paper is a discussion paper and 
there is a considerable amount of discussion of his results with further references.
A recent paper by Brown and Sundberg (1987) has considered an approach 
to multivariate calibration which involves the profile or maximum relative 
likelihood (Kalbfleisch and Sprott, 1970). Suppose that the model for the 
calibration experiment is given by model (2 .6 .1) i.e.
Y = l a T + XB + E
If e,- is the ith row of E, it is assumed that £(e,) = 0, E(e,e,T) = r  and 
et ~ A(0,D for i=l,2,...w . This profile likelihood approach entails forming the 
maximised likelihood "as if £ were known" and normalising by the likelihood 
maximised over all unknown parameters a ,£ ,I \£ . Suppose the model for the 
prediction stage is given by model (2.6.2) with m - 1. This approach is offered as 
an alternative to the Bayesian approach (Brown, 1982), avoiding the need for 
specification of a prior distribution. The profile likelihood is a function of £ 
which has a maximum value of one at a maximum likelihood estimate of £ and 
the profile log-likelihood is given (up to an additive constant) by
-± - (n + l) ln ( |f t f ) |)  (2 .6 .6 )
— A m  A « Am A .
„ , «o(«+l) [ft + ( £ - |) t B.S-1Bt (£-|)1
where |(«+l)r(£)| ~  --   + ------------ — -----------
with r(f) = 1 + ? ( X tX T 1S
(rt+1)
and R the inconsistency diagnostic given in equation (2.6.5), B the least squares 
estimator of B and S the residual sum of products matrix from the calibration 
experiment.
The profile likelihood for m> 1 is given by
* 2(f)
. <72(Z) + ( Y ' - B l Z )S -1 (Y '-B t £)_
i(»+l)
(2.6.7)
where <t2(£) = — + — + £t (2lTX) 1£ and S is the residual sum of products m n
matrix, pooled from the calibration experiment and the prediction stage. The
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normalising constant is such that C -1  is the value of expression (2.6.7) at its 
maximum. The Bayes posterior density, | Y',z), obtained when using a vague 
or non-informative prior for f  is given by
|>2©]iv
* «  I Y ' ’z> ~ -------------------------[ a * ©  + (Y '- B t4) S -1 (Y '- B T4 ) f  
where v= n -p + m -q - l .  If one compares the profile likelihood and the posterior 
density, one can see that they are closely related. The powers of numerator and 
denominator of Bayes posterior are \v  and £(v+q) compared with £(n+l) and 
£(w+1) in the profile likelihood. Brown and Sundberg obtained likelihood-based 
confidence regions for f  which have the intuitively desirable property of 
expansion with increasing values of R. This should be contrasted with the 
unnatural behaviour of the classical confidence regions (see inequality 2.6.3) when 
q > Pi which expand for decreasing R and get narrower with increasing R 
sometimes shrinking to a point (see Oman and Wax, 1984, for a practical example 
of this).
Brown and Sundberg (1989) examine the case of there being more variables 
than observations (n< p + q +1) when assuming a standard multivariate linear 
regression model given by equation (2.6.1) with no derived variables. They 
considered the case of X,- being regarded as fixed (controlled calibration) and X{- 
being regarded as random (random calibration). They showed that if n> q, the 
generalised least squares estimator of £  and the estimated best linear predictor (g)  
are both unique. By way of an example, they used the NIR (near infra-red) data 
of Feam (1983).
There are a wide variety of approaches to multivariate calibration. Naes et 
al. (1986) compare the multiple linear regression (MLR), ridge regression (RR), 
principal component regression (PCR) and partial least squares regression (PLSR) 
approaches with particular reference to the calibration of near infra-red (NIR) 
instruments. In a NIR calibration problem, the instrument response
Y = (Yi Y2  Yq)T is called the spectrum. In the NIR problem considered by
Feam (1983), q = 6  and Yj, Y2,.. . .  Y6 are measurements of the reflectance of NIR 
radiation at six different wavelengths. There is only one dependent variable X  
which is the protein content of wheat samples. The NIR data matrix is highly 
multicollinear and the data set have been used by several authors since 1983 
(Farebrother, 1984; Hoerl et al. 1985; Naes et al. 1986 and Brown and Sundberg, 
1989). With reference to the PCR and PLSR methods, both methods project the 
NIR spectrum into a space determined by vectors and use coordinates in this 
space as regressors with X as regressand. However, while PCR projects into a 
space estimated by the spectral variables Y i , Y2» •••• Yq* PLSR projects into a
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space determined by both spectrum and X. According to Naes and Martens
(1984), the PCR and PLSR methods have given good results, whilst Naes et al. 
(1986) have commented that PLSR is a serious competitor to PCR and RR for 
multicollinear data.
Ridge regression is particularly recommended for cases in which the 
explanatory variables have high intercorrelations. When these high correlations 
exist, least squares is known to give estimated coefficients which tend to be too 
large and often cancel out when taken in combination. Hoerl and Kennard (1970) 
suggested a modification of the usual least squares estimator from (XTX )~lX TY 
to (XTX + cI)~1X t Y where c is a scalar added to each diagonal element of the 
explanatory variable correlation matrix before inversion. The resulting ridge 
estimator, which is biased, can be shown to have better mean square error 
properties than least squares if c is correctly chosen. Hoerl and Kennard 
suggested that c be chosen by examining a ridge trace, which is a plot of 
coefficients against c and looking for the point at which stability is reached.
Feam (1983) compared the MLR and RR approaches. The paper provoked 
quite a bit of discussion about whether prediction methods such as RR should be 
used in the calibration of NIR instruments (Farebrother 1984 and Hoerl et al. 
1985). Naes et al. (1986) performed computations on Feam’s data set and found 
that when the ratio of the number of calibration samples and the number of 
wavelengths in the NIR spectrum is low i.e. njq is small, the RR, PLSR and PCR 
methods which are biased regression methods, gave much better results than 
MLR.
A paper by Naes and Martens (1984) compared the PCR approach, the PLSR 
approach and an approach developed from the use of a multivariate model based 
on Beer’s law in chemistry (the field of spectroscopy). Beer’s law states that the 
spectrum, Y, is a linear function of the concentrations (Xi ,X2 ,X3 ,...,Xp) of one 
or more chemical constituents (p constituents) of the mixture plus measurement 
noise. Naes and Martens pointed out that the PCR and PLSR methods are random 
calibration methods since they are both based on regressing the chemical 
concentrations (Xj,X2 ,...,Xp) on linear combinations of Y whereas the Beer’s 
model approach is able to handle both random and controlled calibration 
situations. On the other hand, it is noted by Naes and Martens that the PCR and 
PLSR approaches are probably better suited to handle the problem of 
measurement noise in both X and Y in the calibration experimental data, 
{(X;»Y,-) i= l,2 ,.../t} .
Naes (1985a) compared the generalised least squares estimator of £ , £GLS 
and the best linear predictor of £ , £BLp which arise from the controlled and
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random calibration situations respectively. In this paper he assumed that Beer’s 
model held. If the parameters of the model in both the controlled and random 
situations are replaced by estimates, let £gls and ?blp b© the resulting estimators. 
If the estimates of the parameters of the model are maximum likelihood estimates, 
4gls Zblp coincide with the estimators £ and £ in Brown (1982). Naes 
showed that, if the estimates of the parameters of the model were consistent, then
A A
€gls ?blp behave more and more like %gls ^  £blp respectively as 
He showed that the set of f ’s where £gls Zblp have the same M.S.E. is an 
ellipsoid given by
F  = U : £  [(&ZJ> -  D T(& lp -5 )l£ ] = t i i B ^ B T 1 }
using the notation of model (2.6.1). If F ' denotes F and the region inside F, then 
if £ £ F ' , £gls is best otherwise §BLP is best. Finally he suggested a new
A A
predictor which is a combination of Ggls €blp involving indicator functions.
The problem of estimating %GLS and £Blp in the best way is treated in Naes 
(1985b, 1986). Methods based on different assumptions on X, the error 
covariance matrix of the multivariate linear model, are proposed and analysed in 
these two papers. It is known from practical experiments (e.g.NIR measurements) 
that the covariance matrix of multivariate measurements from spectrophotometers 
is often highly multicollinear. This means that the number of variation sources 
for the spectrum is smaller than the number of variables in the spectrum. It is 
therefore assumed in Naes (1985b) that the measurement errors have a linear 
factor structure, i.e.
ef = Ft,- + e,' i=l,2,. . . /i .
where F is a fixed matrix and and t, are random vectors. These "rank
reduction" models have proved to be very suitable for multicollinear data and 
have given good results in NIR spectroscopy (see Naes, 1985b). The model 
(2 .6 .1) becomes
Y = l a T + XB + TP + E'
where X , T, T  and E' are random matrices, B and F  are fixed matrices (the rows 
of F may be regarded as spectra of unknown constituents, while B contains 
spectra of the known constituents). As this is a random calibration problem, Naes 
obtained expressions for the best linear predictor of £ i.e. §BLP and the estimated 
best linear predictor, ^Blp- A principal component analysis is used to estimate £. 
Naes examined the properties of %BLP and discussed the links between
! (a) ?blp and the predictor based on multiple linear regression of X and YI
|
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(b) €blp and the PCR predictor.
Naes pointed out that his calibration procedure using %BLP allows calibration of 
two or more constituents in a mixture simultaneously whereas when random 
calibration is approached by MLR, stepwise MLR or PCR, each constituent must 
be calibrated separately, i.e. calibration of different constituents in a mixture 
requires completely separate computations.
2.7. OTHER APPROACHES TO CALIBRATION
Two papers, Kalotay (1971) and Minder and Whitney (1975) approach 
calibration using structural inference. Kalotay used arguments from structural 
inference to justify the construction of a likelihood for £, essentially by assuming 
a non-informative prior likelihood for the nuisance parameters fio,fii and a 1 and 
integrating over this prior. He compared his results with those of Hoadley (1970). 
The posterior distribution for £ derived by Hunter and Lamboy (1981a) is 
mathematically identical to that of Kalotay (1971). Minder and Whitney (1975) 
derived a marginal likelihood function (MLF) for £ and then used various 
approximations to the RMLF (relative marginal likelihood function obtained by 
normalising the MLF to have a maximum value of one at the maximum 
likelihood estimate of £) to derive confidence regions for £. There are 
mathematical similarities between their MLF for { and the profile likelihood 
function for £ (see Kalbfleisch and Sprott, 1970, for the latter) but Minder and 
Whitney maintained that despite these similarities, the two functions could lead to 
considerably different inferences for small (n + m). Minder and Whitney 
comment that their MLF for £ is rather similar to the predictive density function, 
L(£), of Hoadley (1970) and the approximate structural density function of 
Kalotay (1971).
Tallis (1969) considered the problem of calibration with supplementary 
information. In addition to the information of a controlled calibration experiment 
which gives knowledge of the conditional distribution of Y given X  = x  for 
selected values of x, Tallis made extra observations on the marginal distribution of 
Y alone. The combined information is then used to estimate the conditional 
distribution of X  given T. The attainment of a viable solution depends on finding 
a unique solution to a Fredholm integral equation of the first kind.
The approach of Muhammed (1987) is to consider the best linear predictor of
A
g9 %blp* ^  assumed that the conditional distribution of Y given X = x  is normal 
with mean a  + fix and variance Gy\x' Data from a controlled calibration 
experiment provided estimates of cr, fi and <Xy\x' ^  was fur^ier assumed that £ 
had a distribution with known mean (/^) and known variance (o^). The author
i
ii
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proposed approximate confidence intervals for 4 based on the estimated
A A A
M.S.E.(£5Lp). Using this approach, 4C and 4b the classical and inverse estimators 
respectively, are obtained as special cases of 4 b lp  and if one assumes that ^  and 
<jg can be regarded as parameters of a subjective probability distribution for £, a 
full Bayesian analysis is made possible and the resulting theory coincides with 
that of Hoadley (1970) and Aitchison and Dunsmore (1975). The classical 
estimator 4C is obtained when <r^  —> and the inverse estimator 4i is obtained
- 9  $xxwhen fig = Jt, = - — —■ Other prior assumptions on 4 may justify intervening
A A
estimators between 4C and 4i- The paper should be compared with that of Lwin 
and Maritz (1982) and also with Brown’s (1979) paper. Brown considered the 
best linear predictor of 4 using integrated mean square error rather than M.S.E. as 
his optimising criterion.
Naszodi (1978) used traditional propagation-of-error techniques (i.e. 
estimates of the first two moments obtained from a Taylor expansion) with a bias 
correction to derive a new estimator of 4 which is practically unbiased, is more 
efficient than the classical estimator 4C a°d is consistent. His expression for the 
approximate bias of 4C agrees with that of Shukla (1972). Whereas Shukla 
assumed that the errors in model (2.1.1) were normally distributed, Naszodi 
assumed only that Y was symmetrically distributed about E(Y). Naszodi’s 
estimator is given by
f~= J + _____ < r= h____S  .A. I A A / A
( f t+ V a r ( f t ) / f t )
where f t  = fty/ft*. Turiel et al. (1982) used a modified form of Naszodi’s 
estimator in both an inverse median estimation problem and an inverse regression 
problem. The former arises when one wishes to estimate X  given a specified 
median value of Y.
A two-stage sequential approach is considered in two papers by Pemg and 
Tong (1974, 1977). In the first stage (1974 paper) the sequence {Yu } is observed 
sequentially for the estimation of /?0 and p\ the intercept and slope parameters
A
respectively. If is not significantly different from zero, one does not proceed 
to the second stage and it is concluded that the model is not suitable for 
estimation of 4• Otherwise one proceeds to the second stage and observes i r v ) 
sequentially. When the experiment terminates a fixed width confidence interval 
can be constructed for 4-
The final approach to be considered is that of Vecchia et al. (1989). Changes 
in calibration curves from one time period to the next, caused by drift, often 
require measuring devices to be recalibrated at frequent intervals. This, however,
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require measuring devices to be recalibrated at frequent intervals. This, however, 
is not always practical. Suppose we take T  calibration periods and suppose the T 
models for the calibration experiments and prediction stages are given respectively 
by
Yij = / ( Xij; f t ) + error i= l ,2 , . . .7  ,/= l,2 ,... n*
Yik = / ( & ;  A )  + error i= l ,2 ,...T  fc=l,2 ,... rf
Vecchia et al. considered a random coefficient regression model where the f t ’s
are regarded as random variables, varying from period to period, but assuming /
to be unchanging throughout. The usual practice is to estimate only using data 
from the i th calibration period. Vecchia et al. showed that it was more efficient to 




3. AN APPROACH USING SIMULATION AND 
AN IMPLICIT PRIOR
3.1. ASPECTS OF CLASSICAL AND SMOOTHING SPLINE THEORY
The methods and results considered in this chapter and Chapter 4 are based 
on non-parametric smoothing splines (Schoenberg, 1964; Reinsch, 1967; Wahba, 
1975; Craven and Wahba, 1979; Wegman and Wright, 1983; Silverman, 1985 and 
Eubank, 1988). It would seem expedient therefore to first consider certain aspects 
of spline theory. Wegman and Wright (1983) state that in the most general set­
ting, a mathematical spline is the solution to a constrained optimisation problem. 
The nature of the optimisation problem determines the type of spline which 
results.
3.1.1 Interpolating splines
Suppose observations Yt (/=1,2,..../i) are made at design points 
*,(1= 1 ,2 , ...n). Assume that Xy < x2 < *3 ... < xn and the x  values lie in some 
finite interval [a,&]. Consider the problem of estimating a curve which passes 
through the points (jq,Y/) 1= 1 ,2 ,...it, i.e. there is no smoothing of the curve. 
Such a problem can be expressed as the following constrained optimisation 
problem: minimise
\b [Dmf(x )]2dx (3.1.1)Ja
subject to / e W m and /(* ,) = i= l,2 ,...w  (3.1.2)
Here Wm denotes the space of functions /  on [a,b] such that D; /» j  ^  (jn— 1) is 
absolutely continuous and D mf  e L2 where is the set of measurable square 
integrable functions on [a,b] and D represents the differentiation operator. The
A
solution, //(*), is a natural spline of order 2m with knots {*,} i= l ,2 ,...w which 
interpolates the points (*t-,T,) i= l,2 ,...« . It is called a natural interpolating 
spline of order 2 m.
A spline of order p  with knots ty ,r2,  h  is defined to be any function of
the form
f i x )  = P2  9jxi + 2  (3.1.3)
j= 0 »=1
for some set of real coefficients 0Q,Oy ,62-...0p_y ,8y ,S2 ,S3....Sk.
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The function (x - t X  1 is defined as follows: 
i x - t - X '1 = ( x - t i f - 1 x > U 
= 0 x < ti
Fig. 3.1 below shows a graph of (x - f,)+ where r, =9.0.
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Fig. 3.1: The function f(x) = (x - ff)+
The definition (3.1.3) is equivalent to the following specification :
(a) /  is a piecewise polynomial of order p on any sub-interval
(b) /  has ip-2)  continuous derivatives and
(c) /  has a (p -l)s t derivative that is a step function with jumps at t\ ,f2>••••**•
(3.1.4)
The knots are the points where the different polynomial segments are joined 
together.
The term natural means that in addition to the properties implied by (a), (b) 
and (c), /  is a polynomial of order m outside [a,b]. In order for /  to be a natural 
spline we must have 6n  = 0m+i = ••• = V l  = 0 since /  satisfies the natural 
boundary conditions
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f ^ \ a )  = f ij)(b) = 0 j  = m ,m + l,...(p - l)  (3.1.5)
Hence a natural spline of order 2m with knots *i»*2>••••** a function of the 
form
m- 1 . k
f i x )  = E  e,*' + E
7=0 i= l
The case of m = 2 (/?=4) is of particular interest in this thesis and in this 
case //(* ) is a natural cubic interpolating spline with knots {ft} (i= l,2 ,..../i). 
Over [<z,&], / /  and its first two derivatives are continuous and / /  is linear on the 
two extreme intervals and (*„,£>]• The objective function (3.1.1)
A
represents, in the case of m = 2, mean square curvature so f j  minimises the mean 
square curvature of the curve / .  The optimal interpolating curve is thus visually 
smooth.
3.1.2 Smoothing splines
Consider now the more usual statistical problem of where each observation 
Yi (i= l,2 ,.../i)  is made up of a signal plus some random noise. The following 
model is of interest:
Yi = f ( x i) + ei i= 1,2 n (3.1.6)
where a < jcj < Jt2 ,... < xn < b> f  e Wm and the random errors (i= l,2 ,....n )  
are assumed to be uncorrelated with zero mean and variance a 2.
It is desirable to obtain a smooth curve which passes near, in some sense, to 
the data but is not constrained to interpolate exactly the points 
(Xi,Yi) i = 1 ,2 ,...tt. The estimated curve is the solution to the following 
constrained optimisation: minimise
E  ( f ixd -Y i)2 + a ( b [Dmf(x )]2dx (3.1.7)
i= l a
subject to f e W m and a > 0  (3.1.8)
If one compares this optimisation problem with that given by (3.1.1) and (3.1.2) 
one will see that the interpolating conditions / ( jcx) = T; have been replaced by a 
least squares term in the objective function (3.1.7), which measures the lack of fit 
of the curve / .  As in the objective function (3.1.1), the objective function (3.1.7) 
contains a penalty term for the lack of smoothness (or degree of roughness) of the 
curve / ,  namely
J* [Dmf(x )]2dx.
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The parameter a  controls the amount of smoothing and is known as the 
smoothing parameter. If a  is too small, the curve will over fit, reducing bias but 
increasing variance. If a  is very large the smoothing term (or roughness penalty 
term) dominates and not only noise but signal may be removed. The choice of a  
is obviously important. Many authors advocate the method of cross-validation for 
choosing a  and in this and following chapters, the value of a  which is chosen in 
most cases is that value which minimises the asymptotic generalised cross- 
validation score (Silverman, 1984,1985).
Kimeldorf and Wahba (1970a,b) employed reproducing kernel Hilbert space 
theory to obtain the solution to the optimisation problem specified by (3.1.7) and
A
(3.1.8). They showed that f a(x), the unique minimiser of (3.1.7), is a natural
A
spline of order 2m with knots {jq) i=l>2,...n. For the case of m = 2, f a(x) is a 
natural cubic smoothing spline with knots at the data points jq, i=l,2,...w . 
Eubank (1988) used a mathematically simpler approach to arrive at the same 
result (see Theorem 5.3, Eubank, 1988). For the case of interest, m = 2, f a(x) is 
a natural cubic smoothing spline called the spline smoother, (Greville, 1969, 
Reinsch, 1967, 1971). As a  -» 0, f a converges to the natural cubic interpolating
A A
spline, / / ,  discussed in the previous section. As a  —» «>, f a converges to the 
least squares straight line (the second order polynomial regression estimator of f).
A
This behaviour of f a as a  varies from 0 to «> is clearly illustrated in Fig. 3.2 
which shows a perspective plot of f a. The underlying data are the Gompertz 
calibration data (see Appendix 1 for further details). The number of knots used 
was eighty and these were equally spaced. A typical coordinate of this three- 
dimensional plot is (jq, ai, f a{x{j) where jq is the ith knot, at is the logarithm 
(base 10) of a, the smoothing parameter and / o0q) is the value of the smoothing 
spline at the knot xr
Wegman and Wright (1983) and Silverman (1985) maintain that such non- 
parametric smoothing splines, / ( jc), provide good estimators of the true function /  
because
(a) they respond to local variation in the data. For example, the observation at jq 
influences only the parts of the spline which are near to it and this influence 
dies away exponentially.
(b) the amount of smoothing is controllable.
Let Jm(J) = J* [D */(x)] 2dx and let be a linear estimator of /  where
a i=i
l\ ,/2,.../n are constants which do not involve the Yt . Li (1982) showed that the 
minimax estimator of /  obtained by minimising
Fig. 3.2: A perspective plot o f
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sup E [ f ( x ) - t l i Y i ] 2
JmifHp i=l
where p > 0, is the spline smoother f a{x) with a  = cr2/wp . If / e  Wm then 
Jm(f)  = 0 if and only if /  is a polynomial of order m . This occurs if p = 0. The
A
spline smoother f a provides a minimax estimator of f{ x )  for the particular value 
p = cr2/* a , so smoothing splines are an extension of polynomial regression 
which guard against the departure of the calibration curve /  from an idealised 
polynomial regression model. Eubank states that under certain restrictions, a 
smoothing spline will have a smaller risk than the corresponding mth order 
polynomial estimator where risk is defined as
n~l t  £  l f ( x j ) - fa(Xj)]2 
i= 1
Suppose A is an n x n symmetric matrix which maps the vector of 
observations 7, into the vector of predicted values, fix-), i.e. f  = AY where
Y t = (Yl Y2Y3...Yn) and f T = ( f ( x , ) f ( ^ ) . J ( x J )
The matrix A is known as the hat matrix and is local in character. It depends on 
a, the smoothing parameter and the design of the points {*,} i= l,2 ,...n . Also /  
is linear in the observations 7/ since
M )  = t AijYj /=1 ,2 ,...* .
>= 1
If the model (3.1.6) is extended to include the case of random errors 
having unequal variances, in particular, Var (£,•) = a 2twi i= l,2 ,...n  where the 
weights w,- are known, then the constrained optimisation problem becomes: 
minimise
i  H’i (f(X i)-Yi)2 + a  j b [D mf(x )]2dx (3.1.9)
1=1 0
subject to /  e Wm and a > 0
In the case of m = 2, the optimal solution is again a natural cubic smoothing 
spline with knots {*,} 1= 1 ,2 ,...*.
3.1.3 B-splines
The usual definition of a cubic B-spline is a cubic spline with five knots, t \ , 
t2, t3, t4 and r5, having the property that it has value zero outside [fj, f5]. Fig. 3.3 
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Fig.3.3: A typical cubic B-spline
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Given data points {jct*} i= 1,2,3 n, let T  be the set of all natural cubic splines
with knots { jc,- }. Then T  is a vector space of dimension n and we can use B-
splines to construct a basis { p x, p2 »P3    Pn ) °f F which we will call the
B-spline basis.
Let us consider first the splines /?3, /?4   /?n_2 * For j=3 ,4 ,5 ....,w -2  Pi is
simply a B-spline with knots Xi_2, xi - \ »xi »**+i»*i+2- the approach of De Boor
(1978) and Eubank (1988), there are (n + 4) B-splines denoted by Nj ^(x) where 
j  = - 3 , - 2 , - l , . . . ( / i - l ) ,« ,  constructed by introducing coincident knots 
X - i  -  xo -  a and jcn+1 = xn+2 ~ b. For i= 3 ,4 ,5 ,..... 2, we have
AC-*) = Ni_ 2A(.x)
A recursive formula (De Boor, 1978) was used to generate these B-splines, 
P iW  i= 3 ,4 ,5 ,...,(» -2 ) which is as follows:
X - X ;  X; + m  - X
Vi,m(x ) =   J W i  W  + r  _ r (3.1.10)
xi+m- 1 xi xi+m xi+1
J 1 if AreUy, xj+l) 
where NJA(x) = otherwise
The end splines p \ , p2 , Pn- 1 »Pn> (which are not strictly speaking B-splines) were 
constructed to satisfy the boundary conditions
P"(Xl) = P"(xn) = 0 *=1,2,...,*
P"'(a) = p"'(b)  = 0 i= l ,2  n.
Note that these conditions already hold for /?3, /?4, .......>Pn- 2 • The following
equations for ^  and /?„ were used:
(Jt3 +X2 -2 a) (*3 +*2+*1 "3fl)
A W  -  + U i . „  »-,..<*> n- (>3_ , |  ' * «
(x2-a )  (x2+xx-3a)
A W  = * M W  -  ^  "-*.«*> -  -
A - iW  = w„_3,4(^) -  t f . - 1.4 W  -  (2! r " ~ \ l) t f -^ WKO-Xn- 2) \D~xn-2 )
(2 b - X n _ 2  ~ X n _ !) (36 1 “ JCn_2 )
a w =^ Mw — ( h :  w„-i,4 (^ ) + — * ; \  1A.4W
KO-Xn-2 ) \D~~xn—2 )
(3.1.11)
Our basis will have the property, for all i, that A W  = 0 if x  £ x i+ 2  or x < Xj_ 2
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for x  in the interval [a , b ]. Given the B-spline basis for T, any function /  which 
is a natural cubic spline can be written as a linear combination of the B-splines 
constituting the basis, i.e.
f i x )  = £  nP iix)  (3.1.12)
i= 1
Eubank (1988) obtained the following result (Corollary 5.2) for any basis
Pi*Pi>/h’"->Pn of T:
Let B and £2 be nxn  matrices defined by
Bij = Pj&i)
a v = t  filmHx)P}m\x )d x
n
Provided n ^  m, the unique minimiser of (3.1.7) is yipi where
i= l
y  = (y l y2  yn)T is the solution to
(Bt B + aQ)y = B t Y (3.1.13a)
The hat matrix A (a) therefore satisfies the following equation
A (a ) = B(Br B + aQ)~1BT. (3.1.13b)
Let W be the nxn  diagonal matrix with entries wt*. In the weighted case 
where the observations F{ have variances given by 
VariXi) = a 2lwi ( i= l,2 ,...n ) equations (3.13a) and (3.13b) become
(Bt WB + aQ)y = B TW Y  (3.1.13c)
and
A(a)  = B(BTWB + aQ)~1B TW (3.1.13d)
The main advantage of using a B-spline basis is their local support 
characteristic, namely,
Pi(x) = 0 if x$ [xi_2 xi+2] /= l,2 ,3 ,.../i
This property results in the matrices B and Q being banded matrices. Matrix 
B is a band matrix of bandwidth two (i.e. Btj = 0 if \ j - i \  ^  2) and Q is a band 
matrix of bandwidth four (i.e. Hy = 0 if |y -/| > 4). The banded nature of these 
matrices ensures that solutions of equations (3.1.13) are computationally efficient
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3.2 THE POSTERIOR DISTRIBUTIONS OF /  AND 4
The non-parametric Bayesian approach which will be considered in this 
chapter and Chapter 4 has many similarities with the parametric Bayesian 
approach of Hunter and Lamboy (1981a) previously discussed in Chapter 2, 
Section 2.3.
3.2.1 A parametric Bayesian approach
The mathematical models for the calibration process in the parametric case 
are given in the previous chapter (Equations (2.1.1) and (2.1.2)). The Bayesian 
approach of Hunter and Lamboy assumes a non-informative prior for (Pq,Pi ). 
The updating of prior beliefs about Pq,Pi in the light of the calibration 
experiment data z is effected by Bayes theorem to produce a posterior distribution 
for (£0yP\) which is a bivariate Normal distribution. The posterior distribution of 
(P0,Pi) effectively defines a posterior distribution for /  since
/ ( { )  =  P 0 +  p xi  =  77
and /  is uniquely determined by p0 and p \ .
There are two sources of uncertainty in the calibration process. The first is 
the uncertainty associated with the outcome of the calibration experiment and this 
is measured by the posterior distribution of (Pq,Pi). The second source of 
uncertainty is that associated with errors in the future observations 
Y1' ,Y2' T h i s  source of uncertainty is measured by the posterior 
distribution of 77. The posterior distributions of (pQ,Pi) and rj are combined to 
produce a posterior distribution of 4  using equation (2.1.3). The process is 
illustrated by a schematic diagram (Fig. 3.4).
3.2.2 A non-parametric Bayesian approach
Let us consider the following non-parametric models;
Calibration experiment:
r,•= /(* ,•) +<?,• i= l,2 ,...,/*  (3.2.1)
where / e T  and the £,• are assumed independently distributed as N(0,g 2Iwi) . 
This means that /  satisfies conditions (3.1.4) and (3.1.5) with p=4, m - 2. Assume 
for simplicity that all the knots jq are distinct so that /  is a natural cubic spline 
with n knots ,jc2,Jt3 ,...,xn and jq < x2 < *3... < xn.
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Fig.3.4 : A parametric Bayesian approach
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Y /  = / ( f )  + e /  = 77 + ej' y = l,2  m (3.2.2)
{ = /-> ( ) 7). (3.2.3)
From equation (3.1.12)
/(*) = S  n Pfc)
1=1
where f t  is the ith cubic B-spline placed at the knot xr  The curve /  is uniquely
determined by f t , y2»..........   Yn so it is necessary to provide a prior for y in the
same way that it was necessary to provide a prior for p  = ( f t  f t ) T in the 
parametric case. The choice of how much to smooth the data of the calibration 
experiment corresponds to some sort of prior information. Silverman (1985) 
proposed a prior distribution for y  of the form:
p(r) -  ~U \ b [ f " ( * l 2dx (3.2.4)Ja
where y T = ( /1  72 73 .......7n) and A = a la 2. It will be noted that a  [ f " ( x ^ 2dx
is the roughness penalty term in expression (3.1.7) taking m = 2. Silverman
(1985) showed that given this prior distribution for y, which corresponds to 
assuming that y  has a multivariate normal distribution, the posterior distribution of 
y  is multivariate normal with mean 7  and covariance matrix S-1 where
S "1 = a 2 (B^WB+aSlT1 (3.2.5)
Y = - 4 r ( 5 ‘ 1BTW'Y) = (BTW 'B +anr, flTW'Y (3.2.6)
a
and By Q and W are as defined in Section 3.1.3 above. If one compares the
expression for y  above with equation (3.1.13c) one will see that the spline
A
smoother f a is the posterior mode since the mode equals the mean for an 
untruncated normal distribution.
It is usual in calibration to assume that the calibration curve is monotonic, in 
fact it is difficult to know what calibration means in the case of a non-monotonic 
calibration curve. The true calibration curve is a monotonic natural cubic 
smoothing spline with knots {xt ). In order to incorporate this constraint, we 
assume that /  is monotonic increasing or monotonic decreasing. Suppose the 
model (3.2.1) with this additional assumption is called model (3.2.1a). The prior 
distribution for y  must be a truncated prior distribution truncated in such a way as 
to exclude those values of y  which produce non-monotonic splines. Let ®mon 
the set of values of y  which produce monotonic splines. Then the prior 
distribution of y  is defined as
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p(rlre©M<w)
A <
Let Osi ( y , S~ ) represent a multivariate normal distribution with mean y  and 
MON
variance matrix S which is then truncated to ®mon- Obviously the mean and
A i
variance matrix of the truncated normal distribution will not be y  and S 1
A
respectively but the mode of the truncated distribution will be y, provided that 
y e  &mon- Using the truncated prior p (y \y e  ®mon) wiU produce a truncated 
posterior distribution for y. There are two possible approaches here;
(a) Truncate the prior for y  given by expression (3.2.4) to exclude those values 
of y  which are not in ®mon obtain the truncated posterior distribution of
r*
(b) Use the untruncated prior for y  given by expression (3.2.4), obtain the 
untruncated posterior distribution for y  which is a multivariate normal 
distribution with mean y  and variance matrix S~l and then truncate to 
®mon-
If one adopts approach (a), the statistical theory is rather intractable so approach
(b) was adopted. The posterior distribution of y  is therefore
A W ? . * " 1) (3'2'7)
A i
where y  and S 1 are given by equations (3.2.6) and (3.2.5) respectively.
It will be seen from equation (3.2.3) that f  is a non-linear functional of the 
curve /  (A functional y/(J) is a mapping from the space of curves to the real 
numbers). A functional y/ is called linear if, given any curves f \  , f 2 e  L and real 
numbers a\ ,a2,
V(aifi+a2f 2) = a ir(/i)  + aiWWi)- 
Let / 3 e T and suppose / 3 = a\ f \  + a2f 2 then it can be clearly seen that
f p M  + a i f p i v )  + Oi fpin)
for any fixed V so since f  £ is a non-linear functional of / .  The
posterior distribution of £ is not tractable since it is a non-linear function of a 
high-dimensional truncated multivariate normal distribution, so the question arises 
as to how to obtain the posterior distribution of £. This is achieved by simulation.
The inverse covariance matrix 5_1, is a symmetric band matrix of bandwidth 
four and possesses a Cholesky decomposition given by
S = LLt
where L  is a lower-triangular band matrix of bandwidth four. The first step of the 
procedure for obtaining the posterior distribution of £ is to simulate from the
- 50-
procedure for obtaining the posterior distribution of £ is to simulate from the 
posterior distribution of /  which Silverman (1985) demonstrated to be easy. Let
L r y  = L T r  + z (3.2.8)
where LT is given by l l J  = (BTWB+aSl)lo2, y  is as defined in equation 
(3.2.6) and z is an n x l vector of independent iV(0,l) random variables. Each 
posterior realisation of y  and hence each posterior realisation of /  involved 
solving the set of equations (3.2.8) which are a band-limited upper triangular 
linear system of equations. Fig. 3.5 shows three posterior realisations of /  for the 
Gompertz data set. Only part of the vertical scale is shown on the graph so that 
the three realisations can be clearly distinguished from each other.
As mentioned above,‘the posterior distribution of y  is truncated to ®mon> 80 
the posterior distribution of /  will be truncated to exclude non-monotonic splines. 
Hence any realisations of /  which were non-monotonic were rejected. It was easy 
to achieve this because of the polynomial nature of /  within each subinterval 
[xi,xi+l) i= l ,2 , . . . ,n - l .  Suppose it is assumed that /  is a monotonic increasing 
function of x, and further suppose that within the interval [*/,Jt,+i) /  is defined as 
follows:
f ( x )  = diix-xi) 3 + b iix-xi) 2 + Ciix-Xi) + dh
The gradient of the curve, / ' ( jc), is a quadratic function of x  given by
f '( x )  = Sciiix-Xi)2 + 2 b^x-x i)  + Cj.
It is necessary that f i x )  ^ 0 for monotonicity and it can be shown that f i x )  
becomes negative if either ct < 0  or in the case of at > 0  and c,- > 0 , the larger 
real root of the equation f i x )  -  0 is less than h-t where ht = (*/+i “ *;)• For each 
of the data sets considered in subsequent sections, 2 0 0  posterior realisations of /  
were generated. Suppose these are denoted by f  , / 2 , / 3  ....... / 2oo*
The next stage in the procedure for obtaining the posterior distribution of the 
non-linear functional £ was to combine the posterior distributions of /  and 77. 
Hunter and Lamboy (1981a) assumed a locally uniform prior for 77. When these 
prior beliefs about 77 were updated in the light of the m future observations
it produced a posterior distribution for 77 which was normal
— _ — m 
with mean Yf and variance a  !m where Y' = 2  Yj'. It was decided to assume,
;= 1
in the non-parametric case, a uniform prior for 77 on [ fijq), /(Jtn)] where /  is a 
posterior realisation of / .  The resulting posterior distribution of 77 is a truncated 
normal distribution defined as follows:
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P in  |Y ') = exp[ m (?? p 2 ] M )  S r j i  /(*„)
m 2(T2
= 0 otherwise.
For each data set considered, 50 posterior realisations of 77 were generated for 
each posterior realisation of /  and the values of
. 5 = 1 , 2 ...... 200
^  v = 1,2,...,50
were calculated producing 10,000 posterior realisations of {. (A different set of 
posterior realisations rjy were generated for each posterior realisation of / ,  f s).
Although some of the posterior distributions were approximately symmetrical 
others were skewed. It was therefore decided to use the posterior median as a 
point estimator of 4 • To facilitate the calculation of this, the last posterior 
realisation of £ was ignored giving a posterior distribution consisting of 9999 
realisations of £ .
The lOOpth quantile of a continuous probability distribution with distribution 
function F(jc) is that number xp such that
F(xp) = p
Let ,X2 yX'i ....Xn be a random sample of a continuous random variable with 
distribution function F(x) and let ,X(2) ,X(3)... .X(n), represent the order
statistics. Then are the order statistics for a uniform
(0,1) random variable and has a Beta distribution with parameters j  and 
n - j + 1 . Therefore
F [F (X U))] = ; / ( n + l )
Then with p  = j  I (n+1) a natural estimator of xp is . Here n+ 1 = 10,000 so 
the point estimator of the posterior median is X(5ooo)- Symmetrical probability 
intervals for £ were constructed using the relevant order statistics . In particular a 
90% probability interval for £ was constructed by using
[  ^(500)» ^(9500)]
A schematic diagram showing all the steps of this non-parametric approach 
is given in Figure 3.6. Comparison of Figures 3.4 and 3.6 reveal many 
similarities.
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Fig.3.6 : A non-parametric Bayesian approach
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33 APPLICATION OF METHOD TO VARIOUS GROUPS OF DATA SETS
3.3.1 Simulated data sets
Six simulated data sets were analysed, (five of them, (a) to (e), arising from 
non-linear models) namely,
(a) Gompertz data set
(b) Weibull data set
(c) Preece-Baines data set
(d) Bleasdale-Nelder data set
(e) Asymptotic data set
(f) Linear data set
Full details of the data sets are given in Appendix 1. For all six calibration data 
sets analysed, there were eighty evenly spaced knots covering the calibration 
range and three observations simulated at each knot value giving a total of 240 
observations. The model for the calibration experiment is therefore given by
/=1,2,.. .80
Yik ~  f(% i)  "*■ £'ik £ = 1,2,3
where /  is a monotonic natural cubic smoothing spline with knots 
{jq} i= l,2 ,...8 0  and the eik are assumed independently distributed as N (0,a2). 
The posterior distribution of y  is a truncated multivariate normal given by (3.2.7) 
i.e.
MON 9
where y  and S 1 are given by
S ' 1 = or2 (BTWB+aQ)"1
y  =  (B TW B + a n r 1B T W Y  (3-3-1)
Here W is an 80 x 80 diagonal matrix with entries vv{- = 3 and Y is a vector 
(80x 1) of mean values, i.e. YT = where Ft- is the mean of the
observations at knot i (/= 1,2,... 80).
Figures 3.7 - 3.12 show the Gompertz, Weibull, Preece-Baines, Bleasdale- 
Nelder, Asymptotic and Linear calibration data sets respectively and the
A
corresponding spline smoothers f a(x). Fig. 3.12 also shows the least squares line. 
The values of the smoothing parameter, a, were obtained by using the computer 
package BATHSPLINE (Silverman and Watters, 1984) which seeks to minimise 
the asymptotic generalised cross-validation score (Silverman, 1984).
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To assess the performance of the method at the prediction stage of the 
calibration process, three observations were simulated at each of twenty newly 
chosen values of X  covering the calibration range so that the model for the 
prediction stage is given by equation (3.2.2) with m = 3, i.e.
= /({ )  + £ / 7=1,2,3.
In the model, 4 is usually the unknown value of X  corresponding to the 
observations k'l', Y2', T3 However, to enable assessment of the method, the 
twenty values of 4 were known. Posterior distributions of { were obtained using 
the method described in Section 3.2.2 and the posterior median used as a point
A
estimate of 4- Suppose the point estimate is denoted as £. Table 3.1 gives the 
mean absolute error for each of the six data sets together with the value of the 
smoothing parameter, a, and the calibration range. Here absolute error is defined 
as | f - £ | .
A
In Fig. 3.13, the estimated value 4 is plotted against the true value 4 for the 
Gompertz data set. The 45° line represents zero error and it can be seen that 
errors are small. Also the larger errors tend to coincide with the parts of the 
spline which are rather flat, i.e. the gradient is small or close to zero. With the 
Gompertz calibration data set, the slope of the spline smoother (see Fig. 3.7) is 
small over the range 0 < X  < 3 and X > 11 and this is reflected in the errors. 
This is a good feature of the method because where the spline is rather flat, the 
calibration data are not very informative concerning the value of 4  and this should
A
be reflected in the estimates of £. Fig. 3.14 shows the estimated value 4 plotted 
against the true value 4 for the Weibull data set in the case of m = 1 and m = 3. 
It will be noted that even when m = 1, i.e. only one observation Y' at the 
unknown f, the errors are still quite small.
Interval estimates were obtained for 4 and the estimate was termed successful 
if the true value 4 was contained within the calculated interval. In particular, 90% 
interval estimates were obtained using the order statistics as discussed in Section 
3.2.2, namely,
[^(500) » ^(9500)1
Table 3.2 gives details of the interval estimates for each of the six data sets 
analysed. In Table 3.2, interval estimates for m -  1, m = 2 and m -  3 are given 
for the Weibull data set. As expected, the larger m is, the more precise are the 
interval estimates.
In Chapter 7, both point and interval estimates for 4 are given for the Linear 
data set using the parametric approach of Hunter and Lamboy (1981a).
Table 3.1 Point estimates for 4 (simulated data)





Gompertz 0.00 - 13.43 10 0.39
Weibull
m - 1 in eqn. (3.2.2) 
m - 2 in eqn. (3.2.2) 
m =3 in eqn. (3.2.2)




Preece-Baines 4.00 - 19.80 4 0.11
Bleasdale-Nelder 20.00 - 178.00 15567 3.15
Asymptotic 1.00 - 21.74 140 1.04
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Fig.3.14: Comparison of point estimates 
(Weibull data set)
80
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Table 3.2 Interval estimates for £ (simulated data)
Data Max. Min. Mean Proportion of
set interval interval interval successful
width width width estimates
Gompertz 2.43 0.68 1.56 19/20
Weibull
m=l in model (3.2.2) 11.71 3.22 5.80 17/20
m=2 in model (3.2.2) 9.82 2.30 4.22 20/20
m=3 in model (3.2.2) 8.06 1.91 3.53 19/20
Preece-Baines 2.92 0.17 0.72 19/20
Bleasdale-Nelder 26.25 4.05 13.14 18/20
Asymptotic 8.50 1.18 4.96 19/20
Linear 16.78 10.11 15.12 18/20
- 6 6 -
These are compared there with the corresponding results when using the non- 
parametric approach detailed above. Also in Chapter 7, Hunter and Lamboy*s 
approach is applied to the Weibull data and the resulting point and interval 
estimates for f  compared with those obtained using the non-parametric approach 
described in this chapter.
3.3.2 Data on length of transparent root dentine
The data considered in this section consisted of measurements of intact tooth 
transparency (1'ITM) made on the intact teeth extracted from 43 patients with 
known ages. The number of teeth obtained from each patient ranged from 1 to 
12. The 153 teeth examined, were classified into six types; upper central, upper 
lateral, upper canine, lower central, lower lateral and lower canine. The upper 
teeth came from the upper jaw and the lower teeth from the lower jaw. The 
position in the mouth, right or left, was recorded. Obviously measurements on 
the right and left teeth from the same patient are correlated and this was taken 
into account in the analysis. Further details of the data sets are given in 
Appendix 1. Graphs of ITTM against age for all six types of teeth showed a 
tendency for the variability to increase with age so the data were transformed with 
a logarithmic transformation to remove the non-homogeneity of the variability.
Suppose there are m patients with ages ,x2,... >xm each contributing one or 
two teeth of a particular type. For any particular type of tooth, the mathematical 
model for the calibration experiment is the following mixed model:
i=l ,2, . . . .m
Ytfc ~ f(%i) "h + Vik k=l OT 2 (3.3.2)
where Yik = log ITTM for the kth tooth of the ith patient, r t- is the effect due to 
the ith patient and /  is a monotonic natural cubic smoothing spline with knots 
{*, } 1=1,2,...m. It is assumed that the are i.i.d. normal random variables with 
mean zero and variance cr2, and the rjik are i.i.d. normal random variables with 
mean zero and variance <7 2 . It is further assumed that the rjik are independent of 
the Tf.
Using the model defined in equation (3.3.2)
Cov (T* , Yik>) = 1 
and Cov (T# , = 0 if i + 1'.
o \  k ^  k'
o f  + a2 k = k'
- 6 7 -
Suppose the correlation between the right and left teeth of a particular type 




where Var(Ktt) = fff+ a^  = tr2.
The correlation coefficient p is the same for different patients providing two teeth 
of a particular type. Let eik = r,- + riik then the model (3.3.2) can be written as 
follows:
Y'tk ~  f ( % i )  + £'ik
z= l,2 ,...,m  
k= 1 or 2
where the £/* are normally distributed random variables with mean 0 and 
covariance matrix V where
V  =
[<y? + a \
k = 2
k = 1
It may be recalled from Section 3.2.2 that the posterior distribution of y  is a 
multivariate normal truncated to exclude those values of y  which produce non­
monotonic splines. Using the notation of Section 3.2.2. the posterior distribution 
of y  is truncated to ®mon> *n particular,
MON '
A
where S and y  are as given by equations (3.3.1). Suppose for simplicity that all 
the m ages X\ , Jt2 ....*m arc distinct, then for the case of k = 2,
Var(y/.) = Var( J'ii+l'ra ) = £<72(1+p )
where Yj. is the mean of the observations at knot i (i= l,2 ,...m ). So the weight 
attached to knot i when k = 2 is 2/(1+ p). For the case of k = 1, Var(7i.) = a 2 
so the weight attached to knot i when k = 1 is 1. Hence the diagonal matrix W in 
equations (3.3.1) is an mxm  matrix with entries w,- where
wi = 2 /( l+ p )  if patient i contributes two teeth of a particular type
= 1 if patient i contributes one tooth of a particular type
It was necessary to estimate p, a  and o 2. This was achieved by using the 
computer package BATHSPLINE (Silverman and Watters, 1984). The estimate
-  6 8 -
of a 2 used by the computer package is based on the definition in Silverman, 
(1985), namely,
6  = n 2  ------- --------------
;=i [ i—i- trA (a)l
n
where f a is the spline smoother and trA (a) is given in Silverman (1985) by
m
4 i - ltrA(a) ^ 2 + X  {l+c0 a ( i-1 .5 r }
i=3
From model (3.3.2)
^•i = /(*<■) + n + *7,i 
y i2 =  / ( * i )  +  +  Vi2
so J;i -  Jj2  =  Vn ~ Vi2 - Hence d; = fr,! -  y i2J -  N(0 ,2 0 $ )  since the Vile are 
assumed independent.
Suppose there are mi patients contributing one tooth of a particular type and
m2 patients contributing two teeth of a particular type, then m = m\ + m^. An
estimate of p was obtained by using an iterative process. Each iteration consisted 
of the following steps;
(i) Calculate an estimate of a 2 using the BATHSPLINE package with weight un­
attached to knot i.
(ii) Calculate an estimate of a2 using
*? = 1
2(m2- l )




(iv) Calculate the weights w,- =
1+A
Steps (i) - (iv) were repeated until successive estimates of p agreed to three 
decimal places. For the first iteration only, the wt were all taken to be one.
In a previous analysis (Osborne, 1978) the linear model given by 
Yik = fio + 0 i*i + £ik /=l,2,...#w k =1 or 2
- 6 9 -
was fitted to these same data sets. For the upper canine teeth only, it was not 
possible to obtain maximum likelihood estimates of /3q ,p\ and o \  and the 
data obtained from the three patients each providing two upper canine teeth 
showed certain peculiarities. Since the estimate of is based on these six 
observations it was decided to assume that the observations on the upper canine 
teeth were independent, i.e. p = 0. It would then be possible to compare the 
estimates of £ from the non-parametric approach described in this chapter directly 
with the parametric estimates of f  obtained as a result of assuming the above 
linear model (see Chapter 7).
Table 3.3 gives estimates of a 2, a  and p for all six types of teeth. Figs.
A
3.15 - 3.17 show the spline smoothers f a  for the upper central, lower central, 
upper lateral and lower canine teeth. Fig. 3.16 shows that the upper lateral teeth 
data are completely unsuitable for calibration purposes as the spline smoother is 
almost horizontal over most of the calibration range. This was further confirmed 
when data on two new patients was received. The measurements of ITl'M for 
these two new patients were both 2.7mm yet their ages were 47.0 years and 27.8 
years. These two new observations have been plotted in Fig. 3.16. It was 
therefore decided not to analyse this data set further.
It was mentioned earlier in this section that the posterior distribution of y  is 
a truncated multivariate normal distribution , in particular,
MON'
The mode of this truncated multivariate normal distribution will be y  provided
A  A
y  e ®MON' However for the upper canine and lower lateral data sets, 7^®mon- 
Figs. 3.18 and 3.19 show the spline estimates, / ,  (dotted curves) for the upper 
canine and lower lateral data sets respectively, where /  is given by
f i x )  =  2  f i  P i ix )  
i= 1
A  A A A  A T
andy = (f t f t  f t ........f t )  •
It would therefore seem, that in these cases, we have to solve the following 
constrained optimisation problem: minimise
E  w,- ( J i x p - r y  + a  j °  [ f" (x)]2dx 
;=i a
subject to / e W2, / e  J  and a  > 0
MON
where T  is the set of monotonic natural cubic smoothing splines with knots 
{X i} and W2 is defined in Section 3.1.1.
- 7 0 -
Table 3.3 Details of the teeth calibration data











Upper central 16.1 - 62.5 32 0.0142 0.502 513
Upper lateral 30.8 - 48.5 16 0.0128 0.980 18
Upper canine 20.3 - 62.5 15 0.0096 Assumed zero 214
Lower central 26.6 - 62.5 28 0.0252 0.606 183
Lower lateral 27.8 - 62.5 28 0.0225 0.634 176
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Fig.3.19: Lower lateral teeth
Spline (unmodified weight) 
Spline (modified weight)
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This constrained optimisation problem is rather intractable so it was decided to 
adopt an ad hoc procedure which was very easy to implement and which
A
overcame the difficulty of y  f  ®mon-
It will be noted from Figs. 3.18 and 3.19 that the lack of monotonicity is 
confined to the edges of the calibration range, the lower end of the range for the 
upper canine data (see Fig. 3.18) and the upper end of the range for the lower 
lateral data (see Fig. 3.19). Extreme data values exert excessive leverage on 
splines. The ad hoc procedure thus consisted of altering the leverage of these 
extreme values by adjusting the weights attached to extreme points. In particular, 
for the upper canine data set, the weight attached to the point (20.3, log 3.7) was 
altered from 1 to 0.80 and for the lower lateral data set, the weight attached to the 
point (65.6, log 4.2) was adjusted from 1 to 0.80. Then, as for the other data sets,
£ v v * ( / ( ; t i ) - r i) 2 +  a j b [ f " ( x j ] 2dx  
1 = 1  U
was minimised subject to /  e W2, and a > 0
using the BATHSPLINE program (Silverman and Watters, 1984). Here w* 
denotes the adjusted weight attached to observation ( jct- , Tt). The ad hoc 
procedure only involved one of these weights being adjusted, in particular for 
the upper canine data set and wn for the lower lateral data set. The resulting
A
spline estimates, / a , for the upper canine and lower lateral data sets are shown in 
Figs. 3.18 and 3.19 respectively.
The ultimate objective of this data analysis was to predict the age of a 
forensic victim given observations Y { , Y2 ,...Y ^  on certain teeth belonging to the 
victim and the data from the calibration experiment which relates to patients not 
victims. Let X  = age of a human being and Y = logarithm of the length of 
transparent root dentine for a particular tooth belonging to that human being. Let 
X  and Y possess a bivariate distribution with density pp(x,y ) if the human being is 
a patient and density function pv(x ty) if the human being is a victim whose body 
is to be identified by forensic odontological methods. The question arises as to 
what common features these bivariate distributions possess. Does one assume that 
the two bivariate distributions are identical or does one assume that the 
conditional distributions ppiy\x) and pw(y\x) are identical? It was decided that 
the latter assumption was more realistic. The objective of the data analysis, 
therefore, was to arrive at the conditional distribution /?V(£|T*) where £ is the 
unknown age of a victim and Y* is a reading of Y available from the victim’s 
teeth. The model for the prediction stage of the calibration process is given by;
Yj = /(£ )  + £/* y= l,2 ,...,m
-77 -
where /  is a natural cubic smoothing spline with knots {*/} i= \,2 ,...,n  and the 
e* are assumed to be i.i.d. normal random variables with mean zero and variance 
a 2, However, no data on victims were available so the question arose as to how 
to assess this non-parametric method of estimation. This was achieved by 
obtaining information on 31 new patients by making measurements of Y, namely 
on the teeth of these new patients and obtaining estimates of the 
age (£) of these new patients. The estimated ages were then compared with the 
actual ages of the patients. The model for the prediction stage is therefore given 
by;
Y /=  f ( ( )  + e /  y= l,2 ,...,m
where it is assumed that the £j' are i.i.d. normal random variables with mean zero 
and variance a 2. The largest value of m was 4 but for most new patients, m = 1 
or 2 for any particular type of tooth. Posterior distributions of £ were obtained as 
described in the previous section.
Table 3.4 gives the mean absolute error for each of the five types of teeth 
considered, together with interval estimates for £. (Estimates were calculated to 
the nearest tenth of a year). A probability level of 80% was acceptable to the 
forensic odontologist. An interval for f  was deemed to be successful if the age of 
the new patient lay inside the estimated interval. These results compare 
favourably with those obtained by using parametric approaches where it is 
assumed that /  is a straight line (see Chapter 7). What is pleasing about the 
method is that it works reasonably well even when the number of observations 
CN ) in the calibration experiment is quite small as is the case for the upper canine 
data where N = 15.
For all types of teeth, the scatter in the calibration data is considerable. As 
there is variation in the size of teeth, it might be argued that the proportion of 
transparent root dentine in relation to the total amount of root dentine ought to be 
measured rather than the absolute amount of transparent root dentine. Such 
measurements were made on the upper canine teeth and the analysis of these 
results is made in Chapter 6.
3.3.3 Antibiotic assay data
The calibration data considered in this section consist of measurements of the 
clearance diameter (£>) of 67 circles which were formed when droplets of 
antibiotic of a known concentration were added to an infected medium. Let 
C = log (concentration of antibiotic). Fig. 3.20 shows a scatter diagram of the 
calibration data.
Table 3.4 Mean absolute error and interval estimates for 4











error (yrs) 7.5 5.7 4.6 5.6 10.1
Maximum width of 
interval estimates (yrs) 21.8 26.1 19.1 24.8 28.1
Minimum width of 
interval estimates (yrs) 13.0 9.5 11.2 12.4 11.7
Mean width of 
interval estimates (yrs) 17.0 15.2 15.3 20.6 20.0
No. of successful 
estimates 10 3 5 5 9
Total no. of 
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From Fig. 3.20, it can be seen that there are seven chosen levels of C in the 
calibration experiment. Full details of this data set are given in Appendix 1.
The first stage to obtaining the posterior distribution of f, where £ is the 
unknown log concentration of antibiotic in the blood of a patient, is to simulate 
from the posterior distribution of / .  So consider the following model for this 
calibration experiment
y= 1,2,
D ij =  f t  +  eij , = 1 , 2 , 3 , . . . , 7  ( 3 3 3 )
where Dy is the yth clearance diameter at level i of C. Suppose for simplicity 
that y = l,2 ,...,m  i.e. an equal number of replications at each level i of C. 
Assume also that the By are i.i.d normal random variables with mean zero and 
variance a 2. Each D{. (i= l,2 ,...,7 ) is normally distributed with mean //,• and 
variance a 2 jm  where
_  m
Di- = Z  Du/m 
y=i
Let the ix l  vectors D and 0  be defined as follows:
Dt  = (flj. D2. D3 D-I.)
= ( f t  Mi M3 f t )
Then D has a multivariate normal distribution with mean 0  and variance matrix 
/ 7. Consider a locally uniform prior for 0 given by
m
n ( 0  I (7) k
where it is a constant, which is then truncated to remove those values of 0  which 
do not produce monotonicity. Then the posterior distribution of 0 is a truncated 
multivariate normal distribution. Using the notation of Section 3.2.2, the posterior 
distribution of 0  is given by
,— h)
MON m
To obtain posterior realisations of / ,  the steps are:
(a) Obtain posterior realisations of 0,0*, where 0*T = (0* 02..... 9*) and
0 * = Dr + zcr/Vm where z is a standard normal random variable.
(b) For each realisation of 0, find a natural cubic spline which interpolates the 
points (cit6 *) i - 1,2,3,...,7.
(c) Reject any realisations of 0  which produce a spline which is not monotonic 
increasing.
- 81 -
If one compares model (3.3.3) with the model (3.2.1a), namely
Dij = /(Q ) + £ij *=1,2,...,7 
where /  is a monotonic natural cubic spline with knots {c,-J, one can see that
m )  = Vi *=1,2,...,7. (3.3.4)
Result (3.3.4) can also be derived by putting a  = 0 in equations (3.3.1) with 
_  2 _
Y = D and W = mU  so S" 1 = —  (STS )_1 and f  = B_1D.
m
If one defines fT as the 1x7 row vector
( f (Cl) f(C2) /(C3) ... / ( c 7))
since f = By  from equation (3.1.12), it follows that f has a truncated multivariate 
normal distribution namely,
*£ (B y,A ST'S") s  / , )
MON MON m
Hence f = 0.
Assuming the untruncated prior distribution of 0 was locally uniform is 
equivalent to assuming that the untruncated prior distribution of y  is locally 
uniform instead of a multivariate normal distribution.
It was therefore not necessary to create a new computer program to perform 
steps (a) to (c). The program used for generating posterior realisations of /  for 
the previously considered data sets was also used for this data set, only taking the 
smoothing parameter a  equal to zero. Because a  is zero, /  is a natural cubic 
interpolating spline, interpolating the points (c^O*) *=1,2,3,...,7 so that
f (Ci) = 0 * *=1,2,3,...,7
where 0 * is a posterior realisation of v t and /  is a posterior realisation of / .




i  (n i - l )
i= 1
Here = 7 and nx = 10, z=2,3,4,5,6,7. Fig. 3.20 shows the interpolating 
spline estimate, / / ,  for this data set.
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In order to test out the performance of the method with this data set, single 
measurements of clearance diameter (D) were made on 60 new circles formed in 
the same infected medium. Point and interval estimates of £ were obtained from 
the posterior distribution of £. Table 3.5 gives the mean absolute error and details 
of the 60 interval estimates (the probability level is 90% for the interval 
estimates).
3.4 U-STATISTICS
In Section 3.2.2 of this chapter the posterior distribution of £ was obtained 
by generating m posterior realisations of 7 7 , tjyy for each of n posterior realisations 
of / ,  f st giving mn posterior realisations of Xys where
v = l , 2 ,...,m
X y s - J s  (*7v) s=  l , 2 ,...,rt.
A different set of values rjy were generated for each posterior realisation of / ,  f s. 
The choice of m = 50 and n = 200 was rather arbitrary. The question therefore 
arises as to whether it is possible to choose m and n in some optimal way given a 
total time, C cpu, available on the computer. This section will consider the 
problem of choosing m and n optimally.
Let h(Yy , Zs) be the point at which the spline Zs crosses the value Yy and let
v = l , 2 ,...,m
h(Yy ,Zs) = X ys 1 2 , n
Let Y{Y2 ,...,Ym and ZlZ2 ,...,Zn be independent, the T*s identically distributed 
with distribution F and the Z’s identically distributed with distribution G. Let
m n 1
^ = 2  2  MIr„ Z , ) = 2 Z x »  and let U -  W.
V = 1  5 = 1  V S
Then U is a {/-statistic (Lehmann, 1975) and
Var(W) = mn Var(XV5) + mn(m-l)  Cov (Xys , Xws)
v + w
+ mn («-1) Cov (Xys , Xyt) s ^  %
Consider Cov (Xys ,X WS). This covariance term arises from the different Y values 
(Tv and Tw) on the same spline Zs. The values Xl5> X2s% X3s ... X ^  are not 
independent because the points (X ^T j) (X2s Y2 ),...,(XmsJ rn) are constrained to 
lie on the spline Zs. Hence Cov (Xys , Xws) ^  0.
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Table 3.5 Point and interval estimates for £
Mean absolute error 0.069
Maximum width of 
interval estimates 0.45
Minimum width of 
interval estimates 0.14
Mean width of 
interval estimates 0.30
No. of successful estimates 52
Total no. of estimates 60
Calibration range -0 .2 2  to 1 .0 0
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Consider the covariance term Cov (XVJ ,xvl). This term arises from the 
same value Yy and different splines Zs and Zt. In the simulation outlined in 
Section 3.2.2 different values Yy (v= l,2 ,...,m ) were chosen for each spline
Zs ( j= l,2 ,...,n )  so 
Cov (Xv„ , Xvr) = 0 and
the observations Xys, X,\t are independent. Hence
Var(W) = mn Var(Xvs) + m n(m -l)  Cov (Xys , Xws)
\ r  t T T \  —  V a r ( X v ^  , ( m ~ l )  n  r v  v  \Var(£/) + Cov (Xys , XWJ) (3.4.1)
mn mn
The above result can also be obtained using a different approach and it is useful 
to consider this approach too.
Let Xij be the posterior realisation of £ given by
X i j  =  JfHnj)
Consider the following model
Xij =11 + Ti + £y
i= l ,2 ,...,n  
y '=l,2 ,...,m (3.4.2)
where it is assumed that the r{- are i.i.d. random variables with mean zero and 
variance <7*. Assume the are i.i.d. random variables with mean zero and 
variance a 2 and that the eg are independent of the r t- . Assume without loss of 
generality that n  = 0. Here i denotes the number of the spline (z= l,2 ,...,n ) and 
j  denotes the number of the i/ value (y= l,2 ,...,m ), so t,- relates to the variation 
in X  values arising from different splines whereas eg relates to the variation in X  
values arising from different 77 values on the zth spline. It follows from model
(3.4.2) and its assumptions, that X^ is independent of X^y  for i ^ i'.
m m
Let X{. = 2  %ij and ex. = £  £ij ^en X,-. = mxt +
7=1 j=  l
2\ _ _2E(X{:) -  m o^ + m oe
n m n
Also Var E  E * yi= l 7=1
= Var l l x i .
i= 1 =  E  Var (Xf.)/=!
since X,-. is independent of X,/. for i =£ i'- Hence
Var E  E * ( /
1= 17=1 =  E  s in c e  £ ( * / ■ )  =  01=1
It follows that 






±  + ±  
n mn
_ ^2 ^2Cov (Xg ,Xij') = c f  + a /  j  = /




Var » Jmn n
(<7j+<J£2) | ( m - 1)
mn mn
Var (Xg) (m - 1)
mn mn
Var(Xg) ( (m - 1)
mn mn J J
This result is identical to equation (3.4.1).
Suppose one takes n = 200, m = 1, then Cov (Xg ,X,yO = 0, so in this case
.2 i —2
(3.4.5)
Var(X<7) 0 7 +ay
Var (U) =  J— £-v ’  200 200
Suppose one takes n = 10000, m = 1 then again Cov (Xg ,Xfy0 = 0 and
crr +cr2Var ( t /)  = ——
V ; 10,000
In the simulation experiment outlined in this chapter (Section 3.2.2 ) the values of 
m and n were taken to be 50 and 200 respectively. Substituting for m and n in 
equation (3.4.3) gives
(3.4.6)
Var (U ) = (3.4.7)
200 10,000
If one compares equations (3.4.5), (3.4.6) and (3.4.7) one can see that the 
simulation experiment provides more information on £ then 2 0 0  independent 
posterior realisations of 4  would, but not as much information on £ as 1 0 ,0 0 0  
independent posterior realisations of £ would provide.
We will now consider the problem of choosing m and n to minimise Var(£7) 
where Var(U)  is given by equation (3.4.1). Theorem 3.1 below shows a very
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interesting result, namely that it is only necessary to choose m optimally. Having 
chosen m optimally then one just generates as many splines (n) as one requires or 
as computer time dictates.
Let Vx = Var(Xv5) and V2 = Cov (Xys ,XWJ) in equation (3.4.1), then
„  . <m~ V V 2Var (U) = ---- + --------------mn mn
Theorem 3.1.
Let ts be the time in cpu to construct one monotonic spline and let fv be the time 
in cpu to construct one posterior realisation of £ given the spline.




Proof. Let C cpu be the total time available on the computer. We have a 
constrained minimisation problem here. We wish to minimise




nts + mnty = C
(3.4.9)
(3.4.10)
Substituting into (3.4.9) gives 
(ts+mtv)









Differentiating the above with respect to m and equating to zero gives
f  [Var(f/)] = ~dm









The value of m given in (3.4.11) minimises Var(U). Hence the optimal value of 
m is given by
3.4.1 Application of theorem to simulated data sets
The theorem was applied to the Gompertz and Weibull data sets. An 
estimate of V\ was made by using the variance of the posterior distribution of £. 
This was readily available. The question arose as to how to estimate V2. It will 
be recalled that V2 = Cov (Xvs, Xws) v =j= w. Using the notation of model
where i denotes the ith spline and j ,k  denote the Jth and Mi 77 values. So this 
covariance term is related to the variation in X  values which arises from different 
7] values on the same spline.
Model (3.4.2) is a one-way random effects model. The ANOVA table for 
this model is given by
’ (V i -V 2 )ts }  
m°P‘ V2 ty
(3.4.2)
V2 = C o y ( X ij ,X ik) j  *  k
Source SS d.f. MS E(MS)
Between splines SS5 (« - l )  SSB/ (n - l )  mo* + o£
Within splines SSe n ( m - 1) SSe/n (m - l )  0 *
Total SSf (m n -1)
where
SSB = m £ l (Xi. - X . . )2 X;. = -j-
1= 1 m
n m  _  _
sse = z i ,  (Xii-Xi-)2 x.. = -----
>-1  , = 1  J mn
n m  _
= (Xi r X . . )2
■=u=l
- 88-
Also SSfl + SSe — SSj  so SSft — SSf ~ SSe.




(w-1) n ( m - l )  
so equation (3.4.12) was used to obtain an estimate of V2.
As the time to generate a spline and a posterior realisation of 4 was so small 
tv and ts were estimated by calculating the time to generate 3000 splines and 
3000 values of 4 and dividing this time by 3000. Table 3.6 gives the values of 
ts , tw, the maximum value of mopt, the minimum value of mopt and the mean 
value of mopt for the Gompertz and Weibull data sets. It will be noted that 
though, as expected, the value of rv is the same for both data sets, the value of ts 
is different being much larger for the Gompertz data set. The time ts is the time 
to generate a monotonic spline. It is greater for the Gompertz data set because a 
higher percentage of generated splines have to be rejected (because of their lack 
of monotonicity) compared to the Weibull data set. If one compares Figs. 3.7 and 
3.8, one will see that the underlying model for the Gompertz data set has a flatter 
region at the lower end of the calibration range than the underlying model for the 
Weibull data set.
It should be noted that although the optimal value of m was not used to 
generate the posterior distributions of 4  for any of the data sets considered in this 
chapter, the resulting estimates of 4 were still precise. However, equation (3.4.8) 
is used in Chapter 6 to generate the optimal m.
3.5 CONCLUDING REMARKS
The method considered in this chapter viewed 4 as a non-linear functional of 
the true calibration curve / .  Simulation was used to generate the posterior 
distribution of 4• The method involved
(a) generating posterior realisations of / ,  where /  is a monotonic cubic 
smoothing spline with knots at the data points { x t ) /= 1,2,3__/z,
(b) generating posterior realisations of 77,
(c) calculating where f s denotes a posterior realisation of /  and rjy
denotes a posterior realisation of 77.
The posterior distribution of /  is a truncated multivariate normal distribution 
whereas the posterior distribution of 77 is a truncated normal distribution.
Table 3.6 Optimal values of m for the 
Weibull and Gompertz data sets
Weibull Gompertz




Time to generate one 
posterior realisation of £ 
given the spline (cpu)
'v
0.002 0.002
Maximum value of mopt 17 26
Minimum value of mopt 12 19
Mean value of mopt 14.15 23.0
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A s i m p le  f o r m u la  e n a b l e s  o n e  to  q u i c k l y  c a l c u la te  t h e  optimal n u m b e r  o f  v a lu e s ,  
77v , t o  b e  g e n e r a te d  f r o m  th e  p o s t e r io r  d i s t r ib u t i o n  o f  77, f o r  a  g i v e n  p o s t e r io r  
r e a l i s a t i o n  o f  / .
The method showed itself to be very versatile, working well on all the data 
sets. The posterior median was used as a point estimate for £ and symmetrical 
interval estimates for £ were constructed from the posterior distributions of f. 
Both the point and interval estimates for £ were extremely good for all the data 
sets. The advantages of this method were that it was extremely easy to implement 
and the amount of computer time required to generate a posterior distribution of £ 
was extremely small. There seemed to be no obvious disadvantages.
4. AN APPROACH USING SIMULATION AND 
AN EXPLICIT PRIOR
4.1 INTRODUCTION
In Chapter 3, the following model for the calibration experiment was used
Fj =/(*,•) + *,• 1=1,2,3 n (4.1.1)
where /  is a monotonic natural cubic spline with knots {jq } and the £[ are 
assumed to be i.i.d normal random variables with mean zero and variance a 2 
For the prediction stage the model was given by
r / = /<{) + £ /  (4.1.2)
= n + e /  y=l,2 ....m
where again /  is a monotonic natural cubic spline and the £j' are i.i.d normal 
random variables with mean zero and variance a 2 independent of the
There were three steps to generating the posterior distribution of £. The first 
step was to generate posterior realisations of f , f s. The second step was to 
generate realisations from the posterior distribution of 77, tjw. To this end, a 
uniform prior for 77 was assumed, namely
p i n )  = c f s(xx) £ 77 < f s(xn)
= 0 otherwise
where c is a constant. The likelihood associated with the m observations Yj' is 
given by
m
2 k g 4
exp -m
l a 2
( v - n 2 (4.1.3)
where Y' = mean of the m observations Yx', Y2 ' , . . . ,Ym'. Hence the posterior 
density of 77 is given by
1
P i n  |Y') = c m
2 k g  ‘
exp -m
2<t2
'\2(17- n f s(x 1) £ 7} Z f s(xn)
= 0 otherwise
The resulting posterior distribution of 77 is a truncated normal distribution. Since 
{ = y - 1 (77), the final step of the process to generating the posterior distribution of 
£ was to calculate /y_1(77v), for as many values of s and v as were required.
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The criticism which could be levelled at this approach is that it is difficult to 
incorporate prior information about £. Lawless (1981) criticised Hunter and 
Lamboy’s (1981a) parametric approach to linear calibration on the same grounds. 
Hunter and Lamboy(1981a) assumed a non-informative prior (a locally uniform 
prior) for tj which implied a prior for £ which was also non-informative since
, V -P o
{ ' “ s r
where /3q and Pi are the intercept and slope parameters of the true calibration 
line. In contrast, Hoadley (1970) used an approach via predictive densities which 
enabled prior information on £, in the form of a prior distribution for £, to be used 
quite easily.
This chapter outlines an approach which still uses non-linear functional ideas 
but which enables prior information on £, in the form of a prior distribution, to be 
directly utilised in obtaining the posterior distribution of £. The models are the 
same as those used in Chapter 3, namely equations (4.1.1) and (4.1.2) given 
above. The notation is also the same as that of Chapter 3. A non-parametric 
approach which is based on predictive densities and which is akin to the 
parametric approach of Hoadley (1970) is considered in the next chapter, Chapter
5.
4.2 REJECTION SAMPLING
Suppose it is wished to simulate from the p.d.f. / ( jc) .  Let h(x) be a p.d.f. 
with the same range as / ( x) but from which it is easier to simulate. The basic 
idea of rejection sampling (Morgan, 1984) is to envelop / ( x)  by the curve 
w(x)  = kh(x) where k is a constant (k> 1). A uniform scatter of points (XtZ)  is 
generated under w(x) by simulating X  from the distribution with p.d.f. h(x) and 
taking the conditional density of Z given X  = jc to be a uniform density on 
(0, w ( jc J )  i.e. £ / ( 0 , w ( jc ) ) .  Points which lie below w ( jc )  but above / ( jc)  are rejected. 
Since w(x)  ^  / ( jc )  for all x , k is defined as follows:
* = s u p £ ^ .  
x h(x)
The following algorithm for rejection sampling is thus obtained:
(i) Simulate X  = x* from the probability density h{x) ;
(ii) Simulate Z = £7 /i(jc*)sup where U is an independent £7(0,1) random
x h \X )
variable ;
(iii) Accept j c * if and only if Z < / ( jc * )
T h e  p r o b a b i l i t y  o f  r e je c t io n  i s
oo
J [ w ( x ) ~ f ( x ) ] d x
— -------------------------  =  1  -  T  (4-2.2)k
J w(x)dx
— oo
S u p p o s e  t h a t  w e  a s s u m e  a  p r i o r  d e n s i ty  f o r  a n d  w e  t a k e  /  t o  b e  a
p o s t e r i o r  r e a l i s a t i o n  o f  / .  N o w  77 =  / ( £ ) .  S in c e  /  i s  a  m o n o to n i c  f u n c t i o n  o f  t h e  
p r i o r  d e n s i ty  o f  77 i s  d e f in e d  a s
P i n )  =  n ( ? ~ \ n ) )  I I ( 4 .2 .3 )
arj
T h e  l ik e l ih o o d  f u n c t io n  a s s o c i a t e d  w i th  th e  m o b s e r v a t i o n s  Yj' i s  g i v e n  b y  
e q u a t i o n  ( 4 .1 .3 ) .  T h e  p o s t e r io r  d e n s i ty  o f  77 i s  g iv e n  b y
p (7 7 |Y ')  =  cp(rj)L(7i)
S u p p o s e  t h a t  M  i s  t h e  s u p r e m u m  o f  £ ( 77)  o v e r  t h e  r a n g e  o f  77, i .e .
s u p  L ( tj) =  A f , t h e n  
n
s u p  ~  -  -  Me =  M * . ( 4 .2 .4 )
v p i n )
T h i s  m i g h t  s u g g e s t  e n v e l o p in g  th e  p o s t e r io r  d e n s i ty  o f  77 b y  A f 7 7 ( 77)  g i v in g  th e  
f o l l o w i n g  a lg o r i th m :
( i )  S i m u la t e  f r o m  th e  p r i o r  d e n s i ty  tc( ^ )  ;
( i i )  C a lc u l a t e  7 7* =  / ( £ * ) ;
( i i i )  A c c e p t  7 7* (  a n d  h e n c e  £ * )  i f f  L(i}*)  £  U s u p  L ( tj)
w h e r e  U i s  a n  i n d e p e n d e n t  U{0 , 1 )  r a n d o m  v a r ia b le .  U s in g  e q u a t io n  ( 4 .2 .2 )  t h e
p r o b a b i l i t y  o f  r e je c t i o n  i s  g iv e n  b y  1 ----- — . H o w e v e r  t h i s  a lg o r i t h m  i s  l ik e l y  to
M
b e  m o s t  i n e f f i c i e n t  b e c a u s e  ty p ic a l ly  M* i s  l a r g e  s o  th e  r e j e c t i o n  p r o b a b i l i t y  w i l l  
b e  h i g h .
I t  w a s  d e c i d e d  th e r e f o r e  to  e n v e lo p  th e  p o s t e r i o r  d i s t r i b u t i o n  o f  77 b y  
K* p u(r]\Y') w h e r e  pu(r]\Y') i s  th e  p o s t e r io r  d i s t r i b u t i o n  o f  77 w h i c h  r e s u l t s  f r o m  
a  u n i f o r m  p r i o r  d e n s i ty  f o r  £. T h u s  K* i s  d e f in e d  a s
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T h e o r e m  4 .1 .
S u p p o s e  t h a t  £  h a s  p r i o r  d e n s i ty  n{t;)  a n d  th a t  t h i s  d e n s i ty  i s  u n i m o d a l  w i th in  
Let
* m a x  =  * ( 1 )
R e a l i s a t i o n s  o f  t h e  p o s t e r io r  d i s t r ib u t io n  o f  7 / ,p ( 7 / |  Y ' )  c a n  b e  o b t a i n e d  b y  u s in g  
th e  f o l lo w in g  a lg o r i th m :
( i )  S i m u la t e  rj* f r o m  t h e  p o s t e r io r  d e n s i ty  pu(tj\ Y ');
( i i )  A c c e p t  7 7 * a s  a  r e a l i s a t i o n  o f  a  r a n d o m  v a r ia b le  w i th  p .d . f .  p ( 7 / | Y ' )  i f f
^ ^ m a x  ^ * (f  *(*7 ))
w h e r e  /  i s  a  p o s t e r io r  r e a l i s a t i o n  o f  f  a n d  U i s  a n  in d e p e n d e n t  t /(0 ,1) 
r a n d o m  v a r ia b le .
Proof. T h e  p r i o r  d e n s i ty  c a n  b e  e n v e lo p e d  b y  h tu(£)  w h e r e  x u(£)  d e n o te s  a  
u n i f o r m  d e n s i ty  o n  [ x j  , x J .
k u ( £ )  i s  d e f in e d  a s  f o l lo w s :
*«(£> =
xnTx  1
T h e n  3  k s u c h  t h a t  7c(t;) ^ kjzu(£) , i .e .
k = s *p = *max (4-2.5)
s i n c e  th e  s u p r e m u m  i s  a t t a in e d  f o r  a  £  i n  th e  i n t e r v a l  [ x j  , x j .
S u p p o s e  t h e  p r i o r  d e n s i ty  f o r  77 c o r r e s p o n d in g  t o  k (£ )  i s  p(r j ) .  T h e  p o s t e r io r
d e n s i ty  o f  77 g iv e n  Y '  i s  g iv e n  b y
p(if|Y') = Cf p{n)Mv) (4-2-6)
w h e r e  C„ i s  a  n o r m a l i s i n g  c o n s t a n t  a n d  L( i})  i s  g i v e n  b y  (4.1.3). F r o m  e q u a t io n
(4.2.3)
p(»?) =  jt( / - i ( j?)) | 1
L e t  Pu(v) b e  t h e  p r i o r  d e n s i ty  o f  77 c o r r e s p o n d i n g  t o  th e  u n i f o r m  d e n s i ty  o f
*u(f)
Pu(n) = 7 -1 r  I I (4.2.7)(xB-Xj) drj
T h e r e f o r e
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\ £ . \
MnL _ sup j^ L ._ d n _ =k
/ ( x , ) S ,s / ( x . )  P u ( V )  xt < ( i x .  Z u ( { )  , d$_  .
d r j
This means that
P^ \  ^ k  7] e [f(x{), / (x rt)] (4.2.8)
P u W )
The posterior density of 77 , pu(rj\ Y ') is given by
Pu(v \Y ')  = CuPu(ti)L ( tj). (4.2.9)
Dividing (4.2.6) by (4.2.9) gives
P(9 lYQ = Cpp (y )L (v )  = C „ p W
Pm(»/|Y') Cup„(v)Mn) Cupu(v)
Using equations (4.2.8) and (4.2.10)
~ fr jZ Z  £  *  V  e  / ( * „ ) ]
P U(V)
p(r/| Y ')
k = sup / i v /;/(*l)< Pui7! |Y )
It is possible therefore to envelop the posterior density function p (^ |Y ')  by 
taking as the enveloping curve k*pu(rj|Y '). Using the rejection sampling 
algorithm (4.2.1) gives:
(i) Simulate 7 7 * frompu(rj\Y ') ;
(ii) Simulate Z = Uk*pu( 7]* | Y ') where U is a U(0,1) random variable ;
(iii) Accept 7 7 * iff Z £ 77( 77* |Y ').
Conditions (ii) and (iii) simplify since
Z = Uk*pu{ti*\Y') = 1/(j:„—JCj>«MAX Cppu(v*)L(ti*)
using equations (4.2.5) and (4.2.9). Using equation (4.2.6), condition (iii) becomes
Accept n* iff ff(*n-*i)*MAx c ppu(n*)L(i)*) <> c p p(.Tj*)^{n*) 
This simplifies to
Accept J7* iff tf(*»-*i)*MAX PuiV*) s  /»(»?*)•
Now dividing equation (4.2.3) by equation (4.2.7) gives
(* n ~ X l )
P u ( v  )
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S o  c o n d i t i o n  ( i i i )  b e c o m e s
A c c e p t  T f *  i f f  
u * M A X  2
4 3  I N T R O D U C T I O N  T O  A  S W I T C H I N G  A L G O R I T H M
T h e  a b o v e  t h e o r e m  h a s  s h o w n  th a t  i t  i s  r e l a t i v e ly  e a s y  to  s im u la t e  f r o m  th e  
p o s t e r i o r  d e n s i ty  p(rj\Y')  w h ic h  c o r r e s p o n d s  to  a  p r i o r  d e n s i ty  f o r  / r ( £ ) ,
p r o v i d e d  o n e  c a n  o b ta in  a  p o s t e r io r  r e a l i s a t i o n  f r o m  th e  d e n s i ty  p u{77 |Y ') , t h e
p o s t e r i o r  d e n s i ty  o f  77 c o r r e s p o n d i n g  t o  a  u n i f o r m  p r i o r  d e n s i ty  f o r  T h e
q u e s t i o n  n o w  a r i s e s  a s  t o  h o w  to  e f f i c ie n t ly  s i m u la t e  f r o m  t h e  p o s t e r io r  d e n s i ty
Pu(V |Y ').
T h e  m e t h o d  w h ic h  i s  p u t  f o r w a r d  in  t h i s  s e c t io n  i s  a n  a d a p t a t i o n  o f  a  
s w i t c h in g  a lg o r i t h m  d e r iv e d  b y  A t k in s o n  a n d  W h i t t a k e r  (1976). T h e y  s u g g e s t e d  a  
s w i t c h in g  a lg o r i t h m  f o r  t h e  e f f i c ie n t  g e n e r a t io n  o f  B e ta  r a n d o m  v a r i a b le s  w i th  a t  
l e a s t  o n e  p a r a m e t e r  l e s s  t h a n  1. T h e  a lg o r i th m  i s  u s e d  f o r  d e n s i t i e s  o f  t h e  p r o d u c t  
f o r m
g(x) = kgl (x)g2 (x)
w h e r e  k  i s  a c o n s t a n t  T h e  p o s t e r io r  d e n s i ty  p u( tj\ Y ' )  h a s  t h i s  f o r m  s in c e  i t  i s  
d e f in e d  a s
Pu(*l lY') = Cupu(r])L(7]) (4.3.1)
w h e r e  f i x  1 )  <  77 <, f ( x n). T h e  a lg o r i th m  w a s  d e r iv e d  f o r  0<x ^ 1  s o  to  f a c i l i t a t e  
t h e  m o d i f i c a t io n  o f  t h e  a lg o r i th m  to  s im u la t e  f r o m  77^ ( 77!Y ' ) ,  a  l i n e a r  
t r a n s f o r m a t i o n  o f  t h e  f o r m  f  =  0 7 7  +  b w a s  m a d e  f i r s t  s o  t h a t  0< £<1. I f  /  i s  
m o n o to n i c  i n c r e a s in g  t h e n  a a n d  b a r e  d e f in e d  a s  f o l lo w s :
1 t  - / ( *  1 )a = —------------    b = —
f ( x n) - f ( x x) f ( x n) - f ( x  1)
If /  is monotonic decreasing then a and b are defined as
1 f -/(*« ) a =  -------    b =
f ( x i ) - f ( x n) f i x  i ) - f ( x n)
Using (4.1.3) the posterior density ttu(C| Y ') is given by
*u(C IY') = kuxu( 0 L ( 0  
where £ ( f ) is the likelihood function given by
/  * \ •m exp m
Inaf'a1 2 a 2 ff2
(C-aY'-bY (4.3.2)
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Here Y' is the mean of the m observations at the prediction stage of the 
calibration process.
* „ ( o = Pu C-ba
dr] , 1
d ? l =
5=b (4.3.3)
Let 7TU(C) = g\(C) and = g2(C) so that the posterior density fftt(? |Y ') is 
given by
*«,(C|Y') = ( 0 * 2 ( 0
Let U be a uniform random variable on [0, l]. If one wished to simulate 
from the posterior density nu( ( \Y ' )  using rejection sampling only, one could 
either
(i) simulate from gx(()
(ii) accept £*iff
g2 ( f )
0| U | ig2( O
£ U
or one could
(iii) simulate £* from g2 (C)
(iv) accept C  iff
g \ iC )
sup gx( 00<^l
£ U
Provided both supremums were finite, C  would have density nu(C\ Y '). The 
algorithm of Atkinson and Whittaker however is a mixture of two sampling 
methods; rejection and composition.
The idea of the algorithm is to break the range of f  into two parts [0,r] and 
[f,l] and to sample from gx(()  with probability 6  if £ e [0,f] and to sample from 
g2 (C) wid1 probability (1-0) if [f,l]. As both gx and g2 are bounded there is 
a choice, either we can take
(a) S i(f)  = *«(?) g2 (C) = L(C)
or we can take
(b) g2 (C)=*u(C)‘
The choice of which option (a) or (b) and the choice of t were based on 
optimising the efficiency of the algorithm for the case of /  = f a where f a is the 
spline smoother of the calibration data and this will be discussed in more detail in
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Section 4.5 . It is only necessary to say at this stage that t was chosen to
correspond after transformation to one of the knots x* where
x*e{Xi] i= 2 ,3 ,...,(w -l). So
t = af(x*) + b . (4.3.4)
Suppose that for the rest of the discussion it is assumed that /  is monotonic
increasing where /  is a posterior realisation of / .
4.4 DETAILS OF THE SWITCHING ALGORITHM 
Suppose that option (a) is chosen and let
Gi(jc) = £ gi(y)dy and G2(x) = J*g2 (y)dy.
Let U\ and £/2 be independent uniform random variables on [0,1] and break the 
range of £ into two parts [0,f] and [f,l] where 0 < t < 1. With probability 6
G i(0  = tfiG i(r)
£ =  G f1 (C/iG^r)) (4.4.1)
and £ is accepted iff
8 S U2 (4.4.2)
sup g2(C)ozfet
while with probability (1-0)
G2( 0  = [G ^ lM l-G O  {G2(l) -G 2« } ]
(  = G J1 [G z d J -d -G d  (G2(l) -G 2(r)}] (4.4.3)
This is accepted iff
f t ( f ) 2 U2 (4.4.4)
The probability 6 depends on t and is given by
e C i« ) , g 2(1 )-g 2(q
(1-0) sup g ,( f )  SUP 8 2 ( 0  
t<;< 1 o<f<t
Equations (4.4.1), (4.4.3) and (4.4.5) and inequalities (4.4.2) and (4.4.4) define the 
switching algorithm for generating values from the posterior density
*„(f|Y ') = kugl( i )g2(()  ■
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4.4.1 Consideration of
Gi(C) is the distribution function associated with the prior density xu(4 )
since
X  X
Gi(x)  = f gx(y)dy = f x u(y)dy 
o o
In order to sample from the prior density nu(£) over [0,f ] we require that
Gi(C) = UxGx{t)
using equation (4.4.1) Assume that 4 has a uniform prior density on [x1 yxn ] so 
that
The distribution function of 4 associated with this density is given by
* x * - * i
As 7/ = / (£ )  is a monotonic increasing function of 4 then the distribution function 
of 7j is given by
* * <* *P(rj < 7 7  )  =  —  -------- —  where 77 = ?(x  ) .
Cxn- x i )
From equation (4.3.4) t = a f  (x*) + b. The distribution function of £, Gx is 
therefore given by
/ - » ( — ) - Xl
Gi(t) = / > ( ^ )  =
(xn~ x i )
So, in order to simulate f  from the prior density x u(4) over the range 0  <* 4  < t 
we require
« 1 y  
(X„-Xl) 1 (x„— JCj)
i.e. f  = a h x i+ U x( x * - x x)) + b . (4.4.6)
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4.4.2 Consideration of the supremum of g2(iT) f°r 0 <>£<> t
The value f  simulated from the prior density nuiC) using equation (4.4.6) is 
acceptable iff
*2(C)
sup g2 ( 0  
0
£ Un
from inequality (4.4.2), so consider the calculation of
sup g2i O  = sup L ( 0  
0 <£</ o<^</
From equation (4.3.2) L(£) is given by
( m )* exp [- -m
2 na2 a 2 2 a 2 a 2
m
(Z-aY '-b )1] .
sup g2 (C) = ( " ,  ,  ?  sup exp
0 <C<t Inara2 o<^</
—m





r ( 7 , ) = ( w ) i e x p [ i P ' (’J" f ' ) 2 ] -
T h e  s h a p e  o f  y r ( T j )  i s  t h a t  o f  a  n o r m a l  c u r v e  s y m m e t r i c a l  a b o u t  Y'. I f  
f i x { )  < Y '  <1 f ( x * )  t h e n  th e  s u p r e m u m  o c c u r s  a t  77 = Y '  s o
sup g 2( ( )  =  ( m2 , )*
0 2 ita a
^ ( f ( x n) - Y ' )  ^ ( J ( X l ) - Y ' )  . . . . . . . . . . .
L e t  z„ =  - - - - - - - - - - - - - - - - - - -  a n d  z i =  - - - - - - - - - - - - - - - - - - -  (4.4.7)
a  a
I f  Y '  < f ( x i )  t h e n  th e  s u p r e m u m  o f  ^ ( 77)  o c c u r s  a t  77 =  / ( J t j )  s o
s u p  g2(( )  = ( m2 2 )j e x p f - J z ? }  
osfst h ta 2a 2
w h e r e a s  i f  Y* > f i x * )  t h e n  th e  s u p r e m u m  o f  ^ ( 77)  o c c u r s  a t  77 =  f i x * )  s o





-  1 0 1  -
4.4.3 Consideration of G2
The function G2( 0  is defined as
jL(y)dy=  ( ”  ,  )* Jexp [ - “ j  ( y - a f ' - b ) 2] dy
o LTta o  o la  a
= <D(z^ ) -  OCzO
where zr = — , zi is as defined in equation (4.4.7) and <X> is the
* aa
standardised normal distribution function. In order to sample from L(£) over 
[r, l] we require that
0 2 (C) = [G2 ( l ) - 0 - U 0  {G2 ( l ) -G 2 (t)}] (4.4.8)
Equation (4.4.8) thus becomes
<P(zf) -  O(zi) = [<P(zB) -  <D(zi)
-  (1-17!) [<D(z„) -  0 (z ,)  -  {<D(z,) -  0 (z ,))]  
i.e . <D(zf) = <D(z„) -  (1- U 0  {<D(z„) -  0(z,)}
where Z( = ^ i l - a r - b ) = <m(?(x*)-Y')  
aa a
It follows that
Zf = v 1 [®(z„)-(l-C/i) {®(Z„)-0>(Z,)}]
f  = i c + a f ’ + b 
* Vm
= ^ O - 1 [0 (z„)-(l-£ /!) (d>(z„)-<D(z,))] + aY' + b (4.4.10)
4.4.4 Consideration of the supremum of g\(C) for t <>£< 1
The value of f  simulated from L(£) using equation (4.4.10) is acceptable iff
S l ( f )
suP 8 1t<c< 1
£  Go
from inequality (4.4.4). Let us now consider the calculation of
sup, Si = sup JT„(0-
t<c<  l
Using equations (4.2.3), (4.3.3) and (4.3.4) we obtain the following
sup nu ( 0  = — sup n(Z)
t<c<l a x*^<xH drj
where #(£) is the prior density of This prior density is assumed to be uniform
-  1 0 2 -
so the above equation becomes
sup nu(G) = — 7 — -— r  sup ( ”j “ )t<C<l a Cxn- x x) x*<£<x, d n
dZ
Now t j  = /(£ )  where /  is a posterior realisation of / .  Now for
£ Z < xi+l i= l ,2 , . . .n - l
t j  =  a ^ Z - X i f  +  b ^ Z - X i )2 +  c ^ Z - X i )  +  d {
so —  = 3 ai(Z-Xi)2 + IbiiZ-Xi) + ct = A^
which is a quadratic in £. In evaluating the supremum over [ j c * , jcJ  of there 
are various cases to consider;
Case (i). The quadratic function A^  has a maximum which is attained in the 
interval [jq, xi+ j ) i.e. at- < 0  so that the supremum is given by
sup --------r  /= i* ,(i*+ 1),(/*+ 2 ) . . . . ( / i - 1)x*<£<x„ A^  mmCc^c^j)
where j q *  = j c * .
Case (ii). The quadratic function A^  has a minimum which is attained within the 
interval [jq, jq+ j ) i.e. > 0 and b f  ^  Here the supremum is given by
sup - j -  = -3a~\ 7 i=i*,(i* + l) ,(i* + 2 ) .. . .( / i- l)
x*<£<x„ ^  (3diC - b l )
Case (iii). The quadratic function A^  has a minimum which is attained in an 
interval below [jq, jq+1) i.e. at- > 0 and bi > 0. Here the supremum is given by
sup - j -  = — i=i* ,(i* + l),(i*+2 ) . . . . (n - l )
x * < ^ x „  A ^  C l
Case (iv). The quadratic function A^  has a minimum which is achieved in an
biinterval above i-e- ai > 0 and jq -  —— > jq+1. Here the supremum is
3 di
given by
sup - j -  = —— i= i* ,(i*+ l),(i*+ 2 ) . . . . ( n - l)
* Af Ci+ 1
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4.4.5 Final form of algorithm
Rather than generate an independent uniform to determine the switch, i.e. 
whether one samples from # i ( 0  or whether one samples from g2(C)> Atkinson
and Whittaker (1976) suggested using U\ in the following way. If U\ < 6  then
replace U\ in equation (4.4.1) by U i/d  and if U\ > 6  then replace (l-L ^ ) in 
equation (4.4.3) by ( l - U i ) / ( l - 0 ). If one takes logarithms to the base e, 
inequality (4.4.2) becomes
In { sun g2 (0 ) -  lng2( 0  ^  E
where £  is an exponential random variable with mean 1. This follows because 
X  = — In U, where U is an independent £/(0,l) random variable, has an
exponential distribution with parameter A.
Similarly, inequality (4.4.4) becomes
In { sup #!(£)} “  Ing jtO  ^ E./<£< 1
The algorithm using option (a) becomes:
(1) Choose jc* and calculate t and 6  using equations (4.3.4) and (4.4.5).
(2) Generate U and E. If U > 0  go to (4).
(3) Set (  = q f o q + y  (**-* 1)) + b.
If In { sup L(( )}  -  ln£(£) £ E accept C , otherwise go to (2). 
o z&t
(4) S e tf  = + a Y ’ + b
where , zn and zt are given by equations (4.4.7) and (4.4.9).
If In { sup^;ra(£)} ~ ln#a( 0  ^ E accept f , otherwise go to (2).
When option (b) is chosen, the steps of the algorithm are as follows:
(1) As step (1) above.
(2) As step (2) above.
(3) Set (  = ^ C ) " 1 [(1 -  y)<D (Zl) + <D(z,)] + a Y '  + b
where z1 and zt are given by equations (4.4.7) and (4.4.9)
If In {Qsup nu(£)} -  \nxu(()  £ E accept f , otherwise go to (2).
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(4) Set (  = a f ( x n -  (*„-**)) + b.
If In { sup £ ( 0 )  ”  In-6(0 ^ £  accept f , otherwise go to (2). 
t<.z< l
Algorithms similar to those above were also derived for the case of /  being 
monotonic decreasing.
45 CONSIDERATIONS OF EFFICIENCY
The efficiency of the switching algorithm is defined as being the probability 
of accepting a value of f. Suppose the posterior density ku{£\Y')  was enveloped 
by kg\(C) over the whole interval [0,1] where k is given by
nu(C\ Y ')
k = ST  8 i ( t )  = k“ T 82^ )
then the probability of accepting a value of £ would be 1 / {ku sup £2(01- The
switching algorithm is a mixture of composition and rejection sampling so the 
probability of accepting a value of f  is
______________ o______________ _ _____________ e ____________
Jo [k“ 0 ? & 82iC)] g l i ° dC {k“ 0 ? & 82(O ] Gl(,)
or equivalently
_________ O z*)_________  =  Q z*)__________
/ /  ( * , . ^ ( 0 )  g2(()dC {*U(|u |1« l(i'))[G 2(l)-G 2«3
since we sample from g\(C) with probability 0  if 0 £ f  < t and sample from 
8 2 (C) with probability (1-0) if f < f  <! 1. Use of equation (4.4.5) will verify 
that the two probabilities of acceptance given above are equal. Using equation 
(4.4.5) the probability 6  is given by
G\(t) sup g2 (C)
Q — __________ o<f<t______________  ~
[G2(1)-G2(0] sup gx( 0 + G x{t) sup g2( f )  * v '
t<c< 1 0<£<t
The equation for the efficiency of the algorithm is therefore given by
Efficiency = —  --------------------------   —
ku{\G2{ \ ) - G M  sup g1(f)+ G 1(r) sup g2(()}  
t<Z<> l 0<c<t
Atkinson and Whittaker (1976) were able to obtain an analytically closed form for 
the efficiency of the procedure and they then differentiated this with respect to t 
to obtain the value of t , fopt, which maximised the efficiency of the procedure. 
This is not possible here because of the form of Gj and the supremums (see
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Sections 4.4.1, 4.4.2 and 4.4.4). It was considered difficult and time-consuming 
to try and optimise the efficiency for every posterior realisation / .  It was
A A
therefore decided to consider only the efficiency for /  = f a where f a is the spline
A
smoother for the calibration data set. It may be recalled that f a is the mode of 
the posterior distribution of / .  The efficiency was evaluated for the (n-2)  values 
of t given by
h = d fa(Xi) + b /=2,3,...(>z-l) 
and for both options (a) and (b). With option (a),
£ i ( 0  = * u (0  and g2( 0  = £(C)
whereas with option (b)
g l (C) = L ( 0  and £2(<T) =
The value of 0 was also evaluated for each different value of t. Suppose the knot 
corresponding to the highest value of efficiency is jc*. The knot jc* was chosen to 
be that knot which maximised the efficiency subject to 0.001 ^  0 ^  0.999. This 
constraint on 0 was necessary to ensure the possibility of sampling from both gi 
and g2. Since the posterior density ttu(£\Y')  varies with Y', it was necessary to 
determine jc* for each different value of Y \  The option chosen, (a) or (b), was 
that option which gave the highest value for the efficiency, for a given jc* and Y \
The best option for all the simulated data sets, except the Gompertz data set, 
was option (b). Fig. 4.1 shows 0 plotted against Y'  for the Asymptotic data set 
where 6 = Probability of sampling from L{£) over [0,r ] = Probability of 
sampling from L(tj) over [/T^ ) ,/(* * )] . For this data set, the constraint 
0.001 < 0 £ 0.999 was not binding, producing a unique optimal knotx* for a 
given Y'. The corresponding efficiencies are also given in the same figure. The 
best option for the Gompertz data set was option (a). With some data sets, e.g.
antibiotic assay data, upper central and upper canine teeth data, both options were
used to simulate posterior realisations of £ and t j .
It is interesting to note, by way of comparison, that the sampling method 
used in Chapter 3 (Section 3.2.2) to simulate values of rj from the posterior 
density p(rj \Y')  is equivalent to sampling from L(£)  over the whole interval 
[0,1] with probability 1. This is because it was assumed in Section 3.2.2 that t j  
had a uniform prior density on [/(Jti),/(jtn)] where /  is a posterior realisation of 
/ .  Hence the posterior density p(rj\ Y') is given by
p i n |Y ') ~  l (jj)
























density 77(77! Y ') is equivalent to simulating from L(rj). Since £ = arj + b where 
a and b are defined in Section 4.3
x(C\Y') oc L (£)
where L{£) is given by equation (4.3.2). So to simulate posterior realisations of £ 
one simulates from L(£) over [0 , 1] with probability 1 .
4.6 APPLICATION TO THE SIMULATED DATA SETS
The methods derived in Section 4.2 and Section 4.4 enable one to obtain 
realisations of k {£\Y')  for any given prior density for £. It was decided to test 
out the methods on these data sets assuming three different priors for £, namely
(i) a uniform density on [jq , xn ]
(ii) a triangular density on [jq , xn ]
(iii) a truncated non-central Student density
The six calibration data sets analysed here are the same six data sets as those 
considered in Section 3.3.1, Chapter 3. For each of these data sets the total 
number of observations, N , is 240. To assess the performance of this method three 
observations were simulated at each of twenty newly chosen X-values covering 
the calibration range. So the model for the prediction stage of the calibration 
process is given by
Yj' = m  + ej' j= 1,2,3.
Posterior distributions n{£ |Y ') were constructed using the methods described 
below. The posterior median was again used to give a point estimate for £ and 
interval estimates for £ were obtained in the same way as described in Chapter 3, 
Section 3.3.1. Interval estimates were termed successful if the true value £ lay 
within the constructed interval.
4.6.1 A uniform prior density
This is the easiest prior to work with because only the switching algorithms 
laid out in Section 4.4.5 are needed. With the other priors it is necessary to use in 
addition the results of Theorem 4.1.
(1) A posterior realisation of / ,  / 5, was obtained using the method described in 
Section 3.2.2, Chapter 3.
(2) Equation (4.3.4) was used to calculate t for a given x* and Js.
(3) The value of 6 was calculated using equation (4.5.1). If this probability was 
greater than 0.999 or less than 0.001, another posterior realisation of /  was 
generated and steps (2) -  (3) repeated.
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(4) Using this value of 6 and t> realisations of nu(£\Y')  were obtained where 
nu(£\Y')  is the posterior density corresponding to a uniform prior density for 
£. This was achieved by using the algorithms laid out in Section 4.4.5. 
Suppose a posterior realisation of £ is denoted by £*.
(5) The values of
£ ~ b  s= 1,2,3,...,199, v = l ,2 ....... 50
'  a ’ s=200, v = l,2 ,3 ....49
were calculated giving 9999 posterior realisations of £. It should be noted 
that a different set of 50 realisations of nu(£\Y')  were generated for each 
spline, }s.
Table 4.1 shows the calibration range and mean absolute error for each of the six 
data sets. Table 4.2 shows the maximum width, minimum width, and mean width 
of the twenty interval estimates together with the proportion of successful 
estimates. The probability level for the interval estimates is 90%.
4.6.2 A triangular prior density
Let i(xi+xn) = xm. The triangular density function is defined as follows:
(xn - * l ) :
( X n - X l )
= 0 otherwise. (4.6.1)
To generate realisations of 7i(£\Y'), where the prior density for £ is a triangular 
density, it is first necessary to generate realisations of ttm(£|Y '). This is achieved 
by performing steps (1) -  (4) of Section 4.6.1. The next stage is to obtain a 
realisation of ;rj>(f|Y ') which is the posterior density of £ corresponding to the 
triangular prior density n{£). This is achieved by applying Theorem 4.1. Suppose 
such a realisation of Jtjr{£\ Y ') is called £jr. The last stage of the procedure is to 
obtain a realisation of Jtjr{£| Y '), £Tr. This is achieved by taking
a
where a and b are defined in Section 4.3. and f s is a posterior realisation of / .
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Table 4.1 Point estimates for 4  assuming a
uniform prior for 4
Data set Calibration range Mean absolute error
Gompertz 0.00 - 13.43 0.35
Weibull 10.00 - 79.52 0.71
Preece-Baines 4.00 - 19.80 0.15
Bleasdale-Nelder 20.00 - 178.00 3.18
Asymptotic 1.00 - 21.74 1.10
Linear 15.00 - 70.00 3.59
Table 4.2 Interval estimates for 4 assuming a uniform 












Gompertz 2.53 0.67 1.57 19/20
Weibull 8.09 1.93 3.55 19/20
Preece-Baines 2.69 0.17 0.74 19/20
Bleasdale-Nelder 26.64 4.06 13.25 18/20
Asymptotic 8.40 1.16 4.95 19/20
Linear 16.84 10.38 15.27 19/20
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According to Theorem 4.1 given in Section 4.2, a realisation p(rj |Y ') 
corresponding to a prior density for £, ; r ( £ ) ,  is obtained by simulating 7 7* from 
P u ( t j \ Y ') using the switching algorithms and accepting 7 7* if and only if
v  f f M A X  S  *  ( / " ' ( » / * ) )
where ttjmx = Max jt(%) and /  is a posterior realisation of / .  For the
triangular density defined in equation (4.6.1) the maximum occurs at £ = so 
*MAX is given by
Now 77 = a£+b  so using £ rather than 77, one obtains a realisation of 7rTr(£\Y')  
by
(a) Simulating f* from 7ra(f | Y ')
(b) Accepting f  * iff
^  *MAX S a
i.e. if and only if
*
U S 2 - ^ - y  if xm S 5* S (4.6.2)
where = / - 1  (-*------ ) and U is an independent £/(0,l) random variable.
a
Using the algorithm (4.6.2), 50 realisations of ^rr( f |Y ')  were obtained.
Suppose these are denoted by £  (v = l,2 ,3  50). For each posterior realisation
of / ,  f s, the values of
»_i £ - b  1,2,3.......199, v = l,2 ,...,5 0
** ( 0  '  5 =2 0 0 , v= l,2 ,3 ....49
were calculated giving 9999 posterior realisations of £. By way of illustration, 
Table 4.3 gives the calibration range and mean absolute errors for the Gompertz, 
Preece-Baines and Bleasdale-Nelder data sets. Table 4.4 gives the maximum 
width, the minimum width and mean width of the twenty interval estimates for £ 
together with the proportion of successful estimates. The probability level for the
A
interval estimates is 90%. Let £Tr be the point estimate of £ when one assumes a 
triangular prior density for f  and let £u be the point estimate of £ when one
- I l l  -
Table 4.3 Point estimates for £ assuming a
triangular prior for £
Data set Calibration range Mean absolute error
Gompertz 0.00 - 13.43 0.40
Preece-Baines 4.00 - 19.80 0.13
Bleasdale-Nelder 20.00 - 178.00 3.12
Table 4.4 Interval estimates for £ assuming a 
triangular prior for £ (90% probability level)









Gompertz 2.07 0 .6 8 1.44 18/20
Preece-Baines 2.38 0 .2 0 0.70 18/20
Bleasdale-Nelder 23.84 3.84 12.70 17/20
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A A
assumes a uniform prior density for Fig. 4.2 shows ^Tr anc* plotted against 
the true value, for the Bleasdale-Nelder data set. The 45° line represents zero 
error. The prior mean (jtm) is 99.0 and this is marked on the figure as a horizontal 
dotted line. Fig. 4.2 shows that £Tr can be thought of as a shift of £u towards the 
prior mean jc, the shift being largest when the calibration data are least 
informative. For the Bleasdale-Nelder calibration data, as £ or X  increases the 
spline smoother becomes flatter (see Fig. 3.10). This is reflected generally in 
larger shifts of £u towards the prior mean for £ > 140approx. (see Fig. 4.2).
4.6.3 A non-central Student prior density
Suppose the calibration experiment consists of N  observations ( jct-,Y;)
_ N Xi n (xi-x)2
i=1,2.......N , x  = y  — and S„  = Y  —---- — . A truncated Student prior
i t ][ N  i=i W - l )
density was assumed for f. It is defined by
*({) “ ------- ;-------------- 2--------------- *1  £ t  <. xn
[d + ^ - )5 „ ] j [ i + - r / 2
= 0 otherwise (4.6.3)
This is the density function of a Student distribution based on ( N - 1) degrees of
1 Sja
freedom, centred at x  and with scale factor (1+ — ) > which has been
N (N— 1)
truncated at 4 =Xi and ^ - x n. The maximum of n(4) occurs at 4 = x  so #max is 
given by
C
^MAX “  ]---------
[a
where C is a normalising constant. Suppose the posterior density of 4 
corresponding to this Student density is called nt(4|Y ') and the corresponding 
posterior density for f  is called In order to simulate from ;r(£|Y ') we
must first simulate from nt(£\ Y ') using the following algorithm:
(a) Simulate 4* from n j £ | Y ')
(b) Accept C* iff









Fig.4.2: Comparison of point estimates 
(Bleasdale-Nelder data set)
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i.e. if and only if
- n / 2i /• — y r
a s  1+ ( t ' - x Y
(1 + N )5-
(4.6.4)
£ bwhere = f ~ l (-*------ ) and U is an independent 1/(0,1) random variable.
a
Using the algorithm (4.6.4) 50 realisations of Kt(£\Yf) were obtained. 
Suppose these are denoted by £* (v=l,2,...,50). For each posterior realisation of 
/ ,  / 5, the values of
*_i £ - b  s= 1,2,...,199, v = l,2 ,...,5 0
** ( a ’ 5=200, v = l ,2,3....49
were calculated giving 9999 realisations of xt(£| Y '). By way of illustration, Table
4.5 shows the mean absolute errors of point estimates of £ for the Weibull, 
Asymptotic and Linear data sets. Table 4.6 shows the maximum width, minimum 
width and mean width of the twenty interval estimates of £ together with the 
proportion of successful estimates. The probability level for the interval estimates 
is 90%.
Let £t be the point estimate of £ when one assumes a non-central Student
A
prior density for f  and let £u be the point estimate of £ when one assumes a
A A
uniform density for Fig. 4.3 shows £t and £u plotted against the true value, 
for the Asymptotic data set. The 45 ° line represents zero error. The prior mean x  
is 11.27 and this is marked on the figure as a horizontal dotted line. Fig. 4.3
A A
shows that can be thought of as a shift of towards this prior mean , the shift 
being largest when the calibration data are least informative. The Asymptotic 
calibration data are least informative for larger values of f  (see Fig. 3.11). As £ 
or X  increases, the spline smoother becomes flatter and approaches the horizontal. 
This is reflected generally in larger shifts of towards the prior mean for the
larger values of £ (approx £ > 11). There are also larger errors in both
A A
estimates, £u and for the larger values of f  (see Fig. 4.3) which is a reassuring 
feature of the non-parametric method because the data are not as informative
concerning the value of £ in the region where the spline is flat.
A comparison of Tables 4.2, 4.4 and 4.6 shows that as expected, when an 
informative prior such as a triangular or Student prior is used, the mean interval 
width is reduced . However it will be noted that the reductions are in general 
small. This is because for all the calibration data sets the number of observations, 
N, is 240. This means that the calibration data are very informative concerning the 
value of £ and the particular choice of prior will not greatly affect the posterior
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Table 4.5 Point estimates for £ assuming a non-central
Student prior for £
Data set Calibration range Mean absolute error
Weibull 10.00 - 79.52 0.72
Asymptotic 1.00 - 21.74 1.12
Linear 15.00 - 70.00 3.32
Table 4.6 Interval estimates for £ assuming a non-central 
Student prior for £ (90% probability level)









Weibull 7.88 1.86 3.52 19/20
Asymptotic 7.71 1.23 4.84 19/20









Fig.4.3: Comparison of point estimates 
(Asymptotic data set)
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distribution of £. The parametric methods of Hoadley (1970) and Aitchison and 
Dunsmore (1975) are applied to the Linear data set in Chapter 7 using the same 
uniform prior as used here. The results obtained using the non-parametric method 
described in this chapter compare very favourably with these. A comparison of 
all the results is made in Chapter 7.
4.7 DATA ON LENGTH OF TRANSPARENT DENTINE
Data from upper central, upper canine, lower central, lower lateral and lower 
canine teeth were considered. The same data sets were considered in Section 
3.3.2, Chapter 3. For these data sets the total numbers of observations, (N )t in 
the calibration experiments are 31, 15, 28, 24 and 28 respectively. The model 
for the prediction stage of the calibration process is given by
F / = /( { )  + £ /  7 = 1 ,2,3 or 4
The calibration experiments involving the teeth data are not controlled 
calibration experiments because the ages of patients were not selected or pre­
chosen. The patients presented themselves at the hospital with a variety of 
problems and their teeth were extracted. It might therefore be argued that if this 
sample of patients is typical of future samples of patients presenting themselves at 
the dental hospital, then the calibration experiments provide some indication of 
the pattern of ages and can therefore be used to specify a prior density for £. 
However there are only 43 patients in the sample and the number of observations 
in each of the five calibration experiments is quite small. It was decided that it 
would be better therefore to assume a non-informative prior for £. Posterior 
distributions ;r(£| Y ') were constructed assuming a uniform prior density on 
[*1 , xn] for £. The procedure was the same as! that given in Section 4.6.1. These 
posterior distributions were for new patients whose ages were known to enable 
assessment of the method. Table 4.7 gives details of the point and interval 
estimates obtained. The probability level for the interval estimates is 80%.
All the results obtained for the five types of teeth using the non-parametric 
method described in this chapter compare very favourably with those obtained 
using the parametric approaches of Hoadley (1970) and Aitchison and Dunsmore 
(1975). A comparison of these results is given in Chapter 7.
4.8 ANTIBIOTIC ASSAY DATA
The methods discussed in Sections 4.2 - 4.4 were applied to the antibiotic 
assay data first considered in Section 3.3.3, Chapter 3. There was no prior 
information about £ so a uniform prior density for £ was assumed.
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Table 4.7 Teeth data sets - estimation results 
assuming a uniform prior for £ 
(80% probability level)











error (yrs) 7.7 5.6 4.7 5.7 9.8
Maximum width 
of interval 
estimates (yrs) 23.6 23.5 2 0 .8 24.0 25.0
Minimum width 
of interval 
estimates (yrs) 12.8 9.3 11 .0 13.0 10.1
Mean width 
of interval 
estimates (yrs) 17.7 14.0 15.0 2 0 .2 19.5
No. of success­
ful estimates 10 2 5 5 9
Total no. of 
new teeth 15 3 7 6 13
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The model for the prediction stage of the calibration process is given by
Y j ' = m  + £ j' j = i .
Posterior distributions 7t{^\Y') were obtained using the methods described above. 
Table 4.8 gives details of the mean absolute errors and interval estimates for f. 
The probability level for the interval estimates is 90%.
4.9 CONCLUDING REMARKS
The method considered in this chapter used simulation and a switching 
algorithm to generate the posterior distribution of Unlike the previous chapter, 
which assumes a prior for tj and hence an implicit prior for the method 
described in this chapter enables one to use an explicit prior for £. Three different 
prior densities for £ were used to illustrate the versatility of the method, a uniform 
prior on [q  ,Jtrt], a triangular prior on [q  ,*„] and a truncated Student prior. 
The method worked well on all the data sets and consistently produced good point 
and interval estimates for £. The posterior median was used as a point estimator 
of £ and symmetrical interval estimates were constructed from the posterior 
distributions of £.
Any prior density defined on the calibration range [ q , xn ] can be used 
provided it is unimodal within [ q , xn ], so a wide variety of prior information on 
£ can be easily incorporated into the calibration process. The method is easy to 
implement and is computationally efficient. There are no obvious disadvantages 
with the method.
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Table 4.8. Antibiotic assay data set - estimation results
assuming a uniform prior for 4
(90% probability level)
Mean absolute error 0.069
Maximum width of 
interval estimates 0.43
Minimum width of 
interval estimates 0 .1 2
Mean width of 
interval estimates 0.30
No. of successful 
estimates 57
Total no. of estimates 60
Calibration range -0 .2 2  to 1 .0 0
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5. AN APPROACH USING PREDICTIVE DENSITIES
5.1 INTRODUCTION
In the previous two chapters, 3 and 4, 4 was viewed as a non-linear func­
tional of the true calibration curve, / ,  and simulation was used to generate the 
posterior distribution of 4- In this chapter a completely different non-parametric 
approach is considered which does not use simulation but which is based on 
predictive densities. It has certain similarities with the parametric Bayesian 
approaches of Hoadley (1970) and Aitchison and Dunsmore (1975). They used a 
predictive density approach when considering the calibration process under a 
linear model. The models for the calibration experiment and prediction stage of 
the calibration process respectively are the same as those used in Chapters 3 and 
4, namely equations (3.2.1) and (3.2.2). Again /  denotes the spline smoother of 
the calibration data set.
Suppose that we have observations Y1,Y2,. . . tYn arising from the model
Yi = f ( x i) + ei 1= 1 , 2 ......n (5.1.1)
where /  is a natural cubic smoothing spline with knots {*,} and 
a < Xi < ;t2,..., < xn < b. Also assume that the errors £, are independently 
identically distributed normal random variables with mean zero and variance of 
a 2. The whole approach of this chapter hinges on the approximation of the 
distribution of the residual sum of squares. The residual sum of squares (RSS) for 
the above model is given by
RSS = (Y -f)T(Y -t) (5.1.2)
where Yt  = (Yj Y2 ......Yn) and fT = (f(Xi) f { x 2) ./(■*„)) • ^  one e^ts the
smoothing parameter a  tend to infinity, /  tends to the least squares regression
line. In the case of a linear model, i.e. f ( x )  -  pQ + p±x
o A>n—z
where Xv Is a chi-squared random variable based on v degrees of freedom. 
However, in the case of /  being a natural cubic smoothing spline, the distribution 
of RSS is not obtainable in any closed analytical form and must be approximated.
It will be recalled from Section 3.1.3, Chapter 3, that
/  = A(a)Y
where A(a)  is the hat matrix. The matrix A (a) is symmetric and positive 
definite. Substituting fo r / in  equation (5.1.2) gives
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R SS =  Yt (/-A )j Y.
Let D  = ( /-A ) 2 then D is symmetric and positive definite and
R SS =  Yt DY (5.1.3)
Hence the residual sum of squares is a quadratic form in the observations 
Yi ,Y2 Usi ng the fact that
Y  =  f  +  e  w here e T =  (c j  £«) and f T =  ( / ( *  1 ) / ( * 2 ) ......... /(•* « ))
R SS =  (f+ £ )T D ( f + £ )
= fTD f  + 2 f D e  + £ TD £ , (5.1.4)
5.1.1 The bias term
The first term on the right-hand side of equation (5.1.4), fTDf, is known as
the bias term. This arises because the bias is defined as follows:
Bias = f  -  E (f) = f  -  E(AY) = ( 7 - A ) f
So fTDf  = fT(7-A )2f  is the sum of the squares of the biases.
Assume that the knots jq (i= l,2 ,...,w ) are generated by a density p(x)  on 
[a,b] where
p(x)dx  = (2 y - l ) / 2 wJa
Assume without loss of generality that [ayb] = [0,1]. Define the integrated 
squared bias to be
Bn W  = J0' If ( x )  -  E(f(x))]2 p(x)dx  
where A is a multiple of the smoothing parameter a. In particular X -  a/n.
For large n ,
f TD f  =  £  [ f (Xi) -  E C A * ;))]2
i= 1
= n j01 |f ( x )  -  E(f(x)j]2 p(x)dx  
= n f i2(A).
Let Wm [0,l] denote the space of functions /  on [0,l] such that TV/, j < { m - l )  
is absolutely continuous and D mf  e £ 2 where L2 is the set of measurable square
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integrable functions on [0,1] and D represents the differentiation operator. 
Eubank (1988) states that for any f e W m[0,1] and for large n, B 2(X) is bounded 
above by XJm(f)  where Jm(f)  is defined as J1 D mf ( x ) d x . If one defines the 
integrated risk IRn(X) to be
-  f ( x l 2p(,x) dx 
then for large n, IRn(X) is bounded above by
U m ( f )  +
where lm -  J°° (1  +y2m)~2 dy (Eubank 1988).
Hence if one takes X -  0(n~2m^ 2m+1) then IRn(X) can always be made to 
decay at a rate of n-'2jnl(2m+V which is the best uniform rate of convergence for 
functions in iym[0,l]. Speckman (1989) shows that if f e  l] and if in
addition
/0>(0) = /C/>( i) = o j  = #»,(#»+1) ......(2m-1)
and p(x) & 1 then B 2(X) is bounded above by X2J2m(f). In this case the optimal 
X is 0(n-2m/(4m+1)). In this thesis we have assumed /  is a natural spline which 
means that the above conditions hold. Also we are interested in the case of 
m = 2. So for large n , fTD f -  nX2J^(f)  and iT D f  is 0(n 1^ 9).
5.1.2 The term eT D e
The term eT D e  is a quadratic form in normal random variables which has 
mean a 2 trD and variance 2<r4 trD 2.
E(eT De) = <j2 tr D = <j2(n-trA)
where A is the hat matrix. Let Tn(X) be defined as follows:
Tn(X) = n~l traceA(X) = /i- 1  ]£A^(A).
j= 1
Silverman (1984) showed that as n -» <*>
nX^ATn(a) -> 2~3I2 lb[ f ( x ^ 4 dx.
As stated in the previous section, the optimal X is 0(tt-2m/4m+1), i.e. 0(«-4 9^) so 
for large n, tr(A) is 0(n1/9). Hence for large n, eTD e  is 0(w).
- 124-
5.1.3 The random perturbation term
The middle term of the right-hand side of equation (5.1.4) 2fT£>e, is a linear 
combination of independent normal random variables so it is normally distributed 
with mean zero and variance 4<r2 fTD 2 f. It is known as the random perturbation 
term. Let x = (I-A)e  and let y = ( I - A )f. The term 2fT D e  is therefore 2(x • y) 
where x • y is the scalar product of two vectors. By Schwartz’s inequality
( x .y ) * S | |x p  ||y p  
Applying this inequality here gives
(fTD t )2 S (eT D e) (fTDf)
Hence for large n, the middle term 2fT D e  is at most 0(n5' 9).
5.1.4 The distribution of RSS
The results given in Sections 5.1.1, 5.1.2 and 5.1.3 above show that of the 
three terms on the right-hand side of equation (5.1.4) the dominant term is eT De.  
Also E(RSS) = fJ D f  + E(eTDe)  and E(RSS-eT D e ) = fTDf .  It is argued 
therefore that provided n is reasonably large, the distribution of RSS, which is 
itself a quadratic form in Y, will be close to the distribution of e T D e, a quadratic 
form in normal random variables. Hence to derive an approximation to the 
distribution of RSS we are led to studying approximations to quadratic forms in 
normal random variables.
Quadratic forms in normal variables can be represented as weighted sums of 
independent chi-squared random variables (Johnson and Kotz, 1970). In particular, 
let Qn be a quadratic form defined as
Qn = ZTfiZ
where Z ‘ = (Zl ,Z2,...,Zn) and Z has a multivariate normal distribution with 
mean 0 and variance matrix L. Suppose B is an n x n symmetric matrix. The
n
distribution of Qn is the same as that of £  At- Wf  where Wi are independently
i= 1
distributed N ( 0,1) random variables (i= l,2 ,...n ) and .......Xn are the
eigenvalues of LB (Xi > A2 ^ A3... > Xn). Here we are considering the distribution 
of Qn = eTD e  where e has a multivariate normal distribution with mean 0 and
variance matrix a 2In. So  An are the eigenvalues of the matrix
o 2D. Since a 2 > 0 and D is positive definite A,* > 0 (z= l,2 ,...,/i). Also one 
can state that
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E(Qn) = £ * *  =<r2 tr D 
k= 1
Var(Qn) = 2 £  2,? = 2a* tr£>2 (5.1.5)
*=1
£ ( S „ - £ ( e „ ) ) 3 = 8  £ * * 3 = 8<r6 trD 3
fc=l
The distribution function or density function of such weighted sums of chi- 
squared variables can be computed almost exactly by numerically inverting the 
characteristic function (Imhof, 1961). This approach will be considered in Section 
5.4. Alternatively there are three approximations suggested in the literature. The 
best known approximation is that of Welch and Satterthwaite which approximates 
the distribution of a quadratic form by that of with c and v chosen to equate 
the first two moments of the two distributions (Fairfield-Smith, 1936; 
Satterthwaite, 1941, 1946; Welch, 1936, 1937). The second approximation is due 
to Solomon and Stephens (1977) and uses c(Xp)d with the parameters being 
chosen to equate the first three moments of the two distributions. The equations 
defining c, d and p  require an iterative solution. The third approximation is that 
of Eagleson and Buckley (1988) which approximates the distribution of Qn by 
c%v + d. This approximation was fitted using the first three moments and is quite 
easy to apply requiring only the evaluation of traces of matrices. The first two 
approximations have no theoretical justification whereas that of Eagleson-Buckley 
is based on the Edgeworth expansion. Eagleson and Buckley found that in the 
cases of non-parametric regression which they considered, their approximation 
was as expected better than the Welch-Satterthwaite approximation but not as 
good as the Solomon-Stephens approximation. It was therefore decided to 
consider the approximations of Solomon-Stephens and Eagleson-Buckley only.
5.2 A PREDICTIVE DENSITY APPROACH
Suppose we specify a density, #(0 ), called the prior density of 0 , on a space 
©. The first stage of the calibration process is to perform an informative 
experiment called the calibration experiment. Suppose S  is the sample space 
associated with this calibration experiment and the calibration data are denoted by 
z where
z = { ( X i , ^ ) , ^ , ^ ) , . . . , ^ ^ ) }
The calibration experiment is described by a set of probability distributions on 5, 
namely
{/?(z|0) : 0 € 0 )  z e S
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The information obtained by observing z in the calibration experiment clearly 
influences the prior density n{0) and leads to a posterior density for 0 , 7r(0 \z) 
where
7c(0\z) = n(0)P- Z\?-  
x(z)
and x(z) = f n(Q)p(z\0) dO.
The second stage of the calibration process is a prediction stage and involves 
a future experiment where the observations Y ' are made. There is uncertainty 
about which density p ( Y '|0 ) applies to this future experiment but an assessment 
of k {6\t)  has been made. A essential part of the Bayesian approach to prediction 
is the probability distribution of a future observation Y ' given the outcome z of 
the informative experiment. This is defined by
P W ’ \ z ) = \ e p (Y ' \0 )n (0 \ z )d 6
~  J0 p ( Y ' \ O ) p ( z \ e ) i t ( 0) d 0. (5 .2 .1 )
The density function p(Y '|z) is called the predictive density function for Y ' given 
n (0 ) and z. Suppose the observation Y' in the future experiment corresponds to 
an unknown value of X, namely 4- The aim of the calibration process is to derive 
the posterior density of 4 given Y ' and z and predictive densities are an essential 
part of this derivation.
Let z = (x,Y) where xT == (*! ,*2**3 »♦••»*#) and YT = (Tj,Y2 »--»TJy). 
Aitchison and Dunsmore (1975) showed that for a random calibration experiment
;r(£|Y ',z) oc * (f|x )p(Y '|£ ,z) (5.2.2)
and for a controlled calibration experiment
/r(£|Y ',z) -  *(£)p(Y '|f,z) (5.2.3)
where p(Y '|£ ,z) is the predictive density associated with the future experiment 
and based on data z. The prior beliefs about 4 are contained in the densities 
n(4\x) and n(4)* The argument is that in a random calibration experiment where 
the observations ,x2,...,xN occur randomly, any prior beliefs about 4 will 
depend on the pattern observed in >•••>% whereas in a controlled calibration 
experiment, the values are selected by the experimenter so the
calibration experiment provides no direct information concerning the plausibilities 
of various £. Aitchison and Dunsmore comment that expressions (5.2.2) and
(5.2.3) take the form of Bayes theorem, as it could be applied after the data z or 
(x,Y) of the calibration experiment are known. The prior density is 7t(4\x) or 
tu(4) and the likelihood of Bayes theorem takes the form of the predictive
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distribution. In fact Hoadley (1970) calls the term p(Y '|z ,£), L(£), saying that it 
is a kind of likelihood function representing the information on £ from all sources 
except that associated with the prior density of
Consider the model (5.1.1) as the model associated with the calibration 
experiment
Yi = f ( x i) + ei 1= 1 ,2 , ...,7V
i.e. suppose, for simplicity of argument, that n -  N  and all the Xi are distinct. 
Suppose the residual sum of squares associated with the calibration experiment is 
defined as
RSS(a)  = £  (Yi
i= 1
A
where /  is the spline smoother for the calibration data and a  is the smoothing 
parameter. Suppose that the model for the prediction stage of the calibration 
process, i.e. the future experiment, is given by
Yj' = / ( f )  + e /  j= 1,2,..., m (5.2.4)
where it is assumed that the ej '  are U.d. normal random variables with mean zero 
and variance cr2. They are also assumed to be independent of the Let
_ m
Y* = 2  fIm suppose Vj represents the residual sum of squares associated
j= i
with the future experiment, i.e.
vf = £  (Yj'-ry.
j=i
(5.2.5)
It will be recalled from equation (3.1.12) that /  can be written as a linear 
combination of n J9-splines (Pi(x)), so that
f i x )  = £  n  A W -
;=i
Let yT = (Yi  y2  y„). The likelihood associated with models (5.1.1) and
(5.2.4) is
P W , Y 2'  Yn ’ \ o 2,Z ,y )
~ p(z{<T2, r )p(Y' i<72,4,y)
= p(z  | <r2,y) exp a  (Y j ' - f i t ) ) 1
k  2 a 2
w h e re /W  = 2  Yi Pid)  
1=1
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p(z I a 2 ,r) - ^ r  exp
Z ( Y j ' - Y ’)2 + m ( Y ' - m y
t l ____________________
2 a 2
Hence (z,Vf ,Y ' )  is a sufficient statistic and
jr({|z,Y') = * ( { | z fV/ t n
By Bayes theorem
^ | z , Y ' ) ~ ^ | z  )p(Vf ,Y ' \S ,z)
= z ( 4 \ z ) p ( r \ $ , z , V f )p(Vf \ t , z )
~  *(£ | z)p(Y' | 4,z,Vf )
since p(Vt \ z, f )  does not depend on f. So for a random calibration experiment
* ( | | z , Y ' ) ~ * ( | |  x ) p ( Y ' \ ^ z ,V f )
and for a controlled calibration experiment
1 z ,Y ') ~  ir(4)p(Y' | $,z,Vf)
One can see from the above expressions for the posterior density of £, that the 
particular predictive density of importance here is the predictive density of 
r , p ( Y ' \ S , z , V f ).
Let L ( |)  = p (F ' | f  ,z ,Vf ) then
. . .  tr(£ |x )L (f)
jt(£ | z,Y ) ~  z ( { )L ( ( )  (5.2.6)
Before obtaining the posterior density of £ it is necessary to prove a few results.
Theorem 5.1. Suppose that a priori, 4 is independent of (y,<7 2) and the 
prior distribution of y  is given by
p ( r |<r2) ~  -  - r ~  \ ( f " ( x ) ) 2dx = - A r T f i r  
2 cr ’ 2 a 2
where Cl is an n x n symmetric banded matrix defined by
a ‘i = I I  /*".(*) P "jW dx  
and /?,- is the ith B-spline. Then




PT = (Pi« ) & ( { ) , . . . S = -2 -( f iTB + aSl) and y =
(see Chapter 3, Sections 3.1.3 and 3.2.2 for further information on £2,/?,- and S).
Proof. Conditional on (<r2 ,z), (£,Vy) and y  are independent, i.e.
p(y \  cr2 ,z,$,Vf) = p (y |< r2 ,z)
Of 'FSilverman (1985) showed that, with the given p rio r — y l Cly, the posterior
2 <t2
. Adistribution of y  is a multivariate normal distribution with mean y  and variance 
matrix S~x where y  -  (Br B + aQ)- 15 TY and S_1  = (BTB + aQ)~1ir 2. We shall 
write
l r \ o 2 ,z,Z,vf ) ~ s -1)
Now from the assumptions of model (5.2.4)
-  m — )1 m
m
where e'  = £  £/  / m• So j°^nt density of y  and e f is given by 
;=i
( r , n - 2 v :  ,(a«,dn+i
where /*T = (fj y2 / 3 ............0 ) and E is an (n+1) by (/i+ l) partitioned matrix
given by
-  ^ 2
S f 1 ® nxl
® lxn l / m
Here Sj = a 2S = (aCl + B TB ). Let p  be an « x  1 column vector of 5-splines 
evaluated at the point X  = From model (5.2.4)
r '  = /({ )  + ?
= A W )ri + /?2({)/2 + ... + At(£)r» + £ '
= Cy
where C = (pT 1) and y*r = (yx y2  yn e')> so the distribution of Y'  is normal
with mean CTfi and variance C £  CT.
In particular
C p  = p \ ( i ) Y \  + A ({ ) /2  + &(£)/* + .....+ A»(f)y« + l x 0
130 -
= PTr
and C ^  CT is given by
(A (*)&«) PM) i)
 ^ 0 rtXi





So C'£ICT = 0 TS - 1p  + a 2/m whereS= - \ ( a a + B TB)
Corollary 5.1. For the case of the calibration model being weighted, i.e. the 
observations Yt have variances given by Var(yi) = <r2/vvt- (/= 1 ,2 ,...,n) the 
results become
{ r \ o 2,i,%,VA ~ N(fir f .  (fiTS~ip +  ^— ))J 171
where is as defined in Theorem 5.1 and / ,  S are given given by 
f  = - i r S " 1BTH'Y and S = 4 r ( B TH,5  + aO).
G  G 2
Here W is the n x n diagonal matrix with entries w,- and Y is an (rc x 1) vector of 
mean values where YT = (Tj Y2,.. .,Yn) and Yt is the mean of the observations at 
knot i.
Let t  = l/<7 2. If one uses result (5.2.1) with 0 = r  then the predictive 
density of Y' given z, £ and Vf is given by
L(S) ~  / “/>(?'I n(r\ i ,z ,V f ) dr (5.2.7)
Using Bayes theorem
^(r|f,z )p (Y / |r ,f ,z )
Now Vy is the residual sum of squares at the second stage of the calibration 
process and is given by equation (5.2.5). Because of the assumptions in model
(5.2.4)
Vf  ~ a 2Xm-1 = j -  Xm-1 
where Xm-\ a chi-squared variable based on (m -1) degrees of freedom. So its
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density is given by
p(Vf = C y ) 1”2 (V} )1”2' 1 1 z  2 exp
zVf
T ( v 2 / 2 )
where the degrees of freedom, v2 , is m -1. Using the result of Theorem 5.1,
- ( Y ’- p ' f rCAp
where pi' = and
C ,  =  (fiT S r l p + — ).  (5 .2 .8 )9 * m
Substituting for p(Y ' \  r,£,z,Vf) and p(Vf  | r,{,z) in expression (5.2.7) gives the 
following expression for L(£)
L (f) -  - j L  r  7 i(U2+1) e _iE« ^ ( r  | £ ,* ) d r  (5.2.9)
where £ /•
5.2.1 A prior density for z
The residual sum of squares RSS of the calibration experiment is given by
RSS(a) = £  (Yi - f (* i ) )2
i= 1
where /  is the spline smoother for the calibration data set and a  is the smoothing 
parameter. Wahba (1978) suggested a formula for estimating the variance a 1
a2 = £ ( y , - / ( ^ ) ) 2 = RSS(a) 
n-trA(oc) n-trA(a)
where there are n distinct knots xx >x2,... >xn and A (a) is the hat matrix. The 
term n -  trA(a) is called the equivalent degrees of  freedom. Now RSS is a 
sufficient statistic for z so the posterior density of z is given by
x (z \  £,z) ©c ;r(r)p(&SS| z) (5.2.10)
using Lemma 1.4.1., Box and Tiao (1973). Here x(z )  denotes the prior density of 
r. One could adopt a non-informative prior for t which corresponds to taking
n(x) — 
x
but as there was a reasonable amount of prior information on z  it was decided to 
adopt an informative prior for z, namely a Gamma distribution with parameters Jg
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and £/i, i.e. GaQ&,\h). The prior density for z is given by
Qhjte t gl2~l exp(-J/ir)
™  X -----  s  > 0* h > 0, % > 0. (5.2.11)
r ( » )
The vague prior referred to above corresponds to letting g -» 0 and h —» 0. This 
Gamma density function has a unique maximum at (g-2)/h, E(z) = g/h , and 
Var(r) = Ig jh2. In the case of h = 1 and g a positive integer the density 
(5.2.11) is that of a %2 distribution with g degrees of freedom so g was taken to 
be the equivalent degrees of freedom.
g = n -  trA(a). (5.2.12)
Since the density given by equation (5.2.11) has a maximum at (g-2)//i and the
simulated data sets were generated by using a particular value for t ( z s) the value
of h was taken to be
h = ( g - 2 ) h s = n~lrA{a)~2 . (5.2.13)
h
In the case of z  being unknown, a good estimate of z from past data could be 
used in equation (5.2.13) instead of zs. This was done with the antibiotic assay 
data set (see Section 5.6).
If one adopts a prior density for z given by equation (5.2.11) then using 
expression (5.2.10) the posterior density of z is given by
n(z  | £,z) «  z 8^ 2~1 p(RSS | z)
If one now substitutes for x (z \  £,z) in the expression for L(£) in (5.2.9), this 
gives
L(£) oc e ^ '^ '+ V p iR S S  I r)  dr (5.2.14)
5.2.2 Calculation of
The term Q  is given by equation (5.2.8) and it is not difficult to compute 
because of the banded nature of Sj * The matrix Si is defined as
Si = a n  + Br WB
where B and ft are n x n matrices defined by
By = Pj(Xi) and Cly = pi"{x)pj "(x)dx
Here fifai)  is the value of the y'th 5-spline at the knot jq (see Chapter 3, Section 
3.1.3). The matrices ft and B are banded matrices and W  is diagonal, so the n x n
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matrix Si is a symmetric band matrix of bandwidth four. Let have the 
Cholesky decomposition S\ = LLT where L is a lower-triangular band matrix of 
bandwidth four.
Let fiT = Pi(€) ........Ai(£)) then can written as
/F{LLTr xfi + —m
= (L~lfi)1 (L~xfS) + — since (L1 ) ' 1 = (L_1)T.
m
Suppose we let L-1/? = z, then Lz = /?. This band-limited lower triangular linear 
system can be solved easily and quickly given L  and p. Then is given by 
zTz + l/m. The elements of the column vector p  can be calculated using the 
equations (3.1.10) and (3.1.11). For example, consider the calculation of 
Pi(S) i=3 ,...,(rt-2 )
Pi:(0  = ty-2.4«>-
In order to generate 2 ,4 (£) using the recursive formula (3.1.10), one requires 
to firstly generate Af/_2 .i(?)» W/-l t l (f). Ni+ i,i(£ ); then 2 .2 (f)*
^*-1,2(5). ty t2(£) and finally ty_2t3(f )  and ^ i-i,3 (5)- The first four W's 2“® 
either 0  or 1 since
N j. l ( f )  = *
1 if fe [x y-,xy+1) 
0  otherwise
If £ e  (jcy-, Jty+1) 7 =2 ,3 ,...,(az-2 ), there are non-zero contributions to p  from only 
four 21-splines, namely /?y_i(f), £y(£), Pj+iiZ) and pj+2(£). If
£ = Xj y=2,...,(/z-2) this reduces to three 5-splines since /?y+2({) = 0 in this 
case. Also if £ e [xi ,jc2) or £ e [*„_! ,xrt] there are non-zero contributions from 
at most three 5-splines. Hence for any given £, Xi £ xn, the column vector 
P has at most four non-zero entries.
Section 5.3 considers the application of Imhof s results to obtaining an 
approximate expression for | £,z) which results in an expression for L(£) 
which is a double semi-infinite integral. The applications of Eagleson-Buckley 
and Solomon-Stephens approximations to the distribution of £T D e  result in an 
expression for L(£) which is a single semi-infinite integral. (See Sections 5.4 and
5.5 respectively). Having found an expression for L(£) it is a relatively easy task 
to obtain the posterior density ?r(f | Y ',z) since from expression (5.2.6)
, , l v ,  ,  * « ! * ) £ « )  
j t ( £  I Y ,z )  ~  *(§)£({)
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depending on whether the calibration experiment is random or controlled.
S3 IMHOF’S METHOD
Imhofs results (1961) were derived for quadratic forms of the form 
(x+/z)t F(x+/x) which involve non-central £ 2 -variables. Let x = (x^,x2,...,^„)T 
be a column vector which has a multivariate normal distribution with mean vector 
0 and variance matrix £ .  Let p  = ,//2 be a constant vector. If £  is
non-singular one can express Q in the form
r= 1
The Xr are the distinct non-zero eigenvalues of the hr their respective orders 
of multiplicity, the Sr certain linear combinations of [i\ and the Zhr-ts} are
However, Imhof explains that to obtain g(x) by integration of the inversion 
formula is hopeless except in the case of m = 1. Imhof therefore puts forward a 
formula for obtaining the cumulative distribution function F(x) of the variable Q 
based on a formula derived by Gil-Pelaez (1951), namely
Q = S  K xl-s}-
independent £ 2-variables with hr degrees of freedom and non-centrality parameter 
5}. If <p(t) is the characteristic function of Q then <p(t) is given by
(5.3.1)
The probability density function g(x) associated with Q is given by
where Im(z) denotes the imaginary part of z and <p(t) is the characteristic function 
of Q given by equation (5.3.1). The result is the following;
where
1
m ^  m
P(U) = Y K 1+*?“2r  e x p tin * rxru)2 / ( I  +X2u2))
The probability density g(x) of  the quadratic form Q is given by
(5.3.2)
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As stated in Section 5.1, we are concerned with the quadratic form Qn = eTD e  
which involves central %2 random variables so S2 = 0  in the expressions for 6{u) 
and p(w). In this case
1 m i  m , ,
&(u) = ir'E,hr tolTl (Xru) “  ~ZXU ^  p(w) = Y [ { \ + X } u2f
2 j 2 !
Let e = e ja  then e ~ (0,/„) . Let Q* = e*T De* = s TD s / o 2. The density
n *function associated with Qn is given by
h w  = — rit Jo
cos tan (ArK)“ l*M]
  -------------------------- du (5.3.3)
1
where Xr are the distinct non-zero eigenvalues of matrix D. Let us consider these 
eigenvalues in more detail.
The positive definite n x n  matrix D is defined by D = ( I -A)2 where A is 
the hat matrix. Let the eigenvalues of matrix A be represented by
h .a  ^nA and the eigenvalues of matrix D be represented by
XiDyXqjy X ^ .  Silverman (1984) showed that the eigenvalues of A are given
approximately by
^\A ~ ^2A ~ 1
XiA = [1+ c0 a ( i-1 .5 ) 4] - 1 i=3,4......n
where c0 = [ f b }(tfd t'\~*  . Here f ( t )  is an estimate of the local density n Ja
of the points jq calculated using the fast algorithm of Silverman (1982) on a range 
[a,b] where a -  X\ -  \n~l (xn-X\)  and b = xn + %,n~l (xn-Xi). Hence the 
eigenvalues of D are given approximately by
XiD = 0 i= l ,2
XiD = [ l - a  + CoaO -l.S )4 ) " 1] 2 i=3,4..../i (5.3.4)
Returning to the equation for h(x) given by (5.3.3) h{x) is now given by
n
cos [ i Z tan




where the X ^  are defined by equation (5.3.4). The above equation (5.3.5) defines 
the probability density function for Q* = e * T De* = (eT D e ) t  and as stated in 
section 5.1 of this chapter, the distribution of RSS can be approximated by the
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distribution of e De, provided the bias term f  D f  is not too large. Hence the 
probability density function associated with RSS for a given t is given by
cos [ i  2 tan_ 1 (^ t'D u)
p(RSS | r) = — J T   --------- — ------------------- dun  Jo p(u)
where p(u)  = (l+A^w2)^ . Substituting for p(RSS \ t) in equation (5.2.14)
3
gives the following expression for L(g)
n
cos [i 2 tan_ (AiDu) "
_ 1  f“  f~ Ta e ~ W ’*) -------- ?--------------------------------
W c { Jo •'o p ( u )
( Y ' - u ' ) 2where —  + Vf + h and a = J(v2 + g +  1). Making a substitution
y  = E ^z j l  gives
L K )«  _1  L _  r- f -  y ae - y  cos g(«.y) d  .
w  v c j  £ ; a+1 J° J° p(») ^
where 0(u,y)  = J tan_1(A^w) -  RSSuy/Eg. The eigenvalues (i=3,...,n)
i=3
were estimated using the BATHSPLINE program (Silverman and Watters, 1984).
It was decided to evaluate the double integral by applying a different one­
dimensional method to each dimension. In particular
lo $0 f ('u'y)dudy = I>wjl!of('U'yj)dl^j= 1






a cos 0(ut yj)
p(u)
With the Gauss-Laguerre quadrature based on N* abscissae yj and normal
N*
weights, the summation £ W jgty ) approximates the integral
;= i
oo
j e ~ byg(y)dy (b> 0 )
a'
2A T-1
and is exact for any function of the form g(y) = cyy7. Here b= 1, <z'=0, and
;=0
oo
g(yy) = J/(m , yj) du . It will be recalled that p(u)  is defined as 
o
p (“ ) = n a + ^ 2)*.
i= 3
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The function, p{u), increases monotonically towards infinity so the numerical
integration of f(u,yj)  with respect to u can be carried out over a finite range
oo
0 < u £ U*. The degree of approximation obtained in evaluating j f ( u  ,yj) du
o
numerically will depend (apart from rounding-off errors) on two sources of error
(i) the error of integration resulting from the use of an approximate rule for
eu * cos0 (« ,y) j computing J# p([<) du
^  r°° cos6(u,y)  .(11) the error of  truncation tu = J^. — p(u)
Although it is not feasible to obtain an upper bound for the error of integration, it 
is possible to obtain an upper bound for the truncation error, tu. For a given y,
M  * \Z ——  --------- duJ U  n  I
n \* iD \ i *ml2
i=3
where m is the number of non-zero eigenvalues So
, , 1 1
n u /o i*  k { U )
i=3
where k = m/2 -  1. In the analysis of the data sets in this chapter the upper 
bound for the truncation error was taken to be 10“ 12 and the value of U* 
calculated. The values for the Gompertz, Weibull, Preece-Baines, Bleasdale- 
Nelder and Asymptotic data sets are 2.2714,2.2750, 2.6258, 2.2847 and 2.0777 
respectively. Fig 5.1 shows [ccos0 (w,y)] /  p(u)  plotted against u for the 
abscissae yj = 0.044489, yj6 = 19.855861 and y$2 = 111.751398. The 
underlying data set are the Weibull data. Here c is a scaling constant of
magnitude e 15 x 10-4 . Because of the oscillatory nature of cos^f the
p(u)
integral
ru* cos0(u,y)  . 
Jo nfulp( )
was evaluated using the Nag routine D01AKF which is an adaptive integrator, 
especially suited to oscillating non-singular integrands. It uses the Gauss 30-point 
and Kronrod 61-point rules and is based upon the QUADPACK routine QAG 


























The interval [0,C/*] is repeatedly divided into a number of subintervals and the 
integration rule is applied separately to each subinterval. The idea of an adaptive 
routine is that the distribution of abscissae (u values in this case) is adapted to the 
shape of the integrand with more subdivisions in the neighbourhood of peaks.
The Nag routine D01BBF/D01BAX was used to return the normal weights 
wj and abscissae yj for a Gauss-Laguerre quadrature formula with N* = 32 so an 
approximation to the double integral
a+1 _y cosfl(M,y)
<Cl Eh
f°° f°° y ae~y dudyJo Jo y p (u) y
was calculated and hence an evaluation of L(£) was made. 
Substituting for L(£) in equation (5.2.6) gives
* «  | Y ',z) = 1
Eh COSp ( u ) y) d u d y  ( 5 -3 -6 )
where C/ is a normalising constant.
In Section 5.7, Imhof’s method is applied to the five data sets Gompertz, 
Weibull, Preece-Baines, Bleasdale-Nelder and Asymptotic using a uniform prior 
for £. For this prior, the posterior density n(£ | Y ',z) given by equation (5.3.6) 
was evaluated at 2 0 1  values of £ over the calibration range [x± ,jtJ and the 
constant Cj was evaluated using a Nag routine D01GAF based on the method of
Gill and Miller (1972). The Nag routine uses third-order finite differences and
integrates a function which is specified numerically at four or more points.
5.4 THE EAGLESON-BUCKLEY APPROXIMATION
Let us consider the quadratic form Qn -  e D e  where e ~ (0 ,cr2/n) .
From equation (5.1.5) the mean and variance of Qn are cr2trD and 2<r4 trZ) 2 
respectively. Eagleson and Buckley (1988) considered the normalised quadratic 
form Q* defined by
Qn ~E(Qn) _ gT D e -  a 2 tr D _ e D e  — tr D
VVar(g„) V2 tr4 ttD2 V2 tr D 2
where e = e/cr. With the Eagleson-Buckley approximation, the distribution 
function of Q* is approximated by a function G(w0 ;x) which is close to the 
two-term Edgeworth expansion:
® (t) + jrU0( l - x 2)Z(x) .  (5.4.1)
Here O(x) = \x J — e ~ ^ d t  and Z(x) = J — e~ ^ . It is possible to obtain 
J-°° y in  y in
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useful approximate representations of a distribution given by g(x) in terms of the 
normal density function Z(x). If in the expansion, terms of equal order in n~^ are 
collected together and arranged in ascending order the expansion is called an 
Edgeworth expansion for g. The leading terms are
g(x) = [l + j - ' l f a H i ( x )  + ^ ( p 2-3)H4( x ) + ^ / } lH6{x) + ........... ] Z ( x )
where Hj{x) are the Hermite polynomials. The two-term Edgeworth expansion is 
given by
g(x) = [l--i-V A (*3-3JtflZCO
and
£ " g U ) d t  = <b(x) + - j r ^ ( l - x 2)Z(x). (5.4.2)
Here is the coefficient of skewness for the distribution defined by g(x) and is 
defined as
_ E(X-E (X ))-ITT  _
1 [Var(X) ] 3/ 2 ‘
Here the random variable of interest is Q* and is given by E [((2*)3] since 
E(Q*) = 0 and Var(Q*) = 1. Letting Qn = eTD e  gives
( -Q -  E(Qn~E(Qn.y)*
Using the results given in equation (5.1.5) gives
8£  4  2<2 £A*3
[2Z 42]3/2 = (2 a*2)3/2
k
where k\ >^ 2 , are the eigenvalues of matrix <j2D. Comparing equation 
(5.4.2) with expression (5.4.1) reveals that
k
So the distribution of Q* is approximated by a function G(uq\ x ) where u0 is 
given by equation (5.4.4) above.
Eagleson and Buckley then go on to consider a similar expansion for the Xv 
distribution. They approximate the distribution of the normalised random
- 141 -
variable (%*) given by
.  Z v - y  
X v ~
by the function G(2 V2 v~*; x). By choosing u0 = 2^2v~^ the distribution of Q* 
can be approximated by the distribution of %y. This implies, using equation 
(5.4.4) that the degrees of freedom v are given by
V =  ( Z ^ 2 )3/ ( S ^ 3 )2 =  " r S "  (5-4.5)
k k (trD Y
Hence the distribution of Q* is approximated by cxi  + d where
c = and d = (5.4.6)
and v is defined in equation (5.4.5). The approximation of Q* by cxi  + d is 
equivalent to equating the first three moments of Q* and cxi  + d since
E(cXi+ d)  =  E(xt )  = E(Q"> = 0
Var (cxi+d)  = Var(**) = Var(Q*) = 1
Using equations (5.4.5) and (5.4.6) the third central moment of cxi  + d or is 
given by
E ( x l  -  E ( x t ))3 = c 3 £[( x i - v ) 3}
= 8c3v = 2 V2 v“*
= 2 V2  E ^ 3 / ( E ^ * ) 3 /2  = V A
k
which is the third central moment of 2^* (see equation (5.4.3))
As explained in Section 5.1 of this chapter, provided the bias term fT D f is 
not too large the distribution of RSS can be approximated by the distribution of 
e T De.  Hence the distribution of RSS I  a 2 can be approximated by the distribution
*Tof £ De* so that approximately
RSS _—r-  -tr£> ,—
a 1  _ 1 2 _
'  t t Xv v 2
where v is given by equation (5.4.5). Let % = l/cr2 then approximately
RSSt ~ c * x i  + d*
where c* = and d* =
{trD2)
2\2




Suppose the random variable X  has a ^-distribution based on v degrees of 
freedom. Then the p.d.f. of X  is
g(x)  = e~& x  > 0
= 0  otherwise.
Let Y = RSS t  then the density function of Y is given by
P ( Y )
p %
Y-d*












So the density function of RSS for a given z is given by





Substituting for /?(/?SS|r) in equation (5.2.14) gives the following result for 
the predictive density function L(£).
1 P  e ~ d r
JdU S )  
,.><L
where E = (K J 1 ) + Vf  + \  + h, a = i(v2 + g + l) , d'  = d ’/RSS andc
c' = c*/RSS. Making a substitution x  = E ^z j2  gives
i ( < )  -  w , z Ei V
2x7 - t r
iv-i
e x dx
Vq V P  x a (x-x ')-v 1 e x dx (5.4.8)
where x '  = E / d ' / l  and p  = a + \v. Tables of integrals (Prudnikov, Brychkov 
and Marichev, 1986) give
| 7  x a (x-x')^v~l e~x dxJx
= r(Jv) (x ' )p e~x> 'F(£v,i(v2 +v+g+3);* ')
where ^ ( b ^ z )  = ^ * 7 ^  x M ( b , c ; z )  +  z X~c M ( l + b - c ,  2 - c ;  z)
l  (1 + o - c )  1 (b)
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The functions M(b,c;z)  and M (l+b-c ,2 -c;  z) are called confluent 
hypergeometric functions (Abramowitz and Stegun, 1965). The function 
M(b,c; z) is defined as follows:
M(b,c; z) = 1 + ^  + 4  + ..............
c c(c+ l) 2! c(c+l)(c+2) 3!
It is a convergent series for all b, c and z if c + - n  and b + — w where n and m 
are positive integers. If c 4= -w and b = -m  then it is a polynomial of degree m 
in z.
For the integral given in expression (5.4.8) b = Jv and c = i(v2 +v+g+3) 
and b , c > 0 . Also (1+ft-c) = -iCv^+g+l) and (2-c) = i ( l - v 2 -v -g ) . The 
degrees of freedom, v, are those associated with RSS and are given by equation
(5.4.5). It will not in general be an integer. Also g is defined in equation (5.2.12) 
and it will not in general be an integer so by c, 2  -  c and 1 + b -  c will not have 
integer values. It therefore follows that M(Jv,£(v2 +v+g+3) ;x ')  and 
^ ( “ i (v'2 +£+ l)» >x ') be convergent series. It follows
therefore that the predictive density function L(£) is a well-defined function of £ 
and is also integrable for all values of £ in
Because of the numerical difficulties of evaluating r(* ) for negative Jt, it 
was decided to evaluate L(£) using numerical integration techniques since
p
] 7  f ( x )  dx (5.4.9)1
E’f
where f ( x ) = x ^ V2+s+l  ^ ( x -x ' ) ^~ l e~x. Because of the size of v and g in the 
data sets f ( x )  was evaluated as exp [i(v 2 +g+l)//i*  + (Jv-l)ln ( x - x ' ) - x ’}. The
Nag routine D01BAF was used for evaluating |7/(*) dx , in particular the
J x
Gauss-Laguerre quadrature formula with 64 abscissae. The Gauss-Laguerre 
formula is exact for any function of the form
, 2N*-l
f i x )  = e~bx £  CjX1 
1=0
where N* is the number of points of the Gaussian quadrature. Here b= 1 and N* 
was taken to be 64 for all the data sets.
Substituting for L(£) in equation (5.2.6) gives
p
* t f |Y  ' , z )  = Q ^ P -
Ei
[7  x a (x-x')^v 1 e x dx (5.4.10) Jx
where a = \{v2 + g + l ) ,  p = a + %y and Cj is a normalising constant.
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In Section 5.7, the approximation described in this section is applied to the 
Gompertz, Weibull, Preece-Baines, Bleasdale-Nelder and Asymptotic data sets 
using a variety of prior densities for £. For each chosen prior, the posterior 
density | Y ', z) defined in equation (5.4.10) was evaluated at 201 values of £ 
over the calibration range and the normalising constant Cj evaluated
using the Nag routine D01GAF.
5S THE SOLOMON-STEPHENS APPROXIMATION
With the Solomon-Stephens approximation, the distribution of the quadratic 
form Qn = eT D e is approximated by c ( X p ) d- The parameters c, p  and d are 
found by equating the first three moments of the two distributions. Unlike the 
Eagleson-Buckley approximation, there is no theoretical justification for the 
Solomon-Stephens approximation. From Johnson and Kotz (1970), the moments 
about the origin of a Xp random variable are given by
/ * / ( * / )  =  £ [ ( * / / ]  =  2 r r  = . ! . 2 . 3 . . . . .
Let p/2 = v* and suppose W = c(Xp)d then
„ = 2r r ( v>+f)Hr (XP) r (v . }
E(W)  = E[c(Xp A  = cM/  = c2d F(V t d)
T(v )
E(W2) = E ic H x } )2*] = c2 Mu’ = c 2 „+2d)
r ( v )
E(W3) = E [c3(Xp)3i] = c3 Mid’ = c 3 23d r ( v  +? d) .
r (v  )
L e t/i(v ‘ ,d )  = E iW ^ / l E i W ^ 2 and / 2 (v* ,d ) = E(W 3)/[E(,W^3 then
Johnson and Kotz (1970) prove that the cumulants of Qn = eT D e  are given
by
ks = a 7* 2 5r“ 1( j - l ) !  tr(D*).
The first, second and third moments about the origin of the distribution of Qn are 
given by
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Hi' = E(Qn) = kx = <t2 tr D
M2 ' = £(&?) = *2 + *f = 2<t4 trD 2 + a*(trD)2
Mi' = E(Ql)  = *3  + 3 tr2 Vi + /r?
= 8 cr6 trD 3 + 6 c 6 trD 2  trD + <r6 QrZ)]3.
£ «22) , . 2 trD 2Hence   z r  = 1 +  r- (5.5.3)
[E(Qnj]2 (trD ) 2
£(G«) 8  trD 3 + 6 trD 2trD + (trD )3 (5.5.4)
[£(G „ ) ] 3 (trD ) 3
Equating (5.5.1) with ( 5.5.3) and (5.5.2) with (5.5.4) gives
. Q y W + M  = j 2trDi
[r(v*+d)]2 (trD ) 2 '
fr(v, )12r(v,,+3tf) =  J  + 6 trD 2 + 8 trD 3 
[r(v*+ti)]3 (trD)2 (trD)3 ’
Suppose the right-hand side of equation (5.5.3) is denoted by Cj and the right- 
hand side of equation (5.5.4) is denoted by c2. The equations (5.5.5) and (5.5.6) 
can be written as
f \ { v ’ , d )  = cj 
h ( v * , d )  = c2.
These were solved by an iterative method involving the minimisation of the 
expression
F  =  ( / l - c i ) 2 +  ( / 2 - c 2)2
subject to £ < v* < £(N -  1) and d ^  0 where N  is the number of observations in
the calibration data set z. The algorithm used was a quasi-Newton algorithm by
Gill and Murray (1976, Nag routine E04JAF) where the minimisation is subject to 
bounds on the variables , which in this case are v* and d. At the beginning of this 
section, 2v* was taken to be equal to p which is the degrees of freedom of the 
approximating %2 variable. For all the data sets considered, the value of 2v* 
which minimised F  was the equivalent degrees of freedom defined by equation 
(5.2.12).
Having found the values of d and v* which satisfy equations (5.5.5) and
(5.5.6) the parameter c can be found by using the fact that
E(Q„) = E(W)  = c 2dF(V' +d) _  a 2ttD
r (v  )
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therefore = <7 trD r(v )
2dT(v '+d)  '
(5.5.7)
As mentioned in previous sections of this chapter, if the bias term f  D t  is 
not large then the distribution of RSS can be approximated by the distribution of 
Qn = er De.
So since eT D e  ~ c (x 2)d approximately where c is given by equation
(5.5.7), then approximately RSS ~ c ( X p ) d . Let c* = c ja2 then
RSS
-  c*(Xp)d
where = t r D l V )
2d T(v*+d)  ‘ 
Let t = l/cr2 then from expression (5.5.8)
(5.5.8)
(5.5.9)
RSSr -  c*(Xp)d*
Suppose the random variable X  has an x 2-distribution based on v degrees of 
freedom. Then the p.d.f. of X  is
*(*) =
1 1 jc*v 1 exp (-Jx) x  > 0
2* T(iv)
= 0  otherwise.
Let Y = RSS t then the density function of Y is given by
j> j
C C
So the density function of RSS for a given t  is given by
P(RSS\t)  oc t
Substituting for p(RSS \ t) in equation (5.2.14) gives the following expression for 
the predictive density function L(£)
L (f)  “  J0°° T“ c x p ( - ^ )  e x p (- i[ - p - y f y  d t
- £ - -1 - f  ^ l Id’RSSt 2d exp RSSt* *cv, . m cb * m
2
where a = i(g+v2 + ^ -~ l) , K* = J 1  ^ + Vf  + h and c f = c*/RSS. MakingU Cfi
the substitution x  = K§ r / 2  gives
a + 1
J°° x a exp[-jc -K ^x1!*] dx (5.5.10)
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* 2  —where K t  = if (-——7) d ] . So the predictive density function L(£) is defined by
* KpC
U S ) K>
a+ 1
J~ f (x)dx
where / ( x) = x a exp[ - x - K ^ x l d^~\ . Because of the size of p  and g for the data 
sets, f ( x )  was evaluated as exp[ a \ n x - x - T h e  semi-infinite integral 
above was not evaluated using a Gauss-Laguerre quadrature formula as was the 
case for the Eagleson-Buckley approximation. This was not a suitable formula to 
use because of the presence of the term exp[ - K ^ x ^ d~\. There was a build-up of 
round-off error making the results totally unreliable. Instead an automatic 
adaptive procedure was used similar to that used in Section 5.3, namely D01AMF. 
As with the routine D01AKF used in Section 5.3, this Nag routine is based on 
QUADPACK (Piessens, De Doncker, Uberhuber and Kahaner 1983) in particular 
the routine DQAGI. The routine D01AMF calculates an approximation to 
JJ°f ( x )  dx by first transforming [0 ,«>) to (0 , 1) by using the identity
= J0V 1 - t \ d t .t L
Then an adaptive procedure based on the Gauss 7-point and Kronrod 15-point 
rules is used on the transformed integral. The algorithm is described in De 
Doncker (1978).
Substituting for L(£) in equation (5.2.6) using equation (5.5.10), the posterior 
density k (£ | Y ' ,z) is given by
a+ 1





J J °  x a exp[-x-KfX  d~\ dx (5.5.11)
where Cj is a normalising constant. In Section 5.7, the approximation described in 
this section is applied to the Gompertz, Weibull, Preece-Baines, Bleasdale-Nelder 
and Asymptotic data sets using a variety of prior densities for £. For each chosen 
prior, the posterior density | Y ', z) defined in equation (5.5.11) was evaluated 
at 2 0 1  values of f  over the calibration range [*!»*„] and the normalising 
constant Cj evaluated using the Nag routine D01GAF.
5.6 THE ANTIBIOTIC ASSAY DATA
The model considered appropriate for this data was first considered in 
Chapter 3 (equation 3.3.3). The model is given by
Dij = ^  + £ij i= l,2 ,...7  y = l,2 ,3 ......nt
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= f(Ci) + By (5.6.1)
where is the jth clearance diameter at level i of C, and /  is a natural cubic 
interpolating spline with knots { } .  It is assumed that ey ~ N(0,<r2). The 
residual sum of squares associated with the calibration experiment is given by
RSS = £  £  (Dy-ZCc, ) ) 2 
< = 1  ; =  1
where /  is the cubic interpolating spline which interpolates the points
    Hi
(citDi.) i= l,2 ,...7 . Here Dr = J) = f(c-)  so the residual sum of
7 = 1
squares is given by
flSS = 2  'Z(Dij- D i.)2-
i j
Because of the normality and independence assumptions about the it follows 
that
7 *  ( D , - D ; . ) 2 ,
E E * 2 ~ z li=l j=l <r
RSSIa2 ~ x l
where k  = £(/z,--l). The model associated with the prediction stage of the 
*
calibration experiment is given by
D /  = /({ )  + e /  j=l,2 , . . .m  (5.6.2)
where /  is a natural cubic interpolating spline. It is not necessary with this non- 
parametric model to approximate the distribution of RSS since
P(RSS\t) «  t ik e-WSST (5  6  3)
and the following theorem will prove that the predictive density function L({) is a 
non-central Student density.
Theorem 5.2
Suppose that a priori, £ is independent of (y,cr2), the prior distribution of y  
is locally uniform, i.e. p(y \ a 2) «= c where c is a constant and suppose that the 
prior distribution of t  -  \ / o 2 is Gafyg&h) where g and h are defined by 
equations (5.2.12) and (5.2.13) respectively. Let f t  represent the ith B-spline and
let ftT = ( f t ( f )  /?2 ( f ) .......A»(f))* Then the predictive density function L(£) is
given by
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U S )  = St(v, p Ty,  ^  C{) (5.6.4)
where v = (m -1) + k + g, C* = (0*Srlfi+ — )* m
Sj = b t W7 ? and y = S1" 1S TH'D
V = RSS+ J^(Dj'-D')2 + h 
7=1
  m
The vector D is defined as DT = (Dj. D2. D3 £ 7 .) and D '  = Dj'/m.
j= i
Proof. Consider firstly the following model for the calibration experiment
Yi = /(*;) + £i
where /  is a natural cubic smoothing spline with distinct knots 
{jc,}, Var(T,) = <j 2/ wi and it is assumed that the £, are i.i.d. normal random 
variables with mean 0. Assume that the model at the prediction stage is given by
v = / « >  + * /
where again /  is a natural cubic smoothing spline and £ j '  are i.i.d. normal random 
variables with mean 0 and variance a 2. Applying Corollary 5.1 gives
[Y'\o2,S,z,VA ~ NVPr. Pr S~1p+  — ) (5.6.5)
171
where f  = ^ r 5 " 1BTW,Y, 5 = (BTWB + a O ) /a 2 and YT = (Fj f 2 f 3 ...f„). 
cr2
Now if one takes the smoothing parameter a  to be zero /  is a natural cubic 
interpolating spline with knots {jct*} and in this case
[Y'\(T2,S,z,Vf ) ~ N ( p Tr , p Ts~lp + — )3 m
where y  is as given above but S is given by S -  B t WB/<t2. Let = a 2S then 
result (5.6.5) becomes
l Y ' \ a 2, t , z 9Vf ) ~ N(fiTy f <t2(j3T5 f 1/?+ l/m )).
Applying this to the models (5.6.1) and (5.6.2) where /  is a natural cubic 
interpolating spline gives
{D’\a 24,r.,Vf ) ~ N(PTy, Cf a 2) (5.6.6)
where C{ = p r S [ 1p  + — , S, = BTWB and y  = 5 f 1BTWrD
m
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Let x = 1 /cr2- By Bayes theorem
x{t\S,Vf9z) ~  Jv(x\£,z)p(Vf \x£ ,z)  
= n(x\€,z)p(Vf\x) (5.6.7)
where Vj- = ^ ( D j ' —D')2. As a function of x 
j= 1
p (^ /k )  ~  (5.6.8)
From equation (5.6.3) p(/?SS|r) r**e_*RSST where k = 2 (rc ,- l) . The
i
prior density of x is assumed to be GaQg,%h). So the posterior density of x, 
7i(x\t;, z) is given by
f t(x \£ ,z)  oc g~i(RSS+/i)T^
Substituting in equation (5.6.7) forp(Vf\x) and k {x |£, z) gives
n(x |{,V/ f z) -  x*~l e-*Vr (5.6.9)
where v = ( m - 1) + k +  g and V  = RSS + Vf + h. The predictive density 
function L(£)  is given by
L(£) = p(D '\{ ,z ,V f ) = ^ (D ' lr .^ z .V /M r lf .z .V /)  dr.
Using results (5.6.6) and (5.6.9) gives
L t f )  -  - ; L r  f “  r ilv- l)e~ ^ /2 dr
V cj Jo










(V C ^ [l+ (D/- g V ] l(v+l)
This is the density function (non-normalised) of a non-central Student t- 
distribution based on v degrees of freedom, centred at p Ty  and with scale factor 
VCt
— i.e.
VCty T A * ^P  v
L(£) = St(v, P y, — L ).
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The posterior density of 4 is given by
* ({ |D '#z) -  * « )L ({ )
since this is a controlled calibration experiment. It is therefore a relatively easy 
matter to calculate the posterior densities ;r(£|D ',z) for a given prior density for 
4, n(4), since L(4) is a non-central Student t density.
5.6.1 Application to the antibiotic assay data
A uniform prior was assumed for 4> in particular
*(£) = , ,  * Ci <, f  < c7(Cl-Cl)
= 0  otherwise.
The posterior density for 4, tt(£|D ',z) is given by
* (f |D '.z )  = ---------------------------------------------------- (5.6.10)
where C/ is a normalising constant. Equation (5.2.13) gives the value of h as 
(g -2 ) / t s = ( g - 2 )cr2 where g is the degrees of freedom associated with the 
residual sum of squares of the calibration experiment and cr2 is the known value 
of a 2. Whereas the value as is known for the simulated data sets, it is not 
known here but can be estimated from past data. There were two other 
independent data sets derived from similar calibration experiments with the same
log concentration levels q , c2 > c 3  » c7. Estimates of a 2 from the two
calibration data sets are given by
X  X  (°1 i j - D y ) 2 X  X  (Du r Du.)2
* 2  _ i=l ;= 1  _ i=l j=l
# 1  "  7 -  :
X  < " l |-«
i=l
'1
7  n 2i _  7  *2i _
X X (D2ij-D 2i.)2 2  £  (D v j-D v .)2
±2 _ i - l j - l  _  * = 1  7 = 1
2 "  2 "  &
X  ( " a - D  *
<=1
7 ^
where .Y  is the pooled within sums of squares for the calibration
;=i7=i
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data and k is the pooled degrees of freedom. The differences in the two estimates 
of cr2 were non-significant, so a pooled estimate, of <r2, was formed using
~ k\ <7? + k2 
ap =  ♦ (5-6-n )p ( +  k2 )
The value of g is therefore taken to be k± + k2 and so the value of h is
pSp{ki + 1^-2 ) .  As there was only one measurement of clearance diameter D '
m
made at the prediction stage, m= 1 in model (5.6.2) so = 0. Hence
j~l
v  is ki + k2 + 0 + g = 2 ( ki + k2 ) and V is given by
R S S  + f ) ( D / - D ' ) 2 + h = R SS  + h = R S S  + +k2 - 2 )
;=i
where &p is given by equation (5.6.11).
The posterior density n(£\D',z) was evaluated at 301 values of £ over the 
calibration range [q  ,c7] and the normalising constant, Cj , evaluated using the 
Nag routine D01GAF. Fig 5.2 shows the posterior density curves for D'  = 12.0, 
D'  = 17.0 and D'  = 23.0. The density curves for £>' = 12.0 and D f -  23.0 are 
highly skewed which is to be expected given the nature of the calibration data and 
since all the relevant information pertaining to the value of 4 is contained within 
the calibration range [cj ,c7]. An obvious point estimate for £ in these two cases 
is the posterior mode. However, the posterior median was also calculated for the 
distributions | D'  =12.00, z) and 7r(f | D * =23.00, z).
Sixty estimates of £ were calculated, both point and interval estimates. Table
5.1 gives the mean absolute errors using both the posterior median and the 
posterior mode.
Table 5.1 also gives details of the interval estimates obtained for £ from the 
posterior distributions of £. Both symmetrical and highest posterior density 
interval estimates were obtained for £ using a 90% probability level and these are 
denoted in Table 5.1 as SY and HP respectively. Interval estimates of £ were 
termed successful if the true value 4 lay within the interval. Study of the results 
shows that the posterior mode is marginally better as a point estimator of £. Also 
the highest posterior density interval estimates are better than the symmetrical 
interval estimates particularly with reference to the number of successful 
estimates. This arises because of the high degree of skewness in the posterior 
distributions of 4 where the true log concentration of antibiotic is close to or equal 








Fig.5.2: Posterior densities for antibiotic assay data
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Table 5.1 Point estimates and interval estimates for £





Maximum width of SY 0.46
interval estimates HP 0.46
Minimum width of SY 0.13
interval estimates HP 0 .1 1
Mean width of SY 0.303
interval estimates HP 0.290
No. of successful SY 53
estimates HP 57
Total no. of estimates 60
Calibration range - 0 .2 2  to 1 .0 0
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estimates occurred where the true log concentration of antibiotic was C7 = 1 .0 0 . 
The upper limits of four of these five unsuccessful estimates were 0.99. A 
comparison of these results with the corresponding results of Chapters 3 and 4 
will be made in Chapter 7.
5.7 APPLICATION TO THE NON-LINEAR SIMULATED DATA SETS
Imhofs method, Eagleson-Buckley’s (E-B) approximation and Solomon- 
Stephens* (S-S) approximation detailed in Sections 5.3, 5.4 and 5.5 respectively 
were applied to the Weibull, Gompertz, Preece-Baines, Bleasdale-Nelder and 
Asymptotic data sets, the same data sets as those considered in Chapters 3 and 4. 
(See Figs. 3.7 - 3.11). The teeth data are not analysed here because an earlier 
analysis in Chapter 3 indicated that a linear model was a more suitable model for 
these data sets. These data sets will be analysed in Chapter 7 using the predictive 
density approaches of Hoadley (1970) and Aitchison and Dunsmore (1975).
Let us consider first the application of the E-B and S-S approximations to 
the Gompertz, Weibull, Preece-Baines, Bleasdale-Nelder and Asymptotic data 
sets.
5.7.1 Comparison of the Eagleson-Buckley and Solomon-Stephens 
approximations
Suppose the model of the prediction stage is given by
Yj' = m )  + e /  j= 1,2,3.
To assess the approximations, twenty values of X  were chosen to cover the 
calibration range of each data set, in fact the same twenty values as those chosen 
to assess the methods of Chapters 3 and 4.
With the E-B approximation the distribution of RSS/cr2, where RSS is the 
residual sum of squares for the calibration experiment, is approximated by 
c*Xv + d* where c* , d* and v are given respectively by equations (5.4.7) and
(5.4.5). Table 5.2 gives the values of c*,d* and v for each of the five data sets. 
Using the Solomon-Stephens approximation involves approximating the 
distribution of RSS/cr2 by c*(Xp)d where c* is given by equation (5.5.9) and p 
and d are solutions of equations (5.5.5) and (5.5.6). The values of c*, p  and d 
are given in Table 5.2 also. It is interesting to note that the E-B approximation is 
. based on a much smaller number of degrees of freedom than the S-S 
approximation. For the E-B approximation the posterior density of f, Y ', z) 
is given by equation (5.4.10) whereas for the S-S approximation it is given by 
equation (5.5.11).
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*c d * V *c d P
Gompertz 0.990 0.397 74.16 0.0064 1.726 224.54
Weibull 0.990 0.399 74.13 0.0064 1.726 224.48
Preece-Baines 0.985 0.557 72.16 0.0065 1.725 219.36
Bleasdale-Nelder 0.990 0.404 74.07 0.0064 1.726 224.32
Asymptotic 0.993 0.287 75.53 0.0064 1.726 228.08
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Three different prior densities for 4 were assumed:
(i) a uniform density on [x{ ,x„] so that 
1
*1 < 4 <
(*n-x  l)
= 0  otherwise.
(ii) a triangular density on [jtj ,x„] so that
4({-* i)
*({) =
(xn- x  i )2 
(*„-*! )2
=  0
AT! 2  £  £  i ( * i  + x „ )  
IUi
otherwise.
(iii) a truncated non-central Student density so that
1_
N( 1 + T7)5xx
N/ 2
= 0 otherwise.
Here N  is the number of observations (xt- ,Yt) constituting the calibration
_  1*1 n  ( X i - X ) 2
data, x  = —— , Srv = y  ■ and Cs is a normalising constant.N ( N - \ )  * 6
The uniform density for 4 was used with all five data sets whereas the 
triangular density was used with the Gompertz, Preece-Baines and Bleasdale- 
Nelder data sets only. The truncated Student prior was used with the Weibull and 
Asymptotic data sets only. Fig. 5.3 shows the posterior distributions of 4 for the 
Preece-Baines data set assuming a uniform prior for 4 and using both 
approximations. The true value, equals X\ which is 4.00. The figure clearly 
shows that there are only small differences in the two posterior distributions and 
both are very skewed to the right. One would expect the posterior distributions to 
be skewed in this way since all the information pertaining to the value of 4 is 
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X
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Point estimates for £ were calculated using both the posterior mode and 
posterior median. Tables 5.3 and 5.4 give the mean absolute error for each of the 
five data sets when using a uniform prior density. Examination of these two 
tables shows that both approximations give good estimates for £ even when the 
number of replications, m, is only one. This latter statement is further confirmed
A A
by Fig. 5.4 which shows the median, £mcdian and the mode, fmode» plotted against 
the true value, f°r the Weibull data with m = 1 and using the S-S 
approximation. The 45° line represents zero error. Tables 5.3 and 5.4 indicate that 
there is virtually no difference in the two approximations, their mean absolute 
errors agreeing to one decimal place. The tables also indicate that the use of the 
posterior mode rather than the posterior median produces a lower mean absolute 
error for all the data sets except the Gompertz data set and the Weibull data set 
with m -  1. The difference is most marked for the Preece-Baines data set. Fig.
A A
5.5 shows the modal estimate (£mode) and the median estimate (fmedian)» plotted 
against the true value, £, for the Asymptotic data set using the E-B approximation. 
The 45° line represents zero error. It shows clearly a good feature of this 
predictive density approach using an approximation to the distribution of RSS, 
namely that where the spline is rather flat and the calibration data are therefore 
not very informative concerning the value of £, the errors are larger . For the 
Asymptotic data set this occurs when £ > 11 approximately (see Fig. 3.11).
By way of illustration, Tables 5.5 and 5.6 give the mean absolute error when 
using the triangular prior for £ and Tables 5.7 and 5.8 give the mean absolute 
error when using the Student prior for £ for a selected number of data sets. Again 
these tables demonstrate that as far as point estimates are concerned, the two
A
approximations are equally good. Let 4U be the posterior median when one
A
assumes a uniform prior density for £ and %Tr be the posterior median when one
A A
assumes a triangular prior density for £. Fig. 5.6 shows 4U and 4rr plotted against 
the true value, for the Gompertz data set using the E-B approximation. The 
prior mean is i(Jt1 +Jt2) which equals 6.715. Again the 45° line represents zero 
error. Fig. 5.6 shows that can be thought of as a shift of %u towards the prior 
mean, the shift being largest when the calibration data are least informative. For 
this data set this is when 0 < £ < 3 and £ > 11 approximately (see Fig. 3.7).
With regard to interval estimates for £, 90% symmetrical interval estimates 
for £ were constructed from the posterior distributions of £. An interval estimate 
was termed successful if the true value £ lay inside the interval. Also 90% highest 
posterior density (HPD) interval estimates for £ were constructed from the 
posterior distributions of £.
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Table 5.3 Mean absolute error when using the mode 
and a uniform prior for £
Data set E-B S-S Calibration
approximation approximation range
Gompertz 0.38 0.38 0 - 13.43
Weibull
m=l 1.72 1.72
m= 2 0 .8 6 0 .8 6 10 - 79.52
m=3 0.70 0.69
Preece-Baines 0 .1 2 0 .1 2 4 - 19.8
Bleasdale-Nelder 3.20 3.20 20 - 178
Asymptotic 1 .11 1 .1 1 1 - 21.74
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Table 5.4 Mean absolute error when using the median 
and a uniform prior for f
Data set E-B S-S Calibration
approximation approximation range
Gompertz 0.35 0.35 0 - 13.43
Weibull
m=l 1.62 1.62
m= 2 0 .8 6 0 .8 6 10 - 79.52
m=3 0.74 0.73
Preece-Baines 0.17 0.17 4 - 19.8
Bleasdale-Nelder 3.32 3.31 20 - 178









Fig.5.4: Comparison of point estimates 
(Weibull data set, S-S approximation)
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X Estimate using median 


















Fig.5.5: Comparison of point estimates 
(Asymptotic data set, E-B approximation)
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X Estimate using median 






15 20 250 5 10
True value
- 164 -
Table 5.5 Mean absolute error when using the mode







Gompertz 0.45 0.45 0 - 13.43
Preece-Baines 0.14 0.14 4 - 19.8
Bleasdale-Nelder 3.26 3.25 20 - 178
Table 5.6 Mean absolute error when using the median 







Gompertz 0.43 0.43 0 - 13.43
Preece-Baines 0.14 0.14 4 - 19.8
Bleasdale-Nelder 3.22 3.21 20 - 178
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Table 5.7 Mean absolute error when using the mode







Weibull 0.74 0.74 10 - 79.52
Asymptotic 1.26 1.25 1 - 21.74
Table 5.8 Mean absolute error when using the median 







Weibull 0.75 0.75 10 - 79.52









Fig.5.6: Comparison of point estimates 
(Gompertz data set, E-B approximation)
1 4
X Estimate using Triangular prior 
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Tables 5.9 and 5.10 give details of the symmetrical and HPD interval 
estimates for £ respectively. Both the E-B and S-S approximations produce good 
interval estimates for £ and comparison of the results in the two tables shows that 
those obtained using the S-S approximation are marginally more precise than 
those obtained using the E-B approximation. Where the posterior distributions of f  
are nearly symmetrical the HPD and symmetrical interval estimates for £ will 
differ very little but where the distributions are skewed, the HPD interval will by 
definition give the shortest interval for a given probability content. Many of the 
posterior distributions of £ were skewed and this is reflected in Tables 5.9 and 
5.10 where the mean width of the HPD interval estimates for £ is smaller than 
that of the symmetrical interval estimates for all the data sets and with both 
approximations.
Tables 5.11 and 5.12 give details of the interval estimates for £ when using a 
triangular prior for £ and a truncated Student prior for £ respectively. Here only 
symmetrical interval estimates were constructed. Examination of these results 
shows that the differences in precision of interval estimates obtained using the 
two approximations is negligible and in fact the E-B approximation has a higher 
proportion of successful estimates for the Bleasdale-Nelder data set when using a 
triangular prior. Comparison of Tables 5.11 and 5.12 with the corresponding 
results in Table 5.9 shows that as expected interval estimates obtained when using 
a triangular or Student prior are generally narrower than those obtained when 
using a uniform prior.
5.7.2 Comparison of ImhoPs method, the Eagleson-Buckley approximation 
and the Solomon-Stephens approximation
The posterior density ;r(£|Y ',z) using Imhof’s method is given by equation
(5.3.6) and is very complicated because it involves a double integral and one of 
the integrands cos $(u ,y)/p (u)  is oscillatory (see Fig. 5.1). In addition 0 (u ,y ) 
and p(u) are defined as
0(u .y)  = i  t  tan~\Xiou) -  (RSS] Uy (5.7.1)
;=3
/>(«) = n  (l+A&n2). (5.7.2)
i=3
Equations (5.7.1) and (5.7.2) are fairly time-consuming to evaluate when n = 80 
as it is for the five simulated data sets.
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Table 5.9 Symmetrical interval estimates for {

















E-B 2.84 0.82 1.82 19/20
s-s 2.83 0.81 1.80 19/20
Weibull
E-B 10.15 2.51 4.59 20/20
S-S 9.97 2.55 4.57 20/20
Preece-Baines
E-B 3.40 0.24 0.94 19/20
S-S 3.40 0.23 0.93 19/20
Bleasdale-Nelder
E-B 32.54 4.84 16.51 18/20
S-S 31.97 4.75 16.17 18/20
Asymptotic
E-B 9.54 1.43 5.84 20/20
S-S 9.46 1.41 5.76 20/20
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Table 5.10 HPD interval estimates for £

















E-B 2.62 0.82 1.79 19/20
S-S 2.82 0.80 1.77 19/20
Weibull
E-B 10.06 2.51 4.55 20/20
S-S 9.83 2.44 4.42 20/20
Preece-Baines
E-B 3.28 0.20 0.93 19/20
S-S 3.06 0.19 0.90 19/20
Bleasdale-Nelder
E-B 32.54 4.83 16.47 18/20
S-S 31.93 4.74 16.14 18/20
Asymptotic
E-B 9.55 1.25 5.69 19/20
S-S 9.41 1.23 5.59 19/20
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Table 5.11 Interval estimates for £

















E-B 2.29 0.82 1.67 19/20
S-S 2.26 0.81 1.65 19/20
Preece-Baines
E-B 2.60 0.29 0.87 19/20
S-S 2.57 0.28 0.87 19/20
Bleasdale-Nelder
E-B 28.22 4.58 15.66 18/20
S-S 27.84 4.50 15.34 17/20
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Table 5.12 Interval estimates for 4 

















E-B 9.69 2.51 4.53 20/20
S-S 9.53 2.55 4.52 20/20
Asymptotic
E-B 8.58 1.52 5.67 20/20
S-S 8.52 1.49 5.59 20/20
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The evaluation of the normalising constant Cj in equation (5.3.6) involves triple 
numerical integration. The result of all these facts is that the evaluation of the 
posterior distribution | Y ' ,z) is very time-consuming. For the assessment of 
the E-B and S-S approximations twenty values of X  were chosen to cover the 
calibration range and twenty posterior distribution of £ constructed for each data 
set using a variety of prior densities for f. Because it was so time-consuming to 
construct a posterior distribution of f  using Imhof’s method, it was decided to 
assume a uniform prior only for £ and construct the twenty posterior distributions 
for the Bleasdale-Nelder data set only. Fig. 5.7 shows two posterior density 
functions, n(£ |Y ',z) for the Bleasdale-Nelder data set using Imhofs method and 
the S-S approximation. The true value of £ is 162.0. The differences between the 
two density functions are very small. Fig. 5.8 shows two posterior density 
functions, *r(£|Y',z) for the Bleasdale-Nelder data set using Imhofs method and 
the E-B approximation. The true value of £ is 96.0. This shows the two posterior 
densities to be identical. Fig. 5.9 shows the twenty posterior medians obtained 
using Imhofs method, the E-B approximation and the S-S approximation, plotted 
against the true value £. The 45 ° line represents zero error. The figure shows 
that the point estimates obtainable from the three approaches are virtually 
identical. The mean absolute errors are the same to one decimal place too, 
whether the mode is used or the median is used. Fig. 5.9 also shows that all three 
approaches produce good point estimates of £.
This degree of closeness in the median and modal estimates obtained from 
the three approaches, is mirrored in the remaining four data sets namely, 
Gompertz, Weibull, Asymptotic and Preece-Baines data sets. For these four data 
sets, three values of X  were chosen, two from either end of the calibration range 
and one from the middle. Three posterior distributions of £ were constructed for 
each data set, assuming a uniform prior for {. Tables 5.13 and 5.14 give the 
point estimates £mode anti ^median f°r tiie four data sets. In some cases, the point 
estimates of £ obtained from the three approaches, are identical, whether one uses 
the posterior mode or the posterior median and in the majority of cases they agree 
to one decimal place.
Three symmetrical interval estimates for £ and three HPD interval estimates 
for £ were constructed using a 90% probability level. Tables 5.15 and 5.16 give 
the widths of these interval estimates. The unsuccessful interval estimates are 
denoted by (F). Study of these results reveals that there are minimal differences 
in the three interval estimates with respect to both width and number of successful 
estimates. The interval estimates obtained using the S-S approximation appear to 
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Fig.5.8: Comparison of posterior densities (£ = 96.0)
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Table 5,13 Point estimate fmode 











Gompertz 1.31 1.31 1.31 0.85
8.37 8.37 8.37 8.16
12.56 12.56 12.56 11.90
Weibull 11.98 11.98 11.94 11.75
44.90 44.90 44.42 45.00
75.44 75.45 75.22 76.50
Preece-Baines 4.00 4.00 4.00 4.00
10.31 10.31 10.30 10.40



























Gompertz 1.27 1.26 1.27 0.85
8.40 8.40 8.40 8.16
12.38 12.39 12.38 11.90
Weibull 12.12 12.11 12.09 11.75
44.91 44.92 45.00 45.00
75.01 75.05 75.04 76.50
Preece-Baines 4.08 4.07 4.07 4.00
10.31 10.31 10.31 10.40














Table 5.15 Widths of symmetrical interval estimates for £
assuming a uniform prior for |
(90% probability level)
Date E-B S-S Imhofs Calibration
set approximation approximation method range
Gompertz 2.45 2.43 2.45
1.17 1.16 1.17 0 - 13.43
2.20 2.18 2.20
Weibull 3.99 3.91 3.75
2.77 2.77 3.63 10 - 79.52
8.93 8.79 8.83
Preece-Baines 0.24(F) 0.23(F) 0.24(F)
0.81 0.80 0.81 4 - 19.8
2.93 2.88 2.93
Bleasdale-Nelder 4.84 4.75 4.84
17.47 17.06 17.47 20 - 178
31.27 30.84 31.26
Asymptotic 2.48 2.44 2.48
7.42 7.25 7.42 1 - 21.74
7.55 7.47 7.55
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Table 5.16 Widths of H.P.D. interval estimates for £
assuming a uniform prior for £
(90% probability level)
Date E-B S-S Imhofs Calibration
set approximation approximation method range
Gompertz 2.35 2.34 2.35
1.18 1.15 1.17 0 - 13.43
2.06 2.04 2.06
Weibull 3.86 3.79 3.75
2.77 2.69 2.94 10 - 79.52
8.66 8.32 8.41
Preece-Baines 0.20 0.19 0.20
0.81 0.78 0.81 4 - 19.8
2.85 2.83 2.85
Bleasdale-Nelder 4.83 4.74 4.81
17.42 17.03 17.42 20 - 178
31.04 30.62 31.04
Asymptotic 2.48 2.44 2.47
7.26 7.03 7.26 1 - 21.74
7.13 7.06 7.19
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It is interesting to note that the only unsuccessful interval estimate is that obtained 
for the Preece-Baines data set using a symmetrical interval estimate. The 
corresponding highest posterior density interval estimate is successful. This is 
because the posterior density function ;r(£| Y ',Z) is skewed to the right (see Fig. 
5.3). One would expect the posterior distribution of £ to be positively or 
negatively skewed where the true value, £ was very close to or equal to X\ or xn 
respectively since all the information pertaining to the value of £ *s contained 
within the calibration range [xi ,x n~\. Because of the positive skewness in this 
particular posterior distribution, both the posterior mode and HPD interval are 
better estimates for £ than the posterior median and symmetrical interval estimate 
(see Tables 5.13, 5.14, 5.15 and 5.16).
5.8 CONCLUDING REMARKS
This chapter has considered four approaches based on predictive densities.
(a) Imhofs method (Section 5.3)
(b) Eagleson-Buckley approximation (Section 5.4)
(c) Solomon-Stephens approximation (Section 5.5)
(d) Interpolating spline approach (Section 5.6)
Approaches (a) - (c) involve an approximation to the distribution of the residual 
sum of squares associated with the calibration experiment and result in a 
predictive density function, L(£), which does not have a closed analytical form 
but which requires numerical integration for its evaluation. Approach (d) results in 
a predictive density function which is a non-central Student density.
All four approaches (a) - (d) resulted in good point and interval estimates 
for £. Because many of the posterior distributions of f  were skewed the highest 
posterior density (HPD) interval estimates for £ were narrower than the 
corresponding symmetric interval estimates and in the case of the antibiotic assay 
data , the use of HPD interval estimates rather than symmetrical interval estimates 
resulted in a higher number of successful estimates. It would therefore seem
sensible to use HPD interval estimates for £. With regard to point estimates, the
differences between the posterior mode and posterior median were most 
pronounced when a uniform prior was used. In this case, the posterior mode 
seemed to be marginally better as a point estimate than the median. Because of 
the skewness of many of the posterior distributions of £ it might be argued that 
the median should be used as it is a robust estimator. However the mode is the
only point estimate which lies within the 100(1 -  a)% HPD interval for all
a  (0<a^l). It is therefore recommended that the posterior mode is used as a
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point estimator of in conjunction with highest posterior density interval 
estimates for f.
With regard to the three approaches (a) - (c), the Solomon-Stephens 
approximation produced marginally more precise interval estimates for f. The 
Solomon-Stephens approximation utilised all the degrees of freedom associated 
with the residual sum of squares, RSS, whereas the Eagleson-Buckley 
approximation was based on a much lower number of degrees of freedom. Both 
the Eagleson-Buckley and Solomon-Stephens approximations worked well on all 
the data sets, were quick and easy to use and did not appear to have any 
disadvantages from either the statistical or computing point of view. However, 
Imhofs method was not easy to implement and was very time-consuming. 
Despite using a Nag routine ideally suited to an oscillatory integrand, there were
problems with round-off error when evaluating cos 6(u ,y)  ^  where $(u,y)
and p(u) are given by equations (5.7.1) and (5.7.2). The results obtained using 
Imhofs method were virtually identical to those obtained using the Eagleson- 
Buckley approximation, for all the data sets except the Weibull data set and for 
this latter data set the Solomon-Stephens approximation produced marginally 
better results overall than those obtained using Imhofs method.
In conclusion therefore, the following recommendations are made :
(i) Use the Solomon-Stephens approximation to the distribution of RSS.
(ii) Use the posterior mode as a point estimator of £.
(iii) Use highest posterior density intervals as interval estimates for £.
Recommendations (ii) and (iii) apply to approach (d) where the spline is an 
interpolating rather than a smoothing spline. This was the approach used for the 
antibiotic assay data.
All the results obtained in this chapter using the Solomon-Stephens approximation 
will be compared in Chapter 7 with the corresponding results in Chapters 3 and 4.
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6. TWO NON-PARAMETRIC APPROACHES TO PROPORTIONS
6.1 INTRODUCTION
This chapter will consider firstly a non-parametric approach to proportion 
data arising from a Binomial model. Silverman (1985) states that the spline 
smoothing approach, which was first considered in Chapter 3, can be extended to 
produce generalised smoothing which has certain similarities with generalised 
linear models (McCullagh and Nelder, 1989). Consider the model given by
Yi =/(*,•) + i= l,2 ,...,/i
where a < X\ < < xn < b, / e  W2 and the random errors (i= l,2 ,...,/i)
are assumed to be uncorrelated with mean zero and variance cr2/w/ where the 
weights are known. In Section 3.1.2, Chapter 3, the following constrained optimi­
sation problem was considered : minimise
t  wi -  l ' ; ) 2  +  «  f  [ T ( * ) ] 2 < f r  ( 6 . 1 . 1 )
i= 1 a
subject to / e  W2 and a > 0 (i.e. expression (3.1.9) with m = 2). The solution is
a natural cubic smoothing spline with knots at the data points
{*;} 1 = 1,2,3,...,/!.
Suppose now the sum of squares term in (6.1.1) is replaced by a function 
p(Yi t f(xi)) where p(Y  ,<p) is a function of a real parameter <p and the
observation Y. It is usual to take -£p(Y ,p) as the log likelihood or partial 
likelihood of <p given Y for some parametric family of distributions. In this 
thesis, -Jp (Y ,p ) will be taken to be the log likelihood of q> given Y. Let
S g l  =  Z P d ' i . / U i ) )  +  a j b [f"(x)]2dx (6.1.2)
i - 1 a
Now - \S GL{f)  is a penalised version of the log likelihood function of <p 
given Y where <pT = ( f(x i)  f ( x 2),.--,f(xn)) and varying the choice of p produces 
non-parametric versions of many regression techniques, such as logistic regression 
(Silverman, 1985). As mentioned above, the first approach of the chapter is 
concerned with Binomial proportion data so the approach produces a non- 
parametric version of logistic regression.
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62  A NON-PARAMETRIC VERSION OF LOGISTIC REGRESSION
Suppose that N  individuals/experimental units are under study and that for 
each individual/unit there are only two responses, a positive response and a 
negative response. We will assume that there is only one explanatory variable, X. 
Suppose also that these N  individuals/units are divided into n homogeneous 
groups of size m, (i= l,2 ,3 ,...,w ) such that the ith group, of size m,, corresponds 
to level i of X, jc,. Therefore mj + m2 + m3 + ... + mn = N. We are interested
in observations of the form where Z, is the number of
mi m2 mu
positive responses within the ith group (i= l,2 ,3 ,...,n ). If all the observations on 
the individuals/units within the same group are independent and P(A positive 
response) = 0, is the same for all individuals/units within the same group, then Z, 
is a Binomial random variable with parameters mi and 0/ (i= l,2 ,...,/z). The log 
likelihood function of 0 given Z is given by
In L (0 ; Z) = 1°
*=l
0,
1- 0, + 2 In (1-0,) i=i






F,ln Oi ' + 2  Mi ln 0
i=li-0 ,
F,ln ’  i^ + In (1-0,) 
-
!-0 ,= 5 > ,i= 1
The logistic model assumed for the data is given by
0>
(6.2.1)
logit (0,) = In
1- 0; = /(* ,)
(6.2.2)
where /  is a smooth function. An equivalent statement of model (6.2.2) is given 
by
Z;
m; = E(Yi) = 0, =
/(Xi)
1 + / U)
i= l,2 ,...,w . (6.2.3)
It was stated above that -Jp(Y ,p) is taken to be the log likelihood, so p (F ,, <p{) 
is defined by
Oip(Yh q>i) = -2m, F, ln + ln (l-0 ,)
where 0, = e ^  /  (\ + e 9i). Using equation (6.2.3) and the fact that q>x = /(* ,)
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gives
g - f M  1
p(Yi,f(Xi)) = -2m; Y;/(*;) + In
[l+e-H J
= + ln (1+e-^ ) ] . (6.2.4)
Substituting for p(Yi f f (x i )) in equation (6.1.2) gives the following expression for
^GL'
SGL(J) = 2 i « £ ( l - f i ) / ( x j )  + ln (l+ e -/u ,))]
1 = 1
+ a \ * [ f " ( x ) \ 2dx.  (6-2.5)
A A
Suppose that SGi ( f )  has a finite minimum at /  = / ,  it can be shown that /  is a
A
spline function satisfying (3.1.4), with p = 4, ( Silverman, 1985). So / i s  a natural
A
cubic spline with knots {*, }. Silverman (1985) states that /  will exist provided 
that + ln (l+ e~ ^ x^ )] has a finite minimum in the space of all
i=i
linear functions / .
6.2.1 A quadratic approximation to the log likelihood
Let fT = ( f ( x i ) f ( x 2) . . . f ( x n)) .From (6.1.2)
Sgl  =  5 > ( Y ;  , / ( * ; ) )  +  a  j b\ f " ( x ) ] 2dx.
1 = 1  0
It will be recalled that -Jp (Y ,f) is the log likelihood of f given Y, so let 
- iP (Y ,f)  = ln£(f,Y ). Then,
- i Sgl = lnL(f, Y) -  \a j b[f"(x)]2dx. (6.2.6)
Suppose, as in Section 3.2.2, Chapter 3, a prior for f  of the form
P (0  -  f r  j b[ f " ( x ) ] 2dx  
l a 2 Ja
is assumed. If one takes <r2 = 1, then - \S GL, given by equation (6.2.6), represents 
the posterior log likelihood of f. Using the same notation as Section 3.1.3, 
Chapter 3,
f = B y  and j*[f"(x)]2dx = r TCly.
The n x n matrix 12 is a symmetric positive semi-definite matrix. Substituting for
- 185 -
y  gives
<*l*[f"(xj\2dx = a ( f i -1f )TQ (B -1f) = fTE f
where E = a (5 -1)T C2B-1 = a(B T)_1QJ?_1. Now from equation (3.1.13c), the 
spline smoother, f a, which uniquely minimises (6.1.1) satisfies the equation
(Bt WB + a a ) B - \  = BTWY
Pre-multiplying the above by (£ T)-1 gives
(W + £)?a = WY
where W is an n x n diagonal matrix with entries wt and Y is an n x 1 vector
given by YT = (Yl Y2  Yn) . It follows that the n x n matrix E is independent
of the choice of B-splines and it can be shown that E is a symmetric positive 
semi-definite matrix. So equation (6.2.6) becomes
- i SGL = In L ( f ; Y) -  J fT£f. (6.2.7)
Let fT = ( / (*i) f(X2 ) f ( xi ) ...... /(jc„)) and let us consider expanding (up to the
A t
second-order) the log likelihood of f given Y, ln L ( t ; Y), about f = f.
ln £ ( t ; Y) = ln £ ( f ; Y) + ( f - f ) V In £ ( f ; Y) | f=?
-  i( f -? )T /T ( f -? ). (6.2.8)
The matrix K  is called the sample information matrix (Edwards, 1972) and it fully 
specifies the quadratic approximation to the log likelihood surface in the region of 
f = f. The ij th element of K  is defined as
„  __ - J 2lnL(f(x)) . 
iJ ~ dfidfi lf=?
where f t = f ( x L) and f j  = f{xj).
In £ ( f ; Y) ~  ( f -? )V ln £ (f ;Y ) |f=f -  J (f-? )T AT ( f - f )
where means "as far as it involves f ". Substituting for ln L ( f ; Y) in (6.2.7) 
gives approximately
- i S GL  ~  ( f - f )  V In £ ( f ;  Y) I f = ,  -  i ( f - f ) T  K  ( f - f )  -  i  fTEf. (6.2.9)
Suppose Y has a multivariate normal distribution with mean p , covariance matrix
£  and p.d.f g(v). Then the log likelihood of V is given by
lng(v) oc - ^ ( v - ^ T i r ^ v - ^ )  (6.2.10)
Since - \S qi represents the posterior log likelihood of f  , it can be seen by 
comparing (6.2.9) and (6.2.10) that the posterior distribution of /  is an
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approximate multivariate normal distribution.
6.2.2 The equivalent weighted least squares problem
Now let us look at the first two terms of (6.2.9) in more detail. 
Consider firstly the term (f -f )  V ln£(f;Y )|f=f .
V ln£(f;Y) =












= ~ iP 2(Y,f)
So the first term of (6.2.9) is given by
( f - f ) V ln L ( f ; Y ) | t_j  =  - J ( f - f )  p 2 ( Y , f ) .
Consider the second term of (6.2.9) in more detail. In particular, consider a 
diagonal element of the sample information matrix K, Kit.
Ku = \fl=hxi) = i W (J,) = i P 2 2 (Y j i)
dp iJ iJ i)Now p (Yi.fi) is a function of Tt and /(* ,) only, s o  —----- = 0. It therefore
follows that Kij = 0 i + y and so K is a diagonal positive definite matrix with
A
diagonal elements i P 2 2 (^ ;» /i)- Hence the second term of (6.2.9) is given by 
-  l ( f - f ) T K ( f - b  =  - i ( f - f ) T P 2 2 (Y ,? ) ( f—f ) .
The expression (6.2.9) therefore becomes
- iSCL( f ) -  - l ( f - f ) p 2 (Y ,? )  -  i ( f - ? ) TP 2 2 ( Y ,? ) ( f - f )  -  J  f* \ f" { x ) fd x
SGL(f)  ~  ( f - f ) p 2( Y , f )  +  i ( f - ? ) TP 2 2 ( Y , f ) ( f - t )  +  a  ] ba \ j" ( x ) fd x .
Let w,* =ip22(ri,/f)|/i=/i =lp22(ri,/(2ti)) (6.2.11)
Now ( f - f ) p 2(Y ,? )  +  i ( f - ? ) Tp 22( Y ,? ) ( f - f )
= £(/;-/,)P2(*';./i) + iZ  H-* (fi-fi)2 
i= 1 i= 1
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Substituting into the above expression for SGL gives
Sai f )  “ t i f i - fdPi iY iJ i )  + + « f*[TC*a2* -
i=l i=l
(6.2.12)
Now 2  ( f i - f i )P 2 (Y iJ i)  + X  
1 = 1  1= 1
= 5 > ;
i=l
£  *= E  w/
1=1
A A'
PlT- + / i2 -  2 /,/;  + / , 'W; /= 1
Let
/ i  2/i
Pi
P l
f i  2 w* "  Z  P l f  i •i=l
A A K /  A






then expression (6.2.13) becomes
£  w*( / (x ^ -Y * )2 -  £  [tv* ( y ‘2- / , 2 ) + P a /,3 .
/=! i=l
Substituting into (6.2.12) gives
Set ~  X  + a  J [ /" U )]2^
1 = 1  a
(6.2.15)
where means "as far as it involves f ". The values Y* are called pseudo­
observations and the weights w* are called pseudo-weights.
The posterior distribution of /  for the weighted least squares problem 
corresponding to expression (6.2.15) is precisely the approximate multivariate 
normal distribution referred to in Section 6.2.1 above. Hence all the methods for 
generating the posterior distribution of £ described in Chapters 3, 4 and 5 can be 
applied here using the observations (xitY*) and associated weights w* 
(i= l,2 ,3 ...,n ). The first step in the procedure for generating the posterior
A
distribution of £ is to obtain the spline estimate / ,  which uniquely minimises 
SGL(f)  defined by equation (6.2.5).
6.2.3 The calculation of the spline estimate f
From equations (6.2.11) and (6.2.14) respectively, w * and Y* are defined as
wi =  l p 22 ( Yi ’f ( xi))
P lW iJU i))
Y- = /(* ;) -
2 w*
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For the model under consideration, p is given by equation (6.2.4), namely, 
p (^ ,/ (* i) )  = Z m .C d -r^ /U i) + ln ( l+ e - /u > )]
Let Ui = /Oq) then p(Yit u{) is given by
p(Yi ,u i) = 2m,[(l-yi)Mi + ln ( l+e““')]
P2(Yi ,u i) = | 2 -  = 2 m j[ ( l- r{) --------4 - ]
Sui (1+e )
duf (1+e' )2 
So the equations for w* and Y* are given by
m J iXi)
=  4 7 T T  (6.2.16)
W;
Wj d-y,-) - 1 + e/(^ •)
(6.2.17)
The spline function which minimises the objective function (6.2.15) subject to 
/  e W2 and a  > 0 can only be obtained by using an iterative process because as 
can be seen from equations (6.2.16) and (6.2.17), both Y* and w* depend on the
A
fitted values, /(*/), for which only current estimates are available. The process 
consists of the following steps:
(1) Fit a cubic smoothing spline to the observations (jq,T/) using weights
A
W; = 1.0. This produces a spline estimate/i.
(2) Calculate the pseudo-observations Y* and w* using equations (6.2.16) and
(6.2.17) with / (* ;)= /! (* ,) .
(3) Fit a cubic smoothing spline to the observations (xifY*) using weights w*. 
This produces a current spline estimate, f c.
(4) Calculate the pseudo-observations Y* and w * using equations (6.2.16) and
(6.2.17) with/(* ;)= £ (* ;) .
(5) Repeat steps (3) and (4) until the spline estimates converge.
6.2.4 Comparison with generalised linear models
The formulae for evaluating w* and Y* (equations (6.2.11) and (6.2.14) 
respectively) are closely related to those of generalised linear models (GLM, 
McCullagh and Nelder, 1989). Consider the equivalent generalised linear model, 
namely a linear logistic regression model given by
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logit (0,) = ln Oj
1-0,
= p0 + p xXi i= l,2 ,...,/i.
The linear predictor is denoted by tji and is defined as rji = pQ + j&i*,-. Hence
*i =
1+e *7/
Let Pi = £(Zt) where Z, is the number of positive responses in the ith group 
of size m,. The relationship between rj, and p t is given by the /m& function, g,
Vi = = In
ai,
i= l,2 ,...,/i.
With GLM, the maximum likelihood estimates of Pq and p x are obtained by 
using iterative weighted least squares. The formulae equivalent to equations 







where V is the variance function.
For the linear logistic model, these formulae become
m:e'





-  ( P o + P i xi) +  r
W :
Y i ~
J o + P i X i
1=1,2,...,/!.
Comparison of the above equations with equations (6.2.16) and (6.2.17) reveal
many similarities. The variable Y* is called the adjusted dependent variable and
the maximum likelihood estimates of Pq and p x are obtained by using an iterative
2
* 1 process which consists of regressing Y on X  using weights — dp
drj
, obtaining
new estimates for p0 and p x and continuing until changes in estimates are
- I n ­
sufficiently small.
6.2.5 Application to simulated data sets




[l + exp (P-yx)]1/5
f i x )  = ln 6
(1- 0)
= ln
[l + exp (p -yx )] l!5 -  1
(6.2.18)
with p  = 5.691, y  = 0.777 and 8 = 1.619.
(2) Gompertz model
0 -  exp (-exp {p-yx))
0f i x )  = In = ln 1exp (exp ip -yx))  — 1 (6.2.19)G -0)
with p  = 2.106 and y  = 0.388.
For each calibration data set there were sixty knots and four values of Y 
were simulated at each knot value. So the calibration experiment model is given 
by
i= l,2 ,...,6 0  
— J' " £=1,2,3,4^ik — + £ik ~ + e*.
where and /(* , ) for the Richards and Gompertz models are given by equations
(6.2.18) and (6.2.19) respectively. It is assumed that miYik has a Binomial 
distribution with parameters mt- and 6r  For both data sets 
mi = m2 = ... = m60 = 70. The Gompertz and Richards calibration data sets 
therefore consisted of 240 observations ix^Y ik) where Y& is the £th proportion of 
positive responses at knot value xr  Using the iterative process outlined in Section
A
6.2.3 above, the spline estimate, / ,  was calculated for each calibration data set. 
Suppose this is called the iterative estimate. Figs. 6.1 and 6.2 show the Richards
A
model curve given by equation (6.2.18) and the iterative estimate, / ,  using the 
original probability scale and the logit scale respectively. The spline estimate, / ,  




















Fig.6.2: Transformed Binomial proportions (Richards data set)
Iterative estimate 




Fig. 6.2 shows, in addition, the spline estimate Jew* (called the equal weights
estimate) obtained by minimising
60 _  ,
E  -  r,)2 + a $ [g"(xj]2dx
i=l
subject to g e W2 and a  > 0. Here the weight attached to knot i (/= 1,2,....60) is 
four and Ff is the mean of the observations Yik at knot /. It will be seen that the 
resulting spline estimate Jew does not approximate the model curve at all well for 
X  < 4 and X > 11 approximately. The corresponding graphs for the Gompertz 
calibration data set are given in Figs. 6.3 and 6.4. These figures show that the
A
iterative spline estimate, / ,  is an excellent estimate as it is very close to the model 
curve given by equation (6.2.19). Again Fig. 6.4 shows Jew to be a poor estimate 
at the ends of the calibration range (i.e. X  < 3 and X > 15 approximately).
The conclusion of Sections 6.2.1 and 6.2.2 was that the posterior distribution 
of /  approximates to a multivariate normal distribution which is the posterior 
distribution for the equivalent weighted least squares problem where pseudo­
weights w* are attached to pseudo-observations (jq,Y*)  i= 1,2,...60. Suppose 
m* observations Yj' are observed at the prediction stage of the calibration process
Y '
corresponding to an unknown value of X, £. Let Y*' = In —— - and suppose
\ * * j )
E( Yj f) = rj y=l,2,...m *. It will be recalled from Section 3.2.2, Chapter 3, that 
the three steps in constructing the posterior distribution of £ are as follows;
(i) Generate posterior realisations of / .  Suppose such a realisation is denoted 
as Js .
(ii) Generate posterior realisations of rj. Suppose such a realisation is denoted as 
t7V.
(iii) Calculate for as many values of s and v as are required.
With particular reference to (i), the posterior distribution of /  is a truncated
multivariate normal distribution given by (hi (y, S~l ) where
MON
S = (a a  + B TW’B ) 
f  = S-15 t W'*Y*
Here Y is defined as (Fj Y2 Y3 ...F ^ ) where Yi is the mean of the pseudo- 
observations Y* at knot i. Also W* is a 60 x 60 diagonal matrix with entries w* 





























Fig.6.4: Transformed Binomial proportions (Gompertz data set)
Iterative estimate 
Estimate (equal weights) 
Model curve_________
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With particular reference to (ii), the posterior distribution of rj is given by
-m *(v-Y * ')2
pin  |y * )  = 2 7TC72
-1
* expm . 2a
f s(*i) S ' / S ?AX„)
= 0 otherwise
where Y '  is the mean of the m observations Yj '.
With particular reference to step (iii) above, suppose s= \,2 ,.. . ,n  and 
v = 1 , 2 giving mn posterior realisations of £. It may recalled that in 
Chapter 3, Section 3.4, an equation for calculating the optimal m was given 
(equation 3.4.8). This was used for both data sets and n was calculated so that at 
least 10,000 posterior realisations of £ were generated. For example, the optimal 
m for the first chosen value of X  with the Richards data, was 14 so n was taken to 
be 715 giving a total of 100010 posterior realisations of £ (10000/14 = 714.28).
To assess the performance of the method at the prediction stage of the 
calibration process, four observations Yj' were simulated at each of twenty newly 
chosen values of X  covering the calibration range. These were then transformed
Y '
to the logit scale by taking In J - - = Yj' y=l,2 ,3 ,4 . Point estimates of £
U "j )
were obtained by using the posterior median and symmetrical interval estimates 
for £ were constructed from the posterior distributions of £  An interval estimate 
was termed successful if the true value, £, lay inside i t  Table 6.1 gives the mean 
absolute errors, the maximum width, the minimum width, the mean width and the 
proportion of successful estimates for the Gompertz and Richards data sets. Fig.
6.5 shows the point estimates, f, plotted against the true value, £, the 45° line 
representing zero error. It will be noticed from Fig. 6.5 that errors are small.
63. A NON-PARAMETRIC APPROACH TO NON-BINOMIAL PROPORTIONS
This section is concerned with an approach to proportion data where the 
proportion does not arise from a Binomial experiment. By way of illustration, 
this approach is applied to a teeth data set. Full details of the data set are given in 
Appendix 1. Measurements of the ratio of transparent root dentine to total root 
dentine were made on the upper canine teeth of seventeen patients. Three patients 
contributed two teeth, a left tooth and and right tooth, whereas the remaining 
patients contributed only one tooth, a left tooth or a right tooth. Let the subscript 
j  indicate the number of teeth from each patient, then j= l  or 2. Three 
independent replications were made on each of the teeth; let the subscript k 
denote the £th replication, (£=1,2,3). The calibration data set therefore consisted
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Mean absolute error 0.30 0.29
Maximum width of intervals 4.14 2.76
Minimum width of intervals 1 .0 1 1.85
Mean width of intervals 2.97 2.38
No. of successful estimates 19 2 0
Total no. of estimates 2 0 2 0
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Fig.6.5: Comparison of point estimates 
(Richards and Gompertz data sets)
1 8
0 Richards estimate 
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of 51 observations (jq, /fy*) where Ryk represents the ratio of transparent dentine 
to total dentine on the yth tooth (&th replication) belonging to the ith patient. 
Since Rijk is a ratio 0 < Rtjk < 1 and so the question arises as to what distribution 
do we assume for R ^ .  Probably a suitable distribution would be a Beta 
distribution defined by
n u + r l  1 1 0  < r  < 1
/ w - 7 S i w  r  a - ' t  ■ <“ •«
where r is the ratio of transparent root dentine to total root dentine. The problem 
with using Rtjk and assuming R^k is a Beta random variable with parameters v 
and t  is that in so doing, it becomes impossible to apply the non-parametric 
methods of Chapters 3, 4 and 5 since the methods require that the regressor 
variable is a normal random variable and as such can take any value between -oo 
and +©o, (see model 3.2.1). One is therefore forced into considering whether a 
transformation of could overcome the two difficulties of
(a) Rijk only taking values between 0  and 1 ,
(b) R[jk having a Beta distribution, not a normal distribution.
Around the turn of the century, attempts were made to construct systems of 
distributions called systems of frequency curves, capable of representing a wider 
variety of observed frequency distributions than those for which a normal curve 
would suffice. The most well-known system is probably the Pearson system of 
frequency curves. In fact, the Beta distribution defined by equation (6.3.1) is a 
Pearson Type I distribution. A disadvantage of many of these systems of 
frequency curves is that many of the frequency curves are not well-approximated 
by the normal curve so it becomes difficult to apply normal theory in such cases.
However, Johnson (1949), put forward a system of frequency curves, derived 
by the method of translation, which are well approximated by the normal curve. 
The method of translation (Edgeworth, 1898) involves transforming variables such 
that the transformed variables may be considered to have a normal distribution. 
Johnson considered transforming from the variable Y to the variable Z where Z is 
a unit normal random variable and Z = y + Sg(Y) where g(Y)  is a monotonic 
function of 7, whose range of values (corresponding to the actual range of 
possible values of Y) is -®o to +«©. One of the transformations studied by
YJohnson was g(Y)  = In ^  (0 < 7  < 1). Johnson investigated the relation
between the parameters y  and 8 and the shape of the distribution of Y. Then he 
applied this transformation to variables with distributions of the Pearson system 
and commented on whether this resulted in a transformed variable following
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approximately the normal law. Of particular interest is Johnson’s application of
Ythe transformation Z = y  + 8 In ^  to variables following a Pearson Type I 
distribution.
Let Y be a random variable with a Beta distribution with parameters v and t. 
Its density function is given by equation (6.3.1). Let ^p[  denote the coefficient 
of skewness of a distribution and P2 denote the coefficient of kurtosis of a 
distribution. Johnson compared P\{Y), p2(Y) and P\(Z), p2(Z) with the values 
for a normal distribution, namely 0 and 3 respectively. Johnson obtained exact 
expressions for P\(Z), p2{Z) and stated that for v and % sufficiently large
Pi(Z) ~ v~l + t ~ 1 -  4(u+r) -1
p2(Z) = 3 + 2d-1 + 2 r -1  -  6 (v+ tT x (6.3.2)
Equations (6.3.2) were compared with 0 and 3 and also with the approximate
expressions for P\(Y), P2(Y) given by
Pi(Y) ~ 4u- 1  + 4 r - 1  -  16(v+r)-1
PiiY)  * 3 + 6 d - 1  + 6 r -1  -  30(u+t)~1
YThese comparisons showed that In ■ — followed more closely a normal law
than did Y. Johnson also compared P \(Z \  P2(Z) defined by equations (6.3.2) 
with the approximate expressions for P\(Z), p2(Z) when the transformation 
Z = y + S lnY  is applied to the same Type I variable T. These are given by
P\(Z)  = t>-1  + 4 t_1 -  (u+ r )-1
P2(Z) * 3 + 2v~l + 6 t _1 -  2 (u+ t) - 1
These comparisons showed that the transformation ZB = y + S \n ( Y / ( l - Y ) )  
generally produced a closer approach to normality than the transformation 
ZL = y + S\nY.
Returning to the teeth data it was decided, in view of the findings of 
Johnson’s paper, to transform Ryk by taking = In ( /? ^ /( l- /? {^ ) ) . This 
transformation had the effect of also stabilising the variance Var(Rijk \X = x). It 
can be assumed that has an approximately normal distribution and so now the 
non-parametric methods described in Chapters 3, 4 and 5 can be applied to this 
transformed data set, to produce the posterior distribution of £, where f  is the age 
of a new patient By way of illustration, the method developed in Chapter 3 is 
applied to the transformed data. Suppose there are m patients with ages 
jci,x2 ,...,xm in the calibration data set, each contributing one or two teeth. The
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mathematical model for the calibration experiment is the following nested model
z= l,2 ,...,m
Qijk = f ( x i) + + Vij + e ijk j =  1 or 2  (6.3.3)
k= 1,2,3
where = transformed ratio of transparent root dentine to total root dentine for 
the y'th tooth of the 2th patient (&th replication), r,- is the effect due to the ith 
patient, tjij is the left/right tooth effect, and /  is a monotonic natural cubic 
smoothing spline with knots {*,} z=l,2,...,m . It is assumed that the r,- are i.i.d. 
N(0 ,<7*), the Tfjj are i.i.d. N(0,<r^) and the are i.i.d. N(0,<r/). Also it is 
assumed that the r t-, tjij and are independent of each other.
Using the model defined in equation (6.3.3),
cov (Qijk, Qij'k) = '
o f  j  + /
<*t + ^  + <?£ j= j'
and cov ( Q ^  Qi'j-k’) = Q »f < + *' and cov (Qijk’ Qi’j’k’) = 0  if * + k \
Obviously measurements on the right and left teeth from the same patient are 
correlated. Suppose this is measured by the correlation coefficient p, then
P =
2 2a f  z
o 2+ o 2+ o j  t r 2
where Var(£>/,*) = o% + + a}  = cr2. Let £*jk = T/ + 77^  + then model
(6.3.3) can be written as follows:
z= l,2 ,...,m
Qijk = /(*,•) + £*jk 7=1 or 2
£=1,2,3
where the are normally distributed random variables. It may be recalled from
n
Section 3.2.2, Chapter 3, that f ( x ) = £  /?,(.*) (equation 3.1.12) where
i=l
{Pi the B-spline basis. The posterior distribution of y  is a
multivariate normal truncated to exclude those values of y  which produce non­
monotonic splines. Using the notation of Section 3.2.2, y  ~ (7 , S *)
MON
where
S~x = o 2(B t WB + aQ)-x
r  = (B1WB + aOLTx B J WY.
Suppose for simplicity that all the m ages ^  ,;t2 , . . . ,xm are distinct, then W is an 
m x m  diagonal matrix with entries wr  Now for the case of j  = 2
-2 0 2 -
Var(Qj..) = Var
\j=\ k=\ 6
= ±  a 2(l+3p)  
o
where QL is the mean of the observations at knot i (i= l,2 ,...,m ). So the weight 
attached to knot i when j=2 is 6 /(l+ 3p). For the case of j — 1, Var( (?,•..) = a 2/3 
so the weight attached to knot i when j - 1 is three. Hence the diagonal matrix W 
has entries vvt- where
wi = 6 /(l+ 3p ) if patient / contributes two teeth
= 3 if patient i contributes one tooth.
It was necessary to choose the smoothing parameter a  and estimate p and cr2. 
This was achieved by using the BATHSPLINE computer package (Silverman and 
Watters, 1984). The correlation coefficient p was estimated using an iterative 
procedure similar to that described in Section 3.3.2, Chapter 3.
^  di. = Gii. “  O n ,  From model (6.3.3), dL = (n n -V n )  + ( ^ 1. - ^ 2 .)
so
dt , -  N ( 0, 2(<j 2+ o 2/3 ) )  = N ( 0 , a j )
An estimate of o i  is given by (Scheffe, 1959)
m  2  3
E E ^(Qijk-Qij.yk=1_________
S Z (2 )
* j
(6.3.4)
and so an estimate of cr2 is given by
2 = ? L _ ? L = i
v 2 3 2(m2 - l ) «=1 ’ m 2
(6.3.5)
where m2 is the number of patients contributing two teeth. The stages of the 
iterative process for estimating p are given by
(i) Calculate an estimate of <r2 using the BATHSPLINE package with weight un­
attached to knot L
(ii) Calculate an estimate of <r2 and <r2 using equations (6.3.4) and (6.3.5) 
respectively.




(iv) Calculate the weights w,- = ---- ^
(1+3 p )
Steps (i) - (iv) were repeated until successive estimates of p agreed to three 
decimal places. For the first iteration only, the vv{- were all taken to be one.
Fig. 6 .6  shows the calibration data set together with the spline smoother f a. The 
model for the prediction stage is given by
O k '= /( { )  + c*; *=1,2,3.
Here is the transformed ratio of transparent root dentine to total root dentine 
on the tooth of a new patient of age £ years. It is assumed that the ekf are i.i.d. 
N (0 ,a2) random variables. The posterior distribution of £ was obtained using the 
method described in Chapter 3. The posterior median was used as a point 
estimator of £ and symmetrical interval estimates were constructed from the 
posterior distribution for £ assuming an 80% probability level. Again interval 
estimates were termed successful if the true value, £, lay within the interval. Table
6.2 gives the mean absolute error and details of the interval estimates. The results 
are very satisfactory from an odontological point of view.
6.4 CONCLUDING REMARKS
This chapter has considered two non-parametric approaches to proportions. 
Where the proportion arises from a Binomial model, a non-parametric approach to
A
logistic regression was derived. The optimal solution is / ,  a natural cubic spline 
with knots at the data points {*/} /= l ,2 ,...,/z and /  is calculated by using 
iterative formulae similar to those used with generalised linear models. Having 
obtained the iterative spline estimate, /  , the methods described in Chapters 3, 4 
and 5 can be used to generate the posterior distribution of £. The approach was 
tested out on two simulated data sets and produced good estimates, / ,  and good 
point and interval estimates for £. The approach was easy to implement and very 
efficient in terms of computer time. There seemed to be no obvious 
disadvantages.
The second approach to proportions is also very easy to implement because 
it only involves transforming the data, using a logit transformation, and then 
applying the methods described in Chapters 3, 4 and 5 to produce the posterior 
distribution of £. The approach was applied to a teeth data set, consisting of 
proportions of transparent root dentine and ages of patients and seemed to 
produce reasonable results.












Age of patient (yrs)
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Table 6.2 Mean absolute error and interval estimates 
for |  for the upper canine teeth 
(80% probability level)
Mean absolute error (years) 5.9
Maximum width of interval estimates (years) 11.26
Minimum width of interval estimates (years) 5.32
Mean width of interval estimates (years) 8.67
No. of successful estimates 4
Total number of estimates 7
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7. COMPARISONS AND CONCLUSIONS
7.1 COMPARISONS OF THE NON-PARAMETRIC METHODS
This section compares the three approaches detailed in Chapters 3, 4 and 5. 
Firstly the theories of each approach are compared and then the results obtained 
from applying each of the methods to all of the data sets.
7.1.1. Comparison of methodologies
It will be recalled that with the approaches of Chapters 3 and 4, £ was 
viewed as a non-linear functional of the true calibration curve, / ,  and simulation 
was used to obtain the posterior distribution of £ whereas with the approach 
developed in Chapter 5, predictive densities were used. Let us consider the 
models for the approaches of Chapters 3 and 4. The models for the calibration 
experiment and prediction stage are given by
Calibration experiment: Yi = f ( x t) + i= l,2 ,...,n  (7.1.1)
Prediction stage: Yj' = /(£ )  + £j'
=  7j +  £ j'  y= l,2 ,...m  (7.1.2)
where /  is a monotonic natural cubic spline with knots {x,} z= 1,2 , . . . , h , the £,• 
are i.i.d. normal random variables with mean zero and variance c 2/ ^ '  and the £j' 
are i.i.d. normal random variables with mean zero and variance a 1. It is also 
assumed that the £, are independent of the £jf. Suppose the approach developed 
in Chapter 3 is denoted by S (simulation) whilst the approach developed in 
Chapter 4 is denoted by SAS (switching algorithm and simulation). The three 
basic steps to obtaining the posterior distribution of f  using method S are as 
follows:
(i) Simulate from the posterior distribution of /  which is a truncated multivariate 
normal distribution. Suppose such a posterior realisation of /  is called f s.
(ii) Simulate from the posterior distribution of tj which is a truncated normal 
distribution. Suppose such a posterior realisation of 77 is called
(iii) Calculate ^ - 1(77v) f°r as many values of v and s as are required.
With method SAS, the first step is the same as that of method S but then a 
switching algorithm is used to obtain the posterior distribution of £  Suppose £ 
has prior density and that this density is unimodal within [* i,* n]. Let 
ft max -  Max ;r(£). Theorem 4.1 shows that if p(rj\ Y ') is the posterior density
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of 7/ corresponding to the prior density 7r(£) for then realisations of 72(771Y') 
can be obtained by
(i) simulating 77* from the posterior density p u(n\^')y  which is the posterior 
density of 77 corresponding to a uniform prior density for £
(ii) accepting 77* as a realisation of a random variable with p.d.f. 77(771Y') iff
Uxmax £ x ( J s l (V*))
where is a posterior realisation of /  and f/ is an independent t/(0,1) 
random variable.
The posterior distribution of £ therefore consists of the values where 
Z* = f s l ( V*)- A switching algorithm based on a modification of the switching 
algorithm of Atkinson and Whittaker (1976) was used to simulate 77* from the 
posterior density 77^ (77! Y').
If one compares methods S and SAS, they both consider £ to be a non-linear 
functional of /  and they both use simulation to obtain the posterior distribution of 
£ but method SAS enables prior information on £, in the form of a prior density 
for £, to be easily incorporated. With method S, one assumes a prior for 77 which 
is given by
Pin)  = c f s(xi) < 77 < f s(xn)
= 0 otherwise
where c is a constant. This will imply a prior for £ since £ = f ~ l (77).
The approach considered in Chapter 5 is completely different from those of 
Chapters 3 and 4 because it does not use simulation but is based on predictive 
densities. Also there is no conditioning on monotonicity. The models for the 
calibration experiment and predictive stage are given respectively by
Calibration experiment: Yt = f ( x t) + £t- i= l,2 ,...,n
Prediction stage: Yj '=  /(£ )  + £j' j= \
where it is assumed that /  is a natural cubic smoothing spline with knots 
{X[} i= l ,2 , . . .f/i. The assumptions about £,• and £y' are the same as those for 
models (7.1.1) and (7.1.2).
The residual sum of squares (RSS) for the calibration experiment, in the case 
of the w,- being all one, is given by equations (5.1.2) and (5.1.4), namely
RSS = (Y - ? ) t (Y - f )
= fTDf + 2(TDe + eTDe
- 2 0 8  -
where D = (/-A )2, A is the hat matrix and fT = (/Oq )/(*„),...,/(*„)). It was 
argued that provided n was reasonably large, the distribution of RSS could be 
approximated by the distribution of e TDe which is a quadratic form in normal 
random variables. The most successful approximation considered was the 
Solomon-Stephens approximation which involved approximating the distribution 
of eTDe by c(Zv)d w^h the parameters c, d and v  being chosen to equate the 
first three moments of the two distributions. This approximation to the 
distribution of RSS enabled the predictive density function L(£) = p(Y ' |£, z,V^) 
to be evaluated, where Y' is the mean of the m observations T1',7 2/» z
m _
is the calibration data set {(jq,yf) z=l,2 ,...JV ) and Vf -  ( Y ' - Y ' ) . The
7 = 1
evaluation of L(£) involved numerical integration. The posterior density of £, 
;r(£ |z ,Y '), is given by equation (5.2.6), namely
jt(£ | x) L(£) if calibration experiment is random
x(4\  z ,^ ) oc^(^)L(^) if calibration experiment is controlled
(7.1.3)
Where /  was assumed to be an interpolating rather than a smoothing spline, an 
approximation to the distribution of RSS was not necessary and L(£) was shown 
to be a non-central Student density function (see Section 7.1.2 ). Suppose this 
predictive density approach is denoted by PD.
Methods SAS and PD are similar in the sense that both require the 
specification of a prior density for £ and hence directly utilise prior information 
on £, in contrast to method S which is not able to do this. All the three methods 
were easy to implement and were efficient in terms of computer time. There 
appeared to be no obvious disadvantages with any of the methods. Let us now 
compare the results obtained when the three methods are applied to the antibiotic 
assay data and the five simulated data sets Gompertz, Weibull, Preece-Baines, 
Bleasdale-Nelder and Asymptotic.
7.1.2 Comparison of methods S, SAS and PD applied to the antibiotic assay 
data
In bioassays, enzyme assays or radio immunoassays, the concentration 
response relationships are mostly non-linear. It is frequently argued with such 
assays, that prediction samples can be diluted so one only need consider the 
almost linear part of the response curve. Racine-Poon (1988) disputes this as she 
states that very often because of physical restrictions or for biological reasons, 
prediction samples cannot be diluted so one must consider a non-linear response
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curve (/). Frequently, scientists wish to estimate very low concentrations of a 
substance and this often corresponds to the curvilinear part of the response curve 
(see Fig. 3.20 for an example of this), making standard linear calibration methods 
inappropriate. All the non-parametric methods S, SAS and PD were applied to 
antibiotic assay data with a fair degree of success.
Using the predictive density approach of Chapter 5 on this data set did not 
require an approximation to the distribution of RSS. The predictive density 
function, L(£), is given by equation (5.6.4), namely
US) = St
T A VC * 
V ,  f i T r ,
V
i.e. US)  is the density function (non-normalised) of a non-central Student t- 
distribution based on v degrees of freedom, centred at fiTy  and with scale factor 
VC^/v. When applying methods SAS and PD, a uniform prior density for £ was 
assumed. Table 7.1 gives details of the point and interval estimates for £ obtained 
using the three methods. It may be recalled that for methods S and SAS, the 
posterior median was used as a point estimator of S and symmetrical interval 
estimates were calculated for S whereas for method PD, it was recommended that 
the posterior mode was used as a point estimator of S and highest posterior 
density intervals were used as interval estimates for £.
Table 7.1. indicates that all three methods produce good results, particularly 
when one considers that these are based on only one observation being made at 
the prediction stage. If one compares the methods, the lowest mean absolute error 
is that obtained with method PD. With respect to interval estimation, methods 
SAS and PD give very similar results. With a probability level of 90%, one would 
expect on average about 54 successful estimates. The number of successful 
estimates for method S is just acceptable but it is substantially lower than that 
obtained with methods SAS and PD. It would seem therefore, that either method, 
SAS or PD, would give a quick and efficient method of estimation of 
concentrations. Method SAS should be used for the case of /  being a smoothing 
spline and method PD used for the case of /  being an interpolating spline.
7.1.3. Comparison of methods S, SAS and PD applied to the simulated data 
sets
All three methods S, SAS and PD were applied to the Gompertz, Weibull, 
Preece-Baines, Bleasdale-Nelder and Asymptotic data sets and the details of the 
resulting point estimates of S are given in Table 7.2. For methods SAS and PD it
-2 1 0 -




Mean absolute error 0.069 0.069 0.061
Mean width of interval estimates 
(90% probability level) 0.30 0.30 0.29
No. of successful estimates 52 57 57
Total no. of estimates 60 60 60
Calibration range -0.22 to 1.00
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Table 7.2 Comparison of mean absolute errors when
assuming a uniform prior for f





SAS 0.35 0 -  13.43
PD 0.38
Weibull S 0.72
SAS 0.71 10.0 -  79.52
PD 0.69
Preece-Baines S 0.11
SAS 0.15 4 -  19.8
PD 0.12
Bleasdale-Nelder S 3.15
SAS 3.18 20 -  178
PD 3.20
Asymptotic S 1.04
SAS 1.10 1 -  21.74
PD 1.11
-2 1 2 -
was assumed that £ had a uniform prior density. Table 7.2 shows that all three 
methods produce good point estimates of £. A comparison of the mean absolute 
errors reveals that all three methods are equally good. Figs. 7.1 and 7.2 show the 
estimated value of £, plotted against the true value, for the Bleasdale-Nelder 
and Asymptotic data sets respectively. The 45° line represents zero error. Fig.
7.1 shows that for all three methods errors are very small and the point estimates 
are virtually identical. Fig. 7.2 reveals a pleasing property of all three methods, 
namely that where the data are less informative (i.e. the spline is flatter) the errors 
are larger. For the Asymptotic data set this is for values of £ > 11 approximately 
(see Fig. 3.11). Also Fig. 7.2 reveals that differences in the point estimates 
obtained using the three methods are most pronounced when the data are less 
informative. This is partly due to the fact that different point estimators are used 
for methods S, SAS and PD and differences between the posterior mode and 
posterior median are accentuated where the data are less informative because of 
the resulting shape of the posterior distribution of £.
Table 7.3 gives the details of the interval estimates for £ obtained using all 
three methods and a uniform prior density for £. The table shows that all three 
methods give good interval estimates for £. However, the interval estimates 
obtained using methods S and SAS are more precise. This is almost certainly 
because of the approximation to the distribution of RSS with method PD. If one 
refers back to Table 7.1, one will see that where an approximation to the 
distribution of RSS was not necessary, because its exact distribution was known 
(see Section 5.6, Chapter 5), the interval estimates for all three methods were 
equally precise. If one were able to improve the approximation to the distribution 
of RSS, one should be able to reduce the difference in precision of estimates 
between methods S, SAS and method PD. This would be a good topic for future 
research. With reference to the proportion of successful estimates, Table 7.3 
reveals that all three methods are equally good.
Let us now compare methods S and SAS because as was stated in Section
7.1.1, both methods are based on simulation and use the theory of estimation of 
non-linear functionals. It will be recalled that method S possesses many 
similarities with Hunter and Lamboy’s (1981a) approach to linear calibration 
(compare Figs. 3.4 and 3.6). Hunter and Lamboy assumed a locally uniform prior 
for 77 which implied a prior for £ which was vague (non-informative) and rather 
flat. Tables 7.4 and 7.5 give comparisons of methods S and SAS when assuming 
respectively a triangular prior density for £, defined by equation (4.6.1) and a 
truncated non-central Student prior density for £, defined by equation (4.6.3). 









Fig.7.1: Comparison of point estimates 
(Bleasdale-Nelder data set)
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Fig.7.2: Comparison of point estimates 
(Asymptotic data set)
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Table 7.3 Comparison of interval estimates when
assuming a uniform prior for {
(90% probability level)




Gompertz S 1.56 19/20
SAS 1.57 19/20
PD 1.77 19/20
Weibull S 3.53 19/20
SAS 3.55 19/20
PD 4.42 19/20
Preece-Baines S 0.72 19/20
SAS 0.74 19/20
PD 0.90 19/20
Bleasdale-Nelder S 13.14 18/20
SAS 13.25 18/20
PD 16.14 18/20
Asymptotic S 4.96 19/20
SAS 4.95 19/20
PD 5.59 19/20
-2 1 6 -
Table 7.4 Comparison of methods S and SAS when
assuming a triangular prior for £








Gompertz S 0.39 1.56 19/20
SAS 0.40 1.44 18/20
Preece S 0.11 0.72 19/20
-Baines SAS 0.13 0.70 18/20
Bleasdale S 3.15 13.14 18/20
-Nelder SAS 3.12 12.70 17/20
Table 7.5 Comparison of methods S and SAS when 
assuming a non-central Student prior for £








Weibull S 0.72 3.53 19/20
SAS 0.72 3.52 19/20
Asymptotic S 1.04 4.96 19/20
SAS 1.12 4.84 19/20
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method SAS when one assumes a uniform prior for £ with method SAS, i.e. 
method S is almost equivalent to method SAS if one assumes a uniform prior 
density for £ on [_X\ ,jtrt] with method SAS. This seems reasonable in the light of 
what has been said above, concerning the implications for £ of Hunter and 
Lamboy’s choice of prior for 77. Study of the results in Tables 7.2 and 7.3 would 
seem to suggest that if the true calibration curve, / ,  is assumed to be a monotonic 
natural smoothing spline and there is no prior information £ or only vague prior 
information about £, method S should be used in preference to method SAS.
Finally in this sub-section, methods SAS and PD are compared. With both 
methods, prior information on £ is utilised in the form of a prior density for f. 
Tables 7.6 and 7.7 show details of the estimates for £ when using both methods, 
assuming firstly a triangular prior density for £ given by equation (4.6.1) and 
secondly a truncated non-central Student prior density for £ given by equation
(4.6.3). These tables show that with respect to point estimation of £, method SAS 
is better than method PD, producing a smaller mean absolute error. Also, with 
respect to precision of interval estimates, method SAS is better. Although for four 
out of five of the data sets, the proportion of successful estimates is higher for 
method PD, this is almost certainly due to the fact that intervals are wider with 
method PD. Method SAS is to be preferred to method PD, particularly when one 
looks at the results given in Table 7.3, where a uniform prior density for £ is 
assumed.
7.1.4 Comparison of methods S, SAS and PD where the number of knots is 
reduced
As already mentioned in Section 7.1.1, method PD involves an 
approximation to the distribution of the residual sum of squares (RSS) for the 
calibration experiment, if one assumes the true calibration curve /  is a natural 
cubic smoothing spline. In the development of method PD, it was argued that for 
large nt the distribution of RSS could be approximated by the distribution of 
eT De, which is a quadratic form in normal random variables. Here n is the 
number of knots of the smoothing spline. With the Gompertz, Weibull, Preece- 
Baines, Bleasdale-Nelder and Asymptotic data sets analysed in Chapters 3, 4 and 
5, the number of knots was eighty and the total number of observations in each 
calibration data set (N) was 240. It was decided that it would be interesting to 
reduce the number of knots from eighty to forty and N  from 240 to 40, to see 
how all the methods performed, but in particular how method PD performed. To 
this end, observations were simulated from the Gompertz and Weibull models (see 
Appendix 1 for further details). Suppose these data sets are denoted by Gp40 and
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Table 7.6 Comparison of methods SAS and PD when
assuming a triangular prior for |








Gompertz SAS 0.40 1.44 18/20
PD 0.45 1.65 19/20
Preece SAS 0.13 0.70 18/20
-Baines PD 0.14 0.87 19/20
Bleasdale SAS 3.12 12.70 17/20
-Nelder PD 3.25 15.34 17/20
Table 7.7 Comparison of methods SAS and PD when 
assuming a non-central Student prior for £








Weibull SAS 0.72 3.52 19/20
PD 0.74 4.52 20/20
Asymptotic SAS 1.12 4.84 19/20
PD 1.25 5.59 20/20
-2 1 9 -
Wb40 respectively. To assess the performance of the three methods at the 
prediction stage of the calibration process, three observations Yj* were simulated 
at each of twenty newly chosen values of X  covering the calibration range, so that 
the model for the prediction stage is given by
r / = / « )  + £ /  j= 1,2,3.
Both point and interval estimates for £ were obtained using all three methods. A 
uniform prior density for g was assumed with methods SAS and PD. Table 7.8 
gives details of the point estimates for all three methods. The mean absolute 
errors have been given for method PD when using both the posterior mode and 
posterior median as point estimators of £. These results are very pleasing because 
the mean absolute errors are still small despite the total number of observations in 
the calibration experiment (N) being reduced from 240 to 40. The mean absolute 
errors are only slightly larger than those obtained when N  = 240 (see Table 7.2). 
Fig. 7.3 shows the estimated value of £, £, plotted against the true value, £, for all 
the methods applied to the Gp40 data set. This plot shows the errors to be small 
except where the data are less informative concerning the value of £, which is for 
values of £ approximately < 3 and >11 (c.f. Fig. 3.7 where N  = 240). This is a 
good property for any method to have. Table 7.9 gives details of the interval 
estimates for £ for all the methods applied to the two data sets. In the case of 
method PD, values are given for both highest posterior density interval estimates 
(HP) and symmetrical interval estimates (SY). The interval estimates are good 
being only a little less precise than those obtained for N  = 240. Also the 
proportion of successful estimates is slightly lower but these are still acceptable 
proportions (see Table 7.3). Table 7.9 shows that there is some evidence that 
method PD is not performing as well with half the knots because the proportion 
of successful estimates is lower than that obtained for methods S and SAS which 
is not the case for n = 80 and N  = 240 (see Table 7.3).
72  COMPARISON OF NON-PARAMETRIC AND PARAMETRIC METHODS
7.2.1 General comments
The methods discussed in Section 7.1 are non-parametric methods especially 
developed to handle non-linear calibration problems. The review in Chapter 2 
showed that a high proportion of univariate calibration papers has been devoted to 
linear calibration. For example, Hunter and Lamboy’s (1981a), Hoadley’s (1970) 
and Aitchison and Dunsmore’s (1975) approaches. This section will show that 
methods S and SAS can be usefully applied to data sets where the underlying
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Table 7.8 Comparison of point estimates when 
assuming a uniform prior for 4
Data set Method Mean 
absolute error
Calibration range
















Fig.7.3: Comparison of point estimates 
(Gp40 data set)
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Table 7.9 Comparison of interval estimates when 
assuming a uniform prior for £




Gp40 S 1.69 18/20
SAS 1.67 18/20
PD (SY) 1.69 18/20
PD (HP) 1.67 18/20
Wb40 S 3.89 20/20
SAS 3.86 20/20
PD (SY) 4.04 19/20
PD (HP) 3.93 19/20
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model is believed to be linear. In the following comparisons, Hunter and 
Lamboy’s, Hoadley’s and Aitchison and Dunsmore’s methods are denoted as HL, 
H and AD respectively.
In Chapters 3 and 4, methods S and SAS were applied not only to data sets 
arising from non-linear models (the Gompertz, Weibull, Preece-Baines, 
Bleasdale-Nelder, Asymptotic and Antibiotic assay data sets) but also to a linear 
data set (Linear) and five data sets arising from measurements on teeth. Method 
S is a non-parametric method which possesses many similarities with method HL 
whereas method SAS is akin to methods H and AD because the latter all utilise 
prior information on £ in the form of a prior distribution for f. This section 
compares the results obtained from applying the non-parametric methods S and 
SAS developed in this thesis with the established parametric methods HL, H and 
AD as follows:
(i) S and HL applied to the Linear and Weibull data sets.
(ii) S, SAS, H and AD applied to the Linear and teeth data sets.
Firstly let us briefly review methods HL, H and AD.
7.2.2 Methods HL, H and AD
Methods HL, H and AD are reviewed in detail in Chapter 2 (Section 2.3). 
With all these methods, the models for the calibration experiment and prediction 
stage are given by equations (2.1.1) and (2.1.2) respectively, i.e.
Yi = A) + i=1,2,...,/i (7.2.1)
Yj' = A) + A f + e /  y=l,2,. .. ,m. (7.2.2)
All the methods assume that the £{- and Ejf are i.i.d. normal random variables with 
mean zero and variance a 2. Method HL assumed an a priori independence of
(A>»A) an(* ri' For the case of <r2 known, Hunter and Lamboy (1981a) assumed
priors p(Po,p\) and p(rj) were locally uniform whilst for the case of cr2 
unknown, they assumed a non-informative prior for (Pq,P\ ,<t2,t/) of the form
p(fio,fii,<r2,v) “  o ' 1-
With methods H and AD, prior information on £ is directly utilised in the 
form of a prior density for £, /r(£), in contrast with method HL where the choice 
of prior for tj implies a particular prior for £ and prior information on £ cannot 
easily be taken into account. Hoadley (1970) took a general form of prior density
P(Po>0l<O2,§) “  P(.p0’Pl>O2)x(.?)
-2 2 4 -
with a non-informative prior for (Po,P\ ,<r2) given by p(Po,Pi ,a 2) «  a~2. 
Aitchison and Dunsmore (1975) assumed a non-informative prior for 
(P0+Pi£,a2). Both methods were based on a predictive density approach and 
the resulting posterior density of £ is given by expression (7.1.3). The function 
L(£) is given by expression (2.3.2) for method AD and by expression (2.3.3) for 
method H.
7.2.3 Comparison of methods S and HL applied to the Weibull and Linear 
data sets.
The Weibull data set was analysed using both non-parametric and parametric 
methods because of the five simulated data sets arising from non-linear models 
(Gompertz, Weibull, Preece-Baines, Bleasdale-Nelder and Asymptotic), the 
Weibull was the only data set where it was at all feasible to globally fit a straight 
line (see Fig. 3.8).
Methods S and HL were applied to the Linear and Weibull data sets and 
both point and interval estimates for £ were obtained. Table 7.10 gives details of 
these estimates. Study of the table shows that for the Linear data set, method S 
gives better results than method HL. Part of the difference in the results from 
both methods is due to the fact that for method S, the posterior distribution of £ is 
defined on [x j, J t j , i.e. it is zero outside the calibration range defined by [jq , jcJ  
whereas with method HL, the posterior distribution of £ is, in theory, defined over 
the whole real line. Fig. 7.4 shows the estimated value of £, £, plotted against the 
true value, f, for the Linear data set. The 45° line represents zero error and one 
can see from this plot that the point estimates obtained for both methods are fairly 
close to each other overall. As expected, Table 7.10 shows that for the Weibull 
data set, method HL is totally inadequate producing a very much larger mean 
absolute error, an unacceptably low proportion of successful estimates and less 
precise interval estimates for f  than method S. Fig. 7.5 shows the estimated 
value, £, plotted against the true value, f, for the Weibull data set, the 45° line 
representing zero error. It shows that method S gives very good results, whilst 
for method HL the errors are much greater and the pattern of errors reveals the 
inadequacy of a parametric method such as this for a non-linear data set.
7.2.4 Comparison of methods S, SAS, H and AD applied to the Linear and 
teeth data sets
The non-parametric methods S and SAS and the parametric methods H and 
AD were applied to the Linear data set. It was assumed for methods SAS, H and 
AD that £
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Table 7.10 Comparison of methods HL and S 
assuming a uniform prior for |  
(Linear and Weibull data sets)
Data set
Linear Weibull
Method HL S HL S
Mean absolute 
error 3.83 3.57 2.49 0.72
Mean interval 
width 15.80 15.13 6.60 3.53
Proportion of 
successful estimates 17/20 18/20 13/20 19/20









Fig.7.4: Comparison of HL and S estimates 
(Linear data set)
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Fig.7.5: Comparison of HL and S estimates 
(Weibull data set)
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had a uniform prior density on [jCitJCB]. Methods H and AD produced point and 
interval estimates identical to more than three decimal places. Fig. 7.6 shows the 
estimated value, £, plotted against the true value, £, for the Linear data set using 
all four methods. The plot shows the point estimates to be extremely close. Tables 
7.11 and Table 7.12 give details of the point and interval estimates for £ obtained 
by applying all four methods to the Linear data set. It will be recalled that for 
methods S and SAS, the posterior median is used as a point estimator of £ and the 
interval estimates for £ are symmetrical. Table 7.11 gives the mean absolute errors 
for methods H and AD when using both the median and the mode as point 
estimators of £ whereas Table 7.12 gives both highest posterior density (HP) and 
symmetrical (SY) interval estimates using methods H and AD. Non-parametric 
methods S and SAS compare very favourably with the parametric methods H and 
AD.
All four methods were also applied to the five teeth data sets (see Section 
3.3.2, Chapter 3) and the results are compared in this section. A study of the 
scatter diagrams for all five teeth data sets showed that it was feasible to assume 
the true calibration curve was a straight line.
It will be recalled that with the teeth data, some patients contributed two 
teeth of a particular type, a right and a left tooth, whilst others contributed only 
one tooth of a particular type, a right or a left tooth. Obviously measurements of 
log ITTM on the right and left teeth belonging to the same patient are correlated. 
Methods S and SAS took this into account (see Section 3.3.2, Chapter 3). 
Suppose there are m patients with ages x x ,jc2 ,... ,xm each contributing one or two 
teeth of a particular type. For any particular type of tooth, the mathematical 
model for the calibration experiment is the following mixed model:
i= l ,2 ,...,m 
Y* =  A) +  p \xi + Ti +  Vik * =  1 or 2
where = log ITTM for the kxh tooth of the ith patient, r,- is the effect due to 
the ith patient and Pq,P\ are the intercept and slope parameters of the true 
calibration line. It is assumed that the Tt are independent normally distributed 
random variables with mean zero and variance a 2 and the 7]ik are independent 
normally distributed random variables with mean zero and variance tx .^ It is 
further assumed that the rjik are independent of the r,-. Because of the lack of 
balance, the log likelihood function, L(0), where 0 = (a 2 <x2 Po P\), is very 
complicated. It is given in Osborne (1978). The maximum likelihood estimates of 
pQ, p x and a 2 (a 2 = a 2 + a 2) were obtained by maximising L(0) using the 









Fig.7.6: Comparison of H, AD, S and SAS estimates
(Linear data set)
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SAS (Median) 3.6 15.00 -  69.51
H/AD (Median) 3.6
H/AD (Mode) 3.8
Table 7.12 Comparison of interval estimates for 








H/AD (SY) 14.8 19/20
H/AD (HP) 14.6 17/20
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canine calibration data set because it was decided to assume independence of 
observations as this data set had certain peculiarities (Osbome, 1978). Methods H 
and AD used the respective estimates of Pi and a 2, to produce the posterior 
distributions of £ and for methods SAS, H and AD a uniform prior density on 
[xi.JtJ was assumed. Methods H and AD produced both point and interval 
estimates for £ which were identical to more than three decimal places. Fig. 7.7
A
shows the estimated age of a new patient, £, plotted against the true age of the 
patient, £, for all four methods applied to the upper central teeth data, the 45° line 
representing zero error. For most of the new patients, the estimates of age 
obtained using the four methods are reasonably close. Table 7.13 gives details of 
the point estimates of £ which were obtained. A comparison of the mean absolute 
errors, using the posterior median as a point estimator of £, shows that the 
methods are very comparable. Table 7.14 gives details of the interval estimates 
for £ obtained using all four methods. Again both highest posterior density (HP) 
and symmetrical interval estimates (SY) were obtained with methods H and AD. 
A study of this table shows that overall the non-parametric methods give slighdy 
better results.
73  CONCLUSIONS
The non-parametric methods S (simulation), SAS (switching algorithm and 
simulation) and PD (predictive density) developed in Chapters 3, 4 and 5 
respectively all produced good point and interval estimates for £ when applied to 
a wide variety of simulated and real data sets. With reference to point estimation, 
mean absolute errors were small compared to the calibration range and all the 
methods possessed a good property that where the data were less informative 
concerning the value of £ (i.e. the spline was flatter) errors were larger. All three 
methods produced interval estimates for £ which were acceptable with respect to 
both precision and proportion of successful estimates. There seemed to be no 
obvious disadvantages with any of the methods and all were easy to implement
Of the three developed methods, S, SAS and PD, the most versatile would 
seem to be method SAS as this produces good results for all the data sets used in 
Chapters 3, 4 and 5 and it is equally useful in both the situation where /  is a 
cubic smoothing spline and the situation where /  is a cubic interpolating spline. It 
would be good to consider extending this method to apply to multivariate 
calibration problems by using, for example, additive modelling.
Methods S and SAS are very flexible because they can be applied to any 











Fig.7.7: Comparison of H, AD, S and SAS estimates
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Table 7.13 Comparison of point estimates for the
teeth data sets
Data set Method Mean 
absolute error
Calibration range
Upper S (Median) 7.5
central SAS (Median) 7.7 16.1 -  62.5
H/AD (Median) 7.4
H/AD (Mode) 8.2
Upper S (Median) 4.6
canine SAS (Median) 4.7 20.3 -  62.5
H/AD (Median) 4.6
H/AD (Mode) 6.5
Lower S (Median) 5.7
central SAS (Median) 5.6 26.6 -  62.5
H/AD (Median) 5.8
H/AD (Mode) 7.0
Lower S (Median) 5.6
lateral SAS (Median) 5.7 27.8 -  62.5
H/AD (Median) 8.7
H/AD (Mode) 8.8
Lower S (Median) 10.1
canine SAS (Median) 9.8 22.8 -  65.6
H/AD (Median) 9.7
H/AD (Mode) 11.6
-2 3 4 -
Table 7.14 Comparison of interval estimates for 
the teeth data sets 
(80% probability level)




Upper S 17.1 10/15
central SAS 17.7 10/15
H/AD (SY) 18.2 10/15
H/AD (HP) 17.7 9/15
Upper S 15.3 5/7
canine SAS 15.0 5/7
H/AD (SY) 17.0 6/7
H/AD (HP) 15.0 6/7
Lower S 15.2 3/3
central SAS 14.0 2/3
H/AD (SY) 17.8 3/3
H/AD (HP) 15.6 2/3
Lower S 20.6 5/6
lateral SAS 20.2 5/6
H/AD (SY) 24.5 5/6
H/AD (HP) 21.6 5/6
Lower S 20.0 9/13
canine SAS 19.6 9/13
H/AD (SY) 21.8 9/13
H/AD (HP) 20.2 9/13
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where the observations are proportions, both Binomial and non-Binomial. In 
Chapter 6, by way of illustration, method S was applied to both real and 
simulated data sets where the observations were proportions and gave very 
pleasing results.
The comparison of results in Section 7.1. would seem to suggest certain 
recommendations. The first two recommendations apply to the situation where it 
can be assumed that the true calibration curve, / ,  is a monotonic natural cubic 
smoothing spline with knots at the data points {*,} i= l,2 ,...,n .
(i) If there is no prior information about £ or only vague prior information on £, 
use method S which views £ as a non-linear functional of /  and uses 
simulation to obtain the posterior distribution of £.
(ii) If there is definite prior information on £ which can be expressed in the form 
of a prior density for £ which is unimodal on [x  ^,jcJ , then use method SAS 
which again views £ as a non-linear functional of /  and uses a switching 
algorithm together with simulation to produce the posterior distribution of £.
When using method S or SAS, symmetrical interval estimates can be readily 
obtained from the posterior distribution of £ and the posterior median is a good 
point estimator of £.
The last recommendation, (iii), applies to where it can be assumed that /  is a 
natural cubic interpolating spline with knots at the data points {*,} /= l,2,...,/z.
(iii) Use method PD, which is based on predictive densities, to obtain the 
posterior distribution of £. The posterior mode is a good point estimator of £ 
and highest posterior density interval estimates for £ can be easily obtained 
from the posterior distribution of £.
With reference to methods S, SAS and PD developed in this thesis, the only 
comparable approach indicated by the review in Chapter 2, is given in a recent 
paper by Racine-Poon (1988). It would be of interest in future to apply methods 
S, SAS and PD to the assay data sets given in this paper and compare the results 
obtained with those calculated by Racine-Poon.
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APPENDIX 1. DETAILS OF DATA SETS.
A l.l THE SIMULATED DATA SETS
The non-parametric methods described in Chapters 3, 4 and 5 were assessed 
by applying them to six simulated data sets, five simulated from non-linear 
models (Gompertz, Weibull, Bleasdale-Nelder, Asymptotic and Preece-Baines) 
and one from a linear model (Linear).
Ratkowsky (1983) calls the Gompertz and Weibull models sigmoidal growth 
models. Processes which produce sigmoidal or S-shaped growth curves are 
widespread in biology, agriculture, economics and engineering. Such curves start 
at some fixed point and increase their growth rate monotonically to reach an
inflexion point; after this the growth rate decreases to approach asymptotically
some final value. The equations of the models together with the values of the
parameters used in the simulation are as follows
Gompertz Y = a  exp [-exp (/? -  y X )] (A l.l)
with a  = 22.51, /? = 2.106 and y -  0.388.
Weibull Y = a - P  exp ( -  yX s ) (A1.2)
with a  = 70.0, p  = 61.7, y  = 0.0001 and <5=2.4.
The Bleasdale-Nelder model is termed by Ratkowsky (1983) a yield-density 
model since it is appropriate to use where Y is the yield of a crop and X  is the
spacing or density of planting of the crop. Its equation is given by
Y = {a  + p X ) e (A1.3)
The values of a, f$ and 9 used for the simulation were 0.02, 0.0003 and 13.94 
respectively.
The Asymptotic model has been used extensively in agriculture and to a 
lesser extent in biology and the engineering sciences (Ratkowsky, 1983). The 
model is similar to the sigmoidal growth models in that the curve approaches an 
asymptote as X increases, but differs in that it lacks an inflection point and hence 
is not sigmoidal in shape. The equation defining the model is given by
Y = a  -  p y x  (A1.4)
The values of a, p  and y  chosen for the simulation were 2.7, 0.97 and 0.87
respectively.
The Preece-Baines model was one of several models suggested by Preece
and Baines (1978). The model was put forward as being suitable for modelling
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the growth of children where Y is the height of the child at a given time and X  is 
the age at the child at that time. Its equation is given by
4 ( / z i  - h 9)
Y = _______________________ -___ -_____________________  (A1.5)
{exp[po(X -0 )] + exp[/?i(X -0)]}  {l + exp[<7!(X-0)]}
Here h\ is the final (or adult) height in cms. The values of the parameters used 
for the simulation are given by h\ = 174.0, h0 = 164.0, Pq = 0.0880, pi  = 0.2245, 
<fo = 1.3676 and 0 — 14.75.
Finally the sixth model was a linear model given by
Y = 0.08 + 0.015X (A 1.6)
Suppose Ys denotes a simulated value from one of the six simulated data sets 
used in Chapters 3, 4 and 5, then Ys = Y + es where Y is given by one of the 
equations (A l.l) -  (A 1.6) and it is assumed that es is a normally distributed 
random error term with mean 0 and variance o 2. A total of eighty equally-spaced 
values of X were chosen to cover a suitable range. The values of a  and the range 
of X  values used in the simulations were as follows
Gompertz: <7 = 1.024 0.0<X <13.43
Weibull: a  = 1.300 10.0<X <79.52
Bleasdale-Nelder: a  = 4.252 20.0<X <178.0
Asymptotic: <t = 0.080 1.00^X^21.74
Preece-Baines: cr = 1.760 4.00<X <19.80
Linear: (7 = 0.128 15.00<X <69.51
A1.2 THE ANTIBIOTIC ASSAY DATA SET
It is extremely important that doctors can estimate reasonably accurately the 
concentration of antibiotics, such as Tobramycin, in the blood of patients because 
if the level of antibiotic reaches more than 10 pg/ml even once in a day, it may 
deafen or kill a child patient. If a specified volume of an antibiotic is placed on 
an infected medium in a Petri dish and kept under controlled conditions, a circular 
area of medium is cleared by the antibiotic. The diameter of the cleared area, 
called the clearance diameter, depends on the level of concentration of antibiotic.
Let us consider the calibration procedure for such a biological assay. The 
calibration experiment consists of measuring many clearance diameters (mms) 
corresponding to known concentrations of an antibiotic (pg/ml) dropped into a 
batch of infected medium. The calibration data can be used to estimate the
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calibration or response curve. The idea is then to take a specified volume of the 
patient’s blood containing an unknown concentration of antibiotic (£ /zg/ml), drop 
it into the same batch of infected medium, observe the clearance diameter (£>') 
and then estimate £ given the estimated response curve and D'. Obviously several 
measurements D ' could be made at the prediction stage of this calibration 
procedure if desired.
The data set analysed in Chapters 3, 4 and 5 of the thesis was obtained from 
a Glasgow Hospital and is similar to one given in Aitchison and Dunsmore 
(1975), except that the levels of concentration of antibiotic are slightly different. 
The doctors presenting the data were interested in (i) investigating the relationship 
between log concentration of Tobramycin and clearance diameter and (ii) 
examining the feasibility of using this biological assay data to estimate the 
concentration of Tobramycin in patient’s blood. The calibration data set used in 
Chapters 3, 4 and 5 consisted of 67 observations with the level of concentration 
of Tobramycin ranging from 0.6 /zg/ml to 10 /ig/ml.
A1.3 THE TEETH DATA SETS
Two different groups of teeth data are considered.
Group A. The teeth data sets used in Chapters 3, 4 and 5 relate to the length 
of transparent root dentine (ITTM) measured on 153 non-carious intact teeth 
extracted from patients at the Glasgow Dental Hospital. A total of 43 patients 
contributed the teeth, their ages ranging from 16.1 years to 65.6 years. The 153 
teeth were classified into six types: upper central, upper lateral, upper canine, 
lower central, lower lateral and lower canine (the upper teeth being on the upper 
jaw and the lower teeth being on the lower jaw). The number of teeth obtained 
from each patient ranged from 1 to 12. The position in the mouth, right or left, 
was also recorded. There is considerable similarity between right and left teeth of 
the same type, so on dental grounds alone, right and left differences were ignored. 
The roots of all teeth contain root dentine. Part of the root dentine is transparent 
and the remainder is opaque. Fig. A l.l shows a photograph of such a root and the 
regions of transparent and opaque root dentine are marked. The amount of 
transparent root dentine is known to be related to age. Although the photograph is 
of a ground section of a root, the measurements of transparent root dentine which 
make up the six data sets considered, were made on the intact root before it was 
sectioned. The ITTM reading was obtained by measuring the length of transparent 
root dentine, to the nearest 0.1mm, on opposite sides of the intact root using a 






Group B. This data set was used in Chapter 6 only. It consisted of 
measurements of the area of transparent root dentine (TRA) as a proportion of the 
total root dentine (TRT) for upper canine teeth only. As tooth size and hence root 
size varies considerably, it was thought better to measure the proportion of 
transparent dentine rather than the absolute length of transparent dentine as used 
in Group A data sets. The procedure of obtaining the measurements TRA/TRT 
consisted of obtaining a ground section of the root, photographing at about 5 x 
magnification, then preparing contact prints of each root section and placing them 
on the bit-pad connected to a computer. The perimeter of each required area, TRA 
or TRT, was traced with the light spot of a probe. For each root, three 
independent readings of TRA and TRT were made. Fig. A 1.2 shows a picture of a 
different root from that photographed for Fig. A l.l. The region of the light 
shading shows the area of transparent dentine (TRA) whilst the area with heavy 
mottling shows the area of opaque dentine. The two areas combined together give 
the total area of root dentine (TRT). If one compares Fig. A l.l and Fig. A 1.2, 
one will see that the pattern of transparent root dentine is very different in the two 
roots. One would imagine that trying to obtain the measurement ITTM for a root 
like that shown in Fig. A 1.2 would be fraught with difficulties.
A total of 14 patients contributed 17 upper canine teeth so the calibration 
data set used in Chapter 6 consisted of 51 observations.
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Fig. A1.2 Ground section of a root (Tooth 2)
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