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Abstract
A subset A of the vertex set V (G) of a graph G is called acyclic if the subgraph it induces
in G contains no cycles. A is called an acyclic dominating set of G if it is both acyclic and
dominating. We begin an investigation of acyclic domination and the related acyclic irredundance
numbers. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
A set S V of vertices in a graph G = (V; E) is called a dominating set if every
vertex u in V−S is adjacent to at least one vertex v in S. The domination number (G)
equals the minimum cardinality of a dominating set in G. In 1978, Cockayne et al. [6]
rst dened what has now become a well-known inequality chain of domination-related
parameters of a graph G:
ir(G)6(G)6i(G)60(G)6 (G)6IR(G); (1)
where ir(G) and IR(G) denote the lower and upper irredundance numbers, (G) and
 (G) denote the lower and upper domination numbers, and i(G) and 0(G) denote the
independent domination number and vertex independence number of a graph G (these
parameters will be dened subsequently).
Since then more than 100 research papers have been published in which this in-
equality chain is the focus of study. Researchers have considered such areas of study
as the following:
(i) Conditions under which two or more of these parameters are equal.
(ii) Parameters whose values lie between two consecutive parameters in (1).
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(iii) Extensions of the inequality chain (1) in either direction.
(iv) Ratios of consecutive pairs of parameters in (1).
(v) Inequality chains similar to (1) for other parameters. For example, similar in-
equality chains exist for edge domination and for mixed domination parameters.
Questions such as these are studied in Chapter 3 of the recent book Fundamentals of
Domination in Graphs, by Haynes, Hedetniemi and Slater [11]. Also in [11] one can
nd an appendix listing some 75 dierent types of domination and domination-related
parameters which have been studied in the literature. It is suggested in Chapter 6 of
[11] that a type of domination is ‘fundamental’ if
I. Every connected, nontrivial graph has a dominating set of this type; and
II. This type of dominating set S is dened in terms of some ‘natural’ property of the
subgraph hSi induced by S.
Examples of fundamental types of domination include:
(a) Domination: hSi can be any graph;
(b) Total domination: hSi has minimum degree at least 1;
(c) Independent domination: hSi has no edges;
(d) Connected domination: hSi is a connected graph;
(e) Paired domination: hSi has a perfect matching.
In this paper we introduce the study of a new fundamental type of domination:
(f) Acyclic domination: hSi has no cycles, or equivalently, every induced subgraph of
hSi has minimum degree at most one.
We dene the acyclic domination number a(G) to equal the minimum cardinality of
an acyclic dominating set in a graph G. This invariant is particularly interesting in that
it provides more examples of parameters whose values lie between two consecutive
parameters in (1):
(G)6a(G)6i(G): (2)
2. Denitions and preliminary results
All graphs considered in this paper will be nite, simple graphs. We follow the
notation and terminology of [11]. Some denitions in this paper are new; others are
repeated here for the sake of completeness. A subset of vertices A in a graph G=(V; E)
is said to be acyclic if hAi; the subgraph of G induced by A; contains no cycles. A
subset I of V is irredundant if for every vertex x 2 I; the subset PN(x; I) = N [x] −
N [I −fxg] is nonempty. Any vertex in PN(x; I) is called a private neighbor of x with
respect to I . If A is acyclic and N [A] = V; then A is called an acyclic dominating set
of G. Note that the property of being acyclic is an hereditary property, that is, any
subset of an acyclic set is itself acyclic. Using this it is easy to establish the following
result.
Lemma 2.1. If AV (G) is an acyclic dominating set of G which is minimal with
respect to being acyclic dominating; then A is a minimal dominating set of G.
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Fig. 1. Graph G.
The parameters (G) and  (G) are the minimum and maximum orders of a minimal
dominating set in G. The smallest and largest orders of a maximal independent set
in G are denoted by i(G) and 0(G); respectively. From the collection of maximal
irredundant sets in G; ir(G) is the minimum order and IR(G) is the maximim order.
Every minimal dominating set is a maximal irredundant set. The acyclic domination
number of G is the minimum cardinality of an acyclic dominating set in G and is
denoted by a(G): The upper acyclic domination number,  a(G); is the maximum
cardinality of a minimal acyclic dominating set of G. These two parameters are well
dened for any graph G since every maximal independent set in G is easily seen to
be a minimal acyclic dominating set. The following relationships between these eight
domination parameters follow directly from Lemma 2.1 and this observation,
ir(G)6(G)6a(G)6i(G)60(G)6 a(G)6 (G)6IR(G): (3)
A subset I of V is called an acyclic irredundant set in G if it is both irredundant
and acyclic. Both properties, irredundant and acyclic, are hereditary, and so it follows
that an acyclic irredundant set I is maximal with respect to being acyclic irredundant
if and only if for every x 2 V − I; I [ fxg is either not acyclic or not irredundant.
In particular, if an acyclic set is a maximal irredundant set, then it is necessarily a
maximal acyclic irredundant set. To see that the converse of this statement is not true
consider the graph G in Fig. 1. The set I = fa; bg is a maximal acyclic irredundant set
which is not maximal irredundant.
Lemma 2.2. If AV (G) is any minimal acyclic dominating set; then A is a maximal
acyclic irredundant set.
Proof. Let A be a minimal acyclic dominating set in a graph G. By Lemma 2.1 it
follows that A is a minimal dominating set, and so A is a maximal irredundant set.
Therefore, A is a maximal acyclic irredundant set in G:
The parameters ira(G) and IRa(G) are the smallest and largest orders among all
maximal acyclic irredundant sets in G. These are dened for any graph, and by
Lemma 2.2 we get the following string of inequalities for any graph G:
ira(G)6a(G)6 a(G)6IRa(G): (4)
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We dene two new parameters for an arbitrary graph G. The lower acyclic number,
ia(G); is the smallest number of vertices in a maximal acyclic set in G. The upper
acyclic number of G is the maximum cardinality of an acyclic set in G and is denoted
by a(G): These numbers are dened for every graph although they are uninteresting
for forests. Let A be a maximal acyclic set in a graph G. The set A must contain
every vertex of degree one, and if x 2 V − A is any vertex of degree at least two,
then it follows that jA\N (x)j>2 since A[ fxg induces a cycle. Thus every maximal
acyclic set is a 2-dominating set, although not necessarily a minimal 2-dominating
set. In addition, A cannot be independent. The bounds given in the next result follow
immediately from these observations.
Theorem 2.3. For every graph G; a(G)6ia(G) and a(G)>0(G) + 1.
Thus for every graph G the six basic acyclic parameters are related as given by the
following two inequality chains:
ira(G)6a(G)6ia(G) and  a(G)6IRa(G)6a(G): (5)
3. Relationships between parameters
In this section we will show various relationships among the parameters: ir; ira ; ; a ;
ia ; a ; i; 0;  a ;  ; IR; and IRa : If p is one of these parameters, then by a p(G)-set we
mean a subset of V (G) having cardinality p(G) and having the appropriate graphical
property. If the graph G is clear from the context, we will refer simply to a p-set. For
example, an ira(G)-set I is a maximal acyclic irredundant subset of V (G) such that
jI j= ira(G):
Consider the graph H formed by adding m endvertices adjacent to each vertex of a
complete graph of order 3. That is, H is the corona K3 mK1. It is straightforward to
verify that (H) = 3; a(H) = m + 2; ia(H) = 3m + 2 and i(H) = 2m + 1: This gives
the following theorem.
Theorem 3.1. For every positive integer r there exists a graph G such that i(G) −
a(G)>r; a(G)− (G)>r and ia(G)− a(G)>r:
The following example shows that even if the minimum degree of a graph is required
to be large, it is still not possible to force a and  to be close. Let r and t be positive
integers with r>2: Let H be a complete graph of order 5r; and let V1; : : : ; V5 be a
partition of V (H) into subsets of equal cardinality. For each j, 16j65; let Wj be a
set of t independent vertices each of which is joined to all r vertices of Vj: Let the
resulting graph be G: It can easily be shown that (G) = 5 and a(G) = 2 + 3t; while
the minimum degree of G is r.
Although (G)6a(G) for every graph G; the irredundance parameters ir and ira are
incomparable as are  and ira. Let H be the graph formed from two paths of order
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Fig. 2. Graph G with ira(G)< ir(G).
Fig. 3. F = K4 P3.
ve by joining the central vertices by a path of length two. For this graph ira(H) = 4
and (H) = 5: Let F be the corona F = K3  mK1 for some m> 1. This graph shows
that ira can be arbitrarily larger than ir since ir(F)= (F)= 3< 2+m= ira(F): Let G
be the graph of Fig. 2. The set I = fa; bg is a maximal acyclic irredundant set, but it
is straightforward to show that ir(G) = 3. Let Gr be the graph formed from the union
of r vertex disjoint copies of G with additional edges so that the ‘a’ vertices induce a
path of order r. The resulting graph has ir(Gr) = 3r and ira(Gr) = 2r; and so ir − ira
can be made arbitrarily large.
There are collections of graphs where it is known that  (G) = 0(G) (e.g. G is
bipartite [5] or G is chordal [13]). For any such graph it follows from (3) that  a(G)=
 (G). The graph which is the Cartesian product of C5 and K2 demonstrates that even
for cubic graphs   and  a need not be equal. To show that the dierences   −  a
and  a − 0 can be arbitrarily large let H be the Cartesian product Km K2; and let
F = K4 P3 labelled as in Fig. 3. The set of vertices in one of the Km ‘factors’ is a
minimal dominating set in H . Thus,  (H) =m; but  a(H) = 2: The set fu; v; y; zg is a
minimal acyclic dominating set of F; but F is covered by three cliques so 0(F) = 3:
For any positive integer r; let Hr be the graph formed by identifying vertex x from r
copies of F . Then  a(Hr) = 4r and 0(Hr) = 3r:
These examples establish the following result.
Theorem 3.2. For each positive integer r there exists a pair of graphs G1 and G2
such that  (G1)−  a(G1)>r and  a(G2)− 0(G2)>r:
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Fig. 4. a(G)> 2 ira(G).
The only relationship, besides those implicit in the inequality chain (3), which must
hold between the parameters ir; ; i; 0;   and IR for an arbitrary graph is the fol-
lowing which was established independently in [3,4].
Theorem 3.3 (Allan and Laskar [3] and Bollobas and Cockayne [4]). For any graph
G; (G)62 ir(G)− 1.
A similar relationship holds involving the parameters (G) and ira(G): Let I be an
ira(G)-set. That is, I is irredundant in G; I is acyclic of order jI j = ira(G) and for
each u 2 V (G) − I; either hI [ fugi contains a cycle or I [ fug is not irredundant
in G. Suppose I = fx1; x2; : : : ; xkg: For each i; let yi 2 N [xi] − N [I − fxig]; and let
A= I [ fy1; y2; : : : ; ykg: Suppose there exists a vertex x not in N [A]: Let B= I [ fxg.
Since I is acyclic and x 62 N (I); B is acyclic. Also, the vertex x is isolated in hBi and
for each i; yi is still a private neighbor of xi with respect to B. Thus B is irredundant
in G. But I is maximal acyclic irredundant, and so no such vertex x can exist. This
contradiction establishes the following result.
Theorem 3.4. For any graph G; (G)62 ira(G):
It is of course natural to suspect that a(G)62 ira(G). However, the ratio of a to
ira can be arbitrarily large as shown by the graph G of Fig. 4. The sets of vertices A
and B each induces a complete graph, and each vertex of A[B is adjacent to t vertices
of degree one. It is straightforward to show that I =fu1; u2; u3; u4; u5; v1; v2; v3; v4; v5g is
a maximal acyclic irredundant set, and so ira(G)610: But a(G) = 6t + 9:
Recall the classic result of Ore for graphs with minimum degree at least one.
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Fig. 5. Relationships between parameters.
Theorem 3.5 (Ore [14]). If graph G has no isolated vertices and D is any minimal
dominating set of G; then V (G)− D is a dominating set of G.
Perhaps the best-known upper bound for the domination number of a graph (without
isolated vertices), namely n=2; follows immediately from this theorem of Ore. The class
of examples dened following Theorem 3.1 demonstrates that no such upper bound for
the acyclic domination number is possible even if the minimum degree is specied.
For a given minimum degree r; if t is chosen to be larger than 5r − 4 then the graph
described there has acyclic domination number more than half its order.
By considering a tree T of order n it is easy to see that ia (and hence a as well)
can be arbitrarily larger than IR (and hence  ; IRa ;  a ; 0; i and a also). Let G1 be
the Cartesian product K5 K2 and for a positive integer r at least four let G2 be the
complete bipartite graph K2; r . It is straightforward to show that ia(G1) = a(G1) =
4< 5 =  (G1) = IR(G1) and that ia(G2) = 3<r = 0(G2)6 a(G2)6IRa(G2): These
examples show that ia is incomparable with any of IR; IRa ;  ;  a and 0; and that a is
incomparable with IR and  : Let G3 be the graph constructed from the disjoint union
of an independent set, fwi;j j 16i< j68g of order 28 and a path of order 8 with
vertices v1; v2; : : : ; v8 by adding edges joining wi;j to vi and vj. The vertices of the path
form a maximal acyclic set and it can be shown that i(G3) = 10: Thus, i and ia are
also incomparable parameters on the class of all graphs.
Let G4 be the graph whose vertex set is A [ B; where A = fx1; x2; x3; x4; x5; x6; x7g
induces a path and B= fy1; y2; y3; y4; y5; y6; y7g induces a clique. We also add the six
edges x1y1; x2y2; x3y3; x5y5; x6y6 and x7y7: At least one vertex of B must be contained
in any set which dominates G4; and it is then straightforward to see that  (G4) = 5.
But I = fx1; x2; x3; x5; x6; x7g is an acyclic irredundant set and so IRa(G4)> (G4): On
the other hand,  (G1) = 5> 2 = IRa(G1) and so   and IRa are incomparable.
We summarize the relationships between these parameters for an arbitrary graph G
in the Hasse diagram shown in Fig. 5.
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4. Graphs for which  = a
The dierence a −  can be made arbitrarily large, but for certain classes of graphs
these numbers are equal. For example, every dominating set in a forest is acyclic. Also,
for graphs which have a dominating set of order two, no minimum dominating set can
induce a cycle. Thus we have the following theorem.
Theorem 4.1. If G is a forest or if (G) = 2; then (G) = a(G):
Even in the class of graphs which can be dominated by a pair of vertices it is
possible for i(G)− a(G) to be large. For example, if r>3; then a(Kr;r)= 2= (Kr;r)
but i(Kr;r) = r: Of course, whenever (G) = i(G); then necessarily (G) = a(G): For
example, it follows by a result of Allan and Laskar [2] that if a graph G is claw-free,
then (G) = i(G):
Corollary 4.2. If G has no induced subgraph isomorphic to K1;3; then (G) =
a(G) = i(G):
Theorem 4.3. If G is 3-regular; then (G) = a(G):
Proof. Assume that G is regular of degree three. From among all minimum dom-
inating sets, choose S to be one which induces the fewest cycles. If S is acyclic,
then (G) = jSj = a(G): Therefore, assume hSi has a cycle C: u1; u2; : : : ; uk ; u1: Let
N (u1) = fu2; uk ; v1g: Since S is a minimal dominating set and since u2; uk 2 S; the
vertex v1 must be a private neighbor of u1 with respect to S. Thus, N (v1)\ S = fu1g.
Then S 0= (S −fu1g)[fv1g is a minimum dominating set of G since S 0 dominates G;
and v1 is isolated in hS 0i; implying that hS 0i has fewer cycles than hSi. This contradicts
the choice of S and establishes the theorem.
Fricke [8] has provided us a method of constructing, for each r>4; an r-regular
graph whose acyclic domination number is strictly larger than its domination number.
The smallest such graph, in terms of order, that we know of for r=4 has 99 vertices,
and (G) = 21< 22 = a(G): This graph is shown in Fig. 6.
Any graph which is a Cartesian product of two paths, a path and a cycle, or two
cycles (i.e., grid graphs, cylinder graphs and torus graphs) has a -set which is acyclic.
Theorem 4.4. If G is any of the graphs Pm Pn; Pm Cn or Cm Cn; then (G) =
a(G):
Proof. We assume the vertex set of G consists of all ordered pairs (i; j) where 16i6m
and 16j6n. The result is easy to verify if either of m or n is less than three. Therefore
we assume m>3 and n>3: For ease of reference we refer to an edge joining two
vertices with the same rst coordinate as a ‘vertical’ edge and one joining two vertices
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Fig. 6. 4-regular graph with < a.
Fig. 7. Part of m n grid, cylinder or torus graph.
with identical second coordinates as a ‘horizontal’ edge. A cycle in G all of whose
edges are vertical or all of whose edges are horizontal will be called a straight cycle;
other cycles will be called bent cycles. We will prove that a(G) = (G) by showing
how to modify a -set which is not acyclic to get a -set which induces fewer cycles.
Let S be any dominating set of G with jSj=(G). If any vertex x belonging to a cycle
in hSi has a unique private neighbor x0 with respect to S, then (S − fxg) [ fx0g is a
-set of G which induces fewer cycles than S. Thus we assume every vertex belonging
to a cycle in hSi has at least two private neighbors with respect to S.
Assume rst that hSi contains a 3-cycle. This can only happen if one of the graphs
in the Cartesian product is C3 (for example, if b00 = a0, c0 = d00, etc., in Fig. 7). If
the 3-cycle is fa0; a; bg, then (S − fa; bg) [ fb0; dg is a -set for G and induces fewer
cycles than S.
Now assume that hSi contains a bent 4-cycle C. Then C must have two vertical
and two horizontal edges and so must have vertices a; b; c; d as in Fig. 7. All four
of the vertices of this 4-cycle have two private neighbors with respect to S, and so
(S−fa; b; c; dg)[fa0; b0; c0; d0g dominates G and induces fewer cycles than S: If hSi has
a straight 4-cycle C, for example a vertical one, then S contains a set of vertices such
as fb00; b; a; a0g. But then (S − fa; bg) [ fb0; dg is a -set which induces fewer cycles
than S. Hence we may assume that hSi does not contain any cycles of length 4 or less.
160 S.M. Hedetniemi et al. / Discrete Mathematics 222 (2000) 151{165
Let C be any cycle in hSi. If C contains at least four consecutive vertices all having
the same rst coordinate or the same second coordinate, then the number of induced
cycles can be reduced as in the case of a straight 4-cycle above. Assuming we have
handled all the cases above, we see that the only remaining case, namely C containing
an ‘elbow’ equivalent to fb; a; dg in Fig. 7, is impossible. For b0; b00 2 PN (b; S),
a0; a00 2 PN (a; S) and d0; d00 2 PN (d; S) since each vertex of S must have at least two
private neighbors with respect to S. But now S must also contain vertex c; that is, hSi
contains a 4-cycle. Therefore a(G) = (G):
By following the proof above we see that the following stronger result is true.
Theorem 4.5. If G is an induced subgraph of any of the graphs Pm Pn; Pm Cn or
Cm Cn; then (G) = a(G):
The categorical product Pm  Pn, where (a; b) is adjacent to (c; d) if ac 2 E(Pm)
and bd 2 E(Pn), is a disconnected graph with two components each of which is an
induced subgraph of a grid | although not in the natural embedding. We have the
following corollary to Theorem 4.5.
Corollary 4.6. For any two positive integers m and n; (Pm  Pn) = a(Pm  Pn):
Another well-known class of graphs for which we suspect equality between the
acyclic domination number and the domination number are the hypercubes. The n-cube,
Qn, is the Cartesian product of n copies of K2. The domination number of Qn is only
known for 16n66 and for values of n of the form 2k − 1 or 2k : See [10]. For all of
these, except for n = 5, (Qn) = i(Qn), and in [10] a -set for Q5 is given which is
acyclic.
Conjecture. For every n>1, (Qn) = a(Qn):
A graph G is an interval graph if G is the intersection graph of a set of intervals
on the real line. A circular-arc graph is the intersection graph of a family of arcs of
a circle. If the union of the arcs does not cover the entire circle, then it is easy to see
that the circular-arc graph is in fact an interval graph. A proper circular-arc graph is
the intersection graph of a set of arcs of a circle such that no arc properly contains
another.
Lemma 4.7. If G is an interval graph or a proper circular-arc graph and S is any
irredundant set in G; then S is acyclic.
Proof. Let G be an interval graph and assume that we are given an interval representa-
tion fIugu2V , such that uv 2 E(G) if and only if Iu\ Iv 6= ;: Let S V and assume that
hSi contains a cycle C whose vertices are labeled u1; u2; : : : ; uk ; u1, where Iui = [ai; bi]
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and a16ai for 16i6k. There exists m, 16m6k such that bi6bm for every 16i6k:
Since u1; u2; : : : ; um is a path in G it follows that Iu1[Iu2[  [Ium is an interval, namely
[a1; bm]: If m<k, then a1<am+1<bm+1<bm. But then N [um+1]N [fu1; u2; : : : ; umg]
and um+1 is redundant in S. If m= k, then since u1uk 2 E, a16a26b26bk . It follows
in this case that N [u2]N [S − fu2g] and u2 is redundant in S.
If G is a proper circular-arc graph, S is irredundant in G and hSi contains a cycle C :
u1; u2; : : : ; uk ; u1, then for each 16i6k it follows that ui must have an ‘external’ private
neighbor with respect to S. That is, there must exist a vertex yi 2 PN (ui; S)\ (V −S).
Each of the two possible cases | where the arcs representing C either cover the
circle or do not cover the circle | leads to a contradiction. Therefore, hSi contains
no cycles.
Corollary 4.8. If G is an interval graph or a proper circular-arc graph; then (G) =
a(G); ira(G)6ir(G) and IR(G) = IRa(G):
Note that for m> 1, the graph H = K3  mK1 is a circular-arc graph such that
(H) = 3<m + 2 = a(H), and so Corollary 4.8 is not true for the larger class of
circular-arc graphs.
5. NP-completeness results
In this section we consider the complexity of the acyclic parameters introduced in
this paper. In particular, we will be interested in the decision problems concerning the
existence of minimal acyclic dominating sets, maximal acyclic irredundant sets and
maximal acyclic sets in an arbitrary graph. We consider six decision problems.
ACYCLIC DOMINATING SET
Instance: A graph G and a positive integer k.
Question: Does G have an acyclic dominating set of cardinality at most k?
Without the requirement that the dominating set be acyclic, this problem is the
well-known DOMINATING SET problem which was shown to be NP-complete by
David Johnson [9], who constructed a reduction from the well-known NP-complete
problem 3-SAT. His proof is given in Chapter 1 of [11]. ACYCLIC DOMINAT-
ING SET belongs to NP since a ‘yes’ instance of ACYCLIC DOMINATING SET
can be veried in polynomial time. It follows immediately from Johnson’s proof that
ACYCLIC DOMINATING SET is NP-complete, since the graph constructed from an
instance of 3-SAT has a dominating set of cardinality n if and only if it has an acyclic
(in fact, an independent) dominating set of cardinality n. ACYCLIC DOMINATING
SET remains NP-complete when instances are restricted to bipartite graphs. A proof
of this follows immediately from the reduction from DOMINATING SET given in
Chapter 12 of [11].
162 S.M. Hedetniemi et al. / Discrete Mathematics 222 (2000) 151{165
Fig. 8. The graph H .
Theorem 5.1. ACYCLIC DOMINATING SET is NP-complete; even when restricted
to bipartite graphs.
UPPER ACYCLIC DOMINATING SET
Instance: A graph G and a positive integer k.
Question: Does G have a minimal acyclic dominating set of cardinality at least k?
Consider the graph H pictured in Fig. 8, where the set B = fb1; b2; b3; x; b4; b5; b6g
induces a complete graph of order 7, and the set A= fa1; a2; a3; y; a4; a5; a6g induces a
path with endvertices a1 and a6. Consider any irredundant set D of H . If jD \ Bj>1
but D \ B 6= fb1; b2; b3; b4; b5; b6g, then jDj65: Also if D \ B = ;, then either D =
fa1; a2; a3; a4; a5; a6g or jDj65: Therefore, if D is an irredundant set of H such that
jDj>6, then D = fb1; b2; b3; b4; b5; b6g or D = fa1; a2; a3; a4; a5; a6g. Note that the rst
of these sets does not dominate y and the second does not dominate x, but is acyclic.
The proof of the next lemma follows immediately from this.
Lemma 5.2. Let G be any connected graph such that the graph H of Fig. 8 is an
induced subgraph of G and such that x is the only vertex of H adjacent to any
vertex in V (G)− V (H). If D is any minimal acyclic dominating set of G such that
jD \ V (H)j>6; then D \ V (H) = fa1; a2; a3; a4; a5; a6g and vertex x is dominated by
a vertex in D \ (V (G)− V (H)):
It is obvious that UPPER ACYCLIC DOMINATING SET is a member of NP since
we can, in polynomial time, verify that a ‘yes’ instance is minimal dominating, acyclic
and of cardinality at least k. We now prove that it is in fact NP-complete.
Theorem 5.3. UPPER ACYCLIC DOMINATING SET is NP-complete.
Proof. It suces to nd a polynomial-time transformation from some NP-complete
problem to UPPER ACYCLIC DOMINATING SET. Let C = fC1; C2; : : : ; Cmg be an
instance of 3-SAT in the variables x1; x2; : : : ; xn. We construct a graph G as follows.
Corresponding to each variable xi is a copy of the complete bipartite graph K6;6 with
partite sets Pi = fvi1; vi2; : : : ; vi6g and Qi = fvi1; vi2; : : : ; vi6g. For each clause Cj there
corresponds a copy, say Hj, of the graph H from Fig. 8. In addition, for each 16i6n
and each 16j6m, the vertex x from Hj is joined to vi1 if literal xi is in clause Cj
and to vi1 if literal xi is in Cj. Let k = 6(n + m). We claim that C has a satisfying
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truth assignment if and only if G has a minimal acyclic dominating set of cardinality
at least k.
Suppose that C has a satisfying truth assignment. For each 16i6n, let D contain
the set of vertices in Pi if literal xi is assigned value ‘T’; otherwise let D contain the
vertices in Qi. Also let D contain the vertices corresponding to fa1; a2; a3; a4; a5; a6g
from each of the subgraphs H1; H2; : : : ; Hm: Now D is a dominating set (the vertex x
from each Hj is dominated by D because of the satisfying truth assignment). It is also
clear that D is minimal dominating and acyclic, and thus G has a minimal acyclic
dominating set of cardinality at least k.
Conversely, assume that G has a minimal acyclic dominating set M such that jM j>k:
Each K6;6 and each Hj can have at most 6 vertices in M , and so each must intersect
M in a subset of exactly 6 vertices. The vertices belonging to M in any K6;6 must
be all from the same partite set, since M is minimal dominating. By Lemma 5.2
it follows that for each 16j6m, M \ V (Hj) is the set of vertices corresponding to
fa1; a2; a3; a4; a5; a6g and the vertex corresponding to x is not dominated by M \V (Hj).
We can now construct a satisfying truth assignment by letting xi be ‘T’ if vi1 2 M and
‘F’ if vi1 2 M:
ACYCLIC IRREDUNDANT SET
Instance: A graph G and a positive integer k.
Question: Does G have a maximal acyclic irredundant set of cardinality at most k?
UPPER ACYCLIC IRREDUNDANT SET
Instance: A graph G and a positive integer k.
Question: Does G have an acyclic irredundant set of cardinality at least k?
Theorem 5.4. The decision problems ACYCLIC IRREDUNDANT SET and
UPPER ACYCLIC IRREDUNDANT SET are NP-complete.
Proof. In [12], Hedetniemi et al. prove that the decision problem IRREDUNDANT
SET is NP-complete. They dene a transformation from the DOMINATING SET prob-
lem by showing that an arbitrary graph G has a dominating set of cardinality at most
k if and only if a (bipartite) graph G0, constructed from G, has a maximal irredundant
set of cardinality at most k + 1. Since the irredundant set can be taken to be acyclic,
it follows that ACYCLIC IRREDUNDANT SET is NP-complete.
In [7], Fellows et al. use a ‘trestled’ graph construction to show that the decision
problem UPPER IRREDUNDANT SET is NP-complete. They use a reduction from
the NP-complete problem INDEPENDENT SET and show that for a graph G with m
edges, the trestled graph T2(G) has an irredundant set of cardinality k+2m if and only
if G has an independent set of cardinality k. In addition they prove that for the class
of trestled graphs of the form T2(G), IR=0. Since an independent set is acyclic, this
also shows that UPPER ACYCLIC IRREDUNDANT SET is NP-complete.
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The NP-completeness of the following decision problem was listed in [9] as a special




Instance: A graph G and a positive integer k.
Question: Does G have an acyclic set of cardinality at least k?
Akiyama and Watanabe [1] proposed two nice conjectures concerning maximum
acyclic sets in the class of planar graphs.
Conjecture 1. Every planar graph of order n>4 has an acyclic set of cardinality at
least n=2:
Conjecture 2. Every bipartite planar graph of order n has an acyclic set of cardinality
at least 5n=8.
The NP-completeness of our one remaining problem remains open.
MINIMUM MAXIMAL ACYCLIC SET
Instance: A graph G and a positive integer k.
Question: Does G have a maximal acyclic set of cardinality at most k?
6. Open questions & problems
I. Find a characterization of the graphs G for which (G) = a(G); or nd other
classes of graphs for which this equality holds.
II. Find a characterization of the graphs G for which a(G) = i(G):
III. When G is a graph of diameter two it follows that (G)6(G). The open neigh-
borhood of any vertex is a dominating set. We have an example of a graph of
diameter two for which the domination number is smaller than the acyclic domi-
nation number. Is a(G)6(G) when the diameter of G is two?
IV. Is the decision problem ACYCLIC DOMINATING SET NP-complete when re-
stricted to chordal graphs?
V. Which of the problems UPPER ACYCLIC DOMINATING SET, ACYCLIC IR-
REDUNDANT SET, UPPER ACYCLIC IRREDUNDANT SET, and ACYCLIC
SET are NP-complete when restricted to bipartite or chordal graphs?
VI. Construct a polynomial time algorithm for solving any of the problems in Section
5 when restricted to any non-trivial class of graphs. Notice from Corollary 4.8,
there exists a linear time algorithm for computing should be a(G) for any interval
graph G, since the domination number of an interval graph can be computed in
linear time [15].
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