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a b s t r a c t
Let G be a connected graph. In this paper, we supply exact formulae for the Wiener, the
hyper-Wiener and the vertex PI indices of the Kronecker product G × Kn of a connected
graph G and a complete graph Kn (n ≥ 3).
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1. Introduction
Throughout this paper we consider only finite undirected graphs without loops and multiple edges. For notation and
terminology not defined here we refer the reader to West [24]. Let G = (V , E) be a connected graph. As usual, the distance
between two vertices u and v of G, denoted by dG(u, v), is defined as the number of edges in a shortest path connecting u
and v.
A topological index is a real number related to a graph; it does not depend on the labeling or the pictorial representation
of a graph. There are several topological indices. Among them are the Wiener index W , the Randić index R, the Hosoya
index Z , the Merrifield–Simmons index σ , the Szeged index Sz and the vertex and edge Padmakar–Ivan indices PIv and PIe.
These topological indices have found applications as means for modeling chemical, pharmaceutical and other properties of
molecules. For more results on topological indices of graphs see, for example, [3,6,10–12,18] and the references therein.
One of the most intensively studied topological indices is the Wiener index [25]. It is not only an early index which
correlates well with many physico-chemical properties of organic compounds but also a subject that has been studied by
many mathematicians and chemists. The Wiener index is the sum of distances between all unordered pairs of vertices of a
connected graph, i.e.,
W (G) =
∑
{u,v}⊆V
dG(u, v) = 12
∑
(u,v)∈V×V
dG(u, v).
The hyper-Wiener index of acyclic graphs was first introduced by Randić in 1993. Then, as a generalization of theWiener
index, Klein et al. [19] generalized Randić’s definition for all connected graphs. The hyper-Wiener index of a connected graph
is defined as
WW (G) = 1
2
W (G)+ 1
2
∑
{u,v}⊆V
d2G(u, v) =
1
2
W (G)+ 1
4
∑
(u,v)∈V×V
d2G(u, v)
where d2G(u, v) = dG(u, v)2.
∗ Corresponding author.
E-mail addresses: vumar@xju.edu.cn, elkin1226@yahoo.com (E. Vumar).
0166-218X/$ – see front matter© 2010 Elsevier B.V. All rights reserved.
doi:10.1016/j.dam.2010.06.009
M. Hoji et al. / Discrete Applied Mathematics 158 (2010) 1848–1855 1849
The PI index is the unique topological index related to equidistance of vertices or parallelism of edges, it is very simple to
calculate and has discriminating power similar to that of the Wiener and Szeged indices of some molecular graphs studied
in [4,5,14–17,26,27].
Let e = uv be an edge of graph G, and let meu(e|G) be the number of vertices lying closer to the vertex u than to v and
mev(e|G) the number of vertices lying closer to v than to u. The vertex PI index PIv(G) of G is defined as
PIv(G) =
∑
e∈E(G)
[meu(e|G)+mev(e|G)].
In this definition, equidistant vertices from both ends of the edge e = uv are not counted. Such vertices are called
equidistant vertices of e. If the number of equidistant vertices of e = uv is denoted byMG(e), then
PIv(G) =
∑
e∈E(G)
[|V (G)| −MG(e)].
In [9], the Wiener indices of the Cartesian products of graphs are determined, and in [16] the hyper-Wiener indices of
the Cartesian products and the composition of graphs are determined. Moreover, in [17] the vertex and edge PI indices of
Cartesian product graphs are studied. In this paper, we consider the Wiener, the hyper-Wiener and the vertex PI indices
of the Kronecker product graphs. We determine the above-mentioned indices of G × Kn with |V (G)| ≥ 2 and n ≥ 3, the
Kronecker product of a connected graph and a complete graph, and those of G × K2 for G being a non-bipartite connected
graph. Note that G× K2 is also named a Merrifield–Simmons duplex graph, defined by Merrifield and Simmons in [22]. For
the chemistry application of the duplex graph we encourage the reader to consult the paper of Fowler, John and Sachs [7].
The Cartesian product G1G2 of G1 and G2 is defined by V (G1G2) = V (G1)× V (G2) and E(G1G2) = {(a1, a2)(b1, b2) :
(a1b1 ∈ E(G1) and a2 = b2) or (a2b2 ∈ E(G2) and a1 = b1)}, while the Kronecker product G1 × G2 of G1 and G2 is defined
by V (G1 × G2) = V (G1)× V (G2) and E(G1 × G2) = {(a1, a2)(b1, b2) : a1b1 ∈ E(G1) and a2b2 ∈ E(G2)}. By definition, both
Cartesian and Kronecker products are commutative and associative. The composition G1[G2] of G1 and G2 has the vertex set
V1×V2 and (u1, v1) is adjacent to (u2, v2)whenever (u1 is adjacent to u2) or (u1 = u2 and v1 is adjacent v2). The join G1+G2
is the graph union G1 ∪ G2 together with all edges joining V1 and V2. If G1 = G2 = G, we write G+ G = 2G.
The Kronecker product of graphs has been extensively investigated as regards graph colorings, graph recognition and
decomposition, graph embeddings, matching theory and stability in graphs (see, for example [1,2,13,21]). Moreover, this
graph product has several applications; for example, it can be used in modeling concurrency in multiprocessor systems [20]
and in automata theory [8].
We conclude this section by listing some known results on the Wiener, hyper-Wiener and vertex PI indices of some
operations of graphs. In Sections 2 and 3 we will present the analogues for the Kronecker product G × Kn with |V (G)| ≥ 2
and n ≥ 3.
Theorem 1.1 ([9]). Let G and H be graphs. Then W (GH) = |V (H)|2W (G)+ |V (G)|2W (H).
Theorem 1.2 ([16]). Let G and H be graphs. Then
WW (GH) = |V (H)|2WW (G)+ |V (G)|2WW (H)+ 2W (G)W (H).
Theorem 1.3 ([16]). Let G and H be graphs and G be connected. Then
WW (G[H]) = |V (H)|2WW (G)+ |V (G)|
2
(WW (2H)− |V (H)|2).
Theorem 1.4 ([17]). Let G and H be graphs. Then
PIe(GH) = |V (G)| |E(G)|PIv(H)+ |V (H)| |E(H)|PIv(G)+ PIe(G)|V (H)|2 + PIe(H)|V (G)|2
PIv(GH) = PIv(G)|V (H)|2 + PIv(H)|V (G)|2.
Theorem 1.5 ([17]). If G is a connected bipartite graph, then PIv(G) = |V (G)| |E(G)|.
2. Wiener and hyper-Wiener indices of G × Kn (n ≥ 3)
We start with our main result on the Wiener and hyper-Wiener indices of G× Kn.
Theorem 2.1. Let G be a connected graph of order at least 2 and let µ be the number of edges not lying in any triangle of G. Then
for n ≥ 3,
W (G× Kn) = n2W (G)+ n|E(G)| + nµ+ |V (G)|n(n− 1),
WW (G× Kn) = n2WW (G)+ 2n|E(G)| + 3nµ+ 32 |V (G)|n(n− 1).
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Corollary 2.2. Let G be a connected triangle-free graph of order at least 2. Then for n ≥ 3,
W (G× Kn) = n2W (G)+ 2n|E(G)| + |V (G)|n(n− 1),
WW (G× Kn) = n2WW (G)+ 5n|E(G)| + 32 |V (G)|n(n− 1).
Before starting the proof of our main result in the section, we introduce some notation for later use.
When considering the Kronecker product of G and Kn (n ≥ 3), we shall always label V1 = V (G) = {u1, . . . , um}, V2 =
V (Kn) = {v1, . . . , vn}, and set Si = ui× V2, i = 1, . . . ,m ≥ 2. Moreover, for convenience, we shall abbreviate (ui, vj) towij
for i = 1, . . . ,m, j = 1, . . . , n.
Firstly, we prove a key lemma on the distance between vertices in G× Kn.
Lemma 2.3. Let G be a connected graph of order m ≥ 2 and let n be an integer not less than 3. Then for each pair of vertices
wik, wjl ∈ V (G× Kn), i, j ∈ {1, . . . ,m}, k, l ∈ {1, . . . , n}, we have
dG×Kn(wik, wjl) =

0, i = j and k = l,
2, (i = j and k 6= l) or (i 6= j, k = l, uiuj in a triangle of G),
3, i 6= j, k = l, uiuj ∈ E(G) and uiuj not in any triangle of G,
dG(ui, uj), (i 6= j and k 6= l) or (i 6= j, k = l and uiuj 6∈ E(G)).
Proof. We only prove the case when i 6= j, k = l and uiuj 6∈ E(G). The proofs for other cases are similar.
For simplicity, we may assume k = 1. Let P0 = uiut1ut2 · · · utpuj be a shortest path of length p + 1 between ui
and uj in G. From P0 we have a (wi1, wj1)-path P = wi1wt12wt21 · · ·wtp−12wtp3wj1 if the length of P is odd, and P =
wi1wt12wt21 · · ·wtp−11wtp2wj1 if the length of P is even.
Obviously, the length of P is p + 1, and thus dG×Kn(wi1, wj1) ≤ p + 1 = dG(ui, uj). If there were a (wi1, wj1)-path in
G × Kn that is shorter than p + 1, then it is easy to find a (ui, uj)-path in G that is also shorter than p + 1, in contrast to
dG(ui, uj) = p+ 1. 
Now we are ready to give the proof of Theorem 2.1.
Proof of Theorem 2.1. Let A := 12
∑m
i,j=1
i6=j
∑n
p=1 dG×Kn(wip, wjp), B := 12
∑m
q=1
∑n
k,l=1
k6=l
dG×Kn(wqk, wql) and C := 12
∑m
i,j=1
i6=j∑n
k,l=1
k6=l
dG×Kn(wik, wjl). Then,W (G×Kn) = 12
∑
(wik,wjl)⊆V (G×Kn) dG×Kn(wik, wjl) = 12
∑m
i,j=1
∑n
k,l=1 dG×Kn(wik, wjl) = A+B+C .
In the following, we count A, B and C respectively.
Case 1. i 6= j and k = l = p.
In this case, by Lemma 2.3, dG×Kn(wip, wjp) takes the following values according as the adjacency of ui and uj in G:
dG×Kn(wip, wjp) =
{dG(ui, uj), i 6= j and uiuj 6∈ E(G),
2 = dG(ui, uj)+ 1, i 6= j and uiuj lies in a triangle of G,
3 = dG(ui, uj)+ 2, i 6= j, uiuj ∈ E(G) and uiuj not in a triangle of G.
Set A1 := {(i, j)|i 6= j, uiuj 6∈ E(G)}, A2 := {(i, j)|uiuj ∈ E(G), uiuj lies in a triangle of G} and A3 := {(i, j)|uiuj ∈ E(G)
and uiuj not in any triangle of G}. Note that A1 ∪ A2 ∪ A3 = {(i, j)|i 6= j}, |A2 ∪ A3| = 2|E(G)| and |A3| = 2µ. We have
A = 1
2
m∑
i,j=1
i6=j
n∑
p=1
dG×Kn(wip, wjp) =
1
2
{ ∑
(i,j)∈A1
n∑
p=1
dG(ui, uj)+
∑
(i,j)∈A2
n∑
p=1
[dG(ui, uj)+ 1] +
∑
(i,j)∈A3
n∑
p=1
[dG(ui, uj)+ 2]
}
= nW (G)+ n|E(G)| + nµ.
Case 2. i = j = q and k 6= l.
In this event, by Lemma 2.3, we have dG×Kn(wqk, wql) = 2. Hence
B = 1
2
m∑
q=1
n∑
k,l=1
k6=l
dG×Kn(wqk, wql) =
1
2
m∑
q=1
∑
(k,l)
k6=l
2 = mn(n− 1).
Case 3. i 6= j and k 6= l.
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Again by Lemma 2.3, we have dG×Kn(wik, wjl) = dG(ui, uj). Hence
C = 1
2
m∑
i,j=1
i6=j
n∑
k,l=1
k6=l
dG×Kn(wik, wjl) =
1
2
m∑
i,j=1
i6=j
∑
(k,l)
k6=l
dG(ui, uj) = n(n− 1)W (G).
Now using the above results, we work out the Wiener index of G× Kn:
W (G× Kn) = A+ B+ C = nW (G)+ n|E(G)| + nµ+mn(n− 1)+ n(n− 1)W (G)
= n2W (G)+ n|E(G)| + nµ+mn(n− 1).
Similarly, we obtain the hyper-Wiener index of G× Kn:
WW (G× Kn) = 12W (G× Kn)+
1
4
∑
(wik,wjl)⊆V×V
d2(wik, wjl)
= 1
2
W (G× Kn)+ 14
 m∑
i,j=1
i6=j
n∑
p=1
d2G×Kn(wip, wjp)
+
m∑
q=1
n∑
k,l=1
k6=l
d2G×Kn(wqk, wql)+
m∑
i,j=1
i6=j
n∑
k,l=1
k6=l
d2G×Kn(wik, wjl)

= 1
2
W (G× Kn)+ 14
 ∑
(i,j)∈A1
n∑
p=1
d2G(ui, uj)
+
∑
(i,j)∈A2
n∑
p=1
22 +
∑
(i,j)∈A3
n∑
p=1
32 +
m∑
q=1
∑
(k,l)
k6=l
22 +
m∑
i,j=1
i6=j
∑
(k,l)
k6=l
d2G(ui, uj)

= 1
2
W (G× Kn)+ 14
 ∑
(i,j)∈A1
n∑
p=1
d2G(ui, uj)+
∑
(i,j)∈A2
n∑
p=1
(d2G(ui, uj)+ 3)
+
∑
(i,j)∈A3
n∑
p=1
(d2G(ui, uj)+ 8)+
m∑
q=1
∑
(k,l)
k6=l
4+
m∑
i,j=1
i6=j
∑
(k,l)
k6=l
d2G(ui, uj)

= 1
2
W (G× Kn)+ 14
n
 m∑
i,j=1
i6=j
d2G(ui, uj)+
∑
(i,j)∈A2
3+
∑
(i,j)∈A3
8

+ m
n∑
(k,l)
k6=l
4+ n(n− 1)
m∑
i,j=1
i6=j
d2G(ui, uj)

= 1
2
[n2W (G)+ n|E(G)| + nµ+mn(n− 1)]
+ 1
4
n2 m∑
i,j=1
i6=j
d2G(ui, uj)+ 6n|E(G)| + 10nµ+ 4mn(n− 1)

= n2WW (G)+ 2n|E(G)| + 3nµ+ 3
2
mn(n− 1). 
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Let Pn and Cn denote a path and a cycle of order n, respectively. By definition, W (Kn) = WW (Kn) = 12n(n − 1), and
by [16,23], W (Pn) = n(n2−1)6 ,WW (Pn) = 124 (n4 + 2n3 − n2 − 2n),W (Cn) =

n3
8
, n is even,
n(n2 − 1)
8
, n is odd
and WW (Cn) =
n2(n+ 1)(n+ 2)
48
, n is even,
n(n2 − 1)(n+ 3)
48
, n is odd.
Now using Theorem 2.1, we count the Wiener and hyper-Wiener indices in the following three examples.
Example 1. Letm, n be integers. Then
W (Km × Kn) =
{
3m2, m ≥ 3 and n = 2,
1
2
mn(mn+m+ n− 3), m ≥ n ≥ 3
WW (Km × Kn) =
{
2m(2m+ 1), m ≥ 3 and n = 2,
1
2
mn(mn+ 2m+ 2n− 5), m ≥ n ≥ 3.
Example 2. Letm, n be integers. Then
W (Cm × Kn) =

m3 m is odd,m ≥ 3 and n = 2,
1
8
mn(m2n+ 8n+ 8) m is even,m ≥ 4 and n ≥ 3,
6n2 m = 3 and n ≥ 3,
1
8
mn(m2n+ 7n+ 8) m is odd,m ≥ 5 and n ≥ 3
WW (Cm × Kn) =

1
6
m2(m+ 1)(2m+ 1) m is odd,m ≥ 3 and n = 2,
1
48
mn(m3n+ 3m2n+ 2mn+ 72n+ 168) m is even,m ≥ 4 and n ≥ 3,
3
2
n(5n+ 1) m = 3 and n ≥ 3,
1
48
mn(m3n+ 3m2n−mn+ 69n+ 168) m is odd,m ≥ 5 and n ≥ 3.
Example 3. Letm, n be integers withm ≥ 2 and n ≥ 3. Then
W (Pm × Kn) = 16n(m
3n+ 5mn+ 6m− 12),
WW (Pm × Kn) = 124n(m
4n+ 2m3n−m2n+ 34mn+ 84m− 120).
3. The vertex PI index of G × Kn (n ≥ 3)
In this section, we continue to use the notation V (G) = {u1, . . . , um}, V (Kn) = {v1, . . . , vn}, Si and wij as defined in the
previous section,m ≥ 2, n ≥ 3. To state our main results of this section, we first introduce some symbols.
Let e = uiuj ∈ E(G). Then for k 6= l we have e′ = wikwjl ∈ E(G × Kn). In graph G, let N(ui) denote the neighborhood
of ui. Let T (e) = N(ui) ∩ N(uj) and tG(e) = |T (e)|. Moreover, let T ′(e) = {ur ∈ V (G) : dG(ur , ui) = dG(ur , uj) > 1} and
t ′G(e) = |T ′(e)|. Clearly,MG(e) = tG(e)+ t ′G(e) is the number of equidistant vertices of e = uiuj in G. We use L(ui) ⊆ N(ui) to
denote the neighbors of ui that have commonneighborswith ui, and set lui = |L(ui)|. For e = uiuj, let C(ui) = L(ui)\T (e)\{uj}
and C(uj) = L(uj) \ T (e) \ {ui}. Then clearly
|C(ui) ∪ C(uj)| = |C(ui)| + |C(uj)|
= |L(ui)| + |L(uj)| − 2|T (e)| − 2
= lui + luj − 2tG(e)− 2.
Now we state our main results of this section.
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Theorem 3.1. Suppose that G is a connected graph with |V (G)| ≥ 2 and n is an integer not less than 3. Then
PIv(G× Kn) = n2(n− 1)PIv(G)+ n(n− 1)
∑
e=uv∈E(G)
[4tG(e)− lu − lv]
where tG(e) = |N(u) ∩ N(v)| and lu is the number of neighbors of u that have common neighbors with u.
Corollary 3.2. Let G be a triangle-free connected graph with |V (G)| ≥ 2 and n ≥ 3. Then
PIv(G× Kn) = n2(n− 1)PIv(G).
Corollary 3.3. Let G be a connected bipartite graph with |V (G)| ≥ 2 and n ≥ 3. Then
PIv(G× Kn) = n2(n− 1)|V (G)| |E(G)|.
Note that the duplex graph G × K2 is a connected bipartite graph when G is a connected non-bipartite graph. Since
|V (G1 × G2)| = |V (G1)| |V (G2)| and |E(G1 × G2)| = 2|E(G1)| |E(G2)|, by Theorem 1.5 we have:
Theorem 3.4. If G is a connected non-bipartite graph, then
PIv(G× K2) = 4|V (G)| |E(G)|.
We now prove a key lemma, which will be used in the proof of Theorem 3.1. Recall that, for an edge f of a graphH,MH(f )
stands for the number of equidistant vertices of f in H .
Lemma 3.5. Suppose n ≥ 3, e′ = wikwjl ∈ E(G× Kn) and e = uiuj ∈ E(G). Then
MG×Kn(e
′) = nMG(e)− 4tG(e)+ lui + luj .
In particular, MG×Kn(e′) = nMG(e) if G is triangle-free.
Proof. Let e′ = wikwjl ∈ E(G× Kn) and e = uiuj ∈ E(G).
First suppose that G is a connected triangle-free graph, then tG(e) = 0. For a vertex wrt ∈ V (G × Kn), we consider the
distances fromwrt towik andwjl in G× Kn, respectively:
Case 1. wrt ∈ Si ∪ Sj.
Ifwrt ∈ Si, then, by Lemma 2.3, dG×Kn(wrt , wik) = 0 or 2 and dG×Kn(wrt , wjl) = 1 or 3; ifwrt ∈ Sj, then dG×Kn(wrt , wjl) = 0
or 2 and dG×Kn(wrt , wik) = 1 or 3. Hence in this case, we have dG×Kn(wrt , wik) 6= dG×Kn(wrt , wjl) for every vertexwrt ∈ Si∪Sj.
Case 2. wrt 6∈ Si ∪ Sj.
Since r 6= i, j and G is a triangle-free graph, by Lemma 2.3, dG×Kn(wrt , wik) = dG(ur , ui) and dG×Kn(wrt , wjl) = dG(ur , uj).
Hence wrt is an equidistant vertex of e′ = wikwjl if and only if ur is an equidistant of e = uiuj, and consequently
MG×Kn(e′) = nMG(e) in this case.
Now suppose that G is not triangle-free. In graph G × Kn, we use MT (e)G×Kn(e′) to denote the number of vertices wrt such
that dG×Kn(wrt , wik) = dG×Kn(wrt , wjl) and ur ∈ T (e); we say thatMT (e)G×Kn is the number of equidistant vertices of e′ that are
determined by T (e). Similarly, we define MT
′(e)
G×Kn(e
′) and MC(ui)∪C(uj)G×Kn (e
′), and we also say that MT
′(e)
G×Kn(e
′) and MC(ui)∪C(uj)G×Kn (e
′)
are the number of equidistant vertices of e′ that are determined by T ′(e) and C(ui) ∪ C(uj), respectively. By the structure of
graph G× Kn and Lemma 2.3, we can obtain the following claims.
Claim 1.MT (e)G×Kn(e
′) = (n− 2)tG(e).
For any vertex ur ∈ T (e), by Lemma 2.3, we also get dG×Kn(wrt , wik) = dG×Kn(wrt , wjl) = 1 (1 ≤ t ≤ n and t 6= k, l).
Hence the number of equidistant vertices of e′ = wikwjl determined by T (e) is equal to (n− 2)tG(e).
Claim 2.MT
′(e)
G×Kn(e
′) = nt ′G(e).
If ur ∈ T ′(e), then dG(ur , ui) = dG(ur , uj) > 1. By Lemma 2.3, dG×Kn(wrq, wik) = dG(ur , ui) = dG(ur , uj) =
dG×Kn(wrq, wjl), (q = 1, 2, . . . , n). Hence the result holds.
Claim 3.MC(ui)∪C(uj)G×Kn (e
′) = lui + luj − 2tG(e)− 2.
For any vertex ur ∈ C(ui) ∪ C(uj), without loss of generality, we pick ur ∈ C(ui); by Lemma 2.3, dG×Kn(wrk, wik) =
dG×Kn(wrk, wjl) = 2. i.e.,wrk is an equidistant vertex of e′ in graph G× Kn. Hence the claim follows.
Obviously, by Lemma 2.3, we have dG×Kn(wjk, wik) = dG×Kn(wjk, wjl) = dG×Kn(wil, wik) = dG×Kn(wil, wjl) = 2; hence
wil, wjk are also equidistant vertices of e′ = wikwjl.
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By Claims 1–3, we compute the number of equidistant vertices of e′ in graph G× Kn (n ≥ 3):
MG×Kn(e
′) = 2+MT (e)G×Kn(e′)+MT
′(e)
G×Kn(e
′)+MC(ui)∪C(uj)G×Kn (e′)
= 2+ (n− 2)tG(e)+ nt ′G(e)+ lui + luj − 2tG(e)− 2
= n[tG(e)+ t ′G(e)] − 4tG(e)+ lui + luj
= nMG(e)− 4tG(e)+ lui + luj . 
Proof of Theorem 3.1. First recall that |V (G×Kn)| = n|V (G)| and |E(G×Kn)| = 2|E(Kn)| |E(G)|. Let e′ = wikwjl ∈ E(G×Kn),
then, by definition we have e = uiuj ∈ E(G). On the other hand, corresponding to an edge uiuj ∈ E(G), in G × Kn there are
2|E(Kn)| = n(n − 1) edges wikwjl(k 6= l), and note that, in this way, in G × Kn the sets of edges corresponding to distinct
edges in G are disjoint. Hence, by Lemma 3.5, we have
PIv(G× Kn) =
∑
e′∈E(G×Kn)
[|V (G× Kn)| −MG×Kn(e′)]
= 2|E(Kn)|
∑
e∈E(G)
[n|V (G)| − nMG(e)+ 4tG(e)− lui − luj ]
= n2(n− 1)
∑
e∈E(G)
[|V (G)| −MG(e)] + n(n− 1)
∑
e∈E(G)
[4tG(e)− lui − luj ]
= n2(n− 1)PIv(G)+ n(n− 1)
∑
e∈E(G)
[4tG(e)− lui − luj ]. 
Example 4. Let us count the vertex PI index of Km× Kn (m ≥ n ≥ 3). Since tKm(e) = m− 2, lui = luj = m− 1 for each edge
e = uiuj ∈ V (Km) and PIv(Km) = m(m− 1), we have, by Theorem 3.1, PIv(Km × Kn) = mn(m− 1)(n− 1)(m+ n− 3).
Example 5. Note that for m ≥ 3, PIv(Cm) = m(m − 1) if m is odd, and PIv(Cm) = m2 otherwise. Hence for n ≥ 3, by
Corollary 3.2, we have
PIv(Cm × Kn) =
{
mn2(m− 1)(n− 1), m is odd,m ≥ 3
m2n2(n− 1), m is even,m ≥ 4.
Example 6. Note that PIv(Pm) = m(m−1),m ≥ 2. By Corollary 3.3, we have for n ≥ 3, PIv(Pm×Kn) = n2(n−1)m(m−1).
4. Concluding remark
In this paper,we consider theWiener, the hyper-Wiener and the vertex PI indices of the Kronecker product of a connected
nontrivial graph G and a complete graph Kn (n ≥ 3). We supply exact formulae for the above-mentioned topological indices
of G× Kn; also some examples are given as applications of our results.
A more general and also very natural question is that of how to determine the (hyper-)Wiener and the PI indices
(and other topological indices as well) of G × H for connected graphs G and H . To this end, one probably needs a distance
formula like Lemma 2.3 and then to use it to deduce some other properties of G × H (like an equidistant vertices formula
in Lemma 3.5). However, the situation seems to be more complex than with the Cartesian products, since the Kronecker
product of two bipartite graphs is already disconnected. We hope that this paper is just a beginning, and would like to see
more works on topological indices of the Kronecker products of graphs.
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