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Abstract 
 
This thesis presents an effective approach to study tactile based mobile robot navigation. 
A Matlab simulator, which can simulate the properties of the tactile sensors, the 
environment, and the motion of the robot, is developed. The simulator uses an abstraction 
model of a compliant tactile sensor to represent an array of sensors covering the robot. 
The tactile sensor can detect normal and shear forces. The simulator has been used by a 
set of human subjects to drive a robot in an indoor environment to capture data. The 
details of the implementation and the data collected are presented in this thesis. From the 
data, some contact features can be extracted. Regarding the features, this thesis uses the 
Gaussian classifier and Gaussian mixture model to classify the data and build the feature 
classification model.  Comparing the classification results of these two methods, the 
Gaussian mixture model has better performance. Applying the feature classification 
model, some contact objects can be detected, such as wall and corner. Based on this 
classification tool, a simple navigation problem can be solved successfully.  
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Chapter 1 
Introduction 
1.1 Motivation 
Robot navigation, the problem about guiding a robot to approach a destination, is one of 
the main research topics in autonomous robot system. In our daily life, the navigation 
system with which we are most familiar is the GPS. GPS can also be applied in the robot, 
but it is not sufficient to deal with the problems in robot navigation. For instance, the 
robot has to perform obstacle detection [1], [2], environment mapping [3], [4], landmark 
recognition [5], [6] and path planning [7], [8]. A lot of work has been done in this area. In 
the second competition of the DARPA grand challenge, the winner, Stanley, drove 132 
miles off-road terrain in 6hour 53min without manual intervention [9] (see Figure 1.1 (a)).  
Mars rover, Curiosity, used its navigation camera to find its path to the target (see Figure 
1.1 (b)).  
However, most of navigation system in robotics used light or other radiation sensors to 
detect obstacles. This allows a robot to move in open space like a road or a building hall. 
However, robots based on those sensors have some limitations: the sensors do not well at 
short distance, the sensors do not cover the robot’s body completely, and they depend on 
the reflective surface.  
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Figure 1. 1 (a) Stanley [9] (b) Curiosity Rover [10] 
Thus, a robot does not work well when navigating in a cluttered environment such as 
debris in a disaster area with debris (see Figure 1.2 (a)), a narrow tunnel (see Figure 1.2 
(b)), or through door. Animals, and humans, have little problem navigating through 
cluttered environment. For instance, a cave explorer can move through narrow cave by 
using not only the vision but also the contact information provided by the sensitive skin 
(see Figure 1.2 (b)). The skin allows us to be aware of the interaction between its body 
and its environment, which enables to make inform decisions. Moreover, what it touches 
is the real physical object which is sensed more reliably.  
 
                                 (a)                                                                 (b) 
Figure 1. 2 (a) Disaster Area [11] (b) Cave Detection [12] 
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Therefore, in order to have robots that are more autonomous and capable of operating on 
cluttered environments, we need to cover them with sensitive artificial skin using tactile 
sensors. 
Developing such robots presents multiple challenges. For instance, the appropriate type 
of tactile sensor needs to be used, and algorithms to process the information of this type 
of sensor arrays are required to be developed. There are many tactile sensor technologies 
that used different principles, such as, piezoresistance [13], [14], optics [15], [16], 
capacitance [17], [18], ultrasound [19], and magnetism [20], [21]. A complete review of 
other technologies can be found in [22]. These technologies have been used in different 
type of applications such as collision detection [11], object recognition [23], navigation 
[24], [25] and human robot interaction [26], [27]. In this thesis, we study the problem of 
navigating in cluttered environments based on tactile sensing using a simulated robot. 
The simulation developed has a robot covered with tactile sensors. An abstraction model 
of a compliant tactile sensor tested in sensitive robotics is used [28]. The contact 
information obtain is analyzed to learn contact patterns. This information is used to 
develop basic navigation algorithms.  
 
1.2 Thesis Organization 
This thesis is organized as follows:  
Chapter 2 describes the simulator in detail. There are five parts in this chapter, such as the 
simulated model of the tactile sensor, the robot kinematic model, Graphical User 
Interface (GUI), framework and controller in the simulator. The functions of the 
simulator are also introduced in Chapter 2. 
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As a starting point to develop the algorithms we have conducted experiments with human 
subjects using the simulators. The process of the experiment and the results are presented 
in Chapter 3.  
The data analysis of the information collected from the experimentsis discussed in 
Chapter 4. Special attention is given to the feature classification. Two methods have been 
used, Gaussian classifier and Gaussian mixture model. 
In Chapter 5, the performance of the feature classification model is evaluated by applying 
the model to a simple navigation mission.   
Conclusion and future works are summarized in Chapter 6. 
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Chapter 2 
Simulator 
This chapter describes a 2-D simulator developed to study tactile based navigation. The 
simulator is capable of driving a mobile robot in an unknown environment using tactile 
feedback has been built. The robot has 44 tactile sensors around its body to detect contact 
with the environment. The simulator has a GUI interface for a user to drive the robot 
based on the tactile feedback.  
 
2.1 Tactile Sensor 
The sensor used in this simulator was developed by Torres-Jara et al [20]. This compliant 
tactile sensor has been successfully used in manipulation [29] (see Figure 2.1 (a)). This 
sensor has unique characteristics such as the detection of normal and shear forces, which 
allows it to estimate the contact independently of the angle of incidence. Moreover, the 
geometry of the sensor helps to detect feature in the object that is touched and its dome-
shape silicon rubber surface have shock absorption and buffer ability (see Figure 2.1 (b)). 
The study of this compliant sensor was done with finite element analysis (FEA) (see 
Figure 2.2). As you can see, (a) display a result when a normal force acts on the top of the 
dome surface. (b) show a force acts at 45 degree away from the top of the dome surface. 
These FEA results show a linear relation between the load and displacement. 
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Figure 2. 1 (a) Robot OBRERO (b) Tactile Sensor Shape 
 
 
Figure 2. 2 FEA about deforming mesh under (a) a normal force acting on top of the dome and (b) a load acting 
normal to the surface 45 degrees away from the top of the dome. (The displacements are normalized by 
maximum vertical displacement of 5 mm, the maximum horizontal displacement of 7.5 mm and the maximum 
load is 0.147N) 
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However, FEA is not a feasible alternative when we want to simulate arrays of these 
sensors. An abstraction model for this compliant tactile sensor has been developed [28] 
and tested in manipulation. The abstraction model is a rigid sphere connected to a spring 
and a damper (see Figure 2.3). The basic idea is that: when contacting with the obstacle, 
the sensor would move backward along the line passing through the center of the half 
circle and the point in obstacle which is closest to the half circle center; the displacement 
depends on the distance of this backward movement. In Figure 2.3, dx indicates the 
horizontal force and dy indicates the vertical force. According to this method, the 
load/displacement relation is shown in Figure 2.3 (a) and (b). 
 
Figure 2. 3 The method used in the simulator to represent the sensors’ signal (The load/displacement relation is 
shown in (a) and (b). (a) indicates a load acts on the top; (b) indicates a load acts at 45 degree away from the top) 
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Although the load/displacement curves are not completely the same, the changing trend 
and the linearity characteristic are similar. It is more important that the two main 
characteristic of the original sensor are preserved in this model: detection of contact 
independently of the angle of incidence, and capability to detect feature in the object 
touched. Therefore, this model can be used to simulate the real sensor signal in the 
simulator. 
 
2.2 Robot 
The robot is a car whose shape is a rounded rectangle. The car in this simulator uses the 
differential drive model, which is shown in Figure 2.4. 
 
Figure 2. 4 (a) The geometric shape of the robot (the symbols denote the position of the sensors and the numbers 
denote the index of the sensors) (b) The kinematic model of the robot 
 
The car’s kinematics is that: 
Θ 
P 
XI 
YI 
XR 
YR 
(a) (b) 
F(20-25) 
FLC(17-19) 
L(7-16) 
FRC(26-28) 
L(29-38) 
RLC(4-6) RRC(39-41) 
B(1-3&42-44) 
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When controlling the car, the velocity and angular velocity would be set. To draw the car 
in the map, these parameters need to be converted from the local reference frame of the 
car to the global reference frame of the plane.  
�
𝑥?̇?
𝑦?̇?
𝜃?̇?
� = 𝑅𝑅𝐼 (𝜃) ∗ �𝑥?̇?𝑦?̇?
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The kinematics can help me build the animation of the simulation conveniently. 
 
2.3 GUI 
There are two frames in GUI (see Figure 2.5), which are the Simulator and Data frames. 
The Simulator frame is used to display the current status of the robot and the current 
sensor signal. The whole experiment environment can also be checked in this frame. Data 
frame is used to record all of the sensor data which are produced during the experiment. 
Therefore, the motion of the robot can be shown in this frame. In detail, Part 1 is a picture 
which shows the car’s status. In this picture, the blue arrow expresses the car’s forward 
direction. The red arrow is pointing to destination. The number at the bottom is the 
distance between the car and the destination. The sensors filled blue color show that they 
are contacting with the obstacle. This picture has another mode which can display the 
whole experiment environment (see Figure 2.6). Part 2 is the current signal of the sensor 
array (F: front sensors, L: left side sensors, FLC: sensors on the front left corner, RLC: 
sensors on the rear left corner, R: right side sensors, FRC: sensors on the front right 
corner, RRC: sensors on the rear right corner, B: rear sensors). Part 3 is a collision alarm 
flag. Red means the car is blocked, while green means the car run well. Part 4 is a button 
10 
 
for expanding the window to show the Data frame. Part 5 is a button for saving the 
experiment data. 
 
Figure 2. 5 Simulator Window. 
 
Figure 2. 6 Picture in simulation frame can be altered between the car status picture and the environment map 
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2.4 Framework 
The simulator is built by the Matlab object-oriented programming method and its 
framework is shown in Figure 2.7. 
 
Figure 2. 7 Framework of Simulator 
There are five major parts in the framework:  
Platform defines the sensor array and car, and provides functions to reset the position and 
rotation angle;  
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Environment defines the indoor environment;  
Processer contains the functions to rotate and move the platform, generate the sensor data 
based on the obstacle information which come from environment, and draw the platform 
and environment in the GUI;  
Controller is the place for designing the control algorithm, and whose input is the sensor 
data and output is the control command;  
GUI displays the simulator windows and provides some UI controls. 
At the beginning of a step, the controller will give a command to the processer. Then the 
processer will attempt to rotate and move the platform, and detect the obstacle by tactile 
sensor array. If there is a collision which means the command is invalid, the temporary 
movement needs to be cancelled, the platform would keep the previous status, and the 
collision alarm should be triggered. If not, the new position and rotation angle of the 
platform will be updated, and the new sensor data need to be recorded. Finally, the GUI 
will be updated. This is the working process for every step. 
 
2.5 Controller 
It is described in the section 2.2 that the kinematics of the car is designed according to the 
differential-drive robot model. Therefore, the car can move forward and backward, and 
rotate around the vertical axis which is orthogonal to the plane and passing through the 
midpoint between the rear wheels. The output command of the controller is the linear 
velocity and angular velocity of the car. Currently, there is a manual control method in 
the controller, which is designed for testing the simulator. The functions of this method 
are listed as follows:  
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Use “up” and “down” arrow keys to give large scale linear velocity commands, while “W” 
and “S” keys are used for giving small scale linear velocity commands.  
Use “left” and “right” arrow keys to give large scale angular velocity commands, while 
“A” and “D” keys are used for giving small scale angular velocity commands.  
Use “M” to convert the picture in the Simulator frame between car status mode and 
environment mode. 
 
2.6 Conclusion 
The simulator is designed for controlling manually the car only based on the data 
collected from the tactile sensors. Some experiments can be performed to examine the 
functionalities of the simulator. 
 
  
14 
 
 
Chapter 3 
Experiment 
To understand if a robot can be driven to the goal through a room with obstacles only 
using tactile feedback, we asked 20 human subjects to drive the simulated robot. The 
subject ages range from 19 to 28. 
 
3.1 Process of Experiment 
Step One: Let the subjects learn how to use the simulator. To be familiar with the 
operation methods, subjects drove the car under the practice mode in which there is a 
simple practice scene. In this stage, subjects were allowed to check the car’s status 
picture and the practice environment by using the ‘M’ key (see Figure 3.1). 
 
Figure 3. 1 (a) Car’s status picture  (b) Practice environment picture 
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Step Two: The subjects are brief on the BUG algorithms [30], [31], in case they want to 
use it. BUG algorithms are a well-known algorithm to solve the problem about path 
planning for a point object moving amidst unknown obstacles. Since the algorithms were 
proved to be feasible by navigating a fictitious point object with position and tactile 
feedback, it was provided as a reference for the subjects. 
The procedure of BUG 1 algorithm is that:  
First, head toward goal. 
Second, if an obstacle is encountered, circumnavigate it and remember how close you get 
to the goal. 
Third, return to that closest point and continue. 
The procedure of BUG 2 algorithm is that: 
First, head toward goal on the line from the starting point to the goal (S-G line). 
Second, if an obstacle is in the way, follow it until you encounter the S-G line again. 
Third, Leave the obstacle and continue toward the goal. 
Step Three: The subjects navigated the car to approach the destination only according to 
the car’s status picture and sensor data. During the experiments, the subjects did not 
know anything about the environment setting in the simulator. They were not allowed to 
peep at the environment. The initial position of the robot and the destination were 
selected randomly. The subjects can stop the experiment when they navigate the car to 
the destination successfully, they give up the mission or the experiment time is up. The 
last two situations are seen to be failure results. 
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3.2 Experiment Result 
As a result, there were 14 people successfully controlling the car to approach the 
destination. Some experimental route maps are shown in Figure 3.2. As you can see, 
some subjects used the BUG algorithms, whose route maps are (b), (c), (f), (i), (l) and (n). 
These successful cases prove that the path planning methods can be realized in the 
simulator, and the tactile sensors model using in the simulator can provide enough 
information to navigate the car.  
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Figure 3. 2 Success Results in Experiment 
 
6 people were unable to complete the mission (see Figure 3.3). The main reason is that 
the car is not as agile as the point object. Since there are many motion constraints, the car 
would lose contact when it follows an obstacle under the unskillful control. The results 
suggest that some basic control methods, which can guarantee the car would keep touch 
the obstacle when it follow the obstacle’s boundary, are necessary. 
These experiments also provide rich data for further study. 
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Figure 3. 3 Failure Results in Experiment  
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Chapter 4 
Data Processing 
Using the data collected from the experiment described in Chapter 3, we investigate how 
to classify the information to learn features to recognize the obstacles, map the 
environment, and plan a path. For example, we want to use the data of the tactile sensor 
array to determine the driving state of the car. States such as the robot is following a wall, 
leaving a wall, and passing a corner. 
4.1 Simulation Analysis Tool 
For the purpose of processing the experimental data, an analysis tool was designed, 
which is shown in Figure 4.1. The route of the car, the sensor data, the car direction, and 
the command are available in this tool.  
There are three parts in this tool.  
The left part displays the experimental environment, the route of the car, the current 
position and the current sensor signal. The right part contains sensor data set, direction set 
and command set, which displays the sensor data, the car direction and the control 
command in each step. All these data matrices are represented by the images. The values 
of the sensor data which range from 0 to 5 are mapped to the colors which range from 
blue to red. The color bar in the top of the left part, which indicates the relationship 
between the values and the colors, can be applied to all the sensor data images. In car 
direction image, blue color data indicates that the angle of direction is in the first and 
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forth quadrant, while the red color data indicates that the angle is in the second and third 
quadrant. In the command set, the commands are represented by red color. The symbol 
“L”, “R”, “F” and “B” denotes the command turning left, turning right, moving forward 
and moving backward respectively. 
 
Figure 4. 1 Data Analysis Tool 
The middle part is an operation panel. One function of this panel is reviewing the 
movement of the car. Users can manually set the step they want to check. They can also 
click on “+” and “-” button to see the next step and previous step. Additionally, if a user 
is interested in a certain point in the car’s route, he/she can open the selection mode and 
obtain the step number of the point by clicking on it. Then, the user can set the car to that 
point. This selection mode is also available in the sensor data set. To find out the feature 
of the obstacle which the car is contacting with, there is a part that allows users to mark 
the sensor data for each step in this operation panel. Users can choose the part of the 
sensors they want to mark. Currently, five features have been defined, such as “No 
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Contact”, “Corner”, “Wall”, “Leaving Wall”(LW) and “Dead Path”. The meanings of 
these features are shown as follows: 
“No Contact” --- there is no obstacle contacting with the car. 
“Corner” --- the car is moving round the corner of the object. 
“Wall” --- the car is contacting with a wall. 
“Leaving Wall” --- the car is leaving a wall. 
“Dead Path” --- the car cannot move anywhere but retrace its steps.  
The “New”, “Load” and “Save” buttons are used for building, loading and saving the 
label set. 
 
4.2 Data Set 
The database consists of two parts, training data and testing data. Four experiment results 
were chose as training data and another four as testing data. As stated earlier, the whole 
sensor array was divided into eight parts, such as front side, rear side, left side, right side, 
left front corner, right front corner, left rear corner and right rear corner. The results were 
analyzed part by part. Four kinds of features are marked for the data in the database, 
which are “No Contact”, “Wall”, “Corner” and “Leaving Wall”. There is no “Dead Path” 
data in this database. In these features, “No Contact” is obvious, since all sensors data in 
this situation are zero. “Wall”, “Corner” and “Leaving Wall” (LW) are the features which 
need to be classified. The data are categorized in Figure 4.2 to Figure 4.8 according to 
these features. There is no contact signal in the rear side sensors and no “LW” feature 
data in sensors of front side, right front corner and left front corner. 
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(a) 
  
Figure 4. 2 Data collected from the sensor in the left side ((a) data marked as “Wall”, (b) data marked as 
“Corner”, (c) data marked as “LW”) 
 
  
Figure 4. 3 Data collected from the sensor in the right side ((a) data marked as “Wall”, (b) data marked as 
“Corner”, (c) data marked as “LW”) 
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Figure 4. 4 Data collected from the sensor in the front side ((a) data marked as “Wall”, (b) data marked as 
“Corner”) 
  
Figure 4. 5 Data collected from the sensor in the left front corner ((a) data marked as “Wall”, (b) data marked 
as “Corner”) 
 
  
Figure 4. 6 Data collected from the sensor in the right front corner ((a) data marked as “Wall”, (b) data marked 
as “Corner”) 
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Figure 4. 7 Data collected from the sensor in the left rear corner ((a) data marked as “Wall”, (b) data marked as 
“Corner”, (c) data marked as “LW”) 
 
 
Figure 4. 8 Data collected from the sensor in the right rear corner ((a) data marked as “Wall”, (b) data marked 
as “Corner”, (c) data marked as “LW”) 
As it is shown in these figures, the data collected from some sensors has obvious 
difference between different features, such as the sensor in the right and left side. 
However, the situation does not always appear. For example, the data collected from the 
sensors in the left rear corner and the right rear corner looks like similar. Some methods 
need to be found to classify the sensor data.  
 
4.3 Features Identification using Gaussian Classifier 
 
4.3.1 Algorithm Description 
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Gaussian classifier is one of the basic algorithms for classification [32], [33], which is 
introduced as follows: 
For a D-dimensional vector x�⃗ , the multivariate Gaussian distribution takes the form: 
ℵ(x�⃗ |µ�⃗ ,∑) =  1(2π)d/2|∑|1/2 exp�−12 (x�⃗ − µ�⃗ )T∑−1(x�⃗ − µ�⃗ )�  with mean vector µ�⃗  and covariance matrix ∑. |∑| denotes the deteminant of ∑.   
The Gaussian parameters µ�⃗  and ∑ are estimated using the training data (x1���⃗ , x2���⃗ , x3���⃗ ,⋯ , xN����⃗ ): 
u�⃗ = 1
N
∑ xn����⃗Nn=1       
∑ = 
1
N−1
 ∑ (xn����⃗ − u�⃗  )Nn=1 (xn����⃗ − u�⃗  )T  
After building the Gaussian distribution for training data, the features of the testing data 
can be predicted by the Bayes theorem. Take the “Wall” data for example. 
L =  ln P(Wall|X = x�⃗ )P(NoWall|X = x�⃗ ) 
=  −12 ((x�⃗ − µW�����⃗ )T∑W−1(x�⃗ − µW�����⃗ ) − (x�⃗ − µNW��������⃗ )T∑NW−1 (x�⃗ − µNW��������⃗ ) + ln(|∑|W)
− ln(|∑|NW)) + ln P(W) − ln P(NW) 
 If assume P(W) = P(NW) = 0.5, 
L =  −12 ((x�⃗ − µW�����⃗ )T∑W−1(x�⃗ − µW�����⃗ ) − (x�⃗ − µNW��������⃗ )T∑NW−1 (x�⃗ − µNW��������⃗ ) + ln(|∑|W)
− ln(|∑|NW)) 
Where W indicates “Wall”, NW indicates “NoWall”. 
If L>0, the feature of vector x�⃗  is “Wall”. If L<0, the feature of vector x�⃗  is “NoWall”. 
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4.3.2 Classification Results 
According to the algorithm described above, the results of predicting the features of the 
testing data are:  
 
Table 4. 1 “Wall” classifier of the data collected from the sensor in the front side  
 
 
* In these table, # (predict) raw is filled in the number of the data whose features are predicted as #. # (true) 
column is filled in the number of the data whose features are true #. 
 
Table 4. 2 “Corner” classifier of the data collected from the sensor in the front side 
 
 
Table 4. 3 “Wall” classifier of the data collected from the sensor in the right front corner 
 
 
Table 4. 4 “Corner” classifier of the data collected from the sensor in the right front corner 
 
 
Table 4. 5 “Wall” classifier of the data collected from the sensor in the left front corner 
 
 
 Wall (true) No Wall (true) 
Wall (predict) 34 5 
No Wall (predict) 2 25 
 Corner (true) No Corner (true) 
Corner (predict) 25 2 
No Corner (predict) 5 34 
 Wall (true) No Wall (true) 
Wall (predict) 672 8 
No Wall (predict) 136 24 
 Corner (true) No Corner (true) 
Corner (predict) 24 136 
No Corner (predict) 8 672 
 Wall (true) No Wall (true) 
Wall (predict) 480 28 
No Wall (predict) 106 46 
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Table 4. 6 “Corner” classifier of the data collected from the sensor in the left front corner 
 
 
Table 4. 7 “Wall” classifier of the data collected from the sensor in the left side 
 
 
Table 4. 8 “Corner” classifier of the data collected from the sensor in the left side 
 
 
Table 4. 9 “LW” classifier of the data collected from the sensor in the left side 
 
 
Table 4. 10 “Wall” classifier of the data collected from the sensor in the right side 
 
 
Table 4. 11 “Corner” classifier of the data collected from the sensor in the right side 
 
 
Table 4. 12 “LW” classifier of the data collected from the sensor in the right side 
 
 
 Corner (true) No Corner (true) 
Corner (predict) 46 106 
No Corner (predict) 28 480 
 Wall (true) No Wall (true) 
Wall (predict) 656 107 
No Wall (predict) 16 394 
 Corner (true) No Corner (true) 
Corner (predict) 331 43 
No Corner (predict) 65 734 
 Leaving Wall (true) No LW (true) 
Leaving Wall (predict) 18 13 
No LW (predict) 89 1055 
 Wall (true) No Wall (true) 
Wall (predict) 523 101 
No Wall (predict) 11 324 
 Corner (true) No Corner (true) 
Corner (predict) 291 19 
No Corner (predict) 98 551 
 Leaving Wall (true) No LW (true) 
Leaving Wall (predict) 18 18 
No LW (predict) 69 854 
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Table 4. 13 “Wall” classifier of the data collected from the sensor in the right rear corner 
 
 
Table 4. 14 “Corner” classifier of the data collected from the sensor in the right rear corner 
 
 
Table 4. 15 “LW” classifier of the data collected from the sensor in the right rear corner 
 
 
Table 4. 16 “Wall” classifier of the data collected from the sensor in the left rear corner 
 
 
Table 4. 17 “Wall” classifier of the data collected from the sensor in the left rear corner 
 
 
Table 4. 18 “Wall” classifier of the data collected from the sensor in the left rear corner 
 
 
 
4.3.3 Performance Evaluation 
 Wall (true) No Wall (true) 
Wall (predict) 4 22 
No Wall (predict) 221 69 
 Corner (true) No Corner (true) 
Corner (predict) 66 227 
No Corner (predict) 13 10 
 Leaving Wall (true) No LW (true) 
Leaving Wall (predict) 0 7 
No LW (predict) 12 297 
 Wall (true) No Wall (true) 
Wall (predict) 8 8 
No Wall (predict) 133 120 
 Corner (true) No Corner (true) 
Corner (predict) 95 154 
No Corner (predict) 11 9 
 Leaving Wall (true) No LW (true) 
Leaving Wall (predict) 22 211 
No LW (predict) 0 46 
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To evaluate the performance of the Gaussian classifier algorithm, the correct rates are 
computed as the percent of correctly identifications over all predictions (see Table 4.19). 
The cells with green background show that the Gaussian classifier algorithm does not 
perform well in these cases.   
Table 4. 19 Performance of the Gaussian Classifier Algorithm 
 Wall No Wall Corner No Corner LW No LW 
Front Side 87.1% 92.6% 92.6% 87.1%   
Right front 
corner 
98.8% 15% 15% 98.8%   
Left front 
corner 
94.5% 30.3% 30.3% 94.5%   
Right Side 83.8% 96.7% 93.9% 84.9% 50.0% 92.5% 
Left Side 86.0% 96.1% 88.5% 91.9% 58.1% 92.2% 
Right rear 
corner 
15.4% 23.8% 22.5% 43.5% 0% 96.1% 
Left rear 
corner 
50.0% 47.4% 38.2% 45% 9.4% 100% 
 
Some results show the situation about over-occupancy. For example, “Wall” and “No 
Wall” is a pair of features. In the right front corner case, the reason of high correct rate of 
“Wall” is that most of the data in the cross area of “Wall” and “No Wall” are determined 
as “Wall”. In other word, the high correct rate of “Wall” is obtained by sacrificing the 
correct rate of “No Wall”. The basic reason behind this appearance is that the Gaussian 
distribution is intrinsically unimodal. If the data labeled as “A” follow a Gaussian 
distribution, as well as the data labeled as “B”, the Gaussian classifier model would work 
well (see Figure 4.9 (a)). However, if there are many clumps in the data labeled as a 
feature, a single Gaussian distribution cannot be fitted to the data well and would fail to 
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capture the clumps in the data (see Figure 4.9 (b)). If two Gaussian distributions are close, 
over-occupancy would appear (see Figure 4.9 (c)).  
 
Figure 4. 9 Over-Occupancy in Gaussian Classifier (left part is raw data, right part is classified data) 
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The data of the sensor in the left front corner are shown in Figure 4.10. 
 
Figure 4. 10 Data collected from the sensors in the right front corner ((a) data marked as “Wall”, (b) data 
marked as “Corner”) 
As you can see, if the “Wall” data and “Corner” data are only considered as two clumps 
of data which follow the Gaussian distribution, the over-occupancy would happen. To 
solve this problem, multiple Gaussian distributions can be built. Take the case in figure as 
example. At first, assume that there are four clumps in the data. Then, build the Gaussian 
distributions for these four clumps. Finally, classify the Gaussian distributions. This 
process is shown in Figure 4.11. 
 
(a) 
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(b) 
 
(c) 
Figure 4. 11 Method for Handling Over-Occupancy   
 
As it is shown, if the number of the Gaussian densities is accurate, the correct rate would 
be increased. However, sometimes, it is hard to estimate accurately that how many 
clumps are in the data. The Gaussian mixture model algorithm is used for solving the 
problem.  
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4.4 Feature Identification using Gaussian Mixture Model 
(GMM) 
GMM is very useful for classification. A classic application is text-independent speaker 
identification [34].   
4.4.1 Algorithm Description  
A Gaussian mixture density is a weighted sum of M component densities, which take the 
form 
p(x�⃗ |λ) =  �pi ∗ ℵi(x�⃗ )M
i=1
 , where 
(i) x�⃗  is a D –  dimensional vector 
(ii) ℵi(x�⃗ ), i = 1, … , M, are the component densities given by the equation 
ℵi(x�⃗ ) =  1(2π)d/2|∑i|1/2 exp�−12 (x�⃗ − µı���⃗ )T∑i−1(x�⃗ − µı���⃗ )� with mean vector µ�⃗  and covariance matrix ∑. |∑| denotes the deteminant of ∑. 
(iii) pi, i = 1, … , M, are the mixture weights, which satisfy the constraint that � pi = 1.M
i=1
 
(iv) 𝜆 denotes the set of the parameters. 
The Gaussian mixture density can be depicted as the diagram in Figure 4.12. The basic 
idea in GMM is that: if there are three clumps in the data labeled as “A”, whose densities 
are similar to ℵ1,ℵ2 and ℵ4 , the weight p1, p2 and p4 are high in the GMM for feature 
“A” and other weights are low. As a result, if x�⃗  is in the data labeled as “A”, it would 
have a high value of p(x�⃗ |λ). The complete Gaussian mixture density is parameterized by 
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the mean vectors µ�⃗ , covariance matrices ∑ and mixture weights. However, for the data 
collected in the experiment, there is no clue to determine these parameters directly. 
 
Figure 4. 12 An M Component Gaussian Mixture Density. 
The expectation-maximization (EM) algorithm [35] is used for estimating the parameter 
in this article. The idea of EM algorithm is using the training data to refit the parameters 
of the components iteratively until each component is fitted to the entire data set. The 
details of the EM algorithm are shown as follows: 
E-step:  
The training data is x1���⃗ , x2���⃗ , x3���⃗ , … , xt���⃗ , … , xT����⃗  .  
Compute the probability  p(i| xt���⃗ , λ), which means the probability that the vector xt���⃗  was 
generated by component i.  
?⃗? 
ℵ1(?⃗?|𝜇1����⃗ ,∑1)  ℵ2(?⃗?|𝜇2����⃗ ,∑2)  ℵ𝑀(?⃗?|𝜇𝑀�����⃗ ,∑𝑀  
∑ 
𝑝1 𝑝2 𝑝𝑀 
𝑝(?⃗?|𝜆) 
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By Bayes’ rule, we have  
p(i| xt���⃗ , λ) =  pi ∗ ℵi(xt���⃗ )∑ pk ∗ ℵk(xt���⃗ )Mk=1  , where  
(i) ℵi(xt���⃗ ) is the probability at xt���⃗  of the ith Gaussian, 
(ii) piis the weight parameter for the ith Gaussian, 
(iii) 𝜆 = {𝑝𝑖,𝑢𝚤���⃗ , Σ𝑖}, 𝑖 = 1,2, … ,𝑀 𝑎𝑟𝑒 𝑡ℎ𝑒 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠 𝑠𝑒𝑡 𝑜𝑓 𝑡ℎ𝑖𝑠 𝐺𝑀𝑀. 
M-step: 
Compute the new mean, covariance, and component weights using the following steps in 
sequence: 
µı����⃗ =  � p(i| xt���⃗ , λ) ∗ xt���⃗∑ p(i| xt���⃗ , λ)Tt=1  ,Tt=1  
σ�i
2 =  �p(i| xt���⃗ , λ) ∗ �xt���⃗ − µı����⃗ � ∗ (xt���⃗ − µı����⃗ )T
∑ p(i| xt���⃗ , λ)Tt=1  ,Tt=1  
p�i = 1T �p(i| xt���⃗ , λ)T
t=1
 
Two critical factors in training a GMM are selecting the order M of the mixture and 
initializing the model parameters. 
Each feature has a GMM. For data classification, a group of F features F = {1, 2, … , F} is 
represented by GMM’s λ1, λ2, … , λF. The objective is to find the feature model which has 
the maximum posteriori probability for a testing data. Formally, due to Bayes rule,  
F� = arg max
1≤k≤F
Pr(λk|X) = arg max
1≤k≤F
p(X|λk) ∗ Pr(λk)p(X)    
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Assuming that Pr(λk) = 1F , where k = 1, … , F,  and p(X)  is the same for all data, the 
classification rule simplifies to F� = arg max
1≤k≤F
Pr(X|λk)  
The feature of the data is determined by the maximum value of the probabilities. 
 
4.4.2 Data Analysis by GMM 
 
4.4.2.1 Initialization 
As stated in the previous section, the GMM training procedure should be initialized with 
some starting parameters, such as the mean vectors of the Gaussians, the covariance 
matrices of the Gaussians and the mixture weights.  
For the mean vectors, they are chose randomly from the training data in this project. 
However, because of the random strategy, some significant features may not be selected, 
which would prevent the convergence of the training procedure. Therefore, a maximum 
number of iteration is set, which is 100. If the procedure isn’t able to complete in 100 
iterations, the initial mean vectors need to be reselected. 
Depending on the choice of the covariance matrices, the GMM would have different 
forms. For example, the model can have one covariance matrix per Gaussian component 
(nodal covariance), or one covariance matrix shared by all Gaussian components (grand 
covariance). The covariance matrix can also be diagonal or full. There are no good 
theoretical methods to guide the selection of the form of the covariance matrix, so it is 
best to be determined according to the experiment results. When training the GMM, 
another problem may encounter, which is that the variance elements can become quite 
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small. The small variance may produce a singularity in the model‘s likelihood function 
and degrade the classification performance. This situation particularly appears in the 
GMM with a large number of components. To avoid the singularity, a variance minimum 
constraint  
σ�i
2 =  �σi2            if σi2 >  σmin2
σmin
2        if σi2 ≤  σmin2  
is applied to the variance estimates. This method has been shown to provide more robust 
parameter estimates than the unconstrained version [36], [37]. In the analysis procedure, 
two minimum constrains had been found between  σmin2 = 0.1 and σmin2 = 0.001. 
4.4.2.2 Model Order 
Determining the number of components in GMM is an important but difficult problem. 
On the one hand, choosing too few mixture components can not accurately model the 
training data distribution. On the other hand, choosing too many components would 
reduce classification performance and increase excessive computational complexity. The 
appropriate order of GMM also needs to be determined depending on the experiment 
results. The testing numbers of components are 1, 2, 4, 8, 16, 32 and 64. 
 
4.4.2.3 Determining Covariance Form 
The number of components in this experiment was fixed as 20. The sensor data in the 
right side and in the left front corner were used for testing the performance of the GMMs 
with the different forms of covariance. The results of the experiment are shown as 
follows: 
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Table 4. 20 Performance of the GMMs of the sensor in the right side (part one) 
Data: Right Side 
Covariance Form: Nodal-Full (All the covariance matrices are full matrices but not 
restricted to be the same.)  
Variance Minimum Constraint: 0.1 (singularity appears when there is not variance 
minimum constraint.) 
 Wall(true) Corner(true) LW(true) 
Wall(predict) 99.20% 0.80% 0% 
Corner(predict) 7.07% 70.71% 22.22% 
LW(predict) 0% 15.24% 84.76% 
 
Then, different variance minimum constraints were tested (see Table 4.20 – 4.22). 
Table 4. 21 Performance of the GMMs of the sensor in the right side (part two) 
Data: Right Side 
Covariance Form: Nodal-Full  
Variance Minimum Constraint: 0.01  
 Wall(true) Corner(true) LW(true) 
Wall(predict) 82.48% 17.52% 0% 
Corner(predict) 1.77% 90.47% 7.76% 
LW(predict) 0% 30% 70% 
 
Table 4. 22 Performance of the GMMs of the sensor in the right side (part three) 
Data: Right Side 
Covariance Form: Nodal-Full  
Variance Minimum Constraint: 0.001  
 Wall(true) Corner(true) LW(true) 
Wall(predict) 78.72% 21.28% 0% 
Corner(predict) 7.07% 95.20% 3.87% 
LW(predict) 0% 34.92% 65.08% 
 
There is something interesting here. The correct rate of classification changes with the 
variance minimum constraint, which is shown in Figure 4.13. 
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Figure 4. 13 Relationship between Variance Minimum Constraint and Correct Rate   
As you can see, a variance limits between 𝜎𝑚𝑖𝑛2 = 0.05 and 𝜎𝑚𝑖𝑛2 = 0.01 would provide 
the best robustness for the contact features. Finally, it was found that 𝜎𝑚𝑖𝑛2 = 0.03 is an 
appropriate one (see Table 4.23). 
Table 4. 23 Performance of the GMMs of the sensor in the right side (part four) 
Data: Right Side 
Covariance Form: Nodal-Full  
Variance Minimum Constraint: 0.03  
 Wall(true) Corner(true) LW(true) 
Wall(predict) 92.26% 7.74% 0% 
Corner(predict) 4.55% 81.20% 14.25% 
LW(predict) 0% 20% 80% 
 
Next, the diagonal matrix was examined (see Table 4.24). 
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Table 4. 24 Performance of the GMMs of the sensor in the right side (part five) 
Data: Right Side 
Covariance Form: Nodal-Diagonal (All the covariance matrices are diagonal matrices but 
not restricted to be the same.)  
Variance Minimum Constraint: 0.03  
 Wall(true) Corner(true) LW(true) 
Wall(predict) 92.26% 7.74% 0% 
Corner(predict) 4.04% 81.06% 14.90% 
LW(predict) 0% 21.02% 78.98% 
 
The performance of the GMMs with diagonal covariance matrices was almost the same 
as the one with full covariance matrices. Next, if all Gaussian components are shared one 
covariance matrix, the results were: 
Table 4. 25 Performance of the GMMs of the sensor in the right side (part six) 
Data: Right Side 
Covariance Form: Grand-Full (All the covariance matrices are full matrices and restricted 
to be the same)  
Variance Minimum Constraint: None 
 Wall(true) Corner(true) LW(true) 
Wall(predict) 64.29% 35.71% 0% 
Corner(predict) 1.01% 95.71% 3.28% 
LW(predict) 0% 57.14% 42.86% 
 
Table 4. 26 Performance of the GMMs of the sensor in the right side (part seven) 
Data: Right Side 
Covariance Form: Grand-Diagonal (All the covariance matrices are diagonal matrices 
and restricted to be the same)  
Variance Minimum Constraint: None 
 Wall(true) Corner(true) LW(true) 
Wall(predict) 69.94% 30.06% 0% 
Corner(predict) 1.26% 93.18% 5.56% 
LW(predict) 0% 60% 40% 
 
The performances of classification in these cases were poor.  
42 
 
Then, the data collected from the sensor in the left front corner were trained and tested in 
the same manner as described above. It was found that 𝜎𝑚𝑖𝑛2 = 0.1 was the most 
appropriate variance minimum constraint. The correct rate label was: 
Table 4. 27 Performance of the GMMs of the sensor in the left front corner (part one) 
Data: Left Front Corner 
Covariance Form: Nodal-Full  
Variance Minimum Constraint: 0.1  
 Wall(true) Corner(true) 
Wall(predict) 87.0% 13.0% 
Corner(predict) 8.33% 91.67% 
The performances of the GMMs using other covariance forms were shown as follows: 
Table 4. 28 Performance of the GMMs of the sensor in the left front corner (part two) 
Data: Left Front Corner 
Covariance Form: Nodal-Diagonal 
Variance Minimum Constraint: 0.1  
 Wall(true) Corner(true) 
Wall(predict) 87.0% 13.0% 
Corner(predict) 8.33% 91.67% 
 
Table 4. 29 Performance of the GMMs of the sensor in the left front corner (part three) 
Data: Left Front Corner 
Covariance Form: Grand-Full 
Variance Minimum Constraint: None  
 Wall(true) Corner(true) 
Wall(predict) 29.95% 70.05% 
Corner(predict) 27.78% 72.22% 
 
Table 4. 30 Performance of the GMMs of the sensor in the left front corner (part three) 
Data: Left Front Corner 
Covariance Form: Grand-Diagonal 
Variance Minimum Constraint: None 
 Wall(true) Corner(true) 
Wall(predict) 44.55% 55.45% 
Corner(predict) 9.63% 90.37% 
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As expected, the performances given for two kinds of data are similar. Thus, the best 
form of the covariance matrix is diagonal, nodal covariance. Different forms have their 
own suitable variance minimum constraint. 
 
4.4.2.4 Determining Model Order 
Choosing the diagonal and nodal covariance matrices, the GMMs with 1, 2, 4, 8, 16, 32 
and 64 component densities were trained using the data of sensor in the right side. Table 
4.31 shows the complete classification results.  
Table 4. 31 Performances of GMMs with different components 
Model Order Feature 
Wall Corner LW 
 
1 
𝜎𝑚𝑖𝑛
2 = 0.02 87.30% 89.91% 70.04% 
𝜎𝑚𝑖𝑛
2 = 0.03 87.39% 89.91% 70.29% 
𝜎𝑚𝑖𝑛
2 = 0.04 87.24% 89.66% 70.17% 
 
2 
𝜎𝑚𝑖𝑛
2 = 0.02 89.58% 88.38% 69.52% 
𝜎𝑚𝑖𝑛
2 = 0.03 94.43% 83.84% 70.71% 
𝜎𝑚𝑖𝑛
2 = 0.04 94.77% 80.24% 71.54% 
 
4 
𝜎𝑚𝑖𝑛
2 = 0.02 83.78% 91.67% 69.52% 
𝜎𝑚𝑖𝑛
2 = 0.03 95.98% 88.38% 70.48% 
𝜎𝑚𝑖𝑛
2 = 0.04 92.11% 92.17% 70.48% 
 
8 
𝜎𝑚𝑖𝑛
2 = 0.02 85.86% 87.37% 79.05% 
𝜎𝑚𝑖𝑛
2 = 0.03 88.54% 81.57% 82.86% 
𝜎𝑚𝑖𝑛
2 = 0.04 89.58% 91.67% 70.48% 
 
16 
𝜎𝑚𝑖𝑛
2 = 0.02 84.23% 88.64% 75.24% 
𝜎𝑚𝑖𝑛
2 = 0.03 90.77% 83.84% 80.00% 
𝜎𝑚𝑖𝑛
2 = 0.04 94.35% 78.03% 82.86% 
 
32 
𝜎𝑚𝑖𝑛
2 = 0.02 87.65% 86.62% 71.43% 
𝜎𝑚𝑖𝑛
2 = 0.03 89.29% 85.10% 75.24% 
𝜎𝑚𝑖𝑛
2 = 0.04 98.96% 77.27% 80.00% 
 
64 
𝜎𝑚𝑖𝑛
2 = 0.02 87.20% 86.87% 71.43% 
𝜎𝑚𝑖𝑛
2 = 0.03 94.94% 83.59% 74.29% 
𝜎𝑚𝑖𝑛
2 = 0.04 98.96% 76.77% 77.14% 
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There are several observations to be made from these results. First, the relationship 
between the variance minimum constraint and the correct rate is similar to the situation 
described above, and the best performance is given when the variance minimum 
constraint is around 0.03. Second, Figure 4.14 shows the average, lowest and highest 
percent correct classification versus the number of Gaussian components. 
 
Figure 4. 14 Relationship between the Number of Mixture Components and the Correct Rate 
The increase in classification performance from 1 to 8 mixture components, and leveling 
off above 16 components, indicates that there is a lower limit in the number of mixture 
components necessary to adequately model the contact features. At the same time, the 
variation range is small when there are 8 to 32 components. The small variation range 
indicates that there isn’t a feature whose classification performance is very pool and 
averaged by a feature having high performance. Therefore, Models must contain at least 
8 components and no more than 32 components to maintain good classification 
performance.  
At last, implementing the same methods to processing the sensor data in each part, the 
complete performance results are shown as follows: 
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Table 4. 32 Performance of the GMMs of the sensor in the front side 
Data: Front Side 
Covariance Form: Nodal-Diagonal 
Variance Minimum Constraint: 0.1  
Order of Model:16 
 Wall(true) Corner(true) 
Wall(predict) 86.11% 13.89% 
Corner(predict) 16.67% 83.33% 
 
Table 4. 33 Performance of the GMMs of the sensor in the left front corner 
Data: Left Front Corner 
Covariance Form: Nodal-Diagonal 
Variance Minimum Constraint: 0.1  
Order of Model:16 
 Wall(true) Corner(true) 
Wall(predict) 87.32% 12.68% 
Corner(predict) 8.33% 91.67% 
 
Table 4. 34 Performance of the GMMs of the sensor in the right front corner 
Data: Right Front Corner 
Covariance Form: Nodal-Diagonal 
Variance Minimum Constraint: 0.1  
Order of Model: 16 
 Wall(true) Corner(true) 
Wall(predict) 90.24% 9.76% 
Corner(predict) 11.28% 88.72% 
 
Table 4. 35 Performance of the GMMs of the sensor in the left side 
Data: Left Side 
Covariance Form: Nodal-Full  
Variance Minimum Constraint: 0.03  
Order of Model: 20 
 Wall(true) Corner(true) LW(true) 
Wall(predict) 90.77% 9.23% 0% 
Corner(predict) 4.04% 83.26% 12.7% 
LW(predict) 0% 20.43% 79.57% 
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Table 4. 36 Performance of the GMMs of the sensor in the right side 
Data: Right Side 
Covariance Form: Nodal-Full  
Variance Minimum Constraint: 0.03  
Order of Model: 20 
 Wall(true) Corner(true) LW(true) 
Wall(predict) 92.26% 7.74% 0% 
Corner(predict) 4.55% 81.20% 14.25% 
LW(predict) 0% 20% 80% 
 
Table 4. 37 Performance of the GMMs of the sensor in the left rear corner 
Data: Left Rear Corner 
Covariance Form: Nodal-Diagonal 
Variance Minimum Constraint: 0.1  
Order of Model:20 
 Wall(true) Corner(true) 
Wall(predict) 90.24% 9.76% 
Corner(predict) 43.59% 56.41% 
 
Table 4. 38 Performance of the GMMs of the sensor in the right rear corner 
Data: Right Rear Corner 
Covariance Form: Nodal-Diagonal 
Variance Minimum Constraint: 0.1  
Order of Model:20 
 Wall(true) Corner(true) 
Wall(predict) 89.08% 10.92% 
Corner(predict) 47.27% 52.73% 
 
4.4.2.5 Error Analysis 
From the final contact feature models, it is found that most errors appeared when there 
was only one sensor contacting with object. For example, using 1 to represent that the 
sensor has contact signal and 0 to represent that the sensor has no contact signal, the 
classification results of the “LW” data of sensor in the right side are: 
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Table 4. 39 Classification results of the “LW” data of sensors in the right side 
Contact Situation Corner(predict) LW(predict) 
0000000001 156 26 
0000000011 106 27 
0000000111 33 20 
0000001111 14 18 
0000011111 6 16 
0000111111 3 18 
 
As you can see, when the number of the contacting sensors was limited, most of the “LW” 
data had been recognized as “Corner” data. This situation also appears when classifying 
the data in the rear corner, since there is only one sensor has contacting signal in this case. 
Actually, the problem is also hard for humans. 
Another reason for the error is the limited data. There are only 22 “LW” data collected 
from the sensors in the left rear corner (see Table 4.18) and 12 “LW” data collected from 
the sensors in the right rear corner (see Table 4.15). It is hard to build an appropriate 
model according to the insufficient data. 
 
4.5 Hole Detection 
Among the features “Wall”, “Corner” and “LW”, the car can also detect the hole 
according to the tactile feedback. If there is a hole, the width of the hole has to be 
detected for deciding if the car can moved into it. The basic idea is to compute the width 
according to the geometric shape of the car. The specific steps are:  
1. Find out all the fragments of the contacted data. 
2. The hole is the space between two fragments. 
3. The width of the hole is the distance between the last sensor in the previous 
fragment and the first sensor in the current fragment (see Figure 4.15). 
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Figure 4. 15 Hole Detection Method 
 
4.6 Conclusion 
We can use the data to learn such features as “Wall”, “Corner”, “LW” and “Hole”. It is 
found that, in some cases, the feature was difficult to identification. To increase the 
accuracy of the feature classification, a checking process can be designed, since it is not 
necessary to make right classification immediately after first contact. The simple method 
is counting the number of times a feature appeared continuously or adding the 
probabilities obtained from the GMMs in each step. A threshold needs to been set for 
making decision. More precisely, a Bayesian network can be designed, which can deal 
with the uncertainty in the classification process. Currently, in the application which 
described in next Chapter, the first method is used.  
  
Fragment 1 Fragment 2 
Hole: 60mm 
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Chapter 5 
Application  
We want to use the data to module the robot’s behavior. However, from the data 
processing results, we learn that is difficult. Thus, we plan to design autonomous 
navigation algorithm from the start with simple cases in a control environment.  
5.1 Application Description 
A simple navigation problem was designed for examining the effect of the feature 
classification model which had been obtained in the previous chapter. The scene of the 
problem is shown in the Figure 5.1. A wall blocks the car’s path to the destination. There 
are a hole, a door, a narrow path and bumps in the wall.  
  
Figure 5. 1 The scene of the navigation problem 
 
Hole 
 
Door 
Narrow 
Path 
  
Bump 
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The objectives of the problem are: 
• Drive the car automatically to approach the destination. 
• Check the whole wall. 
• Find the path to go through the wall. 
 
5.2 Control Strategy 
To accomplish these objectives, some control strategies based on the contact status are 
built, such as “go straight”, “head to destination”, “check contact”, “follow wall”, “move 
through wall” and “U turn”. The details of these strategies are introduced as follows: 
1. Go Straight 
Prerequisites: none 
Stop conditions: The car is blocked and cannot move straight anymore, or the 
contact status is “Wall”. 
Rule: Move straight. 
 
2. Head to Destination 
Prerequisites: There is a destination. 
Stop conditions: The car contacts with an object, the car approaches the 
destination, or the car is blocked and cannot follow the control rule.  
Rule: First, rotate the car till it faces the destination. Second, move straight.  
3. Check Contact 
Prerequisites: There is a contact. 
Stop conditions: The contact status can be determined as “Wall” or “Corner”. 
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Rule: First, move straight. Second, when the car cannot move straight anymore, 
rotate a slight angle and then move straight again. Third, repeat step one and step 
two till the stop conditions appear. 
 
4. Follow Wall 
Prerequisites: the contact status is “Wall”. 
Stop conditions: the contact status is not “Wall” or the car is blocked and cannot 
follow the control rule.  
Rule: keep the sensors in a side contacting with the wall. If the maximum value of 
the data is greater than 4 (the upper bound of the data is 5) or the mean value of 
the contacting data is greater than 3, turn a slight angle to reduce these value. If 
the maximum value of the data is less than 0.5 of the mean value of the contacting 
data is less than 2, turn a slight angle to increase these value. In other situations, 
move straight. 
 
5. Move through Wall 
Prerequisites: the contact status is “Hole” and the width of the hole is greater than 
100. 
Stop conditions: there is a contact or the car is blocked and cannot follow the 
control rule. 
Rule: First, move the car to face the hole. Second, move in to the hole. 
 
6. U Turn 
Prerequisites: the front contact status is “Wall”. 
Stop conditions: the car rotates 180 degree or the car is blocked and cannot follow 
the control rule.  
Rule: If the sensor in left side has contact, turn right 180 degree. If the sensor in 
right side has contact, turn left 180 degree. 
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5.3 Experiment 
 
5.3.1 Experiment Panel 
The scene of the problem, the status of the car, the control strategies and the sensor data 
can be shown in the experiment panel (see Figure 5.3). Comparing with the previous 
GUIs, there are two new parts. Part 1 shows all the control strategies and the one being 
used currently. Part 2 shows the statuses of the car part by part and the integrated result. 
 
Figure 5. 2 Experiment Panel GUI 
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5.3.2 Experiment Result 
Using the control strategies defined above, the car can be drove to approach the 
destination following the process below. 
Stage one 
When there is no contact with the car, the car would head to the destination and not stop 
until contact appears. (see Figure 5.4) 
 
                                                                            (a) 
 
(b) 
Figure 5. 3 Process of Heading to Destination ((a) in progress (b)stop) 
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Stage two 
When there is a contact with the car, the feature of the object need to be detected. The car 
is in the “Check Contact” Mode. It would not stop until the specific feature is 
determined.(see Figure 5.5) 
 
(a) 
 
(b) 
Figure 5. 4 Process of Checking Contact ((a) in progress (b)stop) 
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Stage three 
When the status is checked as “Wall”, the car would follow the wall. When the status 
changes to “LeavingWall”, the car stops. (see Figure 5.6) 
 
(a) 
 
(b) 
Figure 5. 5 Process of Following Wall ((a) in progress (b)stop) 
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Stage Four 
Since one of the objectives of the problem is to detect the whole wall, the car would 
move straight instead of heading to destination when the status is “Leaving Wall” or 
“NoContact”. After a series of “Go Straight” and “Follow Wall” controls, the car can 
cross the hole, door and bumps, and finish the process of detecting the wall. (see Figure 
5.7) 
 
(a) 
 
(b) 
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(c) 
 
 
(d) 
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(e) 
Figure 5. 6 Process of Checking the Whole Wall ((a) detecting hole, (b) moving through the door, (c) detecting 
narrow path, (d) passing the bump, (e) stop) 
Stage Five 
Reviewing the records of the contact, it is found that there is a hole whose width is 110. 
Thus, the car need to turn around, move back until finding the hole, and check if the hole 
can be move into. (see Figure 5.8) 
 
(a) 
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(b) 
Figure 5. 7 Process of Detecting the Narrow Path ((a) in progress (b)stop) 
Stage Six 
After adjusting the head of the car, it would move through the narrow path and then head 
to the destination. (see Figure 5.9) 
 
Figure 5. 8 Arriving at the Destination 
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This experiment proves that the simple navigation problem can be solved by some basic 
control strategies. The right status estimation is significant and helpful, since the control 
strategies need to be triggered and stop according to the status. It can also be proved that 
the feature classification model built in previous chapter is reliable because of the 
successful navigation result. 
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Chapter 6 
Conclusion and Future Work 
We have shown that the simulated robot can be driven to approach the destination in the 
simulator based on the tactile feedback, and that control behaviors can be developed for 
tactile navigation. The simulation is a good start and an effective tool to study tactile-
based navigation. It can provide evidences for the theoretical feasibility of the robot 
system. However, there are numerous actual situations that the simulator cannot simulate. 
Thus, the algorithms will be tested in an actual robot in the near future.  
Exploring around an object to identify it is another future extension of this work. This 
will be useful in number of scenarios. For example, in the Chapter 5, the robot moved 
through the narrow path. But, before the robot passed the path completely, it was hard to 
determine if the path is passable. Thus, how to detect the hole and how to prove that the 
hole is a dead path is some interesting works can be attempted to do. 
The ultimate goal of the tactile based navigation is to handle the cluttered environment. 
This work provides some foundation to develop fully autonomous navigation by 
understanding the contact information. 
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