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Abstract
By taking an appropriate zero-curvature limit, we obtain the spherical functions on flat symmetric
spaces G0/K as limits of the Harish-Chandra’s spherical functions. New and explicit formulas for
the spherical functions on G0/K are given. For symmetric spaces with root system of type An, we
find the Taylor expansion of the spherical functions on G0/K in a series of the Jack polynomials.
 2005 Elsevier SAS. All rights reserved.
Résumé
Dans cet article nous obtenons les fonctions sphériques des espaces symétriques plats G0/K
comme limite des fonctions sphériques de Harish-Chandra. Des formules nouvelles et explicites pour
les fonctions sphériques sur G0/K sont données. Dans le cas des espaces symétriques de type An,
nous parvenons à donner le développement en série de Taylor des fonctions sphériques sur G0/K ,
en termes de polynômes de Jack.
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In this paper we shall initiate an investigation of the so-called HIZ-type integral (Harish-
Chandra–Itzykson–Zuber); these are Fourier transforms of orbits of K in the tangent space
at the origin of a semisimple noncompact symmetric space G/K, where G is a connected
noncompact semisimple Lie group with finite center, and K is a maximal compact sub-
group. These integrals play a role in the theory of integrable systems in physics, and in
connection with the study of random matrices. It is well known that they correspond to
spherical functions on the tangent space, viewed as a flat symmetric space. Our point of
view is to see the HIZ-type integrals as limits of spherical functions for G/K, and we are
able to obtain new and explicit formulas by analyzing the deformation (as the curvature
goes to zero) of G/K to its tangent space. At the same time we develop the connection to
the Calogero–Moser system by showing that this is in a simple way conjugate to the limit
of the radial part of the Laplace–Beltrami operator on G/K. We plan to develop this point
of view further in connection with generalized Bessel functions in a sequel to this paper [5].
To be more specific about our results, let g be the Lie algebra of G. Fix a Cartan decom-
position g = k ⊕ p of g, and a maximal Abelian subspace a in p. It is well known that the
spherical functions ϕλ(g) on G/K are eigenfunctions for the radial part of the Laplace–
Beltrami operator on G/K, with eigenvalue −(〈λ,λ〉+〈ρ,ρ〉). After a contraction process
on g, we study the limit behavior of ϕλ(g) as we let the curvature of G/K tend to zero. In
particular, we prove that the following limit
ψ(λ,X) := lim
ε→0ϕλ/ε
(
exp(εX)
)
, X ∈ p,
exists, and its integral representation (in the standard notation) is given by:
ψ(λ,X) =
∫
K
eiB(Aλ,Ad(k)X) dk.
Moreover, we prove that ψ(λ,X) exhausts the class of spherical functions on the flat sym-
metric space G0/K  p, where G0 = K p. In particular, ψ(λ,X) is an eigenfunction for
the radial part 0, of the Laplace–Beltrami operator on G0/K, with eigenvalue −〈λ,λ〉.
The contraction principle was used earlier in [13], for understanding the relationship be-
tween the representation theories of K  p and G. The limit approach was also used in
[36] to define the Weyl transform on flat symmetric spaces where G/K is a Hermitian
symmetric space. See also [9,25,44].
The spherical functions ψ(λ,X) are also called generalized Bessel functions. The lit-
erature is rich by its applications to analysis on symmetric spaces. For instance, in [22]
and [23], Helgason proved Paley–Wiener type theorems for the spherical transform and for
the generalized Bessel transform on G0/K. In [37] Opdam studied these spherical func-
tions from another point of view.
It is remarkable that in spite of many results about the analysis of spherical functions
on G/K, their Fourier analysis and asymptotic properties, it is only for very few cases that
explicit formulas exist for these functions. For flat symmetric spaces we shall see that one
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curvature goes to zero, as for spherical functions; and in some cases even more information.
For instance, when G/K admits a root system of type An, we obtain the Taylor expansion
of ψ(λ,X) in a series of the Jack polynomials.
In the case when G is complex, ψ(λ,X) is the so-called Harish-Chandra integral. Note
that our approach of defining ψ(λ,X) gives an alternative and simple proof for the Harish-
Chandra integral.
Explicit formulas, or Taylor expansions, of ψ(λ,X) have significant applications in
random matrices theories. We refer to [3,4] for discussion on this issue. Explicit formulas
are also very useful in the study of the Radon transform on flat symmetric spaces [45].
In connection with the radial part 0 of the Laplace–Beltrami operator on the flat sym-
metric space G0/K, we discus a class of integrable model named Calogero–Moser model.
We prove that the following Hamiltonian,
H =LA + 14
∑
α>0
mα(2 −mα − 2m2α) 〈α,α〉
α2
(in the standard notation), is conjugate to the radial part 0. As a natural consequence we
obtain the eigenfunction for H with eigenvalue −〈λ,λ〉. (After the paper was completed,
Rösler pointed out for us the reference [40] were she has also proved the same statement.)
This paper is organized as follows: In Section 2 we introduce some notation and pre-
liminary results on spherical functions for symmetric spaces of the noncompact type. In
Section 3 we establish the deformation principle and use it to identify the HIZ-type inte-
grals with limits of spherical functions on G/K; and in Section 4 we show the connection
to the Calogero–Moser system. In Section 5 we give explicit HIZ-type integral generaliz-
ing previous formulas in the physics literature. In Section 6 we use results of Hoogenboom
to get the HIZ-type integral for the case of G = SU(p, q). In the last sections, we treat
in detail the rank one case, the rank two case, the complex case, and we develop a Taylor
formula for the HIZ-type integrals for the case of symmetric spaces with root system of
type An.
2. Notation and preliminary results
Let G be a connected semisimple Lie group with finite center, and let K be a maximal
compact subgroup of G. The symmetric space G/K is a Riemannian symmetric space of
the noncompact type.
Let g = k ⊕ p be the corresponding Cartan decomposition of the Lie algebra g of G,
k being the Lie algebra of K, and p the orthogonal complement of k in g with respect to
the Killing form B(· , ·) of g. Set θ to be the corresponding Cartan involution.
Let a be a maximal Abelian subspace in p, and W be the Weyl group acting on a. This
action extends to the dual a∗ of a, and to the complexification aC and a∗C. Let Σ denote the
set of roots of g with respect to a. Fix a Weyl positive chamber a+ ⊂ a, and let Σ+ be the
corresponding set of positive roots. We denote by ρ the half-sum of positive roots α ∈ Σ+
with multiplicities mα counted. Let n be the sum of the root spaces g(α) corresponding to
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n are denoted by the corresponding capital letters. We have the Iwasawa decomposition
G = KAN. For g ∈ G, define H(g) ∈ a by g ∈ K exp(H(g))N.
Let D(G/K) be the algebra of G-invariant differential operators on G/K.
Suppose the smooth complex-valued function ϕλ is an eigenfunction of each D ∈
D(G/K),
Dϕλ = γD(λ)ϕλ, λ ∈ a∗C.
Here the eigenfunction is labeled by the parameters λ, and γD(λ) is the eigenvalue. If in
addition ϕλ satisfies ϕλ(e) = 1, where e is the identity element, and ϕλ(kgk′) = ϕλ(g) for
k, k′ ∈ K, then ϕλ is called a spherical function. Because of the bi-invariance under K,
these functions are completely determined on the radial part A.
Let  be the radial part of the Laplace–Beltrami operator on G/K. Then,
 =LA +
∑
α∈Σ+
mα(cothα)Aα,
where mα is the multiplicity of the root α, LA is the Laplacian on A, and Aα ∈ a is
determined by B(Aα,H) = α(H) (H ∈ a). In particular,
ϕλ = −
(〈λ,λ〉 + 〈ρ,ρ〉)ϕλ.
In [19], Harish-Chandra proves the following integral representation of the spherical
functions.
Theorem 2.1. As λ runs through a∗
C
, the functions,
ϕλ(g) =
∫
K
e(iλ−ρ)H(gk) dk, g ∈ G,
exhaust the class of spherical functions on G. Moreover, two such functions ϕλ and ϕµ are
identical if and only if λ = ωµ for some ω in the Weyl group W.
3. Deformation of the Lie algebra g
For ε  0, set gε := k ⊕ p with Lie bracket [· , ·]ε, such that
[X,X′]ε = [X,X′], X,X′ ∈ k;
[Y,Y ′]ε = ε2[Y,Y ′], Y,Y ′ ∈ p;
[X,Y ]ε = [X,Y ], X ∈ k, Y ∈ p.
Here [· , ·] denotes the Lie bracket associated with g.
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semisimple Lie algebra.
(ii) If α ∈ Σ(g,a), then εα ∈ Σ(gε,a).
(iii) The root space g(εα)ε associated with the root εα is given by:
g(εα)ε =
{
εXk +Xp | Xk +Xp ∈ g(α) where Xk ∈ k, Xp ∈ p
}
.
Proof. (i) For ε > 0, let Φε : gε → g be defined by:
Φε(X) =
{
X if X ∈ k,
ε−1Y if Y ∈ p.
For X1,X2 ∈ k, [
Φε(X1),Φε(X2)
]
ε
= [X1,X2] = Φε
([X1,X2]).
For Y1, Y2 ∈ p,[
Φε(Y1),Φε(Y2)
]
ε
= [ε−1Y1, ε−1Y2]ε = [Y1, Y2] = Φε
([Y1, Y2]).
Finally, for X ∈ k and Y ∈ p,[
Φε(X),Φε(Y )
]
ε
= [X,ε−1Y ]ε = ε−1[X,Y ] = Φε
([X,Y ]).
Therefore the first statement holds.
(ii) Recall that each X ∈ g(α) can be written as
X = Xk +Xp := 1 + θ2 (X)+
1 − θ
2
(X) ∈ k ⊕ p.
Also, recall that for α ∈ Σ(g,a) and H ∈ a, we have [H,X] = α(H)X. Applying θ , we
obtain [−H,θ(X)] = α(H)θ(X). Hence
[H,Xp] = α(H)Xk, [H,Xk] = α(H)Xp. (3.1)
Using (3.1) we can see that for ε > 0 and H ∈ a:
[H,εXk +Xp]ε = [H,εXk]ε + [H,Xp]ε = [H,εXk] + ε2[H,Xp]
= εα(H)Xp + ε2α(H)Xk = εα(H){Xp + εXk}.
Hence εα ∈ Σ(gε,a).
(iii) The third claim follows from the proof of statement (ii). 
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formula, and set ε to be the radial part of the Laplace–Beltrami operator on Gε/K. There-
fore,
ε =L(ε)A +
∑
α∈Σ+
mα coth(εα)Aεα,
where L(ε)A is the Laplacian on A associated with an orthonormal basis {H(ε)i } for a in gε,
and Aεα ∈ a is determined by Bε(Aεα,H) = εα(H) for H ∈ a. Here Bε(· , ·) is the Killing
form for gε.
Lemma 3.2. The following identities hold:
Aεα = ε−1Aα, H(ε)i = ε−1Hi,
where {Hi} is an orthonormal basis for a in g.
Proof. Using Lemma 3.1, one can see that Bε(Aεα,H) = ε2B(Aεα,H). On the other-
hand
Bε(Aεα,H) = εα(H) = εB(Aα,H).
Therefore Aεα = ε−1Aα. In the same way, the second part of the lemma holds. 
From Lemma 3.2 it follows that ε = (ε∗)−1 ◦  ◦ ε∗, where ε∗f (X) = f (εX). An-
other consequence of Lemma 3.2 is the following theorem:
Theorem 3.3. Set
0 =LA +
∑
α∈Σ+
mα
α
Aα.
Under the weak topology, the following limit holds,
lim
ε→0 ε
2ε = 0.
It is known that the symmetric spaces fall into three different categories: the compact
type, the noncompact type, and the Euclidean type (or flat symmetric space). The three
cases can be distinguished by means of their curvature. In the class of compact type, the
symmetric space has sectional curvature everywhere positive. In the class of noncompact
type, the symmetric space has sectional curvature everywhere negative, and in the class of
flat symmetric spaces, the sectional curvature is zero.
Actually, if g is the Lie algebra of a Lie group G with the Cartan decomposition g =
k ⊕ p, then, when G0 = K  p, the flat symmetric space G0/K can be identified with p.
The elements g0 = (k,p) act on G0/K in the following way:
g0(p
′) = Ad(k)p′ + p, k ∈ K, p,p′ ∈ G0/K.
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sions. It is known that this space can be realized as the coset of the Euclidean Poincaré
group P˜ with respect to SO(4), p  P˜ /SO(4). The translations of the Poincaré group play
the role of p, and they are isomorphic to Euclidean space and have all the characteris-
tics of a zero curvature symmetric space. The fact that the zero curvature spaces can be
obtained as limit of positive curvature spaces can be exemplified as follows. We can re-
alize the Euclidean Poincaré group as a suitable limit of the SO(5) group. In this limit,
the coset SO(5)/SO(4), which is the four-dimensional unit sphere, becomes the Euclidean
four-dimensional space.
For the spherical functions on the three categories of symmetric spaces, it is well known
that the spherical functions on symmetric spaces of the noncompact type can be obtained
from the spherical functions on symmetric spaces of the compact type, and vice versa, via
some analytic continuation. Next we prove that the spherical functions associated with flat
symmetric spaces can also be obtained from the spherical functions on symmetric spaces
of the noncompact type, or the compact type, by letting the curvature tend to zero from the
left, or from the right, respectively.
For ε > 0, write gε = k exp(εX), with k ∈ K and X ∈ p. Denote by:
ψ(λ,X) := lim
ε→0ϕλ/ε(gε).
The key ingredient involved in the proof of the following theorem was used earlier by
Dooley and Rice [13] to investigate the relationship between the principal series of G and
K  p. See also [9].
Theorem 3.4. The limit ψ(λ,X), and its derivatives exist. Its integral representation is
given by:
ψ(λ,X) =
∫
K
eiB(Ad(k)X,Aλ) dk.
Moreover, ψ(λ,X) satisfies:
0ψ(λ,X) = −〈λ,λ〉ψ(λ,X).
The limit ψ(λ,X) is the so-called HIZ-type integral, and it is well known that it corre-
sponds to spherical functions on the flat symmetric space p.
Proof. Denote by P :p → a the orthogonal projection on a for the scalar product associated
with the Killing form. Since g → ϕλ(g) is K-invariant, it is enough to prove the statement
for gε = exp(εX) with X ∈ p.
Note that H(exp(εX)k) = H(exp(εk−1 · X)), where k−1 · X := Ad(k)X. Write k−1 ·
X = P(k−1 · X) + Y ∈ a ⊕ a⊥, where a⊥ is the orthogonal complement of a in p.
Since each Y ∈ a⊥ can be written as Y = Yk + Yn ∈ k ⊕ n (cf. [21]), then k−1 · X =
P(k−1 ·X)+ Yk + Yn. Using the fact that
1400 S. Ben Saïd, B. Ørsted / J. Math. Pures Appl. 84 (2005) 1393–1426exp(εYk) exp
(
εP(k−1 ·X)) exp(εYn) = exp(εP(k−1 ·X)+ ε(Yk + Yn)+O(ε2))
= exp(εk−1 ·X +O(ε2)),
one can deduce that both functions, ε → H(exp(εYk) exp(εP(k−1 · X)) exp(εYn)) and
ε → H(exp(εk−1 · X)), have the same derivative at ε = 0. Using the definition of H(·)
for the first function, we can see that
d
dε
H
(
exp(εk−1 ·X))∣∣
ε=0 = P(k−1 ·X),
uniformly for k ∈ K and X in a bounded set, and therefore:
lim
ε→0
λ
ε
H
(
exp(εk−1 ·X))= λP(k−1 ·X).
Hence the integral representation of ψ(λ,X) holds. The same idea can be used to prove
that the derivatives of ϕλ also converge to the derivatives of ψ(λ, ·).
Next, using the fact that ϕλ it is an eigenfunction for the radial part (of the Laplace–
Beltrami operator)  with eigenvalue −(〈λ,λ〉 + 〈ρ,ρ〉), we obtain:
εϕλ/ε(gε) =
{
ε−2LA +
∑
α∈Σ+
mα coth(εα)ε−1Aα
}
ϕλ/ε(gε)
= (LAϕλ/ε)(gε)+
∑
α∈Σ+
mα coth(εα)(Aαϕλ/ε)(gε)
= −
(〈
λ
ε
,
λ
ε
〉
+ 〈ρ,ρ〉
)
ϕλ/ε(gε)−
∑
α∈Σ+
mα coth(εα)(Aαϕλ/ε)(gε)
+
∑
α∈Σ+
mα coth(εα)(Aαϕλ/ε)(gε)
= −
(〈
λ
ε
,
λ
ε
〉
+ 〈ρ,ρ〉
)
ϕλ/ε(gε).
Therefore, the last claim of the theorem holds. 
Remark 3.5. (i) Using the fact that for all g and h in G:
ϕλ(gh) =
∫
K
e(iλ−ρ)H(gk)e−(iλ+ρ)H(h−1k) dk,
we can see that the limit of
ϕλ/ε
(
g exp(εX)
)∼ ∫
K
ei(λ/ε+ρ)H(gk)eiB(Aλ,Ad(k)X) dk as ε → 0,
does not exist.
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ψ(λ, ·).
(iii) The spherical functions ψ(λ,X) are symmetric with respect to λ and X, while 0
is not symmetric under interchange of λ and X.
Remark 3.6. (i) The same approach can be used to derive the Plancherel formula for the
Bessel transform on G0/K by means of the Plancherel formula for G/K.
(ii) In [37] Opdam also studied these spherical functions from another point of view. In
connection with this approach see [27] and [39].
4. Connection to the Calogero–Moser system
In this section we develop the connection to the Calogero–Moser system on G0/K
by showing that this is in a simple way conjugate to the radial part 0. For details on
Calogero–Moser systems we refer to [6,16,38]. These models describe n particles in one
dimension, identified by their coordinates q1, . . . , qn. The Hamiltonian of such a system is
given by:
H =
n∑
i=1
∂2
∂q2i
+ 1
4
∑
α>0
mα(2 −mα − 2m2α) 〈α,α〉〈q,α〉2 .
Here the coordinates are q = (q1, . . . , qn), and the particle mass is set to unity.
The goal of this section is to find a connection between the radial part 0, of the
Laplace–Beltrami operator on p, and the Calogero–Moser system. Also, we shall inves-
tigate the solution of the following Schrödinger equation:
HΦλ(q) = −〈λ,λ〉Φλ(q),
such that ∫
a+
∣∣Φλ(q)∣∣2 dq < ∞, with a+ = {q ∈ a | 〈q,α〉 > 0 ∀α ∈ Σ+},
Φλ(q) = 0 if 〈q,α〉 = 0, and Φλ(ωq) = Φλ(q) for ω ∈ W.
For q ∈ Rn and α ∈ Σ+, denote by rα the reflection on the hyperplane 〈α〉⊥ orthogonal
to α,
rα(q) := q − 2〈q,α〉〈α,α〉 α.
Proposition 4.1 (cf. [10]). Let ω ∈ W be a plane rotation, i.e., ω is a product of two
reflections and ω = e. Then as a rational function in q ,∑
r r =ω
mαmβ
〈α,β〉
〈q,α〉〈q,β〉 = 0.α β
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α,β>0
α =β
mαmβ
〈α,β〉
〈q,α〉〈q,β〉 = 0.
Proof. The terms in the above series can be grouped together by the value of rαrβ, where
rαrβ = e. By Proposition 4.1, each group of terms is equal to zero. 
The following theorem is presumably well-known when Σ is reduced, see for instance
[16,40], but since here Σ is possibly a non-reduced root system, for completeness we shall
give the proof.
Theorem 4.3. The Hamiltonian H is in a simple way conjugate to the radial part 0,
H = ζ(q)1/2 ◦0 ◦ ζ(q)−1/2,
where
ζ(q) =
∏
α∈Σ+
〈q,α〉mα .
Here we choose the square root of ζ(q) by a fixed choice of √−1.
Proof. For q ∈ a,
ζ(q)−1/2 ◦ ∂q ◦ ζ(q)1/2 = ∂q + 12∂q
(
log ζ(q)
)
,
and therefore
ζ(q)−1/2 ◦ ∂2q ◦ ζ(q)1/2 = ∂2q + ∂q
(
log ζ(q)
) ◦ ∂q + ζ(q)−1/2∂2q (ζ(q)1/2).
Moreover
n∑
j=1
∂qj
(
log ζ(q)
)
∂qj =
∑
α>0
mα
〈q,α〉∂α,
and
ζ(q)−1/2
n∑
j=1
∂2qj
(
ζ(q)1/2
)
=
∑
α>0
mα
2
(
mα
2
− 1
) 〈α,α〉
〈q,α〉2 +
1
4
∑
α,β>0
mαmβ
〈α,β〉
〈q,α〉〈q,β〉 . (4.1)α =β
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If Σ is an unreduced root system, then Σ is of type BCn and the root systems Bn and
Cn are contained in Σ. Since Bn and Cn are reduced root systems, using Corollary 4.2 we
can write the second term of the right-hand side of (4.1) as
R(q) := 1
4
∑
α,β∈Σ˜+
mαm2β
〈α,β〉
〈q,α〉〈q,β〉 ,
where Σ˜+ = {α ∈ Σ+ | 2α ∈ Σ}. On the other hand 〈α,β〉 = δαβ for α,β ∈ Σ˜+, and then
the rational function R(q) can be written as
R(q) = 1
2
∑
α>0
mαm2α
〈α,α〉
〈q,α〉2 . 
As a natural consequence of Theorems 3.4 and 4.3, we obtain the following corollary:
Corollary 4.4. For λ ∈ a∗
C
and q ∈ p, Φλ(q) := ζ(q)1/2ψ(λ,q) is an eigenfunction for the
Hamiltonian H with eigenvalue −〈λ,λ〉.
Example 4.5. In this example we consider one particle in the n-dimensional Euclidean
space Rn. In this example, the Hamiltonian H is given by:
H = d
2
dq2
− (n− 1)(n− 3)
4q2
.
It is clear that Hq(n−1)/2 = 0. Set Φλ(q) := q(n−1)/2ψ(λ,q) to be an eigenfunction for H
with eigenvalue −k2, where k ∈ R. Therefore, and after substituting Φλ, the operator H
becomes the desired operator:
0 = d
2
dq2
+ (n− 1)
q
d
dq
,
where ψ(λ,q) is an eigenfunction for 0 with eigenvalue −k2. The explicit formula of
ψ(λ,q) is given below by Theorem 7.1 (when G = SO0(n,1)).
It is well known that the spherical functions play a fundamental role in harmonic
analysis, where the literature is very rich by its applications to analysis on semisimple
Lie groups. Except for the case of complex Lie groups, only in few examples we know
an explicit formula of the spherical functions. In some interesting cases, for instance
SU∗(2n)/Sp(n) and SU(p, q)/S(U(p) × U(q)), we are able to give an explicit formula
for the spherical function ψ(λ,X). In particular, these explicit formulas give concrete so-
lutions for n-body problems, which are related to quantum mechanics. Other interesting
cases are also investigated.
In the case of complex Lie groups, the integral representation of ψ(λ,X) appears in
Harish-Chandra’s paper [20], where its explicit formula is given. Another proof can be
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gives an alternative simple proof of the Harish-Chandra integral.
For symmetric spaces with root system of type An−1 (n = 2,3, . . .), we use the gener-
alized binomial formula proved in [34] in order to find the Taylor series of ψ(λ,X).
5. Explicit formula when p = su∗(2n) ∩ iu(2n)
Let G = SU∗(2n) be given by:
SU∗(2n) = {g ∈ SL(2n,C) | g = Jng¯J−1n },
where Jn =
[ 0 In−In 0 ]. Let su∗(2n) be the Lie algebra of G = SU∗(2n). With respect to the
Cartan involution θ(X) = −JnXtJ−1n (X ∈ su∗(2n)), we have su∗(2n) = k ⊕ p, where
k = sp(n,C)∩ u(2n) = sp(n), and p = su∗(2n)∩ iu(2n).
The symmetric space SU∗(2n)/Sp(n) is a semisimple symmetric space of type II in Cartan
notation, and its curvature is negative.
For two vectors k, x ∈ Rn, and for an integer s  2, define:
Ds(k1, . . . , ks−1;x1, . . . , xs)
= exp
(
−
s−1∑
i=1
2 coth(xi − xs) ∂
∂ki
+
∑
1i<js−1
2 sh−2(xi − xj ) ∂
2
∂ki∂kj
)
s−1∏
i=1
ki .
For 1 i  s − 1, put ∂i − ∂s := ∂∂xi − ∂∂xs . Set:
Ds(∂1 − ∂s, . . . , ∂s−1 − ∂s;x1, . . . , xs)
to be the differential operator obtained after replacing ki by1 ∂i − ∂s in the operator
Ds(k1, . . . , ks−1;x1, . . . , xs).
Let X = diag(x1, . . . , xn;x1, . . . , xn) be a diagonal matrix such that ∑ni=1 xi = 0, and
let λ = (λ1, . . . , λn) ∈ Cn. The spherical function ϕλ(g) for the semisimple symmetric
space SU∗(2n)/Sp(n) is given in [7] by,
ϕλ
(
exp(X)
)= n∏
j=1
(2j − 1)!
∏
1j<κn
(
(iλj − iλκ)3 − 4(iλj − iλκ)
)−1
×
∏
1j<κn
sh−2(xj − xκ)
∑
ω∈Sn
(−1)ωΨ (iω(λ);x1, . . . , xn),
1 This is a small correction to [7], where the authors replace ki by ∂i .
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Ψ (k, x) = Dn ◦ Dn−1 ◦ · · · ◦ D2 exp
(
n∑
i=1
kixi
)
.
For k, x ∈ Rn, define the following polynomial differential operator on k:
D˜s(k1, . . . , ks−1;x1, . . . , xs)
= exp
(
−
s−1∑
i=1
2
(xi − xs)
∂
∂ki
+
∑
1i<js−1
2
(xi − xj )2
∂2
∂ki∂kj
)
s−1∏
i=1
ki .
Also, define D˜s to be the differential operator obtained by substitution of ∂i − ∂s for ki
in D˜s .
Using Theorem 3.4, explicit formula for the spherical function ψ(λ,X), for the flat
symmetric space p = su∗(2n)∩ iu(2n), holds.
Theorem 5.1. Let X = diag(x1, . . . , xn;x1, . . . , xn) ∈ p, and λ = diag(λ1, . . . , λn;λ1,
. . . , λn) ∈ aC. The spherical function ψ is given by:
ψ(λ,X) =
n∏
j=1
(2j − 1)!
∏
1j<κn
(xj − xκ)−2
∏
1j<κn
(iλj − iλκ)−3
×
∑
ω∈Sn
(−1)ωΨ˜ (iλω(1), . . . , iλω(n);x1, . . . , xn),
where
Ψ˜ (k, x) = D˜n ◦ D˜n−1 ◦ · · · ◦ D˜2 exp
(
n∑
i=1
kixi
)
.
In [3,4] the authors were able to give an explicit formula for the spherical function
ψ(λ,X) only for n = 2,3 and 4. Their strategy is to consider ψ(λ,X) as an eigenfunction
for the Laplacian operator. In order to check that our formula for ψ(λ,X) agrees with [3,4],
we shall write Theorem 5.1 for n = 3. The case n = 2 is easy to check, and we leave the
case n = 4 for the reader to verify.
Fix n = 3. In this case we have:
D2(∂1 − ∂2, x1, x2) =
(
∂
∂x1
− ∂
∂x2
)
− 2 coth(x1 − x2).
Let the differential operator
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=
(
∂
∂x1
− ∂
∂x3
)(
∂
∂x2
− ∂
∂x3
)
− 2 coth(x1 − x3)
(
∂
∂x2
− ∂
∂x3
)
− 2 coth(x2 − x3)
(
∂
∂x1
− ∂
∂x3
)
+ 2 sh−2(x1 − x2)+ 4 coth(x1 − x3) coth(x2 − x3).
Hence, the spherical function on the symmetric space SU∗(6)/Sp(3) is given by:
ϕλ
(
exp(X)
)= 3!5! ∏
1j<κ3
sh−2(xj − xκ)
∏
1j<κ3
(
(iλj − iλκ)3 − 4(iλ1 − iλj )
)−1
×
∑
ω∈S3
(−1)ωΨ (iλω(1), iλω(2), iλω(3);x1, x2, x3),
where
Ψ (iλ1, iλ2, iλ3;x1, x2, x3)
= ei(λ1x1+λ2x2+λ3x3)
{
4
ch(x1 − x2)
sh3(x1 − x2)
+ 4coth(x1 − x3)
sh2(x1 − x2)
− 4coth(x2 − x3)
sh2(x1 − x2)
− 4coth(x1 − x2)
sh2(x1 − x2)
− 2(iλ2 − iλ3)(iλ1 − iλ3) coth(x1 − x2)
− 2(iλ1 − iλ2)(iλ2 − iλ3) coth(x1 − x3)− 2(iλ1 − iλ3)(iλ1 − iλ2) coth(x2 − x3)
+ 4(iλ1 − iλ2) coth(x1 −x3) coth(x2 −x3)+4(iλ2 − iλ3) coth(x1 −x3) coth(x1 −x2)
+ 4(iλ1 − iλ3) coth(x1 −x2) coth(x2 − x3)
− 8 coth(x1 − x2) coth(x1 − x3) coth(x2 − x3)+ V(iλ1, iλ2, iλ3)
}
.
Here V(a, b, c) denotes the Vandermonde determinant. Defining,
τj,κ = (iλj − iλκ)(xj − xκ),
one obtains:
ψ(λ,X) = lim
ε→0ϕλ/ε
(
exp(εX)
)
= 3!5!∏
1j<κ3(xj − xκ)2(iλj − iλκ)2
×
∑
ω∈S3
(−1)ωχ(iλω(1), iλω(2), iλω(3);x1, x2, x3)ei〈ω(λ),X〉,
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χ(iλ1, iλ2, iλ3;x1, x2, x3) = 1 − 2
[
1
τ1,2
+ 1
τ1,3
+ 1
τ2,3
]
+ 4
[
1
τ1,2τ1,3
+ 1
τ1,2τ2,3
+ 1
τ1,3τ2,3
]
− 12
τ1,2τ1,3τ2,3
.
It is remarkable that the series of ψ(λ,X) stops at the order of the inverse of the Van-
dermonde determinant, which agrees with [3,4].
Remark 5.2. (i) From the above computation, it follows that when n = 3, the spherical
function ψ(λ,X) is a polynomial in 1/τj,κ , with 1 j < κ  3. Indeed this fact holds for
all n, where the last term is given by
∏
1j<κn 1/τj,κ , up to a constant. This follows from
[5, Theorem 3.12], where we were able to prove a unified general formula for the spherical
functions ψ(λ,X), when the root system Σ(g,a) is reduced and the multiplicities of the
roots are even. Our formula is expressed in terms of a differential shift operator in C[aC]⊗
S(aC). In particular, when G/K = SU∗(2n)/Sp(n), where mα = 4 for all α, it is easy to
check the claim above from our general formula. However, in [5] we investigate a more
general class of spherical functions, or Bessel functions, in the setting of special functions
related to root systems.
(ii) In [8], the authors give also a general formula for ψ(λ,X), which they called
the Baker–Akhiezer function. Their formula, which is presented in a different way than
ours in [5, Theorem 3.12], is expressed in terms of the Calogero–Moser operator applied
(
∑
α>0 mα)-times to the function
∏
α∈Σ+〈α,X〉mαe〈λ,X〉.
Next, we shall write the Calogero–Moser system in the quaternionic case. This result
leads to other differential equations where the solution can be obtained explicitly from
Theorem 5.1.
Let X = (Xi,j ) be a n × n quaternionic matrix, and let L be the Laplacian operator
L= − ∂2
∂X2i,j
. Its eigenfunctions are plane waves,
Lei tr(λX) = tr(λ2)ei tr(λX),
for a Hermitian matrix λ ∈ Herm(n,H). A Sp(n)-invariant eigenfunction of L, for the
same energy tr(λ2), can be constructed by the superposition:
ψ(λ,X) =
∫
Sp(n)
ei tr(λuXu
−1) du.
This integral is a function of the n eigenvalues λi of λ and the n eigenvalues xi of X. The
Laplacian L can be written in terms of the eigenvalues xi as a Schrödinger differential
operator: {
n∑ ∂2
∂x2i
+ 4
∑ 1
xi − xj
∂
∂xi
}
ψ(λ,X) = −
n∑
λ2i ψ(λ,X). (5.1)i=1 i =j i=1
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also Remark 3.5(iii)).
Set
Φ(λ,X) =
∏
1i<jn
(xi − xj )2ψ(λ,X).
Thus, Φ satisfies the following Hamiltonian:{
n∑
i=1
∂2
∂x2i
− 4
∑
1i<jn
1
(xi − xj )2
}
Φ(λ,X) = −
n∑
i=1
λ2i Φ(λ,X). (5.2)
This Schrödinger equation is a simple Calogero–Moser system. It is a n-body problem
with a rational potential.
The solution of (5.2) is of the form,
Φ(λ,X) = ei
∑n
j=1 λj xj Υ (λ,X),
where Υ is a solution of:{
n∑
j=1
∂2
∂x2j
+ 2i
n∑
j=1
λj
∂
∂xj
− 4
∑
1i<jn
1
(xi − xj )2
}
Υ = 0.
Since {
n∑
j=1
∂2
∂x2j
− 4
∑
1i<jn
1
(xi − xj )2
}
(xi − xj )−1 = 0,
the solution of (5.2) can be written as
Φ(λ,X) =
∏
1i<jn
(xi − xj )−1f (λ,X),
where f is a polynomial of degree n(n− 1)/2 in the variables x1, . . . , xn, such that
n∑
j=1
∂2f
∂x2j
+ 2
n∑
j=1
(
∂f
∂xj
+ iλjf
)(∏
i<j
(xi − xj ) ∂
∂xj
∏
i<j
(xi − xj )−1
)
+ 2i
n∑
j=1
λj
∂f
∂xj
= 0.
As an immediate application of Theorem 5.1, one can obtain explicitly the solution f of
the above differential equation. For n = 2,3 and 4, the solution can also be found in [3,4].
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where the Taylor series of the corresponding spherical functions ψ(λ,X) will be given
later in Section 10.
6. Explicit formula when p  M(p,q;C)
For q  p, let G = SU(p, q) be the group of all complex (p + q) × (p + q) matrices
with determinant 1, which leave invariant the Hermitian form:
x1x¯1 + · · · + xpx¯p − xp+1x¯p+1 − · · · − xp+q x¯p+q .
Let g = Lie(G) be the Lie algebra of G. Then g = su(p, q) is a real semisimple Lie
algebra. With respect to the Cartan involution θ(X) = Ip,qXIp,q, the Lie algebra g can be
written as g = k ⊕ p, where
k =
{[
A 0
0 B
] ∣∣∣A ∈ u(p), B ∈ u(q), tr(A+B) = 0},
p =
{[
0 C
C∗ 0
] ∣∣∣ C ∈ M(p,q;C)}.
Here Ip,q =
[Ip 0
0 −Iq
]
. Let a be a maximal Abelian subalgebra in p. We may choose:
a =
X =
 0p,p X 0p,q−pX 0p,p 0p,q−p
0q−p,p 0q−p,p 0q−p,q−p
 ∣∣∣∣X = diag(x1, . . . , xp), xi ∈ R
 .
For λ = (λ1, . . . , λp) ∈ a∗C and X ∈ a, the spherical function ϕλ(g) on the symmetric space
SU(p, q)/S(U(p)×U(q)) is given in [24] by:
ϕλ
(
exp(X)
)= c0∏
1i<jp(λ
2
i − λ2j )
∏
1i<jp(ch(2xi)− ch(2xj ))
× det
[
2F1
(
1 + iλj
2
+ q − p
2
,
1 − iλj
2
+ q − p
2
, q − p + 1;− sh2 xk
)]
1j,kp
,
(6.1)
where
c0 = (−1)p(p−1)/223p(p−1)/2
p−1∏
j=1
(q − p + j)p−j j !,
and 2F1 is the Gaussian hypergeometric function.
1410 S. Ben Saïd, B. Ørsted / J. Math. Pures Appl. 84 (2005) 1393–1426Theorem 6.1. Let λ ∈ a∗
C
, and X ∈ p. The corresponding spherical function to the flat
symmetric space M(p,q;C), is given by:
ψ(λ,X) =
∫
U(p)×U(q)
ei tr(λuXu
−1) du
= c′0
p∏
j=1
(xjλj )
p−q det[Jq−p(xjλκ)]1j,κp∏
1i<jp(λ
2
i − λ2j )(x2i − x2j )
,
where c′0 = 2q+p(p−1)(q −p+1)p
∏p−1
j=1 (q −p+ j)p−j j !, and Jν is the Bessel function
of the first kind.
Proof. For ε > 0, write ϕλ/ε(exp(εX)) as
ϕλ/ε
(
exp(εX)
)= c02p(1−p)/2εp(p−1)∏
1i<jp(λ
2
i − λ2j )
∏
1i<jp(sh2(εxi)− sh2(εxj ))
∑
ω∈Sn
(−1)ω
×
p∏
j=1
2F1
(
1 + iλω(j)/ε
2
+ q − p
2
,
1 − iλω(j)/ε
2
+ q − p
2
, q − p + 1;− sh2(εxj )
)
.
Using the fact that
(z+ a)
(z+ b) = z
a−b
{
1 + 1
2z
(a − b)(a + b − 1)+O(z−2)}, if z → ∞,
one can prove that
lim
ε→0 2F1
(
1 + iλω(j)/ε
2
+ q − p
2
,
1 − iλω(j)/ε
2
+ q − p
2
, q − p + 1;− sh2(εxj )
)
= (q − p + 1)
(
xjλω(j)
2
)p−q
Jq−p(xjλω(j)).
Thus, the theorem holds. 
(After the work on this paper was completed, we learned that the explicit formula, pre-
sented above in Theorem 6.1, was proved earlier by Meaney [32] in connection with the
inverse of the Abel transform for G = SU(p, q). We thank M. Rösler for bringing the
paper [32] to our attention.)
Recall that D(G0/K), where G0 = K  p, denotes the algebra of all G0-invariant
differential operators on G0/K. Let δ(D(G0/K)) be the algebra of all radial parts of
invariant differential operators.
Using [1] and Theorem 3.3, the following proposition holds:
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j := ω−1Sj+1(L1, . . . ,Lp) ◦ω,
where
Li = ∂
2
∂x2i
+
(
2(q − p)+ 1
xi
)
∂
∂xi
, ω(x) = 2p(p−1)
∏
1i<jp
(
x2i − x2j
)
,
and Sκ(L1, . . . ,Lp) is the κ th elementary symmetric polynomial in L1, . . . ,Lp. The op-
erators j, with 0 j  p− 1, form a system of generators for δ(D(G0/K)). Moreover,
for λ = (λ1, . . . , λp) ∈ Cp, we have:
jψ(λ,X) = Υj (λ)ψ(λ,X)
for all 0 j  p − 1, where
Υj (λ) = Sj+1
(
λ21, . . . , λ
2
p
)
.
Proof. For 0 j  p − 1, let ˜j = ω˜−1Sj+1(L˜1, L˜2, . . . , L˜p) ◦ ω˜, where
ω˜
(
exp(X)
)= 2p(p−1)/2 ∏
1i<jp
(ch 2xj − ch 2xj ), for X ∈ a,
and L˜i = ∂2
∂x2i
+ 2((q − p) cothxi + coth 2xi) ∂∂xi . By the second theorem of Berezin–
Karpelevicˇ [1], we know that the spherical functions ϕλ(exp(X)) are eigenfunctions for
˜j (j = 0, . . . , p − 1), with respect to the eigenvalues aj (λ) given by
p∏
i=1
(
ζ − (λ2i + (q − p + 1)2))= p∑
j=0
aj−1(λ)ζp−j .
Using Theorem 3.3 and the fact that every differential operator D ∈ δ(D(G/K)) has
ϕλ(exp(X)) as eigenfunctions if and only if D can be written as a polynomial in the ˜j ,
the proof is complete. 
7. The real rank one case
Let G be a Lie group of real rank one. There are only four type of groups G with real
rank one, namely,
SO0(n,1), SU(n,1), Sp(n,1), and F4(−20).
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R, C or H.
Let K = S(U(n,F)×U(1,F)) be a maximal compact subgroup in SU(n,1;F), where
F = R,C, or H, and let K = SO(9) be a maximal Abelian subgroup in F4(−20).
Fix a “normalized” element L ∈ p, and let a = RL be a maximal Abelian subspace
of p. Set α = 1. The nonzero eigenvalues of adL are ±α if G = SO0(n,1), and ±α, ±2α
if G = SU(n,1), Sp(n,1), F4(−20). Set d = 1 if G = SO0(n,1), d = 2 if G = SU(n,1),
d = 4 if G = Sp(n,1), and d = 8 if G = F4(−20). The multiplicity of α is equal to mα =
d(n − 1) for G = SU(n,1;F), and mα = d = 8 for G = F4(−20). The multiplicity of the
root 2α is equal to m2α = d − 1.
For Lie groups of real rank one, the algebra D(G/K) of G-invariant differential oper-
ators on G/K is generated by the Laplace–Beltrami operator, where its radial part defines
the differential equation,{
d2
dt2
+ (mα coth t + 2m2α coth 2t) ddt
}
y = −(λ2 + ρ2)y (t ∈ R), (7.1)
where λ ∈ C and ρ = 12 (mα + 2m2α). The spherical function
ϕλ
(
exp(tL)
)= 2F1( iλ+ ρ2 , −iλ+ ρ2 ; mα +m2α + 12 ;− sh2 t
)
,
is the unique solution of (7.1) which is even and satisfies ϕλ(e) = 1 in the unit e of G.
Since the spherical function is given in terms of the Gaussian hypergeometric function,
one can reproduce the same argument used in the proof of Theorem 6.1 to obtain the
following explicit formula.
Theorem 7.1. For λ ∈ aC, and X = tL ∈ p with t ∈ R, we have:
ψ(λ,X) = 
(
mα +m2α + 1
2
)(
λt
2
)−(mα+m2α−1)/2
J(mα+m2α−1)/2(λt),
where Jν is the Bessel function of the first kind.
Remark 7.2. The above theorem is known, see de Jeu’s thesis [28], but the present ap-
proach is different.
8. The case of symmetric spaces of type B2, C2, and BC2
We shall consider below only rank two symmetric spaces G/K of type B2, C2 and BC2.
Let g be the Lie algebra of G, and recall that Σ+ ⊂ Σ denotes the set of all positive
restricted roots associated with (g,a). In the case where g has the root system B2, we have:
Σ+ = {α1 ± α2, α1, α2}.
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Σ+ = {α1 ± α2,2α1,2α2}.
Finally, when g has the root system BC2, we have:
Σ+ = {α1 ± α2, α1, α2,2α1,2α2}.
Let m1 = mαi , m2 = m2αi , and m3 = mα1±α2 . In Table 1 below, we give the list of
symmetric spaces with root systems of type B2, C2, and BC2.
Set:
D := 1 −2
coth 2α1 − coth 2α2 ,
where
i = ∂2αi + (m3 cothαi + 2m2 coth 2αi)∂αi , i = 1,2.
For (t1, t2) ∈ R2, every element H ∈ a will be represented as H(t1,t2). For λ = (λ1, λ2) ∈
C
2, write:
ϕλ(expH(t1,t2)) =
[m3/2]−1∏
q=0
{(〈iλ,α1 + α2〉2 + 4q2)(〈iλ,α1 − α2〉2 + 4q2)}−1
×D[m3/2]
(∑
ω∈S2
P
(α,β)
iω(λ1)(t1)P
(α,β)
iω(λ2)(t1)
)
, (8.1)
where
Table 1
G/K Σ m1 m2 m3
SO0(2,2)/SO(2)× SO(2) Special B2 0 0 1
SO0(2, q)/SO(2)× SO(q) (2 + q = 2) B2 2(− 2) 0 1
SO0(2, q)/SO(2)× SO(q) (2 + q = 2+ 1) B2 2(− 2)+ 1 0 1
SU(2, q)/S(U(2)×U(q)) BC2 2(q − 2) 1 2
SU(2,2)/S(U(2)×U(2)) C2 0 1 2
SO∗(8)/U(4) C2 0 1 4
SO∗(10)/U(5) BC2 4 1 4
Sp(2,R)/U(2) C2 0 1 1
Sp(2,2)/Sp(2)× Sp(2) C2 0 3 4
Sp(2, q)/Sp(2)× Sp(q) (2 + q = ) BC2 4(− 4) 3 4
E6/ spin(10)× T BC2 6 1 8
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(
1
2
(
ν + m1 + 2m2
2
)
, α + β + 1 − 1
2
(
ν + m1 + 2m2
2
)
;α + 1;− sh2 t
)
is the normalized Legendre polynomial, and [x] denotes the integral part of x. The function
ϕλ is the spherical function associated with the following groups:
G = SU(2, q), with α = q − 2, β = 0;
G = SU(2,2), with α = 0, β = 0;
G = Sp(2,2), with α = 1, β = 1;
G = Sp(2, q), with α = 2(q − 2)+ 1, β = 1;
G = SO∗(8), with α = 0, β = 0;
G = E6, with α = 2, β = 0.
Remark 8.1. (i) For the above list of groups, we expressed the spherical functions in a
unified new way.
(ii) Note that
[1 −2]
{∑
ω∈S2
P
(α,β)
iω(λ1)(t1)P
(α,β)
iω(λ2)(t2)
}
= −(λ21 − λ22)det(P (α,β)iλj (tk))1j, k2.
In particular, we obtain formula (8.1), for G = SU(2, q), as a special case of (6.1).
For the symmetric space SO∗(10)/U(5), the spherical function is given by:
ϕλ(expH(t1,t2)) =
2∏
j=1
(
λ2j + 1
)−2 1∏
q=0
{(〈iλ,α1 + α2〉2 + 4q2)(〈iλ,α1 − α2〉2 + 4q2)}−1
×D1D2D2
(∑
ω∈S2
P
(0,0)
iω(λ1)(t1)P
(0,0)
iω(λ2)(t1)
)
,
where D1 and D2 are the well-known Dunkl–Opdam type shifted differential operators:
D1 = 116 sh 2α1 sh 2α2
{
∂2α1∂2α2 + 8
(
coth(α1 + α2)∂α1+α2 − coth(α1 − α2)∂α1−α2
)}
,
and
D2 = 116
{
∂2α1∂2α2 + 8
(
coth(α1 + α2)∂α1+α2 − coth(α1 − α2)∂α1−α2
)}
.
For Sp(2,R)/U(2), we can use [14, (1.4)] in order to write the spherical function as
ϕλ(expH(t1,t2)) = c
∏
α∈Σ+
〈α, iλ〉 coth
(
π〈α, iλ〉
〈α,α〉
) ∫
GL(2,C)
Φ2λ(k expH(t1/2,t2/2))dk,
where Φλ is the spherical function on Sp(2,C).
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system of type B2, we will adopt the same exchange between B2 and C2 root systems used
by Debiard and Gaveau in [12].
Let gb be the Lie algebra of a Lie group Gb with restricted root system Σb of type B2,
and let gc be the Lie algebra of a Lie group Gc with restricted root system Σc of type C2.
Then
Σ+b = {e1 ± e2, e1, e2}, Σ+c = {2f1,2f2, f1 ± f2}.
We will identify an element Ht ∈ ab, where t = (t1, t2) ∈ R2, with an element
HT ∈ ac, where T = (T1, T2) ∈ R2. Then we have an isomorphism Ψ :ab → ac such that
t1 + t2 = 2T1, and t1 − t2 = 2T2. The isomorphism Ψ transforms the B2 root system into
the C2 root system, where
mf1±f2 = mei , m2fi = me1±e2 .
Moreover, if λ = (λ1, λ2) ∈ a∗b and Λ = (Λ1,Λ2) ∈ a∗c , we have an isomorphism
Ψ ∗ :a∗b → a∗c such that Λ1 = λ1 + λ2 and Λ2 = λ1 − λ2. The mapping Ψ and Ψ ∗ induces
an isomorphism Φ :C∞(Kb \Gb/Kb) → C∞(Kc \Gc/Kc) such that
Φ
(
ϕbλ
(
exp(Ht )
))= ϕcΛ(exp(HT )).
Here ϕbλ (respectively, ϕcΛ) denotes the spherical function on the symmetric space Gb/Kb
(respectively, Gc/Kc).
For the symmetric space Gb/Kb = SO(2,2 + 2k)/SO(2) × SO(2 + 2k), which is of
type B2, we have Σ+b = {e1, e2, e1 ± e2} with mei = 2k and me1±e2 = 1. Let Gc/Kc be the
associated symmetric space with restricted root system Σ+c = {2f1,2f2, f1 ± f2}. Hence
m2 = m2fi = 1 and m3 = mf1±f2 = 2k. Therefore, the spherical function on Gc/Kc is
given by:
ϕΛ
(
exp(HT )
)= [m3/2]−1∏
q=0
{(〈iΛ,f1 + f2〉2 + 4q2)(〈iΛ,f1 − f2〉2 + 4q2)}−1
×D[m3/2]
(∑
ω∈S2
P
(0,0)
iω(Λ1)(T1)P
(0,0)
iω(Λ2)(T2)
)
,
and
ϕλ
(
exp(Ht )
)= Φ−1(ϕΛ(exp(HT )))
is the spherical function on SO(2,2 + 2k)/SO(2)× SO(2 + 2k).
Since the restricted root system associated with SO0(2,2)/SO(2)×SO(2) can be seen as
a special B2 type, we reproduce the same argument used above to prove that the spherical
function on SO0(2,2)/SO(2)× SO(2) is given by:
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(
exp(H(t1,t2))
)= P (0,0)i(λ1+λ2)
(
t1 + t2
2
)
P
(0,0)
i(λ1−λ2)
(
t1 − t2
2
)
.
For the symmetric space Gb/Kb = SO(2,3 + 2k)/SO(2) × SO(3 + 2k) we have
mei = 2k + 1 and me1±e2 = 1. The associated symmetric space Gc/Kc has the following
root system Σ+c = {2f1,2f2, f1 ± f2}, where m2 = m2fi = 1 and m3 = mf1±f2 = 2k + 1.
Therefore, the spherical function on Gc/Kc is given by:
ϕΛ
(
exp(HT )
)
= c
[m3/2]−1∏
q=0
{(〈iΛ,f1 + f2〉2 + (2q + 1)2)(〈iΛ,f1 − f2〉2 + (2q + 1)2)}−1
×
∏
β∈Σ+c
〈iΛ,β〉 coth
(
π〈iΛ,β〉
〈β,β〉
)
D[m3/2]
( ∫
GL(2,C)
Φ2Λ
(
k exp(HT/2)
)
dk
)
,
where ΦΛ is the spherical function on the complex symmetric space Sp(2,C)/USp(2).
Remark 8.2. By [14], up to a constant,
∏
β∈Σ+c
〈iΛ,β〉 coth
(
π〈iΛ,β〉
〈β,β〉
) ∫
GL(2,C)
Φ2Λ
(
k exp(HT/2)
)
dk,
is the spherical function on Sp(2,R)/U(2).
Define the following differential operators:
˜i = ∂2αi +
(
mα1±α2
αi
+ 2m2αi
2αi
)
∂αi , i = 1,2,
and set
D˜ = ˜1 − ˜2
2α1 − 2α2 .
Theorem 8.3. Let λ = (λ1, λ2) ∈ C2, and (t1, t2) ∈ R2.
(i) When G/K is a symmetric space with root system of type C2 or BC2, except the
cases SO∗(10)/U(5) and Sp(2,R)/U(2), the spherical function ψ(λ,X) on the flat
symmetric space p is given by:
ψ(λ1, λ2; t1, t2) = 22α(α + 1)2
(〈λ,α1 + α2〉2〈λ,α1 − α2〉2)−[m3/2]
× D˜[m3/2]
[ ∑
ω∈S2
(t1λω(1))
−α(t2λω(2))−αJα(t1λω(1))Jα(t2λω(2))
]
,
where Jν is the Bessel function of the first kind.
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ψ(λ,X) is given by:
ψ(λ1, λ2; t1, t2) =
( 2∏
j=1
λ−4j
)(〈λ,α1 + α2〉2〈λ,α1 − α2〉2)−2
× D˜1D˜2D˜2
[ ∑
ω∈S2
J0(t1λω(1))J0(t2λω(2))
]
,
where
D˜1 = 116(2α1)(2α2)
(
∂2α1∂2α2 + 8
{
∂α1+α2
α1 + α2 −
∂α1−α2
α1 − α2
})
,
and
D˜2 = 116
(
∂2α1∂2α2 + 8
{
∂α1+α2
α1 + α2 −
∂α1−α2
α1 − α2
})
.
(iii) For the symmetric space Sp(2,R)/U(2),
ψ(λ1, λ2; t1, t2) = c lim
ε→0
∏
α∈Σ+
〈
α,
λ
ε
〉 ∫
GL(2,C)
Φ2λ/ε
(
k exp(H(εt1/2,εt2/2))
)
dk,
where Φλ is the spherical function on Sp(2,C).
(iv) For G/K = SO0(2,2)/SO(2)× SO(2),
ψ(λ1, λ2; t1, t2) = J0
(
(t1 + t2)(λ1 + λ2)
2
)
J0
(
(t1 − t2)(λ1 − λ2)
2
)
.
(v) For the symmetric space G/K = SO(2,2 + 2k)/SO(2) × SO(2 + 2k), the spherical
function ψ(λ,X) is given by:
ψ(λ1, λ2; t1, t2) = Φ−1
(
ψe(Λ1,Λ2;T1, T2)
)
,
where
ψe(Λ1,Λ2;T1, T2)
= (〈Λ,f1 + f2〉2〈Λ,f1 − f2〉2)−kD˜k[ ∑
ω∈S2
J0(T1Λω(1))J0(T2Λω(2))
]
,
with t1 + t2 = 2T1, t1 − t2 = 2T2, λ1 + λ2 = Λ1, and λ1 − λ2 = Λ2.
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ψ(λ,X) is given by:
ψ(λ1, λ2; t1, t2) = Φ−1
(
ψ0(Λ1,Λ2;T1, T2)
)
,
where
ψ0(Λ1,Λ2;T1, T2) =
(〈Λ,f1 + f2〉2〈Λ,f1 − f2〉2)−kD˜k[ψSp(2,R)/U(2)(Λ;T1, T2)]
and ψSp(2,R)/U(2) is the spherical function given in (iii).
9. The complex case
In the case when G is complex, the spherical function ϕλ, and consequently ψ(λ,X)
has an explicit formula.
As before, let a be a maximal Abelian subspace in p. Fix a Weyl positive chamber
a+ ⊂ a, and let W be the Weyl group associated with this choice. Recall that ρ denotes the
half-sum of positive roots with multiplicity counted. For X ∈ a, the spherical function on
the complex group G is given in [18] by:
ϕλ
(
exp(X)
)= ∏α∈Σ+〈α,ρ〉∏
α∈Σ+〈α, iλ〉
∑
ω∈W(detω)e〈iωλ,X〉∑
ω∈W(detω)e〈ωρ,X〉
.
Note that ∑
ω∈W
(detω)e〈ωρ,X〉 = e〈ρ,X〉
∏
α∈Σ+
(
1 − e−2〈α,X〉).
Using Theorem 3.4 we obtain an explicit formula for the spherical functions on the
tangent space of G/K at the origin, when G is complex.
Theorem 9.1. For λ ∈ a∗
C
and X ∈ p,
ψ(λ,X) =
∏
α∈Σ+〈α,ρ〉∏
α∈Σ+〈α, iλ〉
∏
α∈Σ+ 2〈α,X〉
∑
ω∈W
(detω)e〈iωλ,X〉.
Recall that the integral representation of ψ(λ,X) is given by:
ψ(λ,X) =
∫
K
eiB(Aλ,Ad(k)X) dk.
When G is complex, this integral is the so-called Harish-Chandra integral. The above the-
orem is also proved by Harish-Chandra in [20] using other techniques.
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In this section we will consider the following noncompact symmetric spaces with root
system of the type AN−1 (N = 2,3, . . .),
GL(N,R)/O(N), GL(N,C)/U(N), GL(N,H)/Sp(N),
E6(−26)/F4, O(1,N)/O(N).
We use throughout this section the notation related to the Jack polynomials from [42].
Let ℘ be a strictly positive parameter. Let PN = C[x1, . . . , xN ] be the polynomial alge-
bra in N independent variables, and ΛN ⊂ PN be the algebra of symmetric polynomials.
A partition is any sequence λ = (λ1, . . . , λN , . . .) of nonnegative integers in decreasing
order λ1  · · ·  λN  · · · containing only finitely many nonzero terms. The number of
nonzero terms in λ is the length of λ denoted by l(λ). The sum |λ| = λ1 +· · ·+λN +· · · is
called the weight of λ. The set of partitions of weight N is denoted by PN. On this set there
is a natural involution which, in the standard diagrammatic representation, corresponds to
the transposition (reflection in the main diagonal). The image of a partition λ under this
involution is called the conjugate of λ, and is denoted by λ′.
An important example of symmetric functions are the Jack polynomials. We give here
their definition. Recall that on the set of partitions PN there is the following dominance
partial ordering: we write µ λ if for all i  1,
µ1 +µ2 + · · · +µi  λ1 + λ2 + · · · + λi.
Consider the following Calogero–Moser–Sutherland operator:
N℘ =
N∑
i=1
(
xi
∂
∂xi
)2
+℘
∑
1i<jN
xi + xj
xi − xj
(
xi
∂
∂xi
− xj ∂
∂xj
)
−℘(N − 1)
N∑
i=1
xi
∂
∂xi
=
N∑
i=1
(
xi
∂
∂xi
)2
+ 2℘
∑
i =j
xixj
xi − xj
∂
∂xi
.
If ℘ is not a negative rational number or zero, then for any partition λ, such that l(λ)
N, there is a unique polynomial Pλ(x,℘) ∈ ΛN, called the Jack polynomial, such that
(i) Pλ(x,℘) is an eigenfunction of the N℘ operator;
(ii) Pλ(x,℘) = mλ +∑µλ vλ,µ(℘)mµ, where vλ,µ(℘) ∈ C and mµ is the elementary
symmetric polynomial.
Now we discuss the so-called shifted Jack polynomials investigated recently by Knop,
Sahi, Okounkov and Olshanski (cf. [29,34]). Let us denote by Λ℘,N the algebra of poly-
nomials f (x1, . . . , xN) which are symmetric in the shifted variables xi +℘(1 − i). Let us
introduce the following function on the set of partition:
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∏
∈λ
(
c℘()+ 1
)
,
where
c℘() = λi − j +℘(λ′j − i).
Here we identify a partition λ with its diagram:
λ = {= (i, j): 1 i  l(λ), 1 j  λi}.
Let λ be a partition with λN+1 = 0. There exists a unique shifted symmetric polynomial
P ∗λ (x,℘) ∈ ΛN,℘, called the shifted Jack polynomial, such that degree(P ∗λ ) |λ|, and
P ∗λ (µ,℘) =
{
H(λ,℘), µ = λ,
0, |µ| |λ|, µ = λ, µN+1 = 0.
Knop and Sahi proved that the shifted Jack polynomial P ∗λ (x,℘) satisfies the extra vanish-
ing property P ∗λ (µ,℘) = 0 unless the diagram of µ is a subset of the diagram of λ, i.e.,
µi  λi for all i  1, and that P ∗λ (x,℘) is the usual Jack polynomial Pλ(x,℘) plus lower
order terms. We shall write µ ⊂ λ to mean that the diagram of λ contains the diagram of µ.
By [31] and [43], we have the following branching rule for the Jack polynomials,
Pλ(x1, x2, . . . , xN ,℘) =
∑
µ≺λ
λ/µ(℘)x
|λ/µ|
1 Pµ(x2, . . . , xN ;℘), (10.1)
where µ ≺ λ stands for the inequalities of interlacing,
λ1  µ1  λ2  µ2  · · · µN−1  λN,
the coefficient λ/µ(℘) is given by:
λ/µ(℘)
=
∏
1ijN−1
(µi −µj +℘(j − i)+℘)µj−λj+1
(µi −µj +℘(j − i)+ 1)µj−λj+1
(λi −µj +℘(j − i)+ 1)µj−λj+1
(λi −µj +℘(j − i)+℘)µj−λj+1
,
and |λ/µ| denotes the weight of the skew diagram λ/µ which is equal to |λ| − |µ|.
For the shifted Jack polynomial P ∗λ , Okounkov proved in [33] the following formula:
P ∗λ (x1, . . . , xN ;℘) =
∑
µ≺λ
λ/µ(℘)
∏
∈λ/µ
(
x1 − c′℘()
)
P ∗µ(x2, . . . , xN ;℘), (10.2)
where λ/µ(℘) is the same as for Pλ, and
c′℘() = (j − 1)−℘(i − 1) for = (i, j).
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H ′(λ,℘) =
∏
∈λ
(
c′℘()+℘
)
.
The following was conjectured by Macdonald and proved by Stanley [43]:
Pλ(1, . . . ,1;℘) = (N℘)λ
H ′(λ,℘)
,
where
(N℘)λ =
∏
∈λ
(
N℘ + c′℘()
)
.
Next, we review the spherical functions on symmetric cones. For details, we refer to
Faraut–Korányi’s book [15, Chapter XI].
Let Ω be an open and convex cone associated with an Euclidean Jordan algebra V. The
cone Ω can be identified with one of the Riemannian symmetric spaces G/K listed in the
beginning of this section.
Assume that V is a simple Euclidean Jordan algebra, i.e., V does not contain nontrivial
ideals. Let N be the rank of V, and let {c1, . . . , cN } be a complete system of orthogonal
idempotent elements. Each element x in V can be written as x = k∑Nj=1 xj cj , with k ∈ K
and xj ∈ R.
For m = (m1, . . . ,mN) and x =∑Nj=1 xj cj , the spherical functions on Ω are given by:
ϕm(x) =
∫
K

m1−m2
1 (kx) · · ·mn−1−mnn−1 (kx)mnn (kx)dk,
where j(y) is the principal minor of order j of y, and dk denotes the normalized
Haar measure on K. This formula corresponds to the classical Harish-Chandra’s for-
mula for the spherical functions on G/K with m = (λ+ ρ)/2 where ρ = (ρ1, . . . , ρN),
ρj = 12 (2j −N − 1), and λ ∈ CN.
If m = (m1, . . . ,mN) ∈ NN such that m1  · · ·  mN  0, then the spherical func-
tion ϕm is a polynomial, and can be written in terms of the Jack polynomials. If x =
k
∑N
j=1 xj cj ,
ϕm(x) = Pm(x1, . . . , xN ;℘)
Pm(1, . . . ,1;℘) , with ℘ =
2
d
,
where d = 1 for GL(N,R)/O(N), d = 2 for GL(N,C)/U(N), d = 4 for GL(N,H)/
Sp(N), d = 8 for E6(−26)/F4, and d = N for O(1,N)/O(N).
By [34, (2.6)], we have the following binomial formula:
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Pm(1, . . . ,1;℘) =
∑
µ⊂m
P ∗µ(m,℘)Pµ(x,℘)
Pµ(1, . . . ,1;℘)H(µ,℘)
=
∑
µ⊂m
Pµ(m,℘)P
∗
µ(x,℘)
Pµ(1, . . . ,1;℘)H(µ,℘) . (10.3)
For ℘ = 1, i.e., d = 2, formula (10.3) reduces to the usual binomial formula:
Sm(1 + x1, . . . ,1 + xN)
Sm(1, . . . ,1)
=
∑
µ⊂m
S∗µ(m)Sµ(x)∏
=(i,j)∈µ(N + j − i)
,
where Sµ is the Schur function,
Sµ(x1, . . . , xN) = det(x
µj+N−j
i )1i,jN∏
1i<jN(xi − xj )
and
S∗µ(x) =
det((xi +N − i) · · · (xi − i + j −µj + 1))1i,jN∏
1i<jN(xi − i − xj + j)
.
See for instance [30].
Henceforth, ς denotes a very large integer. By using formula (10.2) N -times, we obtain:
P ∗µ(m1ς, . . . ,mNς;℘)
=
∑
η1≺µ
µ/η1
∏
∈µ/η1
(
m1ς − c℘()
) ∑
η2≺η1
η1/η2
∏
∈η1/η2
(
m2ς − c℘()
)
· · ·
∑
ηN−1≺ηN−2
ηN−2/ηN−1
∏
∈ηN−2/ηN−1
(
mN−1ς − c℘()
)
P ∗ηN−1(mNς,℘)
= ς |µ|
∑
η1≺µ
µ/η1
∏
∈µ/η1
(
m1 − ς−1c℘()
) ∑
η2≺η1
η1/η2
∏
∈η1/η2
(
m2 − ς−1c℘()
)
· · ·
∑
ηN−1≺ηN−2
ηN−2/ηN−1
∏
∈ηN−2/ηN−1
(
mN−1 − ς−1c℘()
)
P ∗ηN−1(mN,℘)
∼ ς |µ|Pµ(m1, . . . ,mN ;℘) when ς → ∞.
For the Jack polynomial Pµ, we use formula (10.1) N -times to write:
Pµ(1 − eς−1s1, . . . ,1 − eς−1sN ;℘)
=
∑
µ/η1(1 − eς
−1s1)|µ/η1|
∑
η1/η2(1 − eς
−1s2)|η1/η2|
η1≺µ η2≺η1
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∑
ηN−1≺ηn−2
ηN−2/ηN−1(1 − eς
−1sN−1)|ηN−2/ηN−1|PηN−1(1 − eς
−1sN ,℘)
∼ ς−|µ|
∑
η1≺µ
µ/η1s
|µ/η1|
1
∑
η2≺η1
η1/η2s
|η1/η2|
2
· · ·
∑
ηN−1≺ηN−2
ηN−2/ηN−1s
|ηN−2/ηN−1|
N−1 PηN−1(sN ,℘) when ς → ∞
= ς−|µ|Pµ(s1, . . . , sN ;℘).
Thus, the following theorem holds:
Theorem 10.1. Let X =∑Nj=1 xj cj , ς ∈ N, and m = (m1,m2, . . . ,mN) ∈ NN such that
m1  · · ·mN. The following Taylor series holds:
lim
ς→∞ϕmς
(
exp(ς−1X)
)= ∑
µ∈PN
Pµ(m1, . . . ,mN ;2/d)Pµ(x1, . . . , xN ;2/d)
Pµ(1, . . . ,1;2/d)H(µ;2/d) .
Remark 10.2. (i) For a real vector ν = (ν1, . . . , νN) such that ν1  · · · νN, write:
ψc(ν,X) :=
∫
K
eB(Aν,Ad(k)X) dk.
As in Theorem 3.4, one can prove that
ψc(ν,X) = lim
ς→∞ϕ[ςν]
(
exp(ς−1X)
)
=
∑
µ∈PN
Pµ(ν1, . . . , νN ;2/d)Pµ(x1, . . . , xN ;2/d)
Pµ(1, . . . ,1;2/d)H(µ;2/d) (by Theorem 10.1),
where [ςν] = ([ςν1], . . . , [ςνN ]) is the N -vector of integral parts.
(ii) Using [41], one can prove that for m = (m1,m2)
ϕm(x1, x2) = em1x1 em2x2 2F1
(
m2 −m1, d2 ;d;1 − e
x2−x1
)
.
In particular, we deduce that
ψc(ν1, ν2;x1, x2) = eν1x1eν2x2 1F1
(
d
2
, d; (ν1 − ν2)(x1 − x2)
)
,
where 1F1 is the confluent hypergeometric function of the first kind.
(iii) The various Bessel functions ψ(λ,X) and ψc(ν,X) coming from symmetric spaces
of negative and positive curvature, respectively, are related to each other by the transfor-
mation ψ(λ,X) = ψc(ν,X)|ν=iλ. This statement holds for every flat symmetric space.
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in a series of Jack polynomials, with a view towards statistical applications.
(ii) In [11, Section 8.9], the authors derive (in principle) a similar result to the one
in Theorem 10.1 for the so-called Dunkl-kernel. Their method relies on Dunkl–Cherednik
operators theory and Macdonald-type identity. To obtain our expansion, one needs to prove
that the average over the Weyl group of the Dunkl-kernels can be expressed in terms of the
Jack polynomials, with the appropriate explicit coefficients.
Connection to some of Hua’s results. For d = 2, Theorem 10.1 can be written as
lim
ς→∞
Smς (e
ς−1x1 , . . . , eς
−1xN )
Smς (1, . . . ,1)
=
∑
µ∈PN
Sµ(x1, . . . , xN)Sµ(m1, . . . ,mN)∏
=(i,j)∈µ(N + j − i)
.
This limit contains all the results that can be found in [35, §5]. In fact, the above limit, i.e.,
for d = 2, is implicitly contained in Hua’s book [17, §1.2]. By [17, Theorem 1.2.1], we
know that if the power series,
fi(z) =
∞∑
κ=0
a(i)κ z
κ ,
converges for |z| < c, then for |z1| < c, . . . , |zN | < c we have:
det
(
fi(zj )
)
1i, jN =
∑
1>2>···>N0
det
(
a
(i)
j
)
det
(
z
j
i
)
. (10.4)
Using (10.4) for the power series of the exponential function eς−1xi (ςλj+N−j), and the fact
that
Sλ(1, . . . ,1) = Vand(λ1 +N − 1, . . . , λN−1 + 1, λN)Vand(N − 1, . . . ,1,0) ,
one can deduce the limit formula. Here Vand(· · ·) denotes the Vandermonde determinant.
Thus one can see that Theorem 10.1 is a generalization of Hua’s limit formula for all ℘ > 0.
Note added in proof
Recently, we found out that Theorem 10.1 was also proved by A. Okounkov and G. Ol-
shanski in “Shifted Jack polynomials, binomial formula and applications”, Math. Res. Lett.
4 (1997) 69–78.
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