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Introduction
The authors' objective in this paper is to make one-step-ahead predictions of the cumulative failure plot of software reliability growth, i.e. (in the authors' notation) the plot of total elapsed time, x i , as a function of failure number, i. The authors' approach to solving the problem is via evolutionary neural network modelling involving 'modification of Levenberg-Marquardt algorithm with Bayesian regularization.' In what follows I intend to show that:
• The prediction problem that is solved here is so simplistic as to be of no practical utility;
• The 'solution' to the problem is unnecessarily complex: a trivial alternative will perform as well;
• The assessment of predictive accuracy, used by the authors in their claims for the efficacy of their approach, is flawed.
Critique
Software reliability growth modelling concerns the stochastic process of successive failures of a computer program under some kind of testing or operational use. In its simplest form, as in [1] , it is assumed that when a failure occurs the fault that caused the failure is removed with certainty. As time passes, therefore, the reliability will be seen to improve.
The stochastic process can be characterised by the successive inter-failure time random variables, T 1 , T 2 , …, T i , …, or, alternatively, by the occurrence epochs of the successive failures, X 1 , X 2 , …, X i , … Clearly
Reliability growth would show itself in the tendency for successive inter-failure times to become larger: e.g. they might be stochastically ordered.
If we denote by lower case variables the realisations of (upper case) random variables, e.g. x i is a realisation of X i , the authors describe their prediction problem as follows: '…we want to forecast x i+1 by use of (
This is an odd formulation: what does it mean to 'predict' the realisation of the random variable X i+1 ? Since the realisation of X i is known -it is x i -any prediction of X i+1 is essentially equivalent to predicting the next inter-failure time, T i+1 . However such a prediction is expressed, it must take account of our uncertainty about the values these random variables will take. This seems to be completely absent from the authors' formulation of the problem. This is unfortunate, because the authors make strong claims for their approach when compared with others. In fact they seem to be comparing apples and oranges. The probabilistic modelling approaches [2] attempt to solve the real -and much more difficult -problem of predicting in the face of uncertainty. Specifically, in the context of this problem, they obtain predictive distributions for random variables such as X i+1 , T i+1 .
It is also worth noting that these existing approaches allow more interesting predictions to be made than the simple one-step-ahead ones obtained here.
One interpretation of the authors' results might be that their approach gives a 'best guess' of the value that X i+1 will take. Unfortunately, they do not tell the reader what 'best' means here (it cannot simply mean that it optimises some objective function in their neural network, because that would be tautological). It does not appear to represent any particular point on the distribution of X i+1 (a predictive mean, or median, might be of some interest).
Even if one were to take the authors' claims at face value, what possible value is there in a one-step-ahead predictive plot of cumulative failure time? It does not, for example, even provide an estimate of current reliability. Since the plot is irregular, its 'slope' cannot be used to obtain an estimate of the rate of occurrence of failures.
Finally, the authors' claims for efficacy seem flawed. The goodness-of-fit comparisons of predicted with actual cumulative time plots are useless: almost any predictor would look good on such plots. For example, simply adding the previous inter-failure time, t i , to x i will give predictions of x i+1 that are virtually indistinguishable on the authors' goodness-of-fit plots from the ones they show.
