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ABSTRACT
Flow duration curve (FDC) is a hydrologically representation of the statistical distribution of daily
streamflows. For a long time, hydrologists have sought deeper understanding of the process
controls on the shape of FDC, which has been a challenge due to contrasting processes controlling
the fast flow and slow flow components of streamflow and their interactions. This dissertation
addresses the challenge by outlining a novel framework to explore the physical controls on FDC.
The framework involves separating streamflow into fast flow and slow flow and studying their
duration curves separately then combining them statistically to obtain FDC.
Initially, the potential of framework in modeling FDC from fast flow duration curve (FFDC) and
slow flow duration curve (SFDC), is assessed over 245 catchments from MOPEX dataset. The
FFDC and SFDC are constructed from time series of fast flow and slow flow i.e. obtained from
baseflow separation method applied on observed streamflow data. The dependence of FFDC and
SFDC components in catchments are captured by the Gumbel copula. The modeled and observed
FDC are compared using the Cramér‐von Mises test. The high p value over 245 catchments (i.e.,
0.2 in average) represents the ability of framework in modeling FDC from FFDC and SFDC.
In second step, the controls of climate and catchment characteristics on FDC is assessed through
the extended framework. In the extended framework, streamflow is initially partitioned in time
domain (i.e. wet and dry days), and further partitioned in process domain (i.e., fast flow and slow
flow). The time partitioning of streamflow addresses the challenge that fast flow intermittency
poses in accounting the statistical dependence between fast and slow flows. During wet days
streamflow has both fast flow and slow flow, whereas during dry days, there is only slow flow as
iii

fast flow is zero. The FDC during wet days (FDCw) is computed as the statistical sum of FFDC
and slow flow duration curve (SFDCw), considering their dependency i.e. defined by Kendall’s 𝜏.
Then, FDC is modeled as the mixture distribution of FDCw and slow flow duration curve during
dry days (SFDCd), by considering the fraction of wet days (δ) for perennial streams and both δ and
the fraction of days of zero streamflow for ephemeral streams. The control of climate and
catchment characteristics on FDC are explored through the streamflow components i.e. FFDC,
SFDCw, SFDCd, and two parameters of Kendall’s 𝜏 and δ. To characterize fast flow and slow flow
components, the Kappa distribution is fitted on FFDC, SFDCw, and SFDCd over 300 catchments
from MOPEX catchments across the U.S. The relationships between estimated Kappa distribution
parameters and climate and catchment characteristics show that the climate aridity index (AI), the
coefficient of variation of daily precipitation (CVp ), timing of precipitation in relation to
evaporation (e.g., seasonality), time interval between storms, snow, topographic slope, and slope
of recession slope curve are dominant controlling factors. These findings have improved our
understanding in controls of climate and landscape on regional patterns of FDC, however, due to
the impact of site-specific factors (e.g., topography, soil, and land cover/land use) on streamflow
variability, the controls of climate and landscape on FDC cannot be easily generalized to other
catchments. Moreover, no effort has made to explore the control of processes attributed to runoff
processes on FFDC, SFDCw, and SFDCd and their contributions to FDC.
In light of findings in second step, we go one further step to explore the control of climate variables
and runoff generation processes on middle part of FDC which is affected by a suit of complex
processes. The AI and timing of precipitation are considered as two key climatic variables and
timescale ratio of fast flow generation to slow flow generation (𝛼𝑡 ) is used to characterize runoff
iv

processes. A hydrologic model driven by synthetic rainfall from rainfall model is used to explore
the control of climate and runoff generation processes on FFDC, SFDCw, SFDCd and their
contributions to the middle part of FDC. Results show that, the increase of 𝛼𝑡 leads to increasing
dependency between fast flow and slow flow, increasing the contribution of FFDC to the middle
part of FDCw, and decreasing contribution of SFDCd to the middle part of FDC. The AI and timing
of precipitation also control the middle part of FDC. The higher AI leads to smaller contribution
of FFDC to FDCw and larger contribution of SFDCd to the middle part of FDC. Under given AI,
the contribution of FFDC to the FDCw and the contribution of SFDCd to the middle part of FDC
in out-of-phase and in-phase seasonality are larger than that of uniform seasonality.
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CHAPTER 1

INTRODUCTION

The flow duration curve (FDC) is an important signature of catchment rainfall-runoff response
[Vogel and Fennessey, 1994]. It provides a comprehensive graphical view of streamflow
variability in the frequency domain [Vogel and Fennessey, 1994; Smakhtin, 2001]. FDC has a long
history of applications in water resources planning and management such as hydrologic effects of
afforestation [Lane et al., 2005], sedimentation in rivers [Vogel and Fennessey, 1995], water
quality management [Searcy, 1959; Morrison and Bonta, 2008], determination of environmental
flow standards for protecting aquatic habitats and ecosystem health [Poff et al., 1997; Olden and
Poff, 2003], determination of reservoir storage capacity [Dingman, 1981; Vogel and Fennessey,
1995] and assessment of hydropower potential [Castellarin et al., 2013].
For these and other applications, FDCs are typically estimated from time series of streamflow
observed in gauging stations. However, the number of gauging stations is already limited (i.e., not
all streams are gauged), and this number is falling worldwide due to cutbacks in funding [Hannah
et al., 2011]. On the other hand, climate change, land use, and land cover changes lead to
streamflow variability over time which can be translated to changes in the FDC. Improved
understanding of the climatic and catchment physiographic controls on the FDCs can therefore be
valuable for extrapolating what can be learned from past observations in a limited number of
gauging stations to make predictions in ungauged locations and in the future under anticipated
human‐induced climatic and landscape changes [Blöschl et al., 2013; Montanari et al., 2013].
The effects of climate and catchment physiographic controls on the shape of FDCs have been
extensively investigated for the purpose of regionalization [Singh, 1971; Mohamoud, 2008]. For
1

example, Searcy [1959] highlighted the effect of catchment geology on FDCs, showing that the
low flow part of the curve is mainly controlled by catchment geology. Best et al. [2003] showed
that the median flow and the fraction of zero flow days are mainly affected by the vegetation type
and climate. Yokoo and Sivapalan [2011] investigated the sensitivity of FDCs to soil type and
climatic seasonality and found that in the case of out-of-phase seasonality and well-drained soils,
the FDCs tend to be ephemeral. Ye et al. [2012] investigated the regional patterns of FDCs across
continental U.S. and found that the dominant controlling factors on the FDCs vary regionally.
All the efforts to understand the physical controls on FDCs and to make predictions in ungauged
catchments have involved the use of graphical (nonparametric), statistical (parametric), and
process‐based approaches [Botter et al., 2009; Galeati, et al., 2004; Vogel and Kroll, 1992]. The
graphical approach concentrates on exploring the relationship between signatures of the shape of
FDCs (e.g., the slope or quantiles of FDC) and climatic and catchment characteristics in gauged
catchments within a sufficiently homogeneous region to estimate the shape of FDCs in ungauged
catchments [Mohamoud, 2008; Singh, 1971; Zheng et al., 2007], while the statistical approach
mainly aims to fit appropriate distribution functions to empirically derived FDCs in gauged
catchments within a homogeneous region and to find quantitative relationships between
parameters of the distribution and climatic and catchment characteristics needed for
regionalization purposes [Vogel, et al., 2004; Castellarin et al., 2007; Engeland and Hisdal, 2009;
Over et al., 2018]. The controls of climatic and catchment characteristics on the shape of the FDCs
in graphical and statistical approaches tend to be empirical and only implicitly capture the net
effects of the hydrologic processes and process interactions that contribute to streamflow
variability [Ganora et al., 2009]. Due to the empirical nature of these relationships and the high
2

diversity of climate and catchment characteristics, without explicit inclusion of dominant
hydrologic processes and process controls, it is challenging to generalize the outcomes of
graphically and statistically based regionalization to locations in other parts of the world, for
example, in different climatic regions where the dominant processes may be different. The process‐
based approach, in contrast, attempts to derive the FDCs and associated statistical distributions by
explicitly accounting for the dominant processes that contribute to temporal streamflow variability,
including the effects of both climate forcing and catchment characteristics on these dominant
processes. This is a derived distribution approach and involves the use of a deterministic model of
the rainfall to runoff to streamflow transformation, driven by stochastic inputs of rainfall
sequences. Depending on the complexity of such a rainfall‐runoff model, the derivation of the FDC
can be analytical or numerical. For example, Botter et al. [2007] modeled the rainfall‐runoff
transformation by approximating the catchment as a linear reservoir, and the sequence of rainfall
inputs as a Poisson process, and analytically derived the resulting FDC in a way that the climate
and catchment characteristics showed up explicitly in the resulting analytical forms of the
statistical distributions. The analytical approach of Botter et al. [2007] has since been extended to
include a more complex rainfall‐runoff model in the form of a nonlinear reservoir [Botter et al.,
2009; Karst et al., 2019], to account for stochastic rainfall inputs in a seasonally dry climate
[Müller et al., 2014], and to incorporate the effects of snowmelt [Schaefli et al., 2013]. On the
other hand, Yokoo and Sivapalan [2011] explored the process controls of FDCs theoretically
through numerical simulations using a more complex, physically based catchment water balance
model driven by synthetic rainfall inputs and used model simulations to highlight the relative roles
of climate aridity, seasonality, and a range of catchment characteristics. Ye et al. [2012] used a
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calibrated, conceptual water balance model with observed climate inputs to perform a comparative
study of climate and landscape controls on FDCs in a large population of catchments located across
the continental U.S.
A major challenge in developing generalizable understanding of the climate and landscape controls
on FDCs using graphical, statistical, and process‐based approaches is the different timescales
involved in both rainfall inputs and the runoff generation processes that contribute to streamflow
variability [Blöschl et al., 2013; Muneepeerakul et al., 2010; Ghotbi et al., 2018]. For example,
rainfall inputs typically include variability at event, seasonal and even longer time scales, and
runoff generation processes typically include fast overland flow, shallow subsurface flow, and
deep groundwater flow. Fast streamflow is the hydrologic response to event‐scale rainfall
variability, while slow flow response quite often resonates with climate seasonality. Fast flow is a
result of overland flow generated by infiltration excess and/or saturation excess mechanisms, each
of which is governed by different controls, for example, rainfall intensity and infiltration capacity
of soils in the case of infiltration excess overland flow, and rainfall volume and antecedent soil
moisture storage in the case of saturation excess overland flow. On the other hand, shallow
subsurface flow is controlled by soil permeability and topographic slope, and deep groundwater
flow is governed by geology. The presence of these multiple time scales of variability of rainfall‐
runoff processes makes it challenging to develop conceptual frameworks for the prediction of
FDCs that can be used to account for these vastly different process controls. In this context, on the
basis of numerical simulations with a physically based hydrological model, Yokoo and Sivapalan
[2011] proposed that separating total streamflow into two components, namely, fast flow (i.e.,
surface or overland flow) and slow flow (i.e., subsurface and groundwater flow) can generate
4

deeper insights into the shape of the FDCs, including their process controls. No effort was made,
however, to analyze the statistical dependence between the fast and slow flow duration curves, to
statistically combine the component flow duration curves to generate the FDC of total streamflow,
and in this way to estimate and learn from their respective contributions in different regions.
In this research we investigate the physical controls on flow duration curves by proposing a
framework which addresses the aforementioned challenge in modeling FDC. The objective of this
research is to understand the imprint of climate, landscape, and processes on shape of FDC.
In chapter 2, we propose a new framework for exploring physical controls on FDC through
streamflow components. The streamflow is partitioned into fast flow and slow flow components
and the FDC is then constructed as a statistical sum of a fast flow duration curve (FFDC) and a
slow flow duration curve (SFDC).
In chapter 3, the framework is extended by additional partitioning of the streamflow records into
wet and dry days to explicitly account the intermittency of fast flow. During wet days, streamflow
has both fast and slow flows, whereas during dry days, there is only slow flow. Then, we explore
the climate and landscape controls on regional patterns of FDC across the continental U.S.
In chapter 4, we use the proposed framework in chapter 3 to explore the control of climate and
streamflow generation processes on FDC through a hydrologic model driven with synthetic rainfall
obtained from rainfall model to simulate scenarios with distinct climatic conditions.
In chapter 5, we include a summary and conclusion of each chapter and some future research
directions.

5

CHAPTER 2
FRAMEWORK FOR EXPLORING PHYSICAL
CONTROLS ON FLOW DURATION CURVE
The FDC reflects the cumulative distribution function of streamflow [Vogel and Fennessey, 1994;
Smakhtin, 2001]. The challenge of modeling FDCs and understanding the process controls of the
shape of FDC is due to the fact that total streamflow is a combination of catchment hydrologic
responses operating at multiple timescales [Beckers and Alila, 2004; Yokoo and Sivapalan, 2011;
Blöschl et al., 2013; Ghotbi et al., 2018]. For simplicity, as a first step, streamflow can be separated
into two timescales: fast flow representing surface runoff and slow flow representing subsurface
streamflow and groundwater flow. Both fast flow and slow flow can be further disaggregated into
three parts: high flow, mid-range flow, and low flow. Figure 1a shows the schematic partitioning
of daily streamflow into separate fast flow and slow flow time series. Processes controlling fast
flows are surface runoff generation (e.g., infiltration and/or saturation excess runoff generation)
and surface runoff routing. The variability of fast flows is governed by stochastic characteristics
of the sequences of storm events experienced by the catchment, and the properties of surface soils
and topography. Processes controlling slow flows include subsurface flow and groundwater
discharge. The variability of slow flows strongly reflects climate seasonality and the underlying
geology of the aquifer system and may yet retain aspects of storminess not lost through the filtering
effect of unsaturated zone surface soils. There is also feedback between the surface and subsurface
(groundwater) processes in the form of groundwater recharge and the influence of groundwater
levels on antecedent soil moisture of surface soils. These distinct differences between process
controls of fast and slow flows present an opportunity to model fast and slow flows and their interdependence separately, explore their process controls independently, and later combine them to
6

model the FDC of total streamflow. The FDC of total streamflow can thus be seen as a statistical
summation of a fast flow duration curve (FFDC) and a slow flow duration curve (SFDC) [Yokoo
and Sivapalan, 2011], with appropriate adjustments made for their inter-dependence.

Figure 1: The schematic illustration of the proposed framework for modeling flow duration curve
(FDC): (a) Streamflow time series is decomposed into fast flow time series and slow flow time
series; and (b) FDC is computed as the sum of fast flow and slow flow considering the dependence
between them.
Based on the above arguments, in this research we present a new conceptual framework for
exploring process controls of FDC. This framework includes three components: (1) the probability
distribution of fast flow; (2) the probability distribution of slow flow; and (3) a method for
constructing FDC of total streamflow by combining FFDC and SFDC, accounting for the
dependency between fast and slow flows. We illustrate the framework by applying it to catchments
across the continental U.S. As a first step, the fast and slow flow components are estimated
empirically from observed total streamflow using an empirical baseflow separation approach. This
allows us to construct the flow duration curves of fast and slow flow components of streamflow
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(i.e., FFDC and SFDC, respectively) separately, and combine the FFDCs and SFDCs to construct
FDC of total streamflow, accounting for their dependency.

2.1

Framework for process-based exploration of FDC

The FDC used in hydrology is the complementary cumulative distribution function (CCDF) of
streamflow, usually constructed from daily streamflow. Daily streamflow is considered as the sum
of daily fast and slow flows:
𝑄 = 𝑄𝑓 + 𝑄𝑠

(2. 1)

where 𝑄, 𝑄𝑓 , and 𝑄𝑠 are random variables representing daily streamflow, fast flow, and slow flow,
respectively. Given equation (2.1) and considering the joint probability density function of fast
flow and slow flow, the cumulative distribution function (CDF) for 𝑄 can be expressed as:
𝑞

𝑞−𝑞𝑓

𝐹𝑄 (𝑞) = 𝑃(𝑄𝑓 + 𝑄𝑠 ≤ 𝑞) = ∫0 ∫0

𝑓𝑄𝑓 ,𝑄𝑠 (𝑞𝑓 , 𝑞𝑠 ) 𝑑𝑞𝑠 𝑑𝑞𝑓

(2. 2)

where 𝐹𝑄 (𝑞) is the CDF of streamflow, and 𝑓𝑄𝑓 ,𝑄𝑠 (𝑞𝑓 , 𝑞𝑠 ) is the joint probability density function
of fast flow and slow flow. The PDF for streamflow can be obtained by taking the derivative of
both sides of equation (2.2):
𝑞

𝑑

𝑞−𝑞𝑓

𝑓𝑄 (𝑞) = 𝑑𝑞 [∫0 ∫0

𝑓𝑄𝑓 ,𝑄𝑠 (𝑞𝑓 , 𝑞𝑠 ) 𝑑𝑞𝑠 𝑑𝑞𝑓 ]

(2. 3)

By applying the Leibniz integral rule to the outer integral on the right-hand side of equation (2.3),
one non-zero term is retained as follows:
𝑞 𝑑

𝑓𝑄 (𝑞) = ∫0

𝑞−𝑞𝑓

[∫
𝑑𝑞 0

𝑓𝑄𝑓 ,𝑄𝑠 (𝑞𝑓 , 𝑞𝑠 ) 𝑑𝑞𝑠 ] 𝑑𝑞𝑓

(2. 4)

Applying the Leibniz integral rule again to the inner integral on the right-hand side of equation
(2.4), the PDF for streamflow is obtained as:
𝑞

𝑓𝑄 (𝑞) = ∫0 𝑓𝑄𝑓 ,𝑄𝑠 (𝑞𝑓 , 𝑞 − 𝑞𝑓 ) 𝑑𝑞𝑓
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(2. 5)

The joint distribution of fast and slow flows is used here since the fast flow and slow flow in
catchments may not be statistically independent. In the example of Figure 1a, both fast flow and
slow flow are higher in the wet season compared to those in the dry season. As a special case,
when fast flow and slow flow are independent, equation (2.5) simplifies to a convolution of the
PDFs of fast flow and slow flow. Denoting the PDF for fast flow as 𝑓𝑄𝑓 (𝑞𝑓 ) and the PDF for slow
flow as 𝑓𝑄𝑠 (𝑞𝑠 ), the PDF for 𝑄 i.e., 𝑓𝑄 (𝑞), in the case of their statistical independence, is obtained
as:
𝑞

𝑓𝑄 (𝑞) = ∫0 𝑓𝑄𝑠 (𝑞 − 𝑞𝑓 )𝑓𝑄𝑓 (𝑞𝑓 ) 𝑑𝑞𝑓
2.2

(2. 6)

Illustration of the framework

In this chapter, the proposed framework is illustrated on the MOPEX catchments [Duan et al.,
2006]. The daily streamflow data during 1948 to 1977 from 305 catchments with minimum human
interferences [Wang and Hejazi, 2011] are selected for analysis. The drainage area of the study
catchments varies from 180 to 9,500 km2. The average elevation ranges from 35 to 2,700 m above
the mean sea level, and the average land surface slope varies from 2% to 50%. The mean annual
precipitation ranges from 350 to 2,800 mm, and the climatic aridity index, defined as the ratio of
mean annual potential evaporation to mean annual precipitation, ranges from 0.25 to 4.11.
Therefore, the study catchments are located in both humid and arid regions.

2.2.1 PDFs for fast and slow flows
Since the focus of this chapter is to illustrate a general framework for modeling FDC by combining
FFDC and SFDC, as a first step, the fast flow and slow flow components of streamflow are
estimated here from observed total streamflow using empirical baseflow separation method.
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Several methods have been proposed for separating streamflow into fast flow and slow flow
components [Horton, 1933; Lyne and Hollick, 1979; Eckhardt, 2005]. Neff et al. [2005] compared
six different baseflow separation methods for developing a regression model to estimate baseflow
and the baseflow index (BFI), defined as the ratio between long-term averaged baseflow and total
runoff.
In the present study, two methods, i.e., nonlinear recession analysis and a recursive digital filter,
are used for baseflow separation. The separation method based on nonlinear recession analysis,
which is a more process-based method, assumes a nonlinear storage-outflow relationship for
modeling the recession limbs [Wittenberg, 1999; Wittenberg and Sivapalan, 1999; Wittenberg et
al., 2019]. The recursive digital filter method, referred to as filter-based method, separates the slow
flow signals from fast flow signals to extract the slow flow hydrograph [Eckhardt, 2005]. The
details of the process-based and filter-based separation methods are presented in the Appendix A.
By applying the baseflow separation methods to daily streamflow, the fast flow duration curve
(FFDC) is constructed from daily fast flow, and the slow flow duration curve (SFDC) is
constructed from daily slow flow [Yokoo and Sivapalan, 2011], as demonstrated in Figure 1b.

2.2.2 Quantifying the dependence of fast and slow flows using copula
For catchments where fast flow and slow flow are dependent, the joint PDF of fast flow and slow
flow can be quantified by a copula function [Sklar, 1959; Nelsen, 2007]:
𝐹𝑄𝑓 ,𝑄𝑠 (𝑞𝑓 , 𝑞𝑠 ) = 𝐶 (𝐹𝑄𝑓 (𝑞𝑓 ), 𝐹𝑄𝑠 (𝑞𝑠 ))

(2. 7)

where 𝐹𝑄𝑓 ,𝑄𝑠 (𝑞𝑓 , 𝑞𝑠 ) is the joint CDF of fast flow and slow flow; 𝐹𝑄𝑓 (𝑞𝑓 ) is the CDF of fast flow;
𝐹𝑄𝑠 (𝑞𝑠 ) is the CDF of slow flow; and 𝐶 is a copula function which quantifies the joint CDF of fast
10

flow and slow flow as a function of 𝐹𝑄𝑓 (𝑞𝑓 ) and 𝐹𝑄𝑠 (𝑞𝑠 ). Copulas have been applied for
characterizing complex hydrological events such as floods through a small number of dependent
variables such as flood peak, volume, and duration [Favre et al., 2004; Salvadori and De Michele,
2004; Grimaldi and Serinaldi, 2006; Zhang and Singh, 2007; Szolgay et al., 2016]. Kao and
Govindaraju [2008] applied a trivariate copula to characterize the temporal distribution of extreme
rainfall. Shiau [2006] utilized copulas to characterize hydrological drought by modeling the joint
distribution of drought duration and severity.
The first step in modeling the joint distribution through a copula function is the choice of the
copula that explains the association between random variables. Archimedean is a widely-used class
of copulas with several simple closed form functions [Genest and Mackay, 1986]. The Gumbel,
Clayton, and Frank copulas are three well-known Archimedean copulas applied in hydrology and
use one parameter (𝜃) to capture the dependency [Salvadori and De Michele, 2004; Zhang and
Singh, 2006]. Table 1 shows the functional forms of the three copulas as a function of 𝐹𝑄𝑓 (𝑞𝑓 ) and
𝐹𝑄𝑠 (𝑞𝑠 ). In each form of the copulas, 𝜃 accounts for the association between fast flow and slow
flow; the range of 𝜃 values is also shown in Table 1. From Table 1, it can be seen that the Gumbel
and Clayton copulas cannot account for the negative dependence in which case the Frank copula
is applied. For example, for the Gumbel copula, 𝜃 = 1 represents the independence condition and
𝜃 > 1 represents positive dependence. The degree of association between fast flow and slow flow
can be quantified by Kendall’s τ, which can be computed by the following equation [Schweizer
and Wolff, 1981]:
2

𝑛
𝜏 = 𝑛(𝑛−1) ∑𝑛−1
𝑖=1 ∑𝑗=𝑖+1 𝑠𝑔𝑛[(𝑄𝑓,𝑖 − 𝑄𝑓,𝑗 )(𝑄𝑠,𝑖 − 𝑄𝑠,𝑗 )]
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(2. 8)

where 𝑄𝑓,𝑖 and 𝑄𝑠,𝑖 are fast flow and slow flow on the 𝑖 𝑡ℎ day, respectively; 𝑄𝑓,𝑗 and 𝑄𝑠,𝑗 are fast
flow and slow flow on the 𝑗 𝑡ℎ day, respectively; 𝑛 is the total number of days; and 𝑠𝑔𝑛 represents
the sign function. The relationships between 𝜃 and Kendall’s τ for the three copulas are shown in
Table 1. Therefore, 𝜃 for each copula can be estimated by the computed Kendall’s τ.
Table 1: Three Archimedean copulas and their formula for estimating the dependence structure
between fast flow and slow flow.
Family

𝐶 ((𝐹𝑄𝑓 (𝑞𝑓 ), 𝐹𝑄𝑠 (𝑞𝑠 )))

Gumbel

Kendall’s τ

Range of 𝜃
1
𝜃 𝜃

𝜃

Range of τ

[1,∞)

1 − 𝜃 −1

[0 , 1]

[1,∞)

𝜃
𝜃+2

[0.3, 1]

(−∞, 0)

4
1 − [𝐷1 (−𝜃) − 1]
𝜃

[−1,0)

𝑒𝑥𝑝 [− [(−𝑙𝑛 (𝐹𝑄𝑓 (𝑞𝑓 ))) + (−𝑙𝑛 (𝐹𝑄𝑠 (𝑞𝑠 ))) ] ]

Clayton

−𝜃

[(𝐹𝑄𝑓 (𝑞𝑓 ))

Frank

+ (𝐹𝑄𝑠 (𝑞𝑠 ))

−𝜃

1
−
𝜃

− 1]

(𝑒𝑥𝑝 (𝜃 ∙ 𝐹𝑄𝑓 (𝑞𝑓 )) − 1) (𝑒𝑥𝑝 (𝜃 ∙ 𝐹𝑄𝑠 (𝑞𝑠 )) − 1)
1
𝑙𝑛 [1 +
]
𝜃
𝑒𝑥𝑝(𝜃) − 1

∪ (0, ∞)
1

𝑥

Here 𝐷1 is the first Debye function defined as 𝐷1 (𝑥) = 𝑥 ∫0

𝑡
𝑒 𝑡 −1

∪ (0,1]

𝑑𝑡

Several tests have been developed to assess the goodness-of-fit of a copula [Chen et al., 2004;
Fermanian et al., 2005; Genest et al., 2006]. All tests attempt to examine the hypothesis that a
specific copula defines the dependence structure of a multivariate distribution appropriately. The
Cramér-von Mises test is powerful to compare the distance between the empirical distribution and
the copula-based distribution for a specific copula [Genest et al., 2008]. The details of the
nonparametric method in constructing the empirical and copula-based distributions can be found
in Genest and Rivest [1993]. The performance of each copula, shown in Table 1, is assessed based
on the obtained p-values from the Cramér-von Mises test. If the p-value of the given copula is less
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than a specific significance level (e.g., 3%), the copula form is rejected. Therefore, high p-values
indicate the suitability of the copula form.

2.2.3 Constructing FDC by combining FFDC and SFDC
Since the joint cumulative distribution function of fast flow and slow flow is quantified by the
identified form of copula (equation (2.7)), equation (2.2) can be expressed as:
𝐹𝑄 (𝑞) = 𝑃(𝑄𝑓 + 𝑄𝑠 ≤ 𝑞) = ∬{𝑄

𝑓 +𝑄𝑠 ≤𝑞}

𝑑𝐶 (𝐹𝑄𝑓 (𝑞𝑓 ), 𝐹𝑄𝑠 (𝑞𝑠 ))

(2. 9)

For a given value of 𝑄 = 𝑞, the value of 𝐹𝑸 (𝑞) is the joint probability of fast flow and slow flow
over the shaded area shown in Figure 2a, where 𝑄𝑓,𝑚𝑖𝑛 and 𝑄𝑠,𝑚𝑖𝑛 are the minimum values of fast
flow and slow flow, respectively. 𝑄𝑓,𝑚𝑖𝑛 is zero for all the case study catchments. As a property
of copulas, the joint distribution of fast flow and slow flow over any rectangular area can be
computed by the following equation [Nelsen, 2007]:
𝑃(𝑄𝑓 𝜖(𝑞𝑓,𝑙 , 𝑞𝑓,𝑢 ], 𝑄𝑠 𝜖(𝑞𝑠,𝑙 , 𝑞𝑠,𝑢 ]) = 𝐶 (𝐹𝑄𝑓 (𝑞𝑓,𝑢 ), 𝐹𝑄𝑠 (𝑞𝑠,𝑢 )) − 𝐶 (𝐹𝑄𝑓 (𝑞𝑓,𝑙 ), 𝐹𝑄𝑠 (𝑞𝑠,𝑢 ))

−𝐶 (𝐹𝑄𝑓 (𝑞𝑓,𝑢 ), 𝐹𝑄𝑠 (𝑞𝑠,𝑙 )) + 𝐶 (𝐹𝑄𝑓 (𝑞𝑓,𝑙 ), 𝐹𝑄𝑠 (𝑞𝑠,𝑙 ))

(2. 10)

where 𝑞𝑓,𝑙 and 𝑞𝑓,𝑢 are the lower and upper bounds of fast flow for the rectangular area; and 𝑞𝑠,𝑙
and 𝑞𝑠,𝑢 are the lower and upper bounds of slow flow for the rectangular area.
Based on equation (2.10), a fast numerical algorithm was used to evaluate equation (2.9) by
discretizing the shaded triangular area into rectangular areas as shown in Figure 2b [Embrechts
and Puccetti, 2007]. At the first iteration (𝑖 = 1), there is one rectangle, and the coordinates for
the four corners of the rectangle in clockwise direction are (𝑄𝑓,𝑚𝑖𝑛 , 𝑄𝑠,𝑚𝑖𝑛 ), (𝑄𝑓,𝑚𝑖𝑛 ,
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𝑞−𝑄𝑓,𝑚𝑖𝑛 +𝑄𝑠,𝑚𝑖𝑛
2

𝑞−𝑄𝑠,𝑚𝑖𝑛 +𝑄𝑓,𝑚𝑖𝑛 𝑞−𝑄𝑓,𝑚𝑖𝑛 +𝑄𝑠,𝑚𝑖𝑛
,
),
2
2

), (

and (

𝑞−𝑄𝑠,𝑚𝑖𝑛 +𝑄𝑓,𝑚𝑖𝑛
2

, 𝑄𝑠,𝑚𝑖𝑛 ). The joint

probability of fast flow and slow flow over this rectangular area is computed from equation (2.10)
by setting 𝑞𝑓,𝑙 = 𝑄𝑓,𝑚𝑖𝑛 , 𝑞𝑓,𝑢 =

𝑞−𝑄𝑠,𝑚𝑖𝑛 +𝑄𝑓,𝑚𝑖𝑛
2

, 𝑞𝑠,𝑙 = 𝑄𝑠,𝑚𝑖𝑛 , and 𝑞𝑠,𝑢 =

𝑞−𝑄𝑓,𝑚𝑖𝑛 +𝑄𝑠,𝑚𝑖𝑛
2

. There

are two rectangles at the second iteration (𝑖 = 2), and there are four rectangles at the third iteration
(𝑖 = 3) as shown in Figure 2b. Therefore, the number of added rectangles is 2𝑖−1 at the ith iteration.
The joint probability of fast flow and slow flow over each rectangular area is computed using
equation (2.10) by substituting the corresponding coordinates of the corners of the rectangle. Since
the probability over the rectangles decreases with increasing 𝑖, the joint probability of fast flow
and slow flow over the shaded area in Figure 2a can be approximated by the sum of the joint
probabilities over all the rectangles when the number of iteration is large enough. In this chapter,
the maximum number of iterations is set to 10 since RMSE decreases 95% from the first iteration
to the tenth iteration but the decrease in RMSE is less than 0.01% from the tenth iteration to the
eleventh iteration. The computational time of aforementioned method in computing the CDF of
streamflow is within seconds, which is much less than for other numerical methods such as Monte
Carlo simulations.
It should be noted that Figure 2b only shows the case when 𝑞 ≤ 𝑄𝑓,𝑚𝑎𝑥 + 𝑄𝑠,𝑚𝑖𝑛 and 𝑞 ≤
𝑄𝑠,𝑚𝑎𝑥 + 𝑄𝑓,𝑚𝑖𝑛 where 𝑄𝑠,𝑚𝑎𝑥 and 𝑄𝑓,𝑚𝑎𝑥 are maximum slow flow and fast flow, respectively.
There are three more cases: 1) 𝑞 > 𝑄𝑓,𝑚𝑎𝑥 + 𝑄𝑠,𝑚𝑖𝑛 and 𝑞 > 𝑄𝑠,𝑚𝑎𝑥 + 𝑄𝑓,𝑚𝑖𝑛 ; 2) 𝑞 ≥ 𝑄𝑓,𝑚𝑎𝑥 +
𝑄𝑠,𝑚𝑖𝑛 and 𝑞 < 𝑄𝑠,𝑚𝑎𝑥 + 𝑄𝑓,𝑚𝑖𝑛 ; and 3) 𝑞 < 𝑄𝑓,𝑚𝑎𝑥 + 𝑄𝑠,𝑚𝑖𝑛 and 𝑞 ≥ 𝑄𝑠,𝑚𝑎𝑥 + 𝑄𝑓,𝑚𝑖𝑛 . The
calculation of 𝐹𝑸 (𝑞) for these three cases was performed in a similar way as in Figure 2a.
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Figure 2: Demonstration of numerical computation of the CDF of streamflow (i.e., 𝐹𝑄 (𝑞)). (a) The
joint probability of fast flow and slow flow over the shaded area representing 𝐹𝑄 (𝑞); and (b) the
discretization of the shaded area in (a) into infinite number of rectangles.
2.3

Results and Discussion

2.3.1 Baseflow Separation
For the process-based baseflow separation method [Wittenberg, 1999] the parameters are
determined by the least-square method [Sivapalan et al., 2011; Brooks et al., 2011]. For the filterbased method [Eckhardt, 2005] the two parameters are set as constants for all the catchments, i.e.,
0.98 for the recession constant and 0.8 for the upper bound of BFI [Eckhardt, 2005]. The calculated
BFI values for the study catchments range from 0.32 to 0.79 for the filter-based and from 0.25 to
0.94 for the process-based method. The filter-based method tends to give higher values of BFI than
the process-based method when BFI is small, but lower values when it is large. However, as shown
in Figure 3a, the BFI values obtained from these two methods match well in most catchments
(𝑅 2 = 0.95). Analysis of modeling the FDC as the sum of FFDC and SFDC is conducted based on
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the baseflow separation results from both methods, but results were found to be similar. Therefore,
the results from the process-based separation are discussed in the following sections.

Figure 3: Comparison between two baseflow separation methods: process‐based (Wittenberg,
1999) and filter‐based (Eckhardt, 2005) in terms of (a) baseflow index (BFI) and (b) dependency
between fast flow and slow flow components (Kendall's τ) over the study catchments.
2.3.2 Construction of FDC by convolution of FFDC and SFDC
Making the initial assumption that fast flow and slow flow are independent, the FDCs for the study
catchments are constructed using a convolution between empirical FFDC and SFDC. The RMSE
is computed to evaluate the performance of the independence assumption between daily fast flow
and slow flow. In order to compute the RMSE, the maximum exceedance probability (𝐸𝑃𝑚𝑎𝑥 ),
which is determined by non-zero flows, is discretized into 1000 quantiles, and the daily observed
streamflow in each quantile is compared with the convolution-based streamflow at the same
quantile. Figure 4 shows the computed RMSE between constructed and observed FDCs for the
study catchments. The RMSE ranges from 0 to 2 (mm/d) for these catchments. For most
catchments where RMSE is low, the convolution-based FDC matches the observed one well, and
16

the FFDC and SFDC can be assumed to be relatively independent. Figures 5b, 5d and 5f compare
the convolution-based FDC and observed FDC in three catchments. For the Yadkin River in North
Carolina the convolution works well with RMSE of 0.12 mm/d (Figure 5b), but for the Holston
River in Virginia and the Satilla River in Georgia it is less accurate with RMSE of 0.27 mm/d
(Figure 5d) and 0.32 mm/d (Figure 5f). It is clear that in these catchments, the dependence structure
between fast flow and slow flow needs to be captured for constructing FDC.

Figure 4: RMSE between observed FDC and constructed FDC using convolution between
empirical FFDC and SFDC over the study catchments.
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Figure 5: The fast flow and slow flow time series during 1 year and streamflow duration curve for
the Yadkin River in North Carolina (a, b), the Holston River in Virginia (c, d), and the Satilla River
in Georgia (e, f).
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2.3.3 Dependence structure of FFDC and SFDC
In this section the dependence structure of FFDC and SFDC is quantified by the Kendall’s τ shown
in Table 1. Figure 3b compares the values of Kendall’s τ based on two baseflow separation methods
used in this study. As can be seen, the values of τ from the process-based and filter-based separation
methods are well correlated, and the difference of τ between the two methods is larger than that of
BFI. However, the discussion related to the dependence is very similar for these two baseflow
separation methods.
The spatial variation of estimated τ based on the process-based baseflow separation method over
the study catchments indicates that the level of dependency between fast flow and slow flow has
a regional pattern. For example, from Figure 6a, it can be seen that most catchments in northeastern
U.S. (e.g., from Main to Ohio) have relatively higher values of τ (i.e., 0.25 in average), indicating
a higher dependency between fast flow and slow flow. The northeastern catchments are classified
as small catchments (i.e., 2000 km2 in average) with long and frequent storms and high fraction of
snow days and with a high fraction of sand (i.e., 50% in average) [Sawicz et al., 2011]. The high
soil permeability, frequent storms, and high fraction of snow days can increase the contribution of
slow flow; on the other hand, the short time of concentration in small catchments can increase the
contribution of fast flow, which results in the high potential for dependence between fast flow and
slow flow in these catchments.
The controls of climate characteristics (e.g., climate aridity index, seasonality index [Walsh and
Lawler, 1981], and time interval between storms) and catchment properties (e.g., drainage area,
mean slope, and mean elevation) on the Kendall’s τ are assessed over the study catchments. The
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catchment properties do not show significant controls on the Kendall’s τ but climate characteristics
show significant controls on the Kendall’s τ (Figure 6).

Figure 6: (a) The spatial distribution of the Kendall's τ and controls of Kendall's τ by the (b) aridity
index, (c) seasonality index, and (d) average time interval between storms over the study
catchments.
From Figure 6b, it can be seen that there is no correlation between climatic aridity index (AI) and
τ in humid regions (AI < 1), however, τ increases with AI in arid regions (AI >1). Precipitation is
the main controlling factor on fast flow in both humid and arid regions. In arid regions where water
is limited, slow flow is also dominantly controlled by precipitation dynamics. Therefore, both fast
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flow and slow flow are controlled by precipitation in arid regions leading to the higher dependence
of Kendall’s τ on AI in drier catchments. However, in humid regions where energy is limited,
potential evaporation plays an important role on slow flow but not on fast flow, which leads to the
lack of correlation between AI and Kendall’s τ. In humid regions, the Kendall’s τ based on the
dominant processes is controlled by other indicators. For example, in the Pacific Northwest and
northeastern parts of United States which are characterized by significant amount of snow, the
snowiness is a potential factor controlling the Kendall’s τ. The snowiness is defined as the fraction
of precipitation falling as snow [Berghuijs et al., 2014]. The increase of snowiness leads to increase
of snow accumulation during the winter period, which contributes to a delay in generation of both
fast flow and slow flow. The positive correlation between Kendall’s τ and snowiness shown in the
inset of Figure 6b arises from the coincidence of fast flow and slow flow generation during late
spring.
The seasonality of precipitation, quantified by seasonality index (SI), also controls Kendall’s τ. As
can be seen in Figure 6c, there is a positive correlation between Kendall’s τ and SI. The seasonality
of fast flow is mainly controlled by the seasonality of precipitation as the main controlling factor
on fast flow, whereas the seasonality of slow flow is controlled by the seasonality in precipitation,
evaporation, and soil moisture content. For example, in regions with low seasonality in
precipitation (i.e., low SI), a smaller variation in fast flow but a larger seasonal variation in slow
flow is expected. The different seasonal variations in fast flow and slow flow for catchments with
lower SI leads to the lower dependency between fast flow and slow flow.
Figure 6d provides more insights into the effect of rainfall variability on the Kendall’s τ. The
average time interval between storms (Tb) is computed to quantify the storminess characteristics
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in the study catchments. The average time-interval between storms is computed as the time elapsed
between end of the storm and the beginning of the next storm based on the daily precipitation
[Eagleson, 1978]. From Figure 6d, it can be seen that there is a negative correlation between Tb
and τ in northeastern United States where precipitation is distributed more uniformly throughout
the year. The increase of Tb in this region contributes to increasing variability of soil water storage
and subsequently increasing variability of slow flow. Therefore, the difference of variability in fast
flow and slow flow, which arises from higher Tb, leads to decreasing Kendall’s τ. However, the
Kendall’s τ in regions with seasonal precipitation increases with Tb, which is similar to the relation
between Kendall’s τ and AI.
The scatter plots shown in Figure 6 can be interpreted as the coevolution of different parameters
in controlling the dependence of fast flow and slow flow. Moreover, the significance test for the
Pearson correlation coefficient verified the identified relation at the significance level of 5%.
Figure 7 shows the control of Kendall’s τ on the slope of empirical FDC over the exceedance
probability range of 33-67%, which is linear on the semi-log plot [Yadav et al., 2007]. The slope
of FDC in the middle part is mainly controlled by the SFDC but it can also reflect the daily
streamflow variability caused by FFDC [Yokoo and Sivapalan, 2011; Castellarin et al., 2013]. For
example, catchments with a dominance of slow flows have flatter slope of FDC; while the steeper
slope of FDC shows the increase of variability in streamflow due to increasing fast flow
contribution [Lane and Lei, 1950; Sauquet and Catalogne, 2011; Sawicz et al., 2011; Cheng et al.,
2012; Castellarin et al., 2013]. This is consistent with the identified positive correlation between
Kendall’s τ and the slope of FDC shown in Figure 7. In catchments with steeper slope of FDC, fast
flow besides slow flow plays a role on controlling the middle part of FDC, leading to higher
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Kendall’s τ; and in catchments with flatter slope, fast flow does not control the middle part of FDC
causing lower Kendall’s τ.

Figure 7: The correlation between slope of the middle 33% of FDC and the strength of dependence
between fast flow and slow flow (i.e., Kendall's τ) over the study catchments.
2.3.4 Construction of FDC by combining FFDC and SFDC
The three copulas shown in Table 1 are applied to fast flow and slow flow in the study catchments.
The p-values of the Cramér-von Mises test exceed 3% for the Clayton copula in 180 catchments,
for the Frank copula in 200 catchments, and for the Gumbel copula in 245 catchments, indicating
the suitability of these three copulas at the confidence level of 97% in the corresponding
catchments. There are 27 catchments for which the three copulas are not able to capture the joint
distributions. For the catchments where these three Archimedean copulas cannot capture the
dependency between fast flow and slow flow, other copulas need to be explored. However, one
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potential reason can be the existence of strong autocorrelation in fast and slow flow time series.
For those catchments with strong autocorrelation, the time series of fast flow and slow flow can
be modeled as the linear combination of autoregressive (AR), moving average (MA), and residual
error terms. The FDC is modeled as the summation of the corresponding terms of fast and slow
flows in terms of ARMA which has less autocorrelation compared with the original time series
and residual error term which are white noise with Gaussian distribution [Hofert et al., 2018;
Zhang and Singh, 2019]. The application of the proposed framework on the modeled time series
of fast flow and slow flow is beyond the scope of this chapter. For consistency, the Gumbel copula
is selected for modeling the joint distribution of fast flow and slow flow for all 245 catchments.
θ = 1 in the Gumbel copula indicates that fast flow and slow flow are independent, and θ > 1
indicates positive dependency. Figure 5 shows the daily variation of fast flow and slow flow in
three catchments with different levels of dependency, i.e., perfect independence, mild dependence,
and strong dependence. For example, θ for the Yadkin River in North Carolina is 1.05 which
indicates almost perfect independence (Figure 5a), and the Holston River in Virginia has a mild
dependence with θ = 1.24 (Figure 5c). The Satilla River in Georgia, where both fast flow and slow
flow vary seasonally, has a strong dependency with θ = 1.88 (Figure 5e).
The computed FDCs with and without accounting for dependency is compared with the observed
FDC in three stations with different levels of dependence (Figures 5b, 5d and 5f). For the Yadkin
River (Figure 5b), both the convolution-based FDC (equation (2.6)) and copula-based FDC
(equation (2.9)) match the observed FDC well because fast flow and slow flow are almost
independent (𝜃 = 1.05). Therefore, for the catchments with 𝜃 close to 1 (e.g., Appalachian
Mountain), FDC can be directly computed as the convolution of FFDC and SFDC. However,
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Figure 5f shows significant errors in convolution-based FDC for the Satilla River in Georgia
(RMSE= 0.32 mm/d) where 𝜃 is 1.88. The copula-based FDC has a better performance (RMSE=
0.25 mm/d) than the convolution-based FDC, and in particular fits the low flows much better. For
catchments with high values of 𝜃 (e.g., Southern California and Middle Iowa), the crossdependence of fast and slow flows needs to be captured for modeling FDC. Figure 8 compares the
RMSE for the convolution-based and copula-based FDCs over the 245 catchments. As shown in
Figure 8, the copula-based FDC always has a smaller RMSE than the convolution-based FDC,
especially when RMSE is higher (i.e., higher value of 𝜃).
The performance of the proposed framework for constructing FDC is also assessed by the
goodness-of-fit measure using the Cramér-von Mises test. The high p-value over 245 catchments
(i.e., 0.2 in average) represents that the constructed FDC using the Gumbel copula is consistent
with the empirical FDC at the significance level of 0.05.
As the purpose of this chapter is limited to illustrating the new conceptual framework for studying
FDC by combining FFDC and SFDC, we applied the framework using empirically derived FFDCs
and SFDC instead of modeled ones. Process-based models for FFDC and SFDC could be
developed, and the FDC could then be constructed as their sum using the proposed framework.
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Figure 8: Comparison of RMSE of constructed FDC between the convolution‐based method
(without dependency) and the copula‐based method (accounting for dependency) over 245
catchments.
2.4

Conclusion

The FDC represents the variability of daily streamflow in the probability domain at different time
scales, including quick response to storminess and a slow response to climate seasonality [Yokoo
and Sivapalan, 2011; Pumo et al., 2014]. Guided by this consideration, in this study we presented
a new framework for understanding process controls of FDCs, which involves separating total
streamflow into a fast and a slow component. The FDC is constructed by combing FDCs of fast
and slow flows (i.e., FFDC and SFDC, respectively) and a measure of their dependency.
We quantified the dependence structure between fast flow and slow flow by the Kendall’s τ. There
are regional patterns of the dependence between fast flow and slow flow which can be explained
by climate characteristics and catchment properties. In catchments where the dependence is small,
the FDC can simply be constructed by a convolution of the duration curves of fast flows and slow
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flows, while in the catchments with strong dependence it is essential to construct the FDC by
accounting for this dependence. The study explored the climatic and landscape controls on the
dependence between FFDC and SFDC. This comparison indicates that the control of climate
characteristics on the dependency are more significant than landscape properties. Further research
needs to be conducted to obtain more insight into the hydrologic controls on the dependence
structure of fast and slow flows.
We compared three Archimedean copulas (i.e., Gumbel, Clayton, and Frank) and found that the
Gumbel copula can capture the joint distribution of fast flow and slow flow well for most of the
study catchments. Application of Gumbel copula in 245 catchments, demonstrates the validity of
the proposed framework in constructing the FDC by combining FFDC and SFDC at the
significance level of 5%.
The goal of this chapter is to demonstrate the feasibility of the framework; the physical controls
on FDC through the framework is explored in chapter 3 and 4.
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CHAPTER 3
CONTROLS OF CLIMATE AND LANDSCAPE ON
REGIONAL PATTERNS OF FDC ACROSS THE U.S.: STATISTICAL
APPROACH
Building on the work of Yokoo and Sivapalan [2011] and Cheng et al. [2012], Ghotbi et al. [2020a]
proposed a new stochastic framework for constructing FDCs of total streamflow that involved
partitioning total streamflow into its fast flow and slow flow components, fitting distributions
separately to each and then combining them together to model the FDC of total streamflow. In this
way, the FDC of streamflow is computed as a statistical sum of a fast flow duration curve (FFDC)
and a slow flow duration curve (SFDC), and also accounting for the dependence structure between
fast and slow flows. However, typically fast flow is often highly intermittent, whereas slow flow
is generally more continuous, especially in perennial streams. This intermittency poses challenges
to accounting for the statistical dependence between slow and fast flows. Furthermore, in the
previous work Ghotbi et al. [2020a] stopped at confirming the validity of the stochastic framework
on catchments across the U.S. and did not implement it further to explore the climatic and
landscape controls on the FDCs. The present chapter extends the work of Ghotbi et al. [2020a] in
these two areas. Guided by the lessons learned from previous studies [Yokoo and Sivapalan, 2011;
Cheng et al., 2012], and using an extended version of the stochastic framework proposed by Ghotbi
et al. [2020a], this chapter explores the broad scale climatic and catchment controls of regional
patterns of the streamflow component duration curves across continental U.S., including their role
in shaping the stochastic dependence between the fast and slow flow duration curves.
To explicitly account for the intermittency of fast flows, in this chapter we extend the conceptual
framework of Ghotbi et al. [2020a] by partitioning the streamflow records into wet days and dry
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days. During wet days, streamflow has both fast and slow flows that co-vary, whereas during dry
days, there is only slow flow, characterized by base flow recession. This additional partitioning in
the time domain produces three streamflow components, not just two: (i) fast flow and (ii) slow
flow (during wet days), and (iii) slow flow (during dry days). During wet days, streamflow is the
sum of fast flow and slow flow, whereas during dry days it is equal to slow flow only. The flow
duration curve during wet days only (FDCw) is computed as the statistical sum of fast flow duration
curve (FFDC) and slow flow duration curve during wet days (SFDCw), and accounting for their
dependency. We separately construct a flow duration curve for (slow) flow during dry days
(SFDCd), when fast flow has ceased. For perennial streams, the FDC of total streamflow is then
modeled as the mixture distribution of FDCw and SFDCd by considering the fraction of wet days
(𝛿), which becomes an additional parameter in the model framework. In ephemeral streams even
slow flows can cease over long time periods and a further extension is needed. In this case, both 𝛿
and the fraction of days of zero streamflows are considered in constructing the FDC. We will show
that these extensions of the stochastic framework improve the physical realism of the derived
FDCs, the accuracy of the predictions, and the robustness of understanding their physical controls.
To explore the physical controls on the FDC through the extended conceptual framework proposed
here, suitable probability distributions are fitted to the empirically derived FFDC, SFDC w, and
SFDCd for a large number of catchments across continental U.S. The fitted parameters of these
statistical distributions are then used to characterize regional variations of FFDC, SFDC w, and
SFDCd, including their relative contributions to the FDCs of total streamflow, and to explore the
links between the component FDCs (and FDC of combined streamflow) and broad scale climate
and catchment characteristics. In these ways, this chapter marks an important further step in
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advancing our understanding of climate and catchment controls on the shape of the FDC. In
addition, the proposed stochastic framework can underpin regionalization efforts aimed at making
predictions in ungauged catchments and in the future under climate change and human activities
by studying the temporal variability of streamflow components separately and then combining
them together, fully accounting for their mutual dependence.

3.1

Methodology

We begin with a comprehensive overview of the stochastic modeling framework for FDC that is
built on streamflow separation into fast and slow flows (Section 3.1.1). We then present (Section
3.1.2) the details of the methodology used for fitting appropriate distribution functions to
empirically derived FFDC, SFDCw, and SFDCd. In Section 3.1.3, we present the methodology
used for constructing the FDC during wet days using the modeled FFDC and SFDCw components,
and accounting for their dependence structures by way of copula functions. In Section 3.1.6, we
present the methodology for combining the constructed FDC during wet days with the empirically
derived FDC for dry days, using the theory of mixed distributions. Finally, Section 3.1.7 introduces
the sources of the streamflow time series used in the study, and climate and landscape
characteristics of the study catchments, which are used for exploring the physical controls on the
FDC.

3.1.1 Stochastic framework for modeling the FDCs
In the extended conceptual framework proposed here, the streamflow is partitioned in two ways:
(i) in the time domain, between wet days and dry days, with the fraction of wet days (𝛿) becoming
an important variable, and (ii) in the process domain, for wet days only, between fast flow and
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slow flow. As shown in Figure 9, this generates three components of streamflow. Streamflow
during wet days (𝑄𝑤 ) is the sum of fast flow (𝑄𝑓 ) and slow flow (𝑄𝑠𝑤 ). Streamflow during dry
days (𝑄𝑑 ) is slow flow (𝑄𝑠𝑑 ) since there is no fast flow. As shown in Figure 9, the fraction of wet
days (𝛿) is a key variable in this flow partitioning. The daily fast flow and slow flow time series
used for this two-way partitioning are obtained by implementing a base flow separation algorithm
on observed daily streamflow. As in Ghotbi et al. [2020a] a recursive digital filter is used for the
base flow separation [Eckhardt, 2005], and the recession constant and the upper bound of the base
flow index for the digital filter are set to 0.98 and 0.80, respectively. Even though the recursive
digital filter is simple and robust this algorithm lacks physical meaning to distinguish between the
origins of fast and slow flow generation [Beven, 2011]. In its defense, the performance of the
digital filter used has been verified by physically based methods [Gonzales et al., 2009]. Upon
completion of the base flow separation, time series of (non-zero) fast flows (𝑄𝑓 ), slow flows over
wet days (𝑄𝑠𝑤 ), and slow flows during dry days (𝑄𝑠𝑑 ) are extracted, including estimates of the
fraction of wet days (𝛿), and the fraction of zero flow days.
The three component time series generated from streamflow records are modeled separately and
then combined together to construct the FDC of total streamflow. Flow duration curve for wet days
only (FDCw) is modeled as the statistical addition of fast flows (FFDC) and slow flows during wet
days (SFDCw), accounting for their dependency, as shown in Figure 9b. Flow duration curve for
dry days is denoted as SFDCd (slow flow duration curve during dry days). FDC of total streamflow
is then obtained as the mixture distribution of FDCw and SFDCd. To explore the physical controls
on the FDC using this framework, first the component FDCs, namely FFDC, SFDCw, and SFDCd
are modeled separately using appropriate PDFs, then the climatic and landscape characteristics are
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regressed against the parameters of the fitted PDFs. Finally, the contribution of controlling factors
on the FDC is explored through the propagation of component PDFs to the FDC of total streamflow
by accounting for the temporal partitioning and the dependence structure between fast flow and
slow flow (during wet periods). The methodologies for each of these steps are presented next.

Figure 9: Illustration of the framework for modeling flow duration curve for a perennial stream:
(a) Streamflow time series is decomposed into fast flow and slow flow during wet days and the
slow flow recession during dry days. 𝛿 represents the fraction of time with nonzero fast flow. (b)
The flow duration curve is modeled as the mixture distribution of slow flow recession and
streamflow during the wet days which is modeled as the sum of slow flow and fast flow.
3.1.2 Identifying appropriate distribution functions for FFDC, SFDCw and SFDCd
We first present the formal procedure for the choice of appropriate statistical distributions for the
three flow components extracted from streamflow time series. L-moments are linear combinations
of probability weighted moments that define characteristics of a probability distribution [Hosking,
1990]. L-moments are analogous to product moments with less bias, particularly for highly skewed
data such as daily streamflow [Vogel and Fennessey, 1993; Hosking and Wallis, 1997]. The plot
of L-kurtosis versus L-skewness, called the L-moment ratio diagram, is unique for specific
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distribution functions and has been used to differentiate PDFs [Hosking, 1990]. Theoretical Lmoment ratios for common PDFs, e.g., lognormal and Pearson Type III, have been determined and
plotted in reference diagrams [Vogel and Fennessey, 1994; Li et al., 2010; Blum et al., 2017]. The
L-moment ratio diagram has been used previously to identify suitable PDFs for daily streamflow
by comparing the theoretical L-moment ratios and empirical ones estimated from daily streamflow
observations [Castellarin et al., 2004; Castellarin et al., 2007].
In this chapter, the L-moment ratio diagram is used to identify suitable PDFs for non-zero fast
flows and slow flows (during wet days), and slow flows during dry days. The L-moment ratios are
calculated from the extracted data for 𝑄𝑓 , 𝑄𝑠𝑤 , and 𝑄𝑠𝑑 , and compared to theoretical L-moment
ratios for the Pearson Type III, lognormal, and Kappa distributions, which are all suitable for daily
streamflow [Blum et al., 2017]. The lognormal and Pearson Type III distributions have three
parameters and follow specific curves in the L-moment ratio diagram, as shown in Figure 10. If
the three-parameter distributions are not able to capture the variability of 𝑄𝑓 , 𝑄𝑠𝑤 , and 𝑄𝑠𝑑 in the
study catchments, the four-parameter Kappa distribution is used to model FFDC, SFDCw, and
SFDCd. The grey area in Figure 10 shows the feasible domain of the Kappa distribution in the Lmoment ratio diagram. The Kappa distribution is a generalization of several two- and threeparameter distribution functions, such as the exponential, generalized logistic and generalized
Pareto distributions [Hosking, 1994]. Specifically, the cumulative distribution function (CDF) of
the Kappa distribution for a random variable, X, is expressed as

𝑥−ξ

𝐹𝑋 (𝑥) = [1 − h ∙ (1 − k ∙ (
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α

1/k 1/h

))

]

(3. 1)

where ξ and α control the position and scale of the distribution, respectively; k and h control the
shape of the distribution.
The parameters of the identified distribution functions are estimated from the theoretical
relationship between the parameters of the distributions and L-moments, which is computed from
observed streamflow components in the study catchments. The parameters of the lognormal,
Pearson Type III, and Kappa distributions are numerically computed from the theoretical formulas.
For example, the shape parameters (𝑘 and ℎ) in the Kappa distribution are estimated from the Lskewness and L-kurtosis by the Newton-Raphson method, and the scale and location parameters
are estimated using the first and second L-moments. The details of the theoretical relationship
between L-moments and parameters of the candidate PDFs can be found in Hosking and Wallis
[1997]. The performance of the fitted distribution is evaluated by the probability plot correlation
coefficient (PPCC) on the probability-probability (P-P) plot [Stedinger et al., 1993]. The P-P
diagram plots the percentile of a fitted distribution against the corresponding empirical
distribution. PPCC will measure the Pearson correlation coefficient between the fitted and
empirical distributions for FFDC, SFDCw, and SFDCd. The value of PPCC close to unity indicates
good performance, i.e., the distribution adequately captures the characteristics of the observations.
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Figure 10: The theoretical and empirical L moment ratios for (a) nonzero fast flow, (b) slow flow
during wet days, and (c) slow flow during dry days (i.e., base flow recession).
3.1.3 Constructing FDC during wet days
During the wet days only, the daily streamflow is expressed as the sum of fast and slow flows,
which is an outcome of the process partitioning of total streamflow:
𝑄𝑤 = 𝑄𝑓 + 𝑄𝑠𝑤

(3. 2)

Taking 𝑄𝑓 and 𝑄𝑠𝑤 as random variables, the joint CDF for 𝑄𝑓 and 𝑄𝑠𝑤 , 𝐹𝑄𝑓 , 𝑄𝑠𝑤 (𝑞𝑓 , 𝑞𝑠𝑤 ), can be
modeled using a copula function [Sklar, 1959; Nelsen, 2007], i.e.,
𝐹𝑄𝑓 , 𝑄𝑠𝑤 (𝑞𝑓 , 𝑞𝑠𝑤 ) = 𝐶(𝐹𝑄𝑓 (𝑞𝑓 ), 𝐹 𝑄𝑠𝑤 ( 𝑞𝑠𝑤 ))

(3. 3)

where 𝐹𝑄𝑓 (𝑞𝑓 ) is the CDF of the modeled distribution for 𝑄𝑓 , and 𝐹 𝑄𝑠𝑤 ( 𝑞𝑠𝑤 ) is the CDF of the
modeled distribution for 𝑄𝑠𝑤 . Copulas have been widely used to model the joint distributions of
hydrological events such as floods and droughts [Favre et al., 2004; Hao and Singh, 2015]. Once
the appropriate copula function is identified for a catchment, the CDF for streamflow during wet
days, 𝐹𝑄𝑤 (𝑞𝑤 ), can be computed as
𝐹𝑄𝑤 (𝑞𝑤 ) = ∬{𝑄

𝑓 +𝑄𝑠𝑤 ≤𝑞𝑤 }

𝑑𝐶 (𝐹𝑄𝑓 (𝑞𝑓 ), 𝐹 𝑄𝑠𝑤 ( 𝑞𝑠𝑤 ))
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(3. 4)

The probability over a rectangular domain can be computed as
𝑃(𝑄𝑓 𝜖(𝑞𝑓,𝑙 , 𝑞𝑓,𝑢 ], 𝑄𝑠𝑤 𝜖(𝑞𝑠𝑤,𝑙 , 𝑞𝑠𝑤,𝑢 ]) = 𝐶 (𝐹𝑄𝑓 (𝑞𝑓,𝑢 ), 𝐹𝑄𝑠𝑤 (𝑞𝑠𝑤,𝑢 )) −
𝐶 (𝐹𝑄𝑓 (𝑞𝑓,𝑙 ), 𝐹𝑄𝑠𝑤 (𝑞𝑠𝑤,𝑢 )) − 𝐶 (𝐹𝑄𝑓 (𝑞𝑓,𝑢 ), 𝐹𝑄𝑠𝑤 (𝑞𝑠𝑤,𝑙 )) + 𝐶 (𝐹𝑄𝑓 (𝑞𝑓,𝑙 ), 𝐹𝑄𝑠𝑤 (𝑞𝑠𝑤,𝑙 ))

(3. 5)

based on the properties of the copula function [Nelsen, 2007]. The coordinates for the four corners
of the rectangular domain are (𝑞𝑓,𝑙 , 𝑞𝑠𝑤,𝑙 ), (𝑞𝑓,𝑙 , 𝑞𝑠𝑤,𝑢 ), (𝑞𝑓,𝑢 , 𝑞𝑠𝑤,𝑙 ), and (𝑞𝑓,𝑢 , 𝑞𝑠𝑤,𝑢 ). Since the
integration domain in equation (3.4) is a triangle, which can be discretized into a series of
rectangular areas [Embrechts and Puccetti, 2007], 𝐹𝑄𝑤 (𝑞𝑤 ) is approximated by aggregating the
probabilities over a finite number of rectangular areas. This numerical method for calculating
𝐹𝑄𝑤 (𝑞𝑤 ) is fast, and the details of the method are described in Ghotbi et al. [2020a].

3.1.4 Identification of copula functions
The Plackett, Farlie-Gumbel-Morgenstern (FGM) [Morgenstern, 1956; Gumbel, 1958; Farlie,
1960]), and other frequently used Archimedean family of copula functions (Frank, Gumbel, Joe,
and Clayton) are applied to model the joint distribution of fast and slow flows during wet days.
The Plackett, FGM, and the Archimedean family include one association parameter (𝜃) which can
capture a variety of dependence structures [Salvadori and De Michele, 2004; Zhang and Singh,
2006; Szolgay et al., 2016]. For example, Plackett and Frank copulas are symmetric with respect
to the secondary diagonal; the Gumbel and Joe copulas can capture the high probability of cooccurrence of large fast and slow flows; the Clayton copula can capture the high probability of cooccurrence of small fast and slow flows; and the FGM can model relatively weak dependence
between fast and slow flows [Nelsen, 2007; Szolgay et al., 2016]. The appropriate copula function
is identified by the K-plot as the graphical goodness-of-fit (GOF) proposed by Genest and Rivest,
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[1993]. The K-plot compares the empirical and modeled Kendall function, which is defined as the
probability distribution of the intermediate random variable that is generated from the order
statistics of paired fast and slow flows. The copula function producing close agreement between
the estimated Kendall function and the empirical one is selected for modeling the joint distribution
of fast flow and slow flow during wet days [Frees and Valdez, 1998; Genest and Boies, 2003].
The association parameter (𝜃) for the FGM and Archimedean copulas can be quantified by the
Kendall’s 𝜏 rank correlation coefficient, while for the Plackett copula there is no closed form
relationship between 𝜃 and Kendall’s 𝜏 and for that reason 𝜃 is quantified by the Spearman’s
correlation coefficient (𝜌) [Schweizer and Wolff, 1981; Nelsen, 2007]. The functional form and
theoretical relationship between the association parameter and correlation coefficients of Kendall’s
𝜏 and Spearman’s 𝜌 for these copula functions are shown in Table 2. The performance of the
selected copula function by the GOF is also evaluated by the Kolmogorov-Smirnov test, which
compares the distance between modeled FDCw by the given copula function (Equation 3.3) and
the empirical FDCw obtained as the sum of fast and slow flows during wet days. A high p-value
(> 5%) indicates the suitability of the fitted copula function.
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Table 2: The Functional Form of Four Archimedean, Plackett, and FGM Copulas With Their
Formulas for Estimating the Dependence Structure Between Fast Flow and Slow Flow During Wet
Days.
Family

𝐶 ((𝐹𝑄𝑓 (𝑞𝑓 ), 𝐹𝑄𝑠𝑤 (𝑞𝑠𝑤 )))

Gumbel

𝜃

1

𝜃 𝜃

Range of 𝜃

Kendall’s τ

[1,∞)

1 − 𝜃 −1

𝑒𝑥𝑝 [− [(−𝑙𝑛 (𝐹𝑄𝑓 (𝑞𝑓 ))) + (−𝑙𝑛 (𝐹𝑄𝑠𝑤 (𝑞𝑠𝑤 ))) ] ]

Joe

𝜃

𝜃

∙ (1 − 𝐹𝑄𝑠𝑤 (𝑞𝑠𝑤 )) ]

Clayton

−𝜃

[(𝐹𝑄𝑓 (𝑞𝑓 ))

Frank

*Plackett

𝜃

𝜃

1 − [(1 − 𝐹𝑄𝑓 (𝑞𝑓 )) + (1 − 𝐹𝑄𝑠𝑤 (𝑞𝑠𝑤 )) − (1 − 𝐹𝑄𝑓 (𝑞𝑓 ))

4
∙ 𝐷 (𝜃)
𝜃 𝐽

1+

1
−
𝜃

−𝜃

+ (𝐹𝑄𝑠𝑤 (𝑞𝑠𝑤 ))

[1,∞)

1
−
𝜃

[1,∞)

𝜃
𝜃+2

(−∞, 0)

4
1 − [𝐷𝐹 (−𝜃) − 1]
𝜃

− 1]

(𝑒𝑥𝑝 (𝜃 ∙ 𝐹𝑄𝑓 (𝑞𝑓 )) − 1) (𝑒𝑥𝑝 (𝜃 ∙ 𝐹𝑄𝑠𝑤 (𝑞𝑠𝑤 )) − 1)
1
𝑙𝑛 [1 +
]
𝜃
𝑒𝑥𝑝(𝜃) − 1

2

[1 + (𝜃 − 1) ∙ (𝐹𝑄𝑓 (𝑞𝑓 ) + 𝐹𝑄𝑠 (𝑞𝑠 )) − √[1 + (𝜃 − 1) ∙ (𝐹𝑄𝑓 (𝑞𝑓 ) + 𝐹𝑄𝑠 (𝑞𝑠 ))] + 4𝜃 ∙ (1 − 𝜃)]

∪ (0, ∞)
[0, ∞)

No closed form

[−1,1]

2
𝜃
9

2(𝜃 − 1)

FGM

𝐹𝑄𝑓 (𝑞𝑓 ) ∙ 𝐹𝑄𝑠𝑤 (𝑞𝑠𝑤 ) ∙ [1 + 𝜃 ∙ (1 − 𝐹𝑄𝑓 (𝑞𝑓 )) ∙ (1 − 𝐹𝑄𝑠 (𝑞𝑠 ))]

1 (1−𝑡 𝑥 )∙ln(1−𝑡 𝑥 )

Here 𝐷𝐽 is defined as 𝐷𝐽 (𝑥) = ∫0

𝑡 𝑥−1

* The Spearman’s 𝜌 as the function of 𝜃: 𝜌 =

1

𝑥

𝑑𝑡, and 𝐷𝐹 is defined as 𝐷𝐹 (𝑥) = 𝑥 ∫0

𝑡
𝑒 𝑡 −1

𝑑𝑡

[2𝜃+𝜃2 −2(𝜃+1)∙ln(𝜃+1)]
𝜃2

3.1.5 Analyzing the dependence structure
The dependence structure of fast and slow flows is captured by the copula function and can be
further analyzed and interpreted through the contour plot of joint density of fast and slow flows.
This is an important step that can help us to examine the FDCs predicted by the models and
interpret them in terms of dominant hydrological processes and their physical controls. The joint
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density is the probability density of joint events characterized by the CDFs of fast and slow flows.
The density of contour lines in the plot represents the level of dependency. High fast flow is usually
associated with high slow flow; and low fast flow is usually associated with low slow flow. The
dependency of high fast and high slow flows is indicated by the density of contour lines in the
upper right corner of the contour plot. In the same way, the dependency of low fast and low slow
flows is indicated by the density of contour lines in the lower left corner [Frahm et al., 2005]. The
upper right (𝜆𝑈𝑅 ) and lower left (𝜆𝐿𝐿 ) tail dependence coefficients can be quantified as [Sibuya,
1960; Joe, 1997]:
𝜆𝑈𝑅 = lim− 𝑃 (𝑄𝑓 > 𝐹𝑄𝑓 −1 (𝑢)|𝑄𝑠𝑤 > 𝐹𝑄𝑠𝑤 −1 (𝑢))

(3. 6a)

𝜆𝐿𝐿 = lim+ 𝑃 (𝑄𝑓 ≤ 𝐹𝑄𝑓 −1 (𝑢)|𝑄𝑠𝑤 ≤ 𝐹𝑄𝑠𝑤 −1 (𝑢))

(3.6b)

𝑢→1

𝑢→0

where 𝐹𝑄𝑓 −1 (𝑢) and 𝐹𝑄𝑠𝑤 −1 (𝑢) are the quantile functions of fast and slow flows during wet days,
respectively, for a specific cumulative probability threshold, 𝑢. The upper right (lower left) tail
dependence coefficients represent probability of occurrence of high (low) fast flows, conditioned
on occurrence of high (low) slow flows. The dependence coefficients range from 0 to 1, in which
0 indicates independence and 1 indicates full dependency for a given threshold 𝑢. The upper and
lower tail dependencies in equation (3.6) under the given copula function are computed as:
𝜆𝑈𝑅 = lim−

1 − 2∙𝑢 + 𝐶(𝑢,𝑢)
1−𝑢

𝑢→1

𝜆𝐿𝐿 = lim+
𝑢→0

𝐶(𝑢,𝑢)
𝑢
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(3. 7a)
(3.7b)

In order to reduce possible bias caused by the choice of an inappropriate copula function, the upper
and lower tail dependence is computed by the empirical copula between fast flow and slow flow
during wet days [Salvadori et al., 2007].

3.1.6 Modeling FDC as a mixture distribution
As shown in Figure 9b, the CDF of streamflow for a perennial stream, 𝐹𝑄 (𝑞), is modeled as the
mixture distribution of 𝑄𝑤 (total streamflow over wet days only) and 𝑄𝑠𝑑 which is the slow flow
during dry days only [Botter et al, 2008; Müller et al., 2014]:
𝐹𝑄 (𝑞) = 𝛿 ∙ 𝐹𝑄𝑤 (𝑞) + (1 − 𝛿) ∙ 𝐹𝑄𝑠𝑑 (𝑞)

(3. 8)

where 𝛿 is the fraction of days when fast flow is positive; 𝐹𝑄𝑤 (𝑞) is obtained using the method
described in Section 3.1.3; and 𝐹𝑄𝑠𝑑 (𝑞) is the CDF of modeled distribution for base flow recession
described in Section 3.1.2. The fraction of wet days (𝛿) is computed as the ratio of days with
positive fast flow to the total period of record, and accordingly the fraction of dry days for a
perennial stream is computed as 1 − 𝛿. It should be noted that in the plots for FFDC, SFDCw, and
FDCw the duration is limited to 𝛿; and in the plot for SFDCd the duration is limited to 1 − 𝛿. For
ephemeral streams, the fraction of days with zero streamflow also needs to be considered, and the
CDF of streamflow in Equation (3.8) is extended as the mixture of zero and non-zero streamflows
[Aitchison, 1955; Jennings and Benson, 1969; Crow and Shimizu, 1988].

3.1.7 Datasets
The statistical framework for modeling FDC is applied to 300 catchments from the MOPEX
dataset [Duan et al., 2006], with over 50 years of continuous streamflow data at the daily time
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step, and with minimum human interferences [Wang and Hejazi, 2011]. The aridity index for the
catchments ranges from 0.25 to 4.11, and mean annual precipitation ranges from 350 to 2,800 mm.
It was found that 296 out of the 300 gauge stations are located on perennial streams and the other
4 gauging stations (Los Gatos River and Santa Ysabel River in California, Bad River and Moreau
River in South Dakota) are located on ephemeral streams. The time series used in the rest of the
study are flow components extracted using the base flow separation algorithm used by Ghotbi et
al. [2020a] and briefly introduced here in section 3.1.1.
The climate characteristics, including precipitation and potential evapotranspiration, are obtained
from the MOPEX dataset and the data for the catchment characteristics, including soil and
topography, are obtained from the Gridded Soil Survey Geographic (gSSURGO) database and
Digital Elevation Model (DEM) from National Elevation Dataset (NED), respectively. The aridity
index (AI), seasonality and timing of precipitation in relation to potential evapotranspiration (δp ,
[Woods, 2009]), fraction of precipitation falling as snow (fs , [Woods, 2009]), mean time interval
between storms (t b , [Eagleson, 1978]), and the coefficient of variation of daily precipitation (CVp )
are computed as the main signatures of the short and long-term variability of climate inputs.
Similarly, saturated hydraulic conductivity (k sat ), topographic slope (S, ratio of relief to the
horizontal distance on which relief is measured), base flow index (BFI, ratio of slow flow to the
total streamflow), and slope of the recession slope curve (RSC) are computed as surrogate
variables for the impact of soil, topography, and geology. The RSC is the log-log plot of the time
rate of change of discharge versus discharge, and its slope is identical to the exponent b in the
𝑑𝑄

relationship − 𝑑𝑡 ∝ 𝑄 𝑏 [Brutsaert and Nieber, 1977]. The value of the exponent b has been shown
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to be related to stages of drainage in a hillslope aquifer and is considered as a surrogate for the
aquifer properties [Rupp and Selker, 2005].

3.2

Results

3.2.1 Distributions for individual flow components: FFDC, SFDCw, and SFDCd
In order to identify suitable probability distributions for FFDC, SFDCw, and SFDCd, the L-moment
ratios of the study catchments (shown as points) are compared to theoretical values for the
lognormal, Pearson Type III, and Kappa distributions (Figure 10). From Figure 10, it can be seen
that the L-moment ratios of the study catchments are scattered around the Pearson Type III and
lognormal distributions. As the record of observation is sufficiently long, particularly for fast and
slow flows during wet days, the scattering of the points is due to the absence of one single threeparameter distribution function able to capture the probability distributions of all the catchments
[Blum el al., 2017]. The four-parameter Kappa distribution contains a wide range of L-moment
ratios (shaded area), and can capture different shapes of the empirical probability distributions.
Therefore, for consistency among catchments, in the rest of this work FFDC, SFDCw, and SFDCd
for all catchments are modeled using the Kappa distribution, which is satisfied for all three
streamflow components in most catchments. Kappa distribution was rejected for fast flow for
Reedy River, South Carolina, and slow flow during dry days for Crow Wing River, Minnesota and
Fox River, Wisconsin. Therefore, these three catchments are excluded from further analysis. The
negative lower bound of the Kappa distribution, computed from fitted parameters, can lead to
negative streamflows. To prevent this, streamflow computed from the CDF and fitted parameters
from the Kappa distribution is constrained from generating negative values [Castellarin et al.,
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2007; Blum et al., 2017]. In this way, the generated streamflow components in all catchments are
positive. The PPCC values of the fitted Kappa distributions for FFDC, SFDCw, FDCw and SFDCd
are computed for all catchments. The mean values of PPCC for all three streamflow components
and for combined streamflow are higher than 0.99, indicating good performance of the Kappa
distribution.

3.2.2 Distributions of total streamflow during wet days: FDCw
The copula functions in Table 2 are applied to quantify the joint distribution of the fitted Kappa
distributions of fast flow and slow flow during wet days. The Kendall function is used to select a
suitable copula function based on goodness-of-fit. The joint distributions of fast and slow flows
during wet days are captured by the Gumbel copula in 285 catchments, the Joe copula in 8
catchments, the Frank copula in 2 catchments, and Plackett copula in 2 catchments. The
performance of the copula functions is assessed by the Kolmogorov–Smirnov test, which compares
the modeled FDCw’s with the observed ones. High p-values are found for all catchments, showing
the suitability of copula functions used for modeling the joint distribution (i.e., 0.19 in average).

3.2.3 Distributions for combined streamflow over wet and dry days: FDC
The FDC in perennial streams is then modeled by combining the modeled flow duration curves
during wet days (FDCw) and the fitted Kappa distribution of slow flow during dry days (SFDCd)
using knowledge of the fraction of wet days (𝛿). When modeling FDC for an ephemeral stream,
the fraction of days with zero streamflow is also considered. Figure 11 shows the performance of
the modeled FDC by the proposed framework for an ephemeral stream at Santa Ysabel, California.
It can be seen that the Kappa distribution provides a good fit for FFDC except the low fast flow
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(Figure 11a), SFDCw (Figure 11b), and SFDCd (Figure 11c). The modeled FDCw matches the
observed one very well, and the shape of FDCw in this catchment is dominantly controlled by that
of SFDCw. Figure 11e shows that the observed FDC has a cut-off at the exceedance probability
of 0.42, indicating that streamflow is zero during 58% of the time. Therefore, the combined FDC
is computed as the mixture model of FDCw and SFDCd for exceedance probabilities between 0
and 0.42. The performance of the modeled FDC is assessed by the Kolmogorov–Smirnov test, and
shows a high p-value for all study catchments (i.e., 0.23 in average).

Figure 11: The performance of the proposed framework for modeling FDC for an ephemeral
stream at Santa Ysabel in California. The (a) FFDC, (b) SFDCw, and (c) SFDCd are fitted by Kappa
distribution. The (d) streamflow duration curve during wet days is modeled as the summation of
FFDC and SFDCw, and (e) the streamflow duration curve for the total period of record is modeled
as the mixture distribution of FDCw and SFDCd.
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3.3

Discussion: climatic and landscape controls on FDCs

3.3.1 Physical controls on Kappa distribution parameters
The next step in the analysis is exploring the climatic and catchment controls on the fitted
distributions. The FFDC, SFDCw, and SFDCd are modeled by the Kappa distribution, which is
defined by four fitted parameters, i.e., the location parameter (𝜉), scale parameter (𝛼), and two
shape parameters (𝑘 and ℎ). The location parameter is inversely related to the scale parameter for
the Kappa distribution. Therefore, the analysis of climatic and catchment controls is focused on
the scale parameter (𝛼) and the two shape parameters (𝑘 and ℎ).
In this study we are mainly focused on understanding regional (between regions) variations of the
FDCs and not so much on within-region, site specific variations. For this reason, guided by the
observations of previous theoretical [Yokoo and Sivapalan, 2011] and empirical studies [Cheng et
al., 2012; Ye et al., 2012], we considered several broad scale climatic and catchment characteristics
appropriate for inter-regional comparisons. The Spearman’s rank correlation coefficient (𝜌), which
is suitable for skewed datasets such as streamflow, is computed to evaluate the strength of
monotonic relationship between the chosen climatic catchment characteristics and the Kappa
distribution parameters. The correlation coefficient is higher than 0.4 or lower than -0.4 indicating
moderate to strong correlation [Akoglu, 2018]. The correlation coefficient between climatic and
catchment characteristics with the three fitted parameters for FFDC, SFDCw, and SFDCd are
summarized in Table 3. The fitted parameters are controlled by only some of the climatic and
catchment characteristics, hence here we discuss the characteristics for which significant
correlations were found. Figure 12 shows the correlation between the three fitted parameters for
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FFDC, SFDCw, and SFDCd with controlling climatic and catchment characteristics with significant
correlations.
Table 3: The spearman’s rank correlation coefficient of Kappa fitted parameters for FFDC,
SFDCw, and SFDCd with the climatic and catchment characteristics.
Fitted parameters

𝐀𝐈

𝐂𝐕𝐩

𝐭𝐛

𝛅𝐩

𝐟𝐬

𝐒

𝐁𝐅𝐈

𝐛

𝐤 𝐬𝐚𝐭

𝛼
𝑘
ℎ

-0.60
-0.20
-0.35

-0.38
-0.40
0.45

-0.29
-0.15
0.20

-0.30
0
0.25

0.15
0.30
-0.30

0
-0.20
-0.35

-0.30
0
-0.35

0
0
0

0
0
0

𝛼
𝑘
ℎ

-0.65
-0.35
0.25

-0.37
-0.60
0.10

-0.35
-0.45
0.15

-0.50
-0.20
0

0.50
0.25
0

0.45
0.35
-0.15

0
0.20
-0.50

0
0
-0.50

-0.30
-0.25
0

𝛼
𝑘
ℎ

-0.70
-0.35
0.15

-0.35
-0.50
0

-0.35
-0.35
0.15

-0.45
-0.20
0

0.35
0
-0.10

0.55
0.35
0

0.20
0.15
-0.30

0.15
0.20
-0.40

-0.35
-0.20
0

Climatic and
catchment characteristics

FFDC

SFDCw

SFDCd

The regression analysis aiming at finding the relationships between Kappa distribution parameters
and the empirical L-moments (i.e. first and second L-moments and L-moment ratios), is conducted
on three streamflow components. From the regression analysis, the scale parameter for all three
distributions is related to the mean and variance of the corresponding streamflow components. For
example, from Figures 12a, 12b, and 12c, it can be seen that the scale parameters of the three
Kappa distributions decrease with the climate aridity index. Increasing AI causes a decrease of
mean streamflow, decreasing 𝛼. This is consistent with previous studies which demonstrated that
mean flow is controlled by the climate aridity index [Budyko 1974; Cheng et al., 2012]. The scale
parameter for SFDCw is also found to increase with the fraction of precipitation as snow (the inset
in Figure 12b), indicative of the effect of delayed flow due to snowmelt, which also increases 𝛼.
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The increase of the scale parameter with average topographic slope for SFDCw and SFDCd (inset
in Figure 12c) indicates the key role of shallow subsurface flow in steep environments, which
raises mean streamflow and hence 𝛼 [Dunne, 1978; Bonell and Gilmour, 1978; Montgomery et al.,
1997]. The timing of precipitation in relation to potential evaporation also controls the scale
parameters of SFDCw and SFDCd. Catchments with out-of-phase seasonality of precipitation with
respect to potential evapotranspiration (−1 ≤ 𝛿𝑝 < 0) have higher mean and hence larger scale
parameter values compared to those with in-phase seasonality (0 < 𝛿𝑝 ≤ 1).
From the regression analysis between Kappa distribution parameters and the empirical Lmoments, it can be seen that the shape parameter 𝑘 of the Kappa distribution is inversely related
to kurtosis and skewness, while the shape parameter h is related to the skewness and coefficient of
variation (CV). Skewness is a measure of symmetry; and kurtosis is a measure of whether the
empirical distribution is heavy-tailed or light-tailed relative to a normal distribution. Figures 12d,
12e and 12f show that the shape parameters 𝑘 of all three Kappa distributions decrease with the
coefficient of variation of daily precipitation (CVp ). Meanwhile, the shape parameter 𝑘 for SFDCw
decreases with the time interval between storms (the inset in Figure 12e). This is an indication that
kurtosis and skewness increase with higher CVp and the time interval between storms. From Figure
12g, it can be seen that the shape parameter ℎ for FFDC increases with the coefficient of variation
of daily precipitation, which also raises the coefficient of variation of fast flow and hence ℎ. On
the other hand, the shape parameters ℎ of SFDCw and SFDCd decrease with the recession exponent
b (Figures 12h and 12i), which is indicative of the role of shallow subsurface and deep groundwater
flows. The catchments with larger recession exponents have faster recession, which introduces

47

more low values of slow flow and causes smaller or even negative skewness. The shape parameter
ℎ for SFDCw decreases with the base flow index (the inset in Figure 12h), which is indicative of
the role of groundwater recharge.
Note in passing that when it comes to physical controls, one could consider several site specific
factors that contribute to streamflow variability, including statistical properties of precipitation
variability (i.e., intensity, duration, time between events), potential evaporation, the nature of
seasonality, and a range of landscape characteristics (e.g., soil, topography, vegetation, land use
change) [see for example, Chouaib et al., 2018]. These may explain much of the scatter shown in
Figure 12. While the scatter in the relationships may be attributed to site-specific factors within
individual regions, the general trends in the relationships may be explained by broad scale factors
that separate the regions. This is illustrated by the results of inter-regional comparisons presented
in Figure 13.
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Figure 12: The controls of climate and catchment properties on fast flow duration curve (FFDC)
and slow flow duration curve in wet days (SFDCw) and dry days (SFDCd).
To gain further insights into the role of broad scale factors in controlling the shapes of the FDCs,
we next carry out pairwise comparisons of catchment groups across the continent. The pairs of
catchment groups chosen from among the 297 study catchments fall within either the 0-25th (lower
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quartile) or within 75-100th percentile (upper quartile) for each of the Kappa distribution
parameters, i.e., scale parameter, 𝛼, and the shape parameters h and k. In this way they exhibit
distinct contrasts in terms of the parameter values, and the physical factors that contribute to these
differences. Figure 13 presents 3 such pairs of catchment groups located in different parts of the
continent. Catchments located in Washington (a1) with low aridity index, high fraction of snow
days, steep topographic slope and out-of-phase seasonality of precipitation have larger values of
the 𝛼 (scale) parameter, compared to catchments in Texas (a2) with high aridity index, without
snow, low topographic slope, and in-phase seasonality of precipitation. Catchments in Indiana (b1)
with uniform precipitation throughout the year have higher shape parameters 𝑘, compared to
catchments in Iowa (b2) with higher daily variation of precipitation. Finally, the high coefficient
of variation of daily precipitation and low slope of RSC in southern California (c1) results in larger
shape parameters ℎ, while uniform precipitation and large slope of RSC in North Carolina (c2)
leads to low shape parameters ℎ.
The insets in Figure 13 show the fitted FFDC, SFDCw, and SFDCd for a representative catchment
from each of the aforementioned States. The higher scale parameter 𝛼 in Skykomish River in
Washington (inset 13a1) compared to Neches River in Texas (inset 13a2) reflects higher mean and
lower variability of flow. The higher shape parameter 𝑘 in Yellow River in Indiana (inset 13b1)
compared to Des Moines River in Iowa (inset 13b2) reflects lower variability of flow and lower
extremely low and high slow flow (i.e. lower skewness and kurtosis). The comparison of King
River in California (inset 13c1) with the French Broad River in North Carolina (inset 13c2) shows
that higher shape parameter ℎ indicates higher variability of flow. It is worth noting in these
pairwise comparisons that when contrasting the effects of high and low values of specific Kappa
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parameters, the catchments were chosen such that the difference of that parameter in the two
catchments is more significant in controlling the FDCs than the other two parameters.

Figure 13: The spatial distribution of catchments with Kappa parameters within upper quartile of
(a1) 𝛼, (b1) 𝑘, and (c1) ℎ and lower quartile of (a2) 𝛼, (b2) 𝑘, and (c2) ℎ.
3.3.2 Controls on dependency between FFDC and SFDCw
An important contributor to the FDC, as per the framework presented in this chapter, is the
dependency between FFDC and SFDCw (over wet days). We next look at the physical factors that
contribute to this dependency, and how they vary across the continent. The dependence between
slow flow and (non-zero) fast flow is controlled by the temporal variability of hydrologic processes
involved in generating various runoff components. In previous work, Ghotbi et al. [2020a] showed
that the overall dependency between slow and fast flows is controlled by the aridity index,
seasonality index, and the time interval between storms. In this study, we evaluate the contour plot
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of the joint density of fast and slow flows during wet days e.g., co-occurrence of high slow and
fast flows or high slow and low fast flows (Figure 14a). To enable comparison among many
catchments, the joint density is standardized by its maximum and minimum values in each
catchment (i.e., the difference between joint density and its minimum is divided by the range of
joint density). The domain of the plot is divided into four quadrants based on the 50th percentiles
of slow and non-zero fast flows. Quadrant I represents co-occurrence of high slow and fast flows;
Quadrant II represents co-occurrence of low fast flow and high slow flow; Quadrant III represents
co-occurrence of low slow and fast flows; and Quadrant IV represents co-occurrence of high fast
flow and low slow flow.
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Figure 14: The joint density is partitioned into four quadrants based on the median flows. (a) The
schematic illustration of the joint density of fast and slow flows partitioning into four quadrants
based on the median flows, and (b) the spatial distribution of the empirical joint density of fast and
slow flows during the wet days.
Catchments over the continental U.S. are classified into seven groups based on the contour plots
of joint density shown in Figure 14b. Group 1 (G1) catchments are located in south-western U.S.
and the inset at the lower left corner shows the contour plot of standardized empirical joint density
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for G1 catchments, with the Tuolumne River in California (Gage 11281000) used as example. The
inset at the upper left corner shows the contour plot of standardized empirical joint density for the
Snoqualmie River in Washington (Gage 12149000), showing the dependency structure of Group
2 (G2) catchments, located in north-western U.S. Group 3 (G3) catchments are located in southern
Rocky Mountains and the dependency structure is shown in inset G3 by taking the Fork Gunnison
River in Colorado (Gage 09132500) for demonstration. Group 4 (G4) catchments are located in
mid-western U.S., and the contour plot of standardized empirical joint density shown in inset G4
is for the Iroquois River in Illinois (Gage 05526000). Group 5 (G5) catchments are located in
north-eastern U.S., and the inset at the upper right corner shows the contour plot of standardized
empirical joint density for G5 catchments by taking the Ammonoosuc River in New Hampshire
(Gage 01138000) as example. Group 6 (G6) catchments are located in south-eastern U.S., and the
dependency structure is demonstrated in the inset at the lower right corner by taking the Flint River
in Georgia (Gage 02347500) as example. Group 7 (G7) catchments are located in southern U.S.
and the dependency structure is shown in inset G7 by taking the Pearl River in Mississippi (Gage
02482000) for demonstration.
The common feature of the contour plots of joint density in all seven groups is high density in
Quadrant I (high slow and fast flows) and Quadrant III (low slow and fast flows). The 80-100%
quantiles (extremely high) is quantified by the 𝜆𝑈𝑅 coefficient defined in equation (3.5a). Figure
15a shows that 𝜆𝑈𝑅 increases with climate aridity index, indicating that the joint probability density
of high slow and fast flows increases with climate aridity index. The joint probability density of
high fast and slow flows is dominated by precipitation; the level of dependency in arid catchments,
where both fast and slow flows are controlled by precipitation dynamics, is higher than in wet
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catchments. The dependency of the 0-20% quantiles (extremely low) of slow and fast flows is
quantified by the 𝜆𝐿𝐿 coefficient, defined in equation (3.5b). Figure 15b shows that 𝜆𝐿𝐿 decreases
with increase of base flow index, which has been considered as a surrogate for the collective impact
of soil, geology, topography, and climate characteristics [Santhi et al., 2008; Ahiablame et al.,
2013].
The discrepancy in the contour plots of joint density among the groups is in Quadrant II and IV.
Out-of-phase seasonality of precipitation and potential evapotranspiration in groups G1 and G2
leads to the occurrence of high slow flow and low fast flow (Quadrant II) from mid-spring to early
summer when the antecedent soil moisture is high. The significant fraction of snow days in G2
compared to G1 leads to higher probability in Quadrant II for G2. The low slow flow and high fast
flow (Quadrant IV) in groups G1 and G2 mostly occurs from mid-fall to mid-winter, which is the
rainy season. The steeper topographic slope in G2 compared to G1 leads to higher probability in
Quadrant IV for G2. Catchments in Group G3 experience less out-of-phase seasonality causing
occurrence of high slow flow and low fast flow (Quadrant II) from mid-summer to early fall and
the occurrence of low slow flow and high fast flow (Quadrant IV) during winter. The high slow
flow and low fast flow (Quadrant II) in G4 and G5 occurs mostly from late spring to early summer
due to snowmelt. Catchments in G5 have higher fraction of snow days than those in G4, causing
higher probability in Quadrant II for G5. The low slow flow and high fast flow (Quadrant IV) in
G4 and G5 occurs from mid-summer to early fall. Catchments in G5 have steeper topographic
slopes than those in G4, causing higher probability in Quadrant IV for G5. Compared to G4 and
G5, groups G6 and G7 have higher aridity index, seasonal precipitation, and negligible fraction of
snow days [Sawicz et al., 2011; Berghuijs et al., 2014]. In-phase seasonality of precipitation and
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potential evapotranspiration in groups G6 and G7 lead to the occurrence of high slow flow and
low fast flow (Quadrant II) from mid-winter to early spring when saturation excess runoff
generation dominates. Compared to G7, group G6 has smaller root zone depth and soil water
storage capacity, leading to higher probability in Quadrant II. The low slow flow and high fast
flow (Quadrant IV) in groups G6 and G7 occur from mid-summer to early fall when precipitation
intensity is high, and infiltration excess runoff generation dominates. Compared with G7, group
G6 catchments include events of extremely high fast flow but extremely low slow flow.

Figure 15: The control of aridity index on the upper tail dependence (a) and the control of base
flow index on the lower tail dependence (b).
Figure 16 presents the flow duration curves FFDC, SFDCw and SFDCw (over wet days only) for
representative catchments selected from each of the seven groups and shows the control of
dependency of fast flow and slow flow on FDCw in terms of high (λUR ), low (λLL ), and total (𝜏)
flow. The similarity of groups G2, G5 and G6 in terms of the joint density in Quadrants II and IV,
shows up also in the similarity of the shapes of the FDCw’s presented in Figure 16. The similarity
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of these groups in Quadrant II arises from high fraction of snow in G2 and G5 and dominance of
saturation excess runoff in G6, and the similarity in Quadrant IV arises from high topographic
slope in G2 and G5 and dominance of infiltration excess in G6. On the other hand, groups G2, G5
and G6 are different from Groups G1, G3, G4 and G7 in terms of the dominant controlling
processes and hence joint density in Quadrants II and IV, which also shows up in the FDC w’s
presented in Figure 16. Groups 1, 4 and 7 are similar amongst themselves both in terms of the joint
densities and FDCw’s, while Group 3 remains separate and unique. The higher probability in
Quadrants II and IV in groups G2, G5, and G6, leads to lower dependency of fast and slow flow
compared to groups G1, G4, and G7. From Figure 16, it can be seen that the increase in dependency
in groups G1, G4, and G7 leads to similar shapes of FFDC and SFDCw, while the low dependency
in middle and low flow in Groups G2, G5, and G6 leads to significant dissimilar variabilities in
the middle and lower tails of FFDC and SFDCw. On the other hand, high dependency of fast and
slow flows leads to similar variability of FDCw to FFDC and SFDCw. For example, high
dependency in Pearl River in Mississippi leads to the control of both FFDC and SFDC w on the
FDCw in all exceedance probabilities (Figure 16g). In Fork Gunnison River in Colorado with low
dependency of fast and slow flow in middle and lower tail leads to the control of only SFDC w on
FDCw in the middle and lower tail (Figure 16c). In sum, the lower dependency of fast and slow
flow leads to lower contribution of fast flow and hence smoother slope of FDCw.
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Figure 16: The control of upper tail (λUR ), lower tail (λLL ), and total dependency (𝜏) of fast flow
and slow flow in wet days on FDCw over the seven selected catchments in Figure 14.
3.3.3 Controls on fraction of wet days
Another factor that contributes to regional variations of FDCs is the fraction of wet days (𝛿), which
is the percentage of time when streamflow is fed by both fast and slow flows. This time is
influenced by the fraction of rainy days, which is governed by climate including dominant rainfall
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generation mechanisms. In regions where there is significant snowfall, timing of snowmelt needs
to be considered as well. Figure 17a shows the spatial distribution of 𝛿 for the study catchments.
The catchments located in northeastern U.S. have frequent and long-duration storms and a high
fraction of precipitation falling as snow [Sawciz et al., 2011; Berghuijs et al., 2014], leading to
higher values of 𝛿 (>0.75). In catchments further south of the Appalachian mountains, the
catchments with lower fraction of snow days lead to more deficit in fast flow, i.e., a lower fraction
of wet days (0.65 < 𝛿 < 0.75). Thus, the fraction of wet days is mainly controlled by the fraction
of snow days in catchments where snow is dominant (Figure 17b). Climate aridity index also
controls the fraction of wet days. For example, for the two ephemeral streams in South Dakota
(i.e., Bad River and Moreau River) with dominance of snow storage, the small fraction of wet days
(𝛿 < 0.5 not shown in Figure 17b) is due to the high aridity index in these two catchments.

Figure 17: (a) The spatial distribution of fraction of wet days over 297 gage stations; and (b) the
control of precipitation falling as snow on the fraction of wet days.
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3.3.4 Sensitivity of the FDCs to climate characteristics
In view of the critical importance of climate and catchment controls on streamflow components
identified through empirical analyses presented above, we carry out numerical experiments to
explore the sensitivity of the FDCs to the fitted Kappa parameters, serving as surrogates for the
collective impact of the climate and catchment characteristics shown in Figure 12. We do this by
asking how 𝛼, 𝑘, and ℎ impact the components FFDC, SFDCw, and SFDCd and how these
propagate to the FDCs of combined streamflow.
The French Creek in Pennsylvania (Gage 03024000) belonging to class C1 is picked as the base
case and the other three cases are synthetically generated from C1 to highlight the effect of specific
Kappa parameters. For example, the components FFDC, SFDCw, and SFDCd for C2 are obtained
by changing (i.e. increase/decrease) the scale parameter (𝛼), while the three components for the
C3 and C4 are obtained by a significant change in the shape parameters 𝑘 and ℎ, respectively.
Hence, the comparisons of class C1 with classes C2, C3, and C4 show the effect of the specific
Kappa parameter and accordingly the climatic and catchment characteristics discussed in Section
3.3.1 on FFDC, SFDCw, and SFDCd. The fraction of wet days in all cases is set to the same value
as C1 (i.e., δ=0.79).
The FFDC, SFDCw, SFDCd, and FDCw for C1 to C4 with increasing Kappa parameters are shown
in Figure 18. Here, we discuss the effect of increasing Kappa parameters on C1. The comparison
of C1 with C2 shows the effect of the scale parameter. It can be seen that the higher scale parameter
(C2) leads to higher mean and lower variability of flow in FFDC, SFDCw, SFDCd, and FDCw. C2
can belong to a catchment with collective characteristics of low AI, high fraction of snow and steep
topographic slope. The comparison of C1 with C3 highlights the effect of the shape parameter 𝑘
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in which higher 𝑘 values lead to lower values of extremely high flows in the streamflow
components. C3 can represent a catchment with lower CVp compared to C1. The increase of the
shape parameter ℎ in C4 mainly controls the duration of wet days and variability of flow in FFDC,
SFDCw, SFDCd, and FDCw.

Figure 18: The impact of increasing the Kappa parameters (α, k, and h) on (a) FFDC, (b) SFDCw,
(c) SFDCd, and (d) FDCw.
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The contributions of FFDC, SFDCw, and SFDCd to the shape of overall FDC is analyzed in four
catchments representative of different climatic conditions in terms of AI and CVp as the key
climatic variables. Figure 19 shows the relative contributions of FFDC, SFDC w, and SFDCd on
FDC in French Creek in Pennsylvania with AI = 0.7 and CVp =2.0 (Figure 19a), Buffalo River in
Arkansas with AI=0.7 and CVp =2.6 (Figure 19b), Grand River in Michigan with AI=1.1 and
CVp =2.0 (Figure 19c), and Moine River in Illinois with AI=1.1 and CVp =2.6 (Figure 19d). The
contribution of FFDC and SFDCw on FDC is analyzed through FDCw. The insets in Figure 19
show the contribution of FFDC and SFDCw on FDCw in each catchment. From the insets, it can
be seen that FFDC is the dominant component in the upper tail (0-10th percentile of fraction of wet
days) and the SFDCw is the dominant component in the middle and lower tail of the FDC w (10100th percentile of fraction of wet days). However, the propagation of FFDC to FDCw is controlled
by the dependency between fast flow and slow flow. For example, high total dependency in insets
11b1 and 11d1 lead to propagation of FFDC into FDCw for most exceedance probabilities. In
Figure 19, for a given flow rate on the vertical axis, the exceedance probability (i.e. horizontal
axis) for FDC is the sum of exceedance probabilities corresponding to the plotted curves for scaled
FDCw and SFDCd. From Figure 19, it can be seen that FDCw controls the upper tail (0-20th
percentile) and SFDCd mainly controls the lower tail (90-100th percentile). The middle region of
FDC is controlled by both components; however, the fraction of wet days determines the
contribution of the components in controlling the middle region of FDC. For example, the high
fraction of wet days in Grand River in Michigan (Figure 19c) compared to the Moine River in
Illinois (Figure 19d) leads to the dominant control of FDCw on the middle region of the FDC.
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Figure 19: The impact of FFDC, SFDCw, and SFDCd on FDC at (a) French Creek in Pennsylvania
(AI = 0.7, CVp = 2.0), (b) Buffalo River in Arkansas (AI = 0.7, CVp = 2.6), (c) Grand River in
Michigan (AI = 1.1, CVp = 2.0), and (d) Moine River in Illinois (AI = 1.1, CVp = 2.6).
3.4

Conclusion

In this chapter, we explored the controls of climate and catchment characteristics on FDC using a
stochastic framework that enables construction of the FDC from three components of streamflow:
fast and slow flows (during wet days), and slow flow during dry days. The flow duration curve
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during wet days (FDCw) was computed as the statistical sum of the fast flow duration curve
(FFDC) and the slow flow duration curve (SFDCw) and considering their dependency. FDC was
modeled as the mixture distribution of FDCw and the slow flow duration curve during dry days
(SFDCd), by considering the fraction of wet days (δ) for perennial streams, and both δ and the
fraction of days of zero streamflow for ephemeral streams. The extended framework is deemed
more appropriate for modeling the FDC, particularly in dry catchments with long recession
periods. The Kappa distribution was employed to fit the FFDC, SFDC w, and SFDCd for 297
MOPEX catchments across the U.S. Through the use of comparative analysis of the FDCs
(including fast and slow flow components) in a large number of catchments across the continental
United States, the chapter explored the control of broad scale climatic and catchment
characteristics on FDCs of each streamflow component, and their relative contributions to FDCs
of total streamflow.
Analysis results showed that the FFDC was the dominant contributor to the upper tail of the FDCw,
whereas the SFDCw is the dominant contributor to the middle and lower tail of the FDC w.
However, the control of FFDC propagates to the middle region of the FDC with increase of
dependency of fast and slow flow. The high streamflow (0-20th percentile of FDC) is controlled
by FDCw, low streamflow (90-100th percentile of FDC) is controlled mainly by SFDCd, and the
mid-streamflow (20-90th percentile of FDC) is controlled by contributions from both FDCw and
SFDCd, which is controlled by the fraction of wet days.
The control of climate and catchment characteristics on the FDC were investigated through the
relative contributions of FFDC, SFDCw, and SFDCd to the shape of FDC for wet and dry
catchments. The relationships between estimated Kappa distribution parameters and climate and
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catchment characteristics revealed that the aridity index, the coefficient of variation of daily
precipitation, timing of precipitation, time interval between storms, snow, topographic slope, and
slope of recession slope curve are the dominant controlling factors. In sum, the aridity index mainly
controls the mean and variability of the FDC and the coefficient of variation of daily precipitation
controls the variability and extremely high flow in the FDC.
To explore the processes controlling the co-occurrence of fast and slow flows during wet days, the
contour plot of joint density of fast and slow flows was generated. The contour plot of joint density
provides a framework to understand the relative contribution of fast flow and slow flow on FDCw
and consequently on the shape of the FDC of total streamflow. Saturation excess runoff generation
is the dominant process during the high slow flow and low fast flow, whereas infiltration excess
runoff generation is the dominant process during the low slow flow and high fast flow.
In conclusion, this chapter presents an important first step towards generating generalizable
understanding of the climate and catchment controls on the FDCs. Specifically, the results
presented here demonstrated successful application of the framework proposed by Ghotbi et al.
[2020a] towards deciphering both climate and catchment controls on regional patterns of the
observed flow duration curves.
Next chapter concentrates on more process-based modeling approaches for constructing FDCs,
and guided by the insights gained from this study, will use numerical experiments with these
hydrological models to comprehensively explore the process controls on the FDCs, including the
relative roles of climate aridity, climate seasonality, and various mechanisms of runoff generation.
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CHAPTER 4
CONTROLS OF CLIMATE AND TIMESCALES OF
FAST FLOWAND SLOW FLOW ON FDCs: MODEL-BASED
APPROACH
In chapter 3, the control of climate and landscape on FDC is explored by fitting probability
distribution on streamflow components of catchments across the U.S. The results showed the
dominant controls of key climatic variables, including AI, timing of precipitation, and coefficient
of variation of precipitation, on fitted parameters of FFDC, SFDCw, and SFDCd, and also on 𝛿 and
Kendall’s 𝜏 [Ghotbi et al., 2020b]. These findings have improved our understanding in controls of
climate and landscape on regional patterns of FDC, however, due to the impact of site-specific
factors (e.g., topography, soil, and land cover/land use) on streamflow variability, the controls of
climate and landscape on FDC cannot be easily generalized to other catchments. Moreover, no
effort has made to explore the control of processes attributed to runoff processes on FFDC, SFDCw,
and SFDCd and their contributions to FDC.
In this chapter, the controls of climate variables and runoff processes on FDC through streamflow
components are explored using a hydrologic model driven by synthetic rainfall. The AI and timing
of precipitation in relation to potential evaporation (e.g., seasonality) are considered as two key
climatic variables, and the timescale ratio of fast flow to slow flow is used to characterize the
runoff generation processes.

4.1

Methodology

This section describes the framework for exploring the controls of climate and processes on FDC
through three streamflow components (i.e., fast flow, slow flow during wet days, and slow flow
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during dry days). Ghotbi et al. [2020b] proposed a framework for modeling FDC by partitioning
streamflow in time domain (i.e., wet and dry days), and further partitioning streamflow in process
domain (i.e., fast flow and slow flow). In this framework, streamflow duration curve during wet
days (FDCw in Figure 20d is computed as the statistical sum of FFDC in Figure 20a and SFDCw
in Figure 20b by accounting their dependency. Then streamflow duration curve (FDC) in Figure
20e is computed as the mixture distribution of SFDCd in Figure 20c and FDCw in Figure 20d by
accounting fraction of wet days. In this chapter, the streamflow components are simulated by a
conceptual hydrologic model driven by synthetic rainfall. The climate control is explored by the
generated rainfall with various AI and seasonality. The process or landscape control on FDC is
represented by the timescales of fast flow and slow flow, taking the ratio of fast flow to slow flow
timescales as an indicator. The controls of climate and timescale ratio are explored on streamflow
components (FFDC, SFDCw, and SFDCd) separately, and then on the contribution of FFDC and
SFDCw to FDCw and the contribution of FDCw and SFDCd to FDC.
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Figure 20: The schematic illustration of the framework for exploring the control of processes on
FDC by exploring: (a) FFDC, (b) SFDCw, and (c) SFDCd separately. (d) Contribution of FFDC
and SFDCw to the FDCw considering dependency between fast flow and slow flow in wet days i.e.
τ, and (e) contribution of FDCw and SFDCd to the FDC considering the fraction of wet days i.e. 𝛿.
4.1.1 Quantification of contributions to duration curves
The middle part of FDC, i.e., the range of 30th - 70th percentiles, reflects the impacts of a suite of
complex processes on fast and slow flows. Since the duration curves within this range are
approximately linear on a semi-log scale, the slopes are used for characterizing the shapes of the
duration curves [Yadav et al., 2007; Sawicz et al., 2011]:
𝑆=

ln(𝑄30% )−ln(𝑄70% )
0.7−0.3

(4. 1)

where 𝑆 is the slope of the middle part of the duration curve; 𝑄30% and 𝑄70% are flows
corresponding to the 30th and 70th percentiles of the exceedance probability, respectively.
The slope of FDCw is controlled by fast and slow flows in wet days (Figure 20d). For example,
higher slope of FDCw indicates more contribution of FFDC which causes higher variability of
flow; whereas, lower slope of FDCw indicates a more damped response to rainfall which highlights
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the dominance of SFDCw on FDCw. A weighting factor is introduced to quantify the contributions
of FFDC and SFDCw to the slope of middle part of FDCw:
𝑆𝑤 = 𝑅𝑤 ∙ 𝑆𝑓 + (1 − 𝑅𝑤 ) ∙ 𝑆𝑠𝑤

(4. 2)

where 𝑆𝑤 , 𝑆𝑓 , and 𝑆𝑠𝑤 are the slopes of middle parts of FDCw, FFDC, and SFDCw, respectively;
and 𝑅𝑤 is the weighting factor. 𝑆𝑓 reflects catchment response to short-term climate variability
(e.g., storminess), while 𝑆𝑠𝑤 reflects catchment response to seasonality [Yokoo and Sivapalan,
2011; Cheng et al., 2012]; and 𝑆𝑓 is higher than 𝑆𝑠𝑤 . Since 𝑆𝑤 reflects catchment response to both
storminess and seasonality, 𝑆𝑤 is between 𝑆𝑓 and 𝑆𝑠𝑤 and 𝑅𝑤 is between 0 and 1 (i.e., 0 ≤ 𝑅𝑤 ≤1).
𝑅𝑤 approaches to 0 when SFDCw is dominant in controlling the middle part of FDCw; and when
FFDC is dominant, 𝑅𝑤 approaches to 1. 𝑅𝑤 = 0.5 indicates similar contribution of FFDC and
SFDCw to the middle part of FDCw.
FDC is the mixture distribution of streamflow during wet and dry days. As shown in Figure 20e,
FDC within the exceedance probability of 0 to 𝛿 (i.e., wet zone) is mainly controlled by FDCw,
and SFDCd controls FDC within the range of 𝛿 to 1 (i.e., dry zone). However, the deviation of
FDC from FDCw in the wet zone indicates the propagation of SFDCd to the wet zone, and the
deviation of FDC from SFDCd in the dry zone indicates the propagation of FDCw to the dry zone.
The common range, where both FDCw and SFDCd control FDC, is denoted by ∆𝑐 (Figure 20e).
The starting point of ∆𝑐 is controlled by the high flow in SFDCd and the ending point is controlled
by low flow before abrupt drop in FDCw. The contribution of FDCw and SFDCd to FDC, within
∆𝑐 , is quantified by a weighting factor:
𝑆𝑡 = 𝑅𝑡 ∙ 𝑆𝑤,𝑙 + (1 − 𝑅𝑡 ) ∙ 𝑆𝑠𝑑
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(4. 3)

where 𝑆𝑡 is the slope of FDC within ∆𝑐 ; 𝑆𝑤,𝑙 is the slope of the linear part of FDCw within ∆𝑐 ; 𝑆𝑠𝑑
is the slope of the linear part of SFDCd within ∆𝑐 ; and 𝑅𝑡 is the weighting factor for contribution
of wet days to FDC within ∆𝑐 . 𝑅𝑡 can be positive when 𝑆𝑠𝑑 > 𝑆𝑤,𝑙 or negative when 𝑆𝑤,𝑙 > 𝑆𝑠𝑑 . 𝑅𝑡
close to 0 (or 1) indicates the minimum contribution of FDCw (or SFDCd). High absolute value of
𝑅𝑡 highlights an almost similar contribution of SFDCd and FDCw to FDC within ∆𝑐 .

4.1.2 Indicators for climate and process
The objective of this chapter is to understand the controls of climate and streamflow process on
FDC. Besides AI, the timing of precipitation in relation to potential evaporation (e.g., seasonality),
as a key climatic variable, is defined as the interstorm period ratio between the high potential
evaporation season and the low potential evaporation season. The interstorm period ratio (𝛼𝑡𝑏 ) is
expressed as:
𝛼𝑡𝑏 =

𝑡𝑏,𝐻𝑃𝐸𝑇
𝑡𝑏,𝐿𝑃𝐸𝑇

(4. 4)

where 𝑡𝑏,𝐻𝑃𝐸𝑇 and 𝑡𝑏,𝐿𝑃𝐸𝑇 are the interstorm period during season with high and low potential
evaporation, respectively. The magnitude of 𝛼𝑡𝑏 indicates the seasonality of precipitation. For
example, 𝛼𝑡𝑏 <1 corresponds to in-phase seasonality of precipitation, 𝛼𝑡𝑏 =1 corresponds to
uniform precipitation, and 𝛼𝑡𝑏 >1 corresponds to out-of-phase seasonality of precipitation.
Fast flow and slow flow contribute to the streamflow variability. The main difference of fast and
slow flow processes is characterized by their timescales: the routing time of fast flow in river
network (𝑡𝑓 ) and the residence time of slow flow (𝑡𝑠 ). The ratio of fast flow timescale to slow flow
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timescale (𝛼𝑡 ) is used as the indicator to capture the process difference between fast flow and slow
flow:
𝛼𝑡 =

𝑡𝑓

(4. 5)

𝑡𝑠

The high ratio (e.g., close to 1) indicates similar and low ratio indicates distinct difference between
fast and slow flow timescales.

4.1.3 Stochastic rainfall model
For understanding the climate control on FDC, we generate synthetic rainfall using the stochastic
rainfall model developed by Robison and Sivapalan [1997]. This model uses empirical hourly data
to simulate the within-storm patterns and inter-annual variability in rainfall. Here, we present a
brief summary of the model in simulating hourly rainfall.
A minimum dry period is estimated to identify the storm events over the empirical rainfall data
[Huff, 1967]. Assuming that the probability distribution of interarrival time is exponential, several
trials are set for dry period to construct record of interarrival times. The trial with minimum period
and exponential distribution of interarrival time, is set as the minimum dry period [Koutsoyiannis
and Foufoula-Georgiou, 1993]. Then storm periods (𝑡𝑟 ) and interstorm periods (𝑡𝑏 ) are separated
by setting minimum dry period over the hourly rainfall data. The probability distributions of storm
period and interstorm period are assumed to be exponential:
1

𝑡

𝑓𝑇𝑟 (𝑡𝑟 |𝜇𝑚 ) = 𝜇 ∙ 𝑒𝑥𝑝 (− 𝜇 𝑟 )
𝑚

𝑓𝑇𝑏 (𝑡𝑏 |𝛾𝑚 ) = 𝛾

1

𝑚 −𝜀

𝑚

𝑡 −𝜀

∙ 𝑒𝑥𝑝 (− 𝛾𝑏 −𝜀).
𝑚

71

(4. 6a)
(4. 6b)

where 𝜇𝑚 and 𝛾𝑚 are the mean of storm and interstorm periods at month 𝑚𝑡ℎ (𝑚 = 1,…,12),
respectively, and 𝜀 is the specified minimum dry period. The monthly variations of 𝜇𝑚 and 𝛾𝑚 are
assumed to vary sinusoidally leading to seasonal variations in 𝑡𝑟 and 𝑡𝑏 , respectively.
The mean storm intensity (𝑖) is assumed to be dependent on the storm duration. The conditional
probability distribution of 𝑖 given 𝑡𝑟 is defined by gamma distribution as follows:
𝜆

𝑓𝐼 (𝑖|𝑡𝑟 ) = Γ(𝜅) (𝜆 ∙ 𝑖)𝜅−1 exp(−𝜆 ∙ 𝑖)

(4. 7)

where 𝜆 and 𝜅 are two gamma parameters which are computed as:
𝜅=
𝜆=

𝑡𝑟 𝑏2

(4. 8a)

𝑎2

𝑡𝑟 𝑏1 −𝑏2
𝑎1 ∙𝑎2

.

(4.8b)

𝑎1 , 𝑎2 , 𝑏1 , and 𝑏2 are empirical parameters which are estimated by conditional statistics of storm
intensity, i.e., a power function of storm duration:
𝐸[𝑖|𝑡𝑟 ] = 𝑎1 𝑡𝑟 𝑏1
𝐶𝑉 2 [𝑖|𝑡𝑟 ] = 𝑎2 𝑡𝑟 𝑏2 .

(4. 9a)
(4.9b)

The relationship between storm intensity and storm duration causes a similar seasonal variation of
𝑖 and 𝑡𝑟 . The seasonality of rainfall is obtained by changing the seasonality of 𝑡𝑟 and 𝑡𝑏 .

4.1.4 Hydrological model
In this study, the process control on FDC through timescales of fast and slow flows is explored
using a lumped hydrologic model. We extended the model used by Apurv et al. [2017] to include
snow-related processes and flow routing. The model simulates main hydrologic processes
including snow accumulation, snow melting, infiltration, evapotranspiration, recharge, and surface
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flow routing, and groundwater discharge. Figure 21 shows the structure of hydrologic model used
in this chapter. The snow-related processes are based on the degree-day factor method using mean
daily air temperature [Eder et al., 2003; Ye et al., 2012]. Infiltration (𝑓) of rainfall (𝑝𝑟 ) or snowmelt
(𝑝𝑚 ) into root zone is modeled by Green-Ampt equation [Green and Ampt, 1911]. Surface runoff
is generated either by infiltration excess or saturation excess. Fast flow (𝑄𝑓 ) is obtained by routing
surface runoff through unit hydrograph (𝑈𝐻) which is modeled by a gamma distribution function
with two parameters and a cutoff indicating routing time of fast flow (𝑡𝑓 ). The infiltrated water
accumulates into root zone as soil moisture and then, this accumulated soil moisture losses through
evapotranspiration (𝑒), or percolates into the groundwater (𝑑). The evapotranspiration process
from root zone is simulated as a nonlinear function of soil moisture in the root zone. Groundwater
recharge from the root zone is modeled as the capacitance modelling approach [Kim et al., 1996;
Struthers et al., 2003]. Groundwater is drained into river by assuming linear reservoir model with
residence time of 𝑡𝑠 to generate slow flow (𝑄𝑠 ). The total streamflow is computed as sum of fast
flow and slow flow. Totally, there are 15 parameters in this model; and the details of the hydrologic
model are presented in Appendix B.
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Figure 21: The structure of the hydrological model used in this study.
To progress in our understanding in controls of climate on FDC, we simulate rainfall using the
stochastic rainfall model developed by Robison and Sivapalan [1997]. This model uses empirical
hourly data to simulate the within-storm patterns and intera-annual variability in rainfall. Here, we
present a summary of the model in simulating hourly rainfall.

4.1.5 Dataset
Nine watersheds with distinct climatic conditions are selected from the Model Parameter
Estimation Experiment (MOPEX) dataset [Duan et al., 2006]. The watersheds are distributed over
northern U.S. with snow effect. The AI ranges from 0.4 to 1.3, and the seasonality of precipitation
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varies from in-phase to uniform and to out-of-phase. The AI and seasonality of the watersheds are
shown in Table 4. The Chehalis River watershed in Washington is selected as the base model to
simulate different scenarios corresponding to the climate characteristics of the study watersheds.
The observed daily precipitation, daily potential evapotranspiration, and streamflow in these
watersheds during 1948-1963 are obtained from the MOPEX dataset and used as the input in the
hydrologic model to simulate fast flow and slow flow in each watershed. In addition, the hourly
rainfall of Chehalis River, as the base model, is obtained from National Oceanic and Atmospheric
Administration (NOAA) as the input for the stochastic rainfall model.
Table 4: Climate aridity index and seasonality of the study watersheds.
Watershed

State

USGS gage number

AI

𝜶𝒕𝒃

Chehalis River
Linvile River
Battenkill River
Yuba River
Flint River
White River
Walker River
Nodaway River
Kaskaskia River

WA
NC
VT
CA
GA
IN
CA
IA
IL

12027500
02138500
01329000
11413000
02347500
03365500
10296000
06817000
05592500

0.4
0.4
0.5
0.8
0.8
0.8
1.3
1.3
1.1

1.5
0.7
1.0
1.4
0.8
1.0
1.4
0.7
1.0

4.2

Model Performance

4.2.1 Performance of rainfall model
The rainfall model is calibrated for Chehalis River with minimum dry period of 8 hours, similar to
the previous findings [Cordova and Rodriguez-Iturbe, 1985; Koutsoyiannis and FoufoulaGeorgiou, 1993; Robinson and Sivapalan, 1997]. The probability parameters of 𝑎1 , 𝑎2 , 𝑏1 , and 𝑏2
are estimated as 0.04, 0.48, 3.06, and -0.37, respectively.

75

The performance of the rainfall model is evaluated by comparing the observed and simulated
rainfall properties in terms of interstorm period (𝑡𝑏 ), storm period (𝑡𝑟 ), and storm depth. For
example, Figure 22 shows the monthly mean interstorm period (Figure 22a), monthly mean storm
period (Figure 22b), and monthly mean storm depth (Figure 22c) of observed and simulated
rainfall over 15 years in Chehalis River watershed. It can be seen that the monthly mean and
seasonal patterns of the modeled rainfall properties are quite close to the observed ones. The
similarity between simulated and observed seasonal variation of monthly mean storm depth shows
the good performance of the model in capturing the intra-annual rainfall variability. The simulated
extreme daily storms depth is also close to the observed ones but not always in the same day (daily
precipitation is not shown for brevity). The mean annual depth for the simulated storms is 1575
mm which is close to the observed one (1570 mm). The similarities between observation and
simulation in short/long-term rainfall properties show the suitability of the model in generating
daily rainfall.

Figure 22: Comparison of observed and simulated rainfall properties in terms of monthly mean of
(a) time interval between storm (𝑡𝑏 ), (b) storm duration (𝑡𝑟 ), and (c) storm depth over the study
period in Chehalis River.
The rainfall data with various seasonality are generated by changing the seasonal variations of 𝑡𝑟
and 𝑡𝑏 (e.g., 𝛼𝑡𝑏 ) in the Chehalis River watershed. The observed value of 𝛼𝑡𝑏 is 1.5 in the Chehalis
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River watershed. Synthetic precipitation is generated by setting 𝛼𝑡𝑏 = 2.0 (out-of-phase
precipitation), 0.5 (in-phase precipitation), and 1.0 (uniform precipitation), and the mean monthly
storm depth of simulated precipitation is plotted in Figure 23. The total storm depth of simulated
precipitation is 1585 mm for out-of-phase precipitation, 1575 mm for in-phase precipitation, and
1585 mm for uniform precipitation; and all of them are similar to the observed one in the Chehalis
River watershed (1570 mm).

Figure 23: The mean storm depth of simulated rainfall with (a) out-of-phase (𝛼𝑡𝑏 = 2), (b) in-phase
(𝛼𝑡𝑏 = 0.5), and (c) uniform (𝛼𝑡𝑏 = 1) seasonality from Chehalis River (𝛼𝑡𝑏 = 1.5)..
4.2.2 Performance of hydrological model
This section presents the performance of the hydrologic model in simulating streamflow variability
in 9 watersheds with different climate characteristics represented by AI and seasonality. The model
parameters, including 𝑡𝑓 and 𝑡𝑠 , are calibrated for each watershed by matching the observed
streamflow, with a focus on capturing the mid flow variability. The calibrated parameters for each
watershed are presented in Table 5. The Nash-Sutcliffe Efficiencies (NSE) value is computed to
evaluate the performance of the model [Nash and Sutcliffe, 1970]. The average NSE value among
the study watersheds is 0.76, which indicates the suitability of the model in simulating daily
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streamflow variability. Particularly, the NSE value is 0.87 in Chehalis River in Washington with
AI = 0.4 and 𝛼𝑡𝑏 = 1.5, 0.81 in Flint River in Georgia with AI = 0.8 and 𝛼𝑡𝑏 = 0.8, and 0.71 in
Kaskaskia River in Illinois with AI = 1.1 and 𝛼𝑡𝑏 = 1. Figure 24 shows comparison between
observed and modeled FDC in Chehalis River (Figure 24a), Flint River (Figure 24b), and
Kaskaskia River (Figure 24c). From Figure 24, it can be seen that the model performs well in
capturing the streamflow variability in these watersheds. The time series of observed and modeled
daily streamflow are plotted in the insets (Figure 24a1, 24b1, and 24c1).
Table 5: Calibrated parameters of the hydrologic model for the study watersheds.
USGS
gage
number
12027500
02138500
01329000
11413000
02347500
03365500
10296000
06817000
05592500

𝒌𝒔

𝝍

cm/h

cm

0.03
0.04
0.15
0.19
0.06
0.12
0.08
0.6
0.7

92
125
50
24
98
99
48
45
60

𝜽𝒆

𝜼

𝜸

𝜷

L

𝜶𝟎

𝜷𝟎

cm

0.39
0.37
0.37
0.37
0.34
0.28
0.33
0.41
0.31

0.44
0.43
0.43
0.43
0.40
0.36
0.41
0.46
0.37

0.55
0.65
0.50
0.70
0.65
0.70
0.50
0.70
0.65

0.02
0.06
0.03
0.05
0.02
0.02
0.12
0.04
0.02

80
30
80
100
150
80
250
100
150

6
5
5
6
6
6
7
7
3

0.9
0.8
0.4
0.6
0.5
0.8
0.6
0.5
0.9

𝒕𝒇

𝒕𝒔

𝒅𝒅𝒇

𝑻𝒍𝒐𝒘

d

d

mm/d/℃

°C

°C

15
15
20
23
25
15
25
25
13

50
30
60
75
90
80
40
110
70

8
1.5
8
8
3
8
8
6
6

-0.8
-1.5
-0.6
-1
-0.8
-0.5
-0.9
-0.4
-1

2
2
4
2
2.5
3
2.5
2
3

𝑻𝒖𝒑

Figure 24: Comparison of modeled and observed FDC for (a) Chehalis River in Washington, (b)
Flint River in Georgia, and (c) Kaskaskia River in Illinois, and their time series during 10 years
i.e., (a1), (b1), and (c1), respectively.
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4.3

Climate and process control on FDC

In order to assess the process control on FDC through the timescale ratio of fast flow and slow
flow (𝛼𝑡 ) under different climate conditions, we define nine scenarios corresponding to the study
watersheds.
The scenarios are based on the calibrated parameters for Chehalis River but the climate
characteristics (AI and 𝛼𝑡𝑏 ) are varied. The scenarios constructed from Chehalis River are
considered as: SC1: AI = 0.3 and 𝛼𝑡𝑏 = 2; SC2: AI = 0.3 and 𝛼𝑡𝑏 = 0.5; SC3: AI = 0.3 and 𝛼𝑡𝑏 = 1;
SC4: AI = 0.7 and 𝛼𝑡𝑏 = 2; SC5: AI = 0.7 and 𝛼𝑡𝑏 = 0.5; SC6: AI = 0.7 and 𝛼𝑡𝑏 = 1; SC7: AI = 1.1
and 𝛼𝑡𝑏 = 2; SC8: AI = 1.1 and 𝛼𝑡𝑏 = 0.5; and SC9: AI = 1.1 and 𝛼𝑡𝑏 = 1.0. Then, simulations for
different timescale ratio in each scenario is obtained by fixing fast flow routing time and changing
slow flow residence time to obtain 𝛼𝑡 =0.1, … , 1.

4.3.1 Climate and process control on SFDCw and SFDCd
Following the framework proposed by Ghotbi et al. [2020b], we explore the control of climate and
𝛼𝑡 on the slope of middle part of slow flow duration curves in wet and dry days. Figure 25 shows
the control of timescale ratio on the slope of SFDCw (Figure 25a) and SFDCd (Figure 25b) under
9 combinations of AI and seasonality referred to as SC1 to SC9. As can be seen, the increase of
timescale ratio leads to the increase of slope for SFDCw (𝑆𝑠𝑤 ) and SFDCd (𝑆𝑠𝑑 ). For given
seasonality, 𝑆𝑠𝑤 and 𝑆𝑠𝑑 increase with AI, which is consistent with previous observations [Ghotbi
et al., 2020b]. Seasonality also controls 𝑆𝑠𝑤 and 𝑆𝑠𝑑 . For example, from Figure 25a it can be seen
that 𝑆𝑠𝑤 for out-of-phase seasonality (SC1, SC4, SC7) is higher than those for in-phase (SC2, SC5,
SC8) and uniform seasonality (SC3, SC6, SC9). During wet days, precipitation is the main
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controlling factor in out-of-phase seasonality which results in higher variability in slow flow and
higher 𝑆𝑠𝑤 , while in uniform and in-phase seasonality, the impact of precipitation is damped by
potential evaporation which leads to lower 𝑆𝑠𝑤 . However, during dry days, potential evaporation
is the main controlling factor on slow flow, leading to higher 𝑆𝑠𝑤 for out-of-phase and uniform
seasonality when potential evaporation in dry days is higher than that for in-phase seasonality.
In order to verify the impact of climate on slope of middle part of SFDCw and SFDCd, Figures 25c
and 25d shows the simulated SFDCw and SFDCd in three watersheds with different combinations
of AI and seasonality: Chehalis River (AI = 0.4, 𝛼𝑡𝑏 = 1.5, 𝛼𝑡 = 0.3), Flint River (AI = 0.8, 𝛼𝑡𝑏 =
0.7, 𝛼𝑡 = 0.28), and Kaskaskia River (AI = 1.1, 𝛼𝑡𝑏 = 1, 𝛼𝑡 = 0.18). From Figure 25c, it can be
seen that 𝑆𝑠𝑤 for Kaskaskia River is more than that for Flint River and Chehalis River, highlighting
the impact of AI in controlling slope of SFDCw. Figure 25d shows that 𝑆𝑠𝑑 in Flint River is less
than that in Kaskaskia River and Chehalis River, confirming the smaller impact of potential
evaporation during dry days in watersheds with in-phase seasonality.
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Figure 25: The climate and timescale ratio control on the slope of SFDCw (a) and SFDCd (b) for 9
simulated scenarios and the simulated(c) SFDCw, and (d) SFDCd at Chehalis River (i.e. gage
12027500: AI = 0.4, 𝛼𝑡𝑏 = 1.5, 𝛼𝑡 = 0.3), Flint River (i.e. gage 02347500: AI = 0.8, 𝛼𝑡𝑏 = 0.7, 𝛼𝑡
= 0.28), and Kaskaskia River (i.e. gage 05592500: AI = 1.1, 𝛼𝑡𝑏 = 1, 𝛼𝑡 = 0.18).
4.3.2 Climate and process control on FDCw
The next step in analysis is exploring the control of climate and timescale ratio on flow duration
curve during wet days. FDCw is the statistical sum of FFDC and SFDCw with accounting their
dependency. The dependency (quantified by Kendall’s 𝜏) between FFDC and SFDCw is an
81

important contributor to FDCw. In a previous study, Ghotbi et al. [2020a] showed the controls of
AI, seasonality, and interstorm period on dependency between fast flow and slow flow during the
period of record in the catchments across the U.S. In this chapter, we evaluate the control of climate
and timescale ratio on dependency between fast flow and slow flow during wet days using
hydrologic model.
Figure 26a plots the computed Kendall’s 𝜏 versus timescale ratio for the 9 scenarios. As can be
seen, the Kendall’s 𝜏 increases substantially with timescale ratio. For example, the Kendall’s 𝜏 for
SC1 varies from 0.06 to 0.38 when timescale ratio varies from 0.1 to 1. AI is also found to control
the dependency between fast and slow flows during wet days. Increasing AI in humid regions leads
to increasing impact of evaporation on slow flow, but not on fast flow, which results in lower
Kendall’s 𝜏. It is worth to note that Ghotbi et al. [2020a] did not find significant correlation
between AI and dependency of fast flow and slow flow during period of record in humid
catchments (AI<1). This can highlight the impact of other factors such as timescale ratio on
dependency particularly in humid regions which was not considered in previous work. Under a
given AI, the out-of-phase seasonality (SC1, SC4, SC7) causes higher Kendall’s 𝜏 compared to inphase (SC2, SC5, SC8) and uniform seasonality (SC3, SC6, SC9). The lower dependency in
scenarios with uniform and in-phase seasonality highlights the role of evaporation on slow flow
during wet days which results in lower Kendall’s 𝜏. The solid symbols in Figure 26a shows the
Kendall’s 𝜏 in the study watersheds which are quite close to their corresponding scenarios.
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Figure 26: The control of timescale ratio on (a) computed Kendall’s 𝜏 between FFDC and SFDCw
and (b) contribution of FFDC and SFDCw to FDCw, for 9 simulated scenarios with different AI
and seasonality combinations (SC1-SC9), and for the study watersheds (solid symbols).
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To explore climate and processes control on the contribution of FFDC and SFDCw to the middle
part of FDCw, we analyzed the dependency of 𝑅𝑤 on timescale ratio, AI, and seasonality (Figure
26b). As shown in Figure 26b, the 𝑅𝑤 for the study watersheds, shown by solid symbols, are close
to the corresponding scenarios. 𝑅𝑤 is less than 0.5 in all scenarios, indicating the dominant control
of slow flow on the middle part of streamflow during wet days which is consistent with previous
studies [Yokoo and Sivapalan, 2011; Cheng et al., 2012].
Figure 26b shows that 𝑅𝑤 increases and then decreases with the increase of timescale ratio. For
example for SC9, 𝑅𝑤 decreases from 0.30 to 0.20 when timescale ratio increases from 0.1 to 0.7,
but then increases from 0.20 to 0.23 when timescale ratio increases from 0.7 to 10. When the
timescale ratio is less than 0.7, the magnitude of slow flow is high and the timescale difference
between fast flow and slow flow is large and plays an important role in controlling 𝑅𝑤 ; whereas,
when timescale ratio is higher than 0.7, the slow flow magnitude is low and the dependency
between fast and slow flows controls 𝑅𝑤 . The timescale ratio associated with the minimum 𝑅𝑤
(𝛼𝑡 ∗ ) varies among the scenarios. 𝛼𝑡 ∗ increases when evaporation plays a more important role
during wet days. For example, 𝛼𝑡 ∗ in SC9 with uniform seasonality and AI = 1.1 is 0.7; while 𝛼𝑡 ∗
in SC1 with out-of-phase seasonality and AI = 0.3 is 0.4. The 𝑅𝑤 also decreases by increasing AI
in same seasonality condition.
To verify the findings from the simulated 9 scenarios, the contributions of FFDC and SFDCw to
the middle part of FDCw are analyzed for three study watersheds with different 𝑅𝑤 . Figure 27
shows the relative contributions of FFDC and SFDCw to the FDCw in Chehalis River with 𝑅𝑤 =
0.40 (Figure 27a), Flint River with 𝑅𝑤 = 0.34 (Figure 27b), and Kaskaskia River with 𝑅𝑤 = 0.27
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(Figure 27c). It can be seen that higher 𝑅𝑤 in Chehalis River leads to a larger contribution of FFDC
to the middle part of FDCw compared to Flint River and Kaskaskia River with lower 𝑅𝑤 .

Figure 27: The contribution of simulated FFDC and SFDCw to FDCw at (a) Chehalis River (𝑅𝑤 =
0.40), (b) Flint River (𝑅𝑤 = 0.34), and (c) Kaskaskia River (𝑅𝑤 = 0.27).
4.3.3 Climate and process control on contributions of FDCw and SFDCd to FDC
FDC is constructed by combining streamflow duration curve during wet days (FDCw) and dry days
(SFDCd) using knowledge of wet days fraction (𝛿). In this section, we explore the control of
climate and timescale ratio on the contribution of FDCw and SFDCd to the middle part of FDC
through 𝑅𝑡 .
Figure 28a shows the control of timescale ratio on 𝑅𝑡 for the 9 simulated scenarios. As shown in
the figure, 𝑅𝑡 decreases significantly with the increase of timescale ratio. Taking SC1 as an
example, 𝑅𝑡 decreases from 4.0 to 1.0 when the timescale ratio increases from 0.1 to 1.0. For cases
with low timescale ratio, the storage carryover from wet days to dry days is high, leading to high
𝑅𝑡 and similar contribution of FDCw and SFDCd to the middle part of FDC; whereas, for high
timescale ratio, the low storage carryover to dry days leads to low 𝑅𝑡 (i.e., 𝑅𝑡 →1) and minimum
contribution of SFDCd to the middle part of FDC. It is worth to note that 𝑅𝑡 in scenarios of SC4,
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SC5, SC7, and SC8 are less than -2 at the timescale ratio of 0.1 and 0.2, indicating the higher slope
of FDCw compared to that in SFDCd but with almost similar contributions to the middle part of
FDC (𝑅𝑡 < 0 are not shown in Figure 28a).
As shown in Figure 28a, AI and seasonality are also found to control 𝑅𝑡 . Higher AI is
corresponding to higher 𝑅𝑡 as the similarity between wet and dry days increases. The scenarios
with out-of-phase (SC1, SC4, SC7) and in-phase (SC2, SC5, SC8) seasonality have higher 𝑅𝑡
compared to those in uniform seasonality (SC3, SC6, SC9). The solid symbols in Figure 28a
denote the observed 𝑅𝑡 for the study watersheds. The 𝑅𝑡 in the three arid watersheds (i.e., Nodaway
River, Kaskaskia River, and Walker River) are around -0.8, indicating almost similar contribution
of FDCw and SFDCd to FDC (not shown in Figure 28a).
To gain further insights into the role of FDCw and SFDCd towards the middle part of FDC, we
investigate the control of climate and timescale ratio on the common range that both wet and dry
days have contribution, i.e., ∆𝑐 (Figure 28b). From Figure 28b, it can be seen that ∆𝑐 decreases
with timescale ratio for the 9 scenarios. The decrease in fraction of wet days (𝛿) (or increase in
AI) leads to increase of the propagation of wet days (dry days) to dry zone (wet zone) which results
in higher ∆𝑐 [see also, Ghotbi et al., 2020b]. The seasonality also controls ∆𝑐 , e.g., the uniform
seasonality has higher ∆𝑐 compared to in-phase seasonality and out-of-phase seasonality. The solid
symbols, shown in Figure 28b, highlight the contributions of 𝛿 and timescale ratio in controlling
∆𝑐 in the study watersheds.
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Figure 28: The control of timescale ratio on (a) the contribution of FDCw and SFDCd to FDC, and
on (b) the effective common range of FDCw and SFDCd in FDC, for simulated scenarios with
different AI and seasonality (SC1-SC9), and for the study watersheds (solid symbols).
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Figure 29 shows the propagation of FDCw to the dry zone and SFDCd to the wet zone in Chehalis
River with AI = 0.4 and 𝛿 = 0.60 (Figure 29a), Flint River with AI = 0.8 and 𝛿 = 0.40 (Figure 29b),
and Kaskaskia River with AI = 1.1 and 𝛿 = 0.25 (Figure 29c). The decrease in 𝛿 (or increase in
AI) leads to increasing propagation of wet days to dry zone and dry days to wet zone. For example,
the propagation of dry days to the wet zone starts at 0.35 and the propagation of wet days to the
dry zone ends at 0.78 (i.e., ∆𝑐 = 0.43) in the Chehalis River watershed, but they occur at 0.07 and
0.65, respectively (i.e., ∆𝑐 = 0.58) in the Kaskaskia River watershed.

Figure 29: The contribution of simulated FDCw and SFDCd to the FDC at (a) Chehalis River, (b)
Flint River, and (c) Kaskaskia River.
4.4

Conclusion

The flow duration curve (FDC) represents the variability of streamflow due to the precipitation
variability (e.g., storminess and seasonality) which is filtered by governing processes at different
timescales in a catchment. It has been shown that the upper part of FDC reflects the response of
catchment to storm variability, mainly characterized by fast flow generation processes, and the
lower part of FDC highlights the impact of evapotranspiration which is characterized by water
losses from slow flow. The middle part of FDC, which makes a connection between upper and
lower parts, reflects the seasonal variation of precipitation and the interaction of processes
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controlling fast and slow flow generation. Considering that the middle part of FDC is the most
complex one, exploration of process controls on the slope of middle part of FDC has been
challenging. Hence, the focus of this paper is on exploring the controls of streamflow generation
processes and effective climate variables on the slope of middle part of FDC.
Following the framework proposed by Ghotbi et al. [2020b], the controls of streamflow generation
processes, climate aridity index (AI), and climate seasonality on the middle part of FDC are
explored through impacts on streamflow components (i.e., FFDC, SFDCw, SFDCd) and their
contributions to the slope of the middle part of FDC. The routing time of fast flow and residence
time of slow flow are used to characterize their underlying processes. The timescale ratio of fast
flow to slow flow is used to quantify the difference in streamflow generation processes. The
controls of climate and timescale ratio on FDC are evaluated by a hydrologic model. Hydrologic
simulations are conducted by generating 9 scenarios of rainfall inputs with diverse climate aridity
index and seasonality based on real watersheds, and the timescale for slow flow is varied and the
other model parameters are adopted from the calibrated watersheds.
Results show that AI, seasonality, and timescale ratio control the contribution of streamflow
components to the middle part of FDC. The middle part of FDC is controlled by SFDCw and
SFDCd in dry watersheds but by FFDC and SFDCw in wet watersheds. Under given AI and
timescale ratio, the middle part of FDC is controlled by FFDC, SFDCw, and SFDCd in out-of-phase
and in-phase seasonality but by SFDCw only in uniform seasonality. The middle part of FDC is
mainly controlled by SFDCw and SFDCd when the timescale ratio is low, and by FFDC and SFDCw
when the timescale ratio is high. By combining the climate and catchment characteristics, we found
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that the middle part of FDC in a wet watershed with uniform seasonality and high timescale ratio
is flatter than that in a dry watershed with out-of-phase seasonality and low timescale ratio.

90

CHAPTER 5

SUMMARY AND CONCLUSION

FDC is a statistical representation of observed streamflow variability over the period of record
(often multiple years) in the frequency domain. FDC is an important signature of catchment
response to precipitation and has been used to generate insights into the transformation of
precipitation variability to streamflow variability which assists in development and/or validation
of rainfall-runoff models [Vogel and Fennessey, 1994; Sivapalan et al., 2003; Blöschl et al., 2013].
As a hydrologically meaningful description of streamflow variability, FDC has been used in
several hydrological applications [Blöschl et al., 2013].
Many studies aim to quantify the impacts of climate and catchment characteristics on FDC through
graphical, statistical, and process-based approaches [Vogel and Kroll, 1992; Castellarin et al.,
2007; Botter et al., 2009]. The main challenge in understanding the physical controls on FDC is
the multiple timescales involved in both streamflow generation processes and climate, which affect
streamflow variability. For example, the response time for surface runoff generated by infiltration
and/or saturation excess mechanisms varies from a few hours to days, while the response time for
slow flow from groundwater discharge can be a few months. Surface runoff is typically the
catchment response to event scale rainfall variability, while subsurface and groundwater flow
reflects rainfall variability at the seasonal or longer timescales [Yokoo and Sivapalan, 2011].
This challenging issue is addressed in this study, by proposing a novel framework to advance
physical understanding of FDC. In this dissertation, the physical controls on FDC have been
explored in three chapters: i) proposing a new conceptual framework for better understanding the
physical controls on FDC (chapter 2), ii) exploring the climate and landscape controls on regional
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patterns of FDCs across the U.S. using an extension of the framework through a statistical-based
approach (chapter 3), iii) exploring the climate and processes controls on FDC through a modelbased approach (chapter 4). Summary of these chapters is presented as follows:
In chapter 2, we outline a novel framework for exploring the process controls of FDC, which
involves studying fast and slow flow components of FDC separately and combining them
statistically with explicitly accounting their dependence. The objective of this chapter is to
demonstrate the feasibility of the framework by applying on 245 MOPEX catchments across the
continental U.S. As a first step, fast and slow flows are estimated from total observed streamflow
using a traditional baseflow separation method. Then empirical fast flow duration (FFDC) and
slow flow duration (SFDC) curves are constructed from estimated fast and slow flow time series.
FDC is modeled as the statistical sum of empirical FFDC and SFDC through a copula function
(e.g., Gumbel, Clayton, and Frank). The performance of framework is assessed by comparing the
modeled and empirical FDC using the Cramér‐von Mises test. The high p value over 245
catchments (i.e., 0.2 in average) represents that the modeled FDC using the Gumbel copula is
consistent with the empirical FDC at the significance level of 0.05. This framework provides a tool
for linking the fast flow and slow flow components, which are controlled by processes on two
different time scales. In this way it allows attributing the shape of the flow duration curve to the
physical processes and provides an avenue for predicting FDCs in ungagged basins.
In chapter 3, we explore the controls of climate and catchment characteristics on FDC using an
extended framework in chapter 2 that enables us to construct FDC from three components of
streamflow: fast and slow flow (during wet days), and slow flow during dry days. The time
partitioning of streamflow (i.e., wet, and dry days) addresses the challenge that intermittency of
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fast flow poses in constructing dependence structure between fast and slow flows. Streamflow in
wet days has both fast and slow flows, while in dry days there is only slow flow as fast flow is
zero. The flow duration curve during wet days (FDCw) is computed as the statistical sum of FFDC
and the slow flow duration curve (SFDCw), considering their dependency. Then, FDC is modeled
as the mixture distribution of FDCw and the slow flow duration curve during dry days (SFDCd),
by considering the fraction of wet days (δ). The objective of this chapter is exploring the control
of climate and landscape characteristics on FDC over the U.S. catchments through a statisticalbased approach. For that, the Kappa distribution is employed to fit the FFDC, SFDCw, and SFDCd
for 300 MOPEX catchments across the U.S. Results show that the 0-20th percentile of FDC is
controlled by FFDC and SFDCw; the 90-100th percentile of FDC is controlled by SFDCd; and the
20-90th percentile of FDC is controlled by three components. The relationships between estimated
Kappa distribution parameters and climate and catchment characteristics reveal that aridity index
(AI), coefficient of variation of daily precipitation, timing of precipitation (e.g., seasonality), time
interval between storms, snow, topographic slope, and slope of recession slope curve are dominant
controlling factors. This chapter presents an important first step towards generating generalizable
understanding of the climate and catchment controls on the FDCs. A model-based approach,
guided by the regional patterns generated from large sample datasets in this chapter, will
significantly advance our ability to predict FDCs in ungauged catchments.
In chapter 4, we gain deeper understanding on control of AI, timing of precipitation, and
streamflow generation processes on FDC through a model-based approach. The timescales of fast
flow (𝑡𝑓 ) and slow flow (𝑡𝑠 ) generation are considered as surrogates for their underlying processes
(i.e., the landscape control on streamflow). The timescale ratio of fast flow to slow flow generation
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(𝛼𝑡 ) is used as the indicator for quantifying streamflow generation processes. The slope of middle
part of FDC (the range of 30th - 70th percentiles) is used to characterize FDC as reflects the impacts
of a suite of climate and processes controlling fast and slow flows. We use a hydrologic model
driven by synthetic rainfall obtained from a rainfall model to explore the climate and process
controls on FFDC, SFDCw, and SFDCd and then their impacts on the contributions of these
streamflow components to the slope of the middle part of FDC. Results show that the catchments
with high AI, out-of-phase seasonality, and high 𝛼𝑡 have steeper slope of SFDCw and SFDCd. The
middle part of FDCw is dominantly controlled by SFDCw, however, FFDC has significant impacts
on the middle part of FDCw in wet catchments with out-of-phase seasonality compared to dry
catchments with in-phase and uniform seasonality. Under given AI and seasonality, FFDC has
significant contribution to the middle part of FDCw in catchments with very high/low 𝛼𝑡 i.e., close
to 0.1 and 1, respectively. Hence, complexity of FDCw in wet catchments with out-of-phase
seasonality and very high/low 𝛼𝑡 is significant as both FFDC and SFDCw control the middle part
of FDCw. The middle part of FDC is mainly controlled by FDCw, however, in some climate and
landscape conditions, SFDCd plays role on the middle part of FDC. For example, SFDCd has a
significant role in controlling the middle part of FDC in dry catchments with out-of-phase
seasonality and low 𝛼𝑡 , whereas, the middle part of FDC is only controlled by FDCw in wet
catchments with uniform seasonality and high 𝛼𝑡 . Therefore, under given AI, the middle part of
FDC in catchments with out-of-phase seasonality and low 𝛼𝑡 is controlled by underlying processes
controlling FFDC, SFDCw, and SFDCd.
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This research presents an important step in obtaining generalizable understanding of FDCs which
opens the way for estimating FDCs in ungauged catchments and go a long way towards predicting
FDCs in future under rapidly changing climate and human activities.
There are some suggestions for future studies:


This research explored the control of processes involved in streamflow generation on FDC
through interaction of timescales of fast flow and slow flow generation. However, the
impact of other timescales involving in streamflow variability has not been explored.
Future study can explore the control of other dominant processes such as snow-related
processes and processes within soil column.



Considering that fast flow and slow flow typically reflect the event variation (e.g.,
storminess) and seasonal variation of rainfall, respectively, future study can explore the
control of different timescales involved in rainfall inputs on FDC.



As estimation of FDCs in ungauged catchments have been a central issue for water
management decisions, future study may focus on estimating FDCs in ungauged
catchments through the proposed framework with general and regional insights gained in
this study.



The focus of this research has been on physical understanding FDC through a novel
framework, as FDC is an important signature of a catchment. However, FDC is unable to
capture the inter-annual streamflow variability which makes it unsuitable in floods and
hydrologic droughts predicting. Annual flow duration curve (AFDC) which is computed
based on the streamflow during a single year and analyzed separately for several years of
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the total record, aims to fill this gap by capturing the yearly streamflow variability [Karst
et al., 2019]. In order to obtain understanding of AFDC, future study can focus on
constructing AFDC from annual fast flow duration curve and annual slow flow duration
curve.
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APPENDIX A:
BASEFLOW SEPARATION METHODS
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This Appendix presents the detail of two baseflow separation methods used in this research: (A1)
Process-based separation method, and (A2) Filter-based separation method

A.1. Process‐based separation method
The processed-based method is based on the nonlinear storage-outflow relationship:
𝑆 = 𝑎𝑄𝑠 𝑏

and

𝑑𝑆

𝑄𝑠 = − 𝑑𝑡

(A. 1)

where 𝑆 (m3) is the volume of stored water in the aquifer; 𝑄𝑠 (m3/s) is slow flow; 𝑎 (m3-3bsb) and
𝑏 (dimensionless) are the catchment properties. Solving equations (A1) for the slow flow, the
recession equation is obtained as:
𝑄𝑠 (𝑡 − ∆𝑡) = [𝑄𝑠 (𝑡)𝑏−1 +

(𝑏−1)∆𝑡 1/(𝑏−1)
𝑎𝑏

]

(A. 2)

The time step ∆𝑡 is normally one day. The parameters of 𝑎 and 𝑏 are estimated by fitting equation
(A2) to the observed recessions in each catchment. The recession limb is constructed by starting
from the last value of the streamflow time series and proceeding backwards over 𝑡 to compute
slow flow at 𝑡 − ∆𝑡. The peak of slow flow is determined based on the intersection point of slow
flow recession limb and streamflow rising limb. One time step forward from the intersection point
shows the peak of slow flow. The rising limb of slow flow is computed in a similar way to the
recession limb calculation for one time step forward for each streamflow value.

A.2. Filter‐based separation method
The filter-based method is based on the separation of low frequency signals (slow flow) from high
frequency signals (fast flow). The slow flow from the filter based is computed as:
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𝑄𝑠 (𝑡) =

(1−𝐵𝐹𝐼𝑚𝑎𝑥 )𝛼𝑄𝑠 (𝑡−1)+(1−𝛼)𝐵𝐹𝐼𝑚𝑎𝑥 𝑄(𝑡)
1−𝛼𝐵𝐹𝐼𝑚𝑎𝑥

(A. 3)

where 𝑄(𝑡) is the streamflow at 𝑡; 𝑄𝑠 (𝑡 − 1) is the filtered slow flow at 𝑡 − 1; 𝛼 is the filter
parameter (0 < 𝛼 < 1); and 𝐵𝐹𝐼𝑚𝑎𝑥 is the upper bound of baseflow index. The filter-based
separation can be performed using the Web-based Hydrograph Analysis Tool [Lim et al., 2005].
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APPENDIX B:
HYDROLOGICAL MODEL
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This Appendix explains the detail of hydrologic model used in this study, including three parts:
(B1) snow accumulation and snow melting, (B2) soil moisture, and (B3) fast flow and slow flow.

B1. Snow accumulation and snow melting
The form of total precipitation (𝑝𝑟𝑒) falling as snow (𝑝𝑠 ) or rain (𝑝𝑟 ) is determined as [Eder et al.,
2003]:
𝑝𝑟 = 𝑝𝑟𝑒
𝑝𝑠 = 𝑝𝑟𝑒

when
when

𝑇𝑢𝑝 ≤ 𝑇
𝑇 ≤ 𝑇𝑙𝑜𝑤

{
𝑇−𝑇
𝑝𝑟 = (𝑇 −𝑇𝑙𝑜𝑤 ) ∙ 𝑝𝑟𝑒 𝑎𝑛𝑑 𝑝𝑠 = 𝑝𝑟𝑒 − 𝑝𝑟 otherwise
𝑢𝑝

(B. 4)

𝑙𝑜𝑤

where 𝑇 is the mean daily air temperature; 𝑇𝑙𝑜𝑤 and 𝑇𝑢𝑝 are the air temperatures that pure snow
and pure rain occur, respectively; and 𝑝𝑟𝑒, 𝑝𝑠 , and 𝑝𝑟 are total precipitation, snowfall, and rainfall,
respectively. In days with temperature between 𝑇𝑙𝑜𝑤 and 𝑇𝑢𝑝 , precipitation falls as a combination
of snow and rain. 𝑇𝑙𝑜𝑤 and 𝑇𝑢𝑝 are assumed to be in range of -1 to -2 (℃) and 2 to 4 (℃),
respectively [Braun, 1985; Nachtnebel et al., 1993]. Snowfall is stored in snow pack and then with
a lag time melts from snow pack:
𝑆𝑛 (𝑡) = 𝑆𝑛 (𝑡 − 1) + 𝑝𝑠 (𝑡) − 𝑝𝑚 (𝑡)

(B. 5)

where 𝑆𝑛 (𝑡) is daily snow pack, and 𝑝𝑚 (𝑡) is daily snowmelt. Snow melting is modeled by degreeday factor method as:
𝑝𝑚 (𝑡) = 𝑚𝑖𝑛 (𝑝𝑚,𝑝𝑜𝑡 , 𝑆𝑛 (𝑡 − 1) + 𝑝𝑠 (𝑡))
𝑝𝑚,𝑝𝑜𝑡 = 𝑚𝑎𝑥(0 , 𝑑𝑑𝑓 ∙ (𝑇 − 𝑇𝑜 ))
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(B. 6a)
(B. 3b)

where 𝑝𝑚,𝑝𝑜𝑡 is the potential snowmelt, ddf is the degree-day factor, and 𝑇𝑜 is the threshold of air
temperature in which snow melting occurs. The ddf is assumed to vary between 1.5 and 8
(mm/d/℃) and 𝑇𝑜 is set to 0 ℃ [Eder et al., 2003; USDA NRCS, 2000].
The daily precipitation is obtained as the sum of daily rainfall and snowmelt:
𝑝(𝑡) = 𝑝𝑟 (𝑡) + 𝑝𝑚 (𝑡)

(B. 7)

B2. Soil moisture
The infiltration capacity of soil is modeled by Green-Ampt equation as follows:
𝜓∙(𝜂−𝜃 )

𝑟
𝑓𝑐 (𝑡) = 𝑘𝑠 ∙ (1 + 𝐿∙(𝜃(𝑡−1)−𝜃
)
)

(B. 8)

𝑟

where 𝑓𝑐 (𝑡) is the daily soil infiltration capacity, 𝑘𝑠 is saturated hydraulic conductivity, 𝜓 is soil
suction head, 𝜂 is soil porosity, 𝐿 is root zone depth, 𝜃(𝑡 − 1) and 𝜃𝑟 are available soil moisture
and residual soil moisture, respectively. Infiltration into root zone is modeled based on infiltration
capacity and antecedent soil moisture at each time interval i.e., daily here:
min(𝑝(𝑡), 𝑓𝑐 (𝑡))

𝑓(𝑡) = {
(𝜂 − 𝜃(𝑡 − 1)) ∙ 𝐿

when

min(𝑝(𝑡),𝑓𝑐 (𝑡))
𝐿

+ 𝜃(𝑡 − 1) < 𝜂

otherwise

(B. 9)

where 𝑓(𝑡) is the infiltration rate. When soil moisture is less than the soil porosity i.e., first
condition in equation (B6), infiltration excess process is dominant and when soil moisture exceeds
the soil porosity i.e., the second condition in equation (B6), saturation excess process is dominant.
The evapotranspiration process is modeled as a nonlinear function of stored soil moisture in the
root zone:
1

𝑒(𝑡) = 𝑒𝑝 (𝑡) ∙
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𝜃(𝑡)−𝜃 𝛾
( 𝜂−𝜃 𝑟 )
𝑟

(B. 10)

where 𝑒𝑝 (𝑡) is potential evapotranspiration rate, and 𝛾 is an empirical constant varied between 0.5
and 0.7 [Parajuli, 2018].
The recharge from root zone to groundwater storage is modeled as a nonlinear function of soil
moisture [Brooks and Corey, 1964]:
1

𝑑(𝑡) = 𝑘𝑠 ∙

𝜃(𝑡)−𝜃 𝛽
( 𝜂−𝜃 𝑟 )
𝑟

(B. 11)

where 𝑑(𝑡) is the recharge rate, and 𝛽 is the Brooks and Corey parameter.
The daily soil moisture in the root zone is computed as:
𝜃(𝑡) = (

𝑓(𝑡)−𝑒(𝑡)−𝑑(𝑡)
𝐿

) + 𝜃(𝑡 − 1)

(B. 12)

B3. Fast flow and slow flow
Surface runoff is generated either by infiltration or saturation excess mechanisms explained in B2
as:
𝑟𝑓 (𝑡) = 𝑝(𝑡) − 𝑓(𝑡)

(B. 13)

where 𝑟𝑓 is the daily surface runoff. Fast flow is generated by routing of surface runoff along river
network i.e., modeled by a unit hydrograph (UH). The shape of UH is modeled by gamma
distribution function with two parameters and a cutoff indicating routing time [Martel et al., 2017]:
𝑈𝐻(𝑛) =

𝛽0 𝛼0 ∙𝑥 𝛼0 −1 ∙𝑒 −𝛽0 ∙𝑥
Γ(𝛼0 )

where

0 < 𝑛 ≤ 𝑡𝑓

(B. 14)

where 𝛼0 and 𝛽0 are shape and rate parameters of gamma distribution function, respectively, 𝑛 is
time interval in UH, and 𝑡𝑓 is the length of UH (i.e., routing time). Then, daily fast flow is
computed as the discrete convolution of surface runoff and UH:
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𝑄𝑓 (𝑡 + 𝑛) = ∑𝑡+𝑛
𝑚=𝑡 rf (m) ∙ 𝑈𝐻(𝑡 + 𝑛 − 𝑚 + 1)

where

0 ≤ 𝑛 < 𝑡𝑓

(B. 15)

where 𝑄𝑓 (𝑡) is daily fast flow.
The groundwater storage is modeled as a linear reservoir with residence time of 𝑡𝑠 to drain to river
and generate slow flow:
𝑄𝑠 (𝑡) =

𝑆𝑠 (𝑡−1)
𝑡𝑠

𝑆𝑠 (𝑡) = 𝑆𝑠 (𝑡 − 1) + 𝑑(𝑡) − 𝑄𝑠 (𝑡)

(B. 16a)
(B.13b)

where 𝑆𝑠 (𝑡) is daily groundwater storage, and 𝑄𝑠 (𝑡) is daily slow flow. It is worth to note that the
residence time within root zone to reach the groundwater storage is neglected.
Total streamflow is computed as sum of daily fast flow and slow flow:
𝑄(𝑡) = 𝑄𝑓 (𝑡) + 𝑄𝑠 (𝑡)
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(B. 17)
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