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ABSTRACT 
Structural Health Monitoring (SHM) is employed to track and evaluate damage 
and deterioration during regular operation as well as after extreme events for aerospace, 
mechanical and civil structures. A complete SHM system incorporates performance 
metrics, sensing, signal processing, data analysis, transmission and management for 
decision-making purposes. Damage detection in the context of SHM can be successful by 
employing a collection of robust and practical damage detection methodologies that can 
be used to identify, locate and quantify damage or, in general terms, changes in 
observable behavior. In this study, different damage detection methods are investigated 
for global condition assessment of structures. First, different parametric and non-
parametric approaches are re-visited and further improved for damage detection using 
vibration data. Modal flexibility, modal curvature and un-scaled flexibility based on the 
dynamic properties that are obtained using Complex Mode Indicator Function (CMIF) 
are used as parametric damage features. Second, statistical pattern recognition approaches 
using time series modeling in conjunction with outlier detection are investigated as a non-
parametric damage detection technique. Third, a novel methodology using ARX models 
(Auto-Regressive models with eXogenous output) is proposed for damage identification. 
By using this new methodology, it is shown that damage can be detected, located and 
quantified without the need of external loading information. Next, laboratory studies are 
conducted on different test structures with a number of different damage scenarios for the 
evaluation of the techniques in a comparative fashion. Finally, application of the 
methodologies to real life data is also presented along with the capabilities and 
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CHAPTER 1. INTRODUCTION 
1.1. Structural Health Monitoring (SHM) 
Structural Health Monitoring (SHM) is the research area focusing on condition 
assessment of different types of structures including aerospace, mechanical and civil structures. 
Though the earliest SHM applications were in aerospace engineering, mechanical and civil 
applications have gained momentum in the last few decades. 
Different definitions of SHM can be found in the engineering literature. For example, 
Aktan et al. (2000) defined SHM as follows; SHM is the measurement of the operating and 
loading environment and the critical responses of a structure to track and evaluate the symptoms 
of operational incidents, anomalies, and/or deterioration or damage indicators that may affect 
operation, serviceability, or safety and reliability. Another definition was given by Farrar et al. 
(1999) and Sohn et al. (2001) where the researchers stated that SHM is a statistical pattern 
recognition process to implement a damage detection strategy for aerospace, civil and 
mechanical engineering infrastructure and it is composed of four portions: (1) operational 
evaluation, (2) data acquisition, fusion and cleansing, (3) feature extraction, and (4) statistical 
model development. 
By its nature, SHM is a highly interdisciplinary area involving experimental testing of the 
structure, acquisition, storing and managing of the data, digital signal processing and system 
identification, feature extraction, modeling and simulation, and statistical analysis. The socio-
organizational and non-technical challenges also constitute a big part of a complete and 
successful SHM application. Fundamental needs, technology needs and socio-organizational 
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challenges for routine health monitoring applications are highly interrelated and they have to be 






1. Identification of performance and 
health metrics 
2. Sensors and data acquisition networks 
3. Data fusion, analysis and information 
management 
4. Real time data interfaces for manual, 
semi and/or fully automated data 
evaluation 
5. Decision making 
6. Metrics for success 
 
Figure 1. Main components of a health monitoring design (adapted from Catbas et al. (2004)) 
1.2. SHM Implementations in General 
The starting point of an SHM system may be considered as the sensing and data 
acquisition step. The properties of the data acquisition system and the sensor network are rather 
application specific. The number and types of the sensors have a direct effect on the accuracy 
and the reliability of the monitoring process. The data collected during an SHM process 
generally include the response of the structure at different locations and information about the 
environmental and operational conditions. The measurements related to the structural response 
may include strain, displacement, acceleration, rotation and others. On the other hand, data 
related to environmental and operational conditions may include temperature, humidity and wind 
speed and direction measurements. 
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After collection, the SHM data can be analyzed by means of various methodologies to 
obtain useful information about the structure and its performance. With the recent technological 
developments in reduced cost sensing technologies, large amounts of data can be acquired easily 
with different types of sensors. Unless effective data analysis methodologies are implemented to 
an SHM system, problems related to data management will be inevitable, which may not only 
cause an overwhelming situation for handling large amounts of data effectively but also cause 
missing critical information. In addition to the analysis of experimental data, interpretation might 
require modeling and simulation where the analytical and numerical results may be combined or 
compared with experimental findings. Finally, information extracted from the data is used for 
decision-making about the safety, reliability, maintenance, operation and future performance of 
the structure. 
SHM has been applied to many different structures including aerospace structures, 
automotive structures, rotating machinery, wind turbine blades, offshore platforms, civil 
infrastructures and others. Implementation of SHM to civil infrastructure systems is rather 
recent. The civil infrastructure includes components such as critical buildings, roads and 
highways, bridges, tunnels, dams, pipelines and water systems. All of these components are very 
critical for a reliable civil infrastructure network and adequate effort has to be spent for the life-
cycle safety, operation and maintenance of these structures, which are essential components for 
the quality of life in a modern society. 
In civil engineering community, a lot of attention has been directed to SHM 
implementations to bridges (Toksoy and Aktan 1994; Brownjohn et al. 1995; Aktan et al. 1996; 
Catbas et al. 1997; Enright and Frangopol 1999; Lus et al. 1999; Farhey et al. 2000; Chang et al. 
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2001; Fujino 2002; Casas and Cruz 2003; Dyke et al. 2003; Maeck and De Roeck 2003; Ko and 
Ni 2005; Catbas et al. 2007). The reason of this interest in bridge health monitoring is mainly the 
fact that bridges are critical components of the transportation network for every nation. As an 
example, many of the 600,000 highway bridges existing today in the US were constructed from 
1950 to 1970 for the interstate system. Having an approximately 50-year design life, most of 
these bridges are either approaching or have surpassed their intended design life. Many old 
bridges are likely to be load-posted to prevent heavy trucks from crossing them. Highway 
agencies are struggling to keep up with the increasing demands on their highways and 
deteriorating bridges are becoming severe choke points in the transportation network. In 2008, 
151,391 of 601,411 (25.17%) bridges were rated as structurally deficient or functionally obsolete 
(Federal Highway Administration (FHWA) 2008). With a rapidly aging infrastructure, a key 
approach to improving and maintaining highway bridges will be the use of innovative inspection, 
monitoring, and testing technologies to assess objectively their actual condition for decision-
making. 
1.3. Use of SHM for Damage Detection 
Although sometimes SHM is used (rather incorrectly) as synonymous to damage 
detection, it actually refers to a much broader research area that  can be employed for different 
purposes such as validation of the properties of a new structures, long-term monitoring of an 
existing structure, structural control and many others. Brownjohn et al. (2004) presents a good 
review of civil infrastructure SHM applications. On the other hand, it should also be emphasized 
that damage detection is a very critical component of SHM. Identifying the presence of the 
damage might be considered as the first step to take preventive actions and to start the process 
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towards understanding the root causes of the problem. 
Before continuing with discussions about damage detection, it might be necessary to 
define what is meant by damage. Damage may roughly be defined as any structural or material 
change that affects the behavior of the structure adversely and shortens its operation life. A 
widely accepted definition of the levels of damage detection was provided by Rytter (1993). 
Rytter defined four levels of damage identification, which are (1) detection of the damage, (2) 
localization of the damage, (3) quantification of damage and (4) decision-making. One of the 
major challenges in damage detection of civil structures is that change in behavior due to reasons 
such as environmental inputs can be misinterpreted as damage. It is critical to be able to 
differentiate these changes from real damage, which has direct impact on the safety and 
reliability of the structure, and/or warrants some type of maintenance and rehabilitation to fulfill 
performance requirements. 
Various methodologies have been proposed for detecting damage using SHM data. For 
global condition assessment, most of these methodologies employ vibration data by using one or 
a combination of different time domain and/or frequency domain algorithms. The aim is to 
extract features that will be sensitive to the changes occurring in the structure and relatively 
insensitive to other interfering effects (e.g. operational and environmental effects). Some of these 
methodologies can be found in literature and the references therein (Hogue et al. 1991; Toksoy 
and Aktan 1994; Doebling et al. 1996; Worden et al. 2000; Sohn and Farrar 2001; Bernal 2002; 
Catbas and Aktan 2002; Chang et al. 2003; Kao and Hung 2003; Sohn et al. 2003; Giraldo and 
Dyke 2004; Lynch et al. 2004; Alvandi and Cremona 2005; Nair and Kiremidjian 2005; Catbas 
et al. 2006; Sanayei et al. 2006; Carden and Brownjohn 2008; Gul and Catbas 2009). 
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1.4. Objective and Scope 
As mentioned above, SHM is a multidisciplinary and broad research area, which offers 
great promise on effective management of civil infrastructure systems when implemented 
effectively. It is widely accepted that a particular sensing technology or data analysis method 
cannot be an answer to every SHM problem. There should be an arsenal of methodologies to be 
available for implementation. Therefore, this study is devoted to reviewing, improving and 
developing some damage detection techniques in the context of SHM. Different parametric and 
non-parametric approaches for damage detection are studied. For parametric methodologies, 
modal parameter based indices are used as damage indicating features. For the non-parametric 
approach, first improvement of a statistical pattern recognition technique for damage detection is 
presented. Second, a novel methodology is developed for detection, localization and 
quantification of damage by using time series modeling. Theoretical backgrounds of the 
methodologies are discussed. The effectiveness of each approach is demonstrated by using 
laboratory experiments. Finally, results of a real life application are presented in a comparative 
fashion. The scope of the dissertation is shown schematically in Figure 2. 
1.5. Organization of the Dissertation 
The organization of the dissertation is as follows. 
In Chapter 2, a parametric approach for damage detection is described. Modal parameter 
based damage indices are used for parametric damage detection. Since the damage features are 
derived from modal parameters and their derivatives, some of the time and frequency domain 































































































































































































































































































































































































































































































































































Figure 2. The scope of the dissertation 
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topic discussed in this chapter is a robust and practical methodology for condition assessment by 
using ambient vibration data. The development of these damage features are discussed along 
with the theoretical backgrounds followed by the experimental results and discussions. The 
laboratory structure and the damage simulations, which are used throughout this study, are 
explained also in this chapter. 
Chapter 3 presents a non-parametric approach for damage detection. In this approach, 
statistical pattern recognition techniques are adapted for damage detection. Time series analysis 
along with its implementation with outlier detection for damage detection is discussed. The 
studies presented in this chapter incorporate a different approach as a complement to commonly 
employed methods. Experimental studies are presented at the end of this chapter. 
In Chapter 4, a new non-parametric methodology using ARX (Auto-Regressive model 
with eXogenous output) analysis of vibration data for damage detection is introduced. The 
capability of this approach for identifying the existence, location and severity of the damage is 
discussed. After discussing the theoretical background, verification with numerical models are 
presented. Finally, experimental studies and the analysis of the data are given along with the 
results and interpretations. 
Chapter 5 is dedicated mainly to the verification of the damage identification 
methodologies with real life data. First, design of an SHM system implemented to a movable 
bridge is discussed. For damage detection purposes, forced and ambient vibration data coming 
from the Z24 Bridge Benchmark are used. The methodologies discussed in Chapters 2, 3 and 4 
are implemented for damage detection. The performance of each approach for this real life 
 8
application is presented in a comparative fashion. 
Finally, Chapter 6 provides the summary and presents the conclusions after theoretical 
and applied studies are given in the dissertation. General comments about the methodologies 
described in this study are reviewed along with recommendations and possible directions for 
future research. 
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CHAPTER 2. PARAMETRIC EVALUATION METHODOLOGIES FOR DAMAGE 
DETECTION 
2.1. General Remarks 
A number of different methodologies have been introduced for damage detection by 
using the SHM data. A considerable number of them can be considered as parametric methods in 
the sense that these methods generally assume that the a priori model representing the system is 
known. The aim of such methods is usually to compute the unknown parameters of this model. 
These parameters are mostly related to physical quantities such as mass, damping and stiffness of 
the system and the change in these parameters is used for damage detection. 
Modal parameter estimation is one of the commonly used parametric system 
identification approaches where the aim is to identify the unknown parameters of a modal model 
(modal frequencies, damping ratios, mode shape vectors and modal scaling) of the system from 
given input-output or output only data sets. One of the advantages of using the modal parameters 
is that they can easily be related to the physical characteristics of the structure. Therefore, a large 
body of research effort has been conducted investigating the modal parameter based damage 
indices for SHM. A very comprehensive and highly referenced review by Doebling et al. (1996) 
discusses and summarizes different methodologies to identify the damage by using the modal 
parameters and modal parameter based damage indices. 
Modal parameter estimation research has yielded different methods and approaches 
especially for mechanical and aerospace engineering applications in the last four to five decades. 
More recently, research for civil infrastructure applications using different forms of input-output, 
or output only dynamic tests has contributed new and/or revised algorithms, methods and 
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methodologies. These can be mainly grouped in two categories according to their working 
domain, i.e. time and frequency. In this study, a frequency domain methodology, which is 
suitable for time-varying nature of civil infrastructure, is used to obtain the modal parameters. 
The method is referred as Complex Mode Indicator Function (CMIF) method and detailed 
discussions are given in the following sections. Before the review of CMIF, some other common 
time domain and frequency domain methods are also briefly reviewed in the following sections. 
There are also very good review studies in the literature that would provide insightful 
information about different methods (Maia and Silva 1997; Allemang and Brown 1998; Ewins 
2000; Fu and He 2001; Peeters and Ventura 2003; Alvandi and Cremona 2005). 
2.2. Modal Parameter Identification Methodologies 
Dynamic testing has been shown to be one of the most effective methods for SHM 
applications. Dynamic methods are commonly used because modal data can be acquired without 
any need of fixed reference. The data provide global properties with few measurements as well 
as the local behavior if spatial resolution is sufficient. From experimental point of view, there are 
mainly two types of modal analysis in terms of the availability of the input force. The ideal case 
is that both the input and output data are acquired for multiple input multiple output (MIMO) 
analysis. There have been numerous examples of MIMO testing and applications on large 
structures such as bridges; however, for most of the real life applications to civil structures, it is 
generally not practical or possible to excite the large constructed structures with a known input. 
Therefore, research studies with ambient vibration testing gained considerable attention as a 
means for civil infrastructure testing. The MIMO or ambient vibration (also known as output 
only) data can then be used to identify the modal parameters with a suitable modal parameter 
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estimation method. A brief review of the common methodologies is given in the following 
sections. 
2.2.1. Review of the Time Domain Methodologies 
Time domain methods, as the name implies, extract the information from the time history 
data. These methods are generally developed from control theory concepts. The starting point of 
these methodologies is usually the free response or the pulse response of the system. However, 
most of these methodologies can be used with ambient vibration data after some pre-processing 
of the raw data to obtain an estimation of the free decay time response data. 
Although these methodologies are usually numerically stable and give satisfactory 
results, their application to heavily damped systems is limited since they require a large amount 
of time domain data. Some of the widely used methods include Complex Exponential Algorithm 
(CEA), Polyreference Time Domain (PTD) method, Ibrahim Time Domain (ITD) method and 
Eigensytem Realization Algorithm (ERA). Detailed discussions about the time domain 
methodologies can be found in the literature including Maia and Silva (1997), Allemang and 
Brown (1998), Allemang (1999), and Peeters and Ventura (2003). 
CEA (or damped CEA) is a high order time domain method (Allemang and Brown 1987) 
and it uses the free response or unit impulse response of the system to calculate the modal 
parameters. The term high order is used to indicate the order of the matrix polynomial equations 
that are to be solved to obtain the modal parameters. One of the advantages of the CEA is that it 
is simple and fast. One of the disadvantages is that since it is a high order algorithm, a number of 
noise modes are identified along with the real modes. Eliminating the noise modes can be a very 
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challenging issue for some complex and time variant systems. The PTD, ITD and ERA 
methodologies are developed based on CEA and they are discussed in the following sections. 
PTD is a more general implementation of CEA to MIMO data sets and it was developed 
by Vold et al. (1982). PTD accounts for the multiple reference data at the same time and 
therefore it can be considered as the first algorithm able to solve for closely spaced or repeated 
modes (Allemang 1999). 
ITD is a low order CEA based method initially introduced by Ibrahim and Mikulcik 
(1977) to identify the modal parameters from the free decay responses. The modal parameters 
are identified from the Hankel matrix by decomposing it to modal observability and 
controllability matrices. Since ITD is a low order algorithm, meaning that a small number of 
time points are sufficient to determine the modal parameters, it can be used for highly damped 
systems. 
ERA was developed by Juang and Pappa (1985) and is based on the minimal realizations 
to obtain a state space system with minimum orders to represent a given set of input output 
relations. ERA can also be considered as the multiple reference version of ITD. Since ERA is 
one of the widely used time domain modal parameter identification methods and it provides a 
generic framework for CEA and ITD, it is discussed in more detail in the following. 
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and , ,  and  the time invariant system matrices. If the system is 
assumed to be excited with a unit impulse function and if the initial conditions of the system are 
zero as shown in Eqn. 
nnDA × rnDB × nmDC × rmDD ×














The parameters shown in Eqn. (3) are known as Markov parameters. These parameters 
are collected in a so-called Hankel matrix, denoted with Π , as in Eqn. (4). Substituting the 
Markov parameters to Eqn. (4), the Hankel matrix in Eqn. (5) is obtained. 





































































where  and i j  are the number of the columns and rows in the Hankel matrix, 
respectively. After building the Hankel matrix, the system matrices are retrieved by using 
Singular Value Decomposition (SVD) of the Hankel matrix. 
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where  and V  are unitary matrices and  is a square diagonal matrix. The system 
matrices can be obtained by using the following 
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where  and [ ]00 Lrrr IE ×= [ ]00 Lmmm IE ×= . The natural frequencies can be 
obtained directly from the eigenvalues of the system matrix . The mode shapes can be 
computed by multiplying the corresponding eigenvectors of  with the output matrix . 
DA
DA DC
2.2.2. Review of the Frequency Domain Methodologies 
Frequency domain methods transform the time histories to frequency domain and extract 
the modal parameters in the frequency domain. These methodologies use the FRFs (Frequency 
Response Functions) to compute the modal parameters. One of the main advantages of the 
frequency domain methodologies is that less computational modes (noise modes) are obtained in 
comparison with time domain algorithms. Some of the disadvantages of these methodologies are 
due to the restrictions of the FFT (Fast Fourier Transform). For example, leakage is one of the 
commonly encountered problems because FFT assumes the signal is periodic within the 
observation time. The effect of leakage can be eliminated by using windowing functions but it 
cannot be avoided completely. 
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One of the simplest frequency domain methods is Peak Picking method where the modes 
are selected from the peaks of the FRF plots. If the system is lightly damped and if the modes are 
well separated, the natural frequencies (eigenfrequencies) can be estimated from the FRF plots. 
The damping ratios can be determined by using the half power method. 
Rational Fraction Polynomial is a high order frequency domain methodology where the 
following formulation is used to identify the modal parameters. The coefficients of these 
polynomials can be estimated from the FRF measurements by using a linear least squares 
solutions. Then the modal parameters are computed by using the polynomial coefficients. 
 ( )
( ) ( )[ ]























jH  (10) 
where H  is the FRF, ω  is the frequency in radians and βα ,  are the polynomial 
coefficients. 
Another method called Frequency Domain Decomposition (FDD) has also been used for 
ambient analysis by using Singular Value Decomposition (SVD) of the output spectrum matrix 
(Brincker et al. 2000). This method is very similar to Complex Mode Indicator Function (CMIF) 
where both of the methodologies identify the modal parameters by using the SVD of the output 
spectrum matrix. The CMIF method is described in detail in the following since it is the 
methodology used for modal parameter identification in this study. 
Shih et al. (1988; 1988) initially introduced CMIF as a mode indicator function for 
MIMO data to determine the number of modes for modal parameter estimation. Then, CMIF was 
successfully used as a parameter estimation technique to identify the frequencies and un-scaled 
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mode shapes of idealized test specimens (Shih et al. 1988; Fladung et al. 1997). Recently, Catbas 
et al. (1997; 2004) modified and further extended CMIF to identify all of the modal parameters 
including the modal scaling factors from MIMO test data. In these studies, it was shown that 
CMIF is able to identify physically meaningful modal parameters from the test data, even if 
some level of nonlinearity and time variance were observed. Figure 3 shows the basic steps of 
the methodology. Further details are discussed in the following sections. 









































Modes are visually 
detectable 
 0 20 40 60 80 100 120 140 160 180 2003
2
1
















                                                                                            














OM  M  




Figure 3. Summary of CMIF method 
The first step of the CMIF method is to compute the Singular Value Decomposition 
(SVD) of FRF matrix, which is given with Eqn. (11). 
 H NNNNNNNNi iiiiioio VSUH )()()()( ][][][)]([ ×××× =ω  (11) 
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where  is singular value matrix, [ ]S [ ]U  and [ ]V  are left and right singular vectors 
respectively and  indicates the conjugate transpose of [ ]HV [ ]V . The above equation shows that 
the columns of the FRF matrix )]([ iH ω  are linear combination of the left singular vectors and 
similarly, the rows of the FRF matrix are linear combination of the right singular vectors. Since 
the left and right singular vectors are unitary matrices, the amplitude information of the FRF 
matrix is carried within the singular value matrix. The CMIF plot is that of singular values as a 
function of frequency. The number of singular values at a spectral line and therefore the number 
of lines in the CMIF plot depends on the number of excitation points,  in Eqn. iN (11) assuming 
that  is smaller than . For this reason, MIMO data CMIF plots indicate multiple lines 
enabling tracking of the actual physical modes of the structure. The FRF matrix can be expressed 
in a different way than Eqn. 
iN oN
(11) in terms of modal expansion using individual real or complex 










ω  (12) 
where ω  is frequency, rλ  is 
thr complex eigenvalue or system pole,  is the mode 
shapes and  is the participation vectors. Note that while Eqn. 
][Ψ
[ ]L (11) is a numerical 
decomposition, Eqn. (12) incorporates the physical characteristics, such as mode shapes and 
frequencies. As mentioned before the left and right singular vector matrices [  and ]U [ ]V  are 
unitary matrices in SVD formulation. Furthermore, ][Ψ  and [ ]L  are constant for a particular 
mode. The system pole and the driving frequency are closer along the frequency line near 
resonance, which results in a local maximum in CMIF plot. Therefore, it is a very high 
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possibility that the peak singular values in CMIF plot are the pole locations of the system. In 
addition, since the left singular vector is the response at the resonance, it is a good approximation 
of the modal vector at that frequency. Then these modal vectors are used as modal filters to 
condense the measured response to as many SDOF (Single Degree Of Freedom) systems as the 
number of selected peaks. This, in fact, is a transformation of the response from physical 
coordinates to the modal coordinates. After the transformation is completed, enhanced 
Frequency Response Functions (eFRFs) are calculated for each SDOF system. Then the entire 
system is uncoupled to a vector of SDOF system for mode with Eqn. m (13). 






















ω 1)(  (13) 
The level of the enhancement depends on the inner product of the left singular vector and 
the modal vector [ . If the modal vectors are mutually orthogonal, then the eFRF will be 
completely uncoupled, showing a single mode FRF with a strong peak. However, if some of the 
modes are non-orthogonal, then those modes will have some contribution to the eFRF, which 
will cause another peak or peaks to appear. 
]Ψ
After obtaining the set of SDOF systems, the second part of the method is about 
determining the modal frequency, damping and modal scaling for each separate mode. Since the 
system is now transformed to a set of SDOF systems using the eFRFs, the following equation 
can be written in the frequency domain to compute the system poles. 




iiiiii RjjeHjj ωββωβωωααωαω ++=++
In Eqn. (14), ( ){ }ωR  is the index vector showing the coordinates of the forcing locations 
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and α  and β  are unknown coefficients. Since the eFRF matrix is generated in the first phase, 
)(ωeH  and ( )ωj  are now known quantities. If there is no noise or residual terms in the data sets 
just 0β  is sufficient, but to handle the noise 1β  and 2β  can be added to the right hand side of the 
equation to enhance the results (Catbas et al. 1997; Fladung et al. 1997). If either 0α  or 2α  is 
assumed to be unity a least square solution can be applied and then the eigenvalue problem can 
be formulated and solved for the poles of the SDOF system. The poles ( )rrr jωσλ +=  of the 
system are determined on a mode-by-mode basis. 
2.2.3. Ambient Vibration Data Analysis 
As mentioned above, the ideal case for modal parameter identification is one where both 
the input and output data are available. However, for most of the real life applications such an 
experimental setup cannot be realized since it is generally neither feasible nor possible to excite 
the large constructed structures with a known input especially if the structure is tested during 
usual operation hours particularly in the case of existing bridges. Therefore, identification of 
modal parameters from ambient vibration test data has attracted attention in the last decades and 
several studies are available in the literature (Beck et al. 1994; Brincker et al. 2000; Peeters and 
De Roeck 2001; Brownjohn 2003; Caicedo et al. 2004; Yang et al. 2004; Catbas et al. 2007; Gul 
and Catbas 2008). 
Several methods have been proposed to identify the modal parameters of the structures 
with output only data. These methods are usually based on the methods discussed in previous 
sections of this text where data is pre-processed with different methodologies to obtain output 
spectra, un-scaled FRFs or un-scaled free responses. For example, Peak Picking method which 
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was mentioned in the previous sections can be used for ambient data analysis. However, for 
output only analysis, the auto and cross power spectral densities of the ambient outputs are used 
instead of FRFs (Ren et al. 2004). Another method called Frequency Domain Decomposition 
(FDD) has also been used for ambient analysis by using Singular Value Decomposition (SVD) of 
the output spectrum matrix (Brincker et al. 2000, Peeters and De Roeck 2001). This method is 
also referred as CMIF (Catbas et al. 1997, Peeters and De Roeck 2001). A difference between 
the previous application of the FDD and the CMIF method presented in this study is that here un-
scaled FRFs (will be explained in later sections in detail) are used instead of power spectral 
densities. The un-scaled FRFs obtained from Random Decrement analysis provided very clean 
data compared to power spectral densities especially when the sufficient excitation is exerted. 
Rodrigues et al. (2004) used a similar approach and combined Random Decrement (RD) with 
frequency domain methodologies (i.e. FDD), where the authors obtained the modal parameters 
of a shear type, 4-story laboratory structure by using ambient data. 
There are a number of different approaches for ambient vibration data analysis. One 
example of time domain methods for ambient data analysis is the ITD used in conjunction with 
RD (Huang et al. 1999). In another approach, Caicedo et al. (2004) combined the Natural 
Excitation Technique with ERA to identify the modal and stiffness parameters. Stochastic 
Subspace Identification (SSI) is another commonly used method (Van Overschee and De Moor 
1996; Peeters and De Roeck 2001; Ren et al. 2004) which is based on writing the first order state 
space equations for a system by using two random terms, i.e. process noise and measurement 
noise, which are assumed to be zero mean and white. After writing the first order equations, the 
state space matrices are identified by using SVD. Then, the modal parameters are extracted from 
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the state space matrices (Peeters and De Roeck 2001). 
In this study, CMIF is utilized together with Random Decrement (RD) where applicable 
to obtain modal properties of a structural system under ambient excitation. By using the RD 
technique, the un-scaled impulse response of the system is computed from the ambient vibration 
data. Then these impulse responses are converted to un-scaled FRFs by taking the Fast Fourier 
Transform (FFT). After obtaining the un-scaled FRFs, they are fed to the CMIF algorithm to 
obtain the modal parameters as detailed in the following sections. It should be noted that for 
lightly excited modes, Power Spectral Densities (PSD) can be used to see these modes, even 
though PSD based CMIF plots seem to have more noise. 
2.2.4. Using Random Decrement (RD) for Ambient Vibration Data Analysis 
Traditionally, un-scaled FRFs of a structure are estimated by using auto and cross power 
spectra of the time history data after application of certain windowing functions. However, 
several problems due to using these spectral densities can be experienced during the analysis, 
such as leakage and computational complexity. Some of these issues could be mitigated by using 
the RD technique as discussed in detail by Asmussen (1997). For example, since the un-scaled 
free response obtained with RD will decay to zero, the leakage problem can be eliminated even 
without windowing functions (for long data sets). Furthermore, since the data is averaged in the 
time domain, the RD method is computationally more efficient. Another advantage brought by 
time domain averaging is that the noise in the data can be minimized. It should be noted here that 
while this is a major advantage to minimize noise, it might have adverse effects on lightly 
excited modes. 
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The RD technique was introduced by Cole (1968) for transformation of random time 
series into a free decay response, which contains only the information about the structure, to 
eliminate the effect of the random loading on the signal (Asmussen 1997). The basic idea behind 
the RD is that the random response of a system at the time τ+0t  consists of three components, 
which are the step response due to the initial displacements at the time , the impulse response 




0t τ+0t . By taking average of time segments, every time the response has an initial 
displacement bigger than the trigger level given in Eqn. (15), the random part due to random load 
will eventually die out and become negligible. Additionally, since the sign of the initial velocity 
can be assumed to vary randomly in time, the resulting initial velocity will be zero (Asmussen 
1997).  
 { }21 )( atxaT ixi <≤=  (15) 
In Eqn. (15),  represents the time response for the channel , and and  show 
the lower and upper bounds for the trigger. The trigger level for the averaging process can be 
determined in different ways (Asmussen et al. 1996). The most commonly used triggering 
condition is referred as level crossing triggering condition where  is set as a threshold value. 
Another triggering condition is zero crossing triggering condition, which implies that the 
structure is assumed excited every time the acceleration at the reference channel crosses zero 
with a positive slope. In this study, the level crossing triggering condition is used while applying 
RD. Eqn. 
)(txi i 1a 2a
1a
(16) shows the averaging of the data channel p  for reference channel . When q p  is 
equal to , Eqn. q (16) is referred as auto RD function, whereas it is called cross RD function for 
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p  different than . This process is applied to all data channels and repeated for every reference 











1)(ˆ ττ  (16) 
In Eqn. (16),  is the total number of trigger crossings, N ):( τ+kkp ttx  is the  time 
segment of channel 
thk
p  (the values between  and )( kp tx )( τ+kp tx ) when the response at channel 
 is in the trigger level. The un-scaled impulse responses are shown as  in Eqn. q pqĥ (16). Then, 
the un-scaled FRFs (shown with ) are computed by taking FFT of the corresponding un-
scaled impulse function. Finally, the pseudo (un-scaled) FRFs ( ) for  outputs and  
inputs (references) are obtained by applying RD to all the output channels for each reference 
channel. If RD is implemented for all measurement channels as 
pqĤ
io NN
H ×ˆ oN iN
oi NN = , the un-scaled FRF 
matrix is . The process of ambient data with RD is summarized in 
oo NN
H ×ˆ Figure 4. The full un-
scaled FRF matrix is then fed to CMIF algorithm as input to identify the modal parameters as 
discussed in the previous sections. Figure 5 shows how the un-scaled FRFs are used in 





























































































Figure 4. Generating un-scaled FRF matrix for MIMO data 
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Figure 5. CMIF method used in conjunction with RD for ambient vibration data 
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2.3. Evaluation and Development of Damage Features with Dynamic Testing 
2.3.1. Overview of the Common Damage Features 
After obtaining the modal parameters, the modal parameters or their derivatives can be 
used as damage sensitive metrics. Some of the common modal parameter based features may be 
summarized as the natural frequencies, mode shapes and their derivatives, modal flexibility 
matrix, modal curvature and others. It has been shown that natural frequencies are very sensitive 
to environmental conditions, especially to temperature changes, yet they are not sufficiently 
sensitive to damage. In addition, since most of time, damage is a local phenomenon, the lower 
frequency modes are usually not affected by the damage. The higher frequency modes may 
indicate the existence of the damage because they generally represent local behavior but it is 
more difficult to identify those modes compared to identification of lower frequency modes. 
Unlike natural frequencies, which do not usually provide any spatial information, mode 
shapes provide such information and thus they are generally a better indicator of damage than 
natural frequencies. In theory, mode shapes would indicate the location of the damage; however 
a dense array of sensors may be needed to capture those modes. Modal Assurance Criterion 
(MAC) is one of the commonly used modal vector comparison tool (Allemang and Brown 1982). 
Modal curvature, which is usually obtained by taking derivative of the mode shapes, has also 
been used for damage detection purposes. Modal flexibility is another damage indicator, which 
can be obtained by using the frequencies and mass normalized mode shapes. A review of these 
damage features was given by Doebling et al. (1996) and Carden and Fanning (2004). 
The damage features presented in this chapter are derived from the identified modal 
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parameters using FRF measurement data. One of the assumptions for modal parameter 
estimation using FRF data is that the structure is linear and time invariant. This brings the 
question as to how FRF based data can be used for damage detection. When a structure is 
damaged, it is possible to assume that it behaves piecewise linear in that damaged state if the 
applied load levels are not in the range of non-linear load-displacement levels. Provided that this 
condition is satisfied, the proposed features can be expected to perform successfully. Special care 
must be taken while applying these linear methodologies to real-life structures. A practical 
approach to validate the linearity is to perform a linearity check where the structure is excited 
under different levels of excitations and the corresponding FRFs are compared. In addition, 
reciprocal FRFs can be compared. In this study, linearity and reciprocity were checked and were 
observed to satisfy the linearity assumption. 
2.3.2. Modal Flexibility and Modal Curvature 
As damage features, modal flexibility and modal curvature are obtained from the MIMO 
data sets with CMIF. The general overview of the methodology used in this study is summarized 
in Figure 6. The details and formulations of these damage features are explained below. 
{ } [ ]{ }Pfv =


















Figure 6. Obtaining the modal flexibility and modal curvature 
Modal Flexibility 
First developed by Maxwell (Maxwell 1864), the flexibility is a displacement influence 
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coefficient of which the inverse is stiffness. Flexibility is a significant index as it characterizes 
input-output relationship for a structure. It has been shown to be a robust and conceptual 
condition index for constructed facilities. To find the modal flexibility of a structure, one can use 
modal parameters from dynamic testing. Flexibility has been proposed and shown as a reliable 
signature reflecting the existing condition of a bridge. For this reason, flexibility based methods 
in bridge health monitoring are promising. Flexibility has been extracted and used in a number of 
different ways and further studies can be found in Toksoy and Aktan (1994), Catbas and Aktan 
(2002), Bernal (2002), Bernal and Gunes (2004), Alvandi and Cremona (2005), Huth et al. 
(2005), Catbas et al. (2004; 2006; 2008), Gao and Spencer (2006). If an approximation to real 
structural flexibility is needed, the input force must be known in order to obtain the scaling of the 
matrix. In addition, it is always an approximate index since not all the modes can ever be 
included in the calculation of the flexibility matrix (Catbas et al. 2006). 
One of the objectives of this study is to implement the results of the impact tests for 
condition evaluation using modal flexibility. In this current study, scaled dynamic flexibility is 
obtained by using impact test results as a result of the following relationship between flexibility 


































ω  (17) 
where )(H pq ω  is FRF at point p  due to input at point ,q ω  is frequency, rλ  is 
thr complex eigenvalue or system pole, ( )
rpq
A  is residue for mode r , and ( )*  indicates the 
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ω  (18) 
where pqψ is the mode shape coefficient between point p and q for the 
thr  mode and 
is the modal scaling for the ArM
thr  mode. Finally, the modal flexibility matrix can be computed 




























ω  (19) 
The flexibility formulation is an approximation to actual flexibility matrix because only a 
finite number of modes can be included in the calculations. The number of modes, m, is to be 
determined such that sufficient modes are selected (i.e. temporal truncation is minimized) and a 
good approximation to actual flexibility is achieved. Catbas et al. (2006) used a modal 
convergence criterion to determine the number of the modes necessary to construct a reliable 
flexibility matrix. In this current study, around 15 modes are used to construct the flexibility 
matrices for each case. The modal flexibility matrix can also be written as in Eqn. (20). After 
obtaining the scaled modal flexibilities, the deflections under static loading can be calculated 
easily for any given loading vector , which is shown in Eqn. { }P (21). 
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Modal Curvature 
Curvature is commonly used in mechanics of materials and structural analysis. 
Curvatures of modal vectors have been presented in the literature (Pandey et al. 1991; Maeck and 
De Roeck 1999; Maeck and De Roeck 2003). However, there is little work done for obtaining 
curvatures from deflection patterns. Here, the deflections and curvatures are created from the 
modal flexibility. These indices are implemented in this study in terms of displacement vectors 
resulting from uniform loads applied to the modal flexibility matrices. In other words, the 
novelty of this methodology is that the modal curvature is obtained from the deflected shape of 
the structure, which is obtained by using modal flexibility. However, the limitations of the 
curvature method are to be recognized. First, the spatial resolution (i.e. number of sensors) 
should be sufficient to describe a deflection pattern along a girder line. In order to obtain a good 
approximation to actual flexibility, both dynamic input and output are to be measured. In 
addition, modal truncation is to be minimized since modal flexibility has to approximate actual 
flexibility. Finally, taking derivatives of the data which include random noise and experimental 
errors might create numerical errors (Chapra and Canale 2002). However, the derivation is based 
on the combination of all modes and associated deflections in this study. Therefore, the random 
numerical errors are averaged out and may have less effect than taking the derivative of a single 
mode shape. 









"  (22) 
where  is the curvature at a section, M is the bending moment, E is the modulus of 
elasticity, and I is the moment of inertia. The relationship between loading, deflected shape, 
moment distribution and curvature is shown in 
"v
Figure 7 for a beam type structure. Since 
curvature is a function of stiffness, any reduction in stiffness due to damage should be observed 
by an increase in curvature at a particular location. The basic assumption for applying this 
relation to bridges is that the deformation is a beam type deformation along the measurement 
line. This assumption can yield reasonably good approximation for bridges with girder lines. 
However, if it is to be used for damage identification for a two-way plate type structure, the 













Figure 7. The relationship between deflected shape, moment and curvature for a beam type 
structure 
To calculate the curvature of the displacement vectors, the central difference 









= +−  (23) 
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where q represents the elements of the ith displacement vector and  is the length 
between measured displacement points. 
xΔ
2.3.3. Un-scaled (pseudo) Flexibility 
For the known input case, the modal flexibility and modal curvature were used as damage 
features. However, these features cannot be extracted from ambient vibration data since modal 
scaling cannot be computed if the input is unknown. Therefore, another feature that will be 
referred as pseudo-flexibility (un-scaled flexibility) is investigated for damage detection with 
ambient data. 
The procedure for obtaining modal flexibility in MIMO testing was explained in the 
previous sections. It was shown that the modal flexibility matrix can be written by evaluating 




























ω  (24) 
Unlike the MIMO testing case, the modal scaling factor  cannot be determined as a 
system property for the ambient test case since input force is not measured. The  
with an arbitrary scaling can be reconstructed by using the identified mode shapes and poles 
from the ambient tests. If the same arbitrary scaling is consistently used for different ambient 
tests, comparable matrices can be obtained. As a result, the mode shape vector and the poles of 
the structure, which are obtained using the CMIF-based method, can be used to define an un-
scaled flexibility,  as given in Eqn. 
ArM
)0(ˆ =ωpqH
)0(ˆ =ωpqH (25). In this formulation, the modal scaling 
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ω  (25) 
where prϕ  is the arbitrarily scaled mode shape coefficient at point p for the 
thr  mode. 
After obtaining the scaled and un-scaled flexibilities, the deflections under static loading can be 
calculated easily for any given force vector { }P . 
 { }PHdeflection ]ˆ[}{ =  (26) 
It should be noted that the deflection obtained in Eqn. (26) is also a pseudo-deflection, 
combining the effects of all modes obtained during modal identification. Scaling values obtained 
from FE models can be used for more accurate deflections. On the other hand, using arbitrary 
(but consistent) scaling for each mode, pseudo flexibility can be tracked over time as ambient 
vibration data is collected and modal parameters are identified. 
Here, the discussions about the theoretical background of the parametric methods for 
damage detection end. The following sections discuss the experimental studies conducted for 
verification of these methods and damage features. The laboratory structure and the damage 
simulations which are used throughout this study are explained in the next section. Finally, the 
experimental results are discussed at the end of this chapter. 
2.4. Experimental Studies 
Before the routine application of SHM systems to real-life structures, the methodologies 
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should be verified on analytical and physical models. Although analytical studies are necessary 
in the first phases of verification, laboratory studies with complex structures are also essential. 
Laboratory studies with large physical models are a vital link between the theoretical work and 
field applications if these models are designed to represent real structures where various types 
and levels of uncertainties can be incorporated. A brief review of laboratory studies recently 
conducted by different researchers is presented in the following. 
Motavalli and Gsell (2004) aimed to close the gap between complex, real-world 
applications and simplified laboratory experiments with a 1/1 scale model, cable stayed glass 
fiber reinforced polymer-bridge. Due to complexities in scaling a structure, the decision was 
made to design a 1/1 model, which was most practical for a footbridge. The model was 63 ft long 
by 5 ft wide and its height was 25 ft. The design considerations included bolted connections so 
that members can be replaced with pre-damaged members and loosening of connections to 
simulate damage. Lee et al. (2003) developed a 1/15 scale model of Korea’s Yeongjong Bridge 
floor system for investigating local damage detection. The scaled model dimensions were 
approximately 11 ft by 8 ft in plan view. Using an impact hammer and forty-eight channels of 
dynamic strain gages, the structure was tested to examine 12 different damage cases. Dyke et al. 
(2001) tested a 4-story, 2-bay by 2-bay steel frame at the University of British Columbia. The 
model was 8.20 ft x 8.20 ft in plan and was 11.81 ft tall. Six damage cases were induced to the 
structure by loosening bolts and removing braces. Different researchers used different 
methodologies to analyze the data obtained from the structure for a benchmark study. 
Two phenomenological models were created at the University of Cincinnati and Drexel 
University to study the challenges limiting successful SHM applications (Ciloglu et al. 2001). 
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The grids were representative of the large population of medium-span bridges. While these two 
models could be utilized for various studies, these models were single span models where 
damage can be identified relatively easily compared to multi-span redundant structures. 
2.4.1. Steel Grid Structure 
A steel grid structure was designed, constructed, and used for the experimental studies 
discussed in this dissertation. This model is a multi-purpose specimen enabling researchers to try 
different technologies, sensors, algorithms, and methodologies before real life applications. The 
physical model has two clear spans with continuous beams across the middle supports. It has two 
18 ft girders (S3x5.7 steel section) in the longitudinal direction. The 3 ft transverse beam 
members are used for lateral stability. The grid is supported by 42 in tall columns (W12x26 steel 
section). The grid is shown in Figure 8 and more information about the specimen can be found in 
Burkett (2005), Caicedo et al. (2006), Gul and Catbas (2007), and Catbas et al. (2008). 
 
Figure 8. The steel grid model used for the experimental studies 
A very important characteristic of the grid structure is that it can be easily modified for 
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different test setups. For example, with specially designed connections (Figure 9) various 
damage cases can be simulated. In addition, several different boundary conditions and damage 
cases (e.g., pin supports, rollers, fixed support, and semi-fixed support) can be simulated by 
using the adjustable connections. 
 
Figure 9. CAD drawing and representative pictures showing the details of the grid. 
The grid structure can be instrumented with a number of sensors for dynamic and static 
tests. The instrumentation for the dynamic tests that are in the scope of this study is summarized 
as follows. The grid is instrumented with 12 accelerometers in vertical direction at each node (all 
the nodes except N7 to N14 in Figure 10). The accelerometers used for the experiments are 
ICP/seismic type accelerometers (Figure 11) with a 1000 mV/g sensitivity, 0.01 to 1200 Hz 
frequency range, and  g of measurement range. To record the dynamic response, an 
acquisition system from VXI and Agilent Technologies is used. The MTS-Test software package 
5.2m
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was used for acquisition control of the impact tests. 
For the impact tests, the grid was excited at nodes N2, N5, N6, and N12 and 5 averages 
were used to obtain the FRFs as it is suggested in the literature. The sampling frequency is 400 
Hz. For the impact tests, an exponential window is applied to both input and output data sets 
whereas a force window is applied only to the input set. Both time history and FRF data from 
MTS software were recorded. The ambient vibration was created by random tapping of two 
researchers with fingertips simultaneously. The researchers were continuously moving around 
the structure to make the excitation as random as possible. The ambient data was recorded by 
















Figure 10. Node numbers for the steel grid 
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Figure 11. Accelerometers used in the experiments 
2.4.2. Damage Simulations 
A number of different damage scenarios were applied to the grid. These damage cases are 
simulated to represent some of the problems commonly observed by bridge engineers and 
Department of Transportation officials (Burkett 2005). Four different damage cases are 
investigated in this study and they are summarized below. Two of these damage cases are 
devoted to local stiffness loss whereas the other two cases are simulated for boundary condition 
change. 
Baseline Case (BC0) 
Before applying any damage, the structure is tested to generate the baseline data so that 
the data coming from the unknown state can also be compared to the baseline data for damage 
detection. 
Damage Case 1 (DC1): Moment release at N3 and N10 
The integrity of steel bridges is usually threatened by local stiffness losses due to 
different reasons such as fatigue cracking, bolt shear, and corroded elements. All of these 
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phenomena might change the behavior of the structure. The reduced stiffness damage scenarios 
are intended to correspond to these problems and they are investigated in two parts (DC1 and 
DC2). For DC1, the moment connection of the transverse member at N3 and N10 is released by 
removing the bolts that are connecting the transverse member to the main girder (Figure 12). In 
real life, this corresponds to slight local stiffness loss due to loosening or removing the bolts at 
that connection. Eight bolts at two connections (16 bolts in total) are removed for this case. 
 
Figure 12. Removal of the bolts at N3 and N10 for DC1 
Damage Case 2 (DC2): Moment release and plate removal at N3 
DC2 is another case to simulate local stiffness loss. The bottom and top gusset plates at 
node N3 are removed in addition to all bolts at the connection (Figure 13). However, the bolts or 
plates at N10 are not removed. This is an important damage case since gusset plates are very 
critical parts of steel structures. Furthermore, it has been argued that inadequate gusset plates 




Figure 13. Plate removal at N3 for DC2 
Damage Case 3 (DC3): Scour at N4 
Boundary condition change can affect the behavior of a structure considerably. 
Therefore, DC3 and DC4 are dedicated to simulate such changes in the grid structure. Pile loss is 
an important problem faced in real life. The term pile loss may not always mean the failure of the 
bridge column. For example, a loss of contact between the column and bridge deck due to 
excessive settlement might also induce such damage to the bridge. To simulate the pile loss case, 
the roller support at N4 is removed (Figure 14). 
 
Figure 14. Removal of the roller support at N4 for DC3 
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Damage Case 4 (DC4): Boundary restraint at N7 and N14 
The second boundary condition change is DC4. This damage case is created to simulate 
some unintended rigidity at a support caused by different reasons such as corrosion. The 
oversized through-bolts were used at N7 and N14 to introduce fixity at these two supports. 
Although these bolts can create considerable fixity at the supports, it should be noted that these 
bolts cannot guarantee a perfect fixity. 
 
Figure 15. Boundary fixity at N7 and N14 for DC4 
2.4.3. Experimental Results for MIMO Testing 
In this section, the experimental results are discussed in the context of damage detection. 
Starting with the modal flexibility and curvature, the performance of different damage features 
are presented in a comparative fashion. The modal parameters are identified by using CMIF 
based parameter estimation method. These modal parameters are then used to obtain the damage 
features (i.e. the modal flexibility and modal curvature). Detailed discussions about the results 
are presented below. 
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Baseline Case (BC0) 
The first step in damage detection is generally to define the baseline state. Therefore, the 
damage features are first evaluated for the healthy case. The modal parameters of the healthy 
structure are identified by using CMIF. Sample FRFs and the CMIF plot for BC0 are shown in 
Figure 17 and Figure 18. There are 17 vertical modes identified for this case and the first 10 
vertical modes are shown in Figure 19. 











Impact Force Applied at N2
































Figure 16. Sample data from impact testing for BC0 
Note from the mode shapes that middle supports seem to be moving in some of the 
modes (see Mode 6 in Figure 19). This is somewhat unexpected for two span case. Therefore, the 
possible reasons for this discrepancy were investigated after the analysis and it was observed that 
there were some imperfections at the supports due to partial contact at the middle supports. The 
sensors at that location were on top of the area where the contact was lost. This essentially made 
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the sensor vibrate as opposed to being a node point on top of the middle support (Figure 20). 
This phenomenon was observed during various stages of the testing at different supports and it 
should be noted that it made the damage detection process considerably more challenging. 





























Figure 17. Sample FRF data obtained from impact testing for BC0 



































Figure 18. The CMIF plot for BC0 obtained with impact testing 
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Mode 1: 22.37 Hz     Mode 2: 27.01 Hz 
 
Mode 3: 33.38 Hz      Mode 4: 40.91 Hz 
Mode 5: 64.93 Hz       Mode 6: 67.27 Hz 
 
Mode 7: 94.21 Hz    Mode 8: 96.56 Hz 
 
Mode 9: 103.58 Hz    Mode 10: 120.65 Hz  
Figure 19. The first 10 vertical modes for BC0 obtained with impact testing 
 
Figure 20. Picture showing the loss in the support contact. 
After the modal parameters were identified, the modal flexibility was calculated. The 
deflection profile obtained with modal flexibility is shown in Figure 21. The deflected shape is 
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obtained by applying a 100 lb uniform load to the measurement locations (i.e. 100 lb at each 
node). 
A preliminary finite element (FE) model was also employed to check the deflection 
profile obtained using modal flexibility. This comparison is conducted to globally cross-check 
the experimental results. The dynamically obtained deflection profile and its counterpart 
obtained with the FE model are illustrated in Figure 22. The consistency of the deflected shape is 
apparent although there are slight numerical differences (5-15%) due to experimental and 
modeling uncertainties and errors. It should also be noted that the FE model is not a calibrated 
model and calibration to minimize the discrepancy could be achieved to further improve the FE 
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Figure 22. Comparison with FE model deflected shape 
After obtaining the deflections, the curvature is obtained by using the deflected shapes as 
was shown in Eqn. (23). The modal curvature of the baseline case is shown in Figure 23. 
Moreover, the curvature values coming from experiments and FE model are compared in Figure 
24. It is shown that the curvature obtained from modal flexibility based deflections is in good 
agreement with the values obtained from the FE model. It should be noted that the spatial 
resolution of the sensors would affect the quality of the curvature data considerably. A denser 
sensor array would further improve the results. However, the sensor spatial resolution in this 
study is defined so that it represents a feasible sensor distribution for real life applications on 
short and medium span bridges. Another consideration for modal curvature calculation is that 
there is no curvature value at the beginning and end measurement locations due to the numerical 
approximation of the central difference formula. The curvatures at the supports are assumed to 
be zero since the roller supports cannot resist moment thus indicating that there cannot be any 
curvature at these points. Finally, the curvature plot is very similar to that of a moment diagram 
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(M/EI) for a girder under uniform load. As such, the interpretation and evaluation of the 



























































Figure 24. Comparison with FE curvature 
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Damage Case 1 (DC1): Moment release at N3 and N10 
The deflected shape comparison of the BC0 and DC1 does not give any significant 
information about the slight damage occurred at N3 and N10 (Figure 25). The changes in the 
deflections under uniform loading for all nodes except the support nodes are around 1-2%. On 
the other hand, looking at the modal curvatures of the two main girders, it is observed that the 
modal curvature is increased 3.1% at N3 and 12.8% at N10. Although the change at N3 is not 
very significant, the change at N10 clearly points the change at that node. Similar results were 
obtained using other methodologies with numerical and experimental data when the same 






























































at the damaged node (N3)
12.8% curvature increase
at the damaged node (N10)
 
Figure 26. Curvature comparison for BC0 and DC1 
Damage Case 2 (DC2): Moment release and plate removal at N3 
It is seen from Figure 27 that the maximum deflection change obtained is at the damage 
location (N3) and is around 2.8%. The changes at the other nodes are around 1-2%. Although 
this change may possibly be considered as an indicator of the damage occurred at N3 for this 
laboratory case, it should also be noted that a 3% change in the flexibility coefficients might not 
be a clear indicator of the damage, especially for real life applications. Looking at the curvature 
comparisons, Figure 28 shows that the maximum curvature change is around 10.7% and is 
obtained at the damage location. The changes in the curvature for other points are less than 1-3% 






























at the damaged node (N3)
 
































at the damage node (N3)
 
Figure 28. Curvature comparison for BC0 and DC2 
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Damage Case 3 (DC3): Scour at N4 
DC3 is a relatively easier damage example to identify since removing the roller support 
changes the behavior of the structure significantly. The deflection changes at the right span in 
Figure 29 obviously show the removal of the roller support at N4. There is a significant 
deflection change (from 0.02 in to approximately 1 in) on the damaged side. The change is also 
clearly observable from the curvature plots in Figure 30. Therefore, without further discussion, it 
can be concluded that the damage is detected, located, and quantified successfully by using 































Around 1 in deflection difference
at the damaged side
 
































Figure 30. Curvature comparison for BC0 and DC3 
Damage Case 4 (DC4): Boundary restraint at N7 and N14 
For DC4, the damage can be visually observed from the deflection patterns as seen in 
Figure 31. It should be noted that this damage case can be considered as a symmetric damage 
case (both N7 and N14 are restrained) and thus a clear change in the deflected shapes is 
observable for both of the girders. The deflection reduced by about 30-50% at the span where 
joint restraint damage scenario was implemented. 
Curvature from the deflected shapes was determined subsequently for DC4. As was 
mentioned before, the curvature at the roller supports was assumed zero for pin-roller boundary 
conditions. For the restrained case however, this assumption is not correct for N7 and N14 since 
the moment at these fixed supports is non-zero. However, for visualization purposes, the 
curvatures at N7 and N14 are still assumed as zero. It is seen from Figure 32 that a clearly 
observable 30% decrease in the curvature exists near the damage location. Here, we see a 
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decrease in the curvature because the structure with restrained support is stiffer than the baseline 
with roller supports. It is clear that a finer resolution of sensors, especially around the end 






























Around 30-50% declection decrease


































Around 20-60% curvature decresase
at the restrained span
Restrained supports
(N7 and N14)
Curvatures at the restrained
supports are assumed zero
 
Figure 32. Curvature comparison for BC0 and DC4 
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2.4.4. Experimental Results for Ambient Testing 
For the ambient testing, the grid is excited by randomly tapping the structure with 
fingertips as mentioned before. Data sets used for this part of the study contains 120,832 data 
points which approximately corresponds to 5 minutes of recording with a sampling frequency of 
400 Hz. RD technique is applied to each channel for every reference channel to obtain the un-
scaled impulse functions. All channels except the support channels are selected as reference 
channels (eight channels). For RD analysis, 4096 point windows are used and level crossing 
triggering condition is applied, i.e. 01 =a  and ∞≈2a  (refer to Eqn. (15)). For illustration 
purposes, the ambient data for two span case and its analysis with RD is shown in Figure 33 to 
Figure 35. These figures show the raw ambient, averaged, and windowed data for N2 where the 
reference channel is also N2. Note from Figure 35 that an exponential window function is 
applied to the averaged data in order to mitigate any leakage during the FFT process. 
After obtaining the pseudo-free responses by using the RD method, the unscaled FRFs 
are computed taking the FFT of the pseudo-free responses. Then, these FRFs are fed to the CMIF 
algorithm as a MIMO data set. Sample FRFs and CMIF plots of the baseline for the ambient test 
is shown in Figure 36 and Figure 37. Note from the figure that there are eight lines in the plot 
showing that eight references were used during the RD process. Also, note the similarity of this 
plot with the one shown for the impact case (Figure 17 and Figure 18). The first ten vertical 
modes obtained with ambient tests are shown in Figure 38. The consistency of the frequencies 
and mode shapes of ambient case with MIMO case is observed from Table 1. 
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Figure 33.Ambient vibration data 



















Figure 34.Ambient vibration data after averaging with RD 



















Figure 35.Averaged data after applying exponential window 
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Figure 36. Sample FRF data obtained from ambient testing for BC0 

































Figure 37. The CMIF plot of the baseline case obtained with ambient tests 
By using the un-scaled modal parameters, the pseudo-flexibility instead of the modal 
flexibility is computed. The deflection pattern under uniform loading for BC0 obtained with the 
pseudo-flexibility is shown in Figure 39. Note that although the deflection pattern is nearly same 
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as MIMO testing results, values are significantly different because the scaling information 
cannot be obtained with ambient testing. 
 
Mode 1: 22.39 Hz      Mode 2: 27.07 Hz
Mode 3: 33.37 Hz      Mode 4: 40.84 Hz
Mode 5: 64.76 Hz         Mode 6: 67.83 Hz
 
Mode 7: 94.19 Hz       Mode 8: 96.57 Hz
 
Mode 9: 103.77 Hz   Mode 10: 120.43 Hz  




























Figure 39. Deflection profile of BC0 for ambient testing 
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Table 1. Comparison of the first 10 modes identified with impact and ambient testing 
  Frequency (Hz)    
 Mode No  
 Impact  Ambient   Diff. (%)   MAC 
1 22.37 22.39 0.12 0.999 
2 27.01 27.07 0.23 0.999 
3 33.38 33.37 -0.04 0.987 
4 40.91 40.84 -0.16 1.000 
5 64.93 64.76 -0.26 0.992 
6 67.27 67.83 0.85 0.914 
7 94.21 94.19 -0.01 0.999 
8 96.56 96.57 0.01 0.998 
9 103.58 103.77 0.18 0.995 
10 120.65 120.43 -0.19 0.987 
 
Damage Case 1 (DC1): Moment release at N3 and N10 
The deflection pattern for DC1 obtained with pseudo-flexibility is compared with BC0 in 
Figure 40. It is observed that the there are notable differences at different nodes that are most 
likely not due to the damage. These changes are probably because of the errors encountered 
while obtaining the pseudo-flexibility. Therefore, it can be concluded that the pseudo-flexibility 































change at some points
 
Figure 40. Deflection comparison for BC0 and DC1 for ambient testing 
Damage Case 2 (DC2): Moment release and plate removal at N3 
The pseudo-flexibility based deflections for BC0 and DC2 are compared in Figure 41. It is 
observed that there are slight changes in the deflection profiles. However, these changes cannot 
be attributed to the damage easily. Therefore, the local damage applied at N3 could not be 
identified by using ambient data where pseudo-flexibility based deflections are used as a damage 
index. 
Damage Case 3 (DC3): Scour at N4 
The comparison of the deflected shapes for BC0 and DC3 clearly shows the occurrence 
and location of the damage as presented in Figure 42. Furthermore, the severity of the damage is 
also apparent since the un-scaled deflection values increased more than 10 times. The global 



































































Figure 42. Deflection comparison for BC0 and DC3 for ambient testing 
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Damage Case 4 (DC4): Boundary restraint at N7 and N14 
Figure 43 shows the un-scaled flexibilities coming from the healthy and damaged (DC4) 
structure. It is clearly seen that the deflection at the restrained span is less than the other span 
where all the joints have roller supports. The comparison of two un-scaled deflected shapes not 
only indicates that there has been a structural change, but it also gives us spatial information 






























Around 15-50% deflection decrease
at the restrained span
 
Figure 43. Deflection comparison for BC0 and DC4 for ambient testing 
2.5. Summary 
In this chapter, some parametric damage features obtained from MIMO and ambient 
vibration testing are employed. The damage detection capabilities of modal flexibility, modal 
curvature, and pseudo-flexibility are investigated by using dynamic data coming from a steel grid 
structure for different damage simulations. 
In the first part, MIMO acceleration data is analyzed with CMIF to obtain the modal 
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parameters. Then the modal flexibility is obtained by using the modal parameters. Finally, 
deflected shape and modal curvature is obtained by applying a pseudo-loading to the modal 
flexibility. The damage simulations showed that both modal flexibility and modal curvature 
performed well for localized and global damage cases. It was also noted that change in the modal 
curvature was a better indicator for the localized damage cases. 
In the second part, a conceptual methodology for system identification and structural 
condition assessment using ambient vibration data is presented. The CMIF was used in 
conjunction with RD for identification of the modal parameters from ambient vibration data. For 
the condition assessment of the structures, the deflection profiles obtained from the un-scaled 
(pseudo) flexibility is presented as a conceptual indicator. It was shown that, although the 
pseudo-flexibility performed satisfactorily for global damage cases (DC3 and DC4), it was not 
successful at identification of the localized damage (DC1 and DC2). 
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CHAPTER 3. NON-PARAMETRIC EVALUATION WITH STATISTICAL 
PATTERN RECOGNITION FOR DAMAGE DETECTION 
3.1. General Remarks 
Use of statistical pattern recognition methods offers promise for handling large amounts 
of data while taking into account variations in the data. Farrar and Sohn (2000) further describe 
SHM as the observation of a system over time using periodically sampled dynamic response 
measurements from an array of sensors, the extraction of damage sensitive features from these 
measurements and the statistical analysis of these features to determine the current state of 
system health. Most of the studies focusing on statistical pattern recognition applications on 
SHM use a combination of time series modeling with a statistical novelty detection methodology 
(e.g. outlier detection). One of the main advantages of such methodologies is that they require 
only the data from the undamaged structure in the training phase (i.e. unsupervised learning) as 
opposed to supervised learning where data from both undamaged and damaged conditions is 
required to train the model. The premise of the statistical pattern recognition approach is that as 
the model is trained for the baseline case, new data coming from the damaged structure will 
likely be classified as outliers in the data. 
Most of these statistical models are used to identify the novelty in the data by analyzing 
the feature vectors, which include the damage sensitive features. For example, Sohn et al. (2000) 
used a statistical process control technique for damage detection. Coefficients of Auto-
Regressive (AR) models were used as damage-sensitive features and they were analyzed by 
using X-bar control charts. Different levels of damage in a concrete column were identified by 
using the methodology. Worden et al. (2000) and Sohn et al. (2001) used Mahalanobis distance-
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based outlier detection for identifying structural changes in numerical models and in different 
structures. Worden et al. (2000) used transmissibility function as damage sensitive features 
whereas Sohn et al. (2001) used the coefficients of the AR models. Manson et al. (2003) also 
used similar methodologies to analyze data coming from different test specimens including 
aerospace structures. 
In another study, Omenzetter and Brownjohn (2006) used Auto-Regressive Integrated 
Moving Average (ARIMA) models to analyze the static strain data coming from a bridge during 
its construction and when the bridge was in service. The authors were able to detect different 
structural changes by using the methodology. They also mentioned the limitations of the 
methodology, for example, it was unable to detect the nature, severity, and location of the 
structural change. Nair et al. (2006) used an Auto-Regressive Moving Average (ARMA) model 
and used the first three AR components as the damage sensitive feature. The mean values of the 
damage sensitive features were tested using a hypothesis test involving the t-test. Furthermore, 
the authors introduced two damage localization indices using the AR coefficients. They tested 
the methodology using numerical and experimental results of the ASCE benchmark structure. It 
was shown that the methodology was able to detect and locate even different types of damage 
scenarios for numerical case. However, it was concluded by the authors that more investigations 
were needed for analysis of experimental data. 
Another methodology was proposed by Zhang (2007) where the author used a 
combination of AR and ARX (Auto-Regressive model with eXogenous output) models for 
damage detection and localization. The standard deviation of the residuals of the ARX model 
was used as damage sensitive feature. Although the methodology was verified by using a 
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numerical model, the author indicated that further studies should be conducted to make the 
methodology applicable in practice. In a recent study, Carden and Brownjohn (2008) used 
ARMA models and a statistical pattern classifier, which uses the sum of the squares of the 
residuals of the ARMA model. The authors stated that the algorithm was generally successful in 
identifying the damage and separating different damage cases from each other. However, the 
authors noted that the vibration data was coming from forced excitations tests and the 
methodology may not be applicable for structures with only ambient dynamic excitation. 
As summarized above, there are a number of different approaches utilizing time series 
modeling in conjunction with an outlier detection or novelty measurement methodology to 
identify structural change. It is observed, however, that most of these methodologies need more 
investigation by means of additional experiments. Therefore, in this chapter, we employ 
experimental data coming from different test structures and damage cases to examine a statistical 
pattern recognition approach for SHM. The methodology uses Auto-Regressive models in 
conjunction with a Mahalanobis distance-based outlier detection algorithm. In the proposed 
methodology, Random Decrement technique is used to obtain free vibration response from the 
ambient vibration data. After obtaining the normalized data with RD, AR models are fitted to the 
data. Finally, the coefficients of these models are used for Mahalanobis distance-based outlier 
detection. The methodology is investigated by using experimental data from the two different 
test structures for a number of different structural configurations. Various damage conditions are 




3.2. Review and Formulations of Time Series Modeling 
Time series modeling (or analysis) is statistical modeling of a sequence of data points that 
are observed in time. It has been used in many different fields including structural dynamics and 
system identification. In the following sections, a brief discussion about time series modeling is 
given. A more detailed discussion about the theory of the time series modeling is beyond the 
scope of this study and can be found in the literature (Pandit and Wu 1993; Box et al. 1994; 
Ljung 1999). 
A linear time series model representing the relationship of the input, output and the error 
terms of a system can be written with the difference equation shown in Eqn. (27) (Ljung 1999). 















1  (27) 
 D(q)e(t)B(q)u(t)A(q)y(t) +=  (28) 
where, y(t) is the output of the model, u(t) is the input to the model and e(t) is the error 
term. The unknown parameters of the model are shown with ai, bi, and di and the model orders 
are shown with na, nb and nd. ,  and  in Eqn. A(q) B(q) D(q) (28) are polynomials in the delay 
operator q-1 as shown below in Eqn. (29). The model shown in Eqn. (28) can also be referred as 
an ARMAX model (Auto-Regressive Moving Average model with eXogenous input) and a 
block diagram of an ARMAX model can be shown as in Figure 44. 
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Figure 44. The block diagram of an ARMAX model (adapted from Ljung (1999)) 
By changing the model orders of an ARMAX model, different types of time series 
models can be created. For example, if nb=nd=0, the model is referred as an AR model, whereas 
an ARMA model is obtained by setting nb to zero. The structure of an AR model is shown in 
Eqn. (30) whereas the block diagram of the model is shown in Figure 45. 






Figure 45. The block diagram of an AR model (adapted from Ljung (1999)) 
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Estimating the unknown parameters of a time series model from the input-output data set 
(i.e. system identification) is of importance since the identified model can be used for many 
different purposes including prediction and novelty detection. To estimate the unknown 
parameters, the difference equation of an ARX model can be written as in Eqn. (31). 
 e(t))nu(tb)u(tb)ny(ta)y(tay(t) bnan ba +−++−+−−−−−= LL 11 11  (31) 

















Considering that these equations can be written for each time step, the equations can be 
put in a matrix form as in Eqn. (33). 
 EXY += θ  (33) 
where  
  (34) [ TntytytyY )1()1()( +−−= L ]
]
]































  (36) [ Tnn ba bbaa LL 11=θ
  (37) [ TnteteteE )1()1()( +−−= L
where n is the number of the equations. It is observed that Eqn. (33) is a linear matrix 
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equation and the vector θ  containing the unknown parameters can be estimated by using linear 
regression as shown in Eqn. (38).  
 ( ) YXXX TT 1−=θ  (38) 
This solution also guarantees that the error vector E is minimized. 
3.3. Time Series Modeling in Conjunction with Novelty Detection 
3.3.1. Implementation of RD for Data Normalization 
The theoretical background and formulations of RD technique was given in the previous 
chapter. This section details its implementation before using the time series modeling. The RD 
method is used to normalize the data and obtain the pseudo free responses from the ambient data. 
By doing so, the effect of the operational loadings on the data is minimized. Therefore, different 
data sets coming from different operational conditions can be compared more reliably. The 
proposed methodology is illustrated in Figure 46. 
3.3.2. Auto Regressive (AR) Models for Normalized Data 
After obtaining the pseudo free response functions, AR models of these free responses 
are created. Although a more detailed discussion about Time Series Modeling was given in the 
previous sections, a brief discussion about AR models is given here. An AR model estimates the 
value of a function at time t  based on a linear combination of its prior values. The model order 
(generally shown with p ) determines the number of past values used to estimate the value at t  
(Box et al. 1994). The basic formulation of a  order AR model is defined in Eqn. thp (39). 
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Figure 46. Implementing RD to ambient acceleration data before obtaining the feature sets using 
time series modeling 








where  is the time signal, )(tx φ  is the model coefficients and  is the error term. After 
obtaining the coefficients of the AR models, they are fed to the outlier detection algorithm where 
the Mahalanobis distance between the two different data sets is calculated. 
)(te
3.3.3. Mahalanobis Distance-Based Outlier Detection using AR Coefficients 
After obtaining the AR model coefficients for different data sets, these coefficients are 
now used for outlier detection. Outlier detection can be considered as the detection of clusters, 
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which deviate from other clusters so that they are assumed to be generated by another system or 
mechanism. Outlier detection is one of the most common pattern recognition concepts among 
those applied to SHM problems. In this study, Mahalanobis distance-based outlier detection is 
used to detect the novelty in the data. 
The outlier detection problem for univariate (1D) data is relatively straightforward (e.g., 
the outliers can be identified from the tails of the distribution). There are several discordance 






=  (40) 
where,  is the outlier index for univariate data,  is the potential outlier and, iz id d  and 
σ  are the sample mean and standard deviation, respectively. The multivariate equivalent of this 
discordance test for pn× (n is the number of the feature vectors and p is the dimension of each 
vector) data set is known as the Mahalanobis squared distance (Mahalanobis 1936). The 
Mahalanobis squared distance will be referred as Mahalanobis distance after this point and it is 




−1  (41) 
where,  is the outlier index for multivariate data,  is the potential outlier vector and iZ ix
x  is the sample mean vector and Σ  is the sample covariance matrix. By using the above 
equations, the outliers can be detected if the Mahalanobis distance of a data vector is higher than 
a pre-set threshold level. 
Determining this threshold value is very critical and an example framework was 
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presented by Worden et al. (2000) where the authors used a Monte Carlo simulation to determine 
the threshold. In this study a similar methodology is adapted as follows. First, a pn×  normal 
data set with zero mean and unit standard deviation is created. Then the exclusive measures of 
the Mahalanobis distance for each feature vector is calculated. Here, exclusive measure implies 
that the corresponding feature vector is excluded from the data set during the computation of the 
Mahalanobis distance. After calculating the Mahalanobis distances for all the feature vectors, the 
maximum of these values is stored. This process is repeated for 1000 times and the value above 
which only 1 % of the trials occur is selected, i.e. 99% confidence threshold. After determining 
the numerical threshold value, it is checked by using experimental data sets. 
3.4. Experimental Studies 
In this section, the capability of the methodology to separate different structural 
configurations is investigated by using experimental data. The first test specimen is a steel beam 
where different boundary conditions are applied. The second test structure is the steel grid, which 
was discussed in detail in the previous chapter. The same damage cases used in the previous 
chapter are used in this chapter. 
3.4.1. Test Beam 
The model used for the first set of experiments is a simply supported steel W8x13 I-
beam. The clear span of the beam is 144 in, while the overall length is 156 in. The beam sits on 
two steel sawhorses each measuring 3 ft in height. The setup can be seen in Figure 48 and more 
information can be found in Francoforte et al. (2007). 
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Figure 47. Test setup and the instrumented steel beam 
 
Figure 48. The node numbers of the beam 
Although it is a simple laboratory specimen, the beam is densely instrumented with a 
number of sensors and it is tested for many different structural configurations. The beam is tested 
for different boundary conditions (Table 2). The total number of dynamic and static sensors is 29 
(i.e. seven accelerometers, seven displacement gages, seven tiltmeters and eight strain gages 
(Figure 48)). However, only acceleration data is collected during the ambient vibration tests. The 
results presented in this study are obtained by using the ambient acceleration data, which was 
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generated by random hand tapping of two researchers simultaneously. Figure 49 (a) shows the 




      
 (b) (c) 
Figure 49. Example pictures showing different BC (a) the pin support for BC1 (b) four 
Duro50 pads for BC2 (c) five Duro70 pads for BC4 
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Table 2. Boundary conditions of the test beam 
Name Boundary Condition (BC) 
BC1 Pin supports at each support 
BC2 4 Duro50 pads at node 1; Pin/shims at node 7 
BC3 5 Duro50 pads at each support 
BC4 5 Duro70 pads at each support 
 
As discussed in previous sections, the ambient vibration data is first processed (averaged) 
by using RD to obtain pseudo (un-scaled) free responses. Then, the AR models are fitted to the 
averaged data to obtain the condition indicating features. There are a number of different crucial 
parameters for the analysis such as the size of the data blocks, the reference channel for the RD 
and the model order of AR models. A sensitivity analysis concerning these parameters can reveal 
important information about the effects of these parameters on the identified features; however, it 
is beyond the scope of this study. 
The ambient data is collected from each channel for approximately ten minutes with a 
sampling frequency of 800 Hz. 23 blocks of 20000 points with 50% overlap are used for each 
boundary condition. Reference channel for RD is Node 6 and each data block has 1024 points 
after averaging with RD. The model order p for AR models is three and obtained by using partial 
auto-correlation function (Box et al. 1994). Figure 50 (a) shows an example of the ambient data 
collected from the beam. Figure 50 (b) shows the pseudo impulse function obtained with RD, 
which is plotted on top of the pseudo impulse function estimated using the AR model. As it can 
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be seen from Figure 50 (b) and (c), the averaged and estimated data match almost perfectly, 
which indicates that the AR model fitted to the data is working reasonably well. 

































 (a) (b) (c) 
Figure 50. Time history data (a) Ambient data (b) Data after averaging with RD plotted with the 
data estimated with AR model (c) A closer look at the figure in (b) 
After constructing the AR models, the coefficients of these models are used as the 
damage indicating features. Note that, for each BC, there are 23 data blocks, which means there 
are 23 sets of feature vectors each containing three AR coefficients. Then, all of these features 
are used to calculate the Mahalanobis distance between the features coming from different BC. 
The threshold value for the separation is obtained by using the methodology described in the 
previous sections and it is set as 35. Before discussing the results coming from different BC, the 
validity of the threshold value is investigated by using the experimental data. Figure 51 shows 
the Mahalanobis distance of two baseline data sets (first and second half of one data set). It is 
observed that most of the values are under the threshold value verifying the numerically obtained 
threshold value. Figure 52 compares the features coming from BC1 and BC2 for the seven 
nodes. The first half of the features (stars) is coming from BC1 whereas second half (circles) 
represents the BC2. It is clearly seen from the plots that the two BC can be well separated by 
using Mahalanobis distance. In another study, the authors also used K-Means clustering to 
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separate the same data however it was shown that K-Means clustering did not perform 
satisfactorily for this case (Gul et al. 2007). An important point to notice from Figure 52 is that 
although the difference between data sets is clearly seen, no information about the location of the 
change is obtained. Similar plots are shown in Figure 53 and Figure 54 where BC 1 vs. BC 3 and 
BC1 vs. BC4 are presented respectively. It is observed that different boundary conditions are 
successfully differentiated by using the methodology described in this text. An important point to 
re-emphasize is that the location of the change is not revealed from the results. It is observed that 
the separation is better for the data coming from the inner nodes compared to the support nodes. 
It is evident from the figures that as the vibration level increases for a node, a better separation is 
obtained. For example, looking at Node 1 and Node 7 in Figure 53 and Figure 54, it is seen that 
the features are not separated clearly, even though the change has been made at these locations. 
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Figure 54. Mahalanobis distances for BC1 vs. BC4 
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In order to demonstrate the improvement when AR modeling is used in conjunction with 
the RD approach, the same data sets are analyzed with and without using RD. When RD is not 
employed, the data is normalized simply by subtracting the mean from the data and dividing it to 
the standard deviation in order to minimize the loading effects on the data (Sohn et al. 2001). All 
other parameters are kept the same as the case where RD is used. Figure 55-Figure 58 illustrate 
the results of the analysis without using RD before constructing the AR model. Comparing these 
figures with Figure 51-Figure 54, it is observed that the separation between baseline and 
damaged data is better when RD is used for the data analysis. 
BC1, data set 1




















































































































































Figure 58. Mahalanobis distances for BC1 vs. BC4 (when RD is not used) 
3.4.2. Test Grid 
For this part of the study, the same grid structure discussed in previous chapter was used. 
Damage cases are also same as the ones discussed in the previous chapter. The test grid is 
excited by random hand tapping of two researchers simultaneously, as in the test beam case, to 
create ambient excitation. Sampling rate is 400 Hz for the experiments. There are 23 data blocks 
for each case. The acceleration data is averaged by using RD where the reference channel for RD 
process is Node 2 (the location of Node 2 can be seen in Figure 59). The model order for the AR 
models has been determined to be 10. The threshold is calculated as 180. 
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Baseline Case (BC0) 
Before the analysis of the data from the damage cases, it is investigated whether the data 
coming from the baseline (healthy) grid structure is under the determined threshold value or not. 
Figure 59 shows analysis results of the baseline data acquired on the same day (first and second 
half of one data set). It is seen from the figure that all the values are under the threshold value 
(no false positives). Furthermore, another baseline data, which was acquired three months before 
the tests, is also used for this part of the analysis. It is shown in Figure 60 that all the data points 
are again under the threshold values. This indicates that the numerically evaluated threshold 
value is consistent with the experimental results. 












Healthy Case (June, 2005) 
Healthy Case (June, 2005)
Threshold





































Figure 59. Verification of the threshold value with experimental data (both data sets acquired in 
the same day) 
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Healthy Case (June, 2005) 
Healthy Case (March, 2005)


























Figure 60. Verification of the threshold value with experimental data (data sets acquired at 
different times) 
 
Damage Case 1 (DC1): Moment release at N3 and N10 
After the baseline cases, the data from the damaged structure is examined. Figure 61 
shows that around 50% of the damage features are above the threshold for DC1. It is noted that 
the number of false negatives is close to unacceptable levels, whereas a distinction between 
healthy and damaged cases is still somewhat observable. It should be emphasized at this point 
that although the same damage was identified using modal curvature with impact test data in the 
previous chapter, this damage case was not successfully identified using pseudo-flexibility where 
ambient data was used. Comparing Figure 40 and Figure 61, it is seen that both of the 
methodologies show some difference between BC0 and DC1, however, it is not very clear if this 















































































































Figure 62. Mahalanobis distance plots for Plate Removal case 
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Damage Case 2 (DC2): Moment release and plate removal at N3 
Figure 62 shows the same plots for DC2 where it is seen that a clearer separation of the 
features is achieved. These results are noteworthy since the damage was not successfully 
identified by using the ambient data in the previous chapter. 
Damage Case 3 (DC3): Scour at N4 
For the scour case, again the features coming from the damaged state can be separated 
from the baseline case as seen in Figure 63. One point that should be observed from the figure 
that, the Mahalanobis distances for N3 is higher than those for N4. This is one of the 
disadvantages of the methodology since it does not give any information about the location of 
the methodology. 























































Figure 63. Mahalanobis distance plots for the Scour case 
 84
Damage Case 4 (DC4): Boundary restraint at N7 and N14 
As for DC4 (Figure 64), the majority of the values are still above the threshold value; 
however, some false negatives are also observed. This is not an expected situation since as it was 
shown in the previous chapter; the configuration of the structure is changed considerably for 
DC4. It was previously shown that the damage was identified and located by using pseudo-
flexibility. 























































Figure 64. Mahalanobis distance plots for Restraint Supports case 
3.4.3. Discussions on Experimental Studies 
The results presented above sections show that the methodology is capable of detecting 
changes in the test structures for most of the cases. However, the methodology does not provide 
enough information to locate the damage. It should also be noted that there are a number of 
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issues to be solved before the methodology can be successfully applied to real life structures in 
an automated SHM system. 
First, it was noted that determining the right threshold value is one of the important issues 
to solve. The threshold value depends on both the length of the feature vector and the number of 
the features in the vector. Therefore, a different threshold value might be obtained when a 
different model order is used since the AR model order determines the length of the feature 
vector. It was also noted that determining this threshold is not a trivial problem and it might 
require some trial and error process during the monitoring process. If the threshold is set too low, 
most of the healthy data can be identified as outliers, increasing the number of the false positives. 
On the contrary, if the threshold value is set too high, data coming from damaged structure can 
be classified as inliers. This is not a desired situation, either. Further investigation is needed for 
demonstration of the threshold value for an automated SHM application. 
Second, determining the order of the AR model in an automated SHM system might be 
difficult. A high model number might be required for complex structures (and therefore a longer 
feature vector) and this can make it more difficult to identify the outliers because of ‘the curse of 
the dimensionality’. For example, it is shown in this study that the model order p for the beam 
structure is three whereas it is ten for the grid structure suggesting that the model order number 
increases as the complexity of the structure increases. This number might be quite high for a real 
life structure such as a long span bridge. 
Next, it is also seen from the results that for an automated SHM system it might be 
necessary to set certain rules about the number of outliers so that a decision can be made whether 
damage has occurred in the structure or not. For example, if a certain number of the new data 
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points are determined as outliers, then it might indicate a possible structural change and then 
further precautions can be taken. After determining that a structural change has occurred, more 
rigorous analyses can be conducted by using different methodologies to determine the location, 
severity, and the nature of the change. 
Another issue is the effect of environmental and operational changes. It should be noted 
that using an AR model, a model of the signal rather than the structure itself is created. 
Therefore, the model might be affected by these exogenous outputs, and some discrepancies 
might be encountered in outlier detection process. However, the use of RD before constructing 
the AR models mitigates the effects caused by the ambient loading and allows creating more 
consistent models. For further verification of the methodology for environmental and operation 
effects, the methodology should be tested with experiments where these effects are also included. 
Ultimately, the methodology should be verified by using data coming from different real life 
structures. 
3.5. Summary 
In this chapter, a statistical pattern recognition methodology was investigated in the 
context of SHM by using different laboratory structures. AR modeling is used in conjunction 
with Mahalanobis distance-based outlier detection algorithm to identify the damage in the 
structures. RD method is used for data normalization (averaging) and AR models are fitted to the 
averaged data. The use of RD method enables elimination of the random loading effects on the 
structure and it makes it easier to fit the AR model to the data. 
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A simply supported steel beam and a complex steel grid structure are used for the 
laboratory experiments. A number of different tests are conducted by applying various damage 
scenarios to the structures. It is shown that different boundary conditions in the beam were 
identified successfully by using the methodology. Furthermore, comparative analyses showed 
that using RD for averaging improves the methodology and a better separation is obtained during 
the outlier detection process. The methodology gave successful results for the grid structure most 
of the time. However, it was also observed that the methodology did not perform as successful 
for some cases, such as the DC4. 
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CHAPTER 4. A NEW METHODOLOGY FOR IDENTIFICATION, LOCALIZATION 
AND QUANTIFICATION OF DAMAGE 
4.1. Introduction 
As it was mentioned in the previous chapter, one common approach to extract damage 
sensitive features (or damage features) from SHM data is to use time series analysis. Time series 
analysis employed as a non-parametric method (also known as data driven methods) has gained 
considerable attention recently since their implementation for an automated SHM system is 
relatively more feasible compared to other damage detection methodologies such as parametric 
(physics-based) or model updating. This analysis approach mainly fits time series models to the 
vibration data and then aim to detect the damage by extracting features such as curve fit 
coefficients or error terms. In other words, some of these methodologies directly compare the 
time series models whereas some of them use the residual errors when the new data is used with 
the previously created model. These methodologies usually make use of AR (Auto-Regressive) 
and ARX models (Auto-Regressive models with eXogenous outputs) to detect the damage in a 
statistical manner (Sohn et al. 2000; Sohn et al. 2001; Chang et al. 2003; Nair et al. 2006; 
Omenzetter and Brownjohn 2006; Zhang 2007; Zheng and Mita 2007; Carden and Brownjohn 
2008; Gul and Catbas 2009). Although these methodologies are generally successful in 
identifying the presence of the damage (i.e. level 1 damage identification), most of them give 
limited information about the location and/or severity of the damage (i.e. level 2 and/or level 3 
damage identification). 
In addition to the studies discussed in the previous chapter, there are a few other studies 
which are related to the content of this chapter. Lu and Gao (2005) used a modified ARX model 
 89
for damage identification and localization. The acceleration response at one location was chosen 
as the input to their ARX model to predict the outputs at the other locations of the structure. In 
their study, an ARX model is created for the healthy structure. Then the same model is used to 
predict the outputs of the damaged structure. The residual error of the model reflects the 
structural change and the standard deviation of the residual error is selected as the damage 
sensitive feature. The researchers used two shear-type numerical spring mass models for 
verification of the methodology and showed that their approach was successful for identification 
and localization of the damage in those models for noise free data. In another study, a similar 
methodology was adapted by Monroig and Fujino (2006) where the researchers used a second 
order multivariate ARX models with data (with 1% additional noise) coming from simulations of 
a building model. They showed that the methodology was able to identify and locate the damage 
in the case of numerical study although there are some false-positive and false negative results. 
Time series modeling has a great potential for damage detection applications. However, 
there is still a need for a reliable time series analysis methodology for three levels of damage 
detection. In this chapter, a robust and practical methodology is developed for identifying, 
locating, and quantifying the damage by using time series analysis. In order to achieve this goal, 
ARX models are created for different sensor clusters and different damage sensitive features are 
extracted from these models. These features are then used for identifying, locating and 




4.2. Theoretical Background: Time Series Modeling for Structural Dynamics 
The equation of motion for an N Degrees of Freedom (DOF) linear dynamic system can 
be written as in Eqn. (42). 
 f(t)Kx(t)(t)xC(t)xM =++ &&&  (42) 
where is the mass matrix, is the damping matrix and  is 
the stiffness matrix. The vectors and  are acceleration, velocity and displacement, 
respectively. The external forcing function on the system is denoted with . The same 
equation can be written in matrix form as shown in Eqn. 
NNM ×ℜ∈ NNC ×ℜ∈ NNK ×ℜ∈
)(),( txtx &&& )(tx
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The equality in Eqn. (44) is obtained if the first row of Eqn. (43) is written separately. By 
rearranging Eqn. (44), it is seen in Eqn. (45) that the output of the 1st DOF can be written in 
terms of the excitation force on 1st DOF, the physical parameters of the structure, and the outputs 
of the other DOFs (including itself). Furthermore, in case of free response, the force term can be 
eliminated and the relation is written as shown by Eqn. (46). 
 ( ) ( ) ( ) 1111111111111 fxkxkxcxcxmxm NNNNNN =++++++++ L&L&&&L&&  (44) 
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It is seen from Eqn. (46) that if a model is created to predict the output of the first DOF 
by using the DOFs connected to it (neighbor DOFs); the change in this model can reveal 
important information about the change in the properties of that part of the system. Obviously, 
similar equalities can be written for each row of Eqn. (43) and different models can be created 
for each equation. Each row of Eqn. (43) can be considered as a sensor cluster with a reference 
DOF and its neighbor DOFs. The reference DOF for Eqn. (46), for example, is the first DOF and 
neighbor DOFs are the DOFs that are directly connected to the first DOF. Therefore, it is 
proposed that different linear time series models can be created to establish different models for 
each sensor cluster and changes in these models can point the existence, location and severity of 
the damage. The details of the methodology are explained in the following sections. 
As explained in the previous chapter, a general form of a time series model can be written 
as in Eqn. (47) and an ARX model is shown in Eqn. (48). 
 D(q)e(t)B(q)u(t)A(q)y(t) +=  (47) 
 e(t)B(q)u(t)A(q)y(t) +=  (48) 
The core of the methodology presented in this part is to create different ARX models for 
different sensor clusters and then extract damage sensitive features from these models to detect 
the damage. In these ARX models, the y(t) term is the acceleration response of the reference 
channel of a sensor cluster, the u(t) term is defined with the acceleration responses of all the 
DOFs in the same cluster while e(t) is the error term. Eqn. (49) shows an example ARX model to 
estimate the 1st DOF’s output by using the other DOFs’ outputs for a sensor cluster with k 
sensors. 
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 [ ] e(t)(t)x(t)x(t)xB(q)(t)xA(q) Tk += &&L&&&&&& 211  (49) 
To explain the methodology schematically, a simple 3-DOF model is used as an example. 
Figure 65 shows the first sensor cluster for the first reference channel. The cluster includes first 
and second DOFs since the reference channel is connected only to the second DOF. The input 
vector u of the ARX model contains the acceleration outputs of first and second DOFs. The 
output of the first DOF is used as the output of the ARX model as shown in the figure. When the 
second channel is the reference channel, Figure 66, the sensor cluster includes all three DOFs 
since they are all connected to the second DOF. The outputs of the first, second and third DOFs 
are used as the input to the ARX model and then the output of the second DOF is used as the 
output of this model. Likewise, for the reference channel three, Figure 67, the inputs to the ARX 
model are the output of the second and third channels and the output of the model is the third 
channel itself. The equations of the ARX models created for the example system are shown in 
Eqns. (50)-(52). 
 
1m  2m  
1 1,k c  2 2,k c  3 3,k c  
3m  
1x  2x  3x  
Reference channel 
for the first cluster
ARX Model 1Inputs to the model Output1x
.. .. ..
..
First sensor cluster  
Figure 65. Creating different ARX models for each sensor cluster (first sensor cluster) 
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Figure 66. Creating different ARX models for each sensor cluster (second sensor cluster) 
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3xARX Model 3 OutputInputs to the model






Figure 67. Creating different ARX models for each sensor cluster (third sensor cluster) 
 [ ] (t)e(t)x(t)x(q)B(t)x(q)A T 121111 += &&&&&&  (50) 
 [ ] (t)e(t)x(t)x(t)x(q)B(t)x(q)A T 2321222 += &&&&&&&&  (51) 
 [ ] (t)e(t)x(t)x(q)B(t)x(q)A T 332333 += &&&&&&  (52) 
After creating the ARX models for the baseline condition, two different approaches are 
presented for detecting damage. Approach I is based on the assumption that the comparison of 
the coefficients of the ARX models for each sensor cluster before and after damage (Figure 68) 
will give information about the existence, location and severity of the damage. For Approach II, 
the fit ratios of the baseline ARX model when used with new data is employed as a damage 
sensitive feature. The details about the two approaches are presented in the next sections. 
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Figure 68. Comparing the ARX models for each reference channel to identify, locate and 
quantify the damage 
4.3. Approach I: Ratio of the ARX model coefficients as the Damage Feature (DF) 
As explained in the previous sections, two different approaches are used for comparison 
of the ARX models, i.e. two different Damage Features (DF) are extracted from these models. 
For Approach I, the “B” term coefficients of the ARX models are selected as the DF (Gul and 
Catbas 2008). It is shown that the change in these coefficients can be attributed directly to the 
stiffness change in the structure for simple and noise free models. This practical analysis gives 
exact identification, localization, and quantification and damage. However, it is also observed 
that when there is noise in the data, this approach will not perform satisfactorily and it needs to 
be modified. 
4.3.1. Demonstration with a 4 DOF system 
For verification of the Approach I, it is applied to a numerical 4 DOF system. The system 
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is shown in Figure 69 and its properties can be summarized as: 8.01 =m , , 22 =m 2.13 =m , 
, , , , 6.04 =m 201 =k 102 =k 153 =k 104 =k  and 255 =k . The damping matrix is defined as 
. The structural system being used in this study is very similar to the 












Figure 69. The numerical model to generate data from simulations (similar to the model used in 
Lus et al. (2003)) 
First, the free response (acceleration) of the healthy system is simulated. Then four ARX 
models are created for four sensor clusters for the baseline case. The models for each sensor 
cluster are given in Eqns. (53)-(56). The model orders for the ARX models are selected as na=1, 
nb=2. Since it is a simple model without any noise in the data, these model orders are observed to 
be sufficient to obtain a very accurate model. Figure 70 shows the measured free response of the 
first DOF and the output of the ARX model for the first sensor cluster. It is seen that there is a 
perfect match meaning that the output of the first DOF can be estimated without any error by 
using the ARX model. The damage simulations and the results are discussed in the following 
sections. 
 [ ] (t)e(t)x(t)x(t)x(q)B(t)x(q)A T 1321111 += &&&&&&&&  (53) 
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 [ ] (t)e(t)x(t)x(t)x(t)x(q)B(t)x(q)A T 24321222 += &&&&&&&&&&  (54) 
 [ ] (t)e(t)x(t)x(t)x(q)B(t)x(q)A T 3321333 += &&&&&&&&  (55) 
 [ ] (t)e(t)x(t)x(q)B(t)x(q)A T 442444 += &&&&&&  (56) 


















Predictions (from ARX model)
 
Figure 70. “Measured” vs. predicted output response of the 1st DOF 
Case 1-1: 10% stiffness reduction at k3 (k3=13.5), noise free data 
For this damage scenario, the stiffness coefficient of the spring between m2 and m3 is 
reduced by 10% (k3=13.5). Then, four new ARX models are created as it was done for the 
baseline case. The model orders are kept same, i.e. na=1, nb=2. The B term coefficients of each 
ARX model of the damaged structure are compared to the counterparts obtained with the 
baseline data. The results are summarized in Table 3. 
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Table 3. DF change (%) with respect to location when k3=13.5 (10% stiffness loss between 
DOFs 2 and 3) 
 
Measurement 
Location DOF 1 DOF 2 DOF 3 DOF4 
DOF 1 0.00 0.00 0.00 n/a 
DOF 2 0.00 0.00 -10.00 0.00 
DOF 3 0.01 -10.00 0.00 n/a 
DOF4 n/a 0.00 n/a 0.00 
The first row of the table shows the change in the mean of the B term coefficients (there 
are two B term coefficients since the nb is 2) of the ARX model for the first sensor cluster. The 
‘n/a’ in the fourth column of the first row indicates that fourth DOF is not included in the first 
sensor cluster. Looking at the table, it is observed that the DF between m2 and m3 has decreased 
whereas the other coefficients have remained constant. Moreover, it is seen that the decrease is 
10% indicating the extent of the damage exactly. The results shown in the table clearly indicate 
that the methodology was successful for identifying, locating and quantifying the damage for the 
4 DOF system. Finally, note that there are no false positives, i.e. there is no change in DF for 
other DOFs. 
Case 1-2: Multiple damage at three locations, noise free data  
Having showed that the proposed methodology was successfully applied to identify, 
locate and quantify the damage, a multi damage scenario is applied to the same model. Stiffness 
reductions at three different locations are applied simultaneously, i.e. k2=9, k3=12.75, k4=9.5 
(10%, 15% and 5% stiffness losses, respectively). It is seen in Table 4 that the DF between first 
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and second DOFs, first and third DOFs; and second and fourth DOFs have changed almost 
exactly as the applied damage ratios. Results indicate that the methodology was very successful 
for three levels of damage identification when there is multiple damage. 
Table 4. DF change (%) with respect to location when k2=9, k3=12.75, k4=9.5 (multiple damage 
with 10%, 15% and 5% stiffness losses) 
 
Measurement 
Location DOF 1 DOF 2 DOF 3 DOF4 
DOF 1 0.00 -9.97 0.02 n/a 
DOF 2 -10.00 0.01 -15.00 -5.00 
DOF 3 0.00 -14.99 0.01 n/a 
DOF4 n/a -5.00 n/a 0.00 
 
Case 1-3: 10% stiffness reduction in k3 (k3=13.5), with 5% noise 
Although very successful results have been obtained with noise free data, Approach I is 
not successful in identifying the damage when noise is present in the data. To show this 
handicap, Case 1-1 is now repeated with 5% artificial white noise added to the data. Table 5 
shows that the DF changes do not give meaningful information about the damage, its location or 
severity. 
The findings presented in Table 5 do not improve by increasing the model order number 
although a better fit to the data is obtained. The results obtained by Approach I for noisy data 
might be caused by the fact that linear regression solution assumes that the data in the Y and X 
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matrix in Eqn. (38) are noise-free. Other techniques for the numerical solution may further be 
explored to obtain better results but it is not pursued in this study since Approach II, which will 
be discussed later, provided very satisfactory results. Another disadvantage of Approach I is that 
it does not work properly for complex models. Considering these shortcomings, it is clear that 
the methodology will have limitations in real life applications. Therefore, Approach I is 
improved in the next section to consider the effect of noise and model complexity. The modified 
approach is referred as Approach II and is discussed in the next sections. 
Table 5. DF change (%) with respect to location when k3=13.5 (10% stiffness loss) with 5% 
noise added to the simulation data 
 
Measurement 
Location DOF 1 DOF 2 DOF 3 DOF4 
DOF 1 65.94 952.78 195.45 n/a 
DOF 2 -4.37 -15.10 -159.51 -671.44 
DOF 3 -57.04 -27.13 -21.27 n/a 
DOF4 n/a 60.02 n/a -9.21 
4.4. Approach II: Fit ratio of the data as the Damage Feature (DF) 
For this approach, the first step of the methodology remains same, i.e. ARX models are 
created for each sensor cluster for the baseline case. Then these models are used to predict the 
output of the damaged structure for the same sensor clusters. The difference between the fit 
ratios of the models is used as the DF (Gul and Catbas 2009). The Fit Ratio (FR) of an ARX 
model is calculated as given in Eqn. (57). 
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FRRatioFit  (57) 
where {  is the measured output, }y { }ŷ  is the predicted output, { }y is the mean of { }y  and 
{ } { }yy ˆ−  is the norm of { } . The DF is calculated by using the difference between the FRs 










DFFeatureDamage  (58) 
4.4.1. Demonstration with a 4 DOF system 
The second approach is demonstrated with the same numerical model used in the 
previous section. Different cases are created to show that Approach II is successful at 
identifying, locating and quantifying the damage for noisy cases. The cases are explained below. 
Determining the threshold 
Before damage identification with noisy data, the threshold for the DF under noisy 
conditions should be established so that the change in the DF due to the noise can be separated 
from the change due to damage. To define the threshold level, a method similar to one used in 
the previous chapter is adapted. For this case, 10% random noise is added to two healthy data 
sets separately. There is no additional damage applied to the structure. Then the change in the DF 
is computed. This process is repeated 1000 times independently to create a statistically 
meaningful threshold level. To create a 99.9% confidence level for the threshold, the 999th 
highest DF is selected as threshold. 
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By calculating this threshold, we ensure that not every change in the DF is attributed to 
damage. If the change in DF is under the threshold level, this change could have been caused by 
noise in the data or by the damage. The results for the threshold are shown in Figure 71. It is 
observed that the threshold values for each DOF are very close to each other and it is around 0.5. 
Although the threshold is different for each channel, the highest one (0.5239) will be used as the 

























Threshold = 0.5098 DOF 1
DOF 2
DOF 3
DOF 4Threshold = 0.5114
Threshold = 0.4818
Threshold = 0.5239 Highest selected for all DOFs
 
Figure 71. Thresholds for each DOF 
Case 2-1: 10% stiffness loss in k3 (k3=13.5), with 10% noise 
After setting up the threshold value, damage simulations are conducted. For this case, the 
stiffness value of the spring between m2 and m3 is decreased by 10% as in Case 1-1. In addition, 
10% random white noise is added to the data. Then the DFs are calculated for each DOF by 
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using Approach II. This process is repeated independently 100 times. Figure 72 shows that the 
highest DF values are obtained for DOF 3 and it is considerably higher than the threshold value. 
Moreover, DFs for DOF2 are higher than the threshold value (except five points out 100). 
Finally, the DFs for DOF1 and DOF4 are under the threshold value for all the simulations. These 
results clearly show that there is a structural change and it is occurred close to DOF 2 and DOF 
3. This is consistent with the applied damage where the stiffness value between m2 and m3 is 
decreased by 10%. The change in the DF for DOF 3 is higher than DOF 2 because DOF 3 is 
connected to two other DOFs and a change in one of those connections affects it more compared 
to DOF 2, which is connected to three DOFs. From this case, it is observed that damage is 
identified and located successfully for noisy data. 
 


























Figure 72. DFs for Case 2-1  
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Case 2-2: 20% stiffness loss in k3 (k3=12), with 10% noise 
After showing that damage can be identified and located with noisy data by using 
Approach II, the stiffness reduction is doubled to see if the severity of the damage can be 
determined by using the second approach. In this case, the stiffness coefficient between m2 and 
m3 is decreased 20%. Comparing Figure 72 and Figure 73, the DFs for DOF 2 and DOF 3 
increased almost 2-3 times, which is consistent with the increase in the damage induced to the 
structure. It is observed that, in addition to existence and location, the severity of the damage can 
be observed by using Approach II. Also note that, increasing the damage between DOF 2 and 
DOF 3 did not increase the DFs for DOF 1 and DOF 4 and they are still under the threshold. 
 




























Figure 73. DFs for Case 2-2 
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Case 2-3: Multiple damage case, with 10% noise 
This is the final case for the 4 DOF system where multiple stiffness reductions are 
applied to the structure simultaneously to investigate the capability of the methodology to 
identify multiple damage cases using noisy data. For this case, a 40% stiffness reduction is 
applied to k1 (k1=12) and 20% stiffness reduction is applied to k3 (k3=12) at the same time where 
the noise ratio is 10%. It is clearly apparent from Figure 74 that the severe damage at the first 
DOF is identified and located successfully. Furthermore, the DFs for DOFs 2 and DOF 3 are at 
about the same level with the ones shown in Figure 73. Also, note that the DFs for DOF 1 are 
almost two times as DFs for DOF 3 showing that the severity of the damage is determined 
successfully, too. Finally, it is observed from the figure that DFs for DOF 4 are still under the 
threshold and very close to zero giving no false positives about DOF 4. 





























Figure 74. DFs for each DOF for Case 2-3 
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4.4.2. Application of the Methodology to Numerical Benchmark Data 
After showing that Approach II is successfully used to identify the damage induced to the 
4 DOF numerical model, its capability with a more complex model is investigated. For this part 
of the study, the numerical model of the first phase of a Bridge Health Monitoring Benchmark 
Problem (Catbas et al. 2006) was used. 
The numerical benchmark problem was prepared by using a detailed Finite Element (FE) 
model of the test specimen. The FE model consists of 181 elements, 176 nodes, and 1056 
degrees of freedom. A number of different damage cases with different levels can be simulated 
with the model such as reduced stiffness at connections, boundary condition change and scour. 
The damage cases simulated with the numerical model are slightly different from the 
experimental cases discussed in the previous sections. However, similar cases are selected for the 
numerical studies to be able to make better comparisons. Different types of sensors, such as 
accelerometers, strain gages and displacement gages, can be placed on the model to collect static 
and dynamic data under various loading conditions, e.g. static, impact, random, and traffic 
loading. Caicedo et al. (2007) discusses more details about the numerical model and benchmark 
study. The user interface of the benchmark program can be seen in Figure 75. 
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Figure 75. The user interface of the benchmark program 
Eight accelerometers are placed on the model to collect the vertical acceleration at all of 
the corner nodes except supports (N2, N3, N5, N6, N9, N10, N12, and N13 in Figure 76). The 
free response data was obtained from the impact test simulations. The accelerations of the 
support nodes are not included in the model since they were practically zero and this created 
instability in the ARX models. Eight different sensor clusters were created for each reference 
channel and these clusters are shown in Table 6. The inputs and outputs of the ARX models for 

















Figure 76. Node numbers for the numerical benchmark problem 
 
Table 6. The inputs and outputs of the ARX models created for the benchmark problem 
Sensor Cluster 
Output of the ARX Model 
(Reference Channel) 
Inputs of the ARX Model 
1 N2 N2, N9, N3 
2 N3 N2, N3, N10, N5 
3 N5 N3, N5, N12, N6 
4 N6 N5, N6, N13 
5 N9 N9, N2, N10 
6 N10 N9, N10, N3, N12 
7 N12 N10, N12, N5, N13 
8 N13 N12, N13, N6 
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Determining the Threshold 
The threshold for the benchmark problem is also calculated as explained in the previous 
sections. One thousand independent simulations were carried out with 10% noise added to data 
and the 999th highest DF is selected as the threshold with a confidence level of 99.9%. The 
threshold value for each node is very close yet different from each other and it is about 0.7. The 
threshold is set to the highest value (0.7108) as shown in Figure 77. 
0
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Figure 77. Threshold for the Benchmark Problem 
Case 3-1: Moment release at N3, with 10% noise 
For this damage scenario, the moment connection of the transverse member at N3 is 
released. In real life, this damage case corresponds to slight local stiffness loss due to loosening 
or removing the bolts at one connection. Then the DFs are calculated by using the ARX models 
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for each sensor cluster. The results are shown in Figure 78. It is seen from the figure that almost 
all the DFs are under the preset threshold value. This result is rather reasonable since removing 
just eight bolts in a highly redundant structure does not impact the operational response of the 
structure, thus does not create significant difference in the data especially when there is 10% 
artificial noise. 


































Figure 78. DFs for Case 3-1 
Case 3-2: Moment release and plate removal at N3, with 10% noise 
This case may be considered as a more severe version of Case 3-1 because the gusset 
plate at node N3 is removed in addition to the bolts. This case is the numerical version of the 
experimental DC2 discussed in the previous chapters. The DFs for this case are calculated and 
plotted in Figure 79. It is observed that DFs coming from N3, N2, N10 and N5 are higher than 
the threshold indicating there is a change in the structure around these nodes. Since the DFs for 
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N3 are considerably higher than the other ones, it can be concluded that damage has occurred 
very close to this node. Also, note that the DFs for N2 are well above the threshold, too. The DFs 
for N5 and N10 are also above the threshold. This is because these three nodes are the neighbor 
nodes of N3 (i.e. they are in the same sensor cluster) and removing the gusset plate at N3 affects 
the stiffness between N2 and N3, N3 and N5; and finally N3 and N10. The highest effect is seen 
between N2 and N3 since they are on the main girder. Finally, note that the DFs for the other 
nodes are under the threshold level. Hence, it is evidenced that the methodology is successful at 
detecting and locating the damage in the benchmark problem for this case. 





















































Figure 79. DFs for Case 3-2 
Case 3-3: Moment Release and plate removal atN3 and N10, with 10% noise 
For this damage case, the bolts and gusset plates at nodes N3 and N10 are removed at the 
same time. As shown in Figure 80, similar results to the previous case are obtained. However, 
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this time it is seen that the DFs for N10 have gone up to the same level as N3 since the gusset 
plate at that node is also removed. Furthermore, the DFs for N9 are now also higher than the 
threshold since removing the gusset plate at N10 creates a stiffness loss between N9 and N10. 
Another difference is that for this case the DFs for N5 are not above the threshold since the 
damage is now more symmetrical, the effect of the stiffness reduction at N5 is not as obvious as 
the previous case. This is also partly because there is a support between N3 and N5. 





















































Figure 80. DFs for Case 3-3 
Case 3-4: Boundary restraint at N7, with 10% noise 
This damage scenario is simulated in the model by removing the moment release at node 
N7, i.e. making it a fixed support. This damage case is created to simulate some unintended 
rigidity at a support caused by different reasons such as corrosion or frozen bearings. Figure 81 
shows that the DFs for all nodes are now above the threshold. DFs for N6 and N5 have increased 
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dramatically showing that damage is very close to N6 and N5 (note that data from the support 
nodes including N7 was not used in the models). DFs for the other nodes are considerably less 
than these two nodes but higher than the threshold value since the boundary condition change 
affects the structure as a whole. 




















































Figure 81. DFs for Case 3-4 
Case 3-5: Boundary restraint at N7 and N14, with 10% noise 
This case can be considered as the numerical version of the experimental DC4. It should 
be re-emphasized here again that the data coming from N7 and N14 are not used in the ARX 
models since they were practically zero. Figure 82 shows that the DFs for N6 and N13 are very 
close to each other because they are the closest nodes to the damage location (N7 and N14). 
Another observation is that the DFs for N5 and N12 are also very high because they are in the 
same span with the changed boundary condition. Finally, the nodes in the other span (N2, N3, 
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N9 and N10) are also above threshold since they are affected by the boundary condition change 
however they are considerably less than the other nodes. The log scale plot in Figure 83 
illustrates the DFs for N2, N3, N9 and N10 better, where it is clearly observed that N2 and N9 
have the smallest DFs since they are the furthest away nodes from the damaged nodes. 






















































Figure 82. DFs for Case 3-5 (linear scale to show the general view of the DFs) 
4.5. Application of the New Methodology to Experimental Data 
After showing that the methodology is successfully applied to different numerical models 
for damage detection, its capability for damage detection with experimental data is investigated. 
In this part, the experimental data, which was used in the previous two chapters, is used. The 
results are explained in the following sections. The model orders ARX models are determined as 
na=1, nb=10. The numerical threshold calculated in the numerical case is used for the 
experimental data. The validity of the numerical threshold was shown previously. 
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Figure 83. DFs for Case 3-5 (log scale to show the details) 
4.5.1. Analysis Results of the Experimental Free Response Data 
For this part, the free responses that are obtained from the impact tests are used. The first 
100 points (out of 4096 data points), which covers the duration of the impulse, of each data set is 
removed so that the impact data can be treated as free responses. Five impact data sets were used 
for each case. 
Damage Case 1 (DC1): Moment release at N3 and N10 
The DFs for DC1 is plotted in Figure 84. It is seen from the figure that the DFs for N9, 
N10 and N3 are higher than the other nodes. This information is showing us that some changes 
have happened around these nodes. This indeed is the case since the bolts connecting the 
transverse member to N3 and N10 are removed, which is affecting these nodes. The effects 
should also be seen on N2 and N9 since these are the closest neighbor nodes. Furthermore, a 
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slight change in the DFs of N5 and N12 is also expected since these nodes are also neighbor 
nodes to N3 and N10. The effect on N9 is clearly apparent from the figure however, the effect on 
N2 is not observed. Furthermore, the DFs for N12 are higher than the threshold and other nodes. 
The effect is seen to a lesser extent because there is the support between N10 and N12. One point 
that should be noted that the DFs for N2 and N5 are not higher than the other nodes although 
they are expected to be. However, if the curvature plots for the same case in the second chapter is 
investigated again (Figure 26), it can be seen that the curvature change at N3 is around 3% 
whereas the change is around 13% for N10. Therefore, it can be commented that the 
experimental damage applied at N3&N10 did not create the same effect on both nodes. The 
results obtained with different methodologies consistently show the difference at these nodes. 
 

































Figure 84. DFs for DC1 using free response data 
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Damage Case 2 (DC2): Moment release and plate removal at N3 
For DC2, Figure 85 shows that the DFs for N3 are considerably higher than the threshold 
and other nodes. This fact is due to the plate removal at this node. It is also observed from the 
figure that the DFs for N2 are also relatively high since N2 is the closest neighbor of N3. Finally 
the secondary effect of the damage on N5 and N10 is also seen. Therefore, the methodology was 
very successful at detecting and locating the damage for this experimental damage case. Another 
note is that since the DFs for N3 considerably higher than the ones presented in Figure 84, it can 
be concluded that a more severe damage has occurred. This is actually the case, since the 
removal of the plate and bolts at N3 has a bigger effect on the structure than just removing the 
bolts. Finally note that the DFs for other nodes are around the threshold showing us that these 
nodes are not affected significantly from the localized damage. 




































Figure 85. DFs for DC2 using free response data 
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Damage Case 3 (DC3): Scour at N4 
Looking at Figure 86, it is apparent that a very important structural change has occurred 
close to N3 and N5. Note that the DFs for these two nodes are around 100. This is because the 
roller support at N4 was removed and this caused the DFs for the two neighbor nodes to increase 
significantly (remember that the data from the support nodes are not used in the analysis). The 
secondary effects of the damage on N2 and N6 are also clearly seen since these nodes are on the 
same girder where the support was removed. Also note that the DFs for other nodes are also 
higher than the threshold since the support removal changes the global condition of the structure 
rather than being a localized damage case like DC1 and DC2. 
 



































Figure 86. DFs for DC3 using free response data 
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Damage Case 4 (DC4): Boundary restraint at N7 and N14 
The results for the final damage case, DC4, are presented in Figure 87. It is seen that the 
DFs for N6 and N13 are considerably higher than the other nodes. This is because of the fact that 
they are the closest nodes to the restrained supports (N7 and N14). The DFs for N5 and N12 are 
also high since they are also affected by the damage. The DFs for the remaining nodes are also 
slightly higher than the threshold since the structure is changed globally for DC4. Finally, note 
that the DFs for N6 and N13 are around 40 which shows that the damage is less severe than DC3 
but more severe than DC1 and DC2. This information is also consistent with the damage cases. 





































Figure 87. DFs for DC4 using free response data 
4.5.2. Analysis Results of the Experimental Ambient Vibration Data 
In this part, the methodology is used in conjunction with RD method for damage 
detection with ambient data. As discussed in previous sections, RD is used to obtain the pseudo-
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free responses from the ambient data. After obtaining these pseudo-free responses, the 
methodology is applied for damage detection. The 5 min long ambient data sets for each case are 
divided into 5 data blocks and then RD is applied to average the data. The number of point used 
for RD is 4096. The model orders for the ARX models are same as the previous section (i.e. 
na=1, nb=10). The results are presented in the following figures. 
Damage Case 1 (DC1): Moment release at N3 and N10 
The DFs for DC1 obtained by using ambient vibration data are presented in Figure 88. It 
is observed that the damage is not clearly apparent from the figure. However, it is also noted that 
the DFs for N3 and N10 (the damaged nodes) are higher than the other nodes in average. It 
should be reminded at this point that this damage case was not clearly identified by using other 
methodologies in the previous chapters (Figure 40 and Figure 61) when the ambient vibration 
data was employed. Comparing the three methodologies, it can be seen that the new 
methodology performed better than the other two. 
Damage Case 2 (DC2): Moment release and plate removal at N3 
The DFs for DC2 obtained with ambient vibration data are presented in Figure 89. It is 
seen that there is a clear sign showing that there has been a change at N3 (where the plate was 
removed). Also, note that the DF values are in good agreement with the free response case 
(Figure 85). Therefore, it can be commented that the damage for DC2 is successfully identified 
and located by using ambient vibration data with the new methodology. 
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Figure 88. DFs for DC1 using ambient data 






























Figure 89. DFs for DC2 using ambient data 
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Damage Case 3 (DC3): Scour at N4 
Figure 90 shows that the DFs for N3 and N5 are significantly high hinting the fact that 
there has been a major change around these nodes (the roller support at N4 is removed). 
Furthermore, the DFs for N2 and N6 are also high because these nodes are on the same girder. 
Therefore, it can be stated the damage for DC3 is also successfully located and quantified by 
using the ambient vibration data. 




































Figure 90. DFs for DC3 using ambient data 
Damage Case 4 (DC4): Boundary restraint at N7 and N14 
The same plot for the final damage case DC4 is presented in Figure 91. It is observed that 
the DFs for N6 and N13 are noticeably higher than the other nodes since they are the closest 
nodes to restrained supports. Furthermore, the effect of the restrained supports is also seen on N5 
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and N12 since they are on the same span. Again, the consistency of the ambient results with free 
response results (Figure 87) should be noted. 



































Figure 91. DFs for DC4 using ambient data 
4.6. Summary 
In this part of the study, a new methodology based on time series analysis is presented for 
damage detection, localization and quantification. In this methodology, ARX models for 
different sensor clusters are created and different Damage Features (DFs) are extracted from 
these models. Two different approaches are introduced where different types of DFs are 
extracted from the ARX models created for the different clusters. 
Approach I is based on direct comparison of the “B” term coefficients of the ARX 
models. This approach is applied to a 4-DOF model for noise-free case and it is shown that 
 123
Approach I is very successful at giving exact information about the existence, location and 
severity of the damage for simple and noise-free models. 
In the second part of the study, Approach II is introduced to consider the effects of the 
noise and model complexity. For Approach II, the fit ratios of the ARX models are used as the 
DFs. This approach is applied to a 4 DOF and to numerical data of an international benchmark 
study. Finally, the methodology is applied to experimental data from the steel grid impact and 
ambient vibration tests. The same damage cases used in previous chapters are used. It is 
demonstrated the damage can be identified, located and quantified by using Approach II for 
noisy numerical data and experimental data. 
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CHAPTER 5. REAL LIFE APPLICATIONS 
5.1. General Remarks 
One of the proposed studies for this dissertation was the implementation of different 
methodologies on laboratory structures (discussed in previous chapters) and a real bridge that our 
research team was planning to start at the time of the proposal defense. The SHM design, 
instrumentation, the data and analysis results from this bridge (Sunrise Bridge), which is a 
movable bridge in Ft. Lauderdale, Florida, was to be presented. Since the project was still 
ongoing during the compilation of this dissertation, it was decided to present the design and 
instrumentation of the Sunrise Bridge. For the analysis of real data Professor Guido De Roeck 
was contacted to obtain data from a past study on the Z24 Bridge in Switzerland. The next 
sections in this chapter will present SHM design and instrumentation of the Sunrise and Z24 
bridges along with analysis of the Z24 data. 
5.2. Monitoring of a Movable Bridge (On-going Project) 
The Florida Department of Transportation owns and operates the largest number of 
movable bridges in the U.S. The 98 movable bridges in Florida are complex structures utilizing 
machinery to open a portion of the bridge allowing for the passage of waterborne traffic. The 
majority of the movable bridges in Florida are of the bascule type, having interior spans called 
"leaves" that rotate upward and away from the centerline of the waterway thus providing a clear 
passage for the marine traffic. 
Movable bridges are commonly used over the waterway especially in flat terrain. These 
bridges also present significant drawbacks and problems associated with the operation and 
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performance. Movable bridge rehabilitation and maintenance costs are considerably higher than 
that of fixed bridges. Deterioration and damage is observed due to the proximity of these bridges 
to waterways, moving parts, friction, and wear and tear of the structural and mechanical 
components. If there are breakdowns, these cause problems for both land and maritime traffic. 
Maintenance costs associated with the operation system and mechanical parts require special 
expertise and may cause extensive repair work. Finally, difficulty in repair works is an issue for 
movable bridges. A malfunction of any component can cause an unexpected failure of bridge 
operation. Electrical and mechanical problems may require experts and may be difficult and time 
consuming to fix. 
Structural health monitoring can be considered as an approach to continuously monitor 
the structural, mechanical, and even electrical components of a movable bridge mainly for bridge 
maintenance and predicting possible problems in advance. Such a monitoring program can 
generate flags and warnings for maintenance to indicate a worsening condition according to 
industry standards, manufacturer recommendations, and/or preset thresholds. Methods and 
approaches discussed in previous chapters can be implemented to track the performance of the 
structure. In addition, root causes of the structural and mechanical problems can be determined, 
and future designs can be improved using the information generated using the monitoring 
system. 
In this part of the dissertation, the design and implementation of a monitoring system on a 
movable bridge in Ft. Lauderdale (Figure 92) will be presented. The selected representative 
movable span (constructed in 1989) is the west-bound span of two parallel spans on Sunrise 
Boulevard in Ft. Lauderdale (Catbas et al. 2009). It has double bascule leaves, with a total length 
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of 117 ft, width of 53.5 ft each 70-ft long, and 40-ft wide, carrying three traffic lanes. The bridge 
opens every 30 minutes when requested and about 10 times a day. 
 
Figure 92. Sunrise Bridge in Ft. Lauderdale, FL 
5.2.1. Design of the Sensor Network 
The data acquisition system (DAS) is a critical component of a structural health 
monitoring system that includes sensors, data acquisition systems, signal processing, 
synchronization, and storage of the data. In this real-life bridge monitoring application, the data 
acquisition equipment is installed in permanent protective and temperature-humidity-controlled-
enclosures located in both machinery rooms at each side of the bridge. The sensors are connected 
by weatherproof cables and specially designed connectors. Since the two leaves of the movable 
bridge are physically separated from each other, wireless communication is provided to ensure 
the data transmission between the leaves of the bridge, and two GPS units are used for 





Figure 93. Data transmission scheme 
The instrumentation plan is designed to monitor the most critical electrical, mechanical, 
and structural components. The current installation consists of an array of 162 channels/sensors. 
These sensors are installed to monitor structural, mechanical, and electrical components of the 
bridge. In addition, a weather station to monitor the environmental factors is also installed. A 
summary of the sensors used in the study is shown in Table 7. 
Details about the sensing units and other data acquisition components can be given as 
follows. Accelerometers: A total of 40 PCB accelerometers are installed. Sixteen sensors (eight 
on the girders of each leaf) are installed to measure vertical (12) and horizontal (4) acceleration. 
Another six are placed on each gearbox and four accelerometers are installed on the electric 
motors to monitor the performance of the mechanical and electrical components. Also, two 
accelerometers are placed on each rack and pinion base for detecting excessive vibration. 
Dynamic strain gages: A total of 36 Hitec weldable dynamic strain gages have been deployed on 
main girders, floor beams, and stringers. Vibrating wire strain gages: 36 Geokon VWSG are 
installed, collecting slow speed temperature and strain data continuously. 
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Table 7. Summary of the installed sensors 
Sensor type   Structural   Mech. and Elect.   Total  
High-speed Strain Gage 36 0 36 
Vibrating Wire Strain Gage 36 0 36 
Strain Rosette 6 16 22 
Tiltmeter 4 4 8 
Accelerometer 16 24 40 
Pressure Gage 4 0 4 
Microphone 0 6 6 
Infrared Temperature 0 2 2 
Video Camera 0 2 2 
Ampmeter 0 6 6 
Total 102 60 162 
Strain Rosettes: 22 Hitec strain rosettes are used in total. Four of these sensors are placed 
on girders at the live-load shoe locations to correlate with traffic loads, another two at the 
receiving encasing for the span locks, and eight sensors at the trunnions vicinities for studying 
the shear on these critical regions. Eight sensors are installed at the main shafts to correlate with 
tiltmeters and monitor the torque/balance on each opening/closing operation. Tiltmeters: A total 
of eight uniaxial Tuff tiltmeters are used. Four are located at the trunnion regions to correlate 
with the torque and calculate the friction/balance of the bridge, and another four are placed at the 
tip of each girder for checking the alignment of both leaves. 
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Pressure gages: Four TPS sensors are placed at the span-lock hydraulic system for 
detecting problems related to alignment between the span-lock bar and the receiver. Infrared 
Temperature sensors: Two noncontact IT Omega transmitters are for measuring anomalies on 
the motor brakes. Amperage meters: Six current sensors are placed to monitor the amperage 
consumption of the motors during the opening/closing operations. Video cameras: Two fire wire 
cameras collect video stream data; one is dedicated to monitor the traffic and the other to detect 
corrosion on the open gears. An Orion weather station is also installed to monitor temperature, 
humidity, rain, and wind intensity/direction to correlate with all the other measurements. 
The SHM system is controlled by two personal computers. All the dynamic sensors are 
connected to two National Instruments SCXI 1001 signal conditioning chassis with its 
corresponding modules: SCXI 1520, SCXI 1102B, SCXI 1531; for strain, voltage, and 
acceleration respectively. The VWSG are controlled by two units CR1000 by Campbell 
Scientific. The sensor and data acquisition system are schematically shown in Figure 94. 
5.2.2. Instrumentation and Data Collection 
The technical challenges associated with field implementation of a structural health 
monitoring program for bridges are commonly related to installation, operation, and maintenance 
of the various components of the monitoring system. Ideally, a structural health monitoring 
system should be designed to operate accurately and reliably with minimal maintenance for the 
entire duration for which the bridge will be monitored. Meeting this standard requires careful 
consideration of the various issues and incorporating some degree of flexibility and redundancy 
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Figure 94. A graphical representation of the DAS components used in the movable bridge project 
Another major challenge in the implementation of SHM system in real life is the 
coordination of fieldwork with infrastructure owners in such a way that sensor and cable 
installation impact the land and maritime traffic minimally. The sensors on the structural 
elements are installed by the help of a snooper truck (Figure 95). An example picture showing 
the installed sensors at the live load shoe area is presented in Figure 96. The same figure 
provides close-up pictures showing some of the vibrating wire and high-speed strain gages and 





5.2.3. Data Analysis Strategies 
As discussed above, different components of the bridge are monitored such as the main 
girders, floor beams, stringers, gearbox, electrical motor, trunnion, brakes, live load shoe, and 
electrical components. It is clear that different methodologies should be employed to obtain the 
most useful information about the safety, reliability, and maintenance of the bridge. First, 
threshold levels for each component during its normal operation will have to be established with 
a statistical confidence interval. Then, the data will be analyzed with different methods to obtain 
the performance features, which are to be continuously compared with the threshold values 
during the monitoring program. The methods investigated and developed in this dissertation can 
be implemented to track the performance and possible damage/deterioration of the movable 
bridge as discussed in the following. 
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Figure 96. Vibrating wire and high speed strain gages and specially designed connectors 
  
Figure 97. Instrumentation of the mechanical parts: accelerometers at the gearbox and strain 
rosettes at the drive shaft 
The parametric methodologies discussed in Chapter 2 can be used for the assessment of 
the structural integrity. The vibration data from the structural elements is employed for modal 
parameter estimation. The modal parameters and modal parameter based damage features such 
as modal flexibility, modal curvature and pseudo-flexibility are continuously identified and 
evaluated for structural damage detection. Second, the proposed ARX based damage detection 
method discussed in Chapter 4 is also implemented as a complement to the parametric methods. 
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These two approaches are combined for a reliable condition assessment strategy. 
The statistical pattern recognition methodologies discussed in Chapter 3 are utilized 
mainly for the assessment of the mechanical and electrical parts. Different types of data 
(acceleration, high-speed strain, sound etc.) will be employed for time series analysis based 
outlier detection. Figure 98 illustrates a conceptual analysis framework to combine the 
methodologies described in this study for implementation to the SHM system of the movable 
bridge. 
Statistical pattern recognition methods 
for monitoring of the mechanical and 
electrical components
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Figure 98. Different analysis strategies for different components of the movable bridge 
Since the movable bridge project is still on-going and the installation of the system was 
not complete at the time of writing this dissertation, the implementation of the methodologies for 
real life data was not available from the movable bridge. Therefore, the data from Z24 bridge 
benchmark problem was used to demonstrate the capabilities and limitations of the damage 
detection methods for a real life application. The details about the application and analysis 
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results are given below. 
5.3. Z24 Bridge Benchmark 
5.3.1. Description of the Bridge and Data Sets 
The Z24 Bridge benchmark is one of the most commonly used benchmark problems by 
researchers in SHM and experimental dynamics. The description of the benchmark will be 
briefly discussed here. More details about the benchmark problem and damage detection studies 
can be found in the literature (Kramer et al. 1999; Brincker et al. 2001; Kullaa 2003; Maeck and 
De Roeck 2003; Maeck and De Roeck 2003; Peeters and Ventura 2003; Catbas et al. 2006). 
Z24 Bridge is located in Canton Bern, Switzerland, linking Koppigen and Utzenstorf. 
The bridge is a highway overpass of the A1, which connects Bern and Zurich. Z24 has three 
spans with two lanes and approximately 60m overall length. It is a prestressed concrete bridge. 
The bridge was constructed in 1963 and demolished at the end of 1998 after this research study 
for the benchmark problem. The overall geometry of the bridge is shown in Figure 99. 
A series of progressive damage cases were carried out as a part of this study. The full 
description of the damage cases can be found in Kramer et al. (1999). In this study, three levels 
of pier settlement are investigated as shown in Table 8. The levels of the settlements are 40 mm, 











Table 8. Damage cases employed in this study 
 Scenario   Description 
Baseline 3rd reference, ‘No Damage’ 
40 mm settlement Koppigen pier lowered 40 mm 
80 mm settlement Koppigen pier lowered 80 mm 




The measurements consisted of ambient and forced vibration tests. The sources of the 
ambient vibration data on the bridge were mainly the wind and traffic that was passing under the 
bridge. The forced vibration data was measured by using two shakers simultaneously. The 
shakers generated random vibration on the bridge at locations Reference 1 (R1) and Reference 2 
(R2) in Figure 100. The data from the whole bridge was measured by nine setups of 33 
accelerometers in vertical, lateral, and transversal directions. The setups are shown Figure 100. 




   

























































































































































































































































Figure 100. The measurement setups (modified from the Z24 benchmark documents) 
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5.3.2. Analysis and Results 
Ambient Vibration Analysis and Pseudo-Flexibility 
The first part of the analysis includes modal identification with the ambient vibration data 
and using pseudo-flexibility based deflections for damage detection. As mentioned above, the 
ambient vibration on the bridge was caused mainly by wind and the traffic passing under the 
bridge. Therefore, the measured vibration level was usually very low, especially for the data 
from the ends of the bridge. An example of ambient vibration data is shown in Figure 101. 





















Time (sec)  
Figure 101. Example ambient data (sample data with some drift-top, good quality low level 
vibration data-center and good quality data-bottom) 
In this study, data from 90 vertical accelerometers at two sides of the bridge are used for 
the ambient vibration analysis. These sensors shown as 99, 100, …, 143 and 299, 300, …, 343 in 
Figure 100 are vertical sensors and used for the analyses. Power spectral densities are used 
instead of Random Decrement since some of the poorly excited modes were not clearly visible 
with RD. The modal parameters are identified by using CMIF, which was discussed in the 
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previous chapters. An example CMIF plot for the baseline case is presented in Figure 102. The 
first five mode shapes of the baseline case that are used in the pseudo-flexibility calculations are 
shown in Figure 103-Figure 108. The second mode was not used in the calculations of the 
pseudo-flexibility since it is a highly lateral mode and the vertical contribution of this mode was 
negligible. 
 




















Figure 102. An example of CMIF plot for the baseline case 
 
 





Figure 104. The second mode at 4.89 Hz  
 
Figure 105. The third mode at 9.78 Hz 
 
Figure 106. The fourth mode at 10.24 Hz 
 
Figure 107. The fifth mode at 12.64 Hz used 
 







The pseudo-flexibilities for each case are computed by using the identified modal 
parameters. Then, the deflected shapes under a uniform loading were calculated. Figure 109 and 
Figure 110 show the deflected shape of the Bern and Zurich sides respectively. It is observed 
from the deflected shapes that the flexibility of the Koppigen side (where the settlement 
occurred) is slightly higher for the damaged cases. Although the distinction is not very clear, this 
information is consistently illustrating a higher flexibility at the Koppigen side. These findings 
may not be a direct indicator of the damage and its location however they are suggesting a 
further more localized investigation. By conducting a more detailed analysis, the impact of this 
change as damage on the structure can be determined more reliably. 
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Figure 109. The deflection profile obtained using pseudo-flexibility (Bern side) 
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Figure 110. The deflection profile obtained using pseudo-flexibility (Zurich Side) 
Outlier Detection with AR Modeling 
After investigation of the pseudo-flexibility for damage detection with ambient data, the 
statistical pattern recognition approaches are explored. Since the level of the ambient vibration 
data was very low, which sometimes caused instability in the time series models, the time series 
analysis was conducted by using the response of the forced vibration tests. The excitation force 
information was not used; i.e. only the acceleration response data was used. Sample forced 
vibration data is shown in Figure 111. The comparison of the vibration levels of the forced tests 
with ambient tests (Figure 101) shows that the maximum vibration level from the ambient 
vibration monitoring are order of magnitude lower than the forced vibration tests. 
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Figure 111. Example of random vibration for the same channels as in Figure 101
For the time series modeling part, four corner sensors from each setup was used, e.g. 
sensors 99, 103, 299 and 303 for Setup 1. The time history data was averaged by using RD. Then 
AR models are fitted to each data set. The model order for the AR model is 10. The coefficients 
of the AR models are used for calculating the Mahalanobis distance of each damage case from 
the baseline case. For each setup, the Mahalanobis distances for four sensors are averaged. 
Figure 112 shows the results for the 95 mm settlement case. Although the Mahalanobis 
distance for some setups, e.g. Setup 2 and Setup 6, 7 show some change, it is observed that there 
is no clear separation between the healthy and damaged case. The results are for the other two 
damage cases (40mm and 80 mm settlement) are not significantly different from this case and 
they are not shown here. 
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Figure 112. The Mahalanobis distances for each setup for 95 mm settlement case 
Application of the New ARX Based Methodology  
Finally, the proposed ARX based methodology is applied for damage detection. The 
damage features are calculated by using the forced vibration data for each setup as well. It should 
be re-emphasized however that the input excitation was not used in the calculations. Again, four 
corner sensors are used for each setup. The first sensor is selected as the reference channel (e.g. 
measurement point 99 in Setup 1) and the four measurements are used to predict the reference 
measurements after applying RD. The ARX model order is determined as 20. 
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The Damage Features (DFs) computed for baseline and damaged cases are shown in 
Figure 113. It is observed that the DFs are higher for Setups 6-9 where the pier settlement 
occurred. A closer view of the same plot is shown in Figure 114, where the outlier for 80 mm 
settlement for Setup 90 is excluded. This figure represents a better illustration of the increase in 
the DFs for the damaged locations. Furthermore, the plots also give an idea about the severity of 
the damage, as the DFs get higher with increased settlement. It is observed that the DFs for 95 
mm settlement are higher than DFs for 80 and 40 mm settlement (except two points) and the DFs 
for 80 mm settlement are higher than that of 40 mm settlement. 
 























Figure 113. The damage features for each setup 
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Figure 114. The damage features for each setup (a closer view) 
The same analysis is also conducted by using ambient vibration data and it was observed 
that some false negatives and false positives were obtained although the trends of the DFs 
provided hints for damage detection. The reason for this is probably the fact that the level of the 
ambient vibration was very low for some sensors and this created instability in the ARX models, 
which in return may give higher DFs for locations where damage is not present. 
5.4. Summary 
In this chapter, two real life SHM applications are discussed. In the first part of the 
chapter, the design and implementation of a comprehensive SHM system for a movable bridge is 
presented. Different aspects of the sensor network design for monitoring the structural, 
mechanical and electrical components are discussed. Since the project is still on-going and the 
data from this study is not available, the methodologies investigated in this study could not be 
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employed for implementation on this structure. However, the monitoring for damage detection 
strategy that will be implemented in the later phases of the monitoring study is discussed along 
with the instrumentation plan for damage detection techniques explored in this study. 
Since the damage detection could not be performed with the movable bridge due to 
unavailability of data, Z24 bridge benchmark data was used. First, the ambient vibration data 
analysis was conducted by identifying the modal parameters and obtaining the pseudo-flexibility 
from the identified parameters. The comparison of the deflected shapes obtained with pseudo-
flexibility for baseline and damaged cases showed slight change, which could not be directly 
attributed to damage. However, these results suggested a more localized analysis. Second, the 
statistical pattern recognition approach with AR model based outlier detection was employed for 
damage detection using the forced vibration data. Results of the outlier detection process did not 
give conclusive results about the existence or location of the damage. Investigation of the results 
showed weak signs of the separation for the damage features to confidently detect the damage. 
Finally, the proposed ARX based damage detection method was applied to the forced vibration 
data. The results showed that the method performed satisfactorily for this case by showing more 
clear signs of the location and severity of the damage except a few false negatives and false 
positives. 
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CHAPTER 6. CONCLUSIONS 
The main objective of this dissertation is to investigate different damage detection 
methods in the context of Structural Health Monitoring (SHM). The dissertation can mainly be 
summarized in four parts: 1) the evaluation of parametric methods and damage features 2) 
investigation of statistical pattern recognition techniques for damage detection 3) development 
of a new methodology for damage detection, localization and quantification and 4) 
implementation and demonstration of the methodologies with laboratory experiments and real 
life data. 
For the parametric damage evaluation approach, different data analysis and feature 
extraction methods are investigated. A robust and practical frequency domain method for modal 
parameter identification for Multiple Input Multiple Output (MIMO) and ambient vibration 
(output only) data is presented. For the MIMO case, the Complex Mode Indicator Function 
(CMIF) is used to obtain the modal parameters by utilizing Frequency Response Functions 
(FRFs). For the ambient vibration case, the Random Decrement (RD) method is used for 
estimating the un-scaled MIMO FRFs to feed to CMIF. Different modal parameter based damage 
features are extracted from the identified modal parameters, i.e. modal flexibility, modal 
curvature and pseudo-flexibility. After discussing the theoretical background, the performances 
of these damage features are evaluated by using experimental data from a steel grid for different 
damage scenarios. 
The experimental studies show that both modal flexibility and modal curvature 
performed well for localized and global damage cases. It is also noted that change in the modal 
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curvature is a better indicator for the localized damage cases. For damage detection with output 
only analysis, the deflection profiles obtained from the un-scaled (pseudo) flexibility is presented 
as a conceptual damage indicator. It is shown that the pseudo-flexibility performed satisfactorily 
for global damage cases however, it is not successful at identification of the localized damage 
cases for the set of laboratory experiments in the scope of this study. The reason might be that 
the higher modes, which are usually the modes affected by the localized damage, cannot be 
estimated precisely with ambient vibration analysis because of various reasons such as low 
excitation of the higher frequency modes or suppressing these modes during the averaging 
progress. 
Statistical pattern recognition approaches for damage detection is presented in the third 
chapter. Time series analysis along with its implementation with outlier detection for damage 
detection is discussed. AR modeling is used in conjunction with Mahalanobis distance-based 
outlier detection algorithm to identify the damage in the structures. The methodologies presented 
in this chapter can be considered as a complement to commonly employed damage detection 
methods. 
Two different set of experimental studies are conducted for the demonstration of the 
approach. The first set of experiments is conducted with a simply supported steel beam for 
different boundary conditions and it is shown that changes in the boundary conditions were 
identified successfully by using the statistical pattern recognition approach. Furthermore, 
comparative analyses show that the methodology yields improved results when RD is used for 
averaging and a better separation is obtained during the outlier detection. The method gives 
successful results for the steel grid experiments in general. However, it is also observed that the 
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success rate of the methodology is not as high for some damage cases. This might be caused by 
the fact that the AR models fitted to the signals coming from the sensors individually might not 
always capture the effect of the structural change adequately. For some of the cases, the change 
in the structure might be identified better when different combinations of the sensors are used in 
the analysis process. 
Next, a new non-parametric damage detection methodology using ARX analysis of 
vibration data is introduced. The capability of the proposed method for identifying the existence, 
location and severity of the damage is discussed. Two different approaches (Approach I and 
Approach II) are introduced where different types of Damage Features (DFs) are extracted from 
the ARX models created for the different sensor clusters. 
Approach I is based on direct comparison the ARX models and it is very successful at 
identifying the exact information about the existence, location and severity of the damage for 
simple and noise-free models. Approach II is introduced to consider the effects of the noise and 
model complexity, where the fit ratios of the ARX models are used as the DFs. After these 
models, more complicated numerical and experimental evaluations using the steel grid structure 
demonstrated the damage can be identified, located and quantified by using Approach II for 
noisy numerical data and experimental data. 
Finally, real life applications of SHM are presented in the last part of the dissertation. 
First, design of an SHM system for a movable bridge is discussed. Different aspects of the design 
of the sensor network for monitoring of the structural, mechanical and electrical components are 
discussed along with the damage detection strategy that will be implemented in the later phases 
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of the study. 
In the second part of the real life applications, forced and ambient vibration data from the 
Z24 Bridge tests were used. First, the ambient vibration data analysis is carried out to obtain the 
pseudo-flexibility for damage detection. Although the results obtained with pseudo-flexibility do 
not directly evidence the damage and its location, it shows signs of the stiffness loss at the 
damaged area suggesting further exploration. Afterwards, the statistical pattern recognition 
approach with AR model based outlier detection is employed for damage detection. Results of 
the outlier detection process did not give a definite sign of the existence or location of the 
damage. Finally, the proposed ARX based damage detection method is employed for damage 
detection. The results show that the method yields satisfactory results by showing clear signs of 
the location and severity of the damage despite a few false negatives and false positives. 
The experimental and real life studies conducted in this research clearly show that the 
performance of a data analysis and/or damage detection methodology might considerably change 
for different structures, excitation types and damage cases. One of the very important 
conclusions to be withdrawn from this study is that a combination of different approaches should 
be adapted for a successful and reliable SHM system. 
Another very critical challenge in SHM research is the effect of the environmental and 
operational effects on the data. Damage detection process may easily get very complicated if 
there is a considerable change in the operational and environmental conditions during the data 
collection process. Therefore, robust methodologies for elimination of these external effects 
should be developed and combined with the damage detection methodologies investigated in this 
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study. 
Finally, it is shown that the proposed method is very promising for damage detection 
implementation in the context of SHM. One immediate step for the future research is the 
verification of the proposed methodology with different laboratory and real life structures. The 
reliability of the method should be verified for damage detection with both forced and ambient 
vibration data. After improving the method and making sure that it can be used for a variety of 
structures under different loading and environmental conditions, the methodology can be 
implemented to a wireless sensor network. 
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