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Introduction
Spin waves (SWs)—and the associated bosonic quanta, the magnons—are col-
lective spin excitations in a magnetically ordered system. SW studies have a
successful history of more than 60 years [1, 2]. In the past 10–15 years, the
interest in SWs experienced a renaissance under the name of “magnonics” [3, 4]
driven by four major factors:
(i) the rapid advance in nanofabrication technology,
(ii) the availability of a variety of experimental techniques—e.g., time-resolved
magneto-optical Kerr microscopy (TRMOKE) [5–7], Brillouin light scat-
tering (BLS) [8–10], propagating spin wave spectroscopy (PSWS) [11–13]
and scanning transmission X-ray microscopy (STXM) [14, 15]—which pro-
vide the required temporal, frequency, field, and/or spatial resolution to
investigate high frequency magnetization dynamics in magnetic nanostruc-
tures,
(iii) the discovery of different physical phenomena such as the spin-transfer tor-
que (STT) [16–18]—arising upon the interaction of a spin-polarized current
with a noncollinear spin texture—as well as the spin Hall effect (SHE)
[19–24] and the Dzyaloshinskii-Moriya interaction (DMI) [25, 26]—both
originating from spin-orbit coupling (SOC)—and,
finally, from the application point of view,
(iv) the need for an alternative to the complementary metal-oxide semiconduc-
tor (CMOS) technology due to its fundamental limitations [27–31].
In the latter context, SWs are considered as potential data carriers in future
computing devices, as they provide a variety of very interesting and promising
features, including, for instance, wavelengths in the range from micrometers
down to nanometers, frequencies, which are in the GHz frequency range used
nowadays for applications in telecommunication systems and radars [32, 33], and
which can even reach into the very promising low-THz range [34–36], Joule-heat-
free transport of spin information [37] over macroscopic distances [38, 39], and,
due to their wave nature and their abundant nonlinear properties, access to new
and more efficient concepts for data processing, novel wave-based computing
technologies, and logic circuits based on wave interference and nonlinear wave
interaction [40–42].
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Propagating SWs are characterized by their dispersion—the relation of the SW
wave vector to its frequency—and their attenuation length—the propagation dis-
tance over which the SW amplitude decays to a factor 1/e due to the inherent
magnetic damping. These two quantities crucially depend on the properties of
the magnetic material, and can be tailored for instance by the magnitude of
an external magnetic field, the magnetization direction, and the geometry and
thickness of the magnetic structures [2]. In addition, the excitation of propa-
gating SWs as well as the SW propagation characteristics and direction can be
controlled by a variety of physical effects [7, 38, 43–47].
Moreover, as propagating SWs are the fundamental excitations in a magnetically
ordered material, they are also regarded as an excellent experimental model sy-
stem and sensitive tool to quantify those fundamental parameters, which govern
and modify magnetization dynamics in different kinds of magnetic systems, in-
cluding,
(i) the intrinsic Gilbert damping parameter α,
(ii) the spin polarization P and the nonadiabatic parameter β [11, 48, 49],
which determine the strength of the adiabatic and nonadiabatic STT, re-
spectively,
(iii) the spin Hall angle θSH [13, 50, 51], which is a measure for the efficiency of
the conversion of an electric current into a spin current resulting from the
SHE, and
(iv) the DMI constant D [52, 53], which quantifies the strength of an interfacial
DMI arising in a magnetic system with broken inversion symmetry.
Since each parameter specifies the magnitude of a specific physical mechanism
or phenomenon that affects the SW propagation in a special way, which, in turn,
is reflected in the SW dispersion and/or the SW attenuation length, their va-
lues can be assessed by studying the characteristics of propagating SWs in detail.
Quantifying all these parameters precisely is not only of great interest to magno-
nics, but also to the research field of “spintronics” [54, 55], where the key concept
is the simultaneous exploitation of the charge and spin degree of freedom of the
electron for additional and novel functionality in future logic [56] and memory
devices such as the STT-magnetic random access memory (MRAM) [57, 58], or
the racetrack memory [59, 60], where either the bulk STTs or a combination of
SHE-STT and DMI can be exploited for operation [61–63].
Within the framework of this thesis, on various kinds of magnetic nanostruc-
tures, in total, four different SW propagation experiments are performed.
Three of them focus on the determination of the values of the fundamental
parameters governing magnetization dynamics in different kinds of magnetic
materials and systems. This is achieved by studying in detail the impact of
the underlying physical mechanism or phenomenon on the characteristics of the
propagating SWs in combination with other sample characterization techniques
and/or micromagnetic simulations.
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The fourth one deals with the exploration of a novel excitation approach for the
spatial addressing of propagating SWs in a plain magnetic film. For this pur-
pose, real-space images of the propagating SWs are acquired to reveal how the
SW excitation and propagation characteristics can be tailored.
This thesis is organized as follows:
The theoretical background to the different SW propagation experiments is cove-
red in Ch. 1. It addresses the different magnetic energies, the equations of motion
of field- and current-induced magnetization dynamics, and the characteristics of
propagating (Damon-Eshbach1) SWs—dispersion and attenuation length. The
influence of a spin-polarized electric current or an interfacial DMI on the SW
characteristics is also discussed in detail. Moreover, the impact of lateral confi-
nement and the excitation of propagating (Damon-Eshbach) SWs by microwave
antennas are considered. This chapter closes with the theoretical description of
the magneto-optical Kerr effect.
Ch. 2 deals with the experimental technique used for the investigation of the
SW dynamics and characteristics in the magnetic nanostructures—TRMOKE—
especially with the components of the setup and its modes of operation.
In Ch. 3–6, the results of the individual SW propagation experiments are pre-
sented. Each of these four chapters is structured as follows:
First, the motivation for the respective experiment is presented and the goals
of the experiment are elucidated. Then, the preparation and characterization of
the magnetic nanostructures is addressed. Subsequently, the implementation of
the experiment is explained prior to the presentation, analysis and discussion of
the experimental findings. If micromagnetic simulations needed to be performed
to confirm and/or check the experimental observations, their implementation
and results are discussed afterwards. At the end of each chapter, a conclusion is
drawn.
In detail, Ch. 3–6 deal with the following SW propagation experiments:
In Ch. 3, the key STT parameters for Ni80Fe20 are determined by investiga-
ting in detail the changes in the characteristics of propagating Damon-Eshbach
SWs resulting upon the interaction with a spin-polarized electric current.
In Ch. 4, the presence of an interfacial DMI at the Pt/Co interface in thin
Pt/Co/Py/MgO stripes is evidenced and quantified by studying the characteris-
tics of counterpropagating Damon-Eshbach SWs.
In Ch. 5, the magnetic damping in the poly-crystalline grown binary 3d tran-
sition metal alloy Co25Fe75 is quantified by in-plane ferromagnetic resonance
measurements on a Co25Fe75 full film as well as by studying the propagation of
Damon-Eshbach SWs in micrometer-wide Co25Fe75 stripes, where the attenua-
tion length is the figure of merit.
1 The Damon-Eshbach geometry is one of the three different geometries for propagating SWs
[2], and it is the one, in which the different SW propagation experiments are performed.
3
Introduction
In Ch. 6, it is demonstrated that it is possible to locally excite, tailor and steer
multiple diffractive SW beams in a Ni80Fe20 full film using specially shaped non-
uniform microwave antennas.
This thesis concludes with a summary. Additional information are provided
in the Appendices A and B.
4
Chapter 1
Theoretical Background
Contents
1.1 Micromagnetic Description . . . . . . . . . . . . . . . . . . . . . . 6
1.2 Magnetic Energies . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2.1 Exchange Interaction . . . . . . . . . . . . . . . . . . . . . 7
1.2.2 Dzyaloshinskii-Moriya Interaction . . . . . . . . . . . . . . 7
1.2.3 Zeeman Energy . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2.4 Magnetic Anisotropy Energies . . . . . . . . . . . . . . . . 9
1.2.5 Brown’s Equations of Static Equilibrium . . . . . . . . . . 13
1.3 Magnetization Dynamics—Equations of Motion . . . . . . . . . . 13
1.3.1 Field-Induced Magnetization Dynamics . . . . . . . . . . . 14
1.3.2 Current-Induced Magnetization Dynamics . . . . . . . . . 15
1.4 Spin Waves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.4.1 Spin Wave Dispersion and Spin Wave Attenuation . . . . . 19
1.4.2 Nonreciprocity . . . . . . . . . . . . . . . . . . . . . . . . 26
1.4.3 Spin Waves Propagating Under an Applied Electric Current 29
1.4.4 Spin Waves Propagating in the Presence of an Interfacial
Dzyaloshinskii-Moriya Interaction . . . . . . . . . . . . . . 31
1.4.5 Spin Wave Excitation Using Microwave Antennas . . . . . 35
1.4.6 Lateral Confinement and Spin Wave Mode Coupling . . . . 38
1.5 Magneto-Optical Kerr Effect . . . . . . . . . . . . . . . . . . . . . 41
5
Chapter 1: Theoretical Background
In this chapter, the theoretical background for this thesis is provided. First, in
Sec. 1.1 and 1.2, the micromagnetic description and the relevant magnetic energy
terms are discussed. Then, in Sec. 1.3, the equations of motion are introduced,
which describe field-induced and current-induced magnetization dynamics.
The main focus of this chapter is addressed in Sec. 1.4: SWs, in particular,
Damon-Eshbach (DE) SWs. In Subsec. 1.4.1, the derivation of expressions for
the characteristics of DE SWs—dispersion and attenuation length—is presented.
In Subsec. 1.4.2 a peculiarity of propagating DE SWs—the nonreciprocity—is
explained. Subsequent, the modifications in the characteristics of the DE SWs
are discussed resulting from their interaction with a spin-polarized electric cur-
rent [cf. Subsec. 1.4.3] or when they propagate in the presence of an interfacial
Dzyaloshinskii-Moriya interaction (DMI) [cf. Subsec. 1.4.4]. Subsec. 1.4.5 deals
with the excitation of these SWs using microwave antennas and the characte-
ristic features of the excitation process. In Subsec. 1.4.6, it is elucidated how
the characteristics of DE SWs are affected by lateral confinement and SW mode
coupling affect, which occur when they propagate in magnetic stripes of finite
width instead of plain magnetic films.
Finally, in Sec. 1.5, the origin and characteristics of the magneto-optical Kerr
effect (MOKE) are explained.
1.1 Micromagnetic Description
In large systems, the number of spins is on the order of the number of atoms.
To enable a convenient description of this system, Brown suggested a model, in
which the individual spins ~Si are replaced by a classical continuous magnetic
vector field ~M (~r) [64]. This micromagnetic approximation can be regarded as
a transition from the sum over single spins to an integral over the continuous
magnetization, which is valid if
• the system size is much larger than the atomic distances.
• quantum effects do not play a role so that ~M can be regarded as a classical
vector.
• the temperature is much lower than the Curie temperature2 so that | ~M | is
identical with the saturation magnetization MS.
1.2 Magnetic Energies
In the following, first, the various magnetic energies occurring in a magnetic
system are discussed [cf. Sec. 1.2.1–1.2.4]. These energies are the basis for the
derivation of Brown’s equations of static equilibrium [cf. Sec 1.2.5].
2 In case of the common 3d ferromagnets—Fe, Co and Ni—the respective Curie
temperatures—1043K, 1394K and 631K [65]—are much higher than room temperature.
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1.2.1 Exchange Interaction
Magnetic exchange is the origin of (long-range) magnetic ordering. It cannot
be explained classically. Its quantum-mechanical origin—the combination of
Coulomb interaction and the Pauli principle—is discussed in terms of a simple
model, where two electrons are located on lattice sites i and j with spins ~Si and
~Sj. The joint state of both electrons is described by an overall wavefunction—
consisting of a spatial and a spin part—which needs to be anti-symmetric as
electrons are fermionic particles. This condition implies a spin-dependent term
in the corresponding “effective” Hamiltonian of the system, which can be written
as [65]
H = −2Jij · ~Si · ~Sj (1.1)
with the exchange integral Jij. Generalizing Eq. (1.1) to a many-body system
yields the Hamiltonian of the Heisenberg model [65]:
H = −2∑
i>j
Jij · ~Si · ~Sj . (1.2)
In this model, it is often possible to take Jij to be equal to J for nearest neig-
hbor spins and to be 0 otherwise. If J < 0, the (neighboring) spins favor an
anti-parallel alignment with respect to each other, i.e., an anti-ferromagnetic
order—. . . ↑↓↑↓↑↓↑ . . .—while, if J > 0, the (neighboring) spins favor a parallel
alignment, i.e., a ferromagnetic order—. . . ↑↑↑↑↑↑↑ . . .. In the latter case, devi-
ations from this perfectly ordered state cost exchange energy. In the continuum
limit, it is given by [64–67]
Eex =
∫
V
dV εex (1.3a)
with εex =
A
M2S
[(
~∇Mx (~r )
)2
+
(
~∇My (~r )
)2
+
(
~∇Mz (~r )
)2]
, (1.3b)
where εex is the corresponding energy density. A is the exchange stiffness con-
stant, which is proportional to the exchange integral J and a material-dependent
quantity. The exchange energy is minimal in case of a homogeneous magnetiza-
tion configuration.
1.2.2 Dzyaloshinskii-Moriya Interaction
Interatomic exchange—as described by the Hamiltonian of the Heisenberg ex-
change interaction [cf. Eq. (1.2)]—is usually symmetric in that the consequences
of rotating the magnetization one way or the reverse are equivalent, i.e., it is
isotropic. However, this symmetry is lost when the system is subjected to spin-
orbit coupling (SOC) and exhibits a broken inversion symmetry. The resulting
anti-symmetric component of the magnetic exchange interaction is referred to as
Dzyaloshinskii-Moriya interaction (DMI) [25, 26]. The DMI between two atomic
spins ~Si and ~Sj is given by
HDMI = − ~Dij ·
(
~Si × ~Sj
)
, (1.4)
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Figure 1.1. Schematic of a bilayer system consisting of a ferromagnetic metal layer
on top of a nonmagnetic heavy metal layer with strong SOC. An interfacial DMI
arises at the interface between both layers due to the broken inversion symmetry of
the system along the y direction. The blue arrows indicate the local orientation of the
spins ~S while the orange arrow marks the orientation of the DMI vector ~Dij between
the spins ~Si and ~Sj [cf. Eq. (1.5)].
where ~Dij is the DMI vector, which is perpendicular to both the asymmetry
direction and the vector ~rij between the spins ~Si and ~Sj, and which scales with
the DMI constant D. According to Eq. (1.4), the DMI energetically favors a
nonhomogeneous spin configuration with a certain chirality3 of the neighboring
spins, thereby giving rise to chiral magnetic orders such as spin spirals and
skyrmions [68–75].
The type of inversion symmetry breaking specifies the type of DMI [76]: A bulk
DMI arises due to a lack of inversion symmetry in the lattice4. In this case,
~Dij depends on the detailed symmetry of the lattice structure, and, for any in-
plane direction ~r, ~D (~r) ‖ ~r applies. An interfacial DMI emerges from a lack of
inversion symmetry at surfaces and interfaces. It can be particularly strong at
the interface between a ferromagnet and a nonmagnetic heavy metal having a
strong SOC [77]. In that case, the interfacial DMI can be modeled by a three-site
indirect exchange mechanism, where two neighboring atomic spins ~Si and ~Sj in
the ferromagnetic layer interact with an adjacent atom in the heavy metal layer
with the strong SOC [78] as sketched in Fig. 1.1. The corresponding DMI vector
is given by [79, 80]
~Dij = D · (~rij × ~n) , (1.5)
where ~n is the vector normal to the interface between the ferromagnetic and the
nonmagnetic layer. ~Dij points parallel to the interface [cf. Fig. 1.1].
The consequences of the presence of an interfacial DMI can only be observed
in ultrathin/very thin ferromagnetic layers of thickness d since it is an interface
effect, which scales with 1/d. Moreover, in any trilayer structure, in which a very
thin ferromagnetic layer is sandwiched between two nonmagnetic ones, where one
of them exhibits a strong SOC while it is concurrently different from the other
one, a net interfacial DMI occurs since the interfacial DMI originating at one
interface is not fully compensated by the interfacial DMI arising at the other
interface5.
3 The phrase “chirality” denotes the peculiarity that a certain handedness is preferred. If
left- or right-handed is specified by the sign of D.
4 The bulk DMI has been studied mostly for B20 structures such as MnSi [70], FeCoSi
[69, 72], and FeGe [73, 75].
5 When the ultrathin ferromagnetic films are prepared by sputtering, they consist of small
grains exhibiting different lattice orientations, and therefore the contributions due to the
bulk DMI tend to cancel, while the ones due to the interfacial DMI remain.
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In the continuum approximation, for the geometry shown in Fig. 1.1, i.e., in case
of a magnetic layer which is isotropic within the xz plane, the energy density of
the interfacial DMI arising due to the inversion symmetry breaking along the y
direction is given by [52, 81]
εDMI =
D
M2S
[
Mydiv ~M −
(
~M · ~∇
)
My
]
. (1.6)
1.2.3 Zeeman Energy
The energy of a magnetic system in an external magnetic field ~H0 is given by
the Zeeman energy. In the continuum limit, it is expressed by [66]
EZeeman =
∫
V
dV εZeeman (1.7a)
with εZeeman = −µ0 ~M (~r) · ~H0 (~r) , (1.7b)
where εZeeman is the corresponding energy density and µ0 = 4pi × 10−7 A/m2 is
the vacuum permeability.
1.2.4 Magnetic Anisotropy Energies
The Hamiltonian of the Heisenberg model [cf. Eq. (1.2)] applies to an isotropic
magnetic system, where the energy of the system depends only on the relative
alignment of the individual spins, but the absolute directions do not play any
role. Magnetic anisotropy expresses the peculiarity that the energy of a mag-
netic system depends on the (absolute) orientation of the magnetization with
respect to certain specified directions of the system, which are determined both
by intrinsic and extrinsic properties. There are different types of magnetic ani-
sotropy. In the following, the focus is on the origin and characteristics of the
magneto-crystalline anisotropy, the surface anisotropy, and the shape anisotropy.
Magneto-Crystalline Anisotropy
The origin of the magneto-crystalline anisotropy is the SOC: The electron orbits
are linked to the crystallographic structure, and by their interaction with the
electron spins they compel the spins to align along well-defined crystallographic
axes. For this reason, there are specified directions in space along which it
is easier to magnetize a given single crystalline system compared with other
directions. The difference can be expressed as direction-dependent energy term.
In general, it is given by [82]
Eani =
∫
V
dV εani , (1.8)
where the energy density εani is approximated by a power series expansion in the
direction cosines6 αi between the magnetization direction ~M and the respective
crystallographic axes of high symmetry:
εani = ε0 +
∑
ij
bij · αiαj +
∑
ijkl
bijkl · αiαjαkαl + . . . . (1.9)
6 αi = Mi/| ~M | = Mi/MS.
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ε0 is a constant and bij and bijkl are tensors of 2nd and 4th order, respecti-
vely. Due to the time inversion symmetry—which requires that the energy of
the system does not change when the magnetization direction is reversed, i.e.,
Eani
(
~M
)
= Eani
(
− ~M
)
—only even terms in αi occur in Eq. (1.9). Furthermore,
the magneto-crystalline anisotropy energy (density) needs to exhibit the sym-
metry properties of the crystal lattice.
In a crystalline system with one single axis of high symmetry, the magneto-
crystalline anisotropy is referred to as a uniaxial magneto-crystalline anisotropy.
For instance, when the y axis is considered to be the main symmetry axis of
the crystal, the corresponding energy density up to the 4th order derived from
Eq. (1.9) can be written as [82]
εuani = K0︸︷︷︸
constant
−K(2)1 α22 +K(4)2 α42 + . . . , (1.10)
where K1 and K2 are temperature-dependent anisotropy constants and α2 is
the direction cosine to the y axis. If K1 is positive and if higher order terms are
neglected, the magneto-crystalline anisotropy energy becomes minimal along the
y axis. Hence, the magnetization favors to be aligned parallel to this axis, and
therefore this axis is referred to as an easy axis. In contrast, if K1 is negative
and if higher order terms are neglected, the y direction is a hard axis. In this
case, the magnetization prefers to be aligned at any direction within the easy xz
plane, thereby minimizing the magneto-crystalline anisotropy energy.
In case of a crystalline system with cubic symmetry, the corresponding cubic
magneto-crystalline anisotropy energy density up to the 6th order can be written
as [82]
εcani = K0︸︷︷︸
constant
+K(4)1
(
α21α
2
2 + α22α23 + α21α23
)
+K(6)2 α21α22α23 + . . . . (1.11)
If K1 is positive and if higher order terms are neglected once again, the magne-
tization favors an alignment along one of three main axes. If K1 is negative and
if higher order terms are neglected, the energetically favorable axes are oriented
along 〈111〉 directions between the three main axes.
Surface Anisotropy
There are several contributions to this term. Following Ne´el the most important
one arises due to a reduced symmetry at the surface of a ferromagnet: The spins
at the surface have one nearest neighbor on one side, but none on the other.
Consequently, the exchange interaction cannot be the same as in the bulk. A
reduced symmetry is also present at the interface between a nonmagnetic metal
and a ferromagnetic one or at the interface between two different ferromag-
nets. A reduction in symmetry implies that anisotropy terms of lower order [cf.
Eq. (1.9)], which are forbidden in the bulk, might be allowed, which, in turn,
result in additional contributions to the magnetic anisotropy energy. In most
cases, for the description of a surface anisotropy, the 2nd order terms are suffi-
cient as they contribute the most for all crystal structures. The corresponding
10
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surface anisotropy energy density can be written as7 [65]
εsurfani =
2ksurf
d
· sin2 (θ) = Ksurf1 · sin2 (θ) , (1.12)
where θ is the angle between ~M and the surface normal of the magnetic layer,
ksurf and Ksurf1 are surface anisotropy constants in units of J/m2 and J/m3, re-
spectively, and d is the thickness of the magnetic layer. For θ = 0◦, the system
exhibits a perpendicular magnetic anisotropy (PMA)8. Since εsurfani scales with
1/d, the surface anisotropy diverges for d → 0, is dominant for very thin mag-
netic layers on the order of a few nanometers, and does not play a significant
role in the case of thick layers, where the bulk magneto-crystalline anisotropy
becomes dominant instead.
The combination of the bulk magneto-crystalline anisotropy and the magnetic
surface anisotropy enables to define an effective magnetic anisotropy constant
Keff [65]:
Keff := Kbulk1 +Ksurf1 = Kbulk1 +
2ksurf
d
. (1.13)
Shape Anisotropy
When the magnetization ~M inside a ferromagnetic medium meets the surface,
it has to suddenly stop. Hence, there is a divergence of ~M . Considering first the
case where no external magnetic field ~H0 is applied, the magnetic induction is
given by ~B = µ0
(
~M + ~H
)
. Then, the Maxwell equation ~∇ ~B = 0 yields
~∇ ~H = −~∇ ~M , (1.14)
i.e., there is an equal, but opposite divergence of ~H. The situation is as if
magnetic charges are present inside the magnetic medium—denoted as magnetic
volume charges—as well as on its surface(s)—which are called magnetic surface
charges—as depicted in the schematic shown in Fig. 1.2. It is obvious that,
overall, the magnetic volume charges cancel while the magnetic surface charges
remain9. The latter ones are the source/sink of ~M thereby acting as the source
of ~H [cf. Eq. (1.14)]. The resulting ~H-field is referred to as demagnetizing
Figure 1.2. H Schematic of the origin of
the demagnetization field.
7 The factor 2 in Eq. (1.12) is included as the layer contains two surfaces.
8 A very thin Co/Pt bilayer, for instance, exhibits a strong PMA, which arises due to the
hybridization between the 3d electrons of the Co and the 5d electrons of the Pt at the
Pt/Co interface [83].
9 The magnetic surfaces charges act as positive and negative magnetic quasi-charges, which
never appear isolated, but are always compensated by opposite charges [cf. Fig. 1.2].
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field10 ~Hdip. The term “demagnetizing field” expresses the fact that this field is
oriented opposite to ~M [cf. Fig. 1.2]. Consequently, in the case where a magnetic
bias field ~H0 is applied to the ferromagnetic medium, the total magnetic field
inside the magnetic medium—referred to as internal magnetic field ~Hi—is given
by ~H0 being reduced by the demagnetizing field11.
In general, the demagnetizing field ~Hdip can be calculated by [82]
~Hdip =
∫
V
dV (~r − ~r
′)
|~r − ~r ′|3ρ (~r
′)−
∫
S
dS (~r − ~r
′)
|~r − ~r ′|3σ (~r
′) . (1.15)
The first integral in Eq. (1.15) covers the magnetic volume charges ρ = −~∇ ~M
inside the volume V of the magnetic medium, while the second integral covers
the magnetic surface charges σ = ~n· ~M on the surface S of the magnetic medium.
In most cases, however, it is extremely complicated to calculate ~Hdip.
Alternatively to Eq. (1.15), ~Hdip can be expressed by the demagnetizing tensor
N as
~Hdip = −N ~M with
 Nxx Nxy NxzNyx Nyy Nyz
Nzx Nzy Nzz
 , (1.16)
where tr
(
N
)
= 1. In this case, the difficulty is to calculate the quantities Nij.
In the continuum limit, the energy arising due to the demagnetizing field is
given by [65]
Edip =
∫
V
dV εdip (1.17a)
with εdip = −12µ0
~M (~r ) · ~Hdip (~r ) , (1.17b)
where εdip is the corresponding energy density of the demagnetizing field12. Al-
ternatively, using Eq. (1.14), Edip and εdip can also be written as13
E ′dip =
∫
dV ε′dip (1.18a)
with ε′dip =
1
2µ0
~H2dip (~r ) . (1.18b)
Eq. (1.18b) implies that the magnetic stray field energy is always positive. As a
consequence, the magnetic system tries to minimize it by limiting the stray fields
to the sample volume. For this reason, this energy depends crucially on the shape
10 The label “dip” denotes that the microscopic origin of the demagnetizing field is the weak
but long-range dipole-dipole interaction: Every single magnetic moment interacts with the
dipolar field generated by all other magnetic moments in the magnetic medium.
11 The demagnetizing field is a space-dependent quantity, i.e., ~Hdip = ~Hdip (~r ), and thereby
~Hi as well.
12 The factor 1/2 needs to be included to avoid double counting of each volume element since
the local magnetization itself also appears as a field source.
13 In comparison to Eq. (1.17b), the integral in Eq. (1.18b) is not limited to the magnetic
sample volume V anymore, but covers the whole space instead.
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and dimensions of the magnetic sample as they specify certain “anisotropy” axes
along which the magnetization favors to be aligned so that the magnetic stray
field energy is minimal. Due to its shape dependence the magnetic stray field
energy is also called “shape anisotropy”. In general, a configuration, where the
magnetization is aligned parallel to the sample boundaries, is energetically more
favorable. Such a state can only be formed by an inhomogeneous magnetiza-
tion configuration inside the magnetic sample which results in the formation of
magnetic domains [65, 66].
1.2.5 Brown’s Equations of Static Equilibrium
The total free energy density εtotal at constant temperature is given by the sum
of the various energy densities discussed above:
εtotal = εex + εZeeman + εani + εdip . (1.19)
It is minimized by the equilibrium magnetization distribution(s) ~Meq (~r ). Thus,
the variation of εtotal with respect to the direction cosines αi needs to vanish,
i.e.,
∂αiεtotal
(
~Meq
)
= 0 ,∀αi . (1.20)
By solving these variational equations Brown derived two equations that enable
the determination of ~Meq (~r ) [64, 82]:
~M × ~Heff = 0 (1.21a)
and ~M × ∂~n ~M = 0 . (1.21b)
The effective magnetic field ~Heff in Eq. (1.21a) is given by [67]
~Heff = − 1
µ0
∂εtotal
∂ ~M
= ~H0 +
2A
M2S
~∇2 ~M + ~Hdip − 1
µ0
∂εani
∂ ~M
. (1.22)
Eq. (1.21a) has to be fulfilled everywhere inside the magnetic sample and implies
a parallel alignment of the magnetization with respect to ~Heff. As indicated by
the derivative along the surface normal ∂~n, Eq. (1.21b) applies only to the surface
of the magnetic sample. By solving this set of equations, in general, ~Meq (~r ) of
any magnetic structure can be determined.
1.3 Magnetization Dynamics—Equations of
Motion
The magnetization configuration of a ferromagnetic structure can be manipula-
ted for instance by applying a magnetic bias field or by the injection of a (spin-
polarized) electric current. In the following, the underlying physical mechanisms
of either method and the resulting equations of motion describing the temporal
evolution of the magnetization and the resulting trajectories are discussed.
13
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1.3.1 Field-Induced Magnetization Dynamics14
The effective magnetic field ~Heff [cf. Eq. 1.22] exerts a torque on the magnetiza-
tion ~M when ~M is not collinear with ~Heff, i.e., in the case where the excursion
angle ψ between ~Heff and is ~M finite. This torque is expressed by15 [67]
d ~M
dt = −γµ0
~M × ~Heff︸ ︷︷ ︸
precession term
, (1.23)
where γ = | ge2me | is the gyromagnetic ratio, e and me are the charge and the mass
of the electron, respectively, and g is the Lande´ factor. Eq. (1.23) is referred to
as the precession term as this torque leads to a precessional motion of ~M around
~Heff at the angular frequency ω [cf. Fig. 1.3(a)]. However, since ~M× ~Heff remains
constant, Eq. (1.23) does not comprise a change in energy, and consequently, it
is not the appropriate equation of motion to describe the dynamics of a magnetic
system on its way to equilibrium.
To account for dissipation associated with a change of energy analogous to me-
chanical friction, a second torque term—the damping term—is introduced which
is proportional to the generalized velocity d ~M/dt. The resulting equation of mo-
tion is called Landau-Lifshitz-Gilbert equation and reads as [84, 85]
d ~M
dt = −γµ0
~M × ~Heff︸ ︷︷ ︸
precession term
+ α
MS
~M × d
~M
dt︸ ︷︷ ︸
damping term
, (1.24)
where the strength of the damping is specified by a phenomenological damping
parameter α, which is also referred to as Gilbert damping parameter. α specifies
Figure 1.3. Schematic of the trajectory of the magnetization ~M—which is deflected
by the excursion angle ψ with respect to the direction of the effective magnetic field
~Heff—according to the two torque terms of the LLG equation [cf. Eq. (1.24)]. (a) The
precession term describes the precessional motion of ~M around ~Heff at the angular
frequency ω. (b) The damping term itself represents a torque which forces ~M to align
parallel to ~Heff. Thus, in combination with the precession term, the overall trajectory
of ~M is a damped spiral motion around ~Heff (assuming that ~Heff is constant).
14 For this discussion, ~M = Mx~ex +My~ey +Mz~ez, where ~ex, ~ey, ~ez are unit vectors along the
coordinate axes, and ~Heff ‖ ~ez.
15 This description is valid for any ψ-value.
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the intrinsic magnetic damping and is a material-dependent and dimensionless
quantity. As illustrated in the schematic shown in Fig. 1.3(b), the damping
torque forces ~M to align parallel to ~Heff. Consequently, the overall trajectory of
~M on its way to equilibrium—in case it is deflected from the ~Heff-direction—is a
damped spiral motion around ~Heff , where the z component of ~M is continuously
increasing while concurrently | ~M | = MS is fulfilled [cf. Fig. 1.3(b)].
1.3.2 Current-Induced Magnetization Dynamics
When an electric current is injected across a metallic ferromagnetic structure,
the spin-polarized conduction electrons16 can interact with the local magnetiza-
tion, thereby transferring their spin angular momentum. The resulting torque
is referred to as spin-transfer torque (STT)17. It was theoretically predicted in-
dependently by Berger [17] and Slonczewski [18]. The occurrence of this torque
enables the manipulation of the magnetization configuration of a ferromagnetic
structure by a (spin-polarized) electric current without the assistance of a mag-
netic bias field. Hence, this physical mechanism is of particular interest for the
realization of spintronic devices [54] such as the racetrack memory suggested by
S. Parkin et al., which employs the advantages of the field-free current-induced
motion of domain walls (DWs) in narrow nanostripes [59].
As several experimental findings revealed, the spin-transfer cannot be modeled
by a single torque term, but needs to be composed of two components [87–89]:
the adiabatic STT term and the nonadiabatic STT term. Either torque term is
discussed in detail below.
Adiabatic Spin-Transfer Torque
When a spin-polarized electric current flows across an inhomogeneous magneti-
zation texture, the spins of the conduction electrons align with the local mag-
netization direction. If this process happens adiabatically, the orientation of the
electron spin adjusts instantaneously to the (gradual) change(s) in the orienta-
tion of the local magnetization as sketched in Fig. 1.4. This re-orientation of the
spin direction is associated with a change of angular momentum. As angular
momentum is a conserved quantity, this process requires the transfer of angular
momentum onto the local magnetization. The resulting torque leads to a rota-
tion of the local magnetization, where the sense of rotation is opposite to the
one of the electron spins. This adiabatic STT is expressed by [87, 90–95]
d ~M
dt
STT
adiabatic
= −
(
~u · ~∇
)
~M , (1.25)
16 The electric current is spin-polarized due to spin-dependent diffusive scattering, which
arises as, in a ferromagnetic material, due to the exchange splitting, there are different
densities of states of spin up and spin down (conduction) electrons at the Fermi energy
[65]. In other words, the numbers of spin up and spin down conduction electrons differ.
17 A profound tutorial to the physics of STTs in magnetic devices can be found in Ref. [86],
where an elementary discussion of the mechanism of STT is provided and where the theo-
retical and experimental progress in this field is reviewed.
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STT
Figure 1.4. Action of a spin-polarized electric current flowing along the x direction
across an inhomogeneous magnetization texture. The blue arrows represent the local
orientation of the magnetization ~M inside the inhomogeneous magnetization texture.
The red arrows on solid red circles denote the local orientation of the spins of the
conduction electrons e− while passing the inhomogeneous magnetization texture. The
green arrows indicate the direction of action of the resulting adiabatic STT. In the
situation depicted, it leads to a clockwise rotation of ~M while the sense of rotation of
the electron spins is counter-clockwise due to the conservation of angular momentum.
where the generalized velocity ~u—which is called spin-drift velocity—is a vector
directed along the direction of the electron motion. It is given by [95]
~u = gµB2eMS
· P ·~j , (1.26)
where µB is the Bohr magneton, e is the charge of the electron, P is the spin
polarization18 of the electric current, and j is the current density. The magnitude
of ~u is given by19
u = |~u| = gµB2|e|MS · P · |
~j| . (1.27)
The adiabatic STT [cf. Eq. (1.25)] term alone is sufficient to reproduce expe-
rimental findings quantitatively—e.g., the characteristics of current-driven DW
motion [59]—but it does not reveal a quantitative agreement. For this reason,
modifications to the perfect adiabaticity and the pure local spin-transfer have to
be to considered, which are modeled by phenomenologically introducing another
STT term: the nonadiabatic STT term.
Nonadiabatic Spin-Transfer Torque
The nonadiabatic STT term is given by [95]d ~M
dt
STT
nonadiabatic
= + β
MS
~M ×
[(
~u · ~∇
)
~M
]
, (1.28)
where the dimensionless parameter β is referred to as nonadiabatic parameter.
It quantifies the ratio of the nonadiabatic STT to the adiabatic STT [89, 95].
The physical origin of this STT term is (still) discussed controversially. While
18 The spin polarization is defined by P = |n↑−n↓n↑−n↓ |—where n↑ and n↓ are the respective
densities of states at the Fermi energy—and is less than unity for elemental metallic ferro-
magnets: PFe = 0.44, PCo = 0.34, and PNi = 0.11 [65].
19 u is positive for P > 0, i.e., in case of charge carriers, which are polarized along the majority
spin direction [95].
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some ascribe the nonadiabatic spin-transfer to a Larmor precession of the spins
of the conduction electrons [96], it is more frequently related to the spatial
mistracking of the spin orientation of the conduction electrons and the local
magnetization20 [97, 98]. The latter picture is usually discussed in an s-d model,
which considers the exchange coupling between itinerant and local electrons. In
this theory21, the strength of the nonadiabatic STT is a result of the exchange
coupling strength and of spin-flip relaxation processes [89]. Furthermore, it is
also discussed if the Gilbert damping parameter α is related to β [99, 100].
In addition to its unclear physical origin, there is also some controversy con-
cerning the numerical value of β. Estimates for β have been obtained from
theory and experiments [101, 102]. Some studies suggest that β is equal to α
[103, 104], while others predict the necessity of a difference between these para-
meters [105, 106].
Experiments evidencing the current-induced transformation of DW structures
imply that α and β are not equal [107]. Measurements from various groups have
reported significant differences for the ratio β/α as well as for the value of β, ran-
ging from small—β = α = 0.02 [108], β = 2α = 0.02 [109], β = 2α–3α = 0.02
[49]—to intermediate—β = 2α = 0.04 [101], β = 8α = 0.04 [110]—and large
values—β = 0.15 [111], β = 1.45 [112].
Eventually, the LLG equation extended by the two STT terms reads as [90, 92–
95]
d ~M
dt = −γµ0
~M × ~Heff︸ ︷︷ ︸
precession term
+ α
MS
~M × d
~M
dt︸ ︷︷ ︸
damping term
−
(
~u · ~∇
)
~M︸ ︷︷ ︸
adiabatic STT term
+ β
MS
~M ×
[(
~u · ~∇
)
~M
]
︸ ︷︷ ︸
nonadiabatic STT term
.
(1.29)
Eq. (1.29) is the equation of motion, which describes the dynamics of a magnetic
system under the influences of an effective magnetic field and a spin-polarized
electric current.
1.4 Spin Waves
SWs are low energy collective spin excitations in a magnetically ordered body.
Compared with a uniform excitation, where all magnetic moments/spins precess
in phase, in case of a SW, there is a finite phase lag in the precession between
neighboring magnetic moments/spins as depicted in the schematics shown in
Fig. 1.5. Such an excitation is fully characterized by its dispersion ω
(
~k
)
=
2pif
(
~k
)
, i.e., by the relation between the angular frequency ω—specifying the
precession frequency of the magnetic moments forming the SW—and the wave
20 For β = 0, the nonadiabatic STT vanishes, and, consequently, in this case, the electron
spins align perfectly with the local orientation of the magnetization [cf. Fig. 1.4], i.e., there
is no mistracking.
21 β = (λJ/λsf)2 = ~/ (Jτsf), where J is the s-d exchange interaction energy, τsf is the spin-flip
time, and λJ and λsf are the associated diffusion lengths [95]. For instance, in the case of
Permalloy (Ni80Fe20), λJ = 1nm and λsf = 5nm, i.e., β = 0.04.
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(a)
(b)
Figure 1.5. Schematic of a SW in a one-dimensional chain of exchange-coupled
magnetic moments (blue arrows). (a) Side view. (b) Top view.
vector ~k—specifying the SW propagation direction and the SW wave length
λ = 2pi/|~k|. Besides the dispersion, propagating SWs are further characterized
by their attenuation length as it is a measure for their propagation distance
which is finite due to magnetic damping [cf. Sec. 1.3.1].
x
y
z
Damon-Eshbach
ϕ~M0
~k
in-plane
Backward Volume
out-of-plane
Forward Volume
~M0 ~k~M0 ~k
Figure 1.6. Schematic of the three different SW geometries—two in-plane configu-
rations and one out-of-plane configuration—which differ in the relative orientation of
the equilibrium magnetization direction ~M0 with respect to the wave vector ~k of the
propagating SWs.
In a thin magnetic
00
Figure 1.7. SW dispersions in the three propagation geo-
metries sketched in the insets.
film, there are three
different propaga-
ting SW geometries
[2], which are il-
lustrated in the
schematics shown
in Fig. 1.6. They
differ in the relative
orientation between
the equilibrium mag-
netization direction
~M0 and the SW
wave vector ~k. In
two of them, ~M0
lies in the plane of the film, while in the third one it is oriented out-of-plane.
The latter configuration—where ~k can point along any in-plane direction—is
referred to as forward volume (FV) geometry. It is characterized in that the
SW propagation is isotropic within the xz plane. In contrast, the in-plane
configurations are differentiated by the angle ϕ between ~k and ~M0. In the
backward volume (BV) geometry, ~M0 is collinear with ~k, i.e., ϕ = 0◦, while in
the Damon-Eshbach (DE) geometry [113], ~M0 ⊥ ~k applies, i.e., ϕ = 90◦.
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The main characteristics of propagating SWs—dispersion, group velocity22 and
attenuation length—are crucially dependent on the propagation geometry, as
it can be seen in Fig. 1.7, where the SW dispersions corresponding to the
respective geometries are displayed. The behaviors of the individual dispersions
differ significantly.
In the following, only the in-plane SW geometries are considered, where
the main focus is on the DE geometry since it is the characteristics of these
SWs, which are investigated both qualitatively and quantitatively in the
different SW propagation experiments presented in Ch. 3–6.
1.4.1 Spin Wave Dispersion and Spin Wave Attenuation
The derivation of expressions for the DE SW dispersion and DE SW attenuation
length is based on Refs. [2, 52, 53, 114–116] and employs the thin film approx-
imation, where it is assumed that the film thickness d is much smaller than its
lateral dimensions. Moreover, to cover a more general case, the magnetic film
additionally exhibits a uniaxial PMA.
For the derivation23, the orientation of the Cartesian coordinate system is as
depicted in Fig. 1.8:
• x denotes the DE SW propagation direction.
• The magnetic bias field with polarity p is applied along the z direction,
i.e., ~H0 = pH0~ez. For p = +1 (p = −1), it is aligned along the +z (−z)
direction.
• The easy axis of the uniaxial PMA is oriented along the y direction, i.e.,
it is aligned parallel to the surface normal ~n of the thin magnetic film.
First, the DE SW dispersion ω (k) = 2pif (k) is derived and discussed in detail
before focusing on the derivation of the expression for the DE SW attenuation
length Latt.
Figure 1.8. Orientation of the
Cartesian coordinate system used
for the derivation of the characte-
ristics of propagating DE SWs.
22 The group velocity is linked to the dispersion, as it is given by ~vgr = ∂ω
(
~k
)
/∂~k, and it
quantifies the speed of propagation.
23 If not otherwise stated explicitly, this orientation of the coordinate system is used in all
subsequent derivations and discussions concerning the dispersion and attenuation length
of propagating (DE) SWs.
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Derivation of the Damon-Eshbach Spin Wave Dispersion
Neglecting magnetic damping in the first place, the spatial and temporal evolu-
tion of the magnetization ~M (x, t) of a DE SW propagating along the x direction
under a magnetic bias field applied along the z direction can be divided into a
static part and a dynamic part. The latter one can be expressed using a plane
wave ansatz in the form of ei(ωt−kx) [52, 53]. Then, ~M (x, t) is given by [52, 53]
~M (x, t) = Mx (x, t)~ex +My (x, t)~ey +Mz~ez
= MSmx0ei(ωt−kx)~ex +MSmy0ei(ωt−kx)~ey +MSp~ez
= MS
(
mx0e
i(ωt−kx)~ex +my0ei(ωt−kx)~ey
)
︸ ︷︷ ︸
~mdyn(x,t)
+MSp~ez︸ ︷︷ ︸
~M0
= ~mdyn (x, t) + ~M0 , (1.30)
where ~ex, ~ey, ~ez are unit vectors along the coordinate axes, and where mx0 and
my0 are dimensionless complex amplitudes. ~mdyn is the dynamic part of the mag-
netization while ~M0 denotes the equilibrium magnetization direction, which is
parallel to the bias field direction ~H0. Moreover, since |mx0|, |my0|  1 applies,
i.e., the excursion angle ψ between ~M0 and ~M is very small [cf. Figs. 1.3(a) and
1.8], a propagating DE SW represents a low-amplitude excitation of the magne-
tization.
In the DE geometry, the effective magnetic field is given by [cf. Eq. (1.22)]
~Heff = pH0~ez +
J
MS
~∇2 ~M + ~Hdip + ~Hani (1.31)
with J = 2A/ (µ0MS). In case of a thin film, the dipolar field ~Hdip arises only
due to the dynamic part of the magnetization, i.e., ~mdyn, and is given by24 [52,
53, 114, 116]
~Hdip = −Mxξ (kd)~ex −My [1− ξ (kd)]~ey (1.32)
with
ξ (kd) = 1− [1− exp (−|kd|)] /|kd| . (1.33)
The uniaxial PMA field ~Hani is given by [cf. Eqs. (1.10) and (1.22)]
~Hani = ~H⊥u =
2K⊥u
µ0M2S
My~ey , (1.34)
where K⊥u is the uniaxial PMA constant.
The resulting SW dynamics is described by the LLG equation [cf. Eq. (1.24)].
Inserting the expressions for ~M [cf. Eq. (1.30)] and ~Heff [cf. Eq. (1.31)] while
24 The dipolar field is anisotropic owing to the inherent anisotropy of the dipolar interactions.
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neglecting both the damping term as well as higher-order terms O (M2i ), the
linearized LLG equation yields the following system of equations:
iωMx = −γµ0p
[
H0 + Jk2 +MS (1− ξ)− 2K
⊥
u
µ0MS
]
·My (1.35a)
iωMy = −γµ0p
[
−H0 − Jk2 −MSξ
]
·Mx . (1.35b)
Rearranged it reads (
0
0
)
= A
(
Mx
My
)
(1.36)
with
A :=
(
iω γµ0p
[
H0 + Jk2 +MS (1− ξ)−H⊥u
]
−γµ0p [H0 + Jk2 +MSξ] iω
)
.
(1.37)
The solution to Eq. (1.36) at any angular frequency ω is given by the condition
det (A) != 0, yielding
ω (k) = 2pif (k)
= γµ0
√
[H0 + Jk2 +MSξ (kd)] [H0 + Jk2 +MS (1− ξ (kd))−H⊥u ] .
(1.38)
Eq. (1.38) is the dispersion of DE SWs propagating along the x direction in
a thin magnetic film, where the static magnetization ~M0 is maintained along
the z direction by the magnetic bias field, and which also exhibits a uniaxial
PMA. The k-dependence arises both due to the exchange interactions [cf. terms
highlighted in red in Eq. (1.38)] as well as due to the dipolar interactions [cf.
terms highlighted in blue in Eq. (1.38)].
In Fig. 1.9(a) and (b), f (k) is plotted in case of a thin Permalloy (Ni80Fe20) film
for different bias fields and different wave number ranges due to the fact that the
DE SW dispersion can be divided into two different regimes depending on the
magnitude of the exchange term Jk2 in Eq. (1.38). This term can be rewritten
in the form [2]
Jk2 = MSl2exk2 , (1.39)
where lex =
√
2A
µ0M2S
is the (magnetostatic) exchange length [117].
For small k, i.e., long-wavelength DE SWs, l2exk2  1 applies, which is syno-
nymous to the statement that, in this case, the weak, but long-range magne-
tic dipolar interactions dominate the strong, short-range exchange interactions.
Therefore, these DE SWs are called dipolar-dominated or magnetostatic DE SWs
[cf. Fig. 1.9(b)].
As k increases, l2exk2 becomes large when compared with unity. In this case,
the exchange interactions dominate the dipolar interactions, and therefore these
short-wavelength DE SWs are referred to as exchange-dominated DE SWs. In
this wave number range, the DE SW dispersion scales as k2 [cf. Fig. 1.9(a)].
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Figure 1.9. (a) DE SW dispersion25 at different bias fields ranging from 100–500mT.
For small k, the DE SWs are called dipolar-dominated SWs, whereas they are denoted
as exchange-dominated DE SWs for large k [cf. gray-shaded regions]. The k-range
that can be accessed (magneto-)optically using time-resolved Kerr microscopy [cf.
Ch. 2] is marked in orange. (b) DE SW dispersion in the dipolar-dominated regime at
different bias fields ranging from 80–120mT. As indicated, for any fixed (excitation)
frequency—e.g., f = 11GHz (dashed magenta line)—k decreases as the bias field
magnitude increases.
As DE SWs evolve continuously in character as k increases, in the wave number
range, where both dipolar and exchange interactions are important, these DE
SWs are called dipolar-exchange SWs [2].
Yet, only propagating dipolar-dominated DE SWs with wave numbers up to
≈10µm−1—corresponding to SW wave lengths λ = (2pi) /|~k| on the order of
≈600 nm—can be accessed experimentally using time-resolved Kerr microscopy
since this magneto-optical technique utilizes visible light [cf. Ch. 2].
In general, for a fixed f , the wave number of propagating DE SWs can sim-
ply be increased (decreased) by decreasing (increasing) the bias field magnitude
as elucidated by the dashed magenta line in Fig. 1.9(b).
The group velocity of propagating SWs, i.e., the speed of propagation, is gi-
ven by
~vgr =
∂ω
∂~k
= 2pi∂f
∂~k
. (1.40)
Eq. (1.40) implies that, in general, the group velocity and the wave vector are
not collinear. Yet, in the case of DE SWs, ~vgr  ~k applies, and hence, vgr is
25 f (k) is calculated in case of a thin Permalloy film using the following material parameters:
µ0MS = 0.92T, γ = 176×109 rad/(Ts), A = 13×10−12 J/m, µ0H⊥u = 0.0T, and d = 30nm.
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simply given by the slope of the dispersion. As clearly visible in Fig. 1.9, it is
always positive, and, for this reason, any kind of propagating DE SWs is referred
to as a forward wave.
In the case of DE SWs, the angle ϕ between ~k and ~H0 is 90◦ [cf. Fig. 1.6],
i.e., ~k = kx~ex ⊥ ~H0 = pH0~ez. In contrast, in the case of BV SWs, ϕ = 0◦, i.e.,
~k = kz~ez ‖ ~H0 = pH0~ez. The BV SW dispersion can be derived the same way as
the DE SW dispersion when considering the different orientations of ~mdyn and
~M0 [cf. Eq. 1.30] with respect to ~k as well as the resulting modifications in the
x, y and z components of the effective magnetic field [cf. Eq. 1.31]. It is given
by [118]
ω (k) = γµ0
√
[H0 + Jk2] · [H0 + Jk2 +MS (1− ξ (kd))−H⊥u ] , (1.41)
and plotted in comparison to the DE SW dispersion for the same set of material
and experimental parameters in Fig. 1.10. Either dispersion is symmetric in k,
and, at k = 0, the DE and BV dispersion are degenerate. Moreover, in contrast
to DE SWs, which always exhibit a positive vgr, in the case of BV SWs, vgr is
initially negative, i.e., ~vgr  ~k, so that f (k > 0) < f (k = 0) applies for small k
[cf. orange dashed line in Fig. 1.10]. But, it becomes and remains positive for
larger k. Due to this characteristic this kind of propagating SW is referred to as
a backward wave.
In the most general case, ~H0 = pH0~ez and the in-plane SW wave vector is
~k = kx~ex + kz~ez with |~k| = k =
√
k2x + k2z with 0◦ ≤ ϕ ≤ 90◦. The corresponding
in-plane SW dispersion is given by [114]
ω (k, ϕ) = γµ0
√
[H0 + Jk2] [H0 + Jk2 +MS · A (k, ϕ)] (1.42)
with
A (k, ϕ) := ξ (kd) +
[
1− ξ (kd)
(
1 + cos2 (ϕ)
)
+ MSξ (kd) (1− ξ (kd)) sin
2 (ϕ)
(H0 + Jk2)
]
,
(1.43)
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Figure 1.10. DE and BV SW dispersions26.
The dashed orange line indicates f (k = 0) =
ω (k = 0) / (2pi), at which the two dispersions
are degenerate. It is also a guide to the eye
to elucidate that vgr of BV SWs is negative
for small k and positive for large k, while it is
always positive in the case of DE SWs.
26 Both dispersions are calculated at µ0H0 = 0.1T with that set of material parameters used
for the calculation of the dispersions shown in Fig. 1.9.
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in the case when no uniaxial PMA field is present. In contrast, when a uniaxial
PMA field is present, it is given by [7, 118]
ω (k, ϕ) = γµ0
√
B (k, ϕ) · C (k) (1.44)
with
B (k, ϕ) :=
[
H0 + Jk2 +MSξ (kd) sin2 (ϕ)
]
(1.45a)
and C (k) :=
[
H0 + Jk2 +MS (1− ξ (kd))−H⊥u
]
, (1.45b)
respectively, where ϕ can simply be expressed by the wave vector components
as
ϕ = kx√
k2x + k2z
. (1.46)
In Fig. 1.11(a), the in-plane SW dispersion—according to Eq. (1.42)—is dis-
played as a contour plot. The dashed (dotted) green (red) line denotes the DE
(BV) configuration, i.e., f (k) along each line agrees with the respective disper-
sion plotted in Fig. 1.10. The in-plane SW dispersion is anisotropic for small
wave numbers |~k| as it is clearly visible in the shape of the isofrequency curves
depicted in Fig. 1.11(b). This anisotropy arises due to the dominating long-range
dipolar interactions and results in anisotropic SW characteristics. For example,
~vgr and ~k are only collinear in the DE and BV geometries, while they are non-
collinear for all other in-plane angles ϕ between ~H0 and ~k. However, the larger
|~k| is, the less pronounced is the anisotropy. This behavior is due to the conti-
nuously increasing impact of the exchange contributions, and for very large |~k|,
where the exchange interactions are dominating, the in-plane SW dispersion is
quasi-isotropic as it scales with |~k|2 [cf. Eq. (1.42)].
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Figure 1.11. In-plane SW dispersion27 for ~k = kx~ex+kz~ez and ~H0 applied along the z
direction. The dashed (dotted) green (red) line indicates the DE (BV) configuration,
i.e., f (kx) (f (kz)). (a) Contour plot. (b) Selected isofrequency curves from (a) to
elucidate the anisotropy of the in-plane SW dispersion for small |~k|, which becomes
less pronounced the larger |~k| is.
27 f
(
~k
)
is calculated at µ0H0 = 0.1T with that set of material parameters used for the
calculation of the individual dispersions shown in Fig. 1.9.
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Finally, it is noted that, for k = 0—which corresponds to a SW with infinite
wavelength—all magnetic moments precess uniformly in phase around ~Heff at
ω (k = 0) [cf. dashed orange line in Fig. 1.10]. This is the case of ferromagnetic
resonance (FMR), and then, Eq. (1.38) simplifies to the Kittel formula [65, 119]
ω (k) = γµ0
√
H0 (H0 +MS −H⊥u ) = γµ0
√
H0 (H0 +Meff) (1.47)
with the effective magnetization
Meff := MS −H⊥u . (1.48)
When comparing Eqs. (1.38) and (1.47), it is obvious that, at a fixed bias field
magnitude, the excitation of propagating DE SWs occurs at higher frequencies
compared with the FMR mode [cf. green curve in Fig. 1.10], while at a fixed
excitation frequency, the DE SW modes appear at lower bias fields than the
FMR mode.
Derivation of the Damon-Eshbach Spin Wave Attenuation Length
When both the precession and the damping term are taken into consideration
in the LLG equation, the system of equations given in Eq. (1.36) is modified as
follows: (
0
0
)
=
[
A+
(
0 iαpω
−iαpω 0
)]
︸ ︷︷ ︸
:=B
(
Mx
My
)
. (1.49)
The solution to Eq. (1.49) at any ω is given by the condition det (B) != 0.
Neglecting higher-order terms O (α2) this condition yields a complex equation
quadratic in ω:
−ω2 + iαp (A12 − A21)ω − A12A21 = 0 . (1.50)
The solution to Eq. (1.50) is a complex28 ω, i.e.,
ω = Re (ω) + i · Im (ω) , (1.51)
where the real part is identical with DE SW dispersion, i.e., Re (ω) = ω (k) [cf.
Eq. (1.38)], while the imaginary part
Im (ω) = αγµ0
(
H0 + Jk2 +
MS
2 −
H⊥u
2
)
(1.52)
corresponds to a characteristic time scale τ defined as
τ = 1Im (ω) . (1.53)
When introducing a complex wave number k = Re (k) + i · Im (k), where [6]
k = Re (k) (1.54)
and Latt =
1
Im (k) , (1.55)
28 Throughout this thesis, complex quantities are marked by underlining.
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and since real and imaginary parts of ω and k are linked via vgr, the analogue to
the characteristic time scale τ in space is the DE SW attenuation length, which
is given by
Latt =
1
Im (k) =
vgr
Im (ω) = vgr · τ
Eq. (1.52)= vgr
αγµ0
(
H0 + Jk2 + MS2 − H
⊥
u
2
) . (1.56)
Using Eq. (1.56), the real spatio-temporal profile ~M (x, t) reads as29 [52]
~M (x, t) = ~mdyn (x, t) · exp (−x/Latt) + ~M0 . (1.57)
Eq. (1.57) clearly demonstrates that Latt is a characteristic length scale, since
it specifies the propagation distance over which the DE SW amplitude decays
to a factor 1/e. Moreover, since Latt ∼ vgr ∼ d applies, for the same set of
experimental parameters, the thicker the magnetic film, the further the DE SW
propagate.
1.4.2 Nonreciprocity
The term “nonreciprocity” accounts for the peculiarity that SWs propagating in
opposite directions do not exhibit the same characteristics [1, 2, 113]. In the case
of DE SWs, depending both on the properties of the studied magnetic system as
well as on the characteristics of the experiment, different types of nonreciprocity
occur:
• modal profile nonreciprocity,
• frequency nonreciprocity, and
• amplitude nonreciprocity.
The frequency nonreciprocity arises due to the modal profile nonreciprocity in
combination with an asymmetry of the magnetic film properties across the film
thickness [120]—e.g., different anisotropies at the two film surfaces [121].
Figure 1.12. Schematic of the modal profile of DE SWs propagating along the x
direction in a ferromagnetic film with thickness d, when the exchange interaction as
well as the appropriate boundary conditions are taken into account. The width of the
(shaded) blue regions30 corresponds to the local precession amplitude across d. For
a fixed propagation direction, depending on the orientation of the bias field, the DE
mode is either localized at the top or at the bottom surface. In the case depicted, the
signature of the modal profile asymmetry is in agreement with Eq. (1.58).
29 For x > 0 (x < 0), Latt > 0 (Latt < 0) applies.
30 Usually, for simplicity, only that half of the precession trajectory is plotted, where the
larger precession amplitude is in line with the propagation direction.
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The amplitude nonreciprocity is due to the excitation of propagating DE SWs
using microwave antennas [44, 45, 122], and is addressed separately in detail in
Sec. 1.4.5.
The modal profile nonreciprocity [2, 120, 121, 123] describes the characteris-
tic that the DE SW mode is localized either at the bottom or top surface of
the film depending both on the propagation direction ~k and the bias field di-
rection ~H0. This behavior is illustrated in the schematics shown in Fig. 1.12.
For this reason, DE SWs are also referred to as surface modes, in contrast to
BV and FV SWs, which are volume modes [2]. Since this surface character is
a fundamental intrinsic feature of DE SWs, its origin is discussed in detail below.
The origin is revealed when the spatial distribution of the dynamic dipolar field
generated by the dynamic magnetization ~mdyn [cf. Eq. (1.30)] is investigated.
In Fig. 1.13, for k > 0 and ~M0  +~ez, the local orientation of ~mdyn is sketched
across one SW wavelength. mxdyn [cf. open red arrows] and m
y
dyn [cf. solid blue
arrows] create magnetic volume and surface charges, which, in turn, generate
a dynamic dipolar field [cf. solid and dashed lines]. In the bottom half of the
film, the contributions to the dipolar field arising from mxdyn and m
y
dyn add, while
they partially compensate each other in the top half. Consequently, for k > 0,
the total dipolar field is larger in the bottom half. The situation is reversed for
k < 0 due to the different sense of rotation of ~mdyn. This nonreciprocal asymme-
try of the dynamic dipolar field is at the origin of the modal profile asymmetry.
Because in order to establish a true SW eigenmode, ~mdyn tends to compensate
this asymmetry by increasing its precession amplitude either in the bottom or
top half of the film depending on the sign of k, and therefore the DE SW mode
is localized in the vicinity of either surface. This mode localization also reverses
when the direction of the equilibrium magnetization direction ~M0 is reversed by
inverting the polarity of H0 [cf. left and right graph in Fig. 1.12].
Fig. 1.13 is a simple graphic representation of the origin of the surface character
of DE SWs resulting from the standard DE picture of magnetostatic SWs [113].
Figure 1.13. Schematic of the origin of the modal profile nonreciprocity of a DE
SW propagating in a magnetic film with thickness d. Solid blue and open red arrows
indicate the local orientation of the x and y components of the dynamic magnetization
~mdyn across one SW wavelength λ for k > 0 and ~M0 aligned along the +z direction
[cf. Fig. 1.8]. mydyn generates magnetic charges on the y surfaces while mxdyn genera-
tes volume charges. The arrows on the blue solid and red dashed lines indicate the
respective orientation of the resulting dipolar field lines. In the vicinity of the bottom
(top) y surface, they point along the same (opposite) direction(s). (Figure is adapted
from Ref. [121].)
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Here, the exchange interaction is neglected, and due to the given boundary
conditions at the film surfaces, the profile of ~mdyn across the film thickness
needs to be a combination of two exponentials—exp (−ky) and exp (ky)—with
an asymmetry between the two components such that the amplitude of the
magnetization precession is maximum at one of the film surfaces [2]. The surface,
at which the SW precession amplitude is larger, is the one whose internal normal
~n along the film thickness verifies31 [1, 123]
~k
|~k| = ~n×
~M0
| ~M0|
. (1.58)
Moreover, due to the exponential profile of the dynamic magnetization across
the film thickness in the standard DE picture of magnetostatic SWs [2], in that
case, a characteristic thickness dchar can be defined as follows:
exp (−kdchar) := 1/e → dchar = 1/k . (1.59)
Eq. (1.59) can be used to roughly estimate whether the modal profile nonreci-
procity becomes relevant for a given combination of DE SW wave number and
magnetic film thickness32.
Due to the fact that the exchange interaction is neglected, Eq. (1.58) contra-
dicts certain experimental findings—e.g., the nonreciprocal Oersted field induced
frequency shift [123]—which indicate a signature of the modal profile nonreci-
procity, which is opposite to the one given by Eq. (1.58). This contradiction is
removed, however, when the exchange interaction is taken into account as pro-
ven by Kostylev et al. [120], who revisited the theory of dipole-exchange SWs
[114, 115] in combination with appropriate boundary conditions [124] to under-
stand the modal profile nonreciprocity in thin ferromagnetic metallic films. In
that case, the sign of the modal profile nonreciprocity is specified not only by
the sign of k [cf. Eq. (1.58)], but also by the magnitude of k [120]. Their findings
enable the determination of the correct shape and signature of the modal profile
in a broad range of wave numbers.
Considering the exchange interaction along with the appropriate boundary con-
ditions at either surface of the thin magnetic film reveals realistic modal profiles
across the film thickness for propagating DE SWs. These are the ones sketched
in Fig. 1.12. They clearly differ from the exponential profile in the classical DE
picture [2].
31 Eq. (1.58) also considers the inversion in signature of the modal profile nonreciprocity,
when either the bias field direction or the propagation direction is reversed.
32 The different SW propagation experiments presented in Ch. 3–6 are performed on magnetic
structures with thicknesses on the order of a few tens of nanometers. Moreover, the DE
SWs that can be accessed magneto-optically [cf. Ch. 2] exhibit wave numbers on the order
of 1–10µm−1. Inserting these values into Eq. (1.59) reveals dchar-values on the order of
1–0.1µm. These values are (much) larger than the thicknesses of the individual magnetic
structures. For this reason, the modal profile nonreciprocity is expected to be of minor or
no relevance in these experiments.
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1.4.3 Spin Waves Propagating Under an Applied Electric
Current
As discussed in Sec. 1.4.1, propagating DE SWs are entirely characterized by
their dispersion ω
(
~k
)
and attenuation length Latt. When these SWs are sub-
jected to a spin-polarized electric current, a spin-transfer occurs [90, 93] that
leads to modifications in the DE SW characteristics, which are discussed in de-
tail below.
Conceptually, the interaction between a spin-polarized electric current and a
propagating DE SW can be divided into the effect arising from the adiabatic
STT and the one due to the nonadiabatic STT [11, 49, 125].
Effect of the Adiabatic Spin-Transfer Torque
The effect of the adiabatic STT on the characteristic of a propagating SW is
discussed for the situation sketched in Fig. 1.14. Here, a DE SW with wave
vector ~k propagates along the +x direction while an electrical dc current Idc is
applied along the −x direction, i.e., the direction of flow of the electrons—e−—is
identical to the DE SW propagation direction, i.e., ~u  ~k applies [cf. Eq. (1.27)].
The solid red arrows denote the local orientation of the electron spin—in case of
a spin polarization P > 0—at two positions, which are separated by a fraction of
a SW wavelength. Since the electron spin follows adiabatically the local orien-
tation of ~M as it passes the DE SW, and due to the conservation of angular
momentum, the adiabatic STT arises acting on ~M [cf. Sec. 1.3.2]. The direction
of action of the adiabatic STT is indicated by the solid green arrow. This tor-
que is clearly collinear with the precession torque, thus leading to an increase
of ω. Conversely, when the current direction is reversed, i.e., ~u  ~k applies, the
adiabatic STT causes a decrease of ω [93, 125].
A quantitative expression for the shift in the DE SW frequency due to the
Figure 1.14. Sketch of the action of the adiabatic STT arising when an electric dc
current Idc with a spin polarization P > 0 passes a propagating DE SW, which is
characterized by its wave vector ~k/wavelength λ and its angular frequency ω. In the
situation depicted, the DE SW propagates along the +x direction against Idc, i.e.,
along the direction of motion of the electrons e−. The blue arrows represent the local
orientation of the magnetization ~M , the solid red arrows represent the current orien-
tation of the electron spin as it passes the DE SW, and the solid green arrow indicates
the direction of the resulting adiabatic STT. (Figure is adapted from Ref. [11].)
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adiabatic STT can be derived by inserting the expression for the magnetization
~M (x, t) of a DE SW propagating along the +x direction [cf. Eq. (1.30)] into the
extended LLG equation [cf. Eq. (1.29)] while neglecting the nonadiabatic STT
term. This procedure yields:
iω~mdyn = −γµ0 ~M × ~Heff + iω α
MS
~M0 × ~mdyn + iuk~mdyn
→ i (ω − uk) ~mdyn = −γµ0 ~M × ~Heff + iω α
MS
~M0 × ~mdyn . (1.60)
It is obvious that the impact of the adiabatic STT term in Eq. (1.60) is entirely
accounted for by the substitution ω → ω + ∆ωSTT33 with
∆ωSTT = uk , (1.61a)
or, in general form, ∆ωSTT = ~u · ~k . (1.61b)
Eq. (1.61b) states that “what happens at ω in the absence of an adiabatic STT,
happens at ω + ∆ωSTT in the presence of an adiabatic STT”.
As already suggested by Lederer and Mills more than 50 years ago [126], this
current-induced frequency shift can be formally identified as a Doppler shift that
would emerge if the full electron system were simply moving with respect to the
lab frame with the spin-drift velocity u. For this reason, the shift in frequency
according to Eq. (1.61b) is called SW Doppler shift34.
Effect of the Nonadiabatic Spin-Transfer Torque
A quantitative expression for the effect of the nonadiabatic STT on the cha-
racteristic of a propagating DE SW can be deduced by inserting ~M (x, t) [cf.
Eq. (1.30)] into the extended LLG equation [cf. Eq. (1.29)] while neglecting the
adiabatic STT term. This procedure yields:
iω~mdyn = −γµ0 ~M × ~Heff + iω α
MS
~M0 × ~mdyn
+ iuk β
MS
(
~M0 × ~mdyn
)
→ iω~mdyn = −γµ0 ~M × ~Heff + iω
MS
(
α + βuk
ω
)
~M0 × ~mdyn .
(1.62)
It is obvious that the effect of the nonadiabatic STT term in Eq. (1.62) is entirely
accounted for by the substitution α→ α + ∆αSTT35 with
∆αSTT = −βuk
ω
, (1.63a)
or, in general form, ∆αSTT = −β~u ·
~k
ω
. (1.63b)
33 This substitution is reasonable since, for typical values of u—on the order of a few m/s—and
k—on the order of 1–10µm−1—∆ωSTT is on the order of a few tens of MHz, which is much
smaller than ω—which is on the order of a few GHz—and, therefore, ∆ωSTT  ω applies.
Moreover, as typical values for the Gilbert damping parameter α in metallic systems are
on the order of 10−3–10−2, the factor αω in the second term on the right hand side in
Eq. (1.60) does not considerably change for ω → ω + ∆ωSTT.
34 It should not be confused with a true Doppler shift [127], which occurs, for example, when
a detector is moved along the ferromagnet in which the SW propagates [128].
35 This substitution is reasonable since αω and ∆ωSTT = ~u · ~k are small compared with ω.
30
1.4 Spin Waves
Eq. (1.63a) states that the nonadiabatic STT results in a modification of the
Gilbert damping parameter α, which scales with the nonadiabatic parameter β.
In turn, this α-modification manifests as a variation in the DE SW attenuation
length [cf. Eq. (1.56)].
1.4.4 Spin Waves Propagating in the Presence of an
Interfacial Dzyaloshinskii-Moriya Interaction
When DE SWs are propagating in a bi-/multi-layer system exhibiting an in-
terfacial DMI [cf. Sec. 1.2.2], their characteristics—dispersion and attenuation
length—are different compared to the situation where no interfacial DMI is pre-
sent [52].
In the following, the occurring changes are discussed and derived on the basis
of the bilayer system sketched in Fig. 1.15. It consists of a very thin ferromag-
netic layer of thickness d on top of a nonmagnetic layer36 with strong SOC [cf.
Sec. 1.2.2]. Besides the interfacial DMI that arises at the interface between both
layers as the inversion symmetry of this system is broken along the y direction
[cf. Sec. 1.2.2] the system additionally exhibits a (strong) uniaxial PMA with
an easy axis that is collinear with the y direction37.
In the DE geometry, the interfacial DMI energy density [cf. Eq. (1.6)] is gi-
ven by [52, 81]
εDMI =
D
M2S
(
My
∂Mx
∂x
−Mx∂My
∂x
+My
∂Mz
∂z
−Mz ∂My
∂z
)
, (1.64)
where D is the DMI constant, and Mi is the i-th-component of the magneti-
zation ~M (x, t) [cf. Eq. (1.30)]. Since ∂Mz/∂z = ∂My/∂z = 0 applies, the
Figure 1.15. Orientation of
the Cartesian coordinate sy-
stem used for the derivation
of the characteristics of DE
SWs propagating in the pre-
sence of an interfacial DMI ari-
sing due to the inversion sym-
metry breaking in a bilayer
system consisting of a ferro-
magnet of thickness d on top
of a nonmagnet with strong
SOC. (Figure is adapted from
Ref. [52].)
36 Typically, this nonmagnetic layer is a heavy metal. In most of the experiments investigating
different aspects of the propagation of DE SWs in the presence of an interfacial DMI, the
heavy metal used is Pt [53, 129–131].
37 In case of a very thin Pt/Co bilayer, for instance, a strong PMA arises at the interface
between both layers due to the hybridization between the 3d electrons of the Co and the
5d electrons of the Pt [83].
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corresponding effective magnetic field is [52, 53, 116]
~HDMI = − 1
µ0
∂εDMI
∂ ~M
= 2D
µ0M2S
∂ ~M
∂x
× ~ez

= 2D
µ0M2S
(
∂My
∂x
~ex − ∂Mx
∂x
~ey
)
Eq. (1.30)= 2D
µ0M2S
(
∂ ~mdyn
∂x
× ~ez
)
. (1.65)
For simplicity, assuming that the precession of ~M is circular, i.e., mx0 = my0 =
m0 applies [cf. Eq. (1.30)], ~mdyn (x, t) of a DE SW propagating along the +x
direction reads as
~mdyn = MS [m0 sin (ωt− kx)~ex +m0 cos (ωt− kx)~ey] . (1.66)
In this case, Eq. (1.65) can be rewritten as
~HDMI =
D∗
MS
k~mdyn (1.67)
with38 D∗ = 2D
µ0MS
. ~HDMI is a dynamic quantity, which is proportional to k and
oriented either parallel or anti-parallel to ~mdyn depending on the sign of k. It
modifies the expression for the (total) effective magnetic field [cf. Eq. (1.31)]:
~H ′eff = ~Heff + ~HDMI . (1.68)
Consequently, it is obvious, that in the presence of an interfacial DMI, the cha-
racteristics of propagating DE SWs—dispersion and attenuation length—will be
different compared with the situation where no interfacial DMI is present as
discussed in detail below.
Derivation of the Damon-Eshbach Spin Wave Dispersion in the
Presence of an Interfacial Dzyaloshinskii-Moriya Interaction
The steps in the derivation39 of the DE SW dispersion in the presence of an
interfacial DMI are the same as in the case where no interfacial DMI is present
[cf. Sec. 1.4.1]. However, due to the modified effective magnetic field ~H ′eff,
the linearized LLG equation—where the damping term is neglected in the first
place—yields an altered system of equations, namely(
0
0
)
= A′
(
Mx
My
)
(1.69)
with
A′ :=
(
i (ω − pγµ0D∗k) γµ0p
[
H0 + Jk2 +MS (1− ξ)−H⊥u
]
−γµ0p [H0 + Jk2 +MSξ] i (ω − pγµ0D∗k)
)
.
(1.70)
38 This definition reveals the analogy between D∗ = 2Dµ0MS and J =
2A
µ0MS
, but it should be
noted that D is given in J/m2 while A is given in J/m. Nonetheless, the magnitude of both
quantities can be compared when D∗ is multiplied by the thickness d of the ferromagnetic
layer.
39 For the derivation, the thin film approximation is employed once again [cf. Sec. 1.4.1].
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Figure 1.16. Asymmetric DE
SW propagation induced by an
interfacial DMI40. (a) Disper-
sion. (b) Attenuation length as
a function of the DE SW wave
number.
The solution to Eq. (1.69) is given by the condition det (A′) != 0, thereby revea-
ling the dispersion of DE SWs propagating in the presence of an interfacial DMI
[53, 116]
ω (k) = ω0 (k) + ωiDMI (k) = 2pi [f0 (k) + fiDMI (k)]
= γµ0
√
[H0 + Jk2 +MSξ (kd)] [H0 + Jk2 +MS (1− ξ (kd))−H⊥u ]
+ γµ0D∗pk .
(1.71)
In Eq. (1.71), the first term ω0 is the standard DE SW dispersion [cf. Eq. (1.38)],
while the second term ωiDMI arises due to the presence of an interfacial DMI.
ωiDMI is a frequency shift in the dispersion of propagating DE SWs, which is
linear in k, and its sign depends on the polarity p of the magnetic bias field.
Consequently, as depicted in Fig. 1.16(a), for a fixed p, in the presence of an
interfacial DMI, the dispersion of counterpropagating DE SWs becomes asym-
metric, while it is symmetric in the absence of an interfacial DMI. The signature
of this asymmetry—which can also be referred to as another type of nonrecipro-
city [cf. Sec. 1.4.2]—reverses upon switching the bias field polarity. In general,
for k · p > 0, the frequency shift is positive, while it is negative when k · p < 0.
Qualitatively, this DMI-induced frequency shift and its asymmetry can be sim-
ply understood by examining the precession term in the LLG equation [cf.
Eq. (1.24)]. In the presence of an interfacial DMI it is given by
d ~M
dt = −γµ0
~H ′eff = −γµ0 ~M ×
(
~Heff + ~HDMI
)
. (1.72)
As sketched in Fig. 1.17, Eq. (1.72) describes the precessional motion of the mag-
netization ~M under the influence of ~H ′eff. The precession frequency ω is specified
by the magnitude of ~M ×
(
~Heff + ~HDMI
)
. In case of a DE SW propagating along
the −x direction, i.e., k < 0, − ~M × ~HDMI is oriented anti-parallel to − ~M × ~Heff
[cf. Fig. 1.17(a)] due to ~HDMI  ~mdyn [cf. Eq. (1.67)], and therefore ω will be
lower compared with the case where no interfacial DMI is present. In contrast,
for a DE SW propagating along the +x direction, i.e., k > 0, − ~M × ~HDMI is
collinear with − ~M × ~Heff [cf. Fig. 1.17(b)] resulting in a larger ω. Moreover,
since | ~HDMI| is proportional to k [cf. Eq. (1.67)], the respective shift in ω towards
lower or higher frequencies will increase with increasing DE SW wave number.
40 The individual dispersions and the wave number dependence of the attenuation length are
calculated using the following material and experimental parameters: |µ0H0| = 43mT,
d = 5.4 nm, µ0MS = 1.3T, µ0H⊥u = 0.6T, γ = 180 × 109 rad/(Ts), A = 13 × 10−12 J/m,
D = 0.64mJ/m2, and α = 0.013.
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Figure 1.17. Schematic of the origin of the frequency shift in the dispersion of DE
SWs propagating in presence of an interfacial DMI. For k < 0, the torques arising
from ~Heff and ~HDMI act in opposite directions, thereby leading to a decrease in ω,
while, for k > 0, both torques are collinear, thereby causing an increase in ω. (Figure
is adapted from Ref. [116].)
Derivation of the Damon-Eshbach Spin Wave Attenuation Length in
the Presence of an Interfacial Dzyaloshinskii-Moriya Interaction
For the derivation of the DE SW attenuation length in the presence of an inter-
facial DMI, both the precession term and the damping term in the LLG equation
need to be taken into account. Then, Eq. (1.69) is modified as follows:(
0
0
)
=
[
A′ +
(
0 iαpω
−iαpω 0
)]
︸ ︷︷ ︸
:=B′
(
Mx
My
)
. (1.73)
Neglecting high-order terms41 O (α2) the solution to this system of equations is
a complex ω. Its real part Re (ω) is identical to the DE SW dispersion in the
presence of an interfacial DMI [cf. Eq. (1.71)], while its imaginary part is given
by
Im (ω)p=±1 = αγµ0
(
H0 + Jk2 − H
⊥
u
2 +
MS
2
)
·
(
1 + ω
p=±1
iDMI
ω0
)
. (1.74)
Finally—according to the relation between Im (ω) and Latt given in Eq. (1.56)—
the DE SW attenuation length in the presence of an interfacial DMI is given
by42
Lp=±1att =
1
Im (ω)p=±1
· vp=±1gr . (1.75)
According to Eq. (1.75), the presence of an interfacial DMI also induces an
asymmetry in the attenuation length of counterpropagating DE SWs as seen
in Fig. 1.16(b). As in the case of the asymmetry in the DE SW dispersion,
the signature of the asymmetry in Latt reverses when the magnetic bias field is
41 Additionally, since (A12 −A21)  A12A21 applies,
√
1 + x ≈ 1 + 12x (in case of small x)
can be applied.
42 In the presence of an interfacial DMI, the dispersion of propagating DE SWs ω (k) also
depends on p [cf. Eq. (1.71)]. For this reason, the group velocity—vgr = ∂ω/∂k—is also
dependent on p.
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switched43. In general, for k ·p > 0, the absolute value of Latt is larger compared
to case where no interfacial DMI is present, while it is smaller when k · p < 0.
1.4.5 Spin Wave Excitation Using Microwave Antennas
In metallic ferromagnetic systems, propagating magnetostatic DE SWs, which
can be detected magneto-optically [cf. Ch. 2], are characterized by excitation
frequencies in the low GHz-range and wave numbers ranging from ≈1–10µm−1
[cf. Fig. 1.9(b)]. These k-values correspond to SW wave lengths λ in the range
from ≈6µm down to ≈600 nm. Most commonly these DE SWs are excited by
microwave antennas [7, 11, 13, 121, 132–135] whose their lateral dimensions need
to be on the same length scale as λ [1]. Typical shapes of microwave antennas uti-
lized in SW propagation experiments are (shorted) coplanar waveguide (CPW)
structures [7, 132–135], or even more complicated periodic/meander-shaped an-
tenna structures [11, 13, 121]. It is beneficial to employ the latter type in PSWS
experiments [12, 13, 136], where propagating SWs are both excited and detected
by inductive microwave antennas, as it exhibits a narrow excitation spectrum
around a central wave number [137], while the former type exhibits a broad exci-
tation spectrum [138], which is advantageous in experiments, where it is essential
to investigate the SW dispersion over a much wider wave number or frequency
range [132, 133, 135].
In the various SW propagation experiments presented in Ch. 3–6, microwave
antennas in the shape of shorted CPW structures are employed to excite pro-
pagating magnetostatic DE SWs. For this reason, this antenna type and its
characteristics as well as the SW excitation process itself along with its peculia-
rities are discussed in detail below.
A schematic of a microwave antenna in the shape of a shorted CPW structure
is shown in Fig. 1.18. It consists of a signal line of width ws, which is separated
from the two ground lines of width wgr, by a gap of width wg. The actual figure
of merit is the signal-to-ground distance ds,gr—defined as the center-to-center
distance—as it specifies the dominant wave number in the corresponding excita-
tion spectrum [1]. Typical values for the widths of the individual CPW consti-
tuents are44: ws = 600nm, wgr = 300nm, and wg = 300nm, i.e., ds,gr = 750nm.
To excite propagating DE SWs in a metallic ferromagnetic layer, such a micro-
wave antenna is placed on top of this layer while it is concurrently electrically
decoupled from it by a thin insulting layer as depicted in Fig. 1.18(b).
By supplying an radio-frequency (rf) current Irf (ω) to the microwave antenna
a dynamic, spatially inhomogeneous Oersted field ~hdyn (~r, t) = ~h0dyn (~r ) eiωt is
generated around it as sketched in Fig. 1.18(b). It couples inductively to the
magnetization of the ferromagnetic layer beneath [1], thereby exciting propaga-
ting DE SWs at the same frequency ω when a magnetic bias field is concurrently
43 The signature of the asymmetry in Latt with respect to k and p is opposite to the one
in Im (ω)—which is the quantity corresponding to Latt in BLS measurements [53]—since
Im (ω) and Latt = 1/Im (k) are linked via vgr.
44 The smallest possible feature size of the CPW, which is at the edge of feasibility using cur-
rent common state-of-the-art nano-fabrication techniques, is on the order of about 100 nm.
However, a reproducible fabrication of such narrow structures requires a lot of efforts and
time.
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Figure 1.18. (a) Schematic of a microwave antenna in the shape of a shorted CPW.
The dimensions of its constituents are labeled as follows: signal line width ws, ground
line width wgr, gap wgap, and signal-to-ground distance ds,gr. (b) Schematic of the local
orientation of the microwave field ~hdyn (~r, t) generated by a microwave current Irf (ω)
running across an Au microwave antenna which is separated from the ferromagnetic
layer beneath by an insulating layer. (c) Spatial profiles along the x direction of the in-
plane and out-of-plane components of the excitation field, i.e., ~hdyn (x) = hip (x)~ex +
hoop (x)~ey, extracted at a fixed distance beneath the microwave antenna inside the
ferromagnetic layer [cf. dashed blue line in (b)]. The yellow boxes mark the extends
and position of the constituents of the microwave antenna. (d) Excitation spectrum
of this antenna, i.e., the Fourier transform of the spatial profile(s) shown in (c).
applied along the z direction, i.e., parallel to the long axis of the microwave
antenna45.
~h0dyn (~r ) can be calculated numerically using the two-dimensional Biot-Savart
law when assuming that the current distribution within the CPW structure is
uniform. Due to the spatial symmetry of the microwave antenna along the z di-
rection, ~h0dyn (~r, t) = ~h0dyn (x, y, t) holds, and, consequently, it can be decomposed
into its in-plane and out-of-plane components:
~hdyn (~r, t) = ~h0dyn (x, y) eiωt
=
(
hip (x, y)~ex + hoop (x, y)~ey
)
eiωt. (1.76)
For a fixed y coordinate inside the ferromagnetic layer [cf. dashed blue line in
Fig. 1.18(b)], the spatial profiles of hip (x) and hoop (x) are shown in Fig. 1.18(c).
hip (x) is symmetric in x [cf. black curve in Fig. 1.18(c)] while hoop (x) is anti-
symmetric in x [cf. red curve in Fig. 1.18(c)]. The Fourier transform of the
spatial profile(s) of the excitation field(s) yields the excitation spectrum of the
microwave antenna as depicted in Fig. 1.18(d). It is a measure for the excita-
tion efficiency of the individual DE SW wave numbers. Since the shape of the
45 The resulting SW dynamics can be derived by solving the linearized LLG equation using
~M = ~M0 + ~mdyn in combination with the substitution ~H(
′)
eff → ~H(
′)
eff +~hdyn [cf. Eqs. (1.31),
(1.68) and (1.30)]. The procedure is very similar to the one presented in Sec. 1.4.1.
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spectrum46 is directly linked to the spatial dimensions of the constituents of the
microwave antenna—ws, wg, and wgr—it can be tailored to specific needs by
modifying the respective dimensions appropriately [cf. Ch. 6].
Finally, the peculiarities of the DE SW excitation process using a microwave
antenna are addressed. For a better understanding, this discussion refers to the
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Figure 1.19. Micromagnetic study of the DE SW excitation process in an exten-
ded ferromagnetic layer by the in-plane and out-of-plane components of the dyna-
mic excitation field ~hdyn of a microwave antenna47. (a) Spatial profiles—along the
x direction—of the in-plane and out-of-plane excitation fields generated by the mi-
crowave antenna whose position as well as the lateral dimension of its constituents
are indicated by the yellow boxes [cf. Fig. 1.18(c)]. hip is symmetric in x while the
out-of-plane field hoop is anti-symmetric in x. (b) Spatial profiles of the in-plane and
out-of-plane dynamic magnetization excited only by hip. (c) Spatial profiles of the
in-plane and out-of-plane dynamic magnetization excited only by hoop. (d) Spatial
profiles of the in-plane and out-of-plane dynamic magnetization excited by both com-
ponents of ~hdyn . The blue boxes are a guide to the eye to facilitate the observation
of the amplitude nonreciprocity. (Figure is adapted from Ref. [139].)
46 The excitation spectrum is symmetric in k, i.e., it applies to the excitation of DE SWs pro-
pagating along either x direction. The wave number of the first maximum in the excitation
spectrum does not agree with that one, which is expected due to the signal-to-ground-
distance—kexp = (2pi) /ds,gr—since the shorted CPW structure is a non-periodic structure
in real space.
47 These data are extracted from a micromagnetic simulation on a Permalloy (Ni80Fe20)
film. The material and experimental parameters used are: f = 10GHz, µ0H0 = −70mT,
d = 15nm, µ0MS = 0.92T, γ = 187×109 rad/(Ts), and α = 0.0075. The lateral dimensions
of the microwave antenna are: ws = 600nm, and wgr = wg = 300nm.
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results shown in Fig. 1.19, which are extracted from a micromagnetic simulation
on this excitation process using the micromagnetic simulation program MuMax3
[cf. Appendix B.1].
Both hip and hoop contribute to the DE SW excitation. The Mx- and My-
components of the dynamic magnetization resulting from hip are symmetric in
x [cf. black and red curves in Fig. 1.19(b)] while the ones arising due to hoop
are anti-symmetric in x [cf. black and red curves in Fig. 1.19(c)]. Consequently,
since both dynamic microwave field components contribute to the overall SW
excitation, on one side of the microwave antenna, they add resulting in a stron-
ger excitation of ~M on that side [cf. the x > 0-range in Fig. 1.19(d) ] while, in
contrast, on the other side of the antenna, they partially cancel each other, the-
reby resulting in a weaker excitation of ~M [cf. the x < 0-range in Fig. 1.19(d)].
This amplitude asymmetry becomes clearly obvious in Fig. 1.19(d) when com-
paring the amplitudes of Mx and My within the blue boxes on either side of the
microwave antenna, whose distance to the edges of the microwave antenna is
identical.
This amplitude asymmetry is referred to as amplitude nonreciprocity. In con-
trast to the modal profile nonreciprocity [cf. Sec. 1.4.2], it is not an intrinsic
characteristic of DE SWs, but arises due to the excitation method48. The ampli-
tude nonreciprocity reverses upon switching the bias field direction. Despite the
amplitude nonreciprocity, DE SWs propagating along the x and −x direction
are in-phase. This feature can be clearly seen when comparing the local profiles
of Mx and My within the blue boxes in Fig. 1.19(d).
Fig. 1.19(d) also reveals, that, in reality, the amplitude of the out-of-plane com-
ponent of the dynamic magnetization of a propagating DE SW My is smaller
than that one of the in-plane component Mx. This characteristic arises due to
the different demagnetizing fields along the x and y directions. Consequently, as
the Mx- and My-amplitudes differ [cf. Eq. (1.30)], the precessional motion of ~M
around ~H(
′)
eff is not circular—as sketched in Fig. 1.3—but elliptical.
1.4.6 Lateral Confinement and Spin Wave Mode
Coupling
Eq. (1.44) is the in-plane SW dispersion in case of a plain ferromagnetic film
with thickness d. In contrast, in case of a nanostructured thin stripe, the width
of the stripe w is finite while its length l is quasi infinite, i.e., l w  d applies.
This lateral confinement yields two significant consequences, which are discussed
in the following in terms of propagating DE SWs.
First, the internal magnetic field Hi changes considerably. When both static
and dynamic contributions are taken into account, its calculation is quite cum-
bersome [140]. Yet, it simplifies, when the dynamic contributions are neglected
and the following assumption is made: The bias field is strong enough to align
the magnetization along the z direction, i.e., transverse to the stripe’s long axis,
everywhere within the stripe except for the very narrow regions close to its ed-
48 For a ferromagnetic layer with a thickness on the order of a few tens of nanometers, the am-
plitude nonreciprocity due the excitation of propagating DE SWs using microwave antennas
is dominant compared with the modal profile nonreciprocity.
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ges. In this case, in those regions, where ~M  ~H0 applies, Hi coincides with
the static effective magnetic field, and hence it can simply be modeled49 as a
spatially homogeneous magnetic field [65, 82, 141]:
Hi = H0 −NzzMS , (1.77)
where Nzz is the demagnetizing factor along the z direction, which can be cal-
culated based on the static demagnetizing field(s) [82].
Secondly, the wave vector component in the direction perpendicular to the pro-
pagation direction, i.e., kz, becomes restricted to specific values [142], which can
be reasonably estimated by the quantization condition [6]
kquantz = n
pi
w
, (1.78)
where n ∈ N+\ {0} indicates the respective transverse mode number. When
assuming that the dynamic magnetization is totally pinned at either edge of the
stripe, the corresponding mode profiles across the width of the stripe, i.e.,mx (z),
can be modeled as (co-)sine functions with n − 1 nodes as it is depicted in the
top row of Fig. 1.20 for n = 1–4 in the case of a 1µm-wide stripe. More realistic,
however, is the assumption that the dynamic magnetization is only partially pin-
ned at the edges. When additionally the inhomogeneity of the internal magnetic
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Figure 1.20. Top row: Transverse mode profiles across a stripe of finite width
w = 1µm for quantized wave numbers kz = n piw when the inhomogeneous internal
magnetic field is neglected and assuming that the dynamic magnetization is totally
pinned at the edges of the stripe. n is the mode number, and odd (even) modes are
indicated in red (blue). Bottom row: More realistic transverse mode profiles50 at the
given frequencies when the inhomogeneous internal magnetic field is taken into account
and assuming that the dynamic magnetization is only partially pinned at the edges of
the stripe. (Figure is partially adapted from Ref. [141].)
49 Eq. (1.77) does not apply to edge domains and the corresponding edge modes [141].
50 These profiles are calculated numerically in case of a 33 nm-thick Permalloy (Ni80Fe20)
stripe while a magnetic bias field of 200mT is applied along the z direction, i.e., perpendi-
cularly to the stripe’s long axis.
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field is considered in this situation, also more realistic shapes of the transverse
mode profiles can be derived numerically as done by Bayer et al. [141]. In this
case, they are quasi cosinusoidal modes, which are localized near the center of
the stripe as shown in the bottom row of Fig. 1.20, which also covers the modes
from n = 1–4 in the case of a 1µm-wide stripe for the ease of emphasizing the
differences with respect to the top row51.
Due to these two consequences, strictly speaking, Eq. (1.38) only specifies the
dispersion of DE SWs propagating in a plain film. For this reason, in the case of
a narrow stripe, the DE SW dispersion is usually discussed in terms of a simple
model known as the effective stripe model [6]. This model comprises the disper-
sion of a plain film and a quantized wave vector component perpendicular to the
propagation direction [cf. Eq. (1.78)]. This situation is depicted in the in-plane
SW dispersion f (kx, kz) shown in Fig. 1.21(a).
For kx = 0, the SW corresponds to a BV SW propagating in a plain film, i.e.,
~k ‖ ~H0 [cf. Eq. 1.41]. First, for small wave numbers kz, the resonance fre-
quency decreases before increasing again for larger wave numbers [cf. red curve
in Fig. 1.7]. Consequently, depending on the (quantized) transverse wave num-
ber kz, the dispersion f (kx) of a DE SW propagating in a stripe starts either
below or above the dispersion of the n = 1 SW mode. In the latter case, in
the regions marked by the orange circles in Fig. 1.21(b), the dispersion branch
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Figure 1.21. Lateral confinement and SW mode coupling in a stripe of finite width
w in the effective stripe model52. (a) In-plane SW dispersion f (kx, kz) in case of a
thin film at a bias field of 21mT applied along the z direction [cf. Eq. (1.42)]. The
differently-colored dashed horizontal lines indicate those quantized transverse wave
numbers kquantz = n piw , which can be excited when using a microwave antenna, i.e.,
only the ones with odd n. (b) SW dispersion f
(
kx, k
quant
z
)
. The orange circles indicate
crossings of the main propagating SW mode with n = 1 with branches of higher order
modes. In case of a stripe of finite width, these crossings become anticrossings. (Figure
is adapted from Ref. [6].)
51 The spatial distribution my (z) is similar in shape, but one order of magnitude smaller [141]
due to the ellipticity of the precession [cf. Fig. 1.19(d)].
52 The respective SW dispersions are calculated in case of a 800 nm-wide and 15 nm-thin
Permalloy (Ni80Fe20) stripe using the following material parameters: µ0MS = 0.95T,
γ = 176× 109 rad/(Ts), and A = 13× 10−12 J/m.
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corresponding to the n = 1 SW mode [cf. black line in Fig. 1.21(b)] crosses the
branches of the (other) lowest transverse modes.
For a plain film, where SWs are the eigenmodes of the system, which do not
interact with each other, the (individual) dispersion branches cross each other
without repulsion [cf. Fig. 1.21(b)]. In reality, however, these eigenmodes do
not represent the eigenmodes for a stripe of finite width as the mode profile
across the stripe width considerably changes since the contribution of the dipo-
lar interaction is significantly modified [cf. Fig. 1.20]. Hence, the modes interact
with each other. Usually, this interaction is the strongest, when the frequencies
of two branches (nearly) coincide, and results in a repulsion of the (individual)
dispersion branches. This repulsion is referred to as an anticrossing. Such anti-
crossings occur for specific kx at a given bias field magnitude [cf. Fig. 1.21(b)],
and are observed in the case of thin and narrow stripes, while for wider and thic-
ker stripes only a co-propagation of the different transverse modes is observed
[143].
When a microwave antenna is utilized to excite propagating DE SWs in a stripe,
the excitation field across the width of the stripe is homogeneous [cf. Sec. 1.4.5],
and consequently, since odd and even transverse modes exhibit different symme-
tries [cf. red and blue curves in Fig. 1.20], only modes with odd n are excited
at all [cf. dashed lines in Fig. 1.21(a)]. For this reason, anticrossings only
occur when two almost degenerate modes of the same symmetry interact53 [cf.
Fig. 1.21(b)].
Anticrossings have a severe impact on the propagation characteristics of the
main propagating mode, which is the one with the largest group velocity. As
vgr decreases in the vicinity of an anticrossing, and since Latt scales with vgr [cf.
Eq. (1.56)], an anticrossing manifests as a significant decrease in Latt, which can
be detected experimentally [6].
1.5 Magneto-Optical Kerr Effect
The magneto-optical Kerr effect (MOKE) occurs when linearly polarized light
is reflected from the surface of a magnetic sample resulting either in a change
in the state of polarization or in a change in intensity depending on the expe-
rimental geometry. There are three different geometries, which are illustrated
schematically in Fig. 1.22(a) [65, 119]:
• In the case of the polar MOKE (PMOKE), the magnetization ~M is oriented
perpendicular to the sample surface and lies in the plane of incidence of
the light. Consequently, this geometry is suited for the investigation of
magnetic samples with an out-of-plane magnetization (component). The
PMOKE is characterized by a Kerr rotation and a Kerr ellipticity [cf.
Fig.1.22(b)].
53 In general, the different SW modes can interact, but the excitation efficiency of the indi-
vidual transverse modes scales with 1/n [144]. Consequently, it is the n = 1 and n = 3
modes that are the ones most likely to be excited and to occur.
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• In the case of the longitudinal MOKE (LMOKE), ~M is oriented parallel
both to the sample surface and to the plane of incidence of the light.
Consequently, this geometry is suited for the investigation of magnetic
samples with an in-plane magnetization (component). The LMOKE is also
characterized by a Kerr rotation and a Kerr ellipticity [cf. Fig.1.22(b)].
• In the case of the transverse MOKE (TMOKE), ~M is parallel to sample
surface, but perpendicular to the plane of incidence of the light. Conse-
quently, this geometry is suited as well for the investigation of magnetic
samples with an in-plane magnetization (component). However, in con-
trast to the LMOKE and PMOKE, the TRMOKE is not characterized by
a Kerr rotation and a Kerr ellipticity, but only by a change in intensity of
the reflected light.
Furthermore, one differentiates whether the incident light is polarized parallel
(s) or perpendicular (p) to the plane of incidence. The magnitude of the MOKE
depends on the incident angle θ0 of the light with respect to the surface normal
of the magnetic sample [cf. Fig. 1.22(a)] as well as on whether the light is s- or
p-polarized. In general, the TMOKE is the weakest MOKE while, in turn, the
PMOKE is one order of magnitude more pronounced than the LMOKE.
In case of the LMOKE and PMOKE, the characteristics of the effect—the Kerr
rotation and the Kerr ellipticity—can be expressed as a complex Kerr angle
ΘKerr = θKerr + iη , (1.79)
where θKerr accounts for the rotation of the plane of polarization while η quan-
tifies the ellipticity, i.e., the ratio between minimum and maximum, as it is
depicted schematically in Fig. 1.22(b). Both the Kerr rotation and the Kerr el-
lipticity reverse sign when the magnetization direction ~M is switched, and ΘKerr
is proportional to M [66, 119].
Microscopically, in a ferromagnetic material, the MOKE arises from the simul-
taneous occurrence of exchange splitting and SOC [145]. Macroscopically, the
MOKE is discussed in terms of the off-diagonal terms in the dielectric tensor ε,
Figure 1.22. (a) Schematic of the
orientation of the magnetization ~M
with respect to the sample surface
and with respect to the plane of inci-
dence of the light in case of the polar,
longitudinal and transverse MOKE
geometry. (b) The polar and longi-
tudinal MOKE are characterized by a
complex rotation of the plane of pola-
rization of initially linearly polarized
light upon reflection from the surface
of a magnetized sample. The plane of
polarization is rotated with respect
to the initial one by the Kerr angle
θKerr while the ellipticity is quantified
by the angle η.
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which specifies the (magneto-)optical properties of the medium [65, 119, 146–
148]. The off-diagonal terms are a consequence of the time-reversal symmetry
breaking due to the magnetization ~M . In the polar and longitudinal configura-
tion, ε is given by [65, 119, 146, 147]
ε = N2
 1 iQ 0−iQ 1 0
0 0 1
 (polar) and (1.80)
ε = N2
 1 0 −iQ0 1 0
iQ 0 1
 (longitudinal) , (1.81)
respectively, where N and Q are the refractive index of the magnetic medium
and the magneto-optical parameter or Voigt constant [65, 146, 147], respectively.
Both quantities are material-dependent and complex numbers, i.e., they have a
real and an imaginary part [119].
Each tensor [cf. Eqs. (1.80) and (1.81)] leads to two normal modes—denoted as
σ− and σ+—which correspond to left- and right-handed circularly polarized light.
To the two modes different refraction indices n, where n =
√
ε, are assigned,
namely [119, 146, 147]
nσ
+,σ− = N
(
1± 12~α~k, ~MQ
) (
nσ
+,σ− ∈ C
)
, (1.82)
where ~α~k, ~M is the direction cosine between the magnetization ~M and the propa-
gation vector of the light ~k (inside the magnetic medium) [146]. The real part
of n [cf. Eq. (1.82)] specifies the propagation velocity of the respective mode
within the medium while the imaginary part quantifies its attenuation [149, 150].
Consequently, initially linearly polarized light—which can be considered as the
superposition of left- and right-handed circularly polarized light—decomposes
into these two modes upon entering the magnetic medium. Then, the two circu-
lar modes propagate with different velocities and attenuate differently inside the
magnetic medium. Upon emerging from the magnetic medium in reflection, the
two modified modes recombine yielding a rotation in the plane of polarization
and an ellipticity.
Whenever the magnetization ~M is oriented along an arbitrary direction and
whenever there is a finite angle between the wave vector ~k of the incident (line-
arly polarized) light and the surface normal of the sample, i.e., θ0 6= 0◦ holds [cf.
Fig. 1.22], the overall MOKE is a combination of the contributions arising from
TMOKE, LMOKE and PMOKE.
Furthermore, θKerr is a material-dependent quantity which exhibits a signifi-
cant dependence on the wavelength λ of the incident light. For the common 3d
ferromagnets—Fe, Co and Ni—θKerr shows a maximum at λ ≈ 800nm [119].
Although the penetration depth of visible light into metals is on the order of
a few tens of nanometers54, the MOKE is a surface-sensitive effect deriving its
54 In case of Permalloy (Ni80Fe20), the penetration depth is about 15 nm at a wavelength of
400 nm [151].
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surface sensitivity from the limited thickness of the magnetic structure under
investigation, which can be as thin as one atomic layer [148]. Hence, measure-
ments of the MOKE are well suited for example for the investigation of various
aspects of SW dynamics in thin magnetic layers [5–7, 132, 133, 135], the cha-
racterization of (ultra)thin magnetic films and nanostructures [152], and domain
imaging [153].
In the following chapter, the time-resolved Kerr microscopy setup utilized in the
different SW propagation experiments [cf. Ch. 3-6] is presented. It is operated in
the PMOKE geometry, and hence it is sensitive to the out-of-plane component
of the dynamic magnetization of the (DE) SWs [cf. Fig. 1.8] propagating in the
magnetic nanostructures.
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In the magnetic nanostructures, SW dynamics is accessed by time-resolved mag-
neto-optical Kerr microscopy (TRMOKE) performed in the polar geometry using
a femtosecond laser system. This technique provides both the required sensitivity
and the required spatial and temporal resolution [148, 152]. In the following, the
components and the functional principle of the TRMOKE setup used55 as well
as its modes of operation are explained in detail.
2.1 Components and Functional Principle of
the Time-Resolved Kerr Microscope
A schematic of the setup is shown in Fig. 2.1. Each sample is mounted in a
modified Cryovac helium-flow cryostat which, in principle, enables to perform
measurements at temperatures ranging from about 5K up to room tempera-
ture56. The cryostat is equipped with input connections for microwaves as well
as for an electric DC current. It is mounted on a xyz PI P500 piezo stage which
enables to move the sample within the xz plane with a resolution on the order of
a few nanometers as well as to fine tune the sample position along the y direction
with respect to the focus plane of the objective lens. For a coarse alignment of
the sample position within the xz plane the piezo stage is mounted on a mecha-
nical micrometer positioning stage, while for the coarse alignment of the focus
plane the objective lens is mounted as well on a micrometer positioning stage.
A 360◦-rotatable, computer-controlled electromagnet with an iron yoke in the
shape of a horseshoe enables to apply a static magnetic field at any desired an-
gle within the xz plane of the sample. Its magnitude is measured by a Hall probe
attached to one of the pole shoes, and the maximum possible field magnitude at
the position of the sample, i.e., in the middle of the gap between the pole shoes,
is about 250mT. The error in field is about 0.1mT.
To be able to optically detect and resolve SW dynamics at GHz frequencies
requires a pulsed light source where the probing pulse width is much shorter
than one SW oscillation period [cf. Eq. (1.38)]. For this reason, a femtose-
cond laser system is employed. As illustrated in Fig. 2.1, it consists of a pul-
sed Coherent Mira 900 titanium:sapphire (Ti:Sa) laser—2W output power in
CW mode—which is pumped by a Laser Quantum Finesse neodymium-doped
yttrium aluminum garnet (Nd:YAG) laser at a wavelength of 532 nm with a no-
minal output power of 10W. The Ti:Sa laser is tunable within a small range
of central wavelength λc and pulse width τw. Typical values for either quantity
are: λc ≈ 800nm, and τw ≈ 200 fs. The red laser pulses are emitted with a
repetition rate frep of 80MHz, i.e., the duration between individual pulses ∆t is
12.5 ns, and consequently the dynamic magnetization is probed at certain times
t˜n, which are defined as
t˜n = n ·∆t+ t0
(
n ∈ N+
)
, (2.1)
55 The TRMOKE setup was originally set up by Frank Hoffmann [154] and further improved
and modified by Jean-Yves Chauleau and Johannes Stigloher throughout the past years.
56 All experiments presented in Ch. 3–6 are conducted at room temperature.
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Figure 2.1. Schematic of the TRMOKE setup. A BBO crystal doubles the frequency
of the laser pulses that are emitted with a repetition rate of 80MHz by the Ti:Sa
laser, which is pumped by the Nd:YAG laser. The resulting blue light is used for
the detection of the dynamic out-of-plane component of the SWs propagating in the
magnetic sample. The yellow shaded area covers all components of the setup enabling
the phase-locking of the probing laser pulses to the microwave excitation. The red
light emitted by the LED is required for the image stabilization. The current source
is optional57. Further details are provided in the text.
where t0 is an arbitrary offset in time. It is mandatory, that at each t˜n the same
state of the dynamic out-of-plane magnetization is probed as it is depicted sche-
matically in Fig. 2.2. In order to achieve this, two conditions must be fulfilled:
(i) The propagating SWs need to be excited at a frequency which is an integer
multiple of 80MHz.
(ii) The phase between the excitation and the detection needs to be constant,
i.e., the probing laser pulses have to be phase-locked to the microwave
excitation.
57 It is only used in experiments where an electric dc current needs to be injected across the
magnetic sample [cf. Ch. 3].
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Figure 2.2. Schematic of the principle of phase-locking essential for the detection
of the dynamic out-of-plane component of the dynamic magnetization (red) of the
propagating SWs. When these SWs are excited at a frequency f which represents
an integer multiple of the repetition rate of the probing laser pulses (blue)—frep =
80MHz—every probe pulse detects the same my-value independent of the phase φ
between excitation and detection.
This phase-locking is realized by using the components of the TRMOKE setup,
which are highlighted in yellow in Fig. 2.1, as follows:
The repetition rate of the laser pulses emitted by the Ti:Sa laser is stabilized by
the Coherent Synchrolock 900. Basically, it is a computer-assisted device, which
records the current repetition rate of the pulses via an optical fiber connected
to an internal photo-diode, compares it with an internal reference frequency of
80MHz—which represents the master frequency—and, if required, it adjusts the
length of the Ti:Sa laser cavity accordingly by moving a mirror, which is mounted
on a piezo tube. Moreover, the Synchrolock also sends a 10MHz (= 80/8MHz)
reference signal via an electronic phase shifter to a HP8672A synthesized signal
generator providing microwaves at frequencies ranging from 2–18GHz at no-
minal output powers in the range from -120 dBm to +8dBm with a frequency
resolution of 1 kHz, 2 kHz, and 3 kHz, respectively, for frequencies ranging from
2.0–6.4GHz, 6.2–12.4GHz, and 12.4–18.0GHz, respectively.
The phase shifter is controlled by a computer, and it is mandatory to be able
to change and stabilize the relative phase between the microwave excitation and
the optical detection. The term “relative” accounts for the fact that the ab-
solute phase is unknown since arbitrary phases are introduced by every single
component of the rf circuit, i.e., by each device and each cable. Yet, they can be
regarded as constant. Consequently, an additional arbitrary, but known phase
φ between excitation and detection can be added using the phase shifter. But,
in reverse, φ must be stabilized. For this purpose, the microwave excitation is
continuously monitored by a HP54120 digitizing sampling oscilloscope, which is
triggered by the signal generated when a portion of the (blue) laser beam hits
another fast photo-diode [cf. Fig. 2.1]. The computer processes the oscilloscope
signal, fits it to a sine function to determine the current φ-value, compares it
with the desired φ-value and, if required, it instructs the phase shifter to adjust
the phase accordingly, thereby stabilizing φ. As a result, the probing laser pulses
are phase-locked to the microwave excitation. The error in time resulting from
this active feedback loop is ≈1 ps which is much less than the period of the mi-
crowave excitation. For example, an excitation frequency of 10GHz corresponds
48
2.1 Components and Functional Principle of the Time-Resolved Kerr Microscope
to a period of 100 ps, and consequently the error in phase is ≈±3.6◦ which is
sufficient to accurately probe SW dynamics.
The function principle of the actual Kerr microscope, which enables to spati-
ally resolve and detect SW dynamics in magnetic nanostructures optically in the
first place, is explained in the following:
The red laser pulses emitted by the Ti:Sa laser cross a barium borate (BBO)
crystal which leads to a doubling in frequency due to second harmonic genera-
tion [149, 150]. The resulting blue laser pulses have a power of about 100mW
and enter the microscope via the periscope, which enables a proper alignment
of the laser beam. After passing the linear polarizer the beam hits the pellicle
beam splitter at an angle of 45◦. Since the nominal splitting ratio between trans-
mission and reflection of the uncoated pellicle beam splitter is 92:8, 8% of the
beam intensity is reflected towards the objective lens with a numerical aperture
of NA = 0.70 and a magnification of 60. Theoretically, its spatial resolution
is given by dmin = λ/ (2 · NA) ≈ 270nm, i.e., it is on the order of the Abbe
diffraction limit [149], while, in reality, it is rather in the range between dmin
and λ. The laser beam hits the objective lens at normal incidence and is focu-
sed on the sample. It enters the cryostat via a polarization-conserving window,
and becomes elliptically polarized only upon reflection from the surface of the
magnetic parts of the sample due to the MOKE [cf. Sec. 1.5].
This experimental measurement geometry corresponds to the polar MOKE ge-
ometry [cf. Fig. 1.22(a)] since the laser beam is in fact only sensitive to the
out-of-plane component of the propagating SWs, i.e., the y component of the
dynamic magnetization [cf. Fig. 2.1]. This fact can be explained as follows: The
focused laser beam consists of several partial beams which hit the sample surface
at different incidence angles θ0 which do not correspond to a normal incidence
[cf. Fig. 1.22(a)]. Hence, their respective wave vector ~k can be decomposed into
components parallel and perpendicular to the sample surface, i.e., k‖ and k⊥,
respectively. Consequently—assuming a radial symmetry of the focused laser
beam with respect to the sample normal—for each partial beam i there is anot-
her partial beam j with ki‖ = −kj‖, but ki⊥ = kj⊥; and therefore the contributions
from the longitudinal and transverse MOKE arising due to the in-plane compo-
nents of the static and dynamic magnetization eventually cancel upon detection,
while those due to the polar MOKE remain.
The reflected beam, which contains the magnetic information, passes the pellicle
beam splitter—but this time 92% of its intensity are transmitted—and crosses
the dichroic mirror before passing the Wollaston prism, where it is split into its
two orthogonal polarization components [150]. The resulting (linearly) polarized
beams are focused onto the detector unit consisting of two photo diodes—A and
B—and a built-in amplifier.
The detector unit outputs the sum signal as well as the difference signal of the
two diodes. The former one is proportional to the local reflectivity of the sample
surface. As this quantity is material-dependent, different materials on the sam-
ple can be distinguished, and consequently a “topography” image of the sample
can be acquired when the sample is scanned by the laser beam. For this re-
ason, the sum signal is also denoted as STopo. The difference signal contains
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the magnetic information, i.e., the information about the local magnitude of the
out-of-plane component of the dynamic magnetization at a given phase φ, since
it is proportional to the Kerr angle θKerr [cf. Sec. 1.5]. For this reason, it is also
denoted as SKerr.
SKerr is detected by a SR830 lock-in amplifier while exploiting the advantage
of phase-modulation. For this reason, an Agilent 33220A function generator is
employed. It ensures that the phase of the microwave excitation is changed by
180◦ at a low kHz-frequency when passing the mixer (or the chopper) while con-
currently acting as the reference for the lock-in amplifier. The alternation in
phase can be regarded as quasi-static compared with microwave excitation fre-
quencies in the GHz-range as well as with the 80MHz repetition rate of the laser
pulses. As a result58, as illustrated in Fig. 2.3, the laser pulses either probe my
or −my, and consequently the output signal of the lock-in amplifier processed
by the computer is twice as large compared to the case where the microwave
excitation would be only switched on and off. Typical lock-in integration times
are on the order of hundreds of milliseconds, thereby covering several thousand
SW oscillations.
Since drifts in the x, y and z position of the sample can never be excluded and
since depending on the mode of operation of the TRMOKE setup [cf. Sec. 2.2],
it is mandatory either
(i) to maintain the laser beam on a fixed position on the sample to be able to
locally probe the dynamic magnetization [cf. Sec. 2.2.1] or
(ii) to scan the very same section of the sample several times when investiga-
ting the spatial distribution of the dynamic magnetization as a function of
different experimental parameters [cf. Sec. 2.2.2],
the focus and/or the position of the sample need to be stabilized either during
or in between individual measurements. This is achieved by a procedure called
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Figure 2.3. Schematic of the principle of phase-modulation. As the phase φ between
the microwave excitation and the probing laser pulses (blue) is continuously switched
by 180◦ at a low kHz-frequency—while it is concurrently still locked in between—
the laser pulses either probe my or −my (red), and consequently the overall detected
signal by the lock-in amplifier ∆ is twice as large compared with the case where the
microwave excitation would be only switched on and off.
58 For simplicity, a circular precessional motion of the magnetization around its equilibrium
position is assumed.
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“image stabilization”. For this purpose, as shown in the schematic in Fig. 2.1, a
large section of the sample—a circle with a diameter of ≈50µm—is illuminated
by the red light emitted by a LED. The path of the red light inside the microscope
is identical with the one of the blue light up to the dichroic mirror where the
blue light is transmitted while the red light is reflected, and then focused onto a
CCD camera. The camera is connected to the computer where the current red
light image is compared with a red light reference image—recorded prior to the
beginning of the actual measurement—by a software in order to detect drifts in
the focus as well as in the position of the sample within the xz plane. Whenever
required, the software moves the xyz piezo stage to compensate for either drift,
thereby moving the sample back to its “initial” local and focal position.
2.2 Modes of Operation
For the detection of propagating DE SWs [cf. Sec. 1.4.1] the TRMOKE setup
can be operated in two modes, which provide complementary information: the
SW spectroscopy mode, or the SW imaging mode. Each mode as well as the
analysis and interpretation of the resulting data are explained in detail below.
2.2.1 Spin Wave Spectroscopy
In the spectroscopy mode, the microwave excitation frequency f , the microwave
power and the phase φ are fixed while the laser beam is continuously kept on
a given position (xfixed, zfixed) on the magnetic structure using the image stabi-
lization routine. This position is usually some micrometer away from the edge
of the microwave antenna so that the actual measurement is not affected by its
dynamic Oersted fields [cf. Sec. 1.4.5]. Then, the magnitude of the magnetic
bias field H0 applied along the z direction is swept while concurrently recording
the corresponding Kerr signal SKerr. The resulting SKerr (H0) curve is called SW
resonance spectrum. An example is shown in Fig. 2.4.
The shape of the SW resonance spectrum is given by the convolution of the
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Figure 2.4. Example of the result when operating the TRMOKE setup in the SW
spectroscopy mode: The blue and green curves are DE SW resonance spectra recorded
at 8GHz at two different phases φ (on a 15 nm-thin, micrometer-wide Ni80Fe20 stripe
and some micrometer away from the edge of the microwave antenna). The absolute
local DE SW amplitude (red curves) results from the combination of both spectra
according to Eq. (2.2). The field range, where propagating DE SWs occur, is marked
in grey.
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excitation spectrum of the microwave antenna [cf. Fig. 1.18(d)] with the re-
spective DE SW dispersion curve [cf. Eq. 1.38]. Several resonances occur since
the laser beam locally probes the magnitude of the out-of-plane component of
the dynamic magnetization. The value of this quantity changes continuously
since the SW wave number k (SW wavelength λ = 2pi/|~k|) decreases (incre-
ases) as the magnitude of the applied bias field increases. Moreover, since
SKerr (xfixed, zfixed) ∼ my (xfixed, zfixed), it does not represent the absolute SW
amplitude, but only the “relative” SW amplitude at the given fixed phase [cf.
Fig. 2.2]. The absolute SW amplitude at (xfixed, zfixed) and its bias field depen-
dence [cf. red curve in Fig. 2.4] can be accessed easily by recording SW resonance
spectra at two different phases φi and φj [cf. blue and green curves in Fig. 2.4],
which need to be separated from each other by 90◦, and by combining them as
follows [cf. Fig. 2.2]:
abs. SW amplitude (H0) ∼
√
SKerr (H0, φ = 0◦)2 + SKerr (H0, φ = 90◦)2 . (2.2)
The grey shaded area in Fig. 2.4 marks the bias field range where propagating
DE SWs can be observed. In case of a magnetic structure where the thin film
approximation is applicable, the threshold value of the bias field magnitude at
which the Kerr signal vanishes can be specified. In this case, it corresponds to
the FMR resonance field at the given excitation frequency f [cf. Eq. (1.47)].
It is noted that distinct changes in the characteristics of the SW resonance
spectrum occur when the nominal microwave power set at the microwave genera-
tor is so intense that the DE SW excitation process becomes nonlinear [1, 2, 138].
However, in the different SW propagation experiments presented in Ch. 3–6, a
linear DE SW excitation by the dynamic in-plane and out-of-plane microwave
fields of the microwave antenna [cf. Sec. 1.4.5] is observed at nominal microwave
output powers ranging from 0 to +8dBm.
2.2.2 Spin Wave Imaging
In the imaging mode, the magnetic bias field H0, the excitation frequency f , the
microwave power, and the phase φ are fixed. Then, using the piezo stage the
sample is moved within the xz plane on a given grid beneath the laser beam
while concurrently STopo (x, z) and SKerr (x, z) are recorded, thereby acquiring
two images, whose resolution, i.e., the pixel size of the image, is prescribed by
the spatial resolution of the Kerr microscope.
The topography image [cf. top graph in Fig. 2.5(a)] visualizing the local re-
flectivity of the sample is used as the reference image to determine the posi-
tion and the orientation of the microwave antenna as well as of the magnetic
structure(s) in the corresponding Kerr image [cf. bottom graph in Fig. 2.5(a)].
Since SKerr (x, z) ∼ my (x, z), the Kerr image reveals the spatial distribution of
the magnitude of the dynamic out-of-plane magnetization, i.e., it displays the
spatial profile of the excited DE SWs propagating in the magnetic structure.
Usually, the recorded Kerr images cover DE SWs propagating on either side of
the microwave antenna.
From such an image, on either side of the microwave antenna, line scans are
extracted along the propagation direction of the SWs in the magnetic structure
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Figure 2.5. Example of the result when operating the TRMOKE setup in the SW
imaging mode (on a 15 nm-thin, micrometer-wide Ni80Fe20 stripe at f = 8GHz,
φ = 0◦, and µ0H0 = +75mT): (a) The topography image (top) displays the local
reflectivity of the sample and is used to determine both the position of the microwave
antenna (yellow) and the magnetic stripe in the corresponding simultaneously acqui-
red Kerr image (bottom). (b) Line scans extracted along the blue dashed lines marked
in the Kerr image on either side of the microwave antenna ≈1µm away from its edges.
The line scans are fitted to Eq. (2.3). The amplitude nonreciprocity is clearly visible
when comparing the envelopes on either side of the microwave antenna.
as denoted by the dashed blue lines in the bottom graph in Fig. 2.5(a). These
line scans are either one-dimensional or two-dimensional, i.e., the former ones
are simply extracted at a fixed z coordinate, i.e., SKerr (x, zfixed), while the latter
ones initially cover several neighboring lines with different z coordinates, which
are then averaged along the z direction, i.e., SKerr (x) =
∑j
i SKerr (x, zi) /(j − i)
with i, j ∈ N, thereby also yielding one-dimensional line scans. In either case,
they start ≈1µm away from the edge of the microwave antenna in order to ex-
clude those sections of the magnetic structure, where the detected Kerr signal
arises indeed due to the dynamic out-of-plane magnetization of the propagating
DE SWs, but where it might also be affected by the dynamic Oersted field of
the microwave antenna [cf. Sec. 1.4.5].
To determine the two fundamental quantities characterizing propagating DE
SWs—the wave number k and the attenuation length Latt [cf. Sec. 1.4.1]—each
one-dimensional line scan SKerr (x) is fitted to an exponentially decaying sine
function given by
SKerr (x) = S˜Kerr · sin (k · x+ ϕ0) · exp
(
− x
Latt
)
+ SoffKerr , (2.3)
as shown exemplarily in Fig. 2.5(b). S˜Kerr, ϕ0 and SoffKerr represent the three
other mandatory independent fit parameters besides k and Latt. Unless otherwise
stated, positive (negative) k- and Latt-values correspond to DE SWs propagating
along the +x (−x) direction.
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Using the values of the resulting fit parameters the envelope
envelope[SKerr (x)] = ±S˜Kerr · exp
(
− x
Latt
)
+ SoffKerr (2.4)
can be calculated and plotted for either SW propagation direction with respect
to the microwave antenna as depicted by the dashed red lines in Fig. 2.5(b).
This representation is beneficial for example for the visualization of the ampli-
tude nonreciprocity [cf. Sec. 1.4.2]. Moreover, since the envelope represents the
absolute SW amplitude at a fixed x position, it can also be imaged directly. For
this purpose, two Kerr images SiKerr (x, z) and S
j
Kerr (x, z) are recorded at diffe-
rent phases φi and φj, which are separated from each other by 90◦. Then, these
images are combined as prescribed by Eq. (2.2).
54
Chapter 3
Determination of the Key Spin-Transfer
Torque Parameters for Ni80Fe20 from
Spin Wave Doppler Experiments
The results presented in this chapter are published in [132]:
J.-Y. Chauleau, H. G. Bauer, H. S. Körner, J. Stigloher, M. Haertinger,
G. Woltersdorf, and C. H. Back.
Self-consistent determination of the key spin-transfer torque parameters from
spin-wave Doppler experiments.
Phys. Rev. B 89, 020403(R) (2014).
Contents
3.1 Motivation and Goal . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.2 Samples: Layout, Fabrication and Characterization . . . . . . . . 57
3.3 Implementation of the Experiment and Data Analysis . . . . . . . 59
3.4 Experimental Results and Discussion . . . . . . . . . . . . . . . . 60
3.4.1 Spin Wave Characteristics without an Applied Electric
Current . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.4.2 Spin Wave Characteristics with an Applied Electric Current 64
3.4.3 Determination of the Key Spin-Transfer Torque Parameters 70
3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
55
Chapter 3: Determination of the Key Spin-Transfer Torque Parameters for Ni80Fe20
from Spin Wave Doppler Experiments
3.1 Motivation and Goal
Spin-transfer torques (STT) arise when an electric current interacts with a non-
homogeneous region of magnetic texture. The action of the STT on a continuous
magnetization distribution is theoretically well modeled by the Landau-Lifshitz-
Gilbert equation extended by the adiabatic and nonadiabatic STT terms, which
reads as follows [cf. Eq. (1.29)]:
d ~M
dt = −γµ0
~M × ~Heff + α
MS
~M × d
~M
dt −
(
~u · ~∇
)
~M︸ ︷︷ ︸
adiabatic STT term
+ β
MS
~M ×
[(
~u · ~∇
)
~M
]
︸ ︷︷ ︸
nonadiabatic STT term
.
(3.1)
This equation of motion is parameterized by three main quantities, which are
highlighted in red: the intrinsic Gilbert damping parameter α, the spin-drift
velocity ~u, and the nonadiabatic parameter β. ~u is related to the spin polariza-
tion P of the electric current as follows [cf. Eq. (1.27)]:
~u = gµB2eMS
· P ·~j . (3.2)
Although Eq. (3.1) is well established, there is no consensus on the exact values
of these parameters for a given magnetic texture and sample geometry even for
the prototypical material Permalloy (Ni80Fe20). The discrepancies are the lar-
gest for the nonadiabatic parameter β. Theoretical studies have revealed that
the value of β is dominated by the electronic band structure and details of the
magnetic texture [97, 100, 106]. However, the lack of consistency prevents a clear
experimental verification.
So far, all experimental studies have been performed using three different kinds
of inhomogeneous magnetic textures: DWs, vortex cores (VCs), and SWs.
Studies of the behavior of DWs and VCs subjected to an electric current have
provided tremendous breakthroughs in terms of current-induced magnetization
dynamics [111, 155–157]. However, their respective magnetic texture are fairly
complex, they are subjected to pinning and transformations, and their STT-
induced dynamics is a consequence of a subtle combination of α, ~u, and β,
thereby preventing an independent access to each of these three key parameters.
On the other side, SW propagation experiments have proven to be of great rele-
vance for the determination of P in the pioneering work on the current-induced
SW Doppler shift by Vlaminck and Bailleul [11] as well as in the work of Zhu et
al. [48], both of them using inductive detection techniques. Conceptually, the
action of the STT arising upon the interaction of a spin-polarized electric current
with a propagating SW can be divided into two main effects [cf. Sec. 1.4.3 for
details]:
(i) The adiabatic STT leads to a shift in the SW frequency [cf. Eq. (1.61b)]:
ω → ω + ∆ωSTT = ω + ~u · ~k . (3.3)
At a fixed excitation frequency, this shift in the SW frequency is equivalent
to a shift in the SW wave number k [cf. Appendix A].
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(ii) The nonadiabatic STT causes a change of the absolute value of the mag-
netic damping parameter [cf. Eq. (1.63a)]:
α→ α + ∆αSTT = α− β~u ·
~k
ω
. (3.4)
A change in the magnetic damping parameter manifests as a variation in
the SW attenuation length Latt [cf. Eq. (1.56)].
Upon highlighting the key parameters of current-induced magnetization dyna-
mics in Eqs. (3.3) and (3.4) in red once again, it becomes immediately clear
that a study of the action of a spin-polarized electric current on propagating
SWs enables in fact an independent determination of all three parameters in one
single experiment. Yet, to achieve a consensus especially on the value of β, it
is mandatory to access all parameters from the identical structure, since even
small changes in the sample structure may result in significantly different values
for each parameter—e.g., as reported in a study on the thickness dependence of
P [12]—and since the precise evaluation of α in nanostructured elements—e.g.,
disks, squares, and stripes—remains a delicate issue [158, 159].
A first step towards the successful realization of this goal has been reported
by Sekiguchi et al. [49]. They performed real-time measurements of the current-
induced SW Doppler shift(s) using an inductive technique on a series of Ni80Fe20
films, which actually allowed them to evaluate the values of the three key STT
parameters, but they still had to resort to the results of micromagnetic simula-
tions.
The goal of this study is to demonstrate the applicability of an alternative appro-
ach, which enables a direct, self-consistent, and fully experimental assessment
(of the values) of the key STT parameters for Ni80Fe20 without resorting to
micromagnetic simulations. This approach employs DE SWs propagating in a
submicron Ni80Fe20 stripe and is based on a detailed optical and simultane-
ous detection of the complete set of SW parameters and their current-induced
changes using TRMOKE, where the main quantities of interest are k and Latt,
which can be regarded as the real and imaginary parts of a complex wave num-
ber k. The key advantage of TRMOKE is that it enables to detect k and its
current-induced changes simultaneously, thereby allowing to apply in the first
place these analytical expressions for the evaluation of the individual STT para-
meters, which result from an analytical model that was implemented in this case
by Hans Bauer [138]. The key features of these expressions are a disentanglement
of the individual STT parameters and the fact that all occurring quantities can
be determined experimentally on the very same magnetic structure.
3.2 Samples: Layout, Fabrication and
Characterization
The layout of the sample(s) used for this study is illustrated in the SEM image
shown in Fig. 3.1(a). These samples are fabricated in several steps:
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In the first step, 70µm-long stripes having 35 × 15µm2 large rectangles atta-
ched at either end are patterned by electron beam lithography (EBL), thermal
evaporation of Ni80Fe20(15 nm)/Al(3 nm) and liftoff on a GaAs substrate. The
layer stack is illustrated in the schematic shown in Fig. 3.1(b). The Al layer
oxidizes at ambient conditions and preserves the magnetic layer against oxida-
tion. The nominal width of the stripes is varied between 800 nm and 5µm. For
the injection of an electric current across the stripe, in the next step, on top of
each Ni80Fe20 rectangle, an additional pad of similar size along with two large
current leads attached to it is defined by optical lithography, thermal evapo-
ration of Cr(10 nm)/Au(60 nm) and liftoff. Prior to the evaporation of Cr/Au
the insulating, oxidized Al layer is removed both by wet etching and Ar+-ion
pre-sputtering to ensure a good ohmic contact between the metallic layers. In
the last step, as shown in Fig. 3.1(c), a microwave antenna in the shape of a
shorted CPW is patterned across the stripe by EBL, thermal evaporation of
Cr(10 nm)/Au(60 nm) and liftoff. It is electrically decoupled from the magnetic
stripe by a 50 nm-thick insulating layer of Al2O3 grown beforehand by atomic
layer deposition (ALD). The nominal width of the signal line is 600 nm while
the nominal width of the ground lines and the gaps is 300 nm. The excitation
spectrum of this microwave antenna [cf. Sec. 1.4.5] is fairly broad, which enables
an efficient excitation of propagating (DE) SWs in the Ni80Fe20 stripe covering
a continuum of SW wave numbers k in the wave number range of interest, i.e.,
k ≈ 1–9µm−1.
A Ni80Fe20 layer grown under the same conditions as the patterned stripes is
Figure 3.1. (a) SEM image of one of the fabricated samples. The microwave antenna
in the shape of a shorted CPW, the current leads/pads and the magnetic stripe are
highlighted. An electric dc current Idc can be injected across the Ni80Fe20 stripe of
width w via the current leads/pads attached to its either ends. (b) Schematic of the
stripe layer stack [cf. blue box in (a)]. (c) Close-up SEM image of the microwave
antenna [cf. red box in (a)] illustrating the DE measurement geometry.
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Figure 3.2. In-plane FMR characterization of a Ni80Fe20 full film. (a) Frequency
dependence of the resonance field. (b) Frequency dependence of the linewidth.
characterized both by in-plane FMR measurements59 performed at room tem-
perature and superconducting quantum interference device (SQUID) measure-
ments in the range from 270–330K. At room temperature60 the latter one reveals
the saturation magnetization: µ0MS = 0.92T. The results of the in-plane FMR
measurements are shown in Fig. 3.2. The Kittel fit to the frequency depen-
dence of the resonance field Hres [cf. Fig. 3.2(a)] yields the gyromagnetic ratio:
γ = (187± 7)× 109 rad/(Ts). The intrinsic Gilbert damping parameter is dedu-
ced from the slope of the linear fit to the frequency dependence of the in-plane
FMR linewidth [cf. Fig. 3.2(b)]: α = (0.0076± 0.0001).
3.3 Implementation of the Experiment and
Data Analysis
The study is performed in the DE geometry: As illustrated in Fig. 3.1(c), DE
SWs are excited by the microwave antenna and propagate along the x direction
on either side in the Ni80Fe20 stripe, whose static magnetization is maintai-
ned transverse to its long axis by a magnetic bias field ~H0 applied along the
z direction. To distinguish either propagation direction, the labeling and sign
convention is as follows: DE SWs propagating along the +x (−x) direction,
i.e., on the right (left) side of the microwave antenna, have the wave vector
~kright = kright~ex (~kleft = kleft~ex) with the wave number kright > 0 (kleft < 0). If not
stated otherwise, the microwave excitation frequency f is set to 10.00GHz.
For those measurements, where an electric dc current is injected across the
Ni80Fe20 stripe, the following sign convention applies: For a positive (negative)
current, i.e., I > 0 (I < 0), the corresponding current density ~j is oriented along
the negative (positive) x direction, i.e., it is oriented opposite to the direction of
flow of the electrons.
SW dynamics in the Ni80Fe20 stripe is accessed magneto-optically by TRMOKE
[cf. Ch. 2]. The setup is operated in either mode to obtain complementary infor-
59 The FMR measurements were performed and analyzed by Markus Härtinger.
60 Here, room temperature stands for T = 300K, as this was the average temperature in the
lab during this SW propagation experiment.
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mation. If not stated otherwise, the phase φ between the microwave excitation
and the probing laser pulses is set to 0◦. In the spectroscopy mode [cf. Sec. 2.2.1],
the laser spot is maintained on a fixed position on the Ni80Fe20 stripe—≈3µm
away from the center of the microwave antenna on either side—and by sweeping
the bias field magnitude at fixed f , SW resonance spectra are recorded. In the
imaging mode [cf. Sec. 2.2.2], at a fixed bias field, at fixed φ, and at fixed f , the
sample is scanned in the xz plane, thereby acquiring a spatial mapping of the
local sample reflectivity and the local magnetic signal(s). Typically, the Kerr
(and topography) images cover both sides of the Ni80Fe20 stripe with respect to
the microwave antenna, thereby enabling the simultaneous study of the DE SW
characteristics for either propagation direction at a given set of experimental
parameters.
In the Kerr images, first, the position of the microwave antenna is ascertained
from the corresponding topography image. Then, line scans along the x direction
are extracted in the middle of the stripe starting ≈3µm from the center of the
microwave antenna on either side. These line scans are fitted to an exponen-
tially decaying sine function to deduce the two main quantities of interest for
this study: k and Latt. Whenever reasonable for the ease of the representation
of the experimental data, these two quantities are expressed by a complex wave
number k = Re (k)+ i · Im (k), where they represent the real part and the inverse
of the imaginary part, respectively [cf. Sec. 1.4.1].
The experimental approach of this study is composed of three steps, thereby
enabling an independent and self-consistent determination of the key STT pa-
rameters:
1. In the case, where no electric current is applied, i.e., I = 0 , the DE SW
characteristics are precisely investigated by magnetic imaging.
2. An electric current is applied, i.e., I 6= 0, and the current-induced changes
in DE SW characteristics are analyzed both qualitatively and quantitati-
vely.
3. The key parameters of current-induced magnetization dynamics—α, u, P ,
and β—are deduced.
All experimental results presented and discussed below are obtained from DE SW
propagation experiments performed on one single 855 nm-wide Ni80Fe20 stripe61.
3.4 Experimental Results and Discussion
In the following, the results of each step of the experimental approach are pre-
sented and discussed, starting with the DE SW characteristics in the absence
of an electric current [cf. Sec. 3.4.1], followed by the current-induced changes
in DE SW characteristics [cf. Sec. 3.4.2] and the determination of the key STT
parameters [cf. Sec. 3.4.3].
61 Its width is determined from a SEM image of the sample.
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3.4.1 Spin Wave Characteristics without an Applied
Electric Current
The first step of the study is the detailed characterization of the excited pro-
pagating DE SW modes by magnetic imaging. Based on the individual Kerr
images, first, the bias field dependencies of the quantities of interest—k, Latt,
and vgr—are determined, before verifying the equivalence of both propagation
directions.
Characterization of Spin Wave Modes—Determination of the Bias
Field Dependencies of the Quantities of Interest
By recording Kerr images at 10.00GHz at different bias fields [cf. Fig. 3.3(a)] and
analyzing them according to the procedure described in Sec. 3.3, the bias field
dependencies of k and Latt are assessed. In the field range covered, k decreases
linearly with increasing bias field from ≈6µm−1 to ≈1µm−1 [cf. black symbols in
Fig. 3.3(b)], which, in turn, corresponds to an increase in the SW wavelength—
given by λ = 2pi/|~k|—which is clearly visible in the selection of Kerr images
shown in Fig. 3.3(a). Latt (H0) reveals that Latt is on the order of ≈2µm up to
≈115mT, and, for larger bias fields, it slightly decreases to ≈1.5µm.
To determine the group velocity of the propagating DE SWs, these measurements
are repeated at excitation frequencies 80MHz above and below 10GHz [cf. red
and blue symbols in Fig. 3.3(b)]. From the three frequency-dependent k (H0)-
curves the bias field dependence of vgr [cf. Fig. 3.3(e)] is deduced from the slope
of a linear fit to vgr (H0) = 2pi (∂k (H0) /∂f)−1 at fixed H0. vgr is on the order of
about 1.5 km/s.
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Figure 3.3. Characteriza-
tion of DE SW modes62. (a)
Selection of Kerr images at
different bias fields of DE
SWs propagating on the left
side of the microwave an-
tenna (yellow). (b) Bias
field dependence of k at dif-
ferent excitation frequencies.
(c) Bias field dependence of
Latt at 10.00GHz. (d) Bias
field dependence of vgr at
10.00GHz.
Verifying the Equivalence of Both Propagation Directions
The central point of the quantitative analysis of the current-induced changes
in the DE SW characteristics, i.e., the shifts in k and Latt, respectively, is the
62 In Fig. 3.3(b)-(d), the error bars are smaller than the symbol size and are therefore not
shown in the individual graphs.
61
Chapter 3: Determination of the Key Spin-Transfer Torque Parameters for Ni80Fe20
from Spin Wave Doppler Experiments
direct comparison of these changes for DE SWs propagating on either side of the
microwave antenna. Taking advantage of symmetry arguments this approach
enables the elimination of all contributions to the shift in either quantity except
for those arising from the STT. Hence, and since STT-induced SW dynamics
is usually a subtle effect, it is mandatory to verify the equivalence between the
two sides.
First of all, it is checked whether the modal profile nonreciprocity inherently
present when working in the DE geometry needs to be taken into account since
DE SWs are surface modes, which are localized either on the top or the bottom
surface of the magnetic layer depending both on their propagation direction ~k
and the orientation of the bias field H0 [cf. Sec. 1.4.2]. However, in this study,
the DE modal profile is negligible considering that, in the classical DE picture
of magnetostatic waves63, the modal profile decays (exponentially) on a charac-
teristic length scale that is equal to the wavelength λ of the corresponding mode
[cf. Eq. (1.59)]. Here, they range from λ ≈ 0.9–6.3µm [cf. Fig. 3.3(b)], and, the-
refore, they are much larger than the thickness d of the Ni80Fe20 layer, which is
only 15 nm. Consequently, all occurring modes can be considered as bulk modes.
Secondly, for a quantitative comparison of the DE modes propagating on either
side of the microwave antenna, Kerr images are recorded at µ0H0 = ±106mT.
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Figure 3.4. Characterization of DE SW modes in the case, where no electric current
is applied. (a)-(b) Examples of line scans extracted along the stripe on the left (green)
and right (orange) side of the microwave antenna (yellow) from Kerr images recorded
at 10GHz at either orientation of the bias field. The solid lines indicate fits to an
exponentially decaying sine function. (c)-(d) Examples of SW amplitude profiles across
the width of the stripe extracted both on the left and right side ≈2µm away from the
center of the microwave antenna from the same Kerr images as in (a)-(b). Here, the
solid lines denote fits to a Gaussian function.
63 In this picture, the exchange interaction is neglected [2, 113].
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From these images line scans are extracted both along [cf. Figs. 3.4(a) and (b)]
and across [cf. Figs. 3.4(c) and (d)] the Ni80Fe20 stripe on the left and right side.
The former ones start ≈2µm away from the center of the antenna, and they fit
perfectly to an exponentially decaying sine function as illustrated in Figs. 3.4(a)
and (b). These graphs also clearly reveal that DE SWs propagating on the left
and right side are in phase despite a small phase shift visible, which is not real
yet, as it arises due to a sub-pixel error in the determination of the center of
the microwave antenna in the corresponding topography image. This error is
≈100 nm (≈180 nm) at +106mT (−106mT). The phase, however, does not play
any role in the analysis of the current-induced changes in SW in k and Latt,
which are—besides the phase—two more out of the five independent parameters
of the fits to an exponentially decaying sine function to the line scans along the
magnetic stripe [cf. Eq. (2.3)].
The line scans across the stripe are extracted ≈2µm away from the center of
the microwave antenna. As shown in Figs. 3.4(c) and (d), they reveal a clear
Gaussian profile, which is mainly due to the convolution with the Gaussian pro-
file of the laser spot, with a characteristic width of (573± 20)nm. In contrast,
the line scans across the stripe extracted from the corresponding topography
images reveal as well a Gaussian shape, but with a larger characteristic width
of (853± 20)nm. This value is in perfect agreement with the actual width of
the stripe: w = 855nm. This finding indicates that the propagating DE SW
modes are slightly localized in the middle of the stripe as expected for the first
transversal mode imposed by the stripe geometry [cf. Sec. 1.4.6].
Moreover, as clearly visible in Figs. 3.4(a)/(b) and Figs. 3.4(c)/(d), respectively,
an asymmetry in the amplitude of SWs propagating on the left and right side is
observed, which is inverted upon reversal of the direction of the bias field.The
signature of the asymmetry agrees with the one expected due to the amplitude
nonreciprocity arising due the excitation of propagating DE SWs by microwave
antennas [cf. Sec. 1.4.5]. Figures 3.4(c) and (d) enable a direct comparison of
the SW amplitude at the same distance away from the microwave antenna at
left side µ0H0 < 0 µ0H0 > 0
|kleft| [µm−1] 5.09± 0.01 5.01± 0.01
|vleftgr | [km/s] 1.53± 0.04 1.53± 0.02
|Lleftatt | [µm] 2.02± 0.02 1.95± 0.01
αleft 0.0073± 0.0003 0.0076± 0.0003
right side µ0H0 < 0 µ0H0 > 0
kright [µm−1] 5.18± 0.01 5.13± 0.01
vrightgr [km/s] 1.52± 0.02 1.54± 0.02
Lrightatt [µm] 1.99± 0.01 1.98± 0.01
αright 0.0074± 0.0003 0.0075± 0.0003
Table 3.1. Comparison of
the relevant SW parame-
ters64 of DE SWs propaga-
ting on the left and right side
of the microwave antenna, at
300K, 10GHz and ±106mT
in the case, where no electric
current is applied.
64 The values given are the mean values of five individual measurements.
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±106mT. It differs by a factor of 2–3.
Besides the amplitude difference—which also does not need to be considered
any further—the SW modes on the left and right side are equivalent for either
orientation of the bias field. This fact is confirmed as well by the values of the
relevant SW parameters listed in Table 3.1. A small difference in k on the order
of ≈0.1µm−1 is observed between the left and the right side, whereas both sides
are equivalent in terms of the group velocity, the attenuation length and the
Gilbert damping parameter.
Based on these findings, it can be stated that the comparison of the two DE SW
propagation directions at a given orientation of the bias field is justified when
investigating and analyzing the changes in the DE SW characteristics due to the
injection of an electric current across the Ni80Fe20 stripe.
3.4.2 Spin Wave Characteristics with an Applied Electric
Current
In the second step of the study, an electric dc current is injected across the
Ni80Fe20 stripe. Subsequent to the investigation of the impact of Joule heating
due to the electric current on the DE SW characteristics, the current-induced
changes in the DE SW characteristics due to the STT(s) are evidenced and
analyzed both qualitatively and quantitatively, thereby providing the basis for
the determination of the key STT parameters.
In case of Ni80Fe20, in order to be able to detect and resolve the STT-induced
changes in the DE SW characteristics—which scale with j [cf. Sec. 1.4.3]—
typically, current densities on the order of ≈1011–1012 A/m2 are required. Here,
the small cross section of the Ni80Fe20 stripe—855× 15 nm2—is beneficial as the
desired current density can be achieved by a relatively small dc current. For
the measurements presented below, I is set to 1.2mA, which corresponds to a
current density j of 0.935× 1011 A/m2.
Impact of Joule Heating
Although the current (density) is relatively low, the impact of Joule heating on
the DE SW characteristics is already noticeable. As shown in Fig. 3.5(a), the bias
field dependence of k is shifted by ≈1.0–1.1mT towards higher fields compared
with the case, where no electric current is applied [cf. Fig. 3.3(b)]. The displayed
shift in k is in fact the one arising only due to Joule heating since, for a fixed
propagation direction of the DE SWs, it can be separated from the STT-induced
changes in k by taking advantage of the symmetry of either effect with respect
to the current direction. The shift due to Joule heating—∆kJoule—is the same
for either current direction, while the shift due to the STT—∆kSTT—switches
sign upon reversal of the current direction [cf. Sec. 1.4.3]. Hence65,
k (I > 0) = k (I = 0) + ∆kJoule + ∆kSTT (3.5a)
k (I < 0) = k (I = 0) + ∆kJoule −∆kSTT . (3.5b)
65 The contribution arising from the Oersted field associated with the electric current is not
taken into account in Eqs. (3.5a)–(3.5b) since it is expected to be two orders of magnitude
smaller compared with the shift due to Joule heating and one order of magnitude smaller
than the current-induced shift(s).
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Figure 3.5. (a) Bias field dependence
of k at I = 0.0mA and I = 1.2mA, re-
spectively, at 10GHz. (b) Temperature
dependence of the saturation magnetiza-
tion in the range from 270 to 330K obtai-
ned from SQUID measurements on the
Ni80Fe20 full film [cf. Sec. 3.2]. The colo-
red dashed lines denote how the shift in
k [cf. (a)] corresponding to a reduction
in MS is translated to a change in tem-
perature inside the Ni80Fe20 stripe.
Consequently, k (I 6= 0) [cf. red curve in Fig. 3.5(a)] can be deduced from the
combination of the results obtained at positive and negative current as follows:
k (I 6= 0) = [k (I > 0) + k (I < 0)] /2 . (3.6)
The shift in k due to Joule heating arises since it causes a change in the saturation
magnetization. The given value—∆k ≈ 1.0−1.1mT—corresponds to a reduction
of ≈15mT [cf. Eq. (1.38)]. As illustrated in Fig. 3.5(b), this reduction µ0∆MS
can be translated to an increase in temperature within the Ni80Fe20 stripe when
referring to the temperature dependence of the saturation magnetization in the
range from 270 to 330K, which is measured by SQUID on the Ni80Fe20 full film
grown under the same conditions as the stripe. Here, the shift in k corresponds
to ∆T ≈ 12K.
Since the impact of the slightly elevated stripe temperature upon injection of the
electric dc current cannot be neglected, another (detailed) SW characterization
is performed, yielding the bias field dependencies of k, Latt and vgr under the
applied electric current66.
Qualitative Analysis of the Impact of the Spin-Transfer Torque—Spin
Wave Resonance Spectra Under an Applied Electric Current
From a qualitative point of view, STT-induced changes67 in the DE SW cha-
racteristics can be simply evidenced by the observation of a (Doppler) shift
between the SW resonance spectra recorded at a positive and negative applied
electric current, where sign of the shift of either spectrum in comparison to the
case, where no current is applied, is consistent with the action of the STT [cf.
Eq. (3.3)]. For this purpose, at 10GHz and at positive bias fields, SW reso-
nance spectra are recorded on the left side as well as on the right side of the
66 The results of this SW characterization are not shown as they only become relevant when
evaluating the values of the key STT parameters [cf. Sec. 3.4.3].
67 Strictly speaking, by recording SW resonance spectra, it is only possible to detect the
impact of the adiabatic STT as it is not possible to resolve a tiny change in the local
precession amplitude due a small variation in the absolute value of the magnetic damping
parameter that is induced by the nonadiabatic STT [cf. Eq. (3.4)].
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microwave antenna at a distance of ≈3µm from its center while concurrently
a positive or negative electric dc current is injected across the Ni80Fe20 stripe.
At either side, the SW resonance spectra for opposite current polarities are re-
corded “concurrently” in an alternating fashion: Instead of sweeping the bias
field while its polarity is fixed—which represents the standard way for recording
a SW resonance spectrum [cf. Sec. 2.2.1]—the bias field is still swept, but, at
each field step, the corresponding Kerr signal is recorded at either polarity. This
approach is beneficial for the detection of small shifts between the respective SW
resonance spectra as it minimizes the impact of drifts during the measurement.
For the four different configurations of SW propagation and current direction—
right side: (k > 0,I > 0) and (k > 0,I < 0), left side: (k < 0,I > 0) and
(k < 0,I < 0)—the corresponding SW resonance spectra are shown in Fig. 3.6(a).
At either propagation direction, a shift in field between the traces at positive and
negative current occurs, which is more clearly visible in the selected, magnified
regions of the SW resonance spectra shown in Figs. 3.6(b) and (c). In the left-
sided spectra [cf. Fig. 3.6(b)], this SW Doppler shift in field between the two
traces is reversed compared with the one observed in the right-sided spectra
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Figure 3.6. (a) SW resonance spectra recorded at 10GHz on the left (squares) and
right side (circles) ≈3µm away from the center of the microwave antenna while a
positive (red symbols)/negative (blue symbols) electric dc current is injected across
the Ni80Fe20 stripe. (b)-(c) Selected regions of the SW resonance spectra (highlighted
by the green and orange areas in (a)). The colored topography image above each
graph visualizes the respective configuration of current direction and SW propagation
direction on the left and right side of the microwave antenna (yellow). The blue circle
marks the position of the laser spot on the Ni80Fe20 stripe while recording the spectra.
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[cf. Fig. 3.6(c)]: For k > 0, the SW resonance spectrum recorded at I > 0 is
shifted towards higher fields compared with the one recorded at I < 0, whereas,
for k < 0, it is the opposite.
These observations are in fact consistent with the expected changes in the DE
SW characteristics due to the action of the (adiabatic) STT: For ~u · ~k > 0,
the corresponding spectrum is shifted towards larger fields, while it is shifted
towards lower fields for ~u · ~k < 0 [cf. Sec. 1.4.3].
Defining the shift in field between the SW resonance spectra recorded at opposite
current polarities as
µ0∆H0 = µ0 [H0 (I > 0)−H0 (I < 0)] (3.7)
its bias field dependence can be analyzed on either side of the stripe68. The
result is shown in Fig. 3.7. At first glance, on either side, ∆H0 decreases as the
bias field increases. In fact, when fitting each data set to a linear function, it
becomes much clearer that the decrease is linear in H0, thus presenting another
observation which is also consistent with the action of the (adiabatic) STT:
Considering that the electric current is kept constant—which implies that the
spin-drift velocity is constant as well [cf. Eq. (3.2)]—and considering as well that
k decreases linearly with increasing bias field [cf. Fig. 3.4], ∆H0 needs to exhibit
a linear dependency on H0 as well. Moreover, the extrapolated, linear fits to
∆H0 (H0) for either side [cf. dashed orange and green lines in Fig. 3.7]—which
have similar slopes—intersect at (128± 7)mT. This field value agrees well with
the one, at which k becomes zero [cf. solid black line in Fig. 3.3], i.e., where the
magnetization gradient vanishes. This case occurs at ≈131mT. The intercept of
the linear fit curves also reveals that there is a slight asymmetry between both
sides and enables as well the quantification of the asymmetry [cf. dotted lines in
Fig. 3.7]. It is ≈0.03mT, i.e., it is about one order of magnitude smaller than the
STT-induced shift in field [cf. Fig. 3.7], and even two orders of magnitude smaller
than the shift in field in the bias field dependence of k due to Joule heating [cf.
Fig. 3.5]. The origin of this very weak asymmetry is attributed69 to be the result
of a slightly asymmetric distribution of the Oersted field due to a nonuniform
distribution of the current flowing across the Ni80Fe20 stripe in combination with
the amplitude nonreciprocity inherently present when exciting propagating DE
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Figure 3.7. Shift in field between the SW resonance
spectra recorded at positive and negative currents on
the left and right side of the microwave antenna [cf.
Fig. 3.6]. The colored dashed lines denote linear fits
to the data. At their intercept, the dotted lines are a
guide to the eye to determine both the corresponding
bias field value and the shift in field value.
68 According to the definition given [cf. Eq. (3.7)], the shift in field is negative (positive) on
the left (right) side of the microwave antenna [cf. Figs. 3.6(b) and (c)]. Moreover, it is only
reasonable to analyze it at those bias fields, where neither of the SW resonance spectra
exhibits either a maximum or minimum.
69 This explanation is confirmed by the findings from micromagnetic simulations [139].
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SWs by microwave antennas [cf. Sec. 1.4.5]. The asymmetry is canceled when
averaging the shifts in field detected on either side of the microwave antenna.
Quantitative Analysis of the Impact of the Spin-Transfer Torque—
Imaging Damon-Eshbach Spin Waves Propagating Under an Applied
Electric Current
The detailed analysis of the SW resonance spectra recorded under an applied
electric current enabled a qualitative view on the impact of the (adiabatic) STT
on the DE SW characteristics. However, in order to reach the required quantita-
tive precision and to detect both the changes due to the adiabatic STT and the
ones due to the nonadiabatic STT, magnetic imaging is essential since it enables
(direct) access to the STT-induced changes in the complex wave number k:
• The action of the adiabatic STT manifests as a change in the real part
Re
(
∆kSTT
)
—corresponding to a change in the SW wave number, while
• the action of the nonadiabatic STT manifests as a change in the imaginary
part Im
(
∆kSTT
)
—corresponding to a change in the SW attenuation length
[cf. Sec. 1.4.3].
Quantifying these changes precisely is the basis for an accurate determination of
the values of the key STT parameters for Ni80Fe20.
In order to achieve the required accuracy, the following approach is chosen,
which allows both statistics and error reduction in the measured quantities:
As illustrated schematically in Fig. 3.8, at f = 10GHz, 100 individual Kerr
images of the DE SWs propagating on the left and right side of the microwave
antenna are acquired for either polarity of the injected dc current70. The current
is set to I = 1.2mA, while the bias field is set71 to -105mT, and either quantity
is kept constant. The Kerr images are analyzed as before to analyze the complex
wave numbers kleft/right (I = +1.2mA) and kleft/right (I = −1.2mA), respectively.
Figure 3.8. Schematic of the approach chosen for the quantitative determination of
the STT-induced shifts in the real and imaginary part of the complex wave number.
At fixed f and fixed H0, the DE SWs propagating on the left and right side of the
microwave antenna are imaged 100 times for either polarity of the injected dc current.
70 The Kerr images for opposite current polarities are acquired one after the other in an
alternating fashion, i.e., I > 0, I < 0, I > 0, . . . .
71 This field value is chosen as the STT-induced changes in the DE SW characteristics scale
both with j and k, and, as j is fixed, the larger k is [cf. Fig. 3.3], the larger are the resulting
shifts in the real and imaginary parts of k and the easier they can be detected and resolved.
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For either propagation direction, kleft/right (I 6= 0), Re
(
∆kSTT
)
and Im
(
∆kSTT
)
are deduced by taking advantage of the symmetry of the changes in the DE SW
characteristics due to the adiabatic and nonadiabatic STT with respect to the
current direction. These expressions apply:
Re (k (I > 0)) = Re (k (I = 0)) + Re
(
∆kJoule
)
+ Re
(
∆kSTT
)
(3.8a)
Re (k (I < 0)) = Re (k (I = 0)) + Re
(
∆kJoule
)
− Re
(
∆kSTT
)
(3.8b)
Im (k (I > 0)) = Im (k (I = 0)) + Im
(
∆kJoule
)
+ Im
(
∆kSTT
)
(3.8c)
Im (k (I < 0)) = Im (k (I = 0)) + Im
(
∆kJoule
)
− Im
(
∆kSTT
)
. (3.8d)
The real and the imaginary part of k (I 6= 0) result when adding Eqs. (3.8a) and
(3.8b), and Eqs. (3.8c) and (3.8d), respectively:
Re (k (I 6= 0)) = [Re (k (I > 0)) + Re (k (I < 0))] /2 (3.9)
Im (k (I 6= 0)) = [Im (k (I > 0)) + Im (k (I < 0))] /2 . (3.10)
The STT-induced changes in either quantity result when subtracting Eqs. (3.8a)
and (3.8b), and Eqs. (3.8c) and (3.8d), respectively:
Re
(
∆kSTT
)
= [Re (k (I > 0))− Re (k (I < 0))] /2 (3.11)
Im
(
∆kSTT
)
= [Im (k (I > 0))− Im (k (I < 0))] /2 . (3.12)
In the following the label “STT” is dropped when referring to shifts evaluated
by Eqs. (3.11) and (3.12) as they are the actual quantities of interest.
First, the complex wave number k (I 6= 0) is analyzed using Eqs. (3.9) and (3.10).
It is72 k = [(5.33 + i · 0.502)± (0.0017 + i · 0.0011)]µm−1. Re (k (I 6= 0)) speci-
fies the SW wave number, which is 5.33µm−1. This value agrees perfectly with
−0.05 0 0.05 −0.01 −0.005 0 0.005 0.01
−0.05 0 0.050
10
20
30
−0.1 −0.05 0 0.05 0.1
Figure 3.9. Histograms of the measured current-induced shifts in the (a) real and (b)
imaginary part of the complex wave number ∆k for DE SWs propagating on the left
(green) and right (orange) side of the microwave antenna at -105mT and at 10GHz [cf.
Fig. 3.8]. The graphs above the histograms emphasize the measured shifts in either
quantity given as arithmetic mean with standard error [cf. Eqs. (3.13a)-(3.14b)].
72 The specified value is averaged over both propagation directions, and the error bars are
considerably reduced due to statistics.
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the corresponding value derived from the red linear fit curve in Fig. 3.5. Then,
Re
(
∆kleft/right
)
is analyzed. Figure 3.9(a) displays the statistical histograms of
Re (∆k) for either propagation direction. The distribution of each histogram
reveals a Gaussian shape, thereby verifying the independence of the individual
measurements. The measured shifts73 are
Re
(
∆kright
)
= (0.0299± 0.0013) µm−1 (3.13a)
Re (∆kleft) = (−0.0408± 0.0017) µm−1 . (3.13b)
Finally, Im
(
∆kleft/right
)
is analyzed. This shift results from a subtle combination
of a change in Re (k) and the nonadiabatic STT [cf. Appendix A]. Figure 3.9(b)
displays the statistical histograms of Im (∆k) for either propagation direction.
Similarly to the histograms of Re (∆k) [cf. Fig. 3.9(a)], these histograms also
show a Gaussian profile, but with larger deviations. The measured shifts74 are
Im
(
∆kright
)
= (0.0050± 0.0009) µm−1 (3.14a)
Im (∆kleft) = (−0.0055± 0.0018) µm−1 . (3.14b)
They are one order of magnitude smaller than the measured shifts in Re (∆k)
[cf. Eqs. (3.13a) and (3.13b)].
The measured values of the individual quantities given above are the basis for
the determination of the values of the key parameters of current-induced mag-
netization dynamics.
3.4.3 Determination of the Key Spin-Transfer Torque
Parameters
The final step of this study is the quantitative analysis of the key STT parameters
for Ni80Fe20: α, u, P , and β. The expressions employed for the determination
of u and β are those resulting from an analytical model, which was developed
and validated by micromagnetic simulations by Hans Bauer [138]. In this model,
the extended LLG equation [cf. Eq. 3.1] is solved in the framework of the DE
geometry in stripes [cf. Appendix A]. The key feature of the derived expressions
is the fact that all appearing quantities can be accessed experimentally. In other
words, the value of each STT parameter can be determined based solely on the
values of various quantities—all of which can be measured—without any need
to resort to micromagnetic simulations at all.
Gilbert damping parameter α
The value of the Gilbert damping parameter α is calculated using the following
expression75:
α = (2 · vgr) /[Lattγµ0 (2 ·Heff +MS)] . (3.15)
73 They are given as arithmetic mean with standard error. The error bars are considerably
reduced due to statistics.
74 They are given as arithmetic mean with standard error.
75 This expression is very similar to Eq. (1.56), when neglecting both the uniaxial PMA field
term and the exchange term while concurrently substituting the magnetic bias field with
the effective magnetic field.
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In Eq. (3.15), the finite width of the stripe is taken into account76 by including
the demagnetizing factor N along the z direction [160] in the effective magnetic
field [cf. Sec. 1.4.6]: Heff = H0 − NMS. The validity of this approximation is
corroborated by micromagnetic simulations using mumax2 [161], which reveal
errors of less than 3% for bias fields lower than 113mT [139]. For the given
dimensions of the Ni80Fe20 stripe, N is 0.031. Eventually, using µ0MS = 0.92T—
measured by SQUID at T = 300K [cf. Fig. 3.5(b)]—along with the vgr- and Latt-
values deduced from the detailed DE SW characterization in the case, where no
electric current was applied [cf. Sec. 3.4.1], yields α = 0.0075 ± 0.0003. This
value77 is in very good agreement with the one resulting from the analysis of the
in-plane FMR measurements on the Ni80Fe20 full film [cf. Fig. 3.2].
Spin-Drift Velocity u and Spin Polarization P
The spin-drift velocity u is directly linked to the shift in the real part of the
wave number [cf. Fig. 3.9(a)] as follows[cf. Appendix A]:
u ≈ Re
(
∆k
k
)
vgr . (3.16)
This expression stresses the importance of an experimental access to the group
velocity, the complex wave number and the shift(s) in the complex wave num-
ber78 to be able to evaluate the spin-drift velocity accurately. Using the vgr-value
at I = 0.0mA—which is justified as the change in this quantity due to an in-
creased stripe temperature induced by the electric current is negligible—yields
u = (5.1± 0.2)m/s.
Based on this u-value, the degree of spin polarization P is calculated according
to the following expression [cf. Eq. (3.2)]:
P = 2eMS
gµB
· u
j
= 2eMS
gµB
· u · w · d
I
. (3.17)
Using µ0MS = 0.91T—the value of the saturation magnetization in the case,
where the electric dc current is applied [cf. Fig. 3.5(b)]—yields79 P = 0.64±0.03.
This value is in good agreement with the room temperature value reported by
Zhu et al.—P = 0.60± 0.02 [48]80—and slightly larger than the one reported by
Vlaminck et al.—P = 0.50 ± 0.05 [11]—who both also performed SW Doppler
experiments on Ni80Fe20.
76 As the bias field is applied parallel to the short axis of a stripe of finite width, the inho-
mogeneous demagnetizing field along the z direction has to be taken into account, which
is well modeled by the averaged demagnetizing field −NMS.
77 It is also in good agreement with the value needed to reproduce the experimentally observed
DE SW characteristics in micromagnetic simulations: α = 0.0077 [139].
78 The key advantage of magnetic imaging by TRMOKE is the ability to probe simultaneously
k and ∆k.
79 The specified value is averaged over both propagation directions to exclude experimental
asymmetries.
80 In this reference, a summary of published values of P in Ni80Fe20 is given along with the
respective measurement method. Yet, most of the P -values are extracted at T = 4.2K.
Hence, it is not reasonable to compare the P -value deduced in this study with those P -
values.
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Nonadiabatic Parameter β
The nonadiabatic parameter β is analyzed using the following expression [cf.
Appendix A]:
β = −1
vgr · Re
(
∂k
γµ0∂H
)
Im
(
∆k
k
)
Re
(
∆k
k
) − Im (k) d1− Re (k) d
+ α . (3.18)
Inserting all measured quantities—where the α- and vgr-values at I = 0.0mA
are used since the change in either quantity at an elevated stripe temperature
due to the electric current is negligible—yields81 β = (0.035± 0.011). This value
corresponds to β ≈ 4.6α.
For Ni80Fe20, the β-value deduced in this study—β ≈ 0.035—is slightly larger
than the β-values reported either for the real-time measurement of the STT-
induced SW Doppler shifts—βSW ≈ 0.020 [49]—or for current-induced DW mo-
tion experiments—βDW ≈ 0.026 [162], but it is much smaller than the β-value
extracted from the fit of the elliptical trajectory of VCs subjected to a spin-
polarized electric current—βVC ≈ 0.140 [111]. Nonetheless, a direct compari-
son of the different reported β-values must be treated with care not only since
the inhomogeneous magnetic textures utilized in the individual studies—SWs,
DWs, and VCs—significantly differ from each other, but also since the growth of
Ni80Fe20 under different conditions—e.g., thermal evaporation [132], sputtering
[11], or e-beam evaporation [48]—may result in deviations in the values of β, α,
P and u.
3.5 Conclusion
In this study, DE SWs propagating in a submicron Ni80Fe20 stripe were sub-
jected to an electric dc current of either polarity. The optical and simultane-
ous detection of the complete set of SW parameters and their current-induced
changes enabled the determination of the values of the key STT parameters for
Ni80Fe20 in a self-consistent and independent way: α = 0.0075, u = 5.1m/s—
corresponding to P = 0.64—and β = 0.035.
The characteristic features of this study were an experimental determination of
these parameters, which was direct and performed on the same single Ni80Fe20
stripe, and the fact that all quantities occurring in the expressions for β and u
could be accessed independently. Even though the validity of the expressions
employed for the evaluation of u and β—which resulted from the analytical mo-
del developed by Hans Bauer [138]—as well as the validity of all approximations
made were verified by micromagnetic simulations, the assessment of the various
quantities was achieved fully experimentally and did not resort to micromagnetic
or one-dimensional model fitting procedures.
Finally, it is emphasized that the ability to measure α, u and β independently
from each other on the same magnetic structure represents the only reasonable
starting point toward a microscopic understanding of current-induced magneti-
81 The specified β-value is averaged over both propagation directions to exclude experimental
asymmetries.
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zation dynamics, where the link between the Gilbert damping parameter and
the nonadiabatic parameter is still a matter of particular interest [99, 100].
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Chapter 4
Interfacial Dzyaloshinskii-Moriya
Interaction in Thin Pt/Co/Py/MgO
Stripes
The results presented in this chapter are published in [133]:
H. S. Körner, J. Stigloher, H. G. Bauer, H. Hata, T. Taniguchi,
T. Moriyama, T. Ono, and C. H. Back.
Interfacial Dzyaloshinskii-Moriya interaction studied by time-resolved scanning
Kerr microscopy.
Phys. Rev. B 92, 220413(R) (2015).
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4.1 Motivation and Goal
The antisymmetric component of the magnetic exchange interaction—the Dzyalo-
shinskii-Moriya interaction (DMI) [25, 26]—has triggered significant interest re-
cently as its exploitation is beneficial for the operation of future spintronic devi-
ces [62, 63, 76]. An interfacial DMI arises from the inversion symmetry breaking
at surfaces or at interfaces between a ferromagnetic layer and a nonmagnetic one
having a strong spin-orbit coupling (SOC) due to the three-site indirect exchange
mechanism [76, 78] [cf. Sec. 1.2.2].
One appropriate approach to prove the occurrence of an interfacial DMI in ul-
trathin, multi-layered material stacks such as Pt/Co/Ni [53], Pt/Co [130, 163],
or Pt/Py [129, 131] is to study its impact on the propagation of DE SWs. An
interfacial DMI leads to asymmetries in the dispersion and attenuation length
of counterpropagating DE SWs [cf. Sec. 1.4.4]. Evaluating these asymmetries
enables the investigation of different properties of the interfacial DMI. It is pos-
sible, for example, to quantify the strength of the interfacial DMI, analyze its
thickness [131, 163] and angular dependence [164], and determine its relation
to the Heisenberg exchange interaction [129]. So far, all of the experimental
studies were performed on thermally excited DE SWs in full film samples using
BLS [53, 116, 129–131].
The goal of this study is to prove the occurrence an interfacial DMI in thin,
patterned, several tens of micrometers wide Pt/Co/Py/MgO stripes as well as
to quantify its strength. For this purpose, the characteristics of counterpropa-
gating DE SWs excited by a microwave antenna are investigated by magnetic
imaging using TRMOKE since this detection method enables direct access to
the dispersion and the attenuation length [cf. Sec. 2.2.2].
4.2 Samples: Design, Fabrication and
Characterization82
First, as illustrated in the schematic in Fig. 4.1(a), a multi-layered full film
consisting of Ta(2 nm)/Pt(2 nm)/Co(0.4 nm)/Py(5 nm)/MgO(5 nm) is grown on
a Si substrate by sputter deposition. Since the ferromagnetic layers Co and Py
(Ni80Fe20) are sandwiched between two nonmagnetic layers, where the bottom
one is the heavy metal Pt exhibiting a strong SOC, which is different from the
top MgO layer, the inversion symmetry across the thickness of the multi-layered
stack is broken. Hence, an interfacial DMI is expected to arise at the Pt/Co
interface [cf. Sec. 1.4.4].
The additional Py layer is strongly exchange-coupled to the Co layer. It is inser-
ted as it facilitates the propagation of DE SWs as well as their optical detection
using TRMOKE due to an enhanced Kerr signal. Its thickness dPy is carefully
chosen to be as thin as possible, since the strength of the interfacial DMI scales
with 1/d [165], while concurrently being thick enough to enable the propagation
of DE SWs, since their group velocity as well as their attenuation length scale
82 The samples were designed and fabricated by Hiroshi Hata, Takuya Taniguchi, and Taka-
hiro Moriyama from the group of Prof. Dr. Teruo Ono at Kyoto University, Japan. They
also performed the FMR and SQUID measurements.
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Figure 4.1. (a) Schematic of the full film layer stack grown. The ferromagnetic (FM)
layers are sandwiched between two nonmagnetic (NM) layers, where the bottom one is
a heavy metal with strong SOC. (b) Optical microscopy image of a patterned sample
where the characteristics of SWs propagating in the DE geometry [cf. Fig. 1.6] are
investigated.
with d [cf. Sec. 1.4.1]. MgO is selected as the top layer as it is transparent for
wavelengths in the visible spectrum, which is beneficial for an optical detection
of the SWs propagating in the ferromagnetic layer(s) beneath using TRMOKE.
Secondly, the major part of the full film is patterned into multiple 500µm-
long and 70µm-wide stripes by EBL, chemically assisted ion beam etching
using Ar+-ions and liftoff. Next, on each stripe, two microwave antennas in
the shape of shorted CPWs are fabricated by EBL, thermal evaporation of
Ti(5 nm)/Au(100 nm) and liftoff. They are separated from each other by 20–
50µm and electrically decoupled from the stripes by an additional 30 nm-thick
insulating layer of SiO2 grown by ALD. Microwave antennas with different di-
mensions are fabricated, but the ratio “signal line width : signal to ground line
gap : ground line width” is always 7 : 5 : 4. The final sample design is displayed in
the optical microscopy image shown in Fig. 4.1(b).
The unpatterned piece of the full film is characterized by SQUID and in-plane
FMR measurements at room temperature. The former ones reveal an in-plane
hysteresis and an effective saturation magnetization µ0M effS = (1.30± 0.03)T.
It is called effective as the Co/Py bilayer is considered as one effective uniform
medium [166, 167], since the Co and Py layers are coupled by strong exchange
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Figure 4.2. Full film in-plane FMR characterization. (a) Frequency dependence
of the resonance field Hres along with the results from the Kittel fit. (b) Frequency
dependence of the linewidth along with the results obtained from the linear fit to it.
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interactions. For this reason, for the evaluation of M effS , the total magnetic
moment measured by SQUID is simply divided by the total thickness d of the
ferromagnetic layers, i.e., d = dPy + dCo = 5.4nm.
The Kittel fit to the frequency dependence of the resonance field Hres shown in
Fig. 4.2(a) yields a gyromagnetic ratio γ = (180± 0.3)× 109 rad/(Ts) and an ef-
fective magnetization µ0Meff = µ0
(
MS −H⊥u
)
= (0.70± 0.01)T. Consequently,
µ0H
⊥
u = (0.60± 0.04)T is the strength of the uniaxial PMA field [cf. Eq. (1.48)].
The intrinsic Gilbert damping parameter α is extracted from the slope of a li-
near fit to the frequency dependence of the linewidth83 shown in Fig. 4.2(b). It
is 0.013. The zero-frequency linewidth offset ∆H (f = 0GHz) is very small, and,
therefore, negligible.
4.3 Implementation of the Experiment and
Data Analysis
The experiment is performed in the DE geometry. As illustrated in Fig. 4.1(b),
in the stripe, SWs with wave vector ~k are excited by the dynamic driving fields
of the microwave antenna and propagate along the x direction on either side of
the antenna while the static magnetization direction is maintained transverse
to the stripe’s long axis by applying a bias field ~H0 along the z direction. Its
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Figure 4.3. (a) Topography image used as a reference image to determine the position
of the microwave antenna (yellow-framed region) in (b). (b) Corresponding Kerr
image recorded at f = 6.32GHz and µ0H0 = −43mT showing counterpropagating DE
SWs on either side of the microwave antenna. The Kerr signal is only displayed and
enhanced in the region where the DE SW propagation is analyzed. (c) Line scans (solid
symbols) extracted from the Kerr images taken at f = 6.32GHz at either polarity of
the bias field with a magnitude of 43mT. The solid lines denote the individual fits to
an exponentially decaying sine function.
83 half width at half maximum
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polarity is +1, when it is oriented along the positive z direction, and −1, re-
spectively, when it points in the opposite direction. The bias field magnitude
is set to 43mT, which is sufficient to align the static magnetization homogene-
ously along the z direction everywhere within the 70µm-wide stripe apart from
the regions close to the edges. According to the dispersion84 [cf. Eq. (1.38)],
at this bias field, propagating DE SWs having wave numbers in the range from
≈1–9µm−1—which can be accessed magneto-optically—occur at excitation fre-
quencies f ranging from ≈5.40–6.60GHz.
For the verification of an interfacial DMI arising at the Pt/Co interface in the
fabricated Pt/Co/Py/MgO stripes, in the first place, it is essential to observe
asymmetries in the dispersion f (k) as well as in the attenuation length Latt of
counterpropagating DE SWs [cf. Sec. 1.4.4]. Moreover, for a given (known) sign
of the effective DMI constant Deff, the signature of the asymmetries needs to
agree with the one that is characteristic to the presence of an interfacial DMI.
As the second term in DE SW dispersion in the presence of an interfacial DMI
given by [cf. Eq. (1.71)]
ω (k) = ω0 (k) + ωiDMI (k)
= γµ0
√
[H0 + Jk2 +MSξ (kd)] [H0 + Jk2 +MS (1− ξ (kd))−H⊥u ]
+ 2γ
MS
Deffpk .
(4.1)
is proportional to pk it is not decisive whether the asymmetries are evidenced
(i) for counterpropagating DE SWs at a fixed bias field polarity p, or (ii) for
DE SWs propagating along the same direction, but at opposite orientations of
the bias field. The same argument also applies to the attenuation length [cf.
Eq. (1.75)].
To access the four different dispersions—f (k > 0, p = +1), f (k > 0, p = −1),
f (k < 0, p = +1), and f (k < 0, p = −1)—and the corresponding frequency de-
pendencies of the attenuation length at |µ0H0| = 43mT directly, f is swept in
the range from 5.52 to 6.48GHz in steps of 80MHz for either p-value, while con-
currently imaging the propagating DE SWs by TRMOKE [cf. Sec. 2.2.2]. The
Kerr images cover a 400 nm-wide and 12µm-long section in the center of the
stripe, where the microwave antenna is close to the center of each image with
respect to the x direction. Hence, as shown exemplarily in Fig. 4.3(b), each Kerr
image covers counterpropagating DE SWs at a given combination of f and p.
The topography image recorded at the same time [cf. Fig. 4.3(a)] serves as the
reference image to determine the position of the microwave antenna in the Kerr
image. Then, line scans are extracted from the Kerr images starting ≈1µm away
from either side of the microwave antenna. They are fitted to an exponentially
decaying sine function [cf. Fig. 4.3(c)] to deduce the two quantities characteri-
zing propagating DE SWs: the wave number k and the attenuation length. In
general, positive (negative) k- and Latt-values denote DE SWs propagating along
the positive (negative) x direction.
84 The dispersion is calculated using the sample parameters resulting from the full film cha-
racterization [cf. Sec. 4.2].
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4.4 Experimental Results and Discussion
In the following, first, the experimental findings on the dispersion [cf. Sec. 4.4.1]
and attenuation length [cf. Sec. 4.4.2] of counterpropagating DE SWs in the
Pt/Co/Py/MgO stripes are presented and discussed. Based on these results,
the strength of the interfacial DMI is determined [cf. 4.4.3], where two different
approaches are utilized. Finally, in Sec. 4.4.4, it is discussed, why the origin of
the observed asymmetries in the quantities characterizing DE SWs is indeed an
interfacial DMI arising at the Pt/Co interface.
4.4.1 Findings on the Dispersion of Counterpropagating
Damon-Eshbach SWs
The four measured dispersions are shown in Fig. 4.4. The most prominent feature
is the asymmetry: At fixed f and at a fixed propagation direction along the x
direction, the wave numbers of DE SWs propagating at p = +1 and p = −1,
respectively, differ. For example, for k > 0, the SW wave number is larger for
p = −1 (squares) than for p = +1 (circles). This asymmetry reverses when
the propagation direction is inverted to k < 0. As it can be assumed that Deff
is positive in case of a Pt/Co interface [53, 130], the signature of the observed
asymmetry is in agreement with the expected one according to Eq. (4.1). Hence,
at first glance, this asymmetry is attributed to be caused by the occurrence of
an interfacial DMI at the Pt/Co interface.
5.6
5.8
6.0
6.2
6.4
−10 −8 −6 −4 −2 0 2 4 6 8 10
Figure 4.4. Dispersions
of counterpropagating DE
SWs at |µ0H0| = 43mT at
either polarity of the bias
field. Circles and squares
denote measurement data,
where the error bars, which
are smaller than symbol
size, are those obtained
from the line scan fits. The
solid lines indicate fits to
Eq. (4.1) for any combina-
tion of k and p.
4.4.2 Findings on the Attenuation Length of Counter-
propagating Damon-Eshbach SWs
In contrast to the clearly visible asymmetry in the measured dispersions [cf.
Sec. 4.4.1] such an asymmetry can be barely observed in the corresponding fre-
quency dependencies of the attenuation length shown in Fig. 4.5. For SWs
propagating along the +x direction Latt is slightly larger for p = +1 than for
p = −1. This observation itself is consistent with the signature of the asymme-
try expected in case an interfacial DMI arises at the Pt/Co [cf. Eq. (1.75)]. Yet,
in the opposite propagation direction, there seems to be only a very small or
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Figure 4.5. Frequency dependencies of the attenua-
tion length at either bias field polarity and at either
propagation direction. The error bars are those obtai-
ned from the line scan fits.
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nonexistent difference between the Latt-values at p = +1 and p = −1, respecti-
vely. Hence, the question arises why—firmly assuming that an interfacial DMI
is present at the Pt/Co interface—an asymmetry is observed in the dispersions,
which does not appear as clear/at all in Latt (f, p). The reason for this finding
can be revealed once the strength of the interfacial DMI is quantified. It should
be already mentioned here that it does not contradict the statement that an
interfacial DMI arises at the Pt/Co interface.
4.4.3 Quantifying the Strength of the Interfacial Dzyalo-
shinskii-Moriya Interaction and its Implications
Quantification of the Strength of the Interfacial Dzyaloshinskii-Moriya
Interaction
For the quantification of the strength of the interfacial DMI arising at the Pt/Co
interface, i.e., for the determination of the value of Deff, two different approaches
are utilized.
In the first approach, the dispersions measured for the same propagation di-
rection, but at opposite orientation of the bias field are simultaneously fitted to
Eq. (4.1)85. The discrimination between the ‘k > 0’-case and the ‘k < 0’-case
takes into account that, in the fabricated Pt/Co/Py/MgO stripes, the magnetic
properties might be slightly different on both sides of the microwave antenna. In
this case, it is more reasonable to evaluate the effect of the interfacial DMI on
DE SWs propagating on the same side of the microwave antenna. Deff and H⊥u
are chosen as the independent fit parameters. This choice is appropriate since
H⊥u determines the cutoff frequency ω (k = 0), which is identical with the FMR
frequency [cf. Eq. (1.47)] and which also specifies the absolute shift of either
dispersion curve along the frequency axis, while Deff quantifies the splitting be-
tween the dispersions for p = +1 and p = −1 at a fixed propagation direction.
In Table 4.1, the resulting individual fit parameter values are listed and the corre-
sponding fit curves are depicted as solid red and blue lines in Fig. 4.4. The small
deviation between the H⊥u -values for k > 0 and k < 0 is attributed to be due to
little local magnetic inhomogeneities within the Pt/Co/Py/MgO stripes. In con-
85 Here, the Jk2-terms arising due to the exchange interaction are neglected as their strength
is much weaker compared with the other terms. Moreover, the γ- and MS-values used are
those obtained from the full film characterization [cf. Sec. 4.2].
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Deff [mJ/m2] µ0H⊥u [T]
k > 0 (0.17± 0.03) (0.642± 0.002)
k < 0 (0.16± 0.03) (0.619± 0.002)
Table 4.1. Fit parameter values
obtained from fitting the measured DE
SW dispersions to Eq. (4.1). Details
are given in the text.
trast, the Deff-values are in agreement within the error bars. As these values are
“effective” ones, i.e., they are averaged across the total thickness d of the Co/Py
bilayer, they cannot be directly compared to the values reported by other groups.
Yet, when assuming the DMI to be of purely interfacial nature, a variation with
thickness according to Deff (d) = Dint/d is expected [130, 165], where the quan-
tity Dint is independent of the uncertainty in the thickness of the ferromagnetic
bilayer. Here, Dint = (0.89± 0.16)pJ/m is the average value. This value is on
the same order of magnitude as the ones reported by other groups86 for layer
stacks, which have similar layer thicknesses and also comprise a Pt/Co interface,
e.g., Dint ≈ 1.4pJ/m in the case of Pt(4 nm)/Co(1.6 nm)/Ni(1.6 nm) [53], or
Dint ≈ 1.6–1.9 pJ/m in the case of Pt/Co/Al2O3 multi-layers with varying Co
thickness [130].
The second approach can be utilized only under certain conditions and, in addi-
tion, it enables only a reasonable estimation for Deff and Dint, respectively. Here,
the idea is to take advantage of the fact that, at the given bias field, the individual
DE SW dispersions f (k, p) are almost linear within the frequency range studied
[cf. Fig. 4.4]. Consequently, the respective group velocities vgr = 2pi∂f (k, p) /∂k
are almost constant. Moreover, max (kd) ≈ 0.05  1 holds87. For this reason,
neglecting the Jk2-terms while concurrently expanding the ξ (kd)-term, where
only the lowest order terms in k are retained, the first term in Eq. (4.1) can
be modified in such a way that it becomes linear in k as well [52]. Finally, an
expression for the group velocities can be deduced, which depends only on p:
v±gr (p) = v0gr ± p
2γ
MS
Deff . (4.2)
In Eq. (4.2), the positive sign (negative sign) refers to DE SWs propagating
along the +x (−x direction). According to Eq. (4.2), Deff can be gauged by
deducing the difference in the group velocities of DE SWs propagating along the
same direction, but at opposite orientations of the bias field88. Yet, the actual
advantage of the fact of this approach is the fact that it does not require any
knowledge about the behavior of the first term in Eq. (4.1) since this term only
contributes to the constant v0gr in Eq. (4.2).
Due to this independence from ω0 (k), this approach can also be used to esti-
mate Deff when investigating the propagation of DE SWs in the presence of an
interfacial DMI in much narrower stripes on the order of less than a few micro-
meter rather than in several tens of micrometer wide stripes or in full films given
86 They also performed SW propagation experiments, but used BLS for the optical detection.
87 The total thickness d of the ferromagnetic bilayer is 5.4 nm, while the largest detected SW
wave number kmax is ≈9µm−1 [cf. Fig. 4.4].
88 When the dispersion is quasi-linear within the frequency range studied, the group velocity
can simply be deduced from a linear fit to the measured dispersion data as is specifies the
slope of the dispersion.
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that the dispersion is quasi-linear in the frequency range studied. Applying it
to the measured SW dispersions yields89 the estimated, effective DMI constant
Destimateeff = (0.15± 0.02) mJm2 . Within the error bars, it agrees with the Deff-values
listed in Table 4.1.
Implications
(i) Due to plotting the individual fit curves along with the respective measured
dispersions in Fig. 4.4 the splitting between the dispersions measured at a fixed
propagation direction at p = +1 and p = −1 becomes clearly visible. Moreover,
based on these fit curves, a proper analysis of the frequency dependence of the
splitting is possible in the first place. Here, the figure of merit is the difference
in wave numbers ∆k between both curves at fixed f . It is defined as follows:
k < 0 : ∆k = kp=+1 − kp=−1 (i.e.,∆k < 0)
k > 0 : ∆k = kp=−1 − kp=+1 (i.e.,∆k > 0) .
When considering ∆k deduced directly from the measured k-values, it is difficult
to make a plain statement about its frequency dependence since the individual
values depicted by the orange symbols in Fig. 4.6 fluctuate noticeably. Yet, it
should be pointed out that variations in ∆k can be expected in advance due
to the definition of ∆k itself: Since ∆k quantifies the difference between two
independently determined k-values, the corresponding ∆k-value can be either
larger or smaller than the actual ∆k-value depending on whether the individual
k-value resulting from the line scan fit is larger or smaller than the actual k-
value. For this reason, for a quantitative analysis of ∆k (f), the ∆k-values
deduced from difference between the respective fit curves are considered. They
are denoted as gray lines in Fig. 4.4. ∆k increases monotonically as f is increased:
at f = 6.48GHz, for k > 0, ∆k ≈ 1.2µm−1, and, for k < 0, ∆k ≈ −1.0µm−1,
respectively. This finding can be regarded as another proof for an interfacial
DMI arising at the Pt/Co interface since, in this case, at a fixed propagation
direction, the splitting needs to increase monotonically the larger f becomes [cf.
Eq. (4.1) or Fig. 1.16]. The difference between both ∆k-values at f = 6.48GHz
results from the different values of the fit parameters Deff and H⊥u for k > 0 and
k < 0, respectively. For k > 0, H⊥u is stronger than for k < 0 resulting in a
lower cutoff frequency [cf. Eq. (4.1)]. As a consequence, at fixed f , the wave
Figure 4.6. Difference ∆k between the wave numbers
of DE SWs propagating along the same direction, but
at opposite orientations of the bias field. The orange
up/down triangles denote values determined from the
measured dispersions [cf. red and blue symbols in
Fig. 4.4], while the gray lines mark the difference be-
tween the respective fit curves at a fixed propagation
direction [cf. red and blue lines in Fig. 4.4]. −2.0
−1.5
−1.0
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0
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89 The value given is averaged over both propagation directions.
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numbers of DE SWs propagating along the +x direction are always larger than
those of DE SWs propagating along the opposite direction. Additionally, Deff is
also larger for k > 0 than for k < 0. In combination, these two features result
in ∆k-values, which are larger for k > 0 than for k < 0.
(ii) The reason, why a clear asymmetry is observed in the dispersions, while
it seems as if it does not occur as clear/at all in the corresponding frequency
dependencies of the attenuation length, is revealed by calculating the respective
frequency dependencies of the attenuation length according to [cf. Eq. (1.75)]
Latt (ω, p) =
vgr (p)
Im [ω (p)] =
∂ω/∂k (p)
Im [ω (p)] (ω = 2pif) (4.3)
using the average values of the fit parameters Deff and H⊥u [cf. Table 4.1]. In
Fig. 4.7, the four different frequency dependencies of Latt are shown. For compa-
rison, the frequency dependence for Deff = 0 is plotted as well, which is symme-
tric both in p and k. At first glance, at a fixed propagation direction, a distinct
difference between the curves for p = +1 and p = −1 is visible. More impor-
tantly, however, is not the occurrence of this difference, but its absolute value as
a function of frequency, which is defined as ∆Latt (f)=|Lp=+1att (f) − Lp=−1att (f) |.
In the frequency range study it is only on the order of ≈100–150 nm, i.e., it is
tiny, which implies, in turn, that it is challenging to resolve it magneto-optically.
Using single magnetic imaging Latt (f, p) and ∆Latt (f), respectively, can indeed
not be resolved properly given the facts (i) that Latt is derived from fitting line
scans extracted from the Kerr images to an exponentially decaying sine function
[cf. Eq. (2.3)], where k and Latt are two out of the five required independent fit
parameters, and (ii) that, in contrast to k, the fit value for Latt can be crucially
affected even by small deviations from an almost perfect exponentially decaying
shape in the detected local SW amplitude. For this reason, from a qualitative
point of view, the observed differences in Latt [cf. Fig. 4.5] are barely sufficient
to be used to confirm the occurrence of an interfacial DMI arising at the Pt/Co
interface.
At this point, it is worth noting that the asymmetry in ∆Latt (f) might be re-
solved using a statistical approach instead, where counterpropagating SWs are
imaged several tens/hundreds/thousand times for the same set of experimen-
tal parameters90. This approach is very time-consuming. Nonetheless, it was
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Figure 4.7. Frequency dependencies of the at-
tenuation length at either bias field polarity and at
either propagation direction calculated according to
Eq. (4.3) using the average values of the fit parameter
values for Deff and H⊥u [cf. Table 4.1]. For compari-
son, in the case, where no interfacial DMI is present,
i.e., Deff = 0, the corresponding curve is plotted as
well.
90 Such an approach was chosen for the determination of the key STT parameters [cf. Ch. 3].
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conducted, e.g., by Di et al., who demonstrated by BLS measurements that
the presence of an interfacial DMI can also be proven by an asymmetry in the
lifetime91 of thermally excited SWs [53].
4.4.4 Discussion about the Signature of the Observed
Asymmetry
In the following it needs to be discussed, why the signature of the asymmetry as
well as the asymmetry itself observed in the dispersions of counterpropagating
DE SWs [cf. Fig. 4.4] is indeed due to an interfacial DMI arising at the Pt/Co
interface in the fabricated Pt/Co/Py/MgO stripes, and, why it is not simply an
effect that is related to the characteristic modal-profile nonreciprocity of the DE
SWs [cf. Sec. 1.4.2].
As DE SWs are surface SWs, they are localized either on the bottom interface
or on the top interface of the ferromagnetic layer depending both on their pro-
pagation direction and the bias field polarity [cf. Sec. 1.4.2]. Hence, in principle,
in any SW propagation experiment, they can probe asymmetric distributions of
magnetic parameters across the thickness of the studied magnetic system, thus
representing a circumstance, which needs to be addressed carefully especially
when studying interface-induced effects.
In case of the fabricated Pt/Co/Py/MgO stripes, in the standard Damon-Eshbach
picture92 of magnetostatic waves [2, 113], the characteristic length scale dchar
of the classical exponential DE modal profile is given by Eq. (1.59). Using
kmax ≈10µm−1 dchar is about 100 nm, i.e., it is much larger than the total
thickness of the Co/Py bilayer, which is only 5.4 nm. Therefore, the modal
profile of the propagating DE SWs is almost uniform across the thickness of the
magnetic layer as illustrated in the schematics shown in Fig. 4.8. It resembles
very much those of bulk modes. The amplitude difference93 between both in-
terfaces is about 5%. Even such a small difference might be sufficient so that
any asymmetric distribution in a magnetic parameter is probed differently by
propagating DE SWs localized at the top surface compared with those localized
Figure 4.8. Modal profiles in the classical picture of DE SWs propagating along
the +x and −x direction, respectively, when the bias field is applied either (a) along
the −z or (b) along the +z direction. The profiles are calculated for d = 5.4 nm
and kmax = 10µm−1, respectively. At these k- and d-values, they are almost uniform
across the thickness of the layer.
91 The SW lifetime is the measurement parameter in BLS experiments corresponding to Latt
in TRMOKE measurements. The reversed signature of the asymmetry in the SW lifetime
compared with the one in Latt is due to the fact that real and imaginary parts of ω and k
are linked via vgr.
92 In this picture, the exchange interaction is neglected.
93 When taking into account the exchange interactions as well as the appropriate boundary
conditions, this amplitude difference is larger [cf. Sec. 1.4.2].
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at the bottom surface. In case of the fabricated multi-layered stripes, there are
three asymmetric distributions of magnetic parameters:
1. The saturation magnetizationMS is asymmetric as the ferromagnetic layer,
which is sandwiched between the Pt and MgO layers, is in fact a bilayer of
Co(0.4 nm) and Py(5 nm), which have different saturation magnetizations:
µ0M
Co
S = 1.8T vs. µ0M
Py
S ≈1.0T.
2. There is an asymmetry arising from the proximity-induced magnetic mo-
ment in the Pt layer [168–172].
3. The uniaxial PMA field H⊥u is asymmetric as it originates from the Pt/Co
interface.
It is assumed that the impact of either of the first two asymmetries is not suffi-
ciently strong enough to give rise to such a distinct asymmetry in the dispersions
of counterpropagating DE SWs [cf. Fig. 4.4], although it can not be verified ex-
perimentally on the fabricated Pt(2 nm)/Co(0.4 nm)/Py(5 nm)/MgO(5 nm) stri-
pes. The validity of this assumption is supported by the findings reported by Di
et al. [53], who also performed SW propagation experiments to prove the pre-
sence of an interfacial DMI on a very similar layer stack, where a ferromagnetic
bilayer is sandwiched as well between Pt and MgO layers: Pt(4 nm)/Co(1.6 nm)/
Ni(1.6 nm)/MgO(2 nm). They proved by measurements on “control samples” (i)
that the contribution of the asymmetric distribution in MS to the asymmetry
in the SW dispersion is not relevant at all94 as well as (ii) that the contribution
arising from the proximity-induced magnetic moment in the Pt layer is even
weaker95 than the one arising from the asymmetry in MS.
In contrast, the asymmetry in the strength of the uniaxial PMA field across
the thickness of the ferromagnetic layer might be strong enough to manifest as
a distinct asymmetry in the DE SW dispersion. The uniaxial PMA field origi-
nates from the Pt/Co interface, and, therefore, it is stronger in the vicinity of
that interface than in the vicinity of the Py/MgO interface. In this case, howe-
ver, according to Eq. (4.1), at fixed f and at a fixed propagation direction, the
wave number of propagating DE SWs localized at the Pt/Co interface would be
larger than of those localized on the Py/MgO interface, i.e., the signature of the
asymmetry with respect to the bias field polarity would be inverted compared
with the one observed in the experimental data [cf. Fig. 4.4].
This finding implies two logical consequences:
(i) An interfacial DMI arises in fact at the Pt/Co interface.
(ii) As the impact of this interfacial DMI is superimposed by impact of the
uniaxial PMA field acting in the opposite direction and as, in addition to
that, the signature of the asymmetry observed in the DE SW dispersions
is different to the one expected in the case, where no interfacial DMI is
94 This finding reveals the justification to consider the Co/Ni bilayer as an effective medium.
95 This finding is reasonable since the induced magnetic moment in the Pt is highly localized
within the first few atomic layers adjacent to the Pt/Co interface, and it is much weaker
than the magnetic moments of Co and Ni [171].
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present, the question arises, whether the Deff-value deduced from the ex-
perimental data specifies in fact only a lower boundary to the (absolute)
strength of the interfacial DMI.
Experimentally, it is impossible to disentangle both contributions to the asym-
metry in the DE SW dispersion since the interfacial DMI and the uniaxial PMA
field originate from the Pt/Co interface. For this reason, micromagnetic simula-
tions using MuMax3 [173] need to be performed enabling the investigation and
quantification of either contribution as well as an interpretation of the meaning-
fulness of the experimentally deduced Deff-value.
4.5 Implementation of the Micromagnetic
Simulations
The fabricated Pt/Co/Py/MgO stripes are modeled as illustrated in the sche-
matic shown in Fig. 4.9: Retaining the layer order along the y direction, the
Co/Py bilayer is considered as an effective medium called “ferromagnet”, which
is sandwiched between the Pt layer at the bottom and the MgO layer at the
top. To be able to account for interface-related effects in the simulations in the
first place, the ferromagnet is divided into Ny layers along the y direction [cf.
Fig. 4.9], thereby enabling to assign different material parameter values to the
individual ferromagnetic layers96. The material parameters97 used are listed Ta-
ble 4.2.
To access the dispersions of counterpropagating DE SWs, in agreement with the
Figure 4.9. Schematic of the multi-
layered stack, in which the propagation
of DE SWs is simulated. The ferromag-
net is subdivided into Ny layers across its
thickness d. The layer order along the y
direction is the same as in case of the fa-
bricated Pt/Co/Py/MgO stripes.
quantity value
µ0M
(eff)
S [T] 1.23
A [J/m] 13× 10−12
γ [rad/(Ts)] 180× 109
Ku1 [J/m3] 2.6× 105
µ0H
⊥
u = 2Ku1/MS [T] 0.53
Dsimeff [mJ/m2] 0.00–0.30
d [nm] 5.7
α 0.013
Table 4.2. Material parameters
used for the various simulations.
96 At the time the micromagnetic simulations were performed, it was only possible to assign
different values for Ku1 to individual layers, but not for Dsimeff .
97 They are very similar to the ones deduced in case of the fabricated Pt/Co/Py/MgO stripes.
The small deviations only result in negligible changes since the dominating factor in the
DE SW dispersion [cf. Eq. (4.1)] is the effective magnetization Meff = M (eff)S − H⊥u [cf.
Eq. (1.48)], and the Meff-values are the same.
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experiment [cf. Sec. 4.3], at either bias field polarity, the propagation of DE SWs
is simulated at a bias field magnitude of 43mT, while sweeping the excitation
frequency from 5.28GHz to 6.48GHz in steps of 80MHz. The resulting simula-
tion data are analyzed almost the same way as the Kerr images [cf. Sec. 4.3].
Additional details about the general implementation and the analysis of the si-
mulation data are given in Appendix B.2.
Three different scenarios are simulated enabling to investigate and quantify the
impact of a (localized) uniaxial PMA field on the dispersion of propagating DE
SWs when the (interfacial) DMI is either present or not.
Scenario A The DMI and the uniaxial PMA field (anisotropy axis along the y
direction) are uniform across the thickness of the ferromagnet. For
this purpose, in each layer, the value of the first order first order
uniaxial PMA constant Ku1 is set to the value listed in Table 4.2,
while the value of the effective DMI constant Dsimeff is either set to
0mJ/m2, i.e., no interfacial DMI is present, or to98 0.176mJ/m2,
i.e., an interfacial DMI is present.
Scenario B An interfacial DMI is not present, i.e., Dsimeff = 0mJ/m2, while
the uniaxial PMA field is present, but it is only effective in that
ferromagnetic layer, which is adjacent to the Pt layer. For this
purpose, Ku1 is only assigned to the cells in layer99 “1”. Moreover,
in this scenario, the magnitude of the uniaxial PMA field can be
varied by introducing a scaling factor s (s ≥ 0) enabling to assign
an effective first order uniaxial PMA constantKeffu1 = s×Ku1 to the
cells in that particular layer100, thereby enabling the modification
of the cutoff frequency ω (k = 0) = 2pif (k = 0).
Scenario C This scenario is a mixture of scenarios A and B. The uniaxial PMA
field is only effective in that layer of the ferromagnet, which is
adjacent to the Pt layer, i.e., layer “1”, while the DMI is uniform
across the thickness of the ferromagnet. Moreover, in this scenario,
the scaling factor is fixed, i.e., s = sfix, while the strength of the
DMI is varied by sweeping the Dsimeff -value in the range from 0.10–
0.30mJ/m2.
4.6 Simulation Results and Discussion
In the following, the findings concerning the simulations of the different sce-
narios A, B, and C are presented and discussed in Sec. 4.6.1, 4.6.2 and 4.6.3,
respectively.
98 The difference between this Dsimeff -value and the experimentally determined one [average
value, cf. Table 4.1] is negligible, as it is only about 6%.
99 The bottommost layer of cells in the xz plane—labeled “1”—is the one next to the Pt layer,
while the uppermost layer of cells in the xz plane—labeled “Ny”—is adjacent to the MgO
layer [cf. Fig. 4.9].
100 Related to the bottommost layer of the ferromagnet only, this is equivalent to an interfacial-
like effective first order uniaxial PMA constant Keff,intu1 = Keffu1 × dNy (=̂ sNy × 1.5mJ/m2).
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4.6.1 Scenario A: Uniform Perpendicular Magnetic
Anisotropy Field and Uniform Dzyaloshinskii-
Moriya Interaction
In scenario A, the uniaxial PMA field and the DMI are both uniform across
the thickness of the ferromagnet. This case is assumed when the strength of
the interfacial DMI is deduced from fits of the measured DE SW dispersions to
Eq. (4.1) [cf. Sec. 4.4.3]. The corresponding DE SW dispersions simulated with
Dsimeff = 0.176mJ/m2 are shown in Fig. 4.10. Symbols denote simulation data
while solid lines indicate the DE SW dispersions resulting from Eq. (4.1) when
inserting the sample parameters listed in Table 4.2. For ease of comparison with
the experimental data, the symbol and color code is identical with the one used
in Fig. 4.4.
At first glance, the scenario A simulations seem to reproduce all the essential
experimental findings:
(i) The dispersions of counterpropagating DE SWs are asymmetric with respect
to the bias field polarity, and the signature of the asymmetry is identical with the
one observed in the experiment [cf. Fig. 4.4]. For comparison, the additionally
simulated and calculated dispersions for Dsimeff = 0mJ/m2 are plotted as well,
which are symmetric. As clearly visible in Fig. 4.4, all simulated dispersions
agree perfectly with the calculated ones.
(ii) At a fixed propagation and at f = 6.48GHz, the maximum difference in
wave numbers ∆k at opposite orientation of the bias field is ≈1µm−1. This
∆k-value coincides well with the experimental one(s).
(iii) The cutoff frequency f (k = 0) of each dispersion branch is ≈5.12GHz101.
This value is in good agreement with the FMR frequency at 43mT [cf. 4.2].
Yet, despite all these matches, the assumption that the uniaxial PMA field
is uniform across the thickness of the ferromagnet is not very realistic as, in
the fabricated Pt/Co/Py/MgO stripes, the uniaxial PMA field originates from
Figure 4.10. Dispersions
of counterpropagating DE
SWs in scenario A. Sym-
bols denote simulation data
while solid lines indicate the
DE SW dispersions calcula-
ted using Eq. (4.1). 5.2
5.4
5.6
5.8
6.0
6.2
6.4
−10 −5 0 5 10
101 As the simulated and the calculated dispersions agree perfectly, the value given is the one
resulting from Eq. (4.1) when inserting the material parameters used in the simulations [cf.
Table 4.2] at k = 0.
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the Pt/Co interface, in whose vicinity it is the strongest. This characteristic is
accounted for in the scenario B simulations.
4.6.2 Scenario B: Localized Perpendicular Magnetic
Anisotropy Field with Varying Strength and no
Dyzaloshinskii-Moriya Interaction
In scenario B, it is assumed that no interfacial DMI is present while concurrently
a uniaxial PMA occurs, which is strongly localized near the Pt/ferromagnet in-
terface.
First of all, in agreement with the expectation, in general, the scenario B si-
mulations reveal that the cutoff frequency can be simply tuned by modifying
the strength of the effective first order uniaxial anisotropy constant Keffu1 assig-
ned only to the cells in layer “1”: the smaller the Keffu1-value given, i.e., the
weaker the strength of the uniaxial PMA field arising at the Pt/ferromagnet in-
terface, the larger the cutoff frequency, and, consequently, the smaller the wave
number(s) of propagating DE SWs excited at any frequency in the range from
5.28–6.48GHz, as k ∼ f applies [cf. Sec. 1.4.1].
For the comparison of the simulations results of the individual scenarios from a
quantitative point of view, a common starting point needs to be defined. One ap-
propriate choice is the cutoff frequency, which should be identical with the FMR
frequency deduced from the full film characterization [cf. Sec. 4.2] independent
of the scenario simulated since fFMR = limk→0 f (k) applies [cf. Eq. (1.47)]. In
the scenario B simulations, the closest match with respect to the cutoff frequency
in scenario A—which can be calculated using Eq. (4.1)—is found for s = 3.5.
The corresponding simulated DE SW dispersions are shown in Fig. 4.11 in com-
parison with the dispersion calculated for scenario A with Dsimeff = 0mJ/m2, as
this dispersion corresponds to the case, where no interfacial DMI is present while
concurrently the uniaxial PMA field is homogeneous across the thickness of the
ferromagnet.
Either scenario B dispersion is shifted towards smaller wave numbers compared
with the scenario A dispersion with Dsimeff = 0mJ/m2 [cf. red and blue symbols
vs. black lines in Fig. 4.11]. More prominent, however, is the signature of the
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Figure 4.11. Dispersions
of counterpropagating DE
SWs in scenario B with s =
3.5 and Dsimeff = 0mJ/m2
in comparison with scenario
A with Dsimeff = 0mJ/m2.
Symbols denote simulation
data while solid lines indi-
cate the DE SW dispersion
corresponding to this parti-
cular scenario A calculated
using Eq. (4.1).
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asymmetry in the DE SW dispersions occurring in this scenario B simulation/all
scenario B simulations: It is reversed compared with the one observed in the
experiment [cf. Fig. 4.4] as well as with the one revealed by the scenario A simu-
lations with finite Dsimeff [cf. Fig. 4.10]. Moreover—for s = 3.5—∆k at 6.48GHz
is only ≈0.4µm−1, which is much smaller than the ∆k-value deduced from the
experimental data.
These findings confirm
(i) that—in agreement with the findings reported by other groups [53, 131]—in
the absence of an interfacial DMI, an asymmetric distribution of the uniax-
ial PMA field across the thickness of the ferromagnet alone induces in fact an
asymmetry in the DE SW dispersions, but its signature is opposite to the one
emerging due to the presence of an interfacial DMI, as well as
(ii) that the asymmetry in the DE SW dispersions observed in the experiment
can only be explained by the co-occurrence of an interfacial DMI originating
from the Pt/Co interface.
Consequently, these statements imply
(i) that the interfacial DMI acts contrary to the uniaxial PMA field and that it
is much stronger than it102, as well as
(ii) that the Deff-value resulting from the fits of the measured DE SW dispersions
to Eq. (4.1) does not quantify the actual strength of the interfacial DMI, but
only specifies a lower boundary to it.
Either implication is addressed by the scenario C simulations.
4.6.3 Scenario C: Localized Perpendicular Magnetic
Anisotropy Field with Fixed Strength and Uniform
Dzyaloshinskii-Moriya Interaction with Varying
Magnitude
In scenario C, only in the cells of layer “1”, Keffu1 is now set to a fixed value,
namely sfix ×Ku1 with sfix = 3.5, thereby ensuring that the cutoff frequency is
identical both with the one in the scenario A simulations and with the one in
the scenario B simulation with s = 3.5. Concurrently, the Dsimeff -value is varied
Table 4.3. ∆k for different
Dsimeff -values deduced from the
respective scenario C simula-
tions.
Dsimeff [mJ/m2] 0.10 0.176 0.25 0.30
∆k [µm−1] ≈0.16 ≈0.57 ≈0.97 ≈1.35
102 Only when the strength of the interfacial DMI is larger than the strength of the asym-
metrically distributed uniaxial PMA field, the signature of the asymmetry in the DE SW
dispersion becomes opposite to the one induced by the uniaxial PMA field alone.
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in the range from 0.10 to 0.30mJ/m2. For a quantitative comparison with the
experimental results, ∆k is evaluated once again at 6.48GHz. The results are
listed in Table 4.3 while the corresponding simulated DE SW dispersions are
shown in Fig. 4.12.
The scenario C simulations reveal two features:
(i) When a strong enough interfacial DMI is present at the Pt/ferromagnet in-
terface along with a uniaxial PMA field, which is (mainly) localized at the same
interface, the signature of the asymmetry in the simulated DE SW dispersions
coincides with the one observed in the experiment. It is even possible to specify
a threshold value Dthreseff . Here, it is defined as the Dsimeff -value, at which the sig-
nature of the asymmetry changes from the case, where the uniaxial PMA field
dominates, to the case, where the interfacial DMI dominates. For the multi-layer
system studied, Dthreseff is slightly smaller than ≈0.10mJ/m2 [cf. Fig. 4.12(a)].
(ii) ∆k—evaluated at 6.48GHz—increases monotonically from ≈0.16µm−1 up
to ≈1.35µm−1 when Dsimeff is increased from 0.10mJ/m2 to 0.30mJ/m2 [cf. Ta-
ble 4.3 and Figs. 4.12(a)-(d)]. For Dsimeff = 0.176mJ/m2—the value closest to the
one determined from the experimental data—∆k is ≈0.57µm−1. However, this
∆k-value is much smaller than the ∆k-value of about 1µm−1 deduced from the
experimental data. The experimentally deduced ∆k-value ensues when Dsimeff is
set103 to 0.25mJ/m2.
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Figure 4.12. Dispersions
of counterpropagating DE
SWs in scenario C with sfix =
3.5 and Dsimeff in the range
from 0.10–0.30 mJ/m2. The
dashed orange lines mark the
excitation frequency f =
6.48GHz, at which ∆k is
evaluated [cf. Table 4.3].
103 In this case, the absolute values of the respective DE SW wave numbers are about 1µm−1
smaller than the experimental ones. This feature is attributed to the way the (localized)
uniaxial PMA field and the interfacial DMI are modeled in the micromagnetic simulations.
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Based on these findings, it can be stated that the Deff-value—evaluated from
fits of the measured DE SW dispersions to Eq. (1.71) assuming that the uniaxial
PMA field arising at the Pt/ferromagnet interface is uniform across the thickness
of the ferromagnet—underestimates the impact of the interfacial DMI (concur-
rently) emerging at the Pt/ferromagnet interface by up to 40% assuming that
the uniaxial PMA field is strongly localized at the Pt/ferromagnet interface. In
other words, the Deff-value deduced from the experimental data only specifies a
lower boundary to the strength of the interfacial DMI occurring in the fabricated
Pt/Co/Py/MgO stripes.
4.7 Conclusion
In conclusion, it was demonstrated that TRMOKE on propagating DE SWs is
in fact a sensitive tool to prove the existence of an interfacial DMI arising at the
Pt/Co interface in the fabricated Pt(2 nm)/Co(0.4 nm)/Py(5 nm)/MgO(5 nm)
stripes. It manifested itself in a distinct asymmetry in the dispersions of DE
SWs propagating in the same direction, but at opposite orientations of the mag-
netic bias field. This asymmetry could not yet be observed in the attenuation
length as well since the corresponding differences were too small to be resolved
by single magnetic imaging. Micromagnetic simulations confirmed that the ob-
served signature of the asymmetry along with the observed differences in the
respective DE SW wave numbers can not be solely caused by the uniaxial PMA
field originating from the Pt/Co interface as well, but are consistent with the
co-occurrence of an interfacial DMI at this interface, which acts contrary to the
uniaxial PMA field and which is much stronger than it. The simulations additi-
onally revealed that the approach used to evaluate the strength of the interfacial
DMI from the asymmetry in experimentally acquired DE SW dispersions un-
derestimates its actual strength by up to 40%, thereby only yielding a lower
boundary to it.
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The results presented in this chapter are published in [135]:
H. S. Körner, M. A. W. Schoen, T. Mayer, M. M. Decker, J. Stigloher,
T. Weindler, T. N. G. Meier, M. Kronseder, and C. H. Back.
Magnetic damping in poly-crystalline Co25Fe75: Ferromagnetic resonance vs.
spin wave propagation experiments.
Appl. Phys. Lett. 111, 132406 (2017).
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5.1 Motivation and Goal
Further advances in the field of magnonics, where SWs will be utilized as informa-
tion carriers, essentially depend on magnetic films in which SWs can propagate
over large distances, i.e., on the order of several tens of micrometers up to milli-
meters [3]. The corresponding figure of merit is the SW attenuation length Latt
defined as the distance over which the SW amplitude decays to a factor of 1/e
[cf. Sec. 1.4]. It strongly depends on the parameters and magnetic properties
of the film—the saturation magnetization MS, the presence and orientation of
magneto-crystalline anisotropies, and the thickness—as well as on the magne-
tization precession losses [1, 2]. The latter ones enter the effective magnetic
SW damping parameter αSWeff which scales with 1/Latt [cf. Eq. 1.56]. Hence, one
branch in the field of magnonics focuses on the fabrication and study of magnetic
materials with low magnetic damping parameters. From this perspective, within
the last decade, various different materials have been thoroughly investigated.
The ferrimagnetic insulator yttrium iron garnet (YIG)—Y3Fe5O12—exhibits ex-
tremely low magnetic damping parameters α—on the order of 10−5–10−4 [174,
175]—but its low saturation magnetization—about 0.2T—results in relatively
low group velocities [176]. Moreover, it requires delicate growth techniques and
its integration into micrometer scale magnonic devices remains challenging.
Ferromagnetic metal films are considered as promising alternatives since the dis-
advantage of much larger magnetic damping parameter values—on the order
of 2–8×10−3—is compensated by a much larger saturation magnetization—on
the order of 1–2T—and by an easier deposition and integration into magnonic
elements. So far, various metals have been explored, e.g., the ferromagnetic me-
tals Permalloy—Ni80Fe20, α ≈ 6–8× 10−3, µ0MS ≈ 1T [11, 49, 132]—and Fe—
α ≈ 2×10−3, µ0MS ≈ 2.2T [13]— half-metallic Heusler alloys [177, 178], and
CoFeB alloys [179], where the fabrication of the latter two with low damping
parameters still remains a delicate issue.
Just recently, a very low magnetic damping was theoretically predicted by Man-
kovsky et al. [180] and experimentally verified by Schoen et al. [181, 182]
for the ferromagnetic binary 3d transition metal alloy CoxFe1−x revealing pure
intrinsic damping parameters as low as 5×10−4 for the composition Co25Fe75.
In combination with its large saturation magnetization—about 2.4T at room
temperature—and its relatively easy deposition, Co25Fe75 offers several benefits
to become a very promising ferromagnetic metal to be employed in future mag-
nonic devices.
Up to now and despite its many promising properties, an experimental inves-
tigation of the propagation and attenuation of SWs in Co25Fe75 is still lacking.
Hence, the goal of this study is to assess the magnetic damping in 10 nm-thin,
poly-crystalline Co25Fe75 (CoFe) grown by molecular beam epitaxy (MBE) by
in-plane FMR measurements on a full film sample as well as by SW propaga-
tion experiments performed by TRMOKE on micrometer-wide stripes patterned
from the very same CoFe full film since stripes are a more realistic geometry
to be utilized in magnonic devices. The FMR measurements are used to prove
that the CoFe grown exhibits indeed a low intrinsic Gilbert damping parame-
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ter αFMRint [cf. Ref. [182]], which should be reflected in SW attenuation lengths
on the order of several tens of micrometer104. The thorough evaluation of the
attenuation length enables access to the effective magnetic SW damping para-
meter αSWeff , which is then compared with αFMRint to eventually make a statement
about whether poly-crystalline CoFe is actually a suitable metallic material for
magnonic devices.
5.2 Samples: Design, Fabrication and
Characterization
The full film sample is grown in a multi-step process by MBE105. First, a
GaAs(001) substrate is degassed at 250 ◦C prior to the growth of a 5 nm-thin
MgO seed layer. Then a 10 nm-thin Co25Fe75 layer is grown by the co-deposition
from Co and Fe sources. Finally, a MgO(5 nm)/Al2O3(7 nm) bilayer capping is
added to prevent the magnetic layer from oxidation. The final full film layer
stack is illustrated in the schematic in Fig. 5.1(a).
The composition of the CoFe layer is verified by X-ray photoelectron spectros-
copy (XPS) measurements106 with an error of less than 3%. Its quality is checked
by SQUID measurements conducted at T = 290K revealing a saturation mag-
netization of µ0MS = (2.4± 0.1)T, which is in good agreement with the value
reported by Schoen et al. [181]. The full film is further characterized in detail
by in-plane FMR measurements107. [cf. Sec. 5.4.1].
Later on, for the SW propagation experiments [cf. Sec. 5.4.2], a piece of the
full film is patterned into eight 500µm-long and 1.15µm-wide stripes by EBL,
chemically assisted ion beam etching (CAIBE) with Ar+ ions and liftoff. As
shown in Fig. 5.1(b), the long axis of the stripes is oriented perpendicular to
the easy axis of the weak uniaxial in-plane anisotropy of the CoFe layer [cf.
Fig. 5.2(a) in Sec. 5.4.1]. Then, an additional 80 nm-thick insulating Al2O3 layer
is grown by ALD. It ensures that the CoFe stripes are electrically decoupled
Figure 5.1. (a) Schematic of the full film
multi-layer stack grown by MBE. (b) Colo-
red SEM image of one CoFe stripe sample
fabricated from this stack for the SW pro-
pagation experiments. In the CoFe stripe of
width w = 1.15µm (red), propagating DE
SWs with wave vector ~k are excited by the
microwave antenna (yellow) while the mag-
netic bias field ~H0 is applied along the z di-
rection. The stripe’s long axis is oriented
perpendicular to the easy axis of the uniax-
ial in-plane anisotropy field ~H ipu .
104 These values result from Eq. (1.56) when using the aforementioned CoFe material parame-
ters.
105 The full film sample was grown by Matthias Kronseder.
106 The XPS measurements were performed and analyzed by Thomas Meier.
107 The FMR measurements were performed and evaluated by Martin Schön and Thomas
Mayer.
97
Chapter 5: Magnetic Damping in Poly-Crystalline Co25Fe75—Ferromagnetic
Resonance vs. Spin Wave Propagation Experiments
from the microwave antennas in the shape of shorted CPWs, which are subse-
quently patterned on top by EBL, thermal evaporation of Cr(10 nm)/Au(60 nm)
and liftoff as depicted in Fig. 5.1(b).
5.3 Implementation of the Experiment and
Data Analysis
The experiment is divided into two steps:
1. The full film sample is characterized by in-plane FMR measure-
ments and the intrinsic magnetic damping parameter αFMRint is eva-
luated.
2. In micrometer-wide stripes patterned from this full film, the propa-
gation of DE SWs is investigated magneto-optically by TRMOKE.
Here, the main focus is on the determination of the SW attenuation
length Latt as access to this quantity enables the determination of
the effective magnetic SW damping parameter αSWeff and its com-
parison with αFMRint .
The waveguide-based FMR measurements are performed at room temperature
in the in-plane geometry utilizing a Schottky diode detector and lock-in ampli-
fication of the field-modulated signal [182]. Frequencies up to 40GHz and fields
up to 2T are applied at in-plane angles ranging from 0 to 360◦. The FMR data
are fitted by the method described in Ref. [183] to extract the frequency depen-
dence of both the resonance field Hres and the linewidth108 ∆H.
The SW propagation experiments are performed as well at room temperature in
the DE geometry, i.e., as illustrated in Fig. 5.1(b), SWs with wave vector ~k are
excited by the microwave antenna and propagate along the x direction in the
CoFe stripe while its static magnetization is maintained perpendicular to its long
axis by a magnetic bias field ~H0 applied along the z direction. SW dynamics in
the CoFe stripes is accessed magneto-optically by TRMOKE. The setup is ope-
rated in the spectroscopy mode [cf. Sec. 2.2.1] as well as in the imaging mode [cf.
Sec. 2.2.2]. SW resonance spectra are recorded at different excitation frequencies
f approximately 2µm away from the edges of the microwave antenna at a fixed
phase—φ = 0◦—between the microwave excitation and the laser pulses. From
these spectra the field ranges are extracted, in which propagating DE SWs can
be detected optically at fixed f . Kerr images of the propagating DE SWs are
recorded at different combinations of f and H0 at the same phase φ. They are
analyzed as follows:
First, two-dimensional arrays—xz plane—covering the stripe are cropped from
the Kerr images starting some micrometer away from the edges of the micro-
wave antenna, and then they averaged along the z direction [cf. Sec. 2.2.2]. Due
to the amplitude nonreciprocity inherently present when exciting DE SWs by a
microwave antenna [cf. Sec. 1.4.5] the analysis focuses on that side of the CoFe
stripe where the Kerr signal/the SW amplitude is larger at a fixed polarity of
108 full width at half maximum
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the magnetic bias field. The resulting one-dimensional line scans are fitted to an
exponentially decaying sine function to extract the SW wave number k and the
attenuation length Latt [cf. Eq. (2.3)]. At this point, it should be noted that,
in contrast to k, the fit results for Latt depend crucially on both the starting
point of the fit as well as on noise on the Kerr signal amplitude. Furthermore,
fits to Eq. (2.3) reveal reasonable results for Latt only when applied to line scans
extracted from regions of the CoFe stripe, where the exponentially decaying
character of the SW amplitude is still significantly pronounced, i.e., not too far
away from the microwave antenna, and where the actual SW amplitude is not
superimposed by the Oersted field of the microwave antenna, i.e., not too close
to the microwave antenna. Due to these peculiarities a proper and careful ana-
lysis of Latt is essential for a precise determination of αSWeff . For this purpose,
from the Kerr images different regions of the CoFe stripe are cropped. All re-
sulting one-dimensional line scans cover 7.5µm in total along the x direction,
and their starting point is shifted from ≈1µm away from the edges of the mi-
crowave antenna to 8.5µm in steps of 250 nm109. Hence, from each Kerr image
approximately 30 different line scans are extracted and fitted, thereby enabling
statistics on both k and Latt.
Moreover, during the SW data analysis, it is also checked, whether averaging the
cropped, two-dimensional arrays along the z direction is justified. This needs
to be done since the DE SW propagation is investigated in micrometer-wide
CoFe stripes, where the impact of the lateral confinement on the SW propaga-
tion [cf. Sec. 1.4.6] might need to be taken into consideration. However, the
respective fits do not reveal discernable different fits results compared with fits
to one-dimensional line scans extracted from the center of the stripe.
5.4 Experimental Results and Discussion
In this section, the experimental findings on the FMR characterization on the
CoFe full film sample are presented and discussed in Sec. 5.4.1, while those on
the investigation of the DE SW propagation in micrometer-wide CoFe stripes
are addressed in Sec. 5.4.2.
5.4.1 Ferromagnetic Resonance Measurements on the
Co25Fe75 Full Film
The results of the in-plane FMR measurements are compiled in Fig. 5.2. The
Kittel fit to the frequency dependence of the in-plane resonance field—extracted
from the measurements performed at 12GHz—yields a gyromagnetic ratio γ
of 185 × 109 rad/ (Ts) and an effective magnetization [cf. Eq. 1.47] µ0Meff =(
µ0MS − µ0H⊥u
)
= (1.91± 0.02)T. Consequently, using the MS-value obtained
from SQUID measurements [cf. Sec. 5.2], µ0H⊥u = (0.49± 0.10)T is the strength
of the uniaxial PMA field. The angular dependence of the in-plane resonance
field [cf. Fig. 5.2(a)] reveals that the CoFe full film is almost magnetically iso-
tropic as the uniaxial in-plane anisotropy field H ipu is not clearly pronounced:
109 The step size is given by the number of pixels and the size of the Kerr images.
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Figure 5.2. Full film in-plane
FMR characterization. (a) An-
gular dependence of the in-
plane resonance field Hres at
f = 12GHz. (b) Corresponding
angular dependence of the in-
plane linewidth ∆H. The red
circle visualizes the isotropy of
this quantity. (c) Frequency de-
pendence of ∆H extracted from
measurements performed with
the bias field applied along the
hard axis, i.e., along 0◦ in (a),
as well as along the easy axis,
i.e., along 90◦ in (a). Solid lines
denote linear fits to the data.
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u = (1.7± 0.2)mT, i.e., it is two orders of magnitude weaker than the uni-
axial PMA field. The easy axis of the uniaxial in-plane anisotropy is oriented
along the (110) direction of the GaAs substrate, which corresponds to an in-
plane angle of 90◦ in Fig. 5.2(a). In contrast to the four-fold symmetry, which is
characteristic for a crystalline grown bcc CoFe [184], the presence of this uniax-
ial in-plane anisotropy indicates the poly-crystalline growth of the CoFe layer.
This kind of growth is most likely induced by the poly-crystalline or amorphous
growth of the MgO seed layer on the native oxide layer on top of the GaAs(001)
substrate, which was not removed upon preparation of the substrate [cf. Sec. 5.2].
In contrast to Hres, the corresponding linewidth ∆H does not display any dis-
cernable dependence on the in-plane angle of the magnetic bias field within the
error bars as indicated by the red circle in Fig. 5.2(b). For the determination of
the intrinsic Gilbert damping parameter αFMRint the frequency dependence of ∆H
is measured for f ≈ 5–36GHz with the bias field applied at different in-plane
angles between 0◦ and 90◦, which correspond to the hard and easy axis of the
uniaxial in-plane anisotropy. The results for 0◦ and 90◦ shown in Fig. 5.2(c)
reveal no discernable angular dependence within the error bars.
The standard procedure to deduce αFMRint as well as the extrinsic contributions
to the magnetic damping—indicated by a finite zero-frequency linewidth offset
∆H (ω = 0)—is to fit the frequency dependence of ∆H to [185, 186]
∆H (ω) = 2α
FMR
int ω
µ0γ
+ ∆H (ω = 0) (ω = 2pif) . (5.1)
The fits yield αFMRint = (1.5± 0.1)×10−3 and µ0∆H (ω = 0) = (2.0± 0.1)mT, re-
spectively. At this point, it should be noted that the values given are the average
of the values for 0◦ and 90◦, and that the contribution to the intrinsic magne-
tic damping arising from radiative damping inherently present when performing
waveguide-based FMR measurements [187] is already subtracted. This αFMRint -
value is indeed three times larger than the one reported by Schoen et al. [181]
in the case of sputtered Co25Fe75 full films, but still very low for a metallic sy-
stem. However, more remarkable is the fact that the inhomogeneous linewidth
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broadening ∆H (ω = 0) is not negligible small, but significant thereby indica-
ting a distinct impact of the extrinsic contributions such as inhomogeneities and
two-magnon scattering on the magnetic damping [186].
5.4.2 Spin Wave Propagation in Micrometer-Wide
Co25Fe75 Stripes
In the micrometer-wide CoFe
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Figure 5.3. DE SW propagation in micrometer-
wide CoFe stripes demonstrated by (a) SW reso-
nance spectra and (b) magnetic imaging. From the
Kerr image (top panel in (b)) one-dimensional line
scans (bottom panel in (b)) are extracted along the
red and blue lines on either side of the microwave
antenna (yellow) and fitted to an exponentially de-
caying sine function.
stripes, the propagation
of DE SWs is demonstra-
ted both by SW resonance
spectra and by magnetic
imaging. In Fig. 5.3(a), a
selection of SW resonance
spectra recorded at different
frequencies is displayed.
Clear SW resonances are ob-
served for f = 10–18GHz at
bias field magnitudes ranging
from 30 to 180mT. In the
top panel of Fig. 5.3(b), an
example Kerr image is shown,
whereas the corresponding
line scans—extracted on
either side of the microwave
antenna—are depicted in the
bottom panel. The ampli-
tude nonreciprocity is clearly
visible.
Based on the SW resonance
data, for the investigation of
Latt and the determination
of αSWeff , Kerr images are recorded at bias fields ranging from 75 to 100mT at
a center frequency of 13.92GHz as well as at frequencies 240MHz above and
below110 13.92GHz. The evaluation of these images acquired for the different
combinations of f and H0 reveals k (H0, f) and Latt (H0, f) as displayed in
Fig 5.4(a) and (b), respectively. For each fixed f , as expected, k decreases
linearly with increasing bias field. Since k(f,H0) is recorded for three different
f , the group velocity of the propagating DE SWs—given by vgr = 2pi (∂f/∂k)
[cf. Sec. 1.4.1]—can be easily deduced from linear fits to f (k) at fixed H0.
In the field range studied, vgr is in the range between 3.8–4.5 km/s, which
is—at first glace—significantly larger or similar to the values reported for other
metallic ferromagnetic systems, e.g., vgr ≈ 1.5 km/s in case of 15 nm-thick,
micrometer-wide Ni80Fe20 stripes [132], or vgr ≈ 4.0 km/s in case of 20 nm-thick
110 ∆f = 240MHz is the smallest possible frequency step, which is both a multiple of the
80MHz repetition rate of the probing laser pulses and can be generated by the microwave
generator in case of frequencies above 12.4GHz [cf. Sec. 2.1].
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single crystal Fe films [13]. However, such a comparison must be treated with
care since vgr is indeed related to the slope of the DE SW dispersion, which,
in fact, scales with the thickness of the magnetic layer, but can also vary
significantly depending on the frequency and bias field range the investigation
is performed at.
In contrast, Latt (H0, f) reveals no clear trend. The Latt-values scatter with
average values in the range from ≈5–8µm. Moreover, preliminary assuming
that αFMRint also represents the value of the magnetic damping parameter in the
case of propagating DE SWs, these values are much lower than the Latt-values
in the range from ≈13-15µm resulting when inserting all known and measured
quantities into Eq. (1.56)111. This finding indicates that the effective magnetic
SW damping parameter αSWeff is different compared with αFMRint . αSWeff itself is
evaluated using the following expression [2, 132]:
αSWeff =
vgr
Latt
· 2
γµ0 (2 [H0 −NzMS] +MS −H⊥u )
. (5.2)
In contrast to Eq. (1.56), Eq. (5.2) also takes into account the static demag-
netizing field arising as the static magnetization in the CoFe stripe of finite
width is maintained perpendicular to its long axis by the magnetic bias field [cf.
Fig. 5.1(b)]. The simplest (and most common) way112 to model it reasonably is
Figure 5.4. Field depen-
dence of (a) k and (b) Latt, re-
spectively, at different f . (c)
Field dependence of αSW,expeff
derived from (a) and (b)
using Eq. (5.2) in compari-
son with αFMRint . Symbols
denote average values. Er-
ror bars indicate the corre-
sponding standard deviation.
Color-shaded areas mark the
range of values of each quan-
tity between the minimum
and maximum values. The
colored horizontal dashed li-
nes in (c) denote the average
value of either damping para-
meter.
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111 Using this expression to estimate the expected Latt-value is reasonable, although it does
neither take into account the demagnetizing field arising due to the lateral confinement nor
the uniaxial in-plane anisotropy, since the contribution of either quantity can be neglected.
112 A proper derivation of an expression for the static (and dynamic) demagnetizing fields is
quite cumbersome due to their inhomogeneity [140].
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by modifying the bias field in the denominator of Eq. (5.2) by the term −NzMS
[cf. Eq. (1.77)]. The magnitude113 of this term corresponds to the value of the
static demagnetizing field averaged across the stripe width [cf. Sec. 1.4.6]. Based
on the dimensions of the fabricated CoFe stripe, the demagnetizing factor along
the z direction is calculated using the analytical expression given in Ref. [160]:
Nz = 0.0172.
At this point, it should be noted that, strictly speaking, Eq. (1.56) (as well as
its modified version Eq. (5.2)) is an appropriate analytical expression for αSWeff
only in case of a magnetic system exhibiting no uniaxial in-plane anisotropy [cf.
Sec. 1.4.1]. Yet, in the presence of a uniaxial in-plane anisotropy, it is impossible
to derive such an analytical expression for αSWeff . Despite this fact, it is justified
to employ Eq. (5.2) for the evaluation of αSWeff as it is still a proper approxima-
tion, since, in the CoFe grown, the uniaxial in-plane anisotropy is very weak
[cf. Sec. 5.4.1], and since both vgr and Latt are accessed experimentally, i.e., in
fact, the impact of the uniaxial in-plane anisotropy on the SW characteristics is
incorporated in the measured value of either quantity. Moreover, as the in-plane
anisotropy is very weak, it is justified to assume that the absolute value of the
“correct” scaling factor of the vgr/Latt-ratio is not discernably different to the
one of the scaling factor in Eq. (5.2).
Figure 5.4(c) displays the evaluated αSW,expeff -values in the field range studied
in comparison with the intrinsic Gilbert damping parameter αFMRint deduced
from the FMR measurements. It is clearly obvious that the average value
αSW,expeff = (3.9± 0.3) × 10−3 does not coincide with the αFMRint -value. In fact,
it is 2.6 times larger, thus revealing a distinct difference between both experi-
mentally determined magnetic damping parameters. To cross-check this αSW,expeff -
value, the SW propagation experiment is repeated on three other CoFe stripes,
but the evaluation of the individual data set reveals quantitatively the same re-
sults.
There are different possible reasons, why the αSW,expeff -value deduced from SW
propagation experiments performed on the micrometer-wide CoFe stripes is sig-
nificantly different compared to the αFMRint -value obtained from in-plane FMR
measurements performed on the CoFe full film:
1) Patterning the stripes from the full film might have caused notice-
able changes in the quality of the CoFe layer and/or in the strength
of the in-plane and out-of-plane anisotropies due to increased tem-
peratures during the fabrication process, which are up to 150 ◦C
during the bake out of the EBL resist poly-methyl-methacrylate.
2) The propagation of DE SWs in a thin plain film is different compa-
red with the one in a thin narrow stripe, not only due to the static
inhomogeneous demagnetizing field arising due to the lateral con-
finement, but also since the lowest order transverse modes might
113 Nonetheless, the contribution of this term is small compared with the strength of the
other field(-like) terms in the denominator of Eq. (5.2). At a fixed bias field, i.e., for a fixed
vgr/Latt-ratio, using the known CoFe parameters, neglecting this term changes the resulting
αSWeff -value only by about 2-3% for bias fields ranging from 70–100mT. This variation is
negligible.
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interact with the main propagating mode [45, 188] [cf. Sec. 1.4.6].
As a result, so called anticrossings appear, which manifest as steps
in the DE SW dispersion curve. These steps are associated with a
significant decrease in Latt, however, only for particular combina-
tions of f and H0 [6]. In this case, consequential, the evaluation
of αSWeff using Eq. (5.2) would reveal a (larger) magnetic damping
parameter value, which does not coincide with the actual one.
3) Based on the findings on the frequency dependence of the in-plane
linewidth in the FMR measurements, it could be attributed to
the presence of the extrinsic contributions to the magnetic losses:
inhomogeneities and two-magnon scattering. They can lead to an
effective magnetic SW damping, which is significantly enhanced,
thereby resulting in much shorter SW attenuation lengths com-
pared with those expected solely based on determination of the
strength of the intrinsic Gilbert damping parameter αFMRint .
In order to exclude high temperatures during the fabrication process of the stri-
pes as the origin of a distinct enhancement of the magnetic damping, additional
in-plane FMR measurements are performed on a separate piece of the CoFe full
film, which has been annealed for several hours at temperatures up to 200 ◦C.
They yield no discernable changes in the quantities of interest [189], especially
not in αFMRint . Moreover, the patterning process of the stripes only affects the
roughness of their edges, but this quantity does not have any discernable effect
on the SW propagation itself [132].
In order to investigate whether anti-crossings due to a coupling of SW modes in
the CoFe stripe of finite width w occur in the frequency and bias field ranges
chosen for this SW propagation experiment, the dispersions of the various mo-
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Figure 5.5. (a) Contour plot of the in-plane SW dispersion f (kx, kz) at 100mT in
case of the CoFe plain film. In case of the CoFe stripe with width w, the transverse
wave number is quantized, i.e., kquantz = n piw , as denoted by the horizontal dashed
colored lines, and only odd n are allowed. (b) SW dispersions f
(
kx, k
quant
z
)
. The
dispersion branch with the largest group velocity/slope is the main propagating mode
with n = 1. This branch does not cross other dispersion branches at frequencies close
to 13.92GHz (dotted orange line).
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des are calculated114. The contour plot in Fig. 5.5(a) visualizes the in-plane SW
dispersion in case of the CoFe plain film, i.e., f (kx, kz) at a magnetic bias field
of 100mT applied along the z direction. In contrast to the full film, in case of
the CoFe stripe of finite width w, kz is no longer continuous, but quantized, i.e.,
kquantz = n piw , where n is the transverse mode number [cf. Sec. 1.4.6], but only odd
modes with odd n can be excited by the microwave antenna due to the different
symmetries of odd and even transverse modes [cf. Fig. 1.20]. These “allowed”
kquantz are marked by the horizontal dashed lines in Fig. 5.5(a). For each kquantz ,
the corresponding (DE) SW dispersion f (kx, kquantz ) is shown in Fig. 5.5(b). The
main propagating mode exhibits the largest group velocity, i.e., the largest slope
∂f (kx, kquantz ) /∂kx. As expected, it is the n = 1 mode, which is localized in the
center of the stripe [cf. Fig. 1.20]. More importantly, however, is the fact, that
the n = 1-dispersion branch does not cross the branches of the higher order mo-
des at frequencies around 13.92GHz. This behavior is observed at all bias field
ranging from 75 to 100mT. Consequently, a coupling of SW modes in the stripe
can also be excluded to be the origin of an enhanced magnetic SW damping.
The impact of inhomogeneities in the CoFe layer on the attenuation length of
propagating DE SWs is investigated by micromagnetic simulations using Mu-
Max3 [173]. Apart from this, micromagnetic simulations are utilized to revise
the experimental findings. Moreover, they are also suited to confirm a posteriori
that evaluating αSW,expeff using Eq. (5.2) is justified even in the presence of a weak
uniaxial in-plane anisotropy. The corresponding findings are presented below.
5.5 Implementation and Analysis of the Micro-
magnetic Simulations
The propagation of DE SWs is simulated in 80µm-long, 1.15µm-wide and 10 nm-
thin CoFe stripes, and, for comparison, as well in 10 nm-thin CoFe full films (in
the same bias field and frequency ranges as chosen for the SW propagation
experiments [cf. Fig. 5.3(a)]). The sample parameters used correspond to the
experimentally determined ones. The weak uniaxial in-plane anisotropy is both
included and neglected to study its influence on the characteristics of the DE SW
propagation. Inhomogeneities are modeled by local variations in the saturation
magnetization. The simulation Gilbert damping parameter αsim is either set to
1.5× 10−3, i.e., to αFMRint , or to 4.0× 10−3, i.e., to ≈αSW,expeff . For the evaluation
of f (k,H0), Latt (f,H0), and vgr (H0), the simulation data resulting from field
sweeps at fixed f/frequency sweeps at fixed H0 are analyzed in a similar way
as the recorded Kerr images [cf. Sec. 5.3]. Based on these data, in analogy
to αSW,expeff , the quantity α
SW,sim
eff is deduced using Eq. (5.2). Further details
about the implementation and the analysis of the simulation data are provided
in Appendix B.3.
114 The dispersions are calculated using Eq. (1.44) along with the respective sample and expe-
rimental parameters. The presence of a weak uniaxial in-plane anisotropy is not included
in Eq. (1.44).
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5.6 Simulation Results and Discussion
In the following, first, in Sec. 5.6.1, the findings on the impact of the uniaxial
in-plane anisotropy on the SW propagation in Co25Fe75 stripes and full films are
presented and discussed. In Sec. 5.6.2, the simulation results are compared with
the respective experimental findings, thereby revealing the physical origin of the
observed distinct difference between αFMRint and α
SW,exp
eff . Moreover, in Sec. 5.6.3,
based on the experimental and simulations findings, a definition of an alternative
effective magnetic damping parameter is suggested, which seems to be capable
of appropriately quantifying αSW,expeff based on the frequency dependence of the
in-plane FMR linewidth.
5.6.1 Impact of the Uniaxial In-Plane Anisotropy on the
Spin Wave Propagation in Co25Fe75 Stripes and Full
Films
First, the effective impact of the uniaxial in-plane anisotropy on the dispersion
and attenuation of propagating DE SWs is investigated in case of a CoFe stripe,
and, for comparison, as well in case of a CoFe full film. For this purpose, mi-
cromagnetic simulations are performed, where the in-plane anisotropy is either
neglected or included. In the latter case, the orientation of the easy axis is either
along the x or the z direction.
Figure 5.6. Simulated DE
SW dispersions at different
bias fields at frequencies
around 13.92GHz (dotted
purple line) (a) in case of
the CoFe full film and (b)
in case of the CoFe stripe,
respectively. The uniaxial
in-plane anisotropy is either
not present (dashed lines)
or its easy axis is oriented
either along the z direction
(open symbols) or along the
x direction (solid symbols).
The insets in (a) and (b)
illustrate the possible orienta-
tions of the uniaxial in-plane
anisotropy with respect to the
sample geometry.
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Figure 5.7. Bias field depen-
dence of Latt of DE SWs propa-
gating (a) in the CoFe full film
and (b) in the CoFe stripe, re-
spectively. These data are ex-
tracted from simulations perfor-
med at 13.92GHz with αsim =
0.0040, where the uniaxial in-
plane anisotropy is either not
present (blue symbols) or its easy
axis is oriented either along the
z direction (black) or along the x
direction (red).
When the easy axis of the uniaxial in-plane anisotropy is oriented along the x di-
rection (z direction), at fixed f , the wave numbers are larger (smaller) compared
with the case where no uniaxial in-plane anisotropy is present as clearly visible
in the individual dispersions for full films and stripes115 shown in Fig. 5.6(a)
and (b), respectively. The shift in wave number ∆k is about 0.2µm−1. More
importantly, however, is the finding that the slope of the dispersion, i.e., the
group velocity, is not noticeably affected by the in-plane anisotropy.
The field dependence of Latt is shown in Fig. 5.7. In the case of the full film
[cf. Fig. 5.7(a)], there is no difference between the Latt-values resulting from
the simulations performed without the in-plane anisotropy and those including
it. In the field range studied, it remains constant at about 5.6µm. In contrast,
in the case of the stripe [cf. Fig. 5.7(b)], the Latt-values scatter in the range
of 4–6µm, and differ slightly between simulations including or neglecting the
in-plane anisotropy.
On the one hand, these findings on the dispersion and attenuation length cle-
arly reveal that the very weak uniaxial in-plane anisotropy indeed modifies the
characteristics of propagating DE SWs, but the changes in the quantities of
interest—vgr and Latt—are not substantial. On the other hand, they justify
using Eq. (5.2) for the evaluation of αSW,expeff in the presence of a uniaxial in-
plane anisotropy when its impact is negligible.
5.6.2 Validation of the Experimental Observations
Next, the focus is on the validation of the experimental observations by compa-
ring the experimental results for f (k), vgr, Latt and αSW,expeff with the correspon-
ding results from different stripe simulations. These simulations are performed
without the in-plane anisotropy as well as with a simulation Gilbert damping
parameter αsim, which is set both to 0.0015 and 0.0040.
115 At fixed f and fixed H0, the wave number of a DE SW propagating in a full film is always
smaller compared with the wave number of a DE SW propagating in a stripe of finite width.
This characteristic is due to the arising demagnetizing field in the stripe, which reduces
the magnitude of the internal magnetic field [cf. Eq. (1.77)], and the weaker the internal
magnetic field, the larger the resulting DE SW wave number [cf. Sec. 1.4].
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In Fig. 5.8(a), the dispersion data are shown, while the resulting field dependence
of the group velocity is plotted in Fig. 5.8(b). For either quantity—f (k,H0)
and vgr (H0)—the experimental and simulation data are in qualitatively good
agreement. At first glance, due to the scaling of the vgr-axis, it seems as if the
variations in this quantity would be pronounced. Yet, they are actually less than
15%.
Since Latt is inversely proportional to the magnetic damping parameter [cf.
Eq. (5.2)], in Fig. 5.8(c), the experimentally determined field dependence of
Latt is compared with Latt (H0) resulting from the simulations performed with
the two different simulation Gilbert damping parameters. The simulations with
αsim = 0.0015 = αFMRint reveal Latt-values, which are about 2.5 times larger than
those observed in the experiment, while, in contrast, good agreement between
experiment and simulation is found when αsim = 0.0040 ≈ αSW,expeff . This finding
strongly indicates that αFMRint does not represent the correct magnetic damping
parameter to quantify the SW attenuation. It is supported by the result of a
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Figure 5.8. Comparison of simulation and experimental results on the CoFe stripe.
The simulation data are obtained from simulations performed without the in-plane ani-
sotropy. (a) DE SW dispersion at different bias fields at frequencies around 13.92GHz.
(b) Field dependence of vgr at 13.92GHz [cf. dotted line in (a)]. (c) Field dependence
of Latt at 13.92GHz. These data are extracted from simulations performed with
αsim = 0.0015 = αFMRint and αsim = 0.0040 ≈ αSW,expeff , respectively. (d) Comparison
of the deduced αSW,simeff -values with αsim. Dashed lines indicate mean values while
color-shaded areas denote the corresponding error range.
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self-consistency check of the simulation data analysis procedure. For this pur-
pose, αSW,simeff is evaluated according to Eq. (5.2) using the simulation results for
vgr and Latt, and then compared with the input values. As clearly visible in
Fig. 5.8(d), αSW,simeff and αsim agree within the error bars, and since the mean
value of αSW,simeff is indeed larger than αsim, but by not more than 15%, the self-
consistency is verified.
The finding that the Latt- and αSW,simeff -values obtained from the simulations
agree well with the experimental results when the simulation Gilbert damping
parameter is set to 0.0040, but do not coincide when it is set to the αFMRint , clearly
suggests the assumption that the physical origin of the observed distinct diffe-
rence in the magnetic damping parameters αSW,expeff and αFMRint is the following:
In case of the poly-crystalline grown CoFe, the attenuation of propagating SWs
is not solely predetermined by the strength of the intrinsic magnetic Gilbert
damping parameter, but is significantly enhanced due to the extrinsic contribu-
tions to the magnetic losses such as two-magnon scattering and inhomogeneities
[185, 186], which manifest as a distinct inhomogeneous broadening of the in-
plane FMR linewidth ∆H (ω) [cf. Fig. 5.2(c)].
From a qualitative point of view, the validity of this statement is confirmed by
micromagnetic simulations, where αsim is set to αFMRint , and where inhomogenei-
ties are integrated to the CoFe layer. Compared with the simulations performed
without inhomogeneities, the more pronounced they are, the shorter the SW at-
tenuation length. Consequently, the corresponding αSW,simeff -value is always larger
than the input value, i.e., larger than αFMRint . Additionally, these simulations re-
veal that the presence of inhomogeneities leads to noticeable changes in the SW
dispersion and group velocity when compared with experimental data as well as
with the simulations performed with αsim = αSW,expeff . The latter finding, and the
circumstance that it is not possible to study the impact of inhomogeneities from
a quantitative point of view, is attributed to the fact that there is no unambi-
guous way on how to accurately model extrinsic contributions to the magnetic
losses in micromagnetic simulations in general116.
5.6.3 Defining an Alternative Effective Magnetic
Damping Parameter
From a theoretical point of view, in case of a magnetic system exhibiting sig-
nificant extrinsic contributions to the magnetic losses, there does not exist any
model, which provides a description on how to transfer the intrinsic Gilbert
damping parameter α—deduced from the slope of the frequency dependence
of the FMR linewidth—and the extrinsic contributions—manifested as a zero-
frequency linewidth offset—into an effective magnetic damping parameter αeff,
which is capable to accurately quantify the attenuation of propagating SWs in
such a system. This is most likely due to the fact that there is no obvious
way on how to achieve that since the derivations of the FMR linewidth and the
116 Inhomogeneities, for instance, can be implemented as local variations in the saturation
magnetization or in the strength of the uniaxial PMA field, by the incorporation of grains,
which can be associated with a modification of the exchange interaction between the indi-
vidual grains, or by a combination of all of them.
109
Chapter 5: Magnetic Damping in Poly-Crystalline Co25Fe75—Ferromagnetic
Resonance vs. Spin Wave Propagation Experiments
characteristics of propagating SWs [cf. Sec. 1.4.1] are based on the LLG equa-
tion, where only the intrinsic magnetic damping is considered, whose strength
is quantified by the Gilbert damping parameter [cf. Eq. (1.24)]. Moreover, in
those magnetic materials, where a vast number of SW propagation experiments
is performed—YIG and Permalloy—the extrinsic contributions are typically very
small [132, 176] with the result that no discernable difference between αFMRint and
αSW,expeff is observed.
Despite this fact, as the simulations reveal a good agreement with the experi-
mental data when the simulation Gilbert damping parameter is simply set to
αSW,expeff , the following definition for αeff is suggested:
Instead of fitting the frequency dependence of the FMR linewidth ∆H (ω) to
Eq. (5.1) to determine the (frequency-independent) intrinsic magnetic Gilbert
damping parameter αFMRint , for each single frequency ω˜, a corresponding (frequency-
dependent) αeff (ω˜) is specified by the slope of a straight line between the origin
and ω˜, i.e.,
µ0∆H (ω˜) =
2αeff (ω˜) ω˜
γ
(
ω˜ = 2pif˜
)
. (5.3)
At first glance, this definition seems to be reasonable since αeff approaches αFMRint
when the extrinsic contributions to the FMR linewidth are not pronounced, i.e.,
∆H (ω = 0) ∆H (ω).
Applying Eq. (5.3) to the experimental data—µ0∆H (2pi · 13.92GHz) = 3.49mT
[cf. linear fit to the easy axis data in Fig. 5.2(c)]—yields αeff (2pi · 13.92GHz) ≈
3.8×10−3. This value is in excellent agreement with αSW,expeff = (3.9± 0.3)×10−3.
Repeating this procedure for f = 10–18GHz—the frequency range, where pro-
pagating DE SWs are observed [cf. Fig. 5.3(a)]—reveals αeff-values in the range
from ≈4.3×10−3–3.4×10−3. αeff  αFMRint applies for all f , thereby indicating
that DE SWs propagating in the fabricated, poly-crystalline grown CoFe stripes
always suffer more attenuation due to the presence of “strong” extrinsic contri-
butions than expected based solely on the assessment of a low αFMRint -value. The
experimental verification of the validity of the αeff-definition given by repeating
the SW propagation experiments at other frequencies goes beyond the scope of
this work.
5.7 Conclusion
In summary, the magnetic damping of 10 nm poly-crystalline Co25Fe75 grown
by MBE was experimentally investigated both by in-plane FMR measurements
on a full film sample and by the optical detection of the characteristics of DE
SWs propagating in micrometer-wide stripes patterned from the full film using
TRMOKE. The FMR measurements reveal an intrinsic magnetic Gilbert dam-
ping parameter αFMRint = (1.5± 0.1)× 10−3. In contrast, the DE SW attenuation
length was only about 6µm corresponding to an effective magnetic SW damping
parameter αSW,expeff = (3.9± 0.3)×10−3. Based on the findings from micromagne-
tic simulations, this distinct difference between the magnitude of both damping
parameters is attributed to arise from the significant extrinsic contributions to
the magnetic losses present in the grown Co25Fe75. They cause a much stronger
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SW attenuation than expected due to the sole assessment of the low intrinsic
magnetic Gilbert damping parameter. Moreover, the definition of an alternative
effective magnetic damping parameter was introduced, which seems to be capa-
ble to quantify the attenuation of propagating SWs in a magnetic system, where
the extrinsic contributions to the magnetic losses need to be considered.
Nonetheless, overall, the experimental findings clearly demonstrate that the bi-
nary 3d transition metal alloy Co25Fe75—exhibiting the lowest intrinsic magnetic
Gilbert damping reported for a metallic system so far [181]—can become a promi-
sing material for magnonic devices, where the attenuation length of propagating
SWs is one essential figure of merit, especially when the extrinsic contributions
to the magnetic damping can be reduced as much as possible. Most likely, this
can be achieved by optimizing the growth (conditions) of the Co25Fe75 as well
as by the choice and preparation of the substrate and the seed layer [189].
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Chapter 6
Excitation and Tailoring of Diffractive
Spin Wave Beams in NiFe Using
Nonuniform Microwave Antennas
The results presented in this chapter are published in [134]:
H. S. Körner, J. Stigloher, and C. H. Back.
Excitation and tailoring of diffractive spin-wave beams in NiFe using
nonuniform microwave antennas.
Phys. Rev. B 96, 100401(R) (2017).
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6.1 Motivation and Goal
Within the field of magnonics, the implementation of concepts originating from
optics has become an active field of research. So-called SW nano-optics [143] re-
quire the generation and manipulation of SW beams in the microwave frequency
range and enable the realization of devices like SW fibers [190, 191] or the ex-
ploitation of refraction and reflection effects [7, 192, 193]. Within the last few
years, various approaches to generate SW beams were proposed and investigated.
(i) Caustic SW beams occur in anisotropic media since here the group velo-
city ~vgr = 2pi
(
∂f/∂~k
)
[cf. Eq. (1.40)] indicating the direction of the energy
propagation does not, in general, coincide with the direction of the wave vector
~k. Consequently, when the anisotropy of the in-plane SW dispersion is suffi-
ciently strong [cf. Fig. 1.11], the direction of the group velocity of the SW beam
may become independent of the wave vectors forming the beam in the vicinity of
a certain carrier wave vector. Hence, wave packets excited with a broad angular
spectrum of wave vectors may be channeled along this direction. SW caustics
present practically quasi-nondiffractive beams as they maintain their transverse
aperture over large propagation distances (on the order of several millimeters)
[38]. Experimentally the creation and occurrence of these type of SW beams
was observed when SWs propagate from a microwaveguide into a continuous
film [38, 194], being emitted from edge modes [195], or when using single anti-
dots [47] while unidirectional SW caustics were recently examined theoretically
in ultrathin ferromagnets with DMI [196, 197].
(ii) SW propagation in antidot lattices [198, 199] and the efficient SW propaga-
tion occurring in confined narrow channels [200, 201] can also be regarded as a
kind of SW beam thus representing possible other mechanisms to generate SW
beams.
(iii) Moreover, recently, Gruszecki et al. presented another approach enabling
the generation of multiple narrow SW beams in the exchange-dominated regime
of the DE SW dispersion [cf. Fig. 1.9] in magnetic full films such as YIG or NiFe
[202]. Here, the desired beam type behavior can be achieved with the aid of a
properly designed CPW generating a nonuniform magnetic microwave field. In
contrast to the micromagnetic simulations they performed, there are two cru-
cial constraints for the experimental verification of this approach. First, the
exchange-dominated regime cannot be accessed by magneto-optical techniques
such as TRMOKE or BLS since the corresponding SW wavelengths are below
the optical detection limit [10, 153]. Secondly, the dimensions of the constituents
of microwave antennas enabling the generation of SWs belonging to this regime
need to be on the order of about 100 nm which is at the edge of feasibility using
current common state-of-the-art nanofabrication techniques.
Inspired by the work by Gruszecki et al. [202], for this study, their approach is
adapted to the dipolar-dominated regime of the DE SW dispersion [cf. Fig. 1.9].
For this purpose, proper nonuniform microwave antennas composed of differently
sized CPW segments with feature sizes down to ≈300 nm are fabricated on top of
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a thin NiFe film. The primary goal is to experimentally demonstrate by magne-
tic imaging using TRMOKE the possibility to locally excite multiple SW beams
in an unpatterned magnetic film using one single of these nonuniform microwave
antennas. The additional goals are to investigate whether the characteristics of
the occurring SW beams can be tailored or manipulated and whether the SW
beams can be steered.
6.2 Samples: Design, Characteristics and
Fabrication
The generation of SW beams is investigated in NiFe (Ni80Fe20) films. In con-
trast to the ferrimagnetic insulator YIG, in metallic NiFe, the attenuation length
Latt of DE SWs is much smaller due to a much larger magnetic damping:
αYIG ≈ 5 × 10−4 [174, 175]  αNiFe ≈ 6–8 × 10−3 [11, 49, 132]. Hence, in or-
der to be able to observe the propagation of SW beams over large distances
at all, one takes advantage of the fact that Latt scales with the film thickness
d. In this study, dNiFe = 50–60 nm is chosen resulting in Latt-values on the
order of several micrometers. The films are modeled as 240µm×240µm-wide
NiFe(d)/Al(3 nm) pads, which are patterned by EBL, thermal evaporation and
liftoff on a 5 × 5mm2 GaAs substrate. The Al layer oxidizes under ambient
conditions and prevents the NiFe pads from oxidation. The quality of the NiFe
films is checked by FMR and SQUID measurements at room temperature which
reveal γ- and MS-values that are typical for NiFe. They vary slightly between
individual samples since they are grown at different times, but under similar
conditions. On top of the NiFe pads, differently shaped nonuniform microwave
antennas in the shape of shorted CPWs are patterned by EBL, thermal evapora-
tion of Cr(10 nm)/Au(80–100 nm) and liftoff. The smallest possible feature size
of the microwave antenna is given by the fabrication process and is on the order
of 300 nm. The microwave antennas are electrically decoupled from the metallic
NiFe film by an additional 80 nm-thick117 insulating Al2O3 layer grown by ALD.
In general, a microwave antenna excites a broad range of wave vectors. Its excita-
tion spectrum indicating how efficiently each wave number can be excited—i.e.,
nonvanishing excitation efficiency—or not excited at all—i.e., vanishing excita-
tion efficiency—is inherently determined by the dimensions of its constituents
[cf. Sec. 1.4.5]. Consequently, for the generation of propagating SW beams,
which are locally excited in a full film using a nonuniform microwave antenna,
it is mandatory that the excitation spectra of the individual, differently sized
CPW segments such an antenna is composed of are significantly different.
The nonuniform microwave antennas fabricated for this study are composed of
three different CPW building blocks denoted as CPW1–3 which differ in the
widths of their signal and ground lines as depicted in the schematics in Fig. 6.1.
The width of the gap wg is the same for all of them. In the sections labeled as
CPW2 and CPW3, respectively, the width of the signal line ws is half the size
as for CPW1, whereas the width of the ground line wgr is either halved as well
117 Its thickness is tuned to maximize the sample reflectivity for the wavelength of the probing
laser pulses using TRMOKE, which is around 400 nm [cf. Ch. 2].
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Figure 6.1. SEM images of the four different types of nonuniform microwave anten-
nas fabricated along with the corresponding schematics, where the dimensions of the
individual constituents are labeled. (a)-(b) Nonuniform microwave antennas with slan-
ted transitions between segments CPW1 and CPW2 (type A1) or between segments
CPW1 and CPW3 (type A2), respectively. (c)-(d) Nonuniform microwave antennas
with sharp edged transitions between segments CPW1 and CPW2 (type B1) or bet-
ween segments CPW1 and CPW3 (type B2), respectively.
(CPW3) [cf. Figs. 6.1(b) and (d)] or widened in order to keep the total width of
the nonuniform microwave antenna constant (CPW2) [cf. Figs. 6.1(a) and (c)].
The dimensions—nominal width in micrometers—of signal line, ground line, and
gap are chosen to be 1.2/0.6/0.3 (CPW1), 0.6/0.9/0.3 (CPW2), and 0.6/0.3/0.3
(CPW3), respectively.
Based on these dimensions and assuming a uniform current density within each
CPW segment, the corresponding spatial profiles of the in-plane and out-of-plane
microwave fields generated by each CPW segment can be calculated using the
two-dimensional Biot-Savart. The Fourier transform of these profiles yields the
individual excitation spectra [cf. Sec. 1.4.5]. For wave numbers up to 10µm−1,
i.e., only considering those wave numbers in the dipolar-dominated regime of
the DE SW dispersion, which can be detected magneto-optically by TRMOKE
[cf. Fig. 1.9(b) and Ch. 2], they are shown in Fig. 6.2 along with several DE SW
dispersions f (k) calculated for different bias field magnitudes H0 [cf. Eq. (1.38)]
in case of a 60 nm-thick NiFe film with γ = 193×109 rad/(Ts) and µ0MS = 0.95T.
They are significantly different as indicated by the dashed orange lines, which
mark distinct wave numbers k˜ that cannot be excited by a CPW1 segment, but
by either a CPW2 or CPW3 segment. Hence, using a nonuniform microwave
antenna, which is composed of a series of CPW1 and CPW2/CPW3 segments
with the specified dimensions, should, in principle, enable the local, simultane-
ous excitation of multiple SW beams, where any intersection between the dashed
lines and the dispersions in Fig. 6.2 denotes a certain set of values (f˜ ,H˜0) for
which a SW beam with wave number k˜ is expected to occur.
Furthermore, in order to be able to investigate as well whether the initial width
of the SW beams excited by one of the fabricated nonuniform microwave an-
tennas can simply be tailored by the length l of the CPW2 (CPW3) sections,
l is varied118 from 500 nm up to 10µm, while keeping the length of the neig-
hboring CPW1 sections much larger. Several of these differently long CPW2
118 The values given are nominal values.
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Figure 6.2. Calculated excitation spectra of the individual CPW segments along
with DE SW dispersions for different H0 in case of a 60 nm-thick NiFe film. The
vertical dashed orange lines indicate distinct wave numbers which cannot be excited
by the CPW1 segment, but by either of the other two CPW segments. Any intercept
of these lines with the dispersions denotes a pair of values (f˜ ,H˜0), for which locally
excited SW beams with wave number k˜ are expected to occur.
(CPW3) segments are integrated into one single nonuniform microwave antenna
as shown in the SEM images in Fig. 6.1. The transitions between the CPW1
and CPW2 (CPW3) segments are either designed sharp edged—types B1 and
B2 [cf. Fig. 6.1(c) and (d)]—or slanted—types A1 and A2 [cf. Fig. 6.1(a) and
(b)]—thereby enabling to study the effect of the shape of the nonuniformity on
the SW beam characteristics as well.
6.3 Implementation of the Experiment and
Data Analysis
The study is performed in the DE geometry, i.e., as illustrated in the SEM
image in Fig. 6.3, SWs/SW beams with wave vector ~k excited by the different
sections of the nonuniform microwave antenna propagate along the x direction
while the bias field ~H0 is applied along the z direction. SW dynamics in the
NiFe films is accessed magneto-optically by TRMOKE [cf. Ch. 2]. The setup
is operated in both the spectroscopy mode [cf. Sec. 2.2.1] and the imaging
mode [cf. Sec. 2.2.2]. From the SW resonance spectra, which are recorded
for φ=0◦ and 90◦ ≈3–4µm away from the microwave antenna, the appropriate
Figure 6.3. Visualization of the DE SW geometry em-
ployed in the study by means of a SEM image of a type
B2 antenna. SWs/SW beams with wave vector ~k are ex-
cited in the NiFe film by the nonuniform Au microwave
antenna and propagate along the x direction while the
magnetic bias field ~H0 is applied along the z direction.
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bias field range is extracted in which SW propagation can be detected at a
fixed excitation frequency. In agreement with the DE SW dispersions shown
in Fig. 6.2, appropriate f are in the range from 12 to 18GHz for H0 in the
range from 20 to 180mT. Then, for different H0, Kerr images of the excited
propagating SWs/SW beams are acquired. They cover at least one or more
CPW2/CPW3 sections of the nonuniform microwave antenna and, due to the
amplitude and modal profile nonreciprocity [cf. Sec. 1.4.2 and Sec. 1.4.5], only
that side of the microwave antenna where the SW amplitude is larger at a given
polarity of H0. In the Kerr images, the position of the nonuniform microwave
antenna is determined by superimposing the simultaneously acquired topography
image onto them, thus allowing to identify those CPW segments which enable
or suppress the excitation of SWs/SW beams at a given set of (f,H0). If not
otherwise stated, all Kerr images shown and discussed below are acquired at
f = 16.08GHz.
6.4 Experimental Results and Discussion
In this section, the experimental results on the excitation [cf. Sec. 6.4.1], tailoring
[cf. Sec. 6.4.2] and steering [cf. Sec. 6.4.3] of SW beams using the different types
of nonuniform microwave antennas are presented and discussed.
6.4.1 Exciting Diffractive Spin Wave Beams
First of all, it needs to be demonstrated that the fabricated nonuniform micro-
wave antennas actually enable the excitation of SW beams, thus confirming that
the approach suggested by Gruszecki et al. [202] can indeed be employed for
the generation of locally excited SW beams in an unpatterned magnetic film.
As explained before, for this purpose, that combinations of (f ,H0) need to be
determined, for which SW excitation is enabled by one type of CPW segment
while it is concurrently suppressed by the other(s). Hence, several Kerr images
are recorded as the bias field magnitude is swept from 100 to 180mT, thereby
scanning the DE dispersions and the individual excitation spectra from large
towards small wave numbers [cf. Fig. 6.2].
To begin with, a type A2 antenna is used. SW beams propagating along the
x direction are observed at 109mT as clearly visible in the Kerr image shown
in Fig. 6.4(a). Here, they are excited by the two 1µm-long CPW3 segments
since, at that particular bias field value, the excitation efficiency of the CPW3
segment is finite while it vanishes for the CPW1 segment. This bias field value
is in reasonable agreement with the right vertical dashed orange line in Fig. 6.2
since it has to be taken into account that the excitation spectra shown in this
figure are calculated for CPW segments with well-known dimensions, whereas
the local dimensions of the constituents of the fabricated nonuniform microwave
antennas can differ from the nominal ones by up to 50 nm as shown exemplarily
in the SEM image of a type A2 antenna in Fig. 6.5. Consequently, the shape
of the actual excitation spectrum of each CPW building block—especially the
position of the zero points, i.e., the k˜-values—can be slightly different. Note
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Figure 6.4. Selection of Kerr
images obtained at 16.08GHz. (a)
Two diffractive SW beams propa-
gating along the x direction are si-
multaneously excited at 109mT by
the 1µm-long CPW3 segments of
a type A2 antenna119 which is il-
lustrated schematically in yellow.
(b) Opposite situation as in (a) at
140mT. Now, diffractive SW be-
ams are excited by the much lon-
ger CPW1 sections. (c) At 160mT,
SWs are excited by all CPW seg-
ments. On top of that, an en-
hanced Kerr signal occurs along
distinct directions within the xz
plane.
that the Kerr signal is rather weak since the excitation efficiency of the CPW3
segment is low for wave numbers close to 9µm−1 [cf. Fig. 6.2].
Moreover, Fig. 6.4(a) also proves that one single non-
Figure 6.5. SEM image
of a type A2 antenna revea-
ling that the actual dimen-
sions of the constituents of
the fabricated CPW buil-
ding blocks can differ from
the nominal ones by up to
50 nm.
uniform microwave antenna is suitable to locally ex-
cite multiple SW beams simultaneously, where the
number of occurring beams is given by the number
of nonuniformities integrated into it.
The occurring SW beams are clearly diffractive, i.e.,
their width increases from ≈4µm right next to the
antenna to about 7µm for a propagation distance of
about 5µm, and it seems as if the initial width of the
SW beam is not related to the length of the CPW3
segment since it is much shorter.
In contrast to quasi-nondiffractive caustic SW be-
ams, for which there is a solid definition for the width
of the beam [38], here, in the case of diffractive SW
beams, this expression is used to describe the width
of the beam wavefront at a certain distance away
from the nonuniform microwave antenna. It quanti-
fies the width of the region in the Kerr images where
still a finite SW amplitude can be detected. Note that, here, this quantity is
only discussed in terms of quality, but not in terms of quantity.
119 The values given for the length of the individual CPW3 segments are the nominal ones.
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At 140mT, SW beams occur again. Now, however, the situation is opposite
compared to the one at 109mT. As shown in Fig. 6.4(b), propagating SWs can-
not be excited by the CPW3 segments, but only by the CPW1 segments. Alt-
hough these segments are originally designed to be much longer than the CPW3
(CPW2) sections—here, 10µm vs. 1µm—the occurring propagating SWs can be
regarded as much wider SW beams since they are clearly separated from each
other by regions where no SWs propagate. Nonetheless, these beams are also
diffractive. Yet, now, their width decreases the further they propagate away
from the microwave antenna. This characteristic is attributed to the slanted
transitions between the neighboring CPW segments of the type A2 antenna.
Finally, at 160mT, propagating SWs are excited by all CPW segments of the
nonuniform microwave antenna as shown in Fig. 6.4(c). i.e., no SW beams can
be identified anymore. Yet, an enhanced Kerr signal is observed along distinct
directions within the xz plane which decreases with increasing distance to the
nonuniform microwave antenna. This feature becomes even more clearly visible
when the phase-resolved Kerr images recorded at φ = 0◦ and φ = 90◦, respecti-
vely, are combined into one image visualizing the absolute SW amplitude within
the xz plane [cf. Sec. 2.2.2]. Such an image is shown in Fig. 6.6, where a type A1
antenna is employed to demonstrate that this enhancement of the SW amplitude
along distinct directions is observed for either type A antenna. It is attributed to
the superposition of SWs with different in-plane wave vectors ~k where the ones,
which do not match the characteristic of the DE geometry, i.e., ~k 6⊥ ~H0, are most
likely excited at the slanted transitions between neighboring CPW sections of
the type A antenna. However, owing to the relatively short attenuation length in
NiFe [11, 49, 132] compared with the one in thick YIG [174, 175], it is not possi-
ble to unambiguously clarify whether this feature is an interference effect or due
to the onset of the formation of SW caustics [38]. The latter scenario might also
be possible since according to the in-plane SW dispersion, i.e., f
(
~k
)
= f (kx, kz)
[cf. Sec. 1.4.1], at this bias field magnitude, the direction of the group velocity
denoting the direction of energy flow becomes independent of the direction of
the corresponding wave vector, i.e., ~vgr
(
~k
)
= 2pi
(
∂f/∂~k
)
= ~vgr.
So far, it is demonstrated that type A antennas enable the excitation of SW be-
ams for particular combinations (f˜ ,H˜0). However, the clearly visible diffractive
behavior of the SW beam is unfavorable. Consequently, the question arises whet-
Figure 6.6. Absolute SW amplitude
image obtained at 160mT from the com-
bination of Kerr images acquired at φ =
0◦ and φ = 90◦, respectively, visualizing
the occurrence of an enhanced SW ampli-
tude along distinct directions within the xz
plane. Here, a type A1 antenna is used,
which is illustrated schematically in yellow.
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her this behavior can potentially be tailored by the shape of the nonuniformities
integrated into the microwave antenna, in particular, by the shape of the tran-
sitions between neighboring CPW sections. Moreover, it is also of great interest
to check whether it is possible to set the initial width of the SW beam by the
length of the individual CPW segments which would be beneficial in combination
with a “less“ diffractive SW beam. Additionally, it has to be to proven that the
SW beam excitation frequency can be tuned as well since this feature becomes
essential from the application point of view.
6.4.2 Tailoring Diffractive Spin Wave Beams
Now, SW beams excited by a type B2 antenna are investigated. The only diffe-
rence between the type A2 and the type B2 antenna is the shape of the transiti-
ons while the nominal dimensions of the individual CPW segments are the same.
Consequently, based on the previous findings for the type A2 antenna, SW beams
are expected to occur for similar combinations of f and H0 as in the case of the
type A2 antenna. They are only similar as the type B antennas are fabricated on
top of another NiFe film having a different thickness and slightly different mate-
rial parameter resulting in slightly modified DE SW dispersions at any given H0.
At 150mT, SW beams are excited by the CPW3 segments of the type B2 antenna
as shown exemplarily in the Kerr image in Fig. 6.7(a) covering a ≈10µm-long
CPW3 segment. They manifest as a significantly enhanced Kerr signal above
this segment compared with the surrounding regions. Note that propagating
SWs with a much smaller amplitude are excited by the CPW1 segments only be-
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Figure 6.7. Se-
lection of Kerr images
showing “less” dif-
fractive SW beams
excited by a type B2
antenna120 marked
schematically in yel-
low. (a) A diffractive
SW beam is excited by
a 10µm-long CPW3
segment. (b) Same
situation as in (a), but
now only a 5µm-long
CPW3 segment is
displayed. (c) Same
situation as in (b),
now at f = 14.40GHz
and 90mT.
120 The values given for the length of the individual CPW3 segments are the nominal ones.
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cause the bias field magnitude is not perfectly tuned to match the wave number
for which the excitation efficiency of the CPW1 segment vanishes. Hence, it is
finite, but very weak. More importantly, the width of the beam does not change
considerably within the detectable propagation distance compared with the SW
beams excited by a type A2 antenna [cf. Fig. 6.6(a)]. Yet, it still changes, i.e.,
the SW beams are still diffractive, but “less” diffractive since after ∆x ≈5µm
the SW beam width is almost the same as its initial width. Moreover, it seems
to be possible to set the initial beam width by the length of the CPW3 segment
since the same beam characteristic is observed in case of a ≈5µm-long CPW3
segment as displayed in Fig. 6.7(b).
The “less” diffractive behavior is attributed to the sharp edged shape of the
transitions between neighboring CPW elements of the type B2 antenna. While
the building blocks of either type of nonuniform microwave antenna, i.e., the
CPW1–3 segments, dominantly favor the excitation of DE SWs when ~H0 is orien-
ted along the z direction, i.e., propagating SWs for which ~k ⊥ ~H0 applies, the
slanted transitions of the type A antennas very likely facilitate the additional
excitation of wave components having different in-plane wave vectors for which
~k ⊥ ~H0 does not apply, whereas it is very unlikely that such SWs are excited
by the sharp edged transitions of the type B antennas which can be regarded as
infinitely slanted transitions. Consequently, the width of the SW beam as it pro-
pagates can be more easily tailored and controlled when a type B antenna is used.
In order to prove the possibility to tune the excitation frequency of the (“less“)
diffractive SW beams, f is reduced from 16.08GHz to 14.40GHz. In case of the
type B2 antenna, now propagating SW beams excited by the CPW3 segments
occur when the bias field magnitude is simultaneously lowered to ≈90mT as
shown in Fig. 6.7(c). This bias field value is in agreement with the correspon-
ding DE SW dispersion. Additionally, it is worth pointing out that it matches
the wave number very well for which the excitation efficiency of the CPW1 seg-
ment vanishes.
Since SW beams can be (locally) excited in a magnetic full film using non-
uniform microwave antennas and since it is possible to tailor their diffractive
behavior, set their initial width and tune their frequency, from the application
point of view, it would be also advantageous that the propagation direction of
these SW beams can be manipulated.
6.4.3 Steering Diffractive Spin Wave Beams
This part of the study is only carried out in the case of the type A antennas to
prove only qualitatively that SW beam steering is possible. For this purpose,
the in-plane direction of the bias field is simply rotated counter-clockwise with
respect to the z direction. Now, as clearly visible in the Kerr image shown in
Fig. 6.8, the propagation direction of the two diffractive SW beams is no longer
parallel to the x direction, but rotated counter-clockwise towards the z direction.
It is noted that, here, a type A1 antenna is used. Hence, in agreement with the
expectation according to Fig. 6.2 [cf. the middle dashed orange line], the bias
field value, at which diffractive SW beams are excited by the CPW2 segments, is
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Figure 6.8. Simultaneous excita-
tion of two diffractive SW beams at
150mT using a type A1 antenna.
The in-plane direction of the bias
field is rotated with respect to the
z direction. Consequential, the pro-
pagation direction of the diffractive
SW beams is rotated as well with
respect to the x direction.
much larger compared with the situation displayed in Fig. 6.4(a). Moreover, at
first glance, it seems as if the slanted transitions would facilitate the SW beam
steering or enable it in the first place, since one has to keep in mind that it is
assumed that they also excite wave components having in-plane wave vectors for
which ~k 6‖ ~ex applies. However, to clarify whether the possibility of SW beam
steering is actually either restricted or predetermined by the shape and size of
the transitions and for a detailed analysis about the angular range in which the
propagation direction can be set within the xz plane by rotating ~H0 in-plane,
much more additional measurements using all types of nonuniform microwave
antennas would be required, thus becoming the focus of a separate study.
6.5 Conclusion
It was experimentally proven that SW beams can be excited in a metallic NiFe
film with the aid of properly designed nonuniform microwave antennas, thereby
confirming an approach for the generation of SW beams suggested by Gruszecki
et al. [202], which they studied only by micromagnetic simulations and in the
exchange-dominated regime of the DE SW dispersion. This study focused on
the dipolar-dominated regime of the DE SW dispersion, which was accessed
magneto-optically by TRMOKE. Four different types of nonuniform microwave
antennas—A1, A2, B1, and B2—were fabricated. In general, the SW beams
excited by these antennas were diffractive, i.e., their width changed as they
propagated. Furthermore, it was demonstrated that it is possible
(i) to excite multiple SW beams simultaneously using one single non-
uniform microwave antenna, where the number of occurring SW
beams is predetermined by the number of nonuniformities integra-
ted into the antenna,
(ii) to tailor the diffractive behavior by the shape of the transitions
between the individual CPW building blocks the nonuniform mi-
crowave antennas were composed of,
(iii) to set the initial width of the SW beam by the length of the CPW
segment which excites the SW beam,
(iv) to tune the SW beam excitation frequency when the bias field
magnitude is adjusted simultaneously, and
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(v) to manipulate the propagation direction of the SW beams—excited
by a type A1 antenna—by rotating the direction of the in-plane
bias field.
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Four different SW propagation experiments have been performed within the fra-
mework of this thesis. In each of them, the SWs propagating in the magnetic
nanostructures were excited by microwave antennas and detected optically using
TRMOKE, which provided the required spatial, temporal and phase resolution.
The Kerr microscopy setup was operated both in the spectroscopy and the ima-
ging mode. In the latter mode, real-space Kerr images of the propagating SWs
were acquired. The analysis of these images enabled the observation of changes
in specific SW propagation characteristics due to modifications in specific sam-
ple features as well as direct access to the two main quantities characterizing
propagating SWs—dispersion and attenuation length. The detailed investiga-
tion of these two quantities provided the basis for the determination of a variety
of fundamental parameters governing magnetization dynamics in different kinds
of magnetic materials and systems. In combination and/or comparison with
the results from other sample characterization techniques and micromagnetic
simulations, the individual SW propagation experiments revealed the following
results and findings:
(i) The interaction with a spin-polarized electric current caused changes in the
characteristics of Damon-Eshbach SWs propagating in a 15 nm-thin, submicron-
wide Ni80Fe20 stripe, which were studied in detail both qualitatively and quanti-
tatively. The approach chosen for this study enabled to determine the values of
the key STT parameters for Ni80Fe20 in a self-consistent and independent way:
α = 0.0075, u = 5.1m/s, P = 0.64, and β = 0.0035.
(ii) The observation of an asymmetry in the characteristics of Damon-Eshbach
SWs propagating in 70µm-wide Pt(2 nm)/Co(0.4 nm)/Py(5 nm)/MgO(5 nm) stri-
pes allowed to evidence the presence of an interfacial DMI at the Pt/Co interface
arising due to the broken inversion symmetry of the system and to quantify it:
Deff = 0.165mJ/m2 and Dint = 0.89pJ/m, respectively. Micromagnetic simu-
lations confirmed that the observed signature of the asymmetry coincides with
the one expected to occur due to an interfacial DMI as well as that it is opposite
to the asymmetry induced solely by the PMA field originating from the same
interface. Moreover, they revealed that the common approach to quantify the
strength of the interfacial DMI from the experimental data underestimates its
actual strength by up to 40%.
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(iii) To check whether the binary 3d transition metal alloy Co25Fe75 is indeed a
promising material for future magnonic devices as it exhibits the lowest intrinsic
magnetic damping reported so far in case of a metallic system, the magnetic
damping of 10 nm poly-crystalline Co25Fe75 grown by MBE was accessed both
by the analysis of in-plane FMR measurements on a full film sample as well as
by the assessement of the attenuation length of Damon-Eshbach SWs propaga-
ting in micrometer-wide stripes. The measurements revealed that the intrinsic
magnetic Gilbert damping parameter was 2.6 times smaller than the effective
magnetic SW damping parameter: αFMRint = 1.5 × 10−3 vs. αSWeff = 3.9 × 10−3.
Micromagnetic simulations confirmed the assumption that the distinct difference
arises due to the significant extrinsic contributions to the magnetic losses present
in the poly-crystalline grown Co25Fe75.
(iv) It was evidenced by magnetic imaging that multiple SW beams can be
excited locally and simultaneously in thin Ni80Fe20 full films by means of pro-
perly designed nonuniform microwave antennas. The diffractive nature of the
occurring SW beams as well as their initial width could be tailored by the size
and geometry of the nonuniformities. In addition, it was demonstrated that the
excitation frequency of the SW beams can be tuned by the bias field magnitude
while their propagation direction can be steered by the direction of the in-plane
bias field.
In summary, all these results and findings prove that real-space imaging by
TRMOKE of SWs propagating in magnetic nanostructures is a versatile and
sensitive tool, which enables an accurate determination of fundamental SW, ma-
terial and system parameters as well as the exploration of novel concepts and
approaches for controlling the excitation and/or propagation of SWs. Either of
which is relevant and essential for the realization of future logic and memory
devices exploiting all the advantages that magnonics and spintronics offer for
storing, transporting and processing information.
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Derivation of Expressions for the
Spin-Drift Velocity and the
Nonadiabatic Parameter
The analytical model developed by Hans Bauer [138] yields expressions for the
spin-drift velocity u and the nonadiabatic parameter β. The peculiarity of these
expressions is the fact that all occurring quantities can be determined experimen-
tally121. A detailed derivation of these expressions is presented in the following.
In case of DE SWs, the effect of the adiabatic and nonadiabatic STT terms
in the extended LLG equation [cf. Eq. (1.29)] can be absorbed in the quantities
H, ω and α by performing the following transformations:
ω → ω + uk = ω + ∆ω (A1)
H → H + i (β − α) uk
γµ0
= H + ∆H . (A2)
Since the DE SW wave number is a function of ω and H, i.e., k = k (ω,H), the
STT-induced changes in k can be expressed using ∆ω and ∆H as follows:
∆k = ∂k
∂ω
∆ω + ∂k
∂H
∆H . (A3)
Eq. (A3) represents a complex equation, which can be solved exactly for u and
β yielding122
u = −
Re
[
∂k
γµ0∂H
·
(
∆k
k
)]
Re
[
∂k
∂ω
·
(
∂k
γµ0∂H
)] (A4)
and β =
Im
[
∂k
∂ω
(
∆k
k
)∗]
Re
[
∂k
γµ0∂H
(
∆k
k
)∗] + α, (A5)
121 These expressions are employed to evaluate the key STT parameters from SW Doppler
experiments [cf. Sec. 3.4.3].
122 k denotes a complex wave number, while ∗ denotes the complex conjugate.
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respectively. Several approximations123 can be applied to Eqs. (A4) and (A5)
[138, 139], which eventually result in the following expressions:
u ≈ Re
(
∆k
k
)
vgr (A6)
and β ≈ −1
vgr · Re
(
∂k
γµ0∂H
)
Im
(
∆k
k
)
Re
(
∆k
k
) − Im (k) d1− Re (k) d
+ α . (A7)
123 The appropriability of these approximations was verified by micromagnetic simulations
using mumax2 [161].
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MuMax3 and the Implementation and
Analysis of the Micromagnetic
Simulations Performed
In this appendix, first, in B.1, details about the program used for the micromag-
netic simulations are given, while further information about the implementation
and analysis of the micromagnetic simulations discussed in Ch. 4 and 5 are ad-
dressed in B.2 and B.3, respectively.
B.1 MuMax3
MuMax3 is an open-source, GPU-accelerated micromagnetic simulation program
[173]. This software is capable of calculating the space- and time-dependent
magnetization dynamics in nano- to micro-sized magnetic structures. It employs
finite-difference discretization, i.e., space is discretized using a two-dimensional
or three-dimensional grid of orthorhombic cells. It calculates the evolution of
the reduced magnetization ~m (~r, t) = ~M (~r, t) /MS— which has unit length—by
solving the following equation of motion
∂ ~m
∂t
= ~τ , (B1)
where the torque τ—units 1/s—has three contributions, namely
• the Landau-Lifshitz-torque124 ~τLL [cf. Eq. (1.24)], which is used by
MuMax3 in its explicit form written as [84, 85]
~τLL = γLL
1
1 + α2
[
~m× ~Beff + α
(
~m×
(
~m× ~Beff
))]
, (B2)
with [cf. Eq. (1.22)]
~Beff = µ0 ~Heff = µ0
(
~H0 + ~Hdip + ~Hex + ~HDMI + ~Hani
)
, (B3)
124 In the micromagnetic simulations addressed in B.2 and B.3, only this torque term is rele-
vant.
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• the Zhang-Li STT ~τZL [89], and
• the Sloczweski STT ~τSL [18, 203].
An advantage of the finite-difference discretization is the fact that the mag-
netostatic field ~Bdip = ~Hdip/µ0 in Eq. (B2) can be evaluated as a (discrete)
convolution of the magnetization with a demagnetizing kernel K, i.e.,
~Bdip,i = Kij ∗ ~Mj (B4)
with ~M = MS ~m, using a fast Fourier transform. K itself is accessed by assu-
ming a constant magnetization in each finite-difference cell [204] and averaging
the resulting ~Bdip over the cell volumes.
Moreover, MuMax3 offers optional periodic boundary conditions (PBC) in each
direction, i.e., the magnetization is repeated Ni times along the periodic directi-
ons, thereby enabling the simulation of extended magnetic layers when taking
advantage of the specific symmetries of the sample and/or the experimental
geometry. When PBC are utilized, the magnetostatic field of the repeated mag-
netization building blocks is added to ~Bdip.
To simulate field or current excitations—e.g., the excitation of propagating DE
SWs by the spatially inhomogeneous rf fields of a microwave antenna in the shape
of a shorted CPW—MuMax3 offers the possibility to add an arbitrary number
of time- and space-dependent vector fields in the form g (x, y, z) · f (t).
Furthermore, to model grains in a thin magnetic structure, MuMax3 provides
a two-dimensional Voronoi tessellation, thus enabling the variation of specific
material parameters within up to 256 different regions.
B.2 Micromagnetic Simulations on the Inter-
facial Dzyaloshinskii-Moriya Interaction in
Pt/Co/Py/MgO
In the experiment, the influence of an interfacial DMI on the propagation of DE
SWs is investigated in 70µm-wide, 500µm-long, and 5.4 nm-thick Pt/Co/Py/
MgO stripes. In the corresponding micromagnetic simulations the stripes are
modeled as follows:
First, a 20µm-long (x direction), 5.7 nm-thick (y direction) and 200 nm-wide (z
direction) stripe is defined. Its volume is divided into individual cells, where the
number of cells along each direction is set in such a way that each cell dimension is
shorter than the exchange length [117]: Nx = 8192 (length), Ny = 4 (thickness),
and Nz = 64 (width), respectively. Then, due to symmetry arguments, PBC—64
repetitions—are employed along the z direction, thereby converting the initially
very narrow stripe into an extended plain film125. In order to suppress SW re-
flection at the x edges absorbing boundary conditions are included by locally
enhancing the Gilbert damping parameter α in the cells, which are located in
125 As the width of the fabricated Pt/Co/Py/MgO stripes is on the order of several tens of
micrometers, i.e., it is much larger than the thickness, these stripes can be regarded as a
plain film.
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the vicinity of these edges [102], where the strength of the enhancement increases
towards the edges.
The initial random magnetization configuration is relaxed in the (first) bias
field applied along the z direction prior to the excitation of DE SWs by the
in-plane and out-of-plane rf fields of a 60 nm-thick microwave antenna in the
shape of a shorted CPW [cf. Sec. 1.4.5]. Its signal line width is 600 nm, and
the ratio “signal line width : signal line to ground line gap : ground line width” is
set to 2 : 1 : 1. Based on these dimensions126, the spatial profiles of the dynamic
excitation fields within the xz-plane are calculated using the two-dimensional
Biot-Savart law assuming a uniform current distribution within the CPW [cf.
Sec. 1.4.5]. The duration of the excitation—which corresponds to the runtime
of the simulation for a given set of parameters—is set to 10 ns, thereby covering
at least 50 excitation periods depending on the excitation frequency.
The simulation data are analyzed as follows: As Ny 6= 1, they are first averaged
over all Ny layers, thereby accounting for the fact that, in the experiment, the
probing laser pulses sample the total thickness of the ferromagnet/ferromagnetic
layers since it is smaller than their penetration depth [cf. Sec. 1.5 and Ch. 2].
The resulting modified simulation data are evaluated the same way as the Kerr
images [cf. Sec. 4.3].
B.3 Micromagnetic Simulations on the
Magnetic Damping in Poly-Crystalline
Co25Fe75
The propagation of DE SWs is simulated in 80µm-long, 1.15µm-wide and 10 nm-
thin stripes as well as, for comparison, in full films. In general, the number of
cells is chosen in such a way that the in-plane dimensions of each cell are smal-
ler than the exchange length [117]. To model the full film, PBC along the z
direction are utilized. In order to suppress SW reflection at the x edges absor-
bing boundary conditions are included by locally enhancing the Gilbert damping
parameter α in the cells, which are located in the vicinity of these edges [102],
where the strength of the enhancement increases towards the edges. The mate-
rial parameters used are listed in Table BI.
The initial random magnetization configuration is relaxed in the (first) bias
field applied along the z direction prior to the excitation of DE SWs by the
in-plane and out-of-plane rf fields of a 60 nm-thick microwave antenna in the
shape of a shorted CPW with the following widths of the constituents: 600 nm
126 In the simulations, the ratio “signal line width : signal line to ground line gap : ground
line width” differs from the one of the microwave antennas patterned on top of the
Pt/Co/Py/MgO stripes. Yet, differences in the dimensions of the constituents of the mi-
crowave antenna only result in a modified excitation spectrum, i.e., different excitation
efficiencies for the individual wave numbers [cf. Sec. 1.4.5], but, at a given combination of
f and H0, the DE SW wave number is identical as this quantity is predetermined by the
dispersion.
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signal line, 300 nm gap, and 300 nm ground lines. Based on these dimensions,
the spatial profiles of the dynamic excitation fields within the xz-plane are cal-
culated using the two-dimensional Biot-Savart law assuming a uniform current
distribution within the CPW [cf. Sec. 1.4.5]. The duration of the excitation is
adjusted for each simulation individually, but comprises at least 100 excitation
periods. In agreement with the experiment, the excitation frequency is varied
between 13.68GHz and 14.16GHz in steps of 120 or 240MHz, and the bias field
magnitude is varied between 70 and 100mT in steps of 5mT.
The full film simulation data
quantity value
αsim 0.0015 / 0.0040
µ0MS [T] 2.40
µ0H
⊥
u [T] 0.49
µ0H
ip
u [mT] 1.7
(along the x or z direction)
A [J/m] 2.6× 10−11
γ [rad/(Ts)] 185× 109
Table BI. Material parameters used throughout
the CoFe simulations.
are analyzed the same way as
the Kerr images [cf. Sec. 5.3].
In contrast, the stripe simula-
tion data are analyzed slightly
different. In order to mimic
the optical detection method,
these data are first convolu-
ted with a Gaussian having a
full width at half maximum of
300 nm in accordance with the
Gaussian beam profile of the
probing laser pulses. The re-
sulting modified data are ana-
lyzed the same way as the full
film simulation data.
Inhomogeneities in the CoFe stripes are modeled by local variations in the satu-
ration magnetization. For this purpose, grains, 10 nm in size, are implemented
using the two-dimensional Voronoi tessellation algorithm inherently incorpora-
ted in MuMax3 [cf. Appendix B.1]. In each grain, the saturation magnetization
is randomly varied by a certain percentage—0–5%—around the base value of
2.40T. In simulations including inhomogeneities, the simulation Gilbert dam-
ping parameter αsim is set to 0.0015.
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