We study polynomials over an integral domain R which, for infinitely many prime ideals P, induce a permutation of R/P. In many cases, every polynomial with this property must be a composition of Dickson polynomials and of linear polynomials with coefficients in the quotient field of R. In order to find out which of these compositions have the required property we investigate some number theoretic aspects of composition of polynomials. The paper includes a rather elementary proof of 'Schur's Conjecture' and contains a quantitative version for polynomials of prime degree.
Introduction
A polynomial f(x) with coefficients in an integral domain R is said to be a permutation polynomial (abbreviated as p.p.) modulo an ideal / of R if the mapping induced on the residue class ring R/I is bijective. For R = Z it has long been known [2] On Schur's conjecture 313 that every composition of Dickson polynomials (defined in 1.1) with degrees coprime with 6 is a p.p. for infinitely many primes p (that is, is a p.p. mod(/?)). Conversely, Schur proved in 1923 that every integral polynomial of prime degree which is a p.p. for infinitely many p is, up to linear transformations, a Dickson polynomial. The conjecture that every integral polynomial which is a p.p. for infinitely many p is a composition of linear polynomials and Dickson polynomials came to be known as 'Schur's Conjecture'. By means of very troublesome computations subsequent authors extended Schur's approach to prove the conjecture in more general cases, for example if the degree is a product of two odd prime powers. A breakthrough came in 1970 when M. Fried essentially proved a general version of the conjecture for every R which is the ring of algebraic integers of an algebraic number field. He observed that a polynomial which is a p.p. for infinitely many prime ideals can be written as a composition of indecomposable polynomials f(x) such that the polynomial (f(x) -f(y))/(x -y) is not absolutely irreducible. Schur's Conjecture thus follows from the implication '(iii) implies (i)' of (the number field case of) the following result. THEOREM 
Let K be afield and f(x) e K[x] be a tame polynomial of degree n > Then the following assertions are equivalent. (i) (f(x) -f(y))/(x -y) is absolutely irreducible. (ii) (f(x) -f(y))/(x -y) is irreducible over AT(£) where £ is a primitive n-th root of unity. (iii) f(x) is indecomposable and ifn is an odd prime then we do not have /(x) =
aD n (a, x + b) + cfora, a,b,c e K with a = 0 ifn = 3.
(Every polynomial is tame if char^f = 0; if chaxK = p > 0 then all polynomials of degree less than p are tame (Definition 4.1); f{x) is indecomposable if and only if it cannot be written as a composition of two polynomials of degree greater than one; D n {a, x) is the Dickson polynomial of degree n with parameter a.) Theorem 1 also yields the following general form of Schur's Conjecture which applies to arbitrary subrings of the ring of algebraic integers of any number field and to polynomial rings (in one variable) over finite fields. Dickson polynomials D nj (aj, x) with a f e R where every n, is an odd prime and a, = 0 ifn t •. = 3.
THEOREM 2. Let K be the quotient field of an integral domain R such that R/I is finite for every non-zero ideal I and let f(x) e R[x] be a tame polynomial which is a p.p. for infinitely many prime ideals of R. Then f(x) is a composition of linear polynomials a t x + ft e K[x] and
In the following three theorems we assume that R is the ring of algebraic integers of some number field K. In this situation we can make Theorem 2 much more precise.
use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700038349 THEOREM 
THEOREM 3. Let f(x) e R[x] be a composition of linear polynomials a t x + fr e K[x] and Dickson polynomials D n .(aj,x) with a-} e R. Choose c e R, c ^ 0, such that ca,, c/?, € R for all i. Then f(x) is a p.p. for infinitely many prime ideals of R if and only if f(x) is a p.p. for some non-zero prime ideal not

Let f(x) e R[x] have prime degree n and assume that the image of every coefficient under every embedding of K into C has modulus at most C; put d = [K : Q]. If there exists a prime ideal P of norm at least (nC) nd such that f(x) is a p.p. mod P then n > 3, f(x) is linearly related (over K) to D n (a, x) for some a e K, and f(x) is a p.p. for infinitely many prime ideals.
In Section 1 various properties of the Dickson polynomials are collected. In particular, the factorization of D n (a, x) -D n (a, y)inK [x, y] is given. InSection2we study polynomials with coefficients in an integral domain with respect to composition. Moreover it is shown that if R is a Dedekind domain and n is not divisible by any ramified prime D n (a, x + b) + c e R [x] implies a,b,c e R except for some special cases. In Section 3 we consider the Galois group G f of f(x) -t over K (t) . The connection between properties of f(x) and properties of the permutation group Gf is an important ingredient for the proof of Theorem 1. As an application we present a general class of polynomials f(x) such that G f is the symmetric group and classify the polynomials for which G f is solvable. This generalizes work of Hilbert and Ritt, respectively, for K -C.
The main results are proved in Section 4. (1, jc) m is a p.p. [4] On Schur's conjecture 315
for infinitely many prime ideals in a given number field. Theorem 4 is contained in Theorem 4.34 which follows from Theorem 2 together with a generalization of Dirichlet's theorem on primes in an arithmetic progression. Theorem 5 is an immediate consequence of Theorem 4.17 (where additional information is provided) and Theorem 4.37. In Section 5 we conclude with comments on the history of Schur's Conjecture and its solution. This work grew out of an attempt to give a short and reasonably self-contained proof of a correct version of Schur's Conjecture; with very few exceptions, the versions appearing in the literature are fallacious. The proof of Theorem 2, however, requires only a small portion of the results presented here. (See Remark 4.16) Apart from the mentioned theorems of Burnside, Schur, and Weil, only quite elementary results are needed. In particular, we do not employ the theory of Riemann surfaces. Special attention is paid to the fact that one cannot assume a t x+# € R [x] in Theorem 2.
A polynomial with coefficients in a field K is said to be linearly related to a Dickson polynomial if it is of the form a D n (a, yx + 8) + fi where a, a, ft, y, S belong to some extension field L of K (such that x is transcendental over L). If / is an ideal of an integral domain R then, as is usual in the case where R is a ring of algebraic integers, we call \R/I\ the norm of / and denote it by NI. If P is a non-zero prime ideal of a Dedekind domain R with quotient field K then, for every a e K, v P (a) denotes the multiplicity of P in the fractional ideal (a). A rational prime p is called ramified (in K) if v P (p) > 1 for some P. The sets P(m, n; K) appearing in several results in Section 4 are defined in 4.21. P(m, n; K) is the set of non-zero prime ideals P in K such that D n (\, x) m is a p.p. mod P.
Dickson polynomials
R denotes an integral domain with quotient field K (with algebraic closure K). LEMMA 
For every a e R and every positive integer n there is a unique polynomial D n (a,x) € R[x] such that D n (a,x + (a/x)) = x" + (a/x)
n . The polynomial D n (a,x) is monic of degree n and the coefficients are integral polynomials in a. for even n and D n (a, x) = x" -nax n~2 -\ h n(-a) ( 
"-1)/2 x for oddn.
Gerhard Turnwald [5] (iv) 
From (i) it is immediately seen that D n (a, x)
is a monic polynomial of degree n and the coefficients are integral polynomials in a. The explicit formula in (iii) is established inductively by a simple calculation using the recurrence relation. (x, a) is used.) Our defining equation is then derived by means of Waring's formula expressing x"+y" as a polynomial in x+y andxv. We immediately obtain this formula by noting that x" + y" = x" + (xy/x) n = D n (xy, x + y) (with
Part (iv) follows from
There is a close connection between the Dickson polynomials and the Chebyshev polynomials T n (x) (characterized by T n (cos<p) = cosncp). The defining property easily yields Assume that f(x) has the indicated form and choose r with 2 < r < n -2. Let p > n be a prime not dividing the denominator of any coefficient of f{x) such that p = r mod n a n d / ( x ) is a p.p. mod/?. Put/n = l + (p-r)/«. Since I < m < p -l, the reduction of f(x) m mod /? must have reduced degree < p -1 (cf. Thm.7.4 and the remark following Cor.7.5 of [31] ). Since f(x) m has degree nm < 2(p -1), this means that the numerator of the coefficient of
it has the form ma r -X + g ( a r , . . . , a n _ 2 , m) where # ( * ! , . . . , x n _ r ) is a polynomial with rational coefficients which only depend on n and r. Note that only primes smaller than n can appear in the denominator of one of the coefficients. If d is the degree with respect to x n -r then n d g(a r ,..., a n -2 , m) = h(a r ,..., a n _ 2 , w«, n) for some polynomial h{x x ,..., x n _ r+1 ) with rational coefficients only depending on n and r. Thus the numerator of mn d a r -1 + h(a r ,..., a n _ 2 , mn, n) is divisible by p and taking into account that mn = n -r mod p we conclude that the same holds for n d~x (n -/-)a r _i + h(a r ,..., a n _ 2 , n -r, n). Since this number is independent of p (and we have infinitely many possibilities for p) it has to be zero. Hence a r _i is uniquely determined by a r ,..., a n _ 2 and by induction on r we conclude that all coefficients a x ,..., a n -2 are uniquely determined by a«_ 2 .
It remains to prove the last part of the assertion. By what we have just seen we obtain f(x) -/(0) = D n {a, x) for some a 6 Q. Hence D n (a, x) = x" -nax n~2 + h w(-a) (n~l)/2 x has integral coefficients and this implies a eZ since n is a prime REMARK 1.6. This result is of course contained in Schur's theorem (that is, the special case of Theorem 2 for integral polynomials of prime degree) from [48] , but the proof is much simpler. The main idea is due to Dickson [10, . A weaker version was proved by Wegner by a totally different argument (using non-elementary use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700038349 auxiliary results) in [53] . PROPOSITION 1.7. Let n be a positive integer and assume that there is a primitive n-th root £ of unity in R. Put a k = £ * + £"*, fa = £* -£"*. Then for every a e R we have 
If fa ^ 0 we may replace x and y by (£*x -y)/fa and (-£"** + y)/fa> respectively, and obtain (i; If n is odd then (by Lemma l.l(iii)) /(z) has degree (n -l)/2 and leading term n(-lY n~l)/2 (x -y); note that n is not divisible by the characteristic of K (since otherwise-^" = 1 if char/:
Comparing the coefficient of x" on both sides implies that n(-l) ( "~1 )/2 = nilV' 72 Pi (which can also be easily derived from n = nj=i (1 "" ^y))-Thus in K[x, y, z] we obtain the identity D n (z, x) -D n (z, y) = (x -y) n l T /^V -<***? + / + ft 2^) -If n is even then f(z) has degree (« -2)/2 and leading term («/2) 2 PROOF. An element a e K is a zero of / ' (x) if and only if it is a zero of multiplicity r > 1 of f(x) -x) for some r] e K in which case it is a zero of multiplicity r -1 of f'(x). Hence every 17, e K such that f(x) -rj, has multiple roots accounts for (r, -1)(« -l)/r, roots of f'{x). Since f'(x) has just n -1 roots and (r, -l)/r, > 1/2, we have precisely two different values rj u r) 2 of this kind and r t = r 2 = 2. Consequently, charK ^ 2.
Hence f(x) = (x -a,)g,(.x) 2 + ?j, (/ = 1, 2) for some a,, rj, e K with r) x ^ r\ 2 and monic polynomials g,(jc) of degree (« -l)/2. Putting X = (a 2 -«i)/4, /x = (ax + a 2 )/2, and replacing x by PROOF. We may assume that R is not a field. Then n > 1 and n ^ 0 in R.
x we conclude that na e R and
Since this holds for all P we deduce that n divides b and a e R. REMARK 1.13. Let n be an odd prime and R be a Dedekind domain whose characteristic does not divide n. If v P (n) > (n -l ) / 2 for some P (which is the case for n = 5 and 
The next result will be generalized in Theorem 2.8. 
with a', b' e R and 2a' = (nb) 2 (n -1) = -ft' 2 mod n. We assume /i 7^ 0 in R since otherwise R = K. From («(n -l)(w -2)/6)ft 3 -n(n -2)ab e /? we obtain (« -l)(n -2)ft' 3 = 6(n - Hence all the bj belong to the field generated by the coefficients of g(h(x)) and are uniquely determined by them. Consequently, this also holds for the a, as is seen by a trivial inductive argument starting with the highest coefficient.
It is clear that (i) and the first part of (ii) follow from what we have just proved.
. Hence the coefficients of h(x) -a are integral over /?, that is the coefficients of h(x) and a are integral over R. Since a was an arbitrary root the same conclusion holds for g (x) . According to what we have seen above the coefficients also belong to K. 
PROOF. Note that every polynomial over K can be written in the form ah(x) with a e K such that h(x) e R[x] has unit content. Hence, if (iii) holds, then every polynomial over R which is indecomposable over R also is indecomposable over K. Thus the 'if part of (i) follows from (iii) and Proposition 2.2. The converse is trivial.
Since
is uniquely determined by g{h{x)) and h(x)) and the 'only if part of (ii) is proved. The 'if part of (ii) holds trivially if deg(/) < deg(/i) and we proceed by induction on deg(/).
The well known Gauss lemma states that a product of polynomials in one variable with unit content has unit content. This is easily extended to polynomials in several variables. Just note that a polynomial of degree < d in each variable x, has the same coefficients as the polynomial in one variable obtained by substituting
y) -fdy))(h(x) -h(y)). Hence h(x) -h(y) divides fi(x) -fi(y) and by induction we get f\{x) = gdh(x)) for some g t (x) e R[x]; note that deg(/i) < deg(/). Thus f(x) = g(h(x)) with g(x) = xgi(x) + /(0) e R[x]
as was to be shown. Gerhard Turnwald [13] by [8] . See [57, §4] for more information on this topic.)
It is hard to believe that Proposition 2.4(i) has not been noticed before, but I can give only one reference where a pertinent statement can be found. In [1] , which is a preliminary version of [2] , it is claimed that an easy modification of the argument in [12] (where (ii) is proved in the case that R is a field) would show that (i) holds for arbitrary rings. Proposition 2.6 demonstrates that this assertion is incorrect. (In [2] only fields are considered and the conspicuous fact that all decompositions over Q considered there involve integral polynomials only is not commented on at all.)
Let R be the ring of algebraic integers of a number field K. Fried has observed that every f(x) € R P [x] (where R P = {r/s : r e R, s g P}) which is decomposable over K admits a decomposition into polynomials in R P [x] provided that deg(/) g P ([14, Lemma 10]). Proposition 2.4(i) shows that the assertion holds without this restriction; note that R P is a principal ideal domain.
The content C(f) of a polynomial / (in several variables) with coefficients in an arbitrary integral domain is defined to be the ideal generated by these. As an immediate consequence of a theorem of Hurwitz (concerning 2-modules rather than ideals) we obtain
for a more precise result see [51] .) Hence C(h) = R implies C(gh) = C(g) and this easily shows that h divides a polynomial / (with coefficients in R) over R if and only if it divides / over K. Thus (ii) and (iii) of Proposition 2.4 remain valid in general if h is assumed to satisfy C{h) = R (instead of having unit content), whereas the following result shows that (i) even fails if R is a ring of algebraic integers unless it is a unique factorization domain. (It should be noted that h may have unit content although C{h) # R.) PROPOSITION 
Let R be the ring of algebraic integers of a number field K of class number greater than one. Then for every prime q there is a polynomial f(x) e R[x] of degree q 2 that is decomposable over K and indecomposable over R.
PROOF. We start by remarking that there are infinitely many non-principal prime ideals in R. For if all prime ideals different from P u ..., P r aie principal then choosing 7r, € Pj -P 2 we may find a, e R with a, = 7r, mod P t and a, = 0 mod />• for all j 7^ / by the Chinese remainder theorem (/, j = 1 , . . . , r). Then the principal ideal (a,-) is equal to P t times some prime ideals different from P\,..., P r which implies that P t is principal.
use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700038349 Since p e Pi we have P, = (b, p) for some b e R. Then b is not divisible by P, for i >2.
All the coefficients of f( REMARK 2.7. If we additionally assume that q > h and (q -1, h) = 1, where /i denotes the class number of K, then we may even choose f(x) to be a composition of linear polynomials and powers. This will be needed later in 4.36.
By the remark at the beginning of the preceding proof there exists a non-principal prime ideal P o with q $ P o . Let c ^ 0 be an element of P 0 2 and choose b G P o with (b,qc) = P o . Note that there is no prime ideal P that divides both b and q. Let Po,..., P r be the prime ideals P such that v P (c) > v P (b) . According to the Chinese remainder theorem there exists a' e R with v P .
. . , p r and S/ > = t>/>(<z' ) otherwise; then Y[ P Sp is a principal ideal. Let a be a generator of this ideal and set
Assume that /(x) is decomposable over /?. Then
q~x and a/a q both belong to R.
. . , P r we conclude u^(a) = 0 since v P (a) < h < <j r; if P = P, then 
(ii) n = 2 and 2b e R. 
PROOF. For fixed a, b, c we set
We have to prove that /" (x) e R[x] if and only if a, b € R or one of the exceptional cases occurs. For n < 2 the assertion immediately follows from f\(x) = x and
note that 2 is unramified. Moreover, 8a e R and 8a = (2b) 2 mod 2 since 3(2b) 2 -8a € 2R. Thus /t(x) e R[x~\ implies (iv); it is easy to see that the converse is also true.
The rest of the proof is based on the following three observations (where m, n mean arbitrary positive integers):
by Proposition 2.2(ii) (since n ^ 0 in /?); the converse is trivial. This proves (1) and (2) 
. Assume that R is integrally closed and f(x) € R[x] is a monic polynomial such that f(x) -(f x o • • • o f r )(x)for f t (x) = a,D n ,(a,, Y,X + S t ) + ft
The Galois group of f(x)-t over K(t)
We consider a polynomial f(x) of degree n > 2 with coefficients in a field K. We assume that f(x) is not a polynomial in x p if p = charA > 0. Then / ( x ) -t is irreducible and separable over the function field K(t); t and x are understood to be algebraically independent over K. The splitting field is denoted by L and the Galois group Gf = G(L\K(t)) is viewed as a permutation group of the roots fi, . . . , £ " of fix) = t. . Since x and £1 are algebraically independent over K this means that <J>(x, j ) e AT(v)[x] is irreducible. By Gauss' lemma this is equivalent to the irreducibility of <J>(x, y) € K [x, y] , since <&ix, y) has no nonconstant factor which is independent of x for otherwise fix) = / ( a ) for a root a of this factor over K. LEMMA 
Gf contains an n-cycle ifn is not divisible by char AT.
PROOF. If a : F x -> F 2 is an isomorphism of fields then the Galois group of a polynomial over F\ (considered as a permutation group of the roots) is canonically isomorphic with the Galois group of the polynomial over F 2 which is obtained by applying o to its coefficients. Thus it is sufficient to prove that the Galois group of fix) -t" e Kit") [x] contains an n-cycle.
Let The preceding lemmas are required for the proof of Theorem 4.5. The rest of Section 3 is not needed in Section 4. In 3.6 and 3.11 we make use of some results on primitive permutation groups. Assume that G goh is solvable and let % be an element of the splitting field such that
canonically isomorphic with the Galois group of h(x) -h(£) over K(h(%)). Hence
Gh is solvable since this polynomial has the root § in a solvable extension of K(h (£)).
Conversely, let G g and Gh be solvable. Let | i , . . . , § r be the roots of g(x) = t and f n , . . . , £ (i be the roots of h{x) = f, (/ = 1 , . . . , r) in some fixed algebraic closure of K(t). By assumption, L = K(%i,..., £ r ) is a solvable extension of K(t). Since G h is isomorphic with the Galois group of h(x) = & over Kfo), Kfoy,..., £, s ) is a solvable extension of K (f,) for every i = 1 , . . . , r. Hence L (£,-1 ,. .., §,-*) is a solvable extension of L = L(|,) for every i -1,... ,r and the same holds for the splitting field of g(h(x)) = t since it is the compositum of the fields L ( £ n , . . . , % is ). Thus the splitting field is solvable over K(t) because it is a solvable extension of a solvable extension of K(t). 
The main results
R denotes an integral domain with quotient field K (with algebraic closure K). In order to prove Theorem 4.5 (=Theorem 1) we need two theorems on permutation groups. LEMMA 
If a transitive permutation group of prime degree n is not doubly transitive then it may be identified with a group of permutations ofZ/nZ which are induced by linear polynomials.
This result of Burnside is proved in [24, 
LEMMA 4.4. Let G be a primitive permutation group of degree n.IfG contains an n-cycle then G is doubly transitive or n is a prime.
A proof of this theorem of Schur can be found in [49] 
ii) <J>/(x, y) is irreducible over K(^) where £ is a primitive n-th root of unity. (iii) f(x) is indecomposable over K and ifn is an odd prime then we do not have f(x) = aD n (a, x + b) + cfor a,a,b,c e K with a = 0ifn = 3.
PROOF. We may assume n > 3 since the assertion is trivial for n = 2. If (i) holds then clearly (ii) also holds; note that £ exists since char AT does not divide n. If (ii) holds then /(x) obviously is indecomposable over K and for n > 3 from Proposition 1.7 we see that f(x) is not linearly related to a Dickson polynomial; if n = 3 then we clearly cannot have /(x) = aD n (0, x + b) + c = a(x + b) 3 + c.
It remains to prove that (iii) implies (i). If f{x) = aD^{a, x + b) + c with a^O then 3>/(x, y) is absolutely irreducible (by Proposition 1.7)
; hence (by Lemma 1.9(0) in the sequel we may assume that f(x) satisfies (iii) and n > 3. Then f(x) is indecomposable over K by Proposition 2.2(ii) and the Galois group G f of f(x) -t over K(t) is primitive by Lemma 3.1. Assume that (i) fails; then Gf is not doubly transitive by Lemma 3.2. Since G f contains an n-cycle by Lemma 3.3, from Lemma 4.4 we conclude that n is a prime. Hence Lemma 4.3 yields that Gf can be identified with a group of permutations of Z/nZ induced by linear polynomials. Thus the identity is the only element of Gf with more than one fixed point and this easily implies that each element is an /i-cycle or has cycle type (1, r,..., r) for some r > 1. Hence by Lemma 3. [7, 8] (concerning the question when <$>f(x, y) has linear or quadratic factors) perhaps indicate that n must be a power of p if (iii) holds while (i) fails. (There is a gap in the argument of [8] but the main result holds if f(x) is indecomposable over JF P .) (Added in proof: Counterexamples are provided by a recently discovered class of indecomposable polynomials over F 2 , see [56] .)
In order to prove Theorem 2 we have to know that f(x) is not a p.p. mod P if the reduction of ^/(JC, V) mod P is absolutely irreducible and \R/P\ is sufficiently large. This is a simple consequence of the following (weak) version of Weil's estimate of the number of points on an absolutely irreducible curve over a finite field. [60] for the correction of a mistake in [19] .) LEMMA D n (a y , x) with a^ e R where every nj is an odd prime and aj = 0 if n J= 3.
Assume that f\(x),..., / r (x) 6 K[x] are polynomials such that f{x) = (/i o • • • o f r )(x) has coefficients in R. Let I be an ideal of finite norm and assume that a\f\ (x),..., a r f r (x) € R[x] for some
. Assume that, for every non-zero a e R, the prime ideals of finite norm which contain a have bounded norm. Let f(x) e R[x] be a tame polynomial which is a p.p. for prime ideals of arbitrarily large finite norm. Then f(x) is a composition of linear polynomials a t x + /J, e K[x] and Dickson polynomials
PROOF. We may assume that n = deg(/) > 1. If f(x) is a p.p. mod P then (fyd, t}) = ( / ( | ) -f(r\))/(M -n) # 0 mod P if £ ^ r\ mod P; hence the number of zeros of <&/(x, y) = f'(x) + (x -y)(...) mod P is at most deg(/') = n -1 if na n g P where a n denotes the leading coefficient of f{x). Thus Lemma 4.7 implies that the reduction of <t>/(x, y) mod P is not absolutely irreducible if \R/P\ is finite and sufficiently large. Hence there are prime ideals P of arbitrarily large finite norm such that the reduction of 4>/(JC, y) mod P is not absolutely irreducible.
A Assume that <$> f (x, y) is absolutely irreducible and let p, y , q t j be defined as above. Choose a € R such that a is divisible by the leading coefficient of f(x) and the polynomials aq ti have coefficients in R. Then, for every prime ideal P with a g P, the reduction of 4>/(x, y) mod P has the same degree as O/Cx, y) and is absolutely irreducible since (by the above remark applied to F = R/P) otherwise the polynomials p u must have a common zero mod P which is obviously not the case. Thus the reduction of 4>/(JK, y) mod P is absolutely irreducible for every P with sufficiently large finite norm, a contradiction to what we have proved before.
Hence <$>f(x,y) is not absolutely irreducible. If f(x) is indecomposable over K then Theorem 4.5 implies that n is an odd prime and f(x) is linearly related to D n (a, x) for some a e K with a = 0 if n = 3. By Lemma 1.1 (ii) we even may assume a e R, thus finishing the proof in the case that f(x) is indecomposable.
In PROOF. For every r > 1 there exists an irreducible polynomial over F, of degree r and thus a prime ideal P of R = $ q [t] with R/P = f qr . We interprete f(x) as a polynomial over R. Then the reduction of f(x) mod P is f{x) again and thus f(x) is a p.p. mod P if and only if f(x) is a p.p. of F,r. Hence /(JC) is a p.p. mod P for infinitely many P and the assertion is seen to follow from Theorem 2 and Lemma 2.9 (applied to F ? ); note that f(x) is tame over the quotient field of R (by Remark 4.2). Fried also stated that a polynomial which is tame and exceptional over a finite field K is a composition of polynomials a,*"' + /J, e The rings R such that | R/I | is finite for every non-zero ideal / are called residually finite (abbreviated as r.f.) and studied in [4] . An integral domain R is r.f. if and only if every non-zero prime ideal is finitely generated and has finite norm [4, p. 93] . It is clear that every r.f. domain is Noetherian and every non-zero prime ideal is maximal. If R is a Noetherian integral domain then R is r.f. if and only if the integral closure of R is r.f. [4, p. 96] ; this generalizes our example given above.
If R is only required to be Noetherian then the first part of Lemma 4.10 may fail; consider the end of the following remark. The second part, however, remains true by [45, Proposition 13] ; I am indebted to Peter Schmid for this information. REMARK 4.14. Theorem 4.9 applies to every Dedekind domain R since every nonzero a e R belongs to only finitely many ideals. The following example shows that the conclusion fails if we merely assume that f(x) is a p.p. for infinitely many prime ideals.
Let n > 3 be a prime and set f{x) = x" + x. Then f(x) is a p. n _ { -a n a n . 2 )/n, b = a n -\/n, and suitable c e K; a = 0 if n = 3. Moreover, na n & P and n 2 
a e(R\P)U {0}. Ifn is unramified then a,b,c e R. (ii)
Assume that a n -1 and a n -\ -0 . If f(x) is a p.p. for some prime ideal of norm at least (n*/C) nd then n > 2 and f(x) = D n {a, x) + a 0 with a = -a n -2 /n. ; hence p > n and n $ P. From a n ^ 0 and l l <2« \\ d <C d <NP we also get a n $ P. Suppose that f{x) is a p.p. mod P. Taking into account that a polynomial of degree 2 can only be a p.p. over a field of characteristic 2, we obtain n > 2. Obviously, n 2 a e R and ||n 2 a|| < ((« -l)/2 + n)C 2 < (nC) n ; hence NP > (nC) nd implies n 2 a g P or a = 0. If n = 3 then f{x) trivially has the indicated form and in order to prove the remaining part of (i) we may suppose NP > (3C) 3d . From 3a 3 ^ P, Lemma l.l(ii), and Lemma 4.8 we see that f(x) is a p.p. mod P if and only if this holds for D 3 (9a, x) . Thus from Lemma 1.4 we conclude that 9a e P. Hence a -0 and from (x + bf + c = a\f{x/ai) e R[x] we get 3b, 3b 2 e R; hence b e R (and c e /?) if 3 is unramified. This proves the assertion for n = 3; in the sequel we thus assume n > 5. Now let P be any non-zero prime ideal such that na n g P and f(x) is a p.p. mod P. We have already observed at the beginning of the proof of Theorem 4.9 that the number N of zeros of
PROOF. For
to the estimate quoted after Lemma 4.7; this inequality holds if q > n 2 (n -I) 2 . The weaker estimate quoted in Lemma 4.7 gives q > 250(« -I) 5 ; note that then q -y/2(n -l) 5 q > q{\ -1/V^125) > n -1. The smaller bound n 2 (n -I) 2 will in fact only be needed for n = 5, 7; otherwise we would have to replace (nC) nd by a larger number.
Let P be a prime ideal of norm at least («VC) nd such that f(x) is a p.p. mod P; recall that na n g P. Since NP > n 4 , the above argument shows that the reduction of <t>/(x, y) mod P is not absolutely irreducible and thus the reduction of f(x) mod use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700038349 P (which is indecomposable as it has prime degree) is linearly related to a Dickson polynomial by Theorem 4.5. Lemma 1.10 shows that p nk (a 0 ,... ,a n ) = 0mod P for 1 < k < n -3 where p nk (a 0 ,... ,a n ) + n"~k a n n~~k~x a k is the coefficient of x k in D n { a ' , x + V ) w i t h a ' = ( ( « -l ) / 2 ) a n 2 _ , -n a n a n -2 a n d f t ' = * " _ , . I f p n k ( a 0 , . . . , a n ) = 0 for all k then Lemma 1.10 gives f(x) + d -D n (a',na n x + b' )/{n n a n n~x ) = D n (a, a n x+b) /a"" 1 14 yields a,b ,c e R. Hence it is sufficient to prove that p nk (a 0 ,..., a n ) = 0 for 1 < k < n -3.
By assumption we have ||/(x)|| < Candthus ||a'|| < ( 3 H -1 ) C 2 / 2 , \\b'\\ < C. Put Cj = || Dj (a\ x + b') || for every; > 1. Note that \\p nk (a 0 ,... ,a H and inductively from C J+2 < (1 + C)C j+1 + (3nC 2 /2)Cj we conclude that Cj < 2p' for all j'• > 1. From C > 1 we obtain p < C(l + s/l + 3n/2) and thus it remains to prove that (nC)"" 1 + 2(1 + VI + 3«/2)"C" < («C) n . This is easily seen to hold since «""' < n"/2 and (1 + VI + 3n/2)" < (V2 + V2 + 3n)"/4 < «"/4 for n > 5 and 5 4 + 2 • 4 5 < 5 5 . Finally, let a n = 1 and «"_! = 0. Then a' = -na n _ 2 and 6' = 0. This gives the sharper estimates ||p nyt (a 0 , •••,a«)ll < n"~xC + C n and C j+2 < C j+x + nCCj,C\ = 1, C2 < 2nC. Similarly as above let now p be the positive root of x 2 -x -nC = 0; note that -JnC < p < (1 + *Jn)\fC. Again, we have C, < 2p j for all j > 1 and </J n -'C + 2(l + V«rC" / 2 < (/zVC)" since «"-' < n"/5 and 1 + V« < for « > 5. Thus for NP > (n</C)" d we have ||p BA (a 0 .
• • •. a n )|| d < NP for all it and (ii) follows as above. . Apparently the actual determination of q o (n, C) amounts to troublesome computations and yields very large bounds; hence we do not carry this out in detail.
For R = Z we can obtain a result for arbitrary n by a different approach using Theorem 4.5 for K = Q rather than for finite fields. By Proposition 2.4(i) every
is a composition of f t {x) e Z[x] which are indecomposable over Q. In order to avoid difficulties (similar to those indicated above) we assume that we have a bound for the coefficients of the f(x) rather than for f(x). This yields a generalization of Theorem 4.17 if f(x) is indecomposable; if f(x) has prime degree then Theorem 4.17 gives a much better bound, however.
We need an effective result relating the absolute irreducibility of a polynomial in two variables with the absolute irreducibility of its reduction mod p for suitable p. A result of this type which is rather simple to prove may be found in [47, p. 193] . hi order to get a reasonable bound we prefer to use the following immediate consequence of a theorem of Ruppert [44, Satz B] . PROOF. By Lemma 1.9(i) we may assume n > 3. If f(x) is a p.p. mod p then each of the /,0c) is a p.p. mod p. We may thus suppose that f(x) is indecomposable and we have to prove that n is a prime and f{x) is linearly related to a Dickson polynomial. By Theorem 4.5 this holds if <$> f (x, y) is not absolutely irreducible. Note that Q>f(x, y) has degree d = n -1 and all coefficients are also coefficients of f(x). Thus by Lemma 4.19 it remains to prove that the reduction of <$ f (x, y) mod p is not absolutely irreducible. If this is not the case then by Lemma 4.7 the number of zeros of <t>/(x, y) mod P is larger than d since p > d 24 > 250d 5 , p -y/2d 5 p > d, and the reduction of 4>/(x, y) mod p has degree at most d. We have already observed at the beginning of the proof of Theorem 4.9 (and used in 4.17) that this is impossible if f(x) is a p.p. mod p and (na n , p) = 1, where a n denotes the leading coefficient of f(x); the last condition holds since p > n and p > C, thus completing the proof. In particular, {P : f(x) is a p.p. mod F} differs from P(m, n) by finitely many elements only. A precise description of the possible exceptions is contained in [50] . Clearly, every P(m, n) is equal to some P(m', ri) where m'ri is square-free; moreover, P(m, n) is finite if mn is even. If K = Q then the sets P(m, n) with odd square-free mn differ from each other by infinitely many elements unless they belong to the same parameters; this is not true in the general case ([50, Section 5])
In the sequel (up to 4.33) we investigate under which circumstances P(m, n\ K) is infinite for positive integers m, n. Corollary 4.28 is required for the proof of 4.34 which includes Theorem 4. From 4.21 and the main result 4.32 one can easily deduce Theorem 3.
It is clear that (m, 2) = («, 6) = 1 is a necessary condition; for K = Q it is also sufficient since then p e P(m, n) if p = 2 mod mn and by Dirichlet's theorem there are infinitely many p of this kind. We note that P(m, n; K) is infinite if P(m, n\ K') is infinite for some extension field K' of K; more precisely, if P' e P(m, n; K') then P e P(m, n; K) for P = /" n K since NP' is a power of NP. In the sequel we employ some elementary properties of the Frobenius automorphism a associated with an unramified prime ideal P of R if K is a Galois extension of Q. Then a is the unique element of the Galois group G (K \ Q) such that a (a) = a p mod P for all a e R; o generates the decomposition group of P. All the (conjugate) prime ideals belonging to p have conjugate Frobenius automorphisms. We also use the fact that for every a G G(^|Q) there are infinitely many prime ideals P with Frobenius automorphism a; this is a special case of the famous Chebotarev density theorem (cf. [26, p. 182] ). (Except for the latter, the necessary background can be found either explicitly or implicitly in many basic texts on algebraic number theory, for example in [40] .) PROOF. Let L be a Galois extension of Q which contains F and K. If (i) holds then there is a prime p which is unramified in L, is divisible by a prime ideal P in K with degree one, and the Frobenius automorphism of every prime ideal in F belonging to p is conjugate to a. By Lemma 4.25, the Frobenius automorphism r of any prime ideal in L lying above P belongs to G(L\K) and thus the corresponding prime ideal in F has Frobenius automorphism r| f € G{F\F D K)\ thus (ii) holds since a is conjugate tOT|f.
Since (i) remains unchanged if a is replaced by some conjugate, we may assume a € G(F|FDA')forthe proof that (ii) implies (i). Then we may find r € G(L|/sT)with T | F = a since every element ofG(F|Fn/C)is the restriction to F of some element of G(FK\K). By the Chebotarev density theorem there are infinitely many prime ideals in L with Frobenius automorphism r. For each of these the corresponding prime ideal in F has Frobenius automorphism a = x\ F and, by Lemma 4.25, the corresponding prime ideal in K has degree one. Hence (i) holds. PROOF. We have F n K = Q for F -Q(f n ) since Q is the only number field without ramified primes and every prime that ramifies in F divides n. Recall that every prime ideal in F belonging to p has Frobenius automorphism a p . Hence by Lemma 4.27 there are infinitely many prime ideals P in K with NP = p and a p = a a , that is, p = a mod n. use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700038349 PROOF. Assume that (i) holds and let a be the norm of some prime ideal in P(m,n; K) that does not divide mnd. Then (a -1, m) = (a 2 -l,n) = (a,mnd) = 1 and, by Corollary 4.26, K belongs to the fixed field of o a , thus proving (ii).
Conversely, assume that a has the properties specified in (ii). By Dirichlet's theorem there are infinitely many primes p with p = a mod mnd. By Corollary 4.26, each of the corresponding prime ideals P has degree one; note that a p = a a . Hence NP = a mod mnd and thus P € P(m, n; K). with (a, mn) = 1, (a -1, p) If we do not assume that every prime dividing n is unramified then we cannot conclude that the a, in (iii) of Theorem 4.34 can be chosen in R even if n is a prime. For every prime p > 3 there is a number field K whose degree is not divisible by the degree (p -l)/2 of Q(£ p + f^1), such that p has ramification index at least (p -l)/2. This follows immediately from a well-known theorem of Hasse which states that (under obvious restrictions) there are infinitely many number fields where a finite number of primes have prescribed decompositions [20] ; we only need the special case where a single prime is given (proved earlier by Ore in [38, §4] nd is not best possible; it is not clear how far away it is from the optimal bound.
Historical remarks
Dickson showed that D n (a, x) is a p.p. for all primes p such that {p 2 -1, n) = 1. Conversely, by very elementary means he proved that a polynomial with integral coefficients and prime degree n > 3 is linearly related to D n {a,x) (for a suitable use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700038349 [41] integera)if it is ap.p. for all (sufficiently large) p with (p 2 -l,/i) = 1 ([10, p. 89]; cf. Proposition 1.5).
In 1923 Schur [48] proved that the same conclusion holds if it is only assumed that f(x) = YH=o a k xk is a PP-f°r infinitely many primes. He first notes that f(x) = n"a n n -\f{(x -a n -\)/na n ) -/(-a n _,/na n )) has integral coefficients, is monic, and the coefficient of x"~' and the constant term both vanish; hence without loss of generality f(x) can be assumed to have these properties. Then by rather tricky arguments (involving the Lagrange inversion formula) he proves that at most n -2 of the branches of the inverse function of f(x) can be linearly independent. Schur proceeds by showing that if n is a prime then every element of the monodromy group can be represented by a linear polynomial; he also remarks that an application of Burnside's theorem quoted in 4.3 would shorten the argument. From this he concludes that f(x) -x" or, for every ramification point x 0 , f{x) -f(x 0 ) has one simple root and n -1 roots of multiplicity r > 1 (cf. Lemma 1.11). In the latter case f(x) is shown to satisfy the same second order linear differential equation as the Chebyshev polynomial of degree n and this finally yields f(x) = D n (a, x) for a suitable integer a. (D n (a, x) in [48] means D n (-a, x) in our notation.) Thus if f(x) is not assumed to be 'normed' as above then one gets f(x) = aD n (a, yx + 8) + /J. Schur did not explicitly mention that one cannot suppose that a, a, /?, y, 8 are integers; this has given rise to many misunderstandings (cf. [50, §3] ).
Schur calls n a Dickson number if every polynomial of degree n which is a p.p. for infinitely many primes can be written as a composition of linear polynomials and Dickson polynomials of odd degree. In the introduction of [48] he states that in a later publication he would prove that n is a Dickson number provided that every composite divisor d of n has the following property:
(P d ) Every primitive permutation group of degree d which contains a rf-cycle is doubly transitive.
He notes that, by making use of a theorem of Burnside, this immediately implies that every prime power is a Dickson number and announces a proof that the same conclusion holds for every product of two prime powers. It should be stressed that no conjecture is made to the effect that every integer n is a Dickson number, that is that 'Schur's Conjecture' holds. Years later, Schur [49] proved that (P d ) holds for every integer d which is not a prime; this result has been used in Section 4. So one wonders whether Schur knew how to prove 'Schur's Conjecture'; apparently the promised proof mentioned above was never published.
In 1928 Wegner extended Schur's proof for prime n to odd prime powers and products of two distinct odd primes in his thesis [52] , written under the supervision of Schur. Since on the very first page of the text Schur's result is reported to yield use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700038349 f(x) = aD n (a, yx+8)+fi with integers a, a, fi, y, 8, it is tempting to believe that not even Schur was fully aware of the fact that this is not true. Wegner mentioned that no proof had been published for the claim made in [48] to the effect that every product of two (odd) prime powers is a Dickson number and he planned to deal with this case in a later publication, but this project apparently was never realized. Wegner makes use of the result of Ritt according to which a polynomial with imprimitive monodromy group is decomposable (cf. Remark 3.5). The proof then proceeds inductively by showing (by means of elementary but quite involved computations) that the monodromy group of f(x) is imprimitive; double transitivity plays no part. Twenty years later Kurbatov extended the method of Schur and Wegner to apply to some more general classes of integers including products of two odd prime powers ( [27, 28] ). His proof proceeds inductively by showing that the monodromy group is solvable. It should be remarked that from [27] and [28] it is not clear at all why this implies the assertion. In order to complete the argument one needs Ritt's results from [42] concerning polynomials with solvable monodromy group (cf. Theorem 3.11); these are not mentioned by Kurbatov. Though in principle quite elementary, Kurbatov's proof consists of very long and complicated computations. (It seems that in fact the solvability of the considered monodromy groups is established inductively by proving that they are imprimitive and thus belong to decomposable polynomials; this would of course imply the assertion concerning Dickson numbers.) Although meanwhile the validity of (P d ) was established for all composite d, Kurbatov does not mention this fact and the connection with Dickson numbers claimed by Schur. In 1963 Davenport and Lewis showed that the degree of an exceptional polynomial over F p must be odd or divisible by p; they also showed that the reduction of a p.p. mod p is exceptional if the degree is small compared with p. ([9, pp. 59-60]; cf. Remark 4.12). Hence it follows that every even n is a Dickson number; this observation is due to the referee of [37] (see p.438).
The breakthrough came in 1970 with the work of Fried [14] , who essentially proved Schur's Conjecture for arbitrary number fields. Unfortunately, his formulation of the result caused serious misunderstandings; it took a long time until this became clear, since in most applications (such as in [34, pp. 21-23] ) finite exceptional sets of prime ideals do not matter (cf. [50, §3] ). Also the style of proof may be a reason why nearly all published versions of Fried's theorem are wrong (the latest example I am aware of is [36] ). Fried employs the theory of Riemann surfaces to prove some results for K = C and recommends a careful reading of the (apparently unpublished) thesis of Fulton in order to see that these results hold for arbitrary fields; he also adds that Fulton's thesis relies heavily on Grothendieck's theory of formal schemes. (Fried remarks that for the proof of Schur's Conjecture only C needs to be considered ( [14, p. 43] ). This is true, but requires a modification of some arguments. In particular, his Lemma 1 is not sufficient for this purpose.) It is interesting to note that in [14] no mention is use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700038349 made of the previous results of Wegner and Kurbatov; it is also not mentioned that Schur was aware of a connection of Schur's Conjecture with his theorem on primitive permutation groups which is an essential ingredient of Fried's proof (and the proof presented here).
Fried also studied rational functions which are permutational functions for infinitely many primes ( [17, 18] ). Here the results are not as satisfactory as for polynomials. In [17] the problem is solved for rational functions of prime degree as far as their ramification behaviour is concerned. One should note, however, that this does not give a complete answer for rational functions over Q. Let f n (x) be the R6dei-function of degree n > 1 associated with a monic integral polynomial with roots a, ft and discriminant D; then /"(*) induces a permutation mod p if (-) = -1 and (p + 1, n) = 1 (cf. [36] ). Since /"(*) = /"' o x" o I where /(*) = (x + a)/(x + /?) (as can be seen from an equation on p.62 of [36] ), /" (x) is the same as x" from Fried's point of view. (Incidentally, this remark shows that according to [17] there must be further classes of rational functions which induce permutations for infinitely many primes, thus answering a question posed in [36] .) Nevertheless, f n (x) can induce permutations for infinitely many p with p = 1 mod n while x" never is a p.p. in this situation.
Note added in proof
(March 1995.) After the completion of the manuscript I became aware of a paper of Kljacko [59] which has only recently appeared in Russian and which I could not find in Mathematical Reviews. I am indebted to Rex Matthews for sending me a copy of a hand-written translation which he had produced in 1981. Let /(x) be an indecomposable polynomial over an algebraically closed field K and assume that chaiK does not divide the degree of f(x). Let G be a Galois group of f(x) -t over K{t). Theorem 1 of [59] states that either G is doubly transitive or f(x) has prime degree and is linearly related to a pure power or a Chebyshev polynomial. If this is true then in Theorem 4.5 (and hence in Theorem 4.9, Corollary 4.11, Theorem 1, and Theorem 2) it is sufficient to assume that the degree of the polynomial is not divisible by the characteristic. Unfortunately, there seems to be an irreparable flaw in [59] . The difference of a Galois extension can be expressed in terms of higher ramification groups. In formula (12) of [59] this result is applied to the extension obtained by adjoining a zero of f{x) -t to K{t), although this is not a Galois extension.
The 'Characteristic p > 3 Theorem' of Fried, Guralnick, and Saxl [57] implies that every exceptional polynomial f(x) of prime degree n over a finite field is linearly related to a Dickson polynomial if the characteristic p does not divide n (and if p > 3). Unfortunately, an exchange of email with Mike Fried has revealed that the proof is use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700038349 based on an error and it is not clear whether the result is true. By a concatenation of unfortunate circumstances, the publication of this paper has been delayed for many years. The final version differs only little from the first version written in 1989. Meanwhile a considerable portion of it has been incorporated into [61] .
