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Abstract
A Hilbert module over a planar algebra P is essentially a Hilbert module over a canonically
deﬁned algebra spanned by the annular tangles in P. It follows that any planar algebra Q
containing P is a module over P, and in particular, any subfactor planar algebra is a module
over the Temperley–Lieb planar algebra with the same modulus. We describe a positivity result
that allows us to describe irreducible Temperley–Lieb planar algebra modules, and apply the
result to decompose the planar algebras determined by the Coxeter graphs An (n3), Dn
(n4), E6, E7, and E8.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
The standard invariant of a ﬁnite index II1 subfactor N ⊆ M is deﬁned to be the
lattice of inclusions of the (ﬁnite-dimensional) relative commutants of the algebras in
the Jones tower N ⊂M e1⊂M1
e2⊂M2
e3⊂ · · · obtained by the Basic Construction (see, e.g.,
[8]). There are a number of techniques used to analyze this system. An indispensable
result is Popa’s abstract characterization, which provides a set of necessary and sufﬁcient
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conditions for a lattice of inclusions of ﬁnite-dimensional C∗-algebras to be the standard
invariant of a subfactor [18]. In [12], Jones introduced the notion of a planar algebra,
a graded algebra P = (Pn, n ∈ N) of vector spaces with multilinear maps between
them. These maps correspond to “tangles” in the plane, which are planar diagrams
composed of disks with various marked points connected in pairs by non-intersecting
strings. Using Popa’s axiomatization of the standard invariant, Jones showed that with
certain assumptions a planar algebra P is equivalent to a II1 subfactor N ⊆ M , with
the correspondence given by Pk = N ′ ∩Mk−1.
The basic idea of a planar algebra is as follows. For k ∈ N, a k-tangle consists of
a disk in the plane with 2k marked boundary points; some number of interior disks,
Dj, 1jn (n0), having 2kj marked boundary points; k+∑nj=1 kj disjoint strings
connecting the marked points in pairs; and some number of closed loops. Part of the
data is a checkerboard shading along with a distinguished white boundary region on
each disk. A k-tangle T as above can be composed with a m-tangle S as long as
m = kj for some j ∈ {1, . . . , n}, in which case the composition is obtained by placing
S inside the j th interior disk of T, matching the marked boundary points appropriately,
smoothing out the connecting strings, and removing the boundary disk of Dj . Details
can be found in [12]. The orientation- and exterior boundary-preserving diffeomorphism
classes of planar k-tangles form the planar operad, and a planar algebra is an algebra
over this colored operad. The Temperley–Lieb planar algebra, TL, is spanned by the
planar tangles with no internal disks (the so-called “Kauffmann diagrams”; see [15]),
and has a modulus, , which is the value of a closed string in a tangle.
A natural notion of a planar algebra module is suggested by the annular picture.
An annular (m, k)-tangle is an m-tangle with a distinguished disk D1 with k1 = k. A
module over a planar algebra P is a graded vector space (Vk, k ∈ N) that is a module in
the usual sense over a canonical algebra of annular planar diagrams associated to P. In
particular, to each annular (m, k)-tangle T (with disks D2, . . . , Dn of sizes k2, . . . , kn)
is associated a multilinear map
ZT : Vk ⊗
n⊗
j=2
Pkj → Vm
and these maps satisfy the same compatibility condition as the partition function of
P itself. Hilbert modules by deﬁnition have a C∗ structure that is invariant under the
action of P, and are precisely those modules relevant to subfactors. It is easy to see
that if P ⊆ Q are planar algebras, then Q is a P-module; in particular every spherical
C∗-planar algebra contains, and is therefore a Hilbert module of, the Temperley–Lieb
planar algebra.
In [11], Jones showed that any irreducible Hilbert module of TL is the quotient of
a canonical module Vk, (of the same weight, k, and rotation constant, ) by vectors
of length zero with respect to the natural sesquilinear form. Such a quotient exists if
and only if the sesquilinear form is positive semi-deﬁnite on Vk,, and in this case
we denote the quotient Hk,. The inductive procedure for testing positive deﬁniteness
requires only a one-dimensional subspace of Vk,m to be checked directly. In the generic
situation [11] the inner product is positive-deﬁnite on this subspace, and thus on the
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entire graded vector space. In Section 3.2, we detail this procedure and provide a
formula for the inner product on the subspace in question. Letting km be a carefully
chosen vector spanning the subspace, we ﬁnd that
〈km, km〉 =
[
2m
m− k
]−1
q
∏
k<rm
(q2r + q−2r − − −1),
where  = q + q−1, and the combinatorial notation is as in Appendix A.
This formula, which was inspired by Graham and Lehrer’s work in [4], can be used
for all values of the index. We outline our proof, which uses the formula of Ocneanu
[17], which was proved in [2], concerning the coefﬁcients of the one- and two-gap
boxes in the Jones–Wenzl idempotent. Details of a similar proof are given in [13].
Next, we use the [4]-inspired formula to decompose the irreducible ATL mod-
ules that are known to exist as T Ln() modules, and to rule out the existence of
a Hilbert quotient of Vk, for certain combinations of  and k. Finally, we consider
the planar algebras constructed (as in [10]) from the Coxeter graphs An, Dn, E6,
E7, and E8. These planar algebras provided a necessary ingredient in Jones’s con-
struction of planar algebras corresponding to subfactors of non-generic modulus (see
[12,11]). As the norms of these graphs are index values for subfactors, the correspond-
ing planar algebras are therefore modules of the Temperley–Lieb planar algebra. We
use the previous results of this paper to decompose these planar algebras into irre-
ducible TL modules. For Am we ﬁnd that the associated planar algebra has only the
weight zero submodules corresponding to the eigenvalues of the associated matrix; in
particular,
PAm =
s⊕
j=1
Hj , (1)
where s = ⌊m+12 ⌋ and j = 2 cos jm+1 . The planar algebra determined by Dm has in
addition irreducible submodules with rotation constant −1 at every even level up to
the point of non-genericity, i.e.
PDm =
s⊕
j=1
Hj ⊕ (s − t)H 0,± ⊕
r⊕
j=1
H 2j,−1, (2)
where r = ⌊m−22 ⌋, t = ⌊m−12 ⌋, s = ⌊m+22 ⌋, and j = 2 cos (2j−2)2m−2 , for 1j t . For
E6 and E8 we ﬁnd that there are no irreducible submodules other than those found in
[11]; while we ﬁnd that PE7H 0,± ⊕H1 ⊕H5 ⊕H7 ⊕H 2,−1⊕H 3,⊕H 3,−1 ⊕
H 4,−1 ⊕H 8,−1. In all cases, H and Hk, are the canonical Hilbert quotients of V
and Vk,, respectively.
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2. Background and notation
2.1. The Temperley–Lieb algebra
Given a positive integer n and a non-zero complex number , the abstract Temperley–
Lieb algebra T Ln() is the ∗-algebra generated by elements 1, E1, E2, . . . , En−1, with
relations
(i) 1 is an identity,
(ii) E2i = Ei = E∗i ,
(iii) Ei Ei±1 Ei = Ei ,
(iv) Ei Ej = Ej Ei if |i − j |2.
Let N ⊂ M be a II1 subfactor, and N ⊂ M ⊂ M1 ⊂ M2 · · · the Jones Basic Con-
struction (see [14]). The subalgebra An−1 of Mn−1 generated by 1 and the ﬁrst n− 1
projections e1, e2, . . . , en−1 of the tower satisﬁes the relations of Temperley–Lieb, with
Ei = ei and  = [M : N ]1/2. When the parameter  is greater than 2 cos k we say
that  is k-generic. If  is k-generic for all k, then  is generic. If  is n+ 1-generic
then T Ln()An−1, while if  = 2 cos n+1 , then
An−1 = alg{e1, e2, e3, . . . en−1} alg{E1, E2, . . . , En−1}
and e1 ∨ e2 ∨ e3 ∨ · · · ∨ en−1 = 1.
When  is n-generic, we call the projection fn = 1− e1 ∨ e2 ∨ · · · ∨ en−1 the Jones–
Wenzl idempotent, and we denote by cn() the unique constants satisfying cn(id) = 1
and fn =
∑

cn(), where the summation is over all (n, n)-diagrams  (see [21]).
Note that if  = 2 cos 
n+1 then fn = 0 and so
∑
 c
n()  is the identity in An−1.
2.2. Planar algebras
By deﬁnition a planar algebra is a ﬁltered algebra P = (P±0 , Pn, n > 0) together with
multilinear maps among the Pn’s indexed by the elements of the planar colored operad
P. These maps (and the algebra elements themselves—see [12]) can be represented
diagrammatically using tangles. A k-tangle T is a disk in the plane with 2k distinguished
boundary points and some number n0 of interior disks, D1, D2, . . . , Dn, n0—the
“inputs”—such that Dj has kj distinguished boundary points, and all the distinguished
points are connected in pairs by disjoint strings in the plane. On each disk there is a
speciﬁed “ﬁrst” distinguished boundary point, sometimes indicated by ∗. Finally, the
tangle is equipped with a checkerboard shading. Given a k-tangle T as above with
at least one interior disk, if jn and S is a kj -tangle, then the composition T ◦j S
is deﬁned to be the k-tangle obtained by matching the ﬁrst boundary points of Dj
(in T) and S, smoothing out the newly connected strings, and removing the common
boundary. When the subscript is obvious from context, we omit it.
Letting Pj be the linear span of all j-tangles, each tangle T as above determines
a multilinear map T :
⊗n
j=1 Pkj → Pk that is deﬁned on basis elements ⊗nj=1 xj
by performing the composition (· · · (T ◦n xn) ◦n−1 xn−1) · · · ◦1)xn). The planar algebra
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thus described is the universal planar algebra; any other planar algebra is a quotient
by planar relations of this one with a positive and non-degenerate partition function.
(See [12] for the details.)
Here we will be concerned with C∗-planar algebras, those in which every Pk is a
ﬁnite-dimensional C∗-algebra where the notions of ∗ from the two structures on P
agree. Let us say that a tangle with 2n boundary points has size n. An annular (m, k)-
tangle is a tangle of size m with a distinguished internal disk D0 of size k. We say an
annular tangle has M internal disks if as an ordinary tangle it has M + 1. The internal
boundary of an annular tangle is its distinguished disk, which is drawn to be concentric
with the external boundary. The curves connecting interior boundary points to exterior
boundary points of an annular tangle are its through strings. A planar algebra P is
said to have modulus  if the insertion of a contractible circular string into a tangle
multiplies the corresponding multilinear map by . By TL we mean the C∗-planar
algebra of modulus  ∈ {2 cos 
N
|N3} ∪ [2,∞) generated by tangles with no inputs.
Note that this is the usual pictorial representation of A by Kauffman diagrams (see,
e.g. [19]).
Recall that a C∗-planar algebra P is said to be spherical if its partition function
Z : P±0 → C deﬁnes a spherically invariant function on labeled 0-tangles such that〈x, y〉 = Z(xcy∗) is a positive deﬁnite Hermitian form on each Pk . Here xcy∗ is
the complete contraction of tangles x and y, i.e. the 0-tangle obtained by joining the
boundary points of x with those of y in the reverse order.
A (left) module of a planar algebra P is a graded vector space V = (V ±0 , Vn, n >
0) along with an action, in the following sense, of P on V . Every annular (m, k)-
tangle T with M internal disks, of sizes k1, k2, . . . , kM , determines a linear map ZT :
Vk⊗ (⊗Mp=1 Pkp)→ Vm, and these maps must satisfy the same compatibility condition
as P itself. That is, take T as above and assume that S is an annular (k, j)-tangle with
N internal disks of sizes kM+1, kM+2, . . . , kM+N . Then we require that
ZT
ZS
v ⊗ N⊗
p=1
xkM+p
 ⊗ M⊗
p=1
xkp
 = ZT ◦0S
v ⊗ M+N⊗
p=1
xkp

for all v ∈ Vj , xk ∈ Pk . The weight of a P-module V , denoted by wt(V ), is the
smallest integer k0 for which Vk is non-zero (where V0 = V +0 ∪V −0 ). The dimension
of V is the formal power series
1
2
dim(V +0 ⊕ V −0 )+
∞∑
k=1
dim(Vk) zk.
It is easy to see that if Q ⊆ P are planar algebras then P is a Q-module. In
particular, any planar algebra is a module—the so-called trivial module—over itself.
The Poincaré series, P , of a planar algebra P is deﬁned to be the dimension of the
trivial P-module.
A module over a planar algebra P can easily be understood as an ordinary module
over the so-called annularization AP of the algebra, which is deﬁned as follows. Let
Ann(P ) be the category with objects 0+, 0−, 1, 2, . . ., and morphisms from m to n
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the annular (n,m)-tangles, labeled by the labeling set of P. The composition S ◦ T of
an (m, k)-tangle S and a (k, n)-tangle T is understood to be S ◦0 T (composition with
respect to the distinguished disk of S). AP = {AP(m, n) : m, n = +, −, 1, 2, . . .}
is deﬁned to be the quotient of the linearization of Ann(P ) by all planar relations of
P. The modulus of AP is the modulus of P; note that in AP also multiplication of a
tangle by this constant is equivalent to adding a contractible closed loop to the tangle.
Denote AP(k, k) by APk for k1, and let AP± be the algebras spanned by annular
tangles with no boundary points, with the regions near the boundaries shaded (+) or
unshaded (−) according to the sign. The ∗-algebra structure on AP induced by that on
P is the extension of the involution deﬁned on an annular tangle by reﬂecting it across
a circle midway between its boundary disks, and replacing its labels by their adjoints.
(See [11] for details.)
Finally, recall that a Hilbert P-module is a P-module V such that each Vk is a
ﬁnite-dimensional Hilbert Space with inner product 〈·, ·〉 satisfying
〈av,w〉 = 〈v, a∗w〉 (3)
for all v ∈ Vk, w ∈ Vl , and a ∈ AP(k, l), where l ∈ {+,−, 1, 2, . . .}.
In [11] Jones gives a canonical method for decomposing a P-module V of weight
k into a countable orthogonal sum of irreducibles; let us review this procedure. The
irreducible submodules of V are determined by their lowest weight submodules, so
we ﬁrst decompose Vk into irreducibles. If W is an irreducible submodule of Vk then
W is a module of the quotient of APk by the ideal spanned by diagrams with less
than k through strings: we call this quotient the lowest weight algebra at weight k, and
denote it by LWPk . For each irreducible submodule W of Vk , AP(W) is an irreducible
submodule of V. The orthogonal complement of these “consequences” of the lowest
weight submodules has weight greater than k, so the process can be repeated until the
dimension of V is exhausted.
3. Temperley–Lieb planar algebra modules
3.1. Description and existence
We now restrict attention to the modules of the Temperley–Lieb planar algebra. For
k1, the irreducible representations of the lowest weight algebra of weight k, LWTLk ,
are one-dimensional and parametrized naturally by the kth roots of unity . When k = 0
the role of the rotation is played by the (m, 0)-tangle with two non-contractible closed
strings, and the irreducible representations of LWTL0 are parametrized by constants 
with
√
+√−1 ∈ [0, ]. In any case, each of these representations extends to a TL-
module, Vk,. In [11], Jones shows that every irreducible weight k Hilbert representation
of TL is a quotient of Vk, for some such .
Let us brieﬂy review the description of these spaces [11]. For convenience, let us
deﬁne an (m, k)-diagram to be an (m, k)-tangle with no interior disks or contractible
strings. For 1km, let ATLm,k be the span of all annular (m, k)-diagrams, and let
Tkm be the set of annular (m, k)-diagrams with 2k through strings. Denote by A˜T Lk,m
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the quotient of ATLk,m by the ideal generated by the diagrams with strictly less than
2k through strings. The equivalence classes of the elements of Tkm form a basis for
A˜T Lk,m; the action of Z/kZ by internal rotation permutes the elements of this basis.
ATLm acts on A˜T Lk,m as follows. For T an annular (p,m)-diagram and Q an annular
(m, k)-diagram with no circular strings and 2k through strings, let T̂ Q be TQ with any
closed circular strings removed. Deﬁne
TQ =
{
r T̂ Q if TQ has 2k through strings,
0 otherwise,
where r is the number of closed circular strings in the composition T ◦Q. Since this
action commutes with the action of Z/kZ, it follows that as a TL-module A˜T Lk,m is
a direct sum of the eigenspaces for the action of Z/kZ. For each kth root of unity ,
Vk,m is the -eigenspace. Note that the dimension of Vk,m is
( 2m
m−k
)
.
Recall also from [11] that the sesquilinear form on A˜T Lk,m is deﬁned from a
faithful trace tr0 on the abelian C∗-algebra A˜T Lk,k as follows. For ,  ∈ A˜T Lk,m,
let 〈, 〉 = tr0(	), where 	 ∈ A˜T Lk,k is such that [∗] = [	]. Note that the rotation
is unitary and so its eigenspaces, the Vk,m , are orthogonal.
In [11, Theorem 5.7], Jones shows that in the generic case, this sesquilinear form is
always positive deﬁnite, and so Vk, is a Hilbert TL-module, while in the non-generic
case, as long as the form is positive-semideﬁnite, the quotient by length zero vectors
is a Hilbert TL-module.
The weight zero modules are as follows. Let 
± be the annular (±,∓)-tangles with
opposite inside and outside shadings near the boundaries and a single non-contractible
circular string. The elements 
+ and 
− generate the algebras ATL+ and ATL−,
respectively. In any irreducible Temperley–Lieb module V, the dimensions of V+ and
V− are each either 0 or 1. It follows (see [11] for details) that the irreducible Hilbert
TL modules of weight zero are determined up to isomorphism by the dimensions of
V± and the real number 2 corresponding to the maps 
±
∓, and that 0. To
agree with the notation for the positive weight case, we associate to  a parameter 
satisfying  = √+√−1.
When  ∈ (0, ), the module V0, is the graded vector space such that for each
m0, the set of annular (m,+)-diagrams with at most one non-contractible string is
a basis for V0,m . The case  = 0 is slightly different: V0,(−1,±)m is the linear span of
annular (k,±)-tangles with no non-contractible strings. To simplify notation, we will
often abbreviate V0, by V. It is easy to see that dim Vm =
(2m
m
)
if  > 0, and half
that if  = 0, except when  = (−1,±) (in which case the dimension is 1 is m = ±
and 0 if m = ∓). Finally, when  = , the space V0,m = Vm is simply the Temperley–
Lieb algebra T Lm() (viewed as a vector space), and thus has dimension 1m+1
(2m
m
)
.
The action of ATL on V is deﬁned to be the linear extension of the following. Let
T be an annular (m, k)-diagram and Q an annular (k,+)-tangle in Vk . Suppose there
are r contractible and 2d + i non-contractible circular strings in the composition TQ,
where d ∈ N and i ∈ {0, 1}. Then
T (Q) = r2d T̂ Q,
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where T̂ Q is TQ with all circular strings, except for i of the non-contractible ones,
removed. Deﬁne a sesquilinear form on V by 〈S, T 〉 = r2d , where r and 2d are,
respectively, the number of contractible and non-contractible circles in T ∗S. All of this
is as in [11]. We proceed to deﬁne the Hilbert quotient of Vk,m when it exists.
Deﬁnition 1 (Jones [11]). For a pair (k,) with k = 1 and km, if the sesquilinear
form 〈· , ·〉 is positive semideﬁnite on Vk,m then let Hk,m be the quotient of Vk,m by
the subspace of vectors with length zero; otherwise, we say that Hk,m does not exist.
The main theorem of [13] characterizes the Hilbert Temperley–Lieb modules:
Theorem 2 (Jones and Reznikoff [13]). Let (k,) be a pair where k is a non-negative
integer and  is a complex number. Assume that if k1 then  is a kth root of unity,
while if k = 0 then  satisﬁes √+√−1 ∈ [0, ] or  = (−1,±).
Then Hk, exists iff
(i) 2 and either k = 0 and 0, or k > 0 and || = 1, or
(ii)  = 2 cos /a for a = 3, 4, 5, . . ., and  = q±2r for some integer r with k < ra/2
(where by −1 we mean (−1,±) if k = 0 ).
3.2. Dimension
The goal of this section is to determine the structure and dimensions of the existing
Temperley–Lieb modules. As in [11], we use the fact that for every n1, ATLn,n
contains a copy of the algebra A2n−1. Call an annular (n, n)-diagram ﬁnite if it can be
drawn with no strings crossing the radius that intersects the boundary circles between
the 2nth and 1st marked points; we deﬁne T La2n to be the subalgebra generated by the
ﬁnite annular (n, n)-diagrams. Recall (see, e.g. [5]) that when  = 2 cos 
N
, the algebra
A2n−1 has irreducible representations H 2t2n indexed by the nonnegative integers tn,
with dimensions given by
∞∑
n=j
dimH 2j2n z
n−j = SN−2j−1(z)
SN(z)
, (4)
where the modiﬁed Chebychev polynomials Sn are deﬁned by S0 = 0, S1 = 1, and
Sn+1 = Sn − zSn−1 (see Appendix B).
The structure of the main argument is to inductively decompose the levels of Vk,
as T La2n-modules. The key ideas are essentially Proposition 4.10 and Theorem B.1 of
[11], both of which we state and prove here (as Proposition 3 and Theorem 4) to suit
the non-generic situation. The proposition provides a way to bootstrap from one level
of a Temperley–Lieb planar algebra module to the next; the theorem tells us when the
analysis is done.
Proposition 3. If  is n-generic and t and n are integers of the same parity with
0 t < n, then a representation  of T Ln() on V contains Htn if and only if the
restriction of  to En−1(T Ln())En−1 on (En−1)V contains Htn−2. Moreover, if  is
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irreducible, then an invariant sesquilinear form on V is a positive deﬁnite inner product
iff its restriction to (En−1)V is.
Proof. Deﬁne a bijection  : En−1Htn → Htn−2 by linearly extending the follow-
ing map. Given a diagram v ∈ Htn, En−1v has a “cup” connecting its two right-
most top boundary points; remove this cup. We claim that  is an isomorphism of
En−1(T Ln)En−1 modules, where x ∈ T Ln−2 is identiﬁed with (x) := 1xEn−1 ∈
En−1(T Ln)En−1. Indeed, for diagrams v ∈ Htn and x ∈ T Ln−2 it is easy to check that
(x)En−1v = x(En−1v). The proposition follows by decomposing the T Ln module
V and the T Ln−2 module (En−1)V into irreducibles. 
Theorem 4 (Jones [11]). Suppose  and k satisfy the conditions of Theorem 2, so that
Hk, exists, but that  = −1 if k = ±. Suppose further that dimHk,m = dim Vk,m −1.
For nm deﬁne
T Lb2n = Ad(1/2)(T La2n) = 1/2 T La2n −1/2.
Then, as both a T La2n module and a T L
b
2n module, we have
Hk,n 
m−1⊕
j=k
H
2j
2n . (5)
Proof. First note that if m = k, then we have dimHk,k = 0, and so the theorem is
vacuously true. Thus we assume that k < m.
Claim. For nk let Ha2n and Hb2n be the trivial representations of T La2n and T Lb2n,
respectively. If Hk,n+1 contains neither Ha2n+2 nor Hb2n+2 then Hk,n+1 contains neither
T La2n+2 nor T L
b
2n+2.
Proof. Assume that Hk,n contains neither Ha2n nor H
b
2n, but H
k,
n+1 does contain H
a
2n+2,
for example.
For 1 i2n+ 2, deﬁne ni to be the annular (2n, 2n+ 2)-diagram with 2n through
strings that has its ith and (i + 1)st external boundary points connected and its ﬁrst
internal and external boundary points connected, unless i = 1 or 2n + 2, in which
case the ﬁrst internal boundary point is connected to the third external one. Let
also Fni = ni ◦ ni ∗. Note that the diagrams Fni , 1 i2n − 1 generate T La2n. Let
	 ∈ Ha2n+2. We have Fi(	) = 0 for 1 i2n − 1. In fact also n2n(	) = 0, since
some power of  applied to this diagram is in the trivial representation of T Lb2n,
and hence 	 ∈ ∩2ni=1ker ni . This implies that 	 is orthogonal to the largest submodule
of Hk, of weight n (see [11, 3.9]); since Hk, is irreducible, this implies
that 	 = 0. 
Now we use induction on n to prove the theorem. Since Hk, is isomorphic to the
trivial T L2k() module H 2k2k , the case n = m follows immediately from Proposition 3
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and a dimension count. For n > m, the statement follows from 3 and the claim
above. 
Deﬁnition 5. Assume 0km. If k1 and  a kth root of unity, let k be a vector
in V k,k proportional to
∑k
j=1w−jj with length 1, and let 
k
m = f2m(km), where
km = k2kk+12k+2 · · · m2mk (see the diagram given below).
Let 0 be the (0, 0)-diagram with one non-contractible circular string if m is even
and none otherwise, and let 0m = f2m(0m), where 0m is the annular (+,m)-diagram
02
2
4 · · · m2m.
Theorem 6. Let 0km, and assume  is a kth root of unity if k1, and √ +√
−1 ∈ [0, ] if k = 0. Let km be as in Deﬁnition 5. Assume that  = q + q−1 is
2m+ 1-generic. Then
〈km, km〉 =
[
2m
m− k
]−1
q
∏
k<rm
(q2r + q−2r − − −1),
where the quantum binomial number is as deﬁned in Appendix A.
Proof. The theorem can be proved by induction on m − k. The basic idea for the
inductive step is to replace the f2m in km by p2m−2f2m, where p2m−2 is the projection
f2m−2 shifted by one string, i.e. p2m−2 = 1−(e2∨· · ·∨e2m−4). Since f2m = p2m−2f2m,
we have
〈km, km〉 = 〈p2m−2f2m(km), km〉 =
∑
Skm
c(	)〈p2m−2 	(km), km〉, (6)
where Skm = {	 ∈ T La2m |p2m−2 	 km = 0}, where c() are the unique constants satisfy-
ing c(id) = 1 and f2m =
∑

c(), where the summation is over all  ∈ T La2m.
Because p2m−2 Ei = 0 for 1 i2m−3, it is evident that any element of Skm has at
least n−4 through strings. The results of [17] provide all relevant coefﬁcients, and thus
we can express each summand of Eq. (6) in terms of 〈f2m−2km−1, km−1〉. It is useful to
take advantage of the fact that both f2m and p2m−2 are in T La2m to redraw the annular
diagram p2m−2f2m km by “cutting” p2m−2f2m along a radius between the 2mth and
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Fig. 1. A convenient redrawing of p2m−2f2m km.
1st external boundary points, indicated by a dotted line in Fig. 1. An alternate proof,
which requires only the coefﬁcients in the Jones–Wenzl idempotent p2m of diagrams
with 2m− 2 through strings, appears in [13]. 
Corollary 7. When  is non-generic, the Temperley–Lieb module Hk,1 does not exist.
Theorem 8. Suppose  = 2 cos 
N
and 1kN . Let  = e 2riN for some integer r,
where k < rN/2. Assume that the Hilbert Temperley–Lieb module Hk, exists. Then
for every integer mk, Hk,m is isomorphic as a T La2m module to
⊕r−1
j=k H
2j
2m.
Proof. First, note that if the statement is true for m = r then it is true for all m > r as
well: since rN , it follows that the dimensions of the H 2j2m are generic for j < r , while
〈km, km〉 = 0 by Theorem 6, and so the hypotheses of Theorem 4 are satisﬁed. Now
we prove the result for all kmr by induction on m. The case m = k is immediate,
by Theorem 6. Assume the result is true for a ﬁxed m < r . Exactly as in Theorem 5.7
of [11], it follows from Proposition 3 that Hk,m+1 contains a submodule isomorphic (as
a T La2m module) to
⊕m
j=k H
2j
2m+2, on which the form is positive deﬁnite. Again since
m < rN/2, dim
⊕m
j=k H
2j
2m+2 =
( 2m
m−k
)− 1 and so by a dimension count there must
be a vector in Hk,m+1 that is orthogonal to
⊕m
j=k H
2j
2m+2. Elements in the range of
f2m+2 will be orthogonal to this subspace, because f2m+2 is self-adjoint and 〈· , ·〉 is
invariant. Let V0 be the subspace of V k,m spanned by the element km of Deﬁnition 5.
It follows from Theorem 6 that
Hk,m 
{
V
k,
m if m < r,
V
k,
m /V0 if m = r.

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Corollary 9. Assuming the hypotheses of Theorem 8,∑∞
m=k dimH
k,
m z
m = 1
SN(z)
∑r−1
j=k z
jSN−2j−1(z).
Theorem 10. Assume that  = 2 cos 2N , where N2. Then, for any n0, as a
T La2n module, H
0
n
⊕
1 jN−1
jodd
H
2j
2n , and as a T L
b
2n module, H
0
n
⊕
0 jN−1
jeven
H
2j
2n .
Proof. This follows from Theorem 6 and the proof of Theorem 5.22 of [11]. 
Corollary 11. With  and N as above, the dimension of H 0,± is
1
2S2N(z)
N−1∑
k=0
zkS2N−2k−1(z).
4. Bipartite graph planar algebras as Temperley Lieb modules
4.1. Review of the construction
In [10], Jones proves that a bipartite graph naturally gives rise to a planar algebra,
as follows. Let G be a graph with vertex set U = U+ ∪ U−, where U+ and U− are
each totally disconnected. Let (v)∈U be a vector in C|U | indexed by the vertices of
G: v is the spin vector of the planar algebra we will obtain. If we take the spin vector
to be a Perron–Frobenius eigenvector of the square of the adjacency matrix for G, then
we get C∗-planar algebra with modulus equal to the corresponding eigenvalue. The
labeling sets for the planar algebra are as follows. For each non-negative integer k, let
Lk be the set of loops of length 2k on G starting (and ending) at a vertex in U+. Let
Vk (V +k if k = 0) be the vector space with Lk as basis. Note that L0 is just U+ itself;
we deﬁne V −0 to be the vector space with basis U−. Let E be the edge set of G. For
k1, an element of Lk will be given as a pair (, ) with  : {1, 2, . . . , 2k} → U
and  : {1, 2, . . . , 2k} → E functions such that (i) is an edge between (i) and
(i + 1) (where we take the indices modulo 2k). Given an unlabeled tangle T with 2k
distinguished boundary points, a state of T is a pair of functions  = (R,S),
R : {regions of T } → U, (7)
S : {strings of T } → E (8)
that satisfy
(1) R({shaded regions}) ⊆ U+, and R({unshaded regions}) ⊆ U−.
(2) If the string t forms the boundary between regions r1 and r2, then the endpoints
of S(t) are R(r1) and R(r2).
For each j ∈ {1, 2, . . . , 2k}, let sj be the string meeting the boundary of T at its
j th distinguished point (counting clockwise from ∗), and rj the region bounded by sj
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and sj+1. Let (, ) ∈ Lk be a loop. If a state  = (R,S) of T satisﬁes
(j)= R(rj ), (9)
and (j) = S(sj ) (10)
for all j ∈ {1, 2, . . . , 2k}, then we say that  is compatible with (, ). Let S(l) be
the set of states compatible with the loop l. Every state  on T determines a function
B : {boxes of T } → {loops in G} as follows. Given an internal size l disc b of T,
label the regions and strings adjacent to b by ri and si, 1 i2k as above. It is clear
that there is a unique loop satisfying conditions 9 and 10: deﬁne B(b) to be this
loop.
In order to deﬁne the spin factor of T, draw the boundary of T as a rectangle in
R2 with sides parallel to the x- and y-axes, with half its distinguished points on each
horizontal side. Do the same for the discs of T. Adjust the strings if necessary, so that
horizontal tangents are isolated. Let C, the cups of T, be the set of upright “cups” and
“caps” of the strings of T (their y-singularities). For each p ∈ C let xp and yp be the
regions of T on the concave and convex sides of p, respectively. We are now ready to
deﬁne the partition function. Let T be a k-tangle, C the cups of T, and B the set of
boxes of T. Denote the coefﬁcient of a loop l in a vector v by vl and suppose the boxes
b ∈ B are labeled by vb. We deﬁne Z(T ) to be the element of Vk with coefﬁcients
given by
Z(T )l =
∑
∈S(l)
∏
b∈B
(vb)B(b)
∏
c∈C
vxc
vyc
.
Theorem 12 (Jones [10]). With the above partition function, the graded algebra P =
(V ±0 , Vk, k1) is a planar algebra. Moreover, if 〈v2〉∈U is a Perron–Frobenius eigen-
vector for the adjacency matrix of U, then P has modulus equal to the corresponding
eigenvalue.
Let PG = (V ±0 , Vk, k1) be the planar algebra determined by the graph G (and
spin vector v). The Poincaré series of PG is easy to calculate. Assume that |U+| =
r+r− = |U−|, and let U+ = {uj | 1jr+} and U− = {ur++j | 1jr−}. With
respect to this ordering of vertices, the adjacency matrix of G has the form ( 0
MT
M
0
)
.
Deﬁne G to be the matrix M. For k1, the cardinality of Lk is the trace of (GtG)k .
Let {i | 1r+} be the positive square roots of the non-zero eigenvalues of (GtG),
counting multiplicity. It follows that
PG =
1
2
(r− − r+)+
r+∑
j=1
1
1− 2j z
. (11)
Proposition 13. Let the constants i with 1r− be as above. Then the irreducible
weight zero submodules of PG are Hi , 1 ir+, and r− − r+ copies of H 0, and
these can be assumed to be mutually orthogonal.
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Fig. 2. The Coxeter graph Am.
Proof. Each j -eigenvector of (tGG) spans a one-dimensional subspace of PG+ that is
invariant under ATL+ and thus generates the submodule Hj . Similarly, a 0-eigenvector
generates the submodule H 0, with dimH 0,−− = 1, dimH 0,++ = 0. In order to make the
resulting submodules orthogonal, take an orthogonal set of eigenvectors. 
4.2. The planar algebra of An
For an integer m greater than two the Coxeter graph Am is the connected graph
with m vertices, exactly two of which have degree one, and no cycles, as illustrated
in Fig. 2 for m = 5 and 6. With notation as in Section 4.1, the vertex sets U+ and
U− have sizes t :=
⌊
m
2
⌋
and s := ⌊m+12 ⌋, respectively, and the adjacency matrix Am
satisﬁes the following.
Am
T
Am
=
if m is odd

2 1
1 2 1
. . .
. . .
. . .
1 2 1
1 2

Am
T
Am
=
if m is even

1 1
1 2 1
. . .
. . .
. . .
1 2 1
1 2

Let m() be the characteristic polynomial of this matrix. It is straightforward
to verify the recurrence m() = ( − 2) m−2() − m−4(). From this it can be
shown by induction on m that ztm(z−1) = Sm+1(z), where the Chebyshev polyno-
mials are as in Eq. (B.1). It is well-known (see, e.g. [8]) that the roots of Sm+1 are
(4 cos2 j
m+1 )
−1, 1j t , and hence the eigenvalues of AmtAm are the reciprocals of
these values.
Let PAm be the planar algebra of Am with respect to a spin vector 〈|vj | : 1jm〉,
where 〈v2j : 1jm〉 is a Perron–Frobenius eigenvector for the adjacency matrix of
the graph Am, so that, as shown in [10] the modulus  of PAm is 2 cos m+1 , the
corresponding eigenvalue.
By Proposition 13, the irreducible weight zero submodules of PAm are Hj for
1js, where j = 2 cos jm+1 . In order to determine whether there are any submod-
ules of positive weight, we will compare the dimension of PAm to that of
⊕s
j=1H
j
.
From Corollary 9 we have
dim(Hk ) = 1
Sm+1(z)
k−1∑
j=0
zjSm−2j (z) (12)
for each k ∈ {1, 2, . . . , t}.
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When m is odd, the module contains a single copy of H 0,±, which, by Corollary 11,
has dimension
1
2Sm+1(z)
s∑
j=1
zs−j S2j−1(z). (13)
It follows that the dimension of the submodule
⊕s
j=1H
j of PAm is
t∑
j=0
(
j + 1
2
)
zt−j S2j+1(z) if m is odd, (14)
t∑
j=1
j zt−j S2j (z) if m is even. (15)
On the other hand, by Eq. (11) of the previous section, we know that
PAm =
1
2
(s − t)+
t∑
j=1
1
1− 2j z
.
Proposition 14.
t∑
j=1
1
1− 2j z
= z
t−1′m(z−1)
Sm+1(z)
Proof. For j ∈ {1, 2, . . . , t}, let rj = −2j , so (1− 2j z)−1 = rj (rj − z)−1, and deﬁne
P˜m+1(z) = ∏tj=1(rj − z) = Sm+1(z)∏tj=1 rj .
t∑
j=1
rj
rj − z =
1
P˜m+1(z)
t∑
j=1
rj
∏
k =j
(rk − z) = 1
Sm+1(z)
t∑
j=1
∏
k =j
(1− 2kz)
= z
t−1
Sm+1(z)
t∑
j=1
∏
k =j
(z−1 − 2k) =
zt−1′m(z−1)
Sm+1(z)
. 
Finally, by using the recurrences satisﬁed by the polynomials Sn and n, one can
show by induction on m that
zt−1′m(z−1) =

− 12Sm+1(z)+
∑t
j=0
(
j + 1
2
)
zt−j S2j+1 if m is odd,
t∑
j=1
jzt−j S2j (z) if m is even
(16)
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Fig. 3. Dm.
Thus we have proved that there are no positive weight irreducible components of this
planar algebra; that is
Theorem 15. Let PAm be the planar algebra determined by the bipartite graph Am,
where m3, with spin vector a Perron–Frobenius eigenvector for this graph. Then,
as a Temperley–Lieb planar algebra module, the irreducible decomposition of PAm is
PAm =
s⊕
j=1
Hj .
4.3. The planar algebra of Dm
For any integer m greater than three the Coxeter graph Dm is the connected graph
with m vertices as shown in Fig. 3. The vertex sets U+ and U− have sizes t :=
⌊
m−1
2
⌋
and s := ⌊m+22 ⌋, respectively, and the matrix Dm satisﬁes
∗DmDm =
if m is odd

1 1
1 2 1
. . .
. . .
. . .
1 2 1
1 3

∗DmDm =
if m is even

2 1
1 2 1
. . .
. . .
. . .
1 2 1
1 3
 .
The characteristic polynomial m() satisﬁes the recurrence
m+4() = ( − 2) m+2() − m() (17)
and is related to the polynomials Q0 = 2, Q1 = 1, and Qk+1(z) = Qk(z)− zQk−1(z)
by
ztm(z
−1) = Qm−1(z). (18)
The polynomial Qm−1 has roots 2 cos (2j−1)2m−2 , 1j t (see [3]), and therefore the
planar algebra PDm determined by Dm and a Perron–Frobenius eigenvector has an
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irreducible submodule Hj , for each j ∈ {1, 2, . . . , t}, along with s − t copies
of H 0,±.
We obtain the dimension of the weight zero part of the planar algebra via Corollar-
ies 9 and 11: setting j = 0 for t < js, we have
dim
s⊕
j=1
Hj =
(S2m−2(z))
−1∑m−2
j=0
(⌊j+1
2
⌋+ 12) zm−2−j S2j+1(z) if m is odd,
(S2m−2(z))−1
∑m−2
j=0
(⌊j
2
⌋+ 1) zm−2−j S2j+1(z) if m is even.
(19)
To compare this to the dimension of PDm itself, we follow the same strategy we
used in the previous section.
Proposition 16.
PDm (z) =
(m− 1)S2m−1(z)
2S2m−2(z)
+ 1
2
. (20)
Proof. First, through manipulations similar to those in the proof of Lemma 14 one can
show
t∑
i=1
1
1− 2i z
= z
t−1′m(z−1)
Qm−1(z)
. (21)
To prove the proposition from this, we take cases on the parity of m.
Case 1: m is odd. Note that t = m−12 . By Eq. (21), we have
PDm (z) =
zt−1′m(z−1)
Qm−1(z)
+ 1
2
.
Therefore, by Corollary 30, it sufﬁces to show that for m5 odd,
zt−1′m(z−1) = tSm−1(z). (22)
It is straightforward to check the cases m = 5 and 7. Assume m9 is odd, and
Eq. (22) holds for all odd m′ = 5, . . . , m − 2. By Lemma 17 and Propositions 18
and 29(3),
zt−1′(z−1)= zt−1
(
(z−1 − 2)′(z−1)+ m−2(z−1)− ′m−4(z−1)
)
= (1− 2z)(t − 1)Sm−3(z)− z2(t − 2)Sm−5(z)+Qm−3(z)
= tSm−1(z).
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Case 2: m is even. Again, by Eq. (21), we have
PDm (z) =
zt−1′m(z−1)
Qm−1(z)
+ 1.
Thus it will sufﬁce to show that for all even m4
zt−1′m(z−1) = 12 ((m− 1)Sm−1(z)−Qm−1(z)) . (23)
The ﬁrst two cases (m = 4 and 6) are easy. Assume that m8 is even and Eq. (23)
holds for all even m′ < m. Then
zt−1′m(z−1)= zt−1
(
(z−1 − 2)p′m−2(z−1)+ m−2(z−1)− p′m−4(z−1)
)
= 12 (1− 2z)[(m− 3)Sm−3(z)−Qm−3(z)]
− 12z2 ((m− 5)Sm−5(z)−Qm−5(z))+Qm−3(z)
= 12 ((m− 5)Sm−1(z)−Qm−1(z))+Qm−3(z)+ (1− 2z)Sm−3(z)
= 12 ((m− 1)Sm−1(z)−Qm−1(z)) . 
Using Propositions 26 and 27 of the appendix, one can compare this Poincaré series to
the expressions in Eq. (19) to deduce that the dimension of the orthogonal complement
of the weight zero submodules in PDm is
1
S2m−2(z)
m−2∑
j=0
⌊
m− j − 2
2
⌋
zm−2−j S2j+1(z) = 1
S2m−2(z)
m−2∑
k=2
⌊
k
2
⌋
zkS2m−2k−3(z).
(24)
From this (and Theorem 4) it follows that PDm must contain an irreducible weight 2
submodule, H 2,1 , where 21 = 1. By Corollary 7 we see that 1 = −1. By induction
we will show that in fact PDm has an irreducible weight 2j submodule H 2j,−1 for
each integer j ∈ {1, 2, . . . ⌊m−22 ⌋}.
Lemma 17. The dimension of (s− t)H 0,±⊕⊕sj=1Hj ⊕⊕t−1j=1H 2j,−1 is the Poincaré
series for PDm .
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Proof. Using the previous results of this section, along with Corollary 9, we have
Case 1: m odd
S2m−2(z)
∞∑
n=0
dimH 0,±n + t∑
j=1
dimHjn +
t−1∑
j=1
dimH 2j,−1n
 zn
= 1
2
m−2∑
k=0
zkS2m−2k−3(z)+
t∑
j=1
2j−2∑
k=0
zkS2m−2k−3(z)+
t−1∑
j=1
m−2∑
k=2j
zkS2m−2k−3(z)
=
m−2∑
k=0
(
t + 1
2
)
zkS2m−2k−3(z)−
t∑
k=1
z2k−1S2m−4k−1(z)
=
m−2∑
k=0
tzkS2m−2k−3(z)+ 12
m−2∑
k=0
(−1)kzkS2m−2k−3(z)
=
m−1∑
k=1
tzm−k−1S2k−1(z)+ 12
m−1∑
k=1
(−1)m−k−1zm−k−1S2k−1(z)
= tS2m−1(z)+
1
2
S2m−2(z).
Case 2: m even
S2m−2(z)
∞∑
n=0
2 dimH 0,±n + t∑
j=1
dimHjn +
t∑
j=1
dimH 2j,−1n
 zn
=
m−2∑
k=0
zkS2m−2k−3(z)+
t∑
j=1
2j−2∑
k=0
zkS2m−2k−3(z)+
t∑
j=1
m−2∑
k=2j
zkS2m−2k−3(z)
=
m−2∑
k=0
(t + 1) zkS2m−2k−3(z)−
t∑
k=1
z2k−1S2m−4k−1(z)
=
m−2∑
k=0
(
t + 1
2
)
zkS2m−2k−3(z)+ 12
m−3∑
k=0
(−1)kzkS2m−2k−3(z)
=
m−1∑
k=1
(
t + 1
2
)
zm−k−1S2k−1(z)+ 12
m−2∑
k=1
(−1)m−k−1zm−k−1S2k−1(z)
=
(
t + 1
2
)
S2m−1(z)+
1
2
S2m−2(z). 
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Proposition 18. Let P be a spherical C∗ planar algebra. Assume that  is a kth root
of unity, where k1 and P contains a Temperley–Lieb submodule V isomorphic to
Hk,. Then P also contains a submodule isomorphic to Hk,.
Proof. Suppose  : V → Hk, is a Hilbert TL module isomorphism. Deﬁne ˜ : V →
V k, to be any map satisfying q ◦ ˜ =  on V , where q : V k, → Hk, is the
quotient map. Suppose that T ∈ A˜T Lm,k has co-ordinate vector 〈i〉 with respect to
a ﬁxed basis for A˜T Lm,k; we denote by T the element with co-ordinate vector 〈i〉.
Let V ∗ = {v∗ | v ∈ V }, and deﬁne ∗ : V ∗ → Hk, by ∗(v) = q((v∗)). We claim
that this is a Hilbert TL module isomorphism. It is obviously linear. To see that the
map is one-to-one, note that if ∗(v) = 0, then 〈˜(v∗), ˜(v∗)〉 = 〈˜(v∗), ˜(v∗)〉 = 0,
so (v∗) = q ◦ ˜(v∗) = 0, from which it follows that v = 0. To show surjectivity, use
the fact that v ∈ V k, iff v ∈ V k,. 
We now have all the tools necessary to decompose Dm. First, assume that m is odd.
We will prove by induction that for all n0
PDmn = H 0,±n ⊕
t⊕
j=1
H
j
n ⊕
t−1⊕
j=1
H
2j,−1
n . (25)
The case n = 0 follows from Eq. (11), since wt(H 2j,−1n ) = 2j > 0 for j1. Assume
now that n1 and Eq. (25) holds for all n′ < n. If n is odd, or n > m − 3, then it
follows from Lemma 17 that PDm has no submodules of weight n, and thus that (25)
holds for n. If nm − 3 is even, say n = 2k, then it follows from the same lemma
that
dim PDmn = dimH 0,±n +
t∑
j=1
dimHjn +
k−1∑
j=1
dimH 2j,−1n + 1,
so PDm has a submodule of the form H 2k,. By Proposition 18, we can assume that
 is real, since otherwise we would also have a submodule Hn,; by Corollary 7 we
conclude that  = −1. The argument is virtually identical for the case m even. We
have shown:
Theorem 19. Let r = ⌊m−22 ⌋.
PDm =
s⊕
j=1
Hj ⊕ (s − t)H 0,± ⊕
r⊕
j=1
H 2j,−1,
where j = 2 cos (2j−2)2m−2 , for j = 1, 2, . . . , t .
4.4. The planar algebras of E6, E7, and E8
Theorem 20. The decomposition of the planar algebra PE6 into irreducible Temperley–
Lieb modules is PE6 = H1 ⊕H4 ⊕H5 ⊕H 2,−1 ⊕H 3, ⊕H 3,−1 , where  = e 2i3
and j = 2 cos j12 (Fig. 4).
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Fig. 4. The Coxeter graphs E6, E7, and E8.
Proof. The matrix E6 satisﬁes
∗E6E6 =
2 1 11 1 1
1 1 2

and has characteristic polynomial x3−5x2+5x−1, the roots of which are 1, 2−√3, and
2+√3; this veriﬁes the parameters in the weight zero modules. Eq. (11) of Section 4.1
can be simpliﬁed to see that the Poincaré series of this planar algebra is
E6 =
1
S12(z)
(30z4 − 85z3 + 73z2 − 25z+ 3). (26)
By Corollary 9, we have
∑
i=1, 4, 5
dimHi = 1
S12
S11(z)+ 3∑
j=0
zjS11−2j (z)+
4∑
j=0
zjS11−2j (z)
 . 
By [11] Theorem 8.8, the planar algebra also contains copies of H 2,−1, H 3,, and
H 3,
−1
. Again by Corollary 9, we have
dimH 2,−1 = 1
S12
5∑
j=2
zjS11−2j (z) and dimH 3,
±1 = 1
S12(z)
z3S5(z).
Since the sum of the dimensions of these known modules indeed equals the dimension
of the planar algebra PE6 , we deduce that there are no other irreducible submodules.
This proves the theorem. 
Theorem 21. The decomposition of the planar algebra PE7 into irreducible Temperley–
Lieb modules is
H 0,± ⊕H1 ⊕H5 ⊕H7 ⊕H 2,−1 ⊕H 3, ⊕H 3,−1 ⊕H 4,−1 ⊕H 8,−1, (27)
where j = 2 cos j18 , and  = e
2i
3
.
Proof. The matrix E7 satisﬁes
∗E7E7 =
1 1 01 3 1
0 1 2

which has characteristic polynomial x3 − 6z2 + 9z − 3, and eigenvalues 1, 5, and
7. Thus by Proposition 13, the weight zero submodules are as stated. Moreover, one
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can verify by using Corollaries 9 and 11 that the dimension of PE7 is equal to the
dimension of the direct sum given in Eq. (27).
We now prove by induction, as we did for Theorem 19, that for all n0,
PE7n = H 0,±n ⊕H1n ⊕H5n ⊕H7n ⊕H 2,−1n ⊕H 3,n ⊕H 3,
−1
n ⊕H 4,−1n ⊕H 8,−1n .
We have already shown the statement true for n = 0. Assume it is so for n = k − 1,
where k1.
If k = 2, 4 or 8, then by a dimension count PE7 has a single irreducible submodule
of weight k. By Theorem 2, the corresponding parameter must be −1. When k = 3,
the dimension count reveals exactly two new irreducible submodules; the same theorem
along with Proposition 18 force the parameters to be  and −1 as above. For all
other values of k a dimension count reveals that there are no irreducible submodules of
weight k. 
Theorem 22. The decomposition of the planar algebra PE8 into irreducible Temperley–
Lieb modules is PE8 = H1⊕H7⊕H11⊕H13⊕H 2,−1⊕H 3,⊕H 3,−1⊕H 4,−1⊕
H 5,⊕H 5,−1 ⊕H 5,⊕H 5,−1 , where j = 2 cos j30 ,  = e
2i
3 ,  = 2i5 , and  = 4i5 .
Proof. The matrix E8 satisﬁes
∗E8E8 =

2 1 0 0
1 2 1 1
0 1 2 1
0 1 1 1

and has characteristic polynomial x4− 7x3+ 14x2− 8x+ 1, the roots of which are 1,
7, 11, and 13. As shown in [11], the positive weight modules listed in the statement
are indeed present in PE8 . Again, using Corollaries 9 and 11 it can be checked that the
dimensions do in fact add to the dimension of the module, precluding the possibility
that there are further irreducible submodules. 
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Appendix A. Quantum numbers
For m an integer and q ∈ C \ {0, 1,−1},the quantum number [m]q is deﬁned to be
(qm−q−m)(q−q−1)−1. The following observation, which can be veriﬁed algebraically,
is useful.
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Lemma 23. For c, d integers, [c]q [d]q − [c − t]q [d − t]q − [c + d − t]q [t]q = 0.
As in [4], we use the following combinatorial notation for quantum numbers.
Deﬁnition 24. For ab non-negative integers,
[a]!q =
a∏
n=0
[n]q and
[
b
a
]
q
= [b]!q[b − a]!q [a]!q .
Appendix B. Modiﬁed Chebyshev polynomials
Deﬁne the polynomials Sn, n0 by
S0(x) = 0, S1(x) = 1 and Sn+1(x) = Sn(x)− xSn−1(x). (B.1)
Proposition 25. Let n1 be an integer.
(1) The polynomials S2n−1 and S2n have degree n− 1.
(2) The leading coefﬁcient of S2n−1 is (−1)n−1; the leading coefﬁcient of S2n is
(−1)n−1n.
(3) The roots of Sn are (4 cos2 jn )−1, j = 1, 2, . . .
⌊
n−1
2
⌋
.
(4) For n2, if  satisﬁes
1
4 cos2 
n+1
<  <
1
4 cos2 
n
then Sk() > 0 for kn and Sn+1() < 0.
(5) The constant term of Sn is 1.
(6) If r, , and z satisfy r + r−1 = z−1/2 =  then [m]r = m−1 Sm(z).
(7) Sn+3(z) = (1− 2z) Sn+1(z)− z2Sn−1(z).
Proof. Items (1)–(4) are proved in [3], item (5) is trivial, (6) is a straightforward
induction using B.1 and 23, and the last identity is a direct consequence of B.1.
Lemma 26. For any positive integer m,
S2m−1(z) =
m−1∑
k=1
zm−k−1S2k−1(z). (B.2)
Proof. This is straightforward to prove by induction, using part (7) of the previous
proposition, along with the fact that
[m+ 1]2r = [2m+ 1]r + [2m− 1]r + [m− 1]2r . 
Lemma 27. For any integer m3, S2m(z) =∑mk=1(−z)m−kS2k−1.
Proof. Also straightforward by induction, using the deﬁnition of S2m. 
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Deﬁnition 28. Deﬁne the polynomials Qk, k1 recursively by
Q0 = 2, Q1 = 1 and Qk+1(z) = Qk(z)− zQk−1(z) for k1.
Proposition 29. Let k1. Then
(1) The leading coefﬁcient of Qk is
{
(−1) k2 2 if k is even,
(−1) k−12 k if k is odd.
(2) The constant term of Qk is 1.
(3) For k3, (1− 2z) Pk−3(z)+Qk−3(z) = 2Sk−1(z).
(4) Qk+3(z) = (1− 2z)Qk+1(z)− z2Qk−1(z).
(5) The roots of Qk are (4 cos2 (2j−1)2k )−1, j = 1, 2, . . .
⌊
k
2
⌋
.
Proof. Items (1)–(4) can be proved easily by induction. To ﬁnd the roots of Qk , ﬁrst see
that the recurrence has general solution Qk(z) = ak−+bk+, with ± = 12 (1±
√
1− 4),
and then use the values of Qk, for k = 0 and 1 to solve for the constants. 
Corollary 30. For k1, Qk(z) = (Sk(z))−1S2k(z).
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