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ABSTRACT 
Ranking documents in response to users' information needs is a 
challenging task, due, in part, to the dynamic nature of users' 
interests with respect to a query or similar queries. We 
hypothesize that the interests of a given user could be similar to 
the interests of the broader community of which she is a part at 
the given time and propose an innovative method that uses social 
media to characterize and model the interests of the community 
and use this dynamic characterization to improve future rankings. 
By generating community interest language model (CILM) for a 
given query, we use community interest to compute the ranking 
score of individual documents retrieved by the query. The CILM 
is based on a continuously updated set of recent (daily or past few 
hours) user-oriented text data while smoothed by historical 
community interest. The user-oriented data can be user blogs or 
user generated textual data.    
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Keywords 
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1. INTRODUCTION 
Ranking is a key step in Information Retrieval (IR) systems. 
Existing ranking algorithms use different approaches to increase 
performance based on similarity computation, social link analysis, 
user behavior data, or personalization (user profiling). Ranking is 
a dynamic problem, namely, user judgments with respect to a 
query may change dramatically over time. We hypothesize that 
the ranking score for each retrieved document in the search result 
should depend on current community interests, for instance, as the 
following formula shows, (ranked by) the probability that the 
community (for the target query) interested in document at a given 
time.  
ܵܿ݋ݎ݁ሺ݀݋ܿሻ ൌ ௜ܲ௡௧௘௥௘௦௧ሺ݀݋ܿ|ܥ݋݉݉ݑ݊݅ݐݕ௤௨௘௥௬, ݐ݅݉݁ሻ 
 
In this paper, we use “community interest” to determine the 
ranking score, and we compute the interest level of the global (or 
local) community in a specific document for a given query at a 
given time. Instead of employing user judgments about what is 
interesting and what is not, we will use user oriented (real-time) 
text data (such as blog postings, news comments or user selected 
news text) to represent users’ interests. By using a topic-modeling 
algorithm, topics of the real-time community interest in the user 
text data are identified as probability distributions over words. 
Each word or topic is then weighted by historical text data from 
the community. At last, the community interest language model 
(CILM) is constructed as a language model for each query to 
represent the current interests of the community. For each 
document in the search results, we also infer a score (using the 
precomputed probability topic models) that is proportional to the 
level of community interest in this specific document given the 
query.  This score is then used for ranking the entire set of 
retrieved results. 
 
 
2. COMMUNITY INTEREST RANKING 
In the Web 2.0 context, users may generate different kinds of text 
data, such as blogs, selected news, and comments that reflect their 
interests. In this paper, we use time sensitive blog data (from blog 
search engine) to represent users, and we also extract dynamic 
computational community interest from language model 
perspective.   
For each popular query (from query log), a list of real-time blogs 
is collected. Latent Dirichlet Allocation (LDA) (Blei, Ng, & 
Jordan, 2003) is used to extract the topics within the collection, 
and each topic is a probability distribution over words. The next 
step is to model the community interest based on the extracted 
topics for ranking. 
 
2.1 Community Interest Language Model 
 
We define community interest (toward each query) as a dynamic 
probability distribution of each candidate topic over each query, 
and each number in this distribution represents the current 
community interest probability of a specific topic given the target 
query. From language model perspective, the final ranking score 
could be the (retrieved) document likelihood given the dynamic 
topic probability distribution for the target query.  
ܵܿ݋ݎ݁ሺ݀݋ܿሻ ൌ ௜ܲ௡௧௘௥௘௦௧ሺ݀݋ܿ|ߠ௤௨௘௥௬,௧௢௣௜௖ି௜௡௧௘௥௘௦௧ሻ 
As mentioned earlier, the candidate topics are extracted from most 
recent blogs generated by users (in the community). In the 
preliminary experiment, we find there are three different kinds of 
topics: 
 
1. Background topic (stoptopic): the topic covers the very basic 
background features of the query. Those words could be 
judged as a query specific stopword list.  
2. Hot topic: there are two types of hot topics for the community; 
first, a topic in which the community is continuously and 
increasingly
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