Abstract-This paper presents a set of circuit techniques to achieve high data rate point-to-point communication over long on-chip RC-limited wire-pairs. The ideal line termination impedances for a flat transfer function with linear phase (pure delay) are derived, using an s-parameter wire-pair model. It is shown that a driver with series capacitance on the one hand and a resistive load on the other, are fair approximations of these ideal terminations in the frequency range of interest. From a perspective of power efficiency, a capacitive driver is preferred, as the series capacitance reduces the voltage swing along the line which reduces dynamic power consumption. To reduce cross-talk and maintain data integrity, parallel differential interconnects with alternatingly one or two twists are used. In combination with a low offset dynamic sense amplifier at the receiver, and a low-power decision feedback equalization technique with analog feedback, gigabit communication is demonstrated at very low power consumption. A point-to-point link on a 90 nm CMOS test chip achieves 2 Gb/s over 10 mm long interconnects, while consuming 0.28 pJ/bit corresponding to 28 fJ/bit/mm, which is much lower than competing designs.
be desirable. For example, a NoC can benefit from circular network topologies, such as torus or folded torus configurations [4] , which require longer interconnects than the standard mesh topology.
Interconnects have an RC-limited bandwidth roughly proportional to the area of the metal cross section and inversely proportional to the squared length [5] . With increasing speeds and reduced metal dimensions, wires are becoming more and more problematic. From a circuit design perspective, a general solution to the limited interconnect bandwidth is the use of repeaters, which make the repeated wire delay linear with length instead of quadratic [5] , increasing the achievable data rate [6] . However, for optimal repeater insertion [5] many repeaters are needed, which costs area and power, and makes floor-planning more difficult as portions of active area all over the chip have to be reserved for large repeater circuits. Moreover, the long chain of inverters also creates a high static variation in delay for different process, voltage and temperature (PVT) corners, limiting the achievable data rate again [7] .
In recent years, alternatives to repeater insertion were proposed in order to decrease the delay of global on-chip interconnects. Many of these techniques also increase interconnect bandwidth and thus the achievable data rate. Current-mode sensing [7] [8] [9] [10] [11] , for instance, decreases the wire delay by a factor of three and increases the bandwidth by the same factor. The equalization techniques in [7] , [10] [11] [12] , referred to as dynamic overdriving or pre-emphasis equalization, also both decrease wire delay and increase the achievable data rate. However, the downside to most of these techniques is a significant increase in power consumption (both static and dynamic power).
During ISSCC 2007, both Ho et al. [13] and our research group [14] independently proposed to use a data transmitter with capacitive coupling to the interconnect, resulting in increased bandwidth and low power consumption due to a reduced voltage swing. In [20] Ho et al. presented more details on their work and provided a qualitative intuitive explanation of the capacitive driver technique. This paper extends our work in [14] . With the use of an s-parameter model, we will analyze the transfer function of RC-limited interconnect showing that an ideal source or load impedance exists for which the transfer function becomes flat, as is desired for inter symbol interference and bandwidth. In the frequency range of interest, a capacitance will appear to be a fair approximation of the ideal source impedance, while also reducing the dynamic power consumption (reduced voltage swing). In order to cope with the lower signal swing, it is important to mitigate cross-talk via twisting [16] and to design a receiver with sufficient sensitivity and speed [15] . We will discuss circuit techniques that achieve this goal at record low power consumption, especially a low offset dynamic sense amplifier and a low-power decision feedback equalizer exploiting analog feedback. Compared to previous publications, this paper also provides more information on the operation of the circuits and the associated power consumption. Moreover, we compare our system with other solutions to demonstrate that we can achieve a higher data rate, while also reducing the energy per bit per mm line length. Recently, we also proposed to use the capacitive driver for Networks on a Chip [19] with shorter line lengths, where bandwidth limitations are less pressing. The main point of [19] is to reduce the power consumption in the lines by reducing voltage swing without requiring an additional supply.
The paper is organized as follows. First, in Section II, an s-parameter model for bandwidth analysis of RC-limited interconnects is derived. Then, Section III addresses methods to increase the achievable data rate. We do this by looking at the termination impedances of the interconnect to derive ideal source and load impedances for a flat transfer. We will also look at an equalization scheme that can further increase the achievable data rate. In Section IV we consider the power consumption of the techniques that are described in Section III and compare them with each other. Section V describes the circuit implementation of the most promising techniques from Sections III and IV and Section VI gives measurement results of a test chip. Finally, in Section VII, the implemented techniques are compared with solutions as found in literature with respect to both speed and power consumption.
II. INTERCONNECT MODEL
The interconnect is RC-limited and the inductance can be neglected as long as the RC time constant is much larger than the L/R time constant , which is true in our case for lines longer than about 0.7 mm ( , and being the wire resistance, inductance and capacitance per unit length) [17] . We will now derive a model for the RC-limited interconnects with which we are able to calculate both the achievable data rate and the power consumption. The communication structure is assumed to consist of a point-to-point bus with all signals traveling in the same direction. Assuming the thick top layers are reserved for clock and power routing, we place the bus in one of the lower metal layers indicated with x (see Fig. 1 ). The metal plates in metal and metal model high density perpendicular interconnects (Manhattan routing style). We further assume high density metal use in all metal layers, thus the interconnect has capacitances to all sides. The width and spacing of the interconnects are chosen to maximize the bandwidth per cross-sectional area (see Fig. 1 ), as derived in [7] and [17] . This is achieved by choosing the width (w) and spacing (s) about equal to the height (h) and vertical spacing (d) of the interconnects (see Fig. 1 ).
The model that we will use in the analysis is given in Fig. 2 . The transmitter is modeled by a voltage source with source impedance and the receiver is modeled by a load impedance . In later sections, we will see how these two termination impedances influence the achievable data rate (Section III) and the power consumption (Section IV). The interconnect and the termination impedances are modeled with s-parameters, as also shown in Fig. 2 . The s-parameters are
with the length of the interconnect, its characteristic impedance, and the propagation constant:
With this s-parameter model, the transfer function from to can readily be calculated [17] :
From the transfer function, the impulse response can be calculated (inverse FFT) and from the impulse response the symbol response of the interconnect (convolution of impulse response and symbol). From the symbol response in turn, the worst-case eye-height of [see Fig. 2 (c)] can be determined with the same method as used in [7] . For higher data rates, the worst-case eye-height will become smaller and eventually become zero. If the minimum eye-height that is needed at the receiver side to reliably detect the transmitted symbols is known, the achievable data rate can be determined, as done in the next section. Although the calculation procedure is reasonably straightforward, deriving analytical expressions is intractable. Therefore, we resort to numerical simulations to evaluate the achievable data rate. We will use data from a 90 nm CMOS process with 7 metal layers which is also used for our test chip (see Section VI). We used metal 4 as in Fig. 1 , with a width of 0.54 m and a spacing of 0.32 m between neighboring interconnects, and derived k mm and pF/mm from measurements [17] . The length of interconnects is chosen to be 10 mm, which represents a typical global interconnect and allows for easy comparison with prior work.
III. ACHIEVABLE DATA RATE

A. Termination Schemes
In this section, we will look at the achievable data rate as a function of the source and load impedance. First, we will look at the case where the interconnect is driven by an inverter and also the receiver consists of an inverter. Supposing the drive-inverter is large enough, we can model the transmitter with a small resistive source impedance and the receiver with a capacitor, as shown in Fig. 3 (a). We will call this the conventional termination scheme. The worst-case eye-height of this scheme, relative to the input swing, has been calculated as discussed in the previous section and is shown in Fig. 4 . If we assume that about 10 mV eye-opening is needed for detection and 1 V corresponds to 100%, we can roughly use data rates up to an eye opening of 1E-2 (the exact assumption is not critical as the eye-opening curves fall off steeply). The achievable data rate is about 0.5 Gb/s for the conventional termination scheme. In this case the 3 dB bandwidth is about 62 MHz, and we see the eye opening gradually drops above that bandwidth.
If current-sensing is used [7] [8] [9] [10] [11] , the load impedance is not capacitive anymore, but a small resistor [ Fig. 3(b) ]. The resulting worst-case eye-height curve in Fig. 4 shows almost three times increase in achievable data rate. Of course, due to the low load impedance, the maximum value of the eye-height at low data rates is smaller than with the conventional scheme (resistive division).
Another way of increasing the achievable data rate is to use the capacitive transmitter of Fig. 3 (c) [13] , [14] . Now, the achievable data rate has increased about three times, slightly more than for current-sensing, again at the cost of a reduced maximum voltage swing.
What we can learn from Fig. 4 is that by choosing a suitable load impedance or a suitable source impedance, the achievable data rate can be increased significantly. We will use this result in the next paragraph.
B. Ideal Termination Schemes
We have seen that by choosing either a resistive load impedance or a capacitive source impedance, the achievable data rate can be increased. The question can be asked: what are the theoretically ideal termination impedances? As large bandwidth without inter-symbol interference is desired, we aim for a flat transfer function with linear phase (no dispersion, only delay ), i.e., (7) For a fixed load impedance, we can find the ideal source impedance , for which the transfer function of the interconnect is equal to . If we assume that the receiver is a small capacitive load, thus , we find the of Fig. 5 , assuming fF, ns, and . For (not shown), the ideal source impedance is a negative resistance over a large frequency range, which intuitively makes sense as it should compensate the resistive losses in the line. Interestingly, for , the ideal source impedance resembles a capacitor for the lower frequencies, which explains the results of the previous paragraph. As the ideal source impedance is not equal to a capacitor anymore for frequencies roughly above 200 MHz, the transfer does not remain flat, which explains degrading eye openings in Fig. 4 above 200 MHz.
Of course, we can also fix the source impedance, for instance use a small resistor , and calculate the ideal load impedance. We now find, with ns, and , that the ideal load impedance resembles a negative capacitance. If we choose , the ideal load impedance for the lower frequencies resembles a resistance of about 233 (see Fig. 6 ). This again holds roughly up to 200 MHz. Again, this is in agreement with the previous paragraph, where a small current-sensing resistance as load impedance increases the achievable data rate by about a factor of three compared to the conventional termination scheme.
If we change the nominal delay we still see a capacitoralike optimum and resistor-alike optimum , but the difference between amplitude and phase of the practical case (capacitor/resistor) compared to the theoretical optimum varies, where amplitude deviations and phase deviations can be traded to some extend. We chose ns as it is close the actual delay found for Fig. 3(b) and 3(c) .
Whereas the theoretical improvements for a capacitive driver and current sensing receiver are similar (a factor 3), the practical implementation problems are quite different, potentially impairing the achievable improvement. To realize a current-sensing amplifier with low-ohmic input impedance , large and hence significant static bias current is needed (e.g., 1.5 mW to realize [7] ). A capacitive driver does not need such high , but has other implementation challenges, e.g., to realize a well defined DC-bias after capacitive AC-coupling and equalize the DC and AC-path. In Sections IV and V we will address these issues and show that these problems can be solved in a robust and power efficient way.
C. Equalization
A capacitive transmitter increases the bandwidth of the interconnect, but we can even improve the performance further using equalization at the receiver. In [14] we proposed to use decision feedback equalization (DFE), and will show here that this can be implemented at very low power penalty. DFE is well known in other communication areas, for example in inter-chip communication [18] . Fig. 7 shows two alternative implementations of DFE. At the receiver a decision is made by a comparator or sense amplifier whether the received symbol is a 'one' or a 'zero'. The result of this decision is fed back to the end of the interconnect via a filter. This filter can be either discrete-time [ Fig. 7(a) ] or continuous-time [ Fig. 7(b) ] and is used to remove the long tail from the symbol response, as also shown in Fig. 7 (c) and 7(d). A simple analog RC-feedback filter is used here because it fits almost perfectly to the dominant RC low-pass response of the line [see the solid line in Fig. 7(b) ]. A discrete-time version of this filter would require many taps and cost more power consumption.
The worst-case eye-height for a scheme with a simple capacitive transmitter and DFE at the receiver with continuous-time feedback is shown in Fig. 8 along with the situation where only a capacitive transmitter is used (without DFE). The figure shows that the DFE equalization makes higher data rates possible, provided that the receiver can cope with small relative eye-height (e.g., 50% increase in data-rate for a relative eye-height of 0.05). In the next section we will show that this can be done at very small power penalty.
IV. ENERGY CONSUMPTION
The previous section showed that by choosing suitable termination impedances, the achievable data rate can be increased. In this section, we will compare these solutions in terms of power consumption. We aim at minimum energy consumption and hope to spend energy only when useful information is transferred. Therefore, we will look at the energy per bit. We will plot this energy per bit as a function of data activity or transition probability . Ideally, we would like the energy per bit to be linearly dependent on with zero energy consumption if (no static power consumption). Fig. 9 shows the energy consumption for the three different schemes shown in Fig. 3 , assuming a binary (zero-mean) Markov source as derived in [17, pg. 37-38] .
Note that the DFE equalization is not included in the figure. The reason for this is that it can be used in combination with all other termination schemes and adds only very little extra power (about 0.02 pJ/bit, see Section VI). Fig. 9 shows that only the resistive termination scheme (current-sensing) has a large static energy consumption, as it requires a static current to maintain a non-zero voltage across a resistor. Still it is more energy efficient than a conventional scheme with high swing along the whole line, except for very low , where static power dominates. The capacitive transmitter scheme has the lowest energy consumption (lowest slope and no static energy consumption). From Fig. 9 it can be concluded that the capacitive transmitter scheme has much lower energy consumption than the resistive termination scheme, although both increase the achievable data rate by about the same factor. There are two reasons for this lower energy consumption. The first is the static energy consumption of the current-sensing scheme that is not present in the capacitive transmitter scheme. This is because there is a resistive path from to ground in Fig. 3(b) , which lacks in Fig. 3(a) and 3(c) , leading to a static current of about 0.3 mA for a static 1 or 0 ( divided by the total series resistance of about 2 Kohm). This leads to at least mA Gbps static energy dissipation for current-sensing. If the current-sensing amplifier is not modeled by a simple resistor but with a transconductor (e.g., and inverter) with resistive feedback, substantial current is also needed to realize sufficient transconductance to create low-ohmic current-sensing. The second reason for the attractiveness of the capacitive transmitter is the associated lower voltage swing on the interconnect, which reduces dynamic power. Although for both cases, the voltage swing at the receiver end of the interconnect is the same, the capacitive transmitter scheme has this low voltage swing along the entire interconnect, while the resistive termination scheme has a linearly increasing voltage swing towards the transmitter. This is shown in Fig. 10 , where the voltage step responses of both schemes are given for different positions along the interconnect.
V. CIRCUIT IMPLEMENTATIONS
Our goal is to achieve a high data rate over 10 mm on-chip interconnects, aiming at minimal area and energy consumption. We chose to implement the capacitive transmitter in combination with decision feedback equalization (DFE) at the receiver, as in this way a high data rate is possible with minimal energy consumption.
We use thin wires for optimum bandwidth per area [7] : Metal4 lines of 0.54 m width and 0.32 m spacing in a 90 nm technology. We used minimum sized inverters consisting of a 0.72/0.1 pMOS and 0.24/0.1 nMOS transistor. In order to be robust against crosstalk from wires in other metal layers and against supply and substrate noise, we make use of differential interconnects. If wires cross orthogonally, the effective coupling capacitance is small, and the differential receiver can handle the resulting common-mode cross-talk. Crosstalk from neighboring interconnects belonging to the same bus is minimized by alternatingly placing one or two twists in the differential interconnects, as analyzed in [16] . Running full-swing lines in parallel to low-swing lines might cause problems, and some kind of shield at the edge of the bus might be needed, causing only a relatively low area overhead for wide busses.
A. Capacitive Transmitter
The transmitter circuit is implemented as shown in Fig. 11 . The series capacitance is made with an nMOS transistor. Due to the thin gate oxide, the area of the capacitor can be kept rather small compared to the area of the interconnect. A possible problem of the capacitive transmitter is the ill-defined DC potential on the interconnect. In order to define this DC potential for high and low , a voltage-controlled current source with current is added at the transmitter side and a resistance at the receiver side. If switches between 0 and , switches between and . The low frequency voltage swing on the interconnect is thus , which is chosen at . By choosing small (narrow NMOST) and large (narrow long PMOST), the static energy consumption is kept small. We chose and k , which renders about k swing at a current which is switched between 0 and 6 . For a differential line, one current is on while the other is off, so a total continuous bias current of 6 . For gigabit communication this leads to a negligible power overhead, e.g., Gbps), while the dynamic power consumption is in the order of 0.15 pJ/b for 50% transition probability.
With this setup, the transfer function at low frequencies is controlled by and , while at high frequencies the capacitive path via and dominates. The question may now arise how we can match the low-and high-frequency transfer functions and get a smooth transition. To get some first order insight, we analyzed the frequency transfer function of the RC line driven by both the current source and capacitive driver. If we assume that the interconnect can be approximated by a first-order RC model with an equivalent resistance of and an equivalent capacitance of , the transfer function from to in Fig. 11 is shown in the equation at the bottom of the page.
This transfer function has two poles and a zero. In order to get a first-order RC response, but now with extended bandwidth, the has to be chosen as For small and , this equation can be approximated by Thus, to match the low-and high-frequency transfer function, the two time constants and should be equal, with the source capacitance and the total capacitance of the interconnect. Simulations showed that inequality of the time constants has only a modest effect on the eye-opening, so that process variations can be tolerated if nominally equal time constants are chosen at design time.
The total area of the transmitter is 226 m , where about 100 m is used for two MOSFET-line-driver capacitors, each fF. This is 5 times smaller than the metal capacitors used in [20] (40 20 metal tracks to implement a capacitive line driver, taking already about 480 m ). It comes at the cost of a more nonlinear capacitor, but eye diagram simulations show that the linearity of the capacitance is not very critical. Thus, a MOS capacitance with much higher capacitance/area can be used instead of metal-metal capacitance.
B. Sense Amplifier With Decision Feedback
Due to the reduced signal swing and high data rate, a sensitive receiver is needed. We implemented these receiver circuits as dynamic circuits to realize low power consumption, as shown in Fig. 12 .
The left part of the circuit constitutes a clocked comparator, often also called a 'sense amplifier based flip-flop'. It only consumes power during a short time after a clock edge ("dynamic circuit"). Compared to traditional topologies, charge kick-back is reduced because there is an extra MOS transistor between the Di and So nodes, acting as a shield [15] . The sense amplifier can work at high common mode input voltage with a low offset and high speed (18 ps setup+hold time), as described in more detail in [15] . The SR-latch behind the sense amplifier is used to convert the dynamic (pre-charged) signals at the SO nodes to static CMOS signals that are valid for a whole clock-period. The outputs of the SR-latch are directly used to drive a low-pass RC filter for the DFE. The feedback voltage from the low-pass filter is coupled back into the sense amplifier via a second differential input stage, as shown on the right of Fig. 12 . The DFE gain-factor "A" in Fig. 7(b) is defined by the transconductance-ratio of the feedback and main amplifier, based on: 1) the attenuation of the capacitive divider; 2) the ratio of the desired sample and ISI point [see Fig. 7(c)] . A 'dynamic' differential feedback pair is used with a switched tail current, so again no power will be consumed when the clock is inactive. The fact that the feedback output is full-swing, while a differential pair is usually only linear over a small input range, poses no real problems in this circuit if it is dimensioned properly. The linear range of the feedback differential pair is maximized by giving the transistors a high overdrive voltage (meaning small W and large L). The fact that the tail MOST operates in its triode region also helps to increase the input range, as the of the tail transistor acts as a degeneration resistance when only one of the two transistors of the differential pair is active.
The feedback gain-factor A can be controlled by the tail-current of the feedback differential pair. Usually, it is sufficient to set this gain-factor at design-time, through proper dimensioning of the clocked tail transistor. If desired, the tail-current can also be controlled at run-time, for example through a current-mirror configuration, as shown with the dashed transistors in Fig. 12 .
The components that determine the time-constant, the resistor and capacitor, can be implemented in various ways, but we aimed for small area consumption. That is why the resistors and capacitor producing (see Fig. 12 ) have been implemented with MOS transistors, with pass-gates and antiparallel gate-capacitances respectively. The gate-capacitances of a MOST have a very high capacitance per area, but are also quite nonlinear due to the channel-capacitance. The use of an antiparallel configuration reduces the nonlinear effects to tolerable levels.
The total area of the receiver is 117 m with 32 m for the DFE part. The simulated power consumption is 0.12 pJ/b with 0.02 pJ/b for the DFE part at 2 Gbps.
C. Clocking Strategy
Both the capacitive transmitter and the sense amplifier with DFE require a clock, and hence a clocking strategy is needed to align the receiver to the eye of the incoming data. In principle a source synchronous clocking strategy can be used, where the clock is sent along with the data over an additional wire-pair. This is shown in [19] where we proposed a transceiver system for capacitively driven 2 mm long lines for a NoC. In this case a full-swing clock is used and the line losses are low enough to allow a single inverter to restore a full-swing clock, especially when a half-rate clock can be used [19] . Here, we use 10 mm long lines with much more high-frequency loss so that an attenuated sine-wave-like signal would result at the clock receiver. Restoration to a full-swing square-wave clock with a cascade of inverters is challenging in this case, as delay uncertainties for instance due to random offsets "eat" into the available eye width. In this case the use of a local copy of the global clock seems more attractive, where an appropriate skew depending on the line length is implemented at design-time, to align the receiver to the middle of the eye. We will show in the measurements section that the eye width in the receiver is large, leaving quite some margin for random spread of the clock skew. 
VI. MEASUREMENTS
A demonstrator IC was fabricated in a CMOS 90 nm process. The chip micrograph is in Fig. 13 . An external pattern generator/analyzer is used for data generation and BER measurement. The receiver clock is generated externally in order to adapt its phase to the eye position and be able to measure eye widths. Eye-diagrams are measured via 50 output buffers that are connected to the output of a differential interconnect.
The measured interconnect parameters are k mm and pF/mm for a differential interconnect. A measured eye-diagram for the capacitively driven line at a data rate of 1 Gb/s is shown in Fig. 14. The measured BER at the edges of the eye is also shown. The BER drops rapidly below a clock skew of 150 ps and above 180 ps, giving an eye-opening of 670 ps. Data rates up to 1.35 Gb/s are achieved without decision feedback equalization (DFE) at the receiver side (DFE-gain control current
). The one-offset of the total transceiver is 11 mV, measured over 20 samples. Due to this offset, not all samples achieve 1.35 Gb/s, but all samples do achieve a slightly lower data rate of 1 Gb/s. If desired, area up-scaling could further reduce the offset at the expense of power [15] . Offset compensation schemes can be a good alternative if the application allows for the added complexity, which is probably not the case for most on-chip buses. However, simulations over process corners indicate that the circuit is robust to PVT variations at a rate slightly lower than the maximum achievable data rate. Data rates up to 2 Gb/s are measured with DFE. Note that DFE reduces ISI, making the system less vulnerable to offset. Fig. 15 shows that DFE improves the eye-opening for a wide range of . In an application can therefore be fixed at design time. The measured energy consumption at different data rates is shown in Fig. 16 . With random data at 2 Gb/s, only 0.28 pJ/b is dissipated. The energy dissipation of 0.12 pJ/b at zero data activity is mainly due to the energy consumption in the sense amplifier, which has large transistors to get a low offset. Clockgating can be used to eliminate its energy consumption during inactive periods. The DFE part of the circuit requires less than 7% of the total transceiver power, while it increases the achievable data rate here with a factor 1.5.
VII. COMPARISON
We will now compare the results of our demonstrator IC with other solutions found in literature, considering both the achievable data rate and the energy consumption. The energy consumption depends roughly linearly on the line length as line capacitance scales linear with line length. For a meaningful comparison, we will divide the energy consumption by the line length. As the bandwidth of RC-limited interconnects depends inversely on the square of the line length, we will divide the achievable data rate by the squared line length. As data rate can be increased by using more cross-sectional area (either by using parallel wires or increasing the bandwidth by reduction of the wire resistance), it makes sense to divide the achievable data rate by the cross-sectional area of the interconnect [7] . The cross-sectional area is defined as with w the width of the interconnect, s the spacing, h the height of the interconnect and d the vertical spacing to other metal layers (see Fig. 1 ). For those papers where the parameters s, h and d are not given, they are estimated based on IC technology parameters from a similar process. Fig. 17 compares the energy per bit per mm line length achieved by different published designs. On the x axis the achievable data rate divided by the cross-sectional area and multiplied by the length squared is indicated and on the y axis the energy consumption per transmitted bit divided by the length. The figure shows that the transceiver as presented in this paper has both a high normalized data rate and much lower energy consumption than all other previous proposals.
Recently, we proposed to use the capacitive driver for medium length interconnects for Networks on Chip [19] . Simulations for 2 mm line length predict an achievable data rate of 9 Gbps at similar energy per bit per mm as the transceiver published in this paper. This is faster and more power efficient parameter not given in the paper; estimated values based on typical technology data than achieved with a multi-VDD low-swing design in the same technology [19] , while only requiring a single supply voltage.
VIII. CONCLUSION
To explore limits of increasing the achievable data rate of RC-limited interconnects, theoretical ideal source and load impedances for a flat transfer function with linear phase (pure delay) were derived, using s-parameters to model the interconnects. Either a capacitance as source impedance, or a resistance as load impedance increase the achievable data rate by a factor of three. Both variants come close to the theoretical ideal termination impedances. However, with respect to power consumption, a transceiver that uses the capacitive transmitter outperforms a transceiver that uses a resistive load as both its static and its dynamic power consumption are lower. To further increase the achievable data rate, DFE can be used at the receiver. By using an analog feedback filter, DFE only costs little extra area and power. We presented experimental results for a 90 nm CMOS transceiver chip incorporating the mentioned techniques to communicate over 10 mm lines with a small cross-sectional area of about 1 m . We achieve error free operation at 2 Gb/s, comparable to the fastest solutions found in literature, but at a much lower power consumption of 0.28 pJ/bit corresponding to 28 fJ/b/mm (see Fig. 17 ).
