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Abstract
Until recently, accurate estimates in radiometry using geometrical optics were jus-
tified because of the use of optical frequencies and large apertures. Nevertheless
in modern radiometry, due to the increased interest in longer wavelengths and the
improvement of experimental accuracy, geometrical optics cannot provide accurate
enough estimates for experimental purposes. Initially the accuracy was improved
by using the Fresnel approximation for the calculation of physical flux. Obviously
this approach includes all the common approximations of scalar diffraction theories,
namely scalar field, infinitely thin aperture and perfectly absorbing screen. There-
fore, a more accurate model is introduced that accounts for the vector nature of
light, finite thickness for the aperture and infinite conducting screen which is a
good approximation because of the use of longer wavelengths. The application of
this model, as well as abandoning the single wavelength approximation, results in
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This research was initiated by the interest of the National Physical Laboratory
(NPL) in absolute radiometry. One of the specific research areas in NPL is optical
radiation applications, where cryogenic radiometers are used for the measurement
of optical radiation. NPL’s cryogenic radiometer is the primary standard for the
measurement of optical radiant power and its principle of operation is based on
the substitution technique, namely the optical power incident on the absorbing cav-
ity is compared with the electrical power required to heat the cavity to the same
temperature [3].
Further development of radiometers towards an absolute radiation detector would
link optical scales to a fundamental physical constant. In NPL current research is be-
ing conducted in order to accurately measure that fundamental physical constant i.e.
the Stefan-Boltzmann constant which can be calculated by the Stefan-Boltzmann
equation
M(T ) = gσSBT
4, (1.1)
where M(T ) is the optical power emitted by a black body at temperature T , σSB
is the Stefan-Boltzmann constant and g is a geometric factor determined by the
solid angle of view. Towards the accurate measurement of the Stefan-Boltzmann
constant the absolute radiation detector experiment uses a black body as the abso-
lute source of radiation and a cryogenic radiometer to measure the optical power.
Using Eq.(1.1) we can measure σSB and therefore the performance of the cryogenic
radiometer against a fundamental constant instead of just comparing optical and
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electrical power. Therefore the primary scale for optical power would be linked to a
fundamental constant for the first time. Fig.(1.1) shows a schematic of the exper-
iment and Fig.(1.2) the practical realisation of the absolute radiation experiment.
The basic elements of the experiment as seen in Fig.(1.1) consist of a black body
Figure 1.1: Schematic of the ARD experiment. Taken from [1]
and a radiometer separated by two apertures.
The first aperture is quite large and is defined to act as a Lambertian source
(a source whose irradiance is independent of the viewing angle) so that the effects
of diffraction on the second aperture are reduced. The second aperture defines a
solid angle of the illumination and therefore the radiance incident at the detector.
Currently, the radiance incident at the detector is estimated by the use of geomet-
rical optics. Any deviation from the flux expected to reach the detector assuming
geometrical optics from the physical flux, introduces errors which need to be quan-
tified in order to correct the expected value recorded by the detector and improve
the accuracy of the measurement.
In the past, use of optical frequencies and large apertures (tens of millimetres)
could justify estimations on geometrical optics. Nowadays in modern radiometry,
because of an increased interest in longer wavelengths and the continuous improve-
ment in experimental accuracy, diffraction effects have gained importance since very
small deviation from geometrical optics contributes significantly to the errors of the
experiments. When the ratio of the aperture size to the wavelength decreases to 1000
or less, this deviation becomes dominant and the geometries used in radiometry are
17
Figure 1.2: Practical realisation of the ARD experiment. Taken from [1]
in the Fresnel regime.
In a preceding study [2] the Fresnel approximation was used to calculate the de-
viation from geometrical optics. However, this approach includes significant approx-
imations such as the use of scalar diffraction theory, the consideration of an infinitely
absorbing screen and an infinitely thin aperture. Therefore, although more accurate
than using geometrical considerations only, there is a lack of a rigorous diffraction
calculation that accounts for the vector nature of light. In this work we develop
a diffraction model that encompasses the vectorial nature of light, finite thickness
for the aperture and infinite conducting screen which can be a good approximation




The phenomenon known as diffraction1 plays a role of utmost importance in the
branches of physics that deal with wave propagation. The term diffraction has been
defined by Sommerfeld [6] as “any deviation of light rays from rectilinear paths
which cannot be interpreted as reflection or refraction”.
The first reference to diffraction phenomena appears in the work of Leonardo da
Vinci (1452-1519). However, the first accurate description for diffraction was made
by Grimaldi [7] (1665) who observed that the transition from light to shadow on an
observation plane after the light passed through a hole on a screen, is rather gradual
than abrupt. The initial step in the evolution of a theory that would be able to
explain such phenomena was made by Christiaan Huygens in 1678. Huygens [8] ex-
pressed the intuitive conviction that if each point on the wave front of a disturbance
was considered to be a new source of a secondary spherical disturbance, then the
wavefront in the next instant could be found by constructing an envelope over all
the secondary wavelets.
Progress for the further understanding of diffraction was stopped throughout
the entire 18th century because Newton, who was the great authority of his times,
favoured the geometrical theory of light. It was not until 1804 that further significant
advance occurred. Thomas Young [9] set the wave theory of light in a more solid
basis by introducing the concept of interference.
The ideas of Huygens and Young were brought together in 1818 in the memoir
of Augustin Jean Fresnel [10]. By assuming that the secondary wavelets introduced
by Huygens could mutually interfere, Fresnel managed to calculate the distribution
of light in diffraction patterns with excellent accuracy. This combination of Huy-
gens’ construction with the principle of interference is called the Huygens-Fresnel
principle. In 1860 Maxwell identified light as an electromagnetic wave, but it was
not until 1882 that the ideas of Huygens and Fresnel were put together on a mathe-
matical background by Kirchhoff [11]. He succeeded in showing that the amplitudes
and phases ascribed to the secondary sources by Fresnel were logical consequences
of the wave nature of light. Kirchhoff based his mathematical formulation upon two
1The information for the historical background were mainly taken from [4] and [5]
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1.1 Diffraction theory
assumptions about the boundary values of light incident on an aperture placed in
the way of propagation of light. These assumptions proved to be inconsistent as
shown by Poincare´ in 1892 [12] and as a result of these criticisms Kirchhoff’s formu-
lation should be regarded as a first approximation to the solution of the boundary
value problem although under most conditions (large aperture compared to the
wavelength, observation point not close to the aperture) it can yield in some cir-
cumstances accurate results compared with the experiment.
Kottler [13, 14] attempted to resolve the contradictions caused by Kirchhoff’s
boundary conditions by reinterpreting these conditions as a saltus problem, where
saltus is a Latin word which means a discontinuity or a jump of a function.
Kirchhoff theory was also modified by Sommerfeld, who eliminated one of the
assumptions concerning both the field and its first derivative at the boundary by
choosing an appropriate compound Green’s function. The modified approach is
called the Rayleigh-Sommerfeld diffraction theory [6, 15, 16, 17].
These diffraction theories share a common approximation: they consider light
to be a scalar phenomenon neglecting the fundamentally vectorial nature of the
electromagnetic fields. Such an approach neglects the fact that at the boundaries the
various components of the electric and magnetic field are coupled through Maxwell’s
equations and thus cannot be treated independently. The first rigorous solution of
a vector diffraction problem was given by Sommerfeld [18] in 1896, when he treated
the two-dimensional case of a plane wave incident on an infinitely thin, perfectly
conducting half plane. Many other solutions with numerous techniques to certain
vector diffraction problems have been developed since then and some of these will
be discussed in the section on vector diffraction.
1.1.1 Scalar diffraction
In this section we describe briefly the various scalar diffraction theories that exist in
literature. We start with the well known Kirchhoff and Rayleigh-Sommerfeld diffrac-
tion theories describing their mathematical background and how the latter solved
the inconsistency problems of the first. Then, we mention the different approach
of scalar diffraction expressed by Young’s interpretation: the boundary diffraction
wave. We also discuss about Kottler’s approach for overcoming Kirchhoff’s the-
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ory inconsistencies and finally we briefly mention a different approach using the
variational principle.
Kirchhoff and Rayleigh-Sommerfeld diffraction theories
In this section we follow the discussion of [19]; we also do not give proofs of the
expressions we discuss since our purpose is to outline the key points of the underlined
theories. More extensive discussion can be found in [4, 5, 20].
The basis for the Kirchhoff and Rayleigh-Sommerfeld scalar diffraction theories












































where U(P ) is the disturbance on the observation point P , U(Pap) is the disturbance
but at a point in the aperture, n is the aperture normal pointing in the positive z
direction, k the wavenumber and S1+S2 is a closed surface containing the aperture
A. S1 corresponds to the planar part (necessarily for Eq.(1.3)) whereas S2 to the
spherical part. This construction is shown in Fig.(1.3).
Eqs.(1.2) and (1.3) are nothing more but different manifestations of the Helmholtz
theorem [21] (due to different boundary conditions as we shall see), which expresses
the Huygens principle in terms of the scalar function U and its normal derivatives,
assuming that it is continuous and twice differentiable with continuous derivatives
and obeying the homogeneous wave equation
∇2U + k2U = 0, (1.4)













Figure 1.3: Geometry of the plane aperture diffraction problem.
theorem, boundary conditions must be applied for U on S1 + S2.
Kirchhoff assumed “a black screen which neither reflects nor transmits light”
therefore the incident light vanishes on the screen and is equal to the unperturbed
incident field Ugeom inside the aperture. Thus,






, ∀Pap ∈ A (1.5a)
U(Pap) = 0 and
∂U(Pap)
∂n
= 0, ∀Pap /∈ A. (1.5b)
Eqs.(1.5) and the use of the radiation condition for the surface S2 reduce Eq.(1.2)
to the well known Kirchhoff diffraction formula, where the integration area S1 + S2
is reduced to the aperture A and U(Pap) is replaced by Ugeom(Pap). Poincare´ showed
that Kirchhoff’s solution contradicts itself since the boundary conditions, Eqs.(1.5),
cannot be reproduced as P approaches the aperture and therefore is mathematically
flawed [12, 22].2 This stems from the overspecification of the problem since both
2Marchand and Wolf in [23] prove that Kirchhoff’s diffraction theory is a rigorous solution to
a certain boundary-value problem that has a clear physical meaning. This new interpretation is a
direct consequence of the Rubinowicz theory [24] of a boundary diffraction wave. They also suggest
an extension to include in Kirchhoff’s theory, apertures with dimensions of the order of magnitude
or smaller than the wavelength of light.
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Dirichlet and Neumann boundary conditions must be satisfied.
Sommerfeld [6, 17] realised that and tried to remedy the problem by deriving
Eqs.(1.3) which require only the boundary values for U or ∂U/∂n. The result was
the two Rayleigh-Sommerfeld diffraction integrals, similar to Eqs.(1.3) but with























where the Rayleigh-Sommerfeld diffraction integral of the first kind provides the
solution to the Dirichlet boundary value problem, whereas that of the second kind
provides the solution to the Neumann boundary value problem. Sommerfeld did
not explicitly associate his theory with the diffraction of polarised light but offered
a solution of a mathematically improved version of Kirchhoff’s formula. On the
other hand, Rayleigh [15, 16] emphasised that the screen must be a perfect metal-
lic reflector so that the Sommerfeld boundary conditions relate to s (first kind)
and p (second kind) polarised incident light. Furthermore, it should be noted that
Kirchhoff’s solution is the arithmetic mean of the Rayleigh-Sommerfeld solutions.
In [25], Wolf and Marchand have shown that under the condition kaÀ 1 where
k is the wavenumber and a the radius of the aperture, the predictions as to the
behaviour of the far field on the basis of the inconsistent Kirchhoff theory and on
the basis of either of the two consistent Rayleigh-Sommerfeld theories (these expres-
sions do recover the boundary conditions [26]) differ from each other by inappreciable
amounts. No simple comparison can be made in any other case. However in both
formalisms the assumed values do not take into account the diffraction at the aper-
ture, and therefore, do not correctly represent the true physical field in the aperture
plain. Although neither of these theories predict accurately the field in the aperture
and in its immediate vicinity there is evidence [23] that the Kirchhoff’s theory gives
results that are in closer agreement with the experiment.
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Young’s interpretation to diffraction: the boundary diffraction wave
Theoretical studies of diffraction of light by an obstacle whose linear dimensions are
large compared to the wavelength are almost exclusively based on the classical prin-
ciple associated with the names of Huygens and Fresnel. A different physical model
for diffraction was suggested by Young [27] prior to the appearance of Fresnel’s
memoir [10] on this subject. Young assumed namely that the aperture produces,
first of all, a disturbance predicted by geometrical optics. Only the light rays which
hit upon the diffractive edge are scattered, thus generating the diffractive wave. The
diffraction phenomenon arises then from an interference of the contributions of the
different elements of the diffracting edge with each other and the disturbance pre-
dicted by geometrical optics. But because of the early success of Fresnel’s theory and
also because the ideas of Young were only formulated in a rough qualitative manner,
Fresnel’s theory soon dominated the field and Young’s explanation of diffraction has
been forgotten.
Maggi [28] in 1888 and Rubinowicz [24] in 1917 showed independently that in
the case of diffraction by an aperture in an opaque screen the Kirchhoff diffraction
integral may be decomposed into the sum of two terms: one term represents a wave
originating from every point on the boundary of the aperture (called the boundary
diffraction wave) and the other represents a wave propagated through the aperture
in accordance with the laws of the geometrical optics (called the geometrical wave)3.
Maggi and Rubinowicz showed the correctness of Young’s ideas but their analysis
was restricted to cases when the incident wave is plane or spherical.
The conclusion of this development was three papers, two by Miyamoto and Wolf
[30, 31] and one by Marchand and Wolf [32]. In [30, 31] the authors succeeded in
proving that even in the case of an arbitrary incident wave the splitting of the scalar
wave into boundary and geometrical waves is possible under Kirchhoff’s diffraction
theory, whereas in [32] it was proved for the Rayleigh-Sommerfeld diffraction theory.
In conclusion, Young’s ideas are just a different approach to the diffraction problem
discussed by Kirchhoff, the solution provided by both approaches are completely
equivalent.
3The equivalence of the formally different solutions of Maggi and Rubinowicz was first noted
by Kottler [13] and [29]
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Kottler’s theory of diffraction by a black screen
In Kirchhoff’s diffraction theory a mathematical formulation was developed to ex-
press the Huygens-Fresnel principle. The mathematical formulation of his theory is
based on two assumptions about the boundary value of the light distribution inci-
dent on the surface of an obstacle placed in the path of propagating light. As we
saw before these assumptions were proved to be inconsistent.
Instead of regarding Kirchhoff’s solution of the diffraction problem by a black
screen as a good approximation to a boundary value problem, Kottler [13, 14] tried
to show that it is not the exact solution of a boundary value problem but of a saltus
problem using the above mentioned Maggi-Rubinowicz theory. These discontinuities
are in accordance with the saltus of the field values at the boundary of the aperture
and its normal derivatives Eqs.(1.5) and also these jumps give the definition of
blackness for the screen.
The solution of this problem gives the same result as Kirchhoff derived for the
diffraction of the black screen. Kottler’s solution would have the advantage to
be the exact solution by solving exactly a saltus problem, whereas in Kirchhoff’s
solution the boundary values given to the problem proved to be inconsistent with the
solution. Unfortunately, Asvestas in 1975 [33] showed that even Kottler’s approach
is inconsistent as it does not satisfy the boundary conditions of the problem for a
point on the edge of the aperture.
Variational formulation of diffraction problems
The diffraction of sound-waves is usually treated approximately on the assump-
tion that the dimensions of the obstacle or aperture are small compared with the
wavelength, whereas the exact opposite normally occurs in optics and the results
are accordingly very different in character. The development of short-wave radio
made it necessary to investigate problems in which the obstacle or the aperture has
dimensions comparable with the wavelength and neither of the classical approxima-
tions apply. In the absence of rigorous solutions for large ranges of frequencies4,
4Bouwkamp [34] presented in 1941 an exact theoretical analysis of the problem of diffraction of
a scalar plane wave by a circular aperture, based on the construction of normal solutions of the
wave equation, which is separable in oblate spheroidal coordinates. At short wavelengths though
the computations are progressively more difficult, owing to slow convergence of the series involved.
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Levine and Schwinger [35], have devised a variational method based on the integral
equations already considered [36]. In this way they solved numerically the problem
of diffraction of plane waves of normal incidence on a circular aperture for values
0 < ka < 2pi. This solution although it gives excellent results [22] is restricted only
to incident plane waves, circular apertures and for small values of ka. In [37] the
same authors developed a second variational principle which is accurate for large
values of ka.
1.1.2 Vector diffraction
In this section we introduce the various vectorial diffraction theories developed in
the 20th century. We start with the Stratton-Chu diffraction theory which possessed
similar problems of overspecification as the Kirchhoff diffraction theory. These prob-
lems are overcome in the so called m- and e- theories. We present next another family
of solutions which do not employ vectorial equivalents of the Kirchhoff method and
are valid for small apertures. Finally, we discuss the vectorial equivalent of the
variational method.
Stratton-Chu diffraction theory
We follow the discussion in [38] for this section. The solution of a diffraction problem
is called rigorous only if it satisfies Maxwell’s equations both outside and inside
the diffractive object and if it satisfies the boundary conditions on the surface of
the object. Such a solution can be found only for special shapes of diffracting
objects, and certainly only if the wave equation can be separated in a coordinate
system which is suited to the shape of the object. Since rigorous solutions of an
electromagnetic diffraction problem can be obtained for a few simple cases only, it is
reasonable to have approximations at our disposal to deal with problems occurring
in practice. In this section we discuss the solutions for large apertures as compared
to the wavelength.
The equivalence theorem, introduced by Shelkunoff [39], states that actual sources
can be replaced by equivalent sources. The fictitious sources are said to be equiv-
alent within a region because they produce within that region the same fields as
the actual sources. Stratton and Chu [40, 41], using this theorem and by proving a
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vector analogue of Green’s theorem deduced the following equations










[ıω²(n× E)G− (n×H)×∇G− (n ·H)∇G] dS, (1.7b)
where G = eıks/s, while s denotes the distance between the field point inside S and
a point at the boundary of S. It is clear that Eqs.(1.7) describe a field that would
be produced by electric surface currents of density I = −n ×H, magnetic surface
currents of density K = n × E, electric surface charges of density σ = −²n · E
and magnetic surface charges of density η = 1
µ
n ·H. Eqs.(1.7) form a unique, self-
consistent and rigorous solution of Maxwell’s equations for the electric and magnetic
field at a point within any closed surface S bounding a charge and current free,
homogeneous and isotropic volume.
The diffraction problem from a circular aperture is introduced by assuming that
a part of the surface S is plane and the rest is a hemispherical shell (Fig.(1.3)). Let
us now consider the diffraction of an arbitrary incident field Ei, Hi with sources at
the left half plane (z < 0) (outside the volume bounded by S) by an aperture A
in the infinite screen at z = 0. In principle we could calculate the diffracted field
behind the aperture by using the previous equations where S is taken as the plane
z = 0+ completed to a closed surface by the half-sphere at infinity. On account of
the vector equivalent of Sommerfeld’s radiation condition, the contribution of the
integral over the half sphere is zero, so we are left with integrals over the aperture
and the back face of the screen. By analogy to Kirchhoff’s approximation in scalar
diffraction theory, we assume that the actual field in the aperture may be replaced
by the unperturbed incident field and similarly that the field immediately behind
the screen may be taken to be zero. The integration is now over the aperture only
as the rest of the screen is assumed perfectly black














ıω²(n× Ei)G− (n×Hi)×∇G− (n ·Hi)∇G] dS. (1.8b)
However the limiting values of Ed and Hd as z tends to zero from the right are not
identical with the values on the plane z = 0+ assumed for the derivation of Ed and
Hd, as in the analogous scalar theory, the procedure leading to Eq.(1.8) is not self
consistent.
The results derived previously are valid only if the vectors E and H are con-
tinuous and have continuous derivatives at all points of S. They cannot be directly
applied to the problem of diffraction through an aperture because when they pass
through the edge of the aperture C, their tangential components suffer from a dis-
continuity. The occurrence of such discontinuities can be reconciled with the field
equations only by the further assumption of a line distribution of charges or currents
along the contour C. A method to determine the contour distribution was proposed
by Kottler [14, 29]. However, Asvestas [33] showed that Kottler’s solution actually
does not satisfy Maxwell’s equations for points exactly on the rim of the aperture.
Another approximate solution was given by Bekefi [42] for the diffraction of an
electromagnetic wave by an aperture in a plane conducting screen. The solution
is obtained from a single component of the Hertz vector and the results obtained
satisfy Maxwell’s equations and the field continuity is obtained.
The solutions discussed in this section are good approximations for the vector
diffraction by a circular aperture in an infinitesimally thin screen. It is also possible
to solve Maxwell’s equations for a resonator cavity in a rigorous manner [43]. To
extend the boundary conditions to apply for a thick screen would make the solution
of the problem extremely complicated.
The m- and e- theories
In order to solve a general diffraction problem, certain components of the electric
and magnetic field need to be known. Eqs.(1.7) or (1.8) show that the tangential
components of both E and H are needed, as well as the normal component of E and
H. The uniqueness theorem of Stratton [40] proves that the tangential components
of either E or H are sufficient for a unique solution, thus the solution obtained in
Eqs.(1.8) overspecifies the problem and this gives rise to inconsistencies. The two
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diffraction integrals valid only for planar screens (restriction imposed to break the
overspecification), the so called the m- and e- theories presented next, are based on
investigations of Severin [44] and Vasseur [45] and satisfy the uniqueness theorem
of Stratton.
The m- theory
We employ “Kirchhoff” type boundary conditions for the electric field only (see
Fig.1.3)
n× E = n× E(i) in A
n× E = 0 on B
 (1.9)
The field then may be expressed in terms of the magnetic Hertz vector potential, by
the formulae












This theory is referred to as the m- theory.
The e- theory
Similarly, we employ “Kirchhoff” type boundary conditions for the magnetic field
only
n×H = n×H(i) in A
n×H = 0 on B
 (1.12)
The field then may be expressed in terms of the magnetic Hertz vector potential, by
the formulae
E(e) = − 1
ıω²
∇×∇×Πe, (1.13a)
H(e) = 2∇×Πe, (1.13b)
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This theory is referred to as the e- theory.









Eqs.(1.10) and (1.13) show that the electromagnetic field on the right hand
side of A can be calculated by the knowledge of the tangential component of E or
H specified over a plane surface. Predictions of the Stratton-Chu theory and the
e−,m− theories are compared with each other and the classical scalar theory in
[46, 47] in the far field.
Approximate solutions for small apertures (long wavelengths)
The methods discussed hitherto are essentially vectorial equivalents of the Kirch-
hoff method. These approaches use the assumption that the fields in the aperture
are those which would exist if the reflecting portion of the screen were not present.
Whereas the method is adequate when the aperture is large compared to the wave-
length, it begins to break down when the wavelength becomes comparable to the
aperture dimensions and is completely inadequate when the wavelength is large
compared to the aperture dimensions.
The problem of producing an exact solution to any diffraction problem is difficult
and often impossible. Recognising the difficulties in obtaining closed form solutions,
Rayleigh suggested the use of solutions to Laplace’s equations for the fields in the
aperture and gave approximate solutions to several acoustical and electromagnetic
problems (at long wavelengths) [15, 48]. Bethe [49] utilised the same approximation
as Rayleigh to study the diffraction of electromagnetic waves through small holes.
His solution is valid for arbitrary incident waves, whereas Rayleigh treated only the
case of plane waves. The new feature is the representation of the diffracted field by
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fictitious magnetic charges and currents in the aperture. A procedure for obtaining
an exact solution to this problem, valid at all wavelengths, is described by Meixner
[50]. Slow convergence of the solutions is anticipated with increasing frequency.
Variational formulation for vector diffraction
Levine and Schwinger generalised their variational formulation for scalar fields [35,
37] to vector fields in [51]. They derived vector integral equations for the field
in the aperture, or on the planar screen and they showed how to calculate the
diffracted fields in the far-zone and the transmission coefficients of apertures in terms
of variational principles related to these integral equations. Thus, by choosing a trial
function for either the tangential component of the electric field in the aperture or for
the magnetic field on the back side of the diffracted screen, an accurate result can be
obtained for the transmission coefficient without making any further assumptions.
In this way they have computed the transmission coefficient of a circular aperture for
a plane wave of normal incidence using two different trial functions for the tangential
component of the electric field in the aperture. The first of these trial functions is
constructed from a single component electric field with no angular variation and
with a radial dependence corresponding to that of the static solution. This results
in a transmission coefficient that is accurate only at low frequencies corresponding
to ka < 1. The second trial function is the exact static aperture field and gives an
improved result that is still accurate at frequencies up to ka = 2.
In [52] a frequency dependent trial function is constructed for the circular aper-
ture which has a great degree of accuracy over a wide range of frequencies.
In conclusion we need to stress that all the previous vector diffraction theories
consider apertures which are infinitely thin. In Chapter 3 we describe in detail a
vectorial diffraction theory for thick circular apertures.
Vectorial theory for a thick circular aperture
All the previous scalar and vectorial diffraction theories discussed in this chapter
assume infinitely thin apertures. In order to provide accurate calculations for ra-
diometric purposes it is advantageous to include in a vectorial theory of diffraction
the thickness of the aperture. The method which was initially developed in [53] is
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based on mode matching of the incident field, first decomposed in plane waves, with
the field inside the aperture expressed in waveguide modes. Full description of the
method is given in Chapter 3.
1.2 Radiometry
Radiometry refers to the detection and measurement of radiated electromagnetic
energy and to the determination of how this energy flows through optical systems.
The nature of the theoretical formalism for discussing energy transport of radiation
fields depends on the coherence of the radiation field. Optical fields are in general
partially coherent and perfectly coherent or incoherent fields are only extreme limits
of a partially coherent field.
Traditionally the theory of radiometry is used in the study of incoherent fields.
Thermal sources are considered to be incoherent due to individual elements in the
source radiating independently of one another. The resulting optical radiation field
varies in phase and amplitude randomly in space.
Typical radiometric experiments Fig.(1.4) with some simplification can be con-
sidered to consist of a defining aperture plus a series of baﬄes. The effect of diffrac-
tion due to these elements can lead the total flux recorded by the detector to deviate
significantly from that predicted by geometrical optics. The simplest example of such
a geometry consists of a single aperture, source and detector all of which are coaxial.
The position and size of these elements determines the nature of the illumination of
the detector.
Diffraction loss (defined as the physical flux divided by the geometrical flux)
estimates for geometries mentioned above were first calculated accurately in the
1970’s. Simple closed form expressions for scalar diffraction effects were obtained for
geometries which were and still are extensively used in radiometry today. In 1970,
Blevin [54] showed that significant errors can be caused in precise radiometry by
diffraction at the screens used to limit the beam of radiation. He treated the case of
a point source, a circular diffracting aperture and a circular detector. By reciprocity,
the same treatment applies for a point detector and a circular source. In 1972 Steel







Figure 1.4: Construction showing a typical radiometric experiment and the definitions
the geometries F1, F2, F3. The two end optics A and C represent the aperture and the
detector; B represents the aperture. The geometry is F1 if the aperture impinges on the
short dashed lines and it is F2 if the aperture does not impinge on the long dashed lines.
Geometry F3 is indicated by the hatched region. Taken from [2]
the detector are circles of finite size centred on the axis of the diffracting aperture and
they also considered the case where the detector is in the fully illuminated region.
Boivin in 1975 [56] used a different type of approximation for his calculations to
estimate the diffraction loss for the same geometries and sources. Recently, Shirley
[57] has extended the the range and accuracy of analytical solutions for both of
the most common used geometries (F1, F2) and in 2003 Edwards and McCall [58]
extended the theory to estimate the diffraction loss in geometries (F3) intermediate
between F1 and F2.
1.3 Thesis structure
The goal of the research project is to improve the accuracy of radiometric measure-
ment using apertures. In Chapter 2, we describe the current standard in radiometry
and give a more detailed overview of the Fresnel-Kirchhoff diffraction theory and
describe the method developed in [2] to solve the diffraction integral. We then un-
derline the fact that the derived results are not realistic in the frame of radiometry.
We therefore describe a corrected scalar method and discuss the results, showing
that they are an improvement of [2] since they agree with radiometric experiences.
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In Chapter 3, we describe in full the vectorial extension of the diffraction theory
for a thick circular aperture reformulating it in comparison with the original pub-
lication [53]. We also discuss some computational issues. In Chapter 4, we apply
the theory for an incident plane wave for various aperture sizes and thicknesses.
We validate our model and compare it with the scalar Fresnel-Kirchhoff diffraction
theory. In Chapter 5, we apply the model for an incident Gaussian beam with a
waist relatively big as compared to the aperture radius, that will provide insight for
an experimental verification of the vectorial model. Finally, in Chapter 6 we apply
the new vectorial method to the conditions of the radiometer in NPL. In Chapter 7,
we give our conclusions and possible future work. Several appendices provide addi-




Scalar diffraction theory and
radiometry
2.1 Introduction
The light distribution transmitted through an aperture of finite thickness, has to be
calculated from a rigorous solution of Maxwell’s equations. However, the numerical
implementation of the vectorial boundary problem requires considerable computa-
tional power and therefore previous authors [4, 55, 56, 57, 59, 60, 61] resorted to
implementing scalar diffraction theory. Scalar calculations are not as accurate as
the vectorial approach, however they require less computational effort. Moreover,
by assuming small angles, the Kirchhoff or Rayleigh-Sommerfeld theories, which are
the basis of later calculations, lead to the Fresnel diffraction formula, which is even
more computationally efficient. The intensity calculations prove very important to
determine the deviation of the experimental data from that predicted by modelling
using geometric optics. In [2] the paraxial theory (Fresnel approximation) is used to
explore these deviations. Lommel’s paraxial formalism [62] is used to calculate the
intensity at the detector and an expression is derived in [61] to calculate the total
integrated intensity due to an axial point source incident upon a circular detector.
The Fresnel-Kirchhoff diffraction integral is used as a reference check for the Fresnel
diffraction formula.
In this chapter we follow the discussion in [2], unless otherwise stated, to describe
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the scalar paraxial and non-paraxial theories (Lommel, Fresnel-Kirchhoff). We also
discuss the applications developed in [2], for evaluating the Fresnel-Kirchhoff diffrac-
tion integral. We present the error check results [2] of the paraxial and non-paraxial
theories which, even though small, are still considered significant for radiometric
applications. We then perform the same calculations using a simpler method to
evaluate the Fresnel-Kirchhoff diffraction integral and prove that the difference be-
tween the paraxial and non-paraxial theories is indeed negligible for the specific
geometries examined. This is in contrast to what has been found in [2].
2.2 Scalar theory
2.2.1 Fresnel-Kirchhoff diffraction integral
The Fresnel-Kirchhoff diffraction integral [4] describes the complex amplitude at








[cos(n, d0)− cos(n, d1)] dS, (2.1)














Figure 2.1: Definition of the notation in Eq.(2.1) where n is the outward normal to the
screen. Taken from [2]
Eq.(2.1), we describe the angles (n, d0) and (n, d1) in polar coordinates for the
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source, aperture and detector points denoted respectively by P0(r0, θ0), A(ρ, ξ) and
P1(r1, θ1). In order to be able to evaluate Eq.(2.1) it is first necessary to calculate
the lengths d0 and d1. For this purpose we use the three dimensional cosine rule,
Eq.(2.2), written for the general case shown in Fig.(2.2) to calculate the distance
between a point a and b.
h2 = ρ2 + ξ2 − 2ρξ cos(θ − ω) + d2. (2.2)








Figure 2.2: Construction of the polar coordinate system used for the determination of




2 + ρ2 − 2r0ρ cos(θ0 − ω) + ds2, (2.3)




2 + ρ2 − 2r1ρ cos(θ1 − ω) + dd2. (2.4)
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Therefore the directional cosines are given by
cos(n, r) =
ds[
r02 + ρ2 − 2r0ρ cos(θ0 − ω) + ds2
]1/2 , (2.5)









The integration domain for the Fresnel-Kirchhoff diffraction integral is bounded to

















The Fresnel-Kirchhoff diffraction formula cannot be integrated analytically in most
cases so it must be calculated numerically. Numerical calculations can become
problematic due to the exponential term which can be extremely oscillatory. We
discuss methods of numerical solution in the next section.
2.2.2 A short introduction to geometry terminology
The traditional geometries used are called F1 and F2 (see Fig.1.4). The geometry
type F2 is the easiest to describe. It is simply the case when the aperture does
not impinge on the geometrical illumination by the source. The F1 classification is
more complicated as it encompasses two distinct possibilities. The detector either
extends to fill the entire detector plane as seen by the source, or the source extends
to fill the source plane as viewed by the detector. To illustrate the point further,
for the situation where the detector fills the detector plane, this is equivalent to
the detector receiving all the flux transmitted through the aperture according to
geometrical optics. The F3 regime encompasses the geometries between the F1 and
F2 classifications. The detector is partially illuminated by the penumbra region.
We continue with the introduction of angular parameters. It can be shown
that the geometries shown in Fig.1.4 can be completely described using only three
parameters, u, v0 and σ. We define these parameters later after we develop an
understanding of what they represent. u can be thought of as the geometrical shadow
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of the aperture due to an axial point at either the source or detector locations. v0
is the angular size of the larger of the two end optics as viewed from the aperture.
Finally, σ is the ratio of the angular size of the smaller end optics and the angular
size of the larger end optic. The definition of angular size in the context of geometry
classifications in radiometry is not intuitive as it also incorporates wavelength, but
essentially the angular size of an end optic can be thought as the radial size of
the end optic divided by the distance from the aperture. As can be deduced from
these definitions the parameter σ can only range in value from zero to one. A value
of one corresponds to the source and detector being of equal size. A value near
to zero corresponds to either the source or detector being much smaller than the
other. Also minimum diffraction effects are observed due to the aperture for values
u ≈ v0 which corresponds to the situation where the aperture just impinges on the
geometrical illumination of the source or the detector is of such size that it is exactly
filled by the geometrical beam. When the detector is larger than the lit area then
v0 > u. Diffraction effects are zero for the Fraunhofer condition u = 0, the flux being
diffracted so widely that a negligible fraction falls within the lit area. The values
of u and vs or vd can physically range from zero to infinity although in practice
paraxial scalar diffraction limits their upper limit






Figure 2.3: Diagram of the source, aperture and detector layout of a simplified radio-
metric experiment. Parameters defining the geometry are defined. Taken from [2]
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2.2.3 Lommel’s solution to Fresnel-Kirchhoff diffraction in-
tegral
A detailed discussion on the solution of the Fresnel-Kirchhoff diffraction integral
using Lommel’s equations can be found in [60]. Here we give a brief overview of the
method.
The distribution on the observation plane at point P due to diffraction by a
circular aperture of light originating from an on-axis point source and assuming the
Fresnel approximation, is given by
UF (P ) = −U0(P ) cos(θ0)αF (P ), (2.10)
where θ0 is the angle made by the line connecting the source with the observation
point and the z axis and












The derivation of Eq.(2.10) from the standard form of the Fresnel-Kirchhoff integral
can be also found in [60]. Physically, the term U0(P ) is the geometrical field at the
observation point P according to the Huygens principle, the term αF (P ) represents
the deviation of the physical field from that predicted by the geometric optics at P
in the absence of the aperture and the term − cos θ0 is the inclination factor. The
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where ra and r are the aperture radius and the distance of the observation point to
the optic axis respectively. vmax ≡ vd corresponds to r = rd.
The calculation of the Fresnel diffraction integral has been reduced to the eval-














where the functions C(u, v) and S(u, v) are defined as
u
2
C(u, v) = sin
v2
2u
+ V0(u, v) sin
u
2
− V1(u, v) cos u
2
= U1(u, v) cos
u
2








S(u, v) = cos
v2
2u
− V0(u, v) cos u
2
− V1(u, v) sin u
2
= U1(u, v) sin
u
2




V0,1 and U1,2 are the Lommel’s functions which are given by















































J6(v)− . . . (2.17d)
Convergence issues are discussed extensively in [60]. Briefly, the accurate approx-
imation of Eq.(2.14) by the series solution Eqs.(2.17) is determined by the number
of terms included in Eqs.(2.17). The nth term of Eqs.(2.17) contributes a maximum
of (v/u)n or (u/v)n if u > v or u < v, respectively. Therefore, for a desired number
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where n is an integer.
In the case when v and u are approximately equal and small, even though from
Eq.(2.18) we would expect large number of terms will be required, the reality is
much simpler. It can be proved [60] that convergence is achieved when
n ≥ v and Jn(v) < 1
2
10−m. (2.19)
In the case where v, u are large and v ≈ u, many iterations may be required before
convergence is achieved.
2.2.4 The integrated intensity: the “Wolf” result
For an on-axis point source located behind a circular aperture, the total integrated





where R is the outer radius of the detector and UF is the complex amplitude on the









|UF (v, u)|2vdv, (2.21)
where ra is the radius of the aperture, dd is the distance of the aperture to the
detector and vd the size of the detector in angular parameters. Eq.(2.21) has a
series solution, that can be obtained if Lommel’s expressions are substituted for UF .
The result was obtained in [61] by Wolf for the normalised total integrated intensity.
The expressions are normalised for L(u,∞) = 1 which accounts for a detector with
infinite radius and are calculated for two regions according to |v/u| > 1 (F1 geometry
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as defined in Chapter 1) and |v/u| < 1 (F2 geometry as defined in Chapter 1). For
the case where |v/u| ≥ 1, we have













(−1)p [Jp(v)J2s−p(v) + Jp+1(v)J2s+1−p(v)] . (2.23)























































Two simple special cases exist for u = v
L(u, u) = 1− J0(u) cos u− J1(u) sin u (2.26)
where the expression −J0(u) cos u− J1(u) sin u gives the fraction of light within the
geometrical shadow. For u = 0, which is essentially the Fraunhofer case, the formula
was given by Rayleigh [63] as:
L(0, v) = 1− J20 (v)− J21 (v). (2.27)
Detailed convergence analysis can be found in [61] which proves that for a desired
number of decimal points of accuracy m the following conditions must be satisfied






Furthermore, for u ≈ v and u, v large, convergence may still be slow and asymptotic
solutions for the integrated intensity are more useful for implementation.
2.2.5 Approximation of the integrated intensity: the “Focke”
result
Focke [64] derived a first term asymptotic expression to calculate the total integrated
intensity for a given radius circle on the detector plane due to an on axis source point
and a circular aperture. These approximations are transitioned between wave and
geometrical optics. For 0 ≤ u < v,
L(v, u) = 1− 2
pi
v
v2 − u2 . (2.29)
For 0 < u ≤ v, (v − u)¿ 1,


















































where S and C are the Fresnel integrals. For v ≤ u






































[2] contains a discussion to establish the values of u, v for which it is more advanta-
geous to use the Focke approximation instead of the “exact” Wolf result. This holds
for u ≈ v with u and v being large. For example, for u, v approaching 1000 and for
v being within 5% of u, the error introduced in comparison with the Wolf result is
only one part in ten thousand while the computational time is reduced by 50×. For
these regions the “Focke” approximation was used for the diffraction calculations in
[2]. The comparison between the two methods is illustrated in Fig.(2.4).
2.2.6 Numerical implementation and results
[2] compares the Fresnel-Kirchhoff integral to the Fresnel approximation. In [2]
it is concluded that the error produced by the Fresnel integral in comparison to
Fresnel-Kirchhoff formula is too big (see Fig.(2.8)) to be useful in radiometry. This
finding was unfortunate as initial evaluation of the Fresnel-Kirchhoff integral is more
computationally expensive than the Fresnel integral. Therefore, we have revisited
this work to validate the conclusion. First, we briefly discuss the method employed
in [2], then our method and finally compare the results.
The Fresnel-Kirchhoff diffraction integral is calculated numerically in [2] using an
adaptive Gaussian quadrature implemented with a bisection method. A discussion
about the advantage of the Gaussian quadrature over the Newton-Cotes formulae
can be found in the next chapter. The drawback of the Gaussian quadrature is that
it is necessary to predetermine the number of abscissae. If a different number of
abscissae is to be used then the previous calculated abscissae cannot be used and all
of them have to be recalculated. This arises from the fact that the location of the
N abscissae are chosen to maximise the polynomial approximation. If in order to
increase the accuracy of the calculation we decide to define N +1 abscissae, then all
of the previous abscissae have to be redefined. This problem was overcome by a solu-
tion resulting in a new set of abscissae that interleaved with the initial set (Kronrod
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φ > 0.1% 0.01% > φ < 0.1%
0.001% > φ < 0.01% φ< 0.001%
Figure 2.4: Comparison between the “Focke” and the “Wolf” methods to calculate the
total integrated intensity within a given radius. A point on the contour plot represents
the percentage difference φ between the approximate “Focke” solution and the “Wolf”
solution. The y axis specifies the value of u and the x axis gives the value of v for r = rd
which denotes the maximum detector size, as a ratio of the currently chosen u value. From
[2].
[65]). Further improvements have since been given by Patterson [66, 67]. Adap-
tive Gaussian algorithms refine abscissae when needed without needing to redefine
abscissae generated by the previous evaluation. The drawback in this approach is
that the method is less powerful than the non-adaptive Gaussian quadrature since
within a specified interval the optimal selection of absissae is determined by the
Gaussian quadrature procedure which due to the error calculations requires more
computational time.
Here we give an overview of the method developed by Patterson [67] for the
optimal selection of the additional abscissae. The problem of creating high preci-
sion interpolative quadrature rules with preassigned abscissae has been discussed by
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where w(x) is the weight function, the n nodes x1, . . . xn are preassigned and the m
free abscissae xn+1, . . . xn+m are calculated to achieve the highest possible degree of
precision and are said to be optimally added. Kronrod [65] chose the n preassigned
abscissae as the zeros of the Legendre polynomial and computed n + 1 additional
abscissae (the minimum possible) to provide a new 2n+1 node rule. Now, let φi(x),
i = 0, 1, . . . be a set of polynomials orthogonal over the integration region with
respect to the weight function w(x), therefore
b∫
a
w(x)φi(x)φj(x)dx = δijhj (2.38)
defines the jth moment integral. Let the preassigned abscissae be the zeros of the














be the polynomial to be determined whose m zeros are the required optimal nodes.
It is beneficial to scale the coefficients of Hn(x) with respect to hi because there is
no need to compute these moments until the weights are required. Furthermore, it
makes the numbers appearing in the course of the calculations more manageable.
The polynomial Hn is known and the task of creating interpolative quadrature rules
requires the determination of Em. It was shown in [68] that in order to achieve the







kdx = 0, k = 0, . . . ,m− 1. (2.41)
There are a number of techniques available for determining the coefficients of Em(x)
from Eq.(2.41). A numerically satisfactory procedure can be obtained from the
observation that if



















ρj = 0 j = 0, . . . ,m− 1, (2.43)









The coefficients of Em(x) can be obtained by multiplying Eq.(2.42) with w(x)φs(x)






























i gives the coefficients of the orthogonal polynomials required to

















i = 0, for s = 0, . . . ,m− 1. (2.48)
and arbitrarily taking ²m = 1, we obtain a symmetric system of m linear equations
in the m unknowns ²0, ²1, . . . , ²m−1 which completely determine Em(x). Once Em(x)
is known, the coefficients ρm, . . . , ρm+n can be calculated from Eq.(2.45). Thus,
Hn+m(x) is known and another extension can be generated with n+m replacing n
and m replacing m0. For the calculation of the Fresnel-Kirchhoff integral, Legendre
polynomials are used but the implementation of the adaptive method that was just
described is omitted for this specific case. Details of the derivation of the values
α
(s,j)
i , the abscissae and the weights can be found in [2].
Besides the adaptive quadrature used for the calculation of the Fresnel-Kirchhoff
integral, a bisection method was also included. According to this technique, a
function that has smooth and oscillatory regions is divided accordingly and the
adaptive quadrature is applied independently on these regions. Smooth regions
require a low order polynomial for a prescribed precision, and oscillatory regions
require higher order polynomial. By using the bisection method, fewer abscissae are
required to achieve the same result compared to the case where the whole region is
considered at once.
Although the incorporation of the two techniques mentioned above provides an
elegant way to reduce the number of abscissae required to achieve the desired preci-
sion and therefore the amount of memory needed, the application of the algorithm
is more prone to coding errors, and it also is significantly slower than the direct im-
plementation of the Gaussian quadrature. Due to these reasons for the comparison
with the Fresnel approximation, we decided to evaluate the Fresnel-Kirchhoff inte-
gral with basic Gaussian quadrature. The convergence was assured by calculating
the number of oscillations, denoted as n, in the Fresnel-Kirchhoff integral by using
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2 + 2r0ρ+ ds
2 +
√















r02 + ρ2 + 2r0ρ+ ds
2 +
√




r02 + ρ2 − 2r0ρ+ ds2 +
√
r12 + ρ2 − 2r1ρ+ dd2
)]
. (2.50)
From the geometries compared below the case of u = 1000 had the most oscillations
with nra = 306 and nθ = 919. For sampling reasons twice the number was used
for integration. Also the integration over the aperture radius required 800 points to
achieve the desired convergence so eventually for the resultant triple integration 4.8
Gb of RAM was needed. The results are demonstrated in Figs.(2.5)-(2.8).
In Fig.(2.5) the results attributed to the first two geometries are shown (u = 10,
u = 50) which correspond to the largest distances from the aperture (z = 2pi m,
z = 2pi/5 m, respectively). The graphs on the left demonstrate the new results
whereas on the right are the results from [2]. The first and third rows show the
intensity along the aperture radius for both the Fresnel-Kirchhoff integral and the
Fresnel approximation (“Lommel”) and also the ratio of the two. The even rows
show the total integrated intensity as a function of the aperture radius. Here as well
three results are demonstrated, the direct integration using the Fresnel-Kirchhoff
intensities, the “Wolf” result and the ratio between the two. The same applies for
Figs.(2.6) and (2.7) which depict the geometries u = 100, u = 200 and u = 500,
u = 1000 respectively. The final figure, Fig.(2.8) shows the relative percentage
error for the total integrated intensities, the left one using the new method for the
Fresnel-Kirchhoff integral and the right graph for [2]. For the intensity calculations
in Figs.(2.5)-(2.7) we observe that the ratio “Lommel/Kirchhoff” is closer to unity
than in [2]. The same trend also holds for the total intensity results. It can be
easily observed for example in Fig.(2.7) in the case of u = 1000 that although the
two plots representing the total integrated intensity using the Kirchhoff and the
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Wolf methods coincide for the new results, that is not the case in [2] where they are
separate implying a much larger error.
Fig.(2.8) shows that there is a three orders of magnitude difference between the
two results which agrees better with the radiometric assumptions of the paraxial
approximation. The right graph in Fig.(2.8) which represents the results in [2]
predicts differences between the paraxial and non-paraxial theories up to 1.4% for
geometries used in radiometry. This difference is considered too big and unexpected
considering the radius of the aperture and the fact that for years radiometrists
trust the paraxial theories for the diffraction corrections as they are confirmed by
experiments. The left graph corresponds to the new results and predicts a negligible
difference, which confirms the radiometrists assumptions and practices. Since in
both cases the same source code from [2] was used to calculate the intensities from
the paraxial theory, we conclude that the difference comes from the implementation
of the Fresnel-Kirchhoff diffraction integral. Our results reveal that the numerical
work presented in [2] is questionable. Our results, which have been obtained by
means of simpler implementation should then be considered as a correction of the
work published in [2]. We need to stress though that this implementation was feasible
because of the use of computers with large memory capacity and processing power.
These kind of machines were not available when the first method was implemented.
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Figure 2.5: Comparison between the Fresnel-Kirchhoff integral and the Fresnel approx-
imation where R[λ and R[vd] are variables plotted over the same range. The graphs on
the left represent results of the present work for the Fresnel-Kirchhoff integral both for
the intensity along the radius and the total integrated intensity. For the “Lommel” and
“Wolf” results the source code from [2] was used. The graphs on the right column repre-
sent the results in [2] with the Fresnel-Kirchhoff integral was calculated using the adaptive
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(d) u = 200 (z = 2pi/20 m)

























































































Figure 2.6: Comparison between the Fresnel-Kirchhoff integral and the Fresnel approx-
imation where R[λ and R[vd] are variables plotted over the same range. The graphs on
the left represent results of the present work for the Fresnel-Kirchhoff integral both for
the intensity along the radius and the total integrated intensity. For the “Lommel” and
“Wolf” results the source code from [2] was used. The graphs on the right column repre-
sent the results in [2] with the Fresnel-Kirchhoff integral was calculated using the adaptive
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(f ) u = 1000 (z = 2pi/100 m)























(f ) u = 1000 (z = 2pi/100 m)
R[υd]
Figure 2.7: Comparison between the Fresnel-Kirchhoff integral and the Fresnel approx-
imation where R[λ and R[vd] are variables plotted over the same range. The graphs on
the left represent results of the present work for the Fresnel-Kirchhoff integral both for
the intensity along the radius and the total integrated intensity. For the “Lommel” and
“Wolf” results the source code from [2] was used. The graphs on the right column repre-
sent the results in [2] with the Fresnel-Kirchhoff integral was calculated using the adaptive















































Figure 2.8: Relative percentage difference for the total integrated intensities. The right





of diffraction through a thick
circular aperture
3.1 Introduction
In this chapter, we describe the vectorial diffraction theory which is the core model
for the simulations in the following chapters. The main task is to derive a rigorous
electromagnetic formulation for the diffraction of any monochromatic field through
a thick circular aperture embedded in a screen of perfect conductivity. The chapter
begins with the description of an essential mathematical method, the Method of
Moments, which is the primary mathematical tool for solving the diffraction prob-
lem. Afterwards, we briefly describe the LU decomposition which is employed for
the solution of the matrix equations derived by the Method of Moments and finally
we present the rigorous theory of diffraction.
3.2 The Method of Moments
In order to describe diffraction through an aperture we have to find a solution of
Maxwell’s equations with the boundary conditions applied at the perfectly conduct-
ing metal and for the incident illumination. This boundary value problem can be
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described in the form of an integral equation and a method of obtaining a solution is
by reducing the integral equation to a linear matrix equation. This idea is rather old
and was developed by Galerkin around in 1920 [69] and its application to electromag-
netic problems was presented by Harrington [70] in 1967 and is called the Method
of Moments (MoM). Extensive discussion can be found in [70, 71, 72, 73, 74, 75, 76]
and in this section we give an overview of MoM following the discussion of [74]. The
diffraction problem can be described by an inhomogeneous linear operator equation
L(f) = g, (3.1)
where L is a known linear operator, g is a known function representing the incident
illumination (excitation) and f is the field response (to be determined). As an
example, in electromagnetics f is typically an equivalent current which produces
the radiation or scattering from the body, L(f) is typically the electromagnetic field
of the current f and g is a known incident field. The space spanned by all functions
resulting from the operation L is called the range of L. The set of all functions
on which L can operate defines the domain of L. Let f be expanded in a series of





where αn are constants. The fn functions are called the basis functions. To obtain an
exact solution, Eq.(3.2) is usually a summation over an infinite number of terms and
the functions fn form a complete set. For approximate solutions Eq.(3.2) is usually
a finite summation. By substituting Eq.(3.2) in Eq.(3.1) and using the property of
linearity of L, Eq.(3.1) can now be written as
∑
n
αnL(fn) = g, (3.3)







3.2 The Method of Moments
where integration is performed on a subspace S determined by the problem and the
star denotes the complex conjugate. We now define a set of weighting functions
w1, w2, w3, . . . in the range of L and take the inner product of both sides of Eq.(3.3)
for each wm. The result is
∑
n
αn〈wm, L(fn)〉 = 〈wm, g〉. (3.5)
The reason of taking the inner products with the weighting functions is becoming
more obvious if we define the residual




which has to be zero to obtain Eq.(3.3). The inner products 〈wm, r〉 are called
weighted residuals




and have to be set to zero to obtain Eq.(3.5). Because the weighted residuals are a
scalar quantity it is a more stable procedure to obtain Eq.(3.5) than Eq.(3.3).
The original functional equation becomes a set of linear equations that can be
written in matrix form as




〈w1, L(f1)〉 〈w1, L(f2)〉 · · ·

















If the matrix [lmn] is nonsingular its inverse [lmn]
−1 exists. We have to note here
that the matrix [lmn] is independent of the excitation function g. The coefficients
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αn are therefore given by
[αn] = [lnm]
−1[gm] (3.11)
and the solution for f is given by Eq.(3.2). A subsequent result, which is an advan-
tage of the MoM, is the relatively small effort required for the solution of a second
excitation, since in the process of obtaining the first solution one must set up and
invert [lmn]. For concise notation we define the row vector of functions
[fn] =
[




f = [fn][αn] = [fn][lnm]
−1[gm]. (3.13)
One of the main tasks in any particular problem is the choice of fn and wm. The
functions fn should be orthogonal and chosen such that Eq.(3.2) approximates f
reasonably well. This means to incorporate as many of the known properties of the
unknown function f as possible. For example if f is continuous then it is desirable
that the expansion functions are continuous as well. If f is zero at the boundaries
then the expansion functions should have the same property. If f is not zero at
the boundaries and the choice of the expansion functions is such that are zero at
the boundaries then the MoM would not be expected to converge or converge very
slowly. Some additional factors which affect the choices of fn and wm are a) the
accuracy of the solution, b) the ease of evaluation of the inner products, c) the size
of the matrix that can be inverted and d) the realisation of a well-conditioned matrix
[lmn].
3.3 Solving a system of linear equations with LU
decomposition
In this section we discuss the technique employed for the solution of Eq.(3.8), which
is known as LU decomposition. First, we will give a brief description of the LU
decomposition following the analysis at [77] and then refer to the advantages in
using this method.
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Let
Ax = b (3.14)
with x unknown be the linear system we want to solve. An invertible matrix A can
be factored into two matrices if and only if all its principal minors are non-zero [78]
A = LU (3.15)
where L and U are lower and upper triangular matrices, respectively. This means
that L has only zeros above the diagonal and U has only zeros below the diagonal
according to the next example
a11 a12 · · · a1n





an1 an2 · · · ann
 =

l11 0 · · · 0





ln1 ln2 · · · lnn


u11 u12 · · · u1n





0 0 · · · unn
 . (3.16)
We can use the LU decomposition to solve the linear set of equations
Ax = (LU)x = L(Ux) = b (3.17)
by first solving for the vector y such that
Ly = b (3.18)
and then solving
Ux = y (3.19)
The two new set of linear equations (3.18) and (3.19) are triangular and quite trivial














i = 2, 3, . . . , N (3.21)
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i = N − 1, N − 2, . . . , 1 (3.23)
LU decomposition is important because once the matrix A is factored into upper
and lower triangular components, a linear system can be solved rapidly by using
forward and backward substitution. In Gaussian elimination [79] the solution of
the linear system Ax = b requires O(n3/3) operations. By using LU decomposition
the amount of operations is reduced to O(2n2) and therefore in systems greater
than 100× 100 the reduction of calculation time can be more than 97% [79]. Some
more advantages of LU decomposition are its numerical stability and robustness as
far as handling almost any matrix A. Another advantage is that since in the LU
decomposition procedure the right hand side vector b is not involved, we can solve
for as many vectors b by just performing only once the decomposition of the matrix
A (the decompositon requires O(n3/3) operations, but it is done only once).
3.4 Electromagnetic diffraction through a thick
circular aperture
In this section a rigorous vectorial theory is presented [53] for diffraction through
a circular aperture in a screen of perfect conductivity. The representation is valid
for an arbitrary aperture thickness (see Fig.(3.1) for the geometry of the problem).
The E and H fields inside the aperture are given in terms of modes which are a
solution of a perfectly conducting circular waveguide, whereas everywhere else they
are given in terms of superposition of plane waves. Both representations form a
complete orthogonal basis as we will show later. Matching the field at the boundary
of the aperture and the interface between screen and air results in a system of linear
equations. Solving the system of linear equations for a known incident field yields the
modal coefficients and therefore, as it will be shown, the coefficients of the reflected
and transmitted fields.
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Figure 3.1: Geometry and parameters of the diffraction problem. Thick circular aperture
with radius a and thickness h. The origin of the coordinates is at the centre of the aperture
The transverse components, in respect to the propagation direction, of the elec-
tric and magnetic fields are expressed as superpositions of plane waves. These waves
outside the aperture for the transmitted and reflected fields are given respectively
as
R+(kx, ky; r) =
k0
2pi
eı(kxx+kyy+kzz) (incident, transmitted), (3.24a)








k20 − k2ρ if k2ρ ≤ k20 (propagating modes),
ı
√
k2ρ − k20 otherwise (evanescent modes),
(3.25)




y. Throughout this analysis the e
−ıωt time dependence is sup-
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R−(kx, ky; r)R−∗(k′x, k
′
y; r)dxdy = k
2
0δ(kx − k′x)δ(ky − k′y). (3.26)
The transmitted and reflected fields are treated now as integrals over orthonormal
TE and TM modes which are given in [80]:
ΦTE±(kx, ky; r) =
(kxyˆ − kyxˆ)
kρ
R±(kx, ky; r) TE modes, (3.27a)
ΦTM±(kx, ky; r) =
(kxxˆ+ kyyˆ)
kρ
R±(kx, ky; r) TM modes. (3.27b)









µ+(kx, ky; r)dkxdky, (3.28a)








µ+(kx, ky; r)dkxdky, (3.28b)
where µ stands for either TE or TM, Z0 = (µ0/²0)
1/2 is the impedance of free space
with ²0 the electric permittivity of vacuum, µ0 the magnetic permeability of vacuum
and








Using Maxwell’s curl equations ∇×H = −ı²0ωE and ∇×E = ıµ0ωH, the longitu-
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inc (kx, ky)kρ(kx, ky)R






ATEinc (kx, ky)kρ(kx, ky)R
+(kx, ky; r)dkxdky. (3.30b)
The transverse components of the reflected fields (z < −h/2), denoted with a su-









Aµ±(kx, ky)Φµ±(kx, ky; r)dkxdky, (3.31a)
Z0H
±






µ±(kx, ky)Φµ±(kx, ky; r)dkxdky. (3.31b)















ATE±(kx, ky)kρ(kx, ky)R±(kx, ky; r)dkxdky. (3.32b)
The fields within the aperture (−h/2 < z < h/2) are given in terms of circular
waveguide modes [80, 81, 82, 83]. The complete derivation of this solution can be
found in Appendix B and an outline follows. A scalar function ψ which is required
to be a solution of the scalar Helmholtz equation (∇2ψ + k20ψ = 0) in cylindrical
coordinates due to the geometry of the problem, Eq.(3.33), is directly associated with


















+ k20ψ = 0. (3.33)
The solution we seek to find is derived according to the method of separation of
variables and has the form
ψ = R(ρ)Θ(θ)Z(z). (3.34)
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+ k20 = 0. (3.35)
The first three terms are only dependent on a single variable (ρ, θ, z respectively),
hence the sum of these term can equal −k20 only if each term is a constant. After












2 − n2]R = 0, (3.36a)
d2Θ
dθ2
+ n2Θ = 0, (3.36b)
d2Z
dz2
+ k2zZ = 0, (3.36c)
where n, kz are constants. The first equation is Bessel’s equation of order n and the
solutions are denoted in general as Bn(kρρ). Bn(kρρ) can be either a Bessel function
of the first or second kind Jn(kρρ), Nn(kρρ), respectively or a Hankel function of the




n (kρρ), respectively. The only solution for Bn(kρρ)
that is nonsingular for ρ = 0 is the Bessel function of the first kind. The second and
third equations accept harmonic functions as solutions, denoted as h(nθ) and h(kzz).
Therefore, for h(nθ) we can choose sin(nθ) or cos(nθ) or a linear combination of the
two, exp(±ınθ). The fact that θ is an angle coordinate imposes some restrictions
in the sense that ψ(θ) = ψ(θ + 2pi), so n ∈ Z. For our case we will keep the
exponential notation since it significantly simplifies our calculations. For h(kzz)
we adopt the solution exp(ıkzz) for forward propagating waves and exp(−ıkzz) for








and c−kz are constants. Also linear combinations of the ψn,kz functions








3.4 Electromagnetic diffraction through a thick circular aperture
where Cn,kz are constants. As it will be briefly shown the kρ component is discrete







The full derivation of the field from the ψ functions can be found in Appendix B
and is given in terms of TE and TM circular waveguide modes






































where m ∈ N∗, χ|n|m, χ′|n|m are the mth nontrivial zeros of the |n|th order Bessel
function J|n|(·) and its first derivative J ′|n|(·), respectively. The boundary conditions
impose that the tangential E components are zero at the walls of the cavity (ρ = a).
For the TE case the Eθ = Ψ








is zero for ρ = a and for the TM case the Eθ = Ψ










n′m′dS = δν,ν′δn,n′δm,m′ , (3.42)
where S denotes the aperture, ν denotes either TE or TM and the normalisation
factors gTEnm and g
TM


















In Fig.(3.2) we illustrate some examples of TE modes for both the ρˆ and θˆ




2,1 that the field is zero for
ρ = a whereas the ρ components are non zero, which is a verification of the boundary
conditions. There is no Ψρ0,1 mode due to the ±n term in Eq.(3.40) and the only
case that the field is not zero at the origin is for n = 1. We observe also (inset in
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Fig.(3.2)) that for n = ±1 the phase makes one round trip whereas for n = 2 the
number of round trips is two. The same trend would follow for an increasing n.
In Fig.(3.3) we illustrate examples for the relevant TM modes. Similar comments
apply with the difference that there is no Ψθ0,1 mode due to the n term in Eq.(3.41)
and in the case of Ψρ1,1 and Ψ
ρ
























































































































Figure 3.2: Examples of TE cylindrical waveguide modes with radius a = 2λ. The top
row represents the radial component of the field and the bottom column the azimuthal
component. The inset represents the phase distribution which ranges from −pi to pi with
green being zero.
In Figs.(3.2)-(3.5), when n = 1, we observe an anomalous behaviour regarding
the amplitude and phase of Ψ. In particular, there is a phase singularity in the
middle of the aperture with finite amplitude. This is due to the mathematical
representation of Ψ modes in cylindrical basis in Eqs.(3.40) and (3.41) where the
phase is given in exponential form. The variation of phase with θ is an artefact and
arises from the exponent ınθ in Eqs.(3.40) and (3.41). In Fig.(3.4) we plot the same
modes in the TE case in the Cartesian basis in order to resolve the singularity in
the origin. It is apparent in this case that the phase is continuous and the field is
67

























































































































Figure 3.3: Examples of TM cylindrical waveguide modes with radius a = 2λ. The top
row represents the radial component of the field and the bottom column the azimuthal







































x component y component
Figure 3.4: TE Ψ1,1 modes in Cartesian coordinates. The inset represents the phase
distribution which ranges from −pi to pi with green being zero.
The next set of Fig.(3.5) represent TE modes for larger values of the index m.
These kind of modes are significant in our applications because the aperture will be
large. Furthermore for a field at normal incidence to the aperture only the modes
with n = ±1 can be excited. We observe that the energy is more concentrated at
68









































































































radial component azimuthal component
Figure 3.5: Examples of TE cylindrical waveguide modes with radius a = 2λ for increas-
ing values of index m. The top right inset represents the phase distribution which ranges
from −pi to pi with green being zero. The bottom left inset shows the amplitude with only
its lower values in order to enhance their contrast and demonstrate the concentric zero
crossings, since the maximum values in the middle have been removed. For m = 5 the
colour bar corresponds for 1/5 of its value, for m = 10 it is 1/20 and for m = 20 it is 1/50.
69
3.4 Electromagnetic diffraction through a thick circular aperture
the centre for increasing values of m since the value of χ′|n|m (or χ|n|m for TM modes)
in the argument of J|n|(·) or J ′|n|(·) increases for larger values of m. The phase also
gets more structured with an increase in the number of concentric zero-crossings at
the amplitude distribution.














[Yνnm (cν+nmeık0γνnmz − cν−nme−ık0γνnmz)] , (3.45b)

























































Now that we obtained a complete description of the electromagnetic field inside
and outside the aperture, we need to match the field expansions by imposing conti-
nuity for E‖ and H‖× zˆ at z = ±h/2. We can significantly simplify the calculations
if the z dependence is taken into account explicitly and we choose
Φµ(kx, ky; r) = Φ
µ±(kx, ky, x, y, z = 0). (3.49)
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First we match the fields at z = −h/2. The incident field Eqs.(3.28) plus the re-
















ık0γνnmh/2]Ψνnm(ρ, θ) ∀(ρ, θ) ∈ S














nmh/2]}Ψνnm(ρ, θ) ∀(ρ, θ) ∈ S, (3.50b)
















−ık0γpnmh/2]Ψνnm(ρ, θ) ∀(ρ, θ) ∈ S















nmh/2]}Ψνnm(ρ, θ)∀(ρ, θ) ∈ S.
To find a solution for these equations we introduce the differences and sums of
the plane wave amplitudes
Mµ(kx, ky) = Aµ−(kx, ky)eıkzh/2 − Aµ+(kx, ky)eıkzh/2, (3.52a)
Pµ(kx, ky) = Aµ−(kx, ky)eıkzh/2 + Aµ+(kx, ky)eıkzh/2. (3.52b)
71
3.4 Electromagnetic diffraction through a thick circular aperture












(cν−nm − cν+nm) sin(k0γνnmh/2)Ψνnm(ρ, θ) ∀(ρ, θ) ∈ S
0 ∀(ρ, θ) 6∈ S
We define now a new coefficient aνnm = ı(c
ν−
nm − cν+nm) for comparison with [53]. The
coefficients cν+nm and c
ν−
nm are related to forward and backward propagating waves in
the waveguide whereas the coefficient aνnm is related to standing waves in the case
where cν−nm = −cν+nm. Taking the inner product with Φµ(kx, ky; r) of Eq.(3.53) and by
using the orthogonality of the set {Φµ(kx, ky; r)}, we obtain




















nm which is also associated with






Ψνnm(ρ, θ) ·Φµ∗(kx, ky; r)dS. (3.55)
These expressions are evaluated in Appendix C. Thus once the modal coefficients
for the aperture have been evaluated, the reflected and transmitted field can also be
calculated as Aµinc determines the excitation and is fixed.
However, to obtain a solution for the aνnm and b
ν
nm coefficients we subtract









Yνnmı(cν−nm − cν+nm) cos(k0γνnmz)Ψνnm(ρ, θ) ∀(ρ, θ) ∈ S.
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or in a more concise notation
Ma,νν
′





nm,n′m′ · bνnm = Nν
′
n′m′ , (3.60)
where M is the system matrix representing the linear operator and N the incoming
field. This will be clearer if we relabel the indices nm→ i and n′m′ → j and write
explicitly the matrix formation






























With the derived expressions it is possible to rigorously solve the EM-field for
any aperture size, incident field and thickness.
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in Eqs.(3.57) and (3.58) can be reduced to single integrals by integration over the
kφ direction, Appendix D, but the remaining integral over kρ has to be calculated








n′m′(kx, ky)dkx, dky, (3.63)
in the same equations are calculated using the same method once the incident field
has been specified and decomposed in terms of Φµ± modes.
We chose to use the Gaussian quadrature [77, 79] for the numerical integrations
since it is exact for integrating class of polynomials of almost double order (2n −
1) than the Newton-Cotes integration formulae with the same number of function
evaluations. The Newton-Cotes formulae are derived by integrating interpolating
polynomials. Since the error term for the interpolating polynomial of degree n
involves the (n+1)st derivative of the function being approximated, these formulae
are exact for representing any polynomial of degree less than or equal to n. All
Newton-Cotes formulae evaluate the integrand in equally spaced points. In Gaussian







is performed not only by choosing freely the weights wi but also the abscissae xi
which are no longer equally spaced but selected in an optimal way. The selection
of both weights and abscissas gives 2n parameters to choose. If the coefficients
of a polynomial are considered parameters, then a polynomial of degree (2n − 1)
also contains 2n parameters, which is the largest class of polynomials for which the
method can be exact [79].
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When the square matrix and the right hand side vector Eqs.(3.59) and (3.60)
have been populated, the solution for the aνnm and b
ν
nm coefficients can be obtained
by matrix inversion. From the aνnm and b
ν
nm coefficients the quantities M and P
Eqs.(3.54a) and (3.54b) can be determined. We get the modal coefficients for the
reflected fields by subtracting Eqs.(3.52a) and (3.52b)












and therefore the reflected field is directly calculated from Eqs.(3.31). Similarly, by
adding Eqs.(3.52a) and (3.52b) one can get the expression for the modal coefficients






nmh/2)− aνnm sin(k0γνnmh/2)] Iνµnm(kx, ky)e−ıkzh/2
(3.66)
and the transmitted field is derived from Eqs.(3.31).
Although the numerical integration is straightforward and the Gaussian quadra-
ture proves to be very efficient, the major limitation for the method arises from the
size of the square matrix in Eqs.(3.59) and (3.60). Since the radiometric applica-
tions require large apertures (of the order of 1000λ) the number of modes supported
by the aperture is relatively big. The exact number of propagating modes can be





so for the case of an aperture with radius 1000λ, 2001 modes are supported. With
the inclusion of the evanescent modes, in order to reach a region of certain numerical
convergence, to achieve the maximum possible numerical accuracy, roughly double
the number of the propagating modes need to be included. Fig.(3.6) demonstrates
the convergence for the total integrated intensity versus the number of modes at a
detector of radius a = 2λ, a = 10λ and a = 50λ at a distance z = 10λ from an
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aperture of radius a = 2λ, a = 10λ and a = 50λ, respectively and thickness h = λ
. Consequently, for the case of an aperture with radius 1000λ, 4000 modes have

















































Figure 3.6: Convergence graphs for the total integrated intensity versus the number of
modes. Aperture radius a = 2λ for the left figure, a = 10λ for the centre figure, and
a = 50λ for the right figure, thickness h = λ, detector distance z = 10λ and detector with
radius equal to the aperture size.
to be included which result in a 4000 × 4000 matrix to be inverted. When normal
incidence is applied only those modes with n = 1 can couple to the incident field
that we introduce in the next chapters, namely plane wave or Gaussian beam; this
restriction saves significant computational time. As an example for the computation
time involved, the calculation of the aνnm and b
ν
nm coefficients for the case of the 4000
modes was performed in a 16Gb RAM computer with four 64 bit opteron processors
with a parallelised code and required half a day to complete. For the computation an
efficient C++ code was written and parallelisation was performed by the compiler.
In the case of the large apertures, the coefficients were stored and then used for
the field reconstruction. This reduced significantly the computation time required.
Another issue was the convergence for the propagating modes of the kρ integration
for the reconstruction of the field. The further away from the aperture the more
oscillatory the exponential term in the kernel of the integral was becoming. In the
case of the 1000λ radius aperture where the detector distances were spanning over
meters, convergence required up to a million points using Gaussian quadrature. The
calculation time for the field at a distance of 6 meters for the 1000λ radius aperture
(examples in Chapters 5 and 5) was taking almost a day.
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Chapter 4
Vectorial diffraction of an incident
plane wave and comparison with
scalar diffraction
4.1 Introduction
In this chapter we apply the theory discussed in Chapter 3 for the case of an in-
cident TE plane wave. We first derive expressions of the incident field in terms of
Eqs.(3.28). Next we validate the model by comparing it to Maxwell’s equations and
checking for conservation of energy and provide some preliminary results consider-
ing the form of the diffracted field. The following section gives direct comparisons
for the transmitted total integrated intensity for aperture radii up to a = 100λ
and aperture thicknesses up to h = 10λ. Finally, we study the case of an aperture
of a = 1000λ and compare the vectorial results to the scalar Fresnel-Kirchhoff re-
sults of Chapter 2. In this chapter, we have significantly contributed to the original
applications of the thick aperture diffraction theory since in [53] only a quantity
called transmission coefficient (related to aνnm and b
ν
nm coefficients) was considered.
Here we perform direct field calculations to study the effect of the aperture size
and thickness in diffraction and compare it to the very well known Fresnel-Kirchhoff
diffraction theory.
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4.2 Application of the theory for an incident plane
wave
The theory discussed in Chapter 3 can be directly applied to a plane wave incident on
the aperture by determining the weighting of the plane wave decomposition integral
(Aµinc in Eqs.(3.28)). In this section we present the diffraction of a TE plane wave at
normal incidence. Cylindrical co-ordinates are naturally suited to the problem and
they are also simply integrable. Application for off normal incidence is straightfor-
ward and this option is included in the following plane wave implementation. We
need though to stress that by considering off normal incidence the index n, discussed
in Chapter 3, is no longer unity resulting a significant gain in computational time.
It is not therefore practical to perform off normal calculations for apertures larger
than a few tens of wavelengths.











(−ATEinc (kρ, kφ) sin(kφ − θ) + ATMinc (kρ, kφ) cos(kφ − θ))ρˆ
+ (ATEinc (kρ, kφ) cos(kφ − θ) + ATMinc (kρ, kφ) sin(kφ − θ))θˆ
]
× eıρkρ cos(kφ−θ)+ıkzzkρdkρdkφ, (4.1a)








(−ATEinc (kρ, kφ)Y TE(kρ) sin(kφ − θ)
+ ATMinc (kρ, kφ)Y
TM(kρ) cos(kφ − θ))ρˆ
+ (ATEinc (kρ, kφ)Y
TE(kρ) cos(kφ − θ)
+ ATMinc (kρ, kφ)Y
TM(kρ) sin(kφ − θ))θˆ
]
× eıρkρ cos(kφ−θ)+ıkzzkρdkρdkφ, (4.1b)





1/2, tan(θ) = y/x and tan(kφ) = ky/kx. Similar
expressions can be written for the reflected and transmitted fields with the slight
change in the notation of the amplitude coefficients and the sign of the kz vector.
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Next we obtain an expression for the Aµinc coefficients. For a plane wave incident
at an angle kφ0 to the z axis (kx0 = kρ0 sin kφ0), TE polarised radiation can be
obtained by setting [53]
ATEinc (kx, ky) = −k20δ(kx − kx0)δ(ky) (4.3)
and
ATMinc (kx, ky) = 0, (4.4)
which results in an xˆ polarised plane wave. In cylindrical coordinates
ATEinc (kρ, kφ) = −k20




ATMinc (kρ, kφ) = 0. (4.6)














cos(kφ0 − θ)ρˆ+ sin(kφ0 − θ)θˆ
)
, (4.7b)
with the longitudinal components given in Eqs.(4.2)
Einc,⊥ = 0, (4.8a)
Hinc,⊥ = − kρ0
2piZ0
eıρkρ0 cos(kφ0−θ)+ıkz0z. (4.8b)
The field components for the transmitted and reflected fields are obtained in in
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Appendix E.
We conclude this section with three remarks. First, from Eq.(3.65) it is apparent
that the reflected field can be split into two components. The first includes the term
−Aµinc, called the spurious reflected field which, is the field reflected from a perfectly
conducting screen without a hole. The second component includes the rest of the
terms and is the field reflected from the hole. The total reflected field consists of
the sum of these two terms.
The second remark is that once the aνnm and b
ν
nm coefficients have been calculated
for a given aperture size and incident illumination, along with the expressions for
the transmitted and the reflected fields, Eqs.(E.9), (E.10), (E.11) and (E.12) can be
used to produce the reflected and transmitted fields anywhere outside the aperture.
Third, the single integral in the expressions for the reflected and transmitted
field (Appendix E) is performed numerically using Gaussian quadrature in the man-










) and in each case a suitable change of variables is applied.
4.3 Validation and preliminary results of the model
for the plane wave case
In this section, we validate the model described in the previous section in two ways.
We demonstrate that the field calculated by our model agrees with Maxwell’s equa-
tions and compare the flux of the incident field to the reflected and transmitted
fields. We also present the model by showing distributions of the diffracted field at
various distances for different aperture radii and thicknesses.
4.3.1 Validation of the model
We will refer to the field components calculated numerically by direct integration
from Eqs.(E.9), (E.10), (E.11), (E.12) as “direct” and those evaluated from the
discretisation of Maxwell’s curl equations as “indirect”. An example of the discreti-
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where we use step size ∆x = ∆y = ∆z = 10−5λ.
The comparison was made for the case of an incident TE xˆ-polarised plane wave
at the aperture of radius a = 10λ and thickness h = λ. The field was calculated
on x = 0 plane, for 0 < y < 15λ, −15λ < z < 15λ on a 301 × 601 grid. The field
was evaluated for the numerical differentiation of the curl equations on 3 additional
points per grid point at coordinates (x+∆x, y, z), (x, y+∆y, z) and (x, y, z+∆z).
The results are presented in Figs.(4.1) and (4.2). The moduli and phases of the
Ex and Hy field components are presented in the two cases of direct and indirect
calculations and then compared. The results show that the model satisfies Maxwell’s
equations since the difference of the magnitudes is of the order of the numerical
precision that was used (10−5) and the difference of the phase is practically zero.
The distinctive line above the left side of the aperture in the indirect results arises
because for efficiency reasons we have to calculate the field at the boundary of the
aperture using the waveguide mode formalism as opposed to the field at distance
∆z from the boundary, which is calculated using the plane wave decomposition. In
the indirect method this gives a jump to the amplitude and therefore an inaccuracy
appears in the form of the line. This is a purely numerical artifact and does not
affect the validity of the simulations.
Next we compare the reflected and transmitted fluxes to the incident flux in
order to investigate whether the energy is conserved. The flux was calculated by






Re (E×H∗) · dS. (4.10)
For the calculation of the reflected and transmitted fluxes we considered an aper-
ture of radius a = 2λ and thickness of h = λ and two hemispheres of radii r = 10λ
attached on both sides of the aperture representing the surface S in Eq.(4.10). The
flux incident to the aperture and due to the plane wave was calculated analytically
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Figure 4.1: Diffraction of an xˆ-polarised TE plane by an aperture of radius a = 10λ and
thickness h = λ. The aperture is outlined by the white line. (a) shows the modulus of the
Ex component calculated directly by means of the diffraction model. (b) shows the same
field component derived by the discretised Maxwell’s curl equations. (c) and (d) show the
phase of the two previous cases. (e) and (f) shows the differences between the direct and
indirect calculations.
and equals Φ = 1/60 ≈ 0.0166667W (see Appendix A). For the numerical imple-
mentation of Eq.(4.10) we calculated the flux of the reflected and transmitted fields
for eight cases of increasing grid points to demonstrate convergence, assuring first
that the value of the field has converged as well at the points of the grid. The results
are shown in Table 4.1 and illustrated in Fig.(4.3). They provide the evidence that
our model complies with the principle of conservation of energy.
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|Hy|  direct 
arg(Hy) direct arg(Hy) indirect 
|Hy|  direct −  |Hy|  indirect  arg(Hy) direct − arg(Hy) indirect  
|Hy|  indirect 
Figure 4.2: Diffraction of an xˆ-polarised TE plane by an aperture of radius a = 10λ and
thickness h = λ. The aperture is outlined by the white line. (a) shows the modulus of the
Hy component calculated directly by means of the diffraction model. (b) shows the same
field component derived by the discretised Maxwell’s curl equations. (c) and (d) show the
phase of the two previous cases. (e) and (f) shows the differences between the direct and
indirect calculations.
4.3.2 Preliminary results and discussion
In this section we present distributions of the diffracted field in different cross sec-
tions in order to demonstrate the working of the diffraction model. They also serve
to provide a first rough idea of the field behaviour before proceeding to the section
with the comparisons between the scalar and the vectorial models.
In Figs.(4.4) and (4.5) we show the total field for the x and y cross sections
respectively for an aperture of radius a = λ and for four aperture thicknesses h = 0,
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No of grid points Φref (W) Φtran (W) Φtotal (W)
55 0.0017912 0.0245971 0.0263883
231 0.0018824 0.0161359 0.0180183
1, 275 0.0018459 0.0150901 0.0169360
5, 151 0.0018411 0.0148853 0.0167264
11, 325 0.0018403 0.0148518 0.0166921
20, 301 0.0018400 0.0148389 0.0166789
45, 451 0.0018398 0.0148302 0.0166700
80, 601 0.0018397 0.0148271 0.0166668
Table 4.1: Values of reflected, transmitted and total flux for various numbers of grid
points.



















Figure 4.3: Total flux versus the number of grid points.
h = 0.5λ, h = λ and h = 2λ. The difference in the two cross sections stems from the
vectorial nature of the xˆ polarised incident light. For h = 0 (Fig.(4.4) top left) we
observe the diffraction pattern which is similar to the scalar case, with the concentric
bright and dark fringes in the near field because of the interference of the secondary
waves from points on the aperture. As the distance increases the oscillations in
the intensity decrease and eventually the diffraction pattern approaches the far-field
distribution (Fraunhofer regime) forming the Airy disc with the big lobe in the
centre. For the left hand side of the screen we observe mainly the interference of
the incident with the spurious reflected fields forming a pattern with succession of
84
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Figure 4.4: x cross section of the total field diffracted by an aperture of a = 2λ. Top left
figure presents diffraction from an aperture with h = 0, top right for h = 0.5λ, bottom




























































Figure 4.5: y cross section of the total field diffracted by an aperture of a = 2λ. Top left
figure presents diffraction from an aperture with h = 0, top right for h = 0.5λ, bottom
left for h = 1λ and bottom right for h = 2λ. The inset shows the phase with green
representing zero.
constructive and destructive interference. For an aperture of non-zero thickness the
waveguide modes become apparent having a more complex structure with increasing
thickness.
In Figs.(4.6) and (4.7) we demonstrate the field in the aperture and the trans-
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Figure 4.6: x cross section of the field inside the aperture and the transmitted field
diffracted by an aperture of a = 10λ. Top left figure presents diffraction from an aperture
with h = 0, top right for h = 0.5λ, bottom left for h = 1λ and bottom right for h = 2λ.
mitted field for the same cross sections and thicknesses as in the previous case but




























































Figure 4.7: y cross section of the field inside the aperture and the transmitted field
diffracted by an aperture of a = 10λ . Top left figure presents diffraction from an aperture
with h = 0, top right for h = 0.5λ, bottom left for h = 1λ and bottom right for h = 2λ.
diffraction pattern is more structured. It is now more obvious that along the z
axis a series of aperiodic bright and dark spots are formed with spacing increasing
with greater z. The effect of the aperture thickness is less apparent and we would
expect to have a practically similar transmitted field at shorter distance than for
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the smaller apertures (see also Fig.(4.10)). A common characteristic between this
and the previous case is the existence of a big main lobe where a focus is formed at
distance further from the aperture than in the a = 2λ case (Figs.(4.4) and (4.5)).
The cental lobe though is formed for both radius cases at a distance corresponding
to similar Fresnel numbers (N = a2/zλ).
In Figs.(4.8) and (4.9) we show the transmitted field at various distances (z
cross section) for apertures of a = 2λ, a = 10λ and h = 0, h = 2λ. This figure
demonstrates the effect of the finite aperture thickness especially for short distances
from the aperture. There are apparent differences in the amplitude distribution,
in the magnitude and also in the phase which are greater though for the aperture
of a = 2λ, as expected due to the dimensions of the aperture approaching the
wavelength. All these differences fade as the distance becomes larger.
Finally, in Fig.(4.10) we present line plots along the y direction for four aperture
thicknesses (h = 0, h = 0.5λ, h = λ and h = 2λ) and three aperture radii (a = 2λ,
a = 10λ and a = 50λ) at various observation distances. The graphs in the left
column demonstrate the intensities for an aperture of radius a = 2λ. The effect of
the aperture thickness on the intensity distributions is very apparent even at larger
distances. At a distance from the aperture of z = 10λ, which is in the proximity of
the Fraunhofer regime, the differences for various cavity sizes are still very obvious.
The middle column represents intensity distributions for an aperture of a = 10λ.
The effect of thickness effect lessens as the distance increases but still is apparent at
z = 100λ. Finally, the third column represents intensity distributions for a = 50λ.
The intensity distributions are affected only slightly even at short distances from
the aperture.
4.4 Comparison between the scalar and the vec-
torial models
4.4.1 Case of small apertures
In this section we apply the vectorial model to different aperture radii and thick-
nesses and we compare the results to the scalar model in terms of the total integrated
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h[λ] = 2h[λ] = 0
Figure 4.8: Field transmitted through an aperture of a = 2λ with thicknesses h = 0,
h = 2λ and at distances z = 2λ, z = 5λ, z = 10λ and z = 50λ from the aperture. The
inset shows the phase distribution with green representing zero.
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Figure 4.9: Field transmitted through an aperture of a = 10λ with thicknesses h = 0,
h = 2λ and at distances z = 5λ, z = 50λ, z = 200λ and z = 1000λ from the aperture.
The inset shows the phase distribution with green representing zero.
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          line plot
Figure 4.10: Line plots along the y axis of the detector plane as shown in the inset of
the top left graph for the transmitted field for aperture radii a = 2λ (at distances z = 2λ,
z = 4λ, z = 10λ), a = 10λ (at distances z = 10λ, z = 25λ, z = 100λ) and a = 50λ (at
distances z = 50λ, z = 250λ, z = 1000λ) for h = 0, h = 0.5λ, h = λ and h = 2λ.
intensity. Note that the calculations for the scalar cases were performed by the com-
puter program evaluating the Fresnel-Kirchhoff integral discussed in Chapter 2.
Before presenting the results and comparisons between the scalar and vectorial
theories, it is worth commenting on the direct connection between the modal coeffi-
cients and the transmitted field. Eqs.(3.57) and (3.58) provide the solutions for the
aνnm and b
ν
nm coefficients and therefore for c
ν+, depending on the aperture radius,
wavelength, the number of modes, the thickness h and the incident illumination. The
coefficients aνnm and b
ν
nm are a primary constituent of the transmitted field strength
vectors, see Eq.(3.66), and therefore directly affect the amplitude distribution on
the detector plane. An aperture of different parameters (radius, thickness) supports
different modes or the same modes with different energy distribution, so the modal
90
4.4 Comparison between the scalar and the vectorial models
coefficients of the decomposed incident field are coupled to different aperture modes
resulting in a distribution for the transmitted field dependent upon both parameters.
Fig.(4.11) shows the sum of the moduli of the cν+ coefficients corresponding
to the propagating modes for four aperture radii a = 2λ, a = 10λ, a = 50λ and
a = 100λ for h ∈ [0 2λ]. We calculated for Fig.(4.11) the relative difference be-
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Figure 4.11: Four cases of the sum of the absolute value of the propagation coefficient
cν+.
tween the maximum and the minimum values for the four radii. These values read
0.010539, 0.001230, 0.000392 and 0.000190 for a = 2λ, 10λ, 50λ and 100λ respec-
tively. We observe smaller values for larger apertures and fixed thickness variation
as the ratio a/h is increased. Small changes in thickness relative to a large radius are
not expected to change significantly the field distribution in the aperture and there-
fore the transmitted field. We also observe that for the larger apertures, a = 50λ,
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a = 100λ (bottom graphs), a similar pattern is formed. The cν+ propagation mode
coefficients carry relatively the same amount of energy for the range of h. Eq.(3.66)
is dependent on cν+ through the aνnm and b
ν
nm coefficients and gives the strength
vector of the transmitted field. Because the strength vectors for the larger apertures
have similar response for different h, we therefore expect similar behaviour for the
transmitted field. This is shown in Figs.(4.12) and (4.13).
Fig.(4.12) shows the normalised total intensity integrated on an observation plane
having the same radius as the aperture (the same detector size as the aperture was
used in all simulations of this section) in respect to the total integrated intensity
incident upon the aperture. The left column shows the complete range whereas the
right column concentrates on a subset in order to demonstrate better the observed
oscillations. We show five cases in each set of graphs which correspond to intensi-
ties calculated using the Fresnel-Kirchhoff integral and the vectorial model for four
thicknesses h = 0, h = 0.5λ, h = λ and h = 2λ. A common characteristic of all dis-
tributions is the oscillations as the intensity drops along the z direction, which have
an increasing frequency with increasing aperture radius. This behaviour can be ex-
plained by looking at the intensity distribution on the observation plane. Fig.(4.10)
shows |Ex| along the radius of the observation plane for increasing aperture radii
and observation distances. We observe that the frequency of the oscillations in the
intensity distribution increase for larger aperture radii and for decreasing distances.
For small apertures (a = 2λ, top graphs in Fig.(4.12)) we observe a slow variation
in the slope of the decreasing intensities for small distances, which accounts for the
low frequency oscillations of the left column graphs in Fig.(4.10). For different ob-
servation planes the detector can receive light corresponding up to a “valley” or a
steepest region. These variations are responsible for determining the slopes of the
normalised integrated intensity in Fig.(4.12). For larger apertures these oscillations
have higher frequency. Finally, we observe in Fig.(4.12) the correlation between
the cν+ coefficients (Fig.(4.11)) and the intensities. For the cases of a = 50λ and
a = 100λ where the cν+ coefficients are similar, the intensities for different thick-
nesses follow a similar pattern. In the case for a = 10λ and even more for a = 2λ
this pattern is no longer and e.g. for h = 0.5λ the intensity is very different from
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Figure 4.12: Normalised total intensity integrated over an observation plane with detec-
tor radius equal to the aperture as a function of the distance from the exit surface of the
aperture to the observation plane. The left column represents all the range of distance
whereas the right column shows only a portion to demonstrate better the oscillations.
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the previous cases. Fig.(4.13) presents the results of Fig.(4.12) as a function of the
Fresnel number N = a2/zλ. This new representation allows a better comparison
between the four cases. In the graphs corresponding to the cases of a = 2λ and
a = 10λ the scalar results do not cover the whole N number region because at
very short distances from the aperture the Fresnel-Kirchhoff integral breaks down.
For a = 2λ the deviation of the scalar theory from the vectorial theory is very
obvious, similarly for a = 10λ especially for higher N numbers. For the two larger
apertures the two theories yield similar distributions, resulting in similar curves for
the intensities. Especially when a = 100λ the scalar and the vectorial theories for
all thicknesses coincide almost perfectly.
Fig.(4.14) presents the percentage relative error defined as the percentage mod-
ulus of the difference between the vectorial and the scalar results divided by the
scalar one for the four thickness cases. The top left graph in Fig.(4.14) represents
the case for a = 2λ. The structure present in the graphs up to z = 10λ is attributed
to the variable slope in the intensity graphs, which was discussed previously. The
a = 2λ case has the biggest error between the vectorial cases and the scalar one as
expected, with the aperture thickness h = 0 yielding the most comparable results.
The difference stabilises at around 2%. This could be contrasted with the cases
of finite aperture thickness where the difference can reach up to almost 30% when
h = 2λ. The use of scalar theory in this case is inappropriate. The top right graph
in Fig.(4.14) presents the same of results for the case where a = 10λ. We observe
again some structure in the plot for 10λ < z < 100λ which is attributed to the
oscillations in the intensity graphs. The overall difference is significantly smaller
compared to the a = 2λ case and for h = 0 the difference reaches a maximum value
of almost 0.5%. The cases where the thickness is non-zero produce larger differences
(3− 6%) because the ratio a/h is not large enough to ignore the edge effects. In the
bottom left graph of Fig.(4.14) we show the results for an aperture of size a = 50λ.
Similar structure is observed in the range 60λ < z < 5000λ which corresponds again
to the oscillations in the intensity. The minimum error is for the h = 0 case with a
maximum of 0.1% and for the case where h = 2λ the value is almost 0.7%. Finally,
in the bottom right graph of Fig.(4.14) presents the results for a = 100λ. The same
explanation applies as previously for the oscillations. Here, for h = 0 the difference
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is up to 0.07% and for the finite thicknesses the maximum value is between 0.2%
and 0.35%, which constitutes a large error.
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Figure 4.13: Normalised total integrated intensity for a = 2λ, a = 10λ, a = 50λ and
a = 100λ versus the N number on a semilog scale.
We observe in all four graphs of Fig.(4.14) that the error has a minimum which
is more profound in the case of finite aperture thickness. These minimum values
are within regions that for all four aperture radii correspond to Fresnel numbers
roughly between 0.5 − 2.5. By looking back at Figs.(4.4)-(4.7), we find that these
values of Fresnel number correspond to the main lobe formed due to diffraction.
The pattern of the field before the main lobe varies significantly and possesses more
complexity, thus any variation in the aperture thickness causes significant changes
in that pattern and therefore the error is larger. As the observation plane reaches
the main lobe, the complexity in the field pattern reduces significantly, so thickness
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Figure 4.14: Percentage relative error for the vectorial theory (h = 0, h = 0.5λ, h = λ
and h = 2λ compared to the scalar theory, for aperture sizes a = 2λ, 10λ, 50λ and 100λ
as a function of propagation distance on a semilog scale.
variations affect the integrated intensity distribution less severely. Nevertheless,
although the errors are significantly smaller in this region, they are strongly depen-
dant on the exact z position due to oscillations observed in the integrated intensity.
These oscillations are caused by the side lobes present around the main lobe due to
diffraction. Finally, as the observation plane moves further away from the aperture,
the integrated intensity drops and therefore any difference in the field value causes
a greater impact in the relative error.
Finally, in Fig.(4.15) the normalised total integrated intensity at a fixed obser-
vation plane is shown as a function of the variation of the thickness. The thickness
varies from 0 to 10λ for aperture radii a = 2λ, a = 10λ, a = 50λ and a = 100λ
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Figure 4.15: Normalised total integrated intensity for fixed distance and variable thick-
ness.
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at three observation distances, chosen with the same Fresnel number for each radius.
The observed pattern has larger amplitude variations and a lower frequency for
smaller radii, which present the aperture acting as a cavity. A summary of the
results in terms of visibility (fringe contrast) extracted from the three figures is
shown in Table 4.2. As it is expected the oscillations are very pronounced for the
Distance in N number a = 2λ a = 10λ a = 50λ a = 100λ
10 0.0457 0.0137 0.0055 0.0021
2 0.0914 0.0150 0.0040 0.0008
0.4 0.2247 0.0130 0.0018 0.0008
Table 4.2: Visibility of the normalised total integrated intensity due to change in thick-
ness.
case of a = 2λ and even the slightest change in the aperture thickness can cause a
big impact to the intensity value. For example at z = 10λ (N = 0.4) the visibility is
0.2247. The increase of the aperture radius reduces the effect of thickness variation,
so for an aperture of a = 10λ the visibility is around 0.013 and for larger apertures
this value drops even lower. For a = 100λ it is as low as 0.0008.
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4.4.2 Comparison for an 1000λ radius aperture between the
vectorial and the scalar theories
In NPL, for the radiometric experimental configuration (see Chapter 1), an aperture
of 1000λ radius and 10λ thickness is used. The analysis in [2] and consequently the
new results of Chapter 2 employ the scalar diffraction theory in order to provide
corrections for the experiment due to diffraction from the aperture. Although the
aperture was made deliberately very large to minimise the effects of diffraction, still
because of the nature of the experiment, maximum accuracy must be achieved. For
this reason in this section we provide comparisons between the results given by the
scalar theory (Fresnel-Kirchhoff diffraction integral) and the more accurate vectorial
theory (for the cases of h = 0 and h = 10λ) for an incident TE plane.
In Fig.(4.16), we present the results of the comparison between the scalar and
the vectorial theories. The calculation parameters for the two vectorial cases were
the same as in the scalar simulations: we evaluated the total integrated intensity for
a TE plane wave incident on an aperture of 1000λ radius with 0 or 10λ thickness
on a circular detector of 1500λ radius placed with its centre on the optical axis
at distances of 2pi/100, 2pi/50, 2pi/20, 2pi/10, 2pi/5 and 2pi meters. These distances
account forN numbers of 1.59−159 and angular parameters of 10−1000. We observe
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Figure 4.16: Percentage relative error between the vectorial theory (h = 0 and h = 10λ)
and the results form the Fresnel-Kirchhoff diffraction integral. The left graph displays the
results as a function of distance in meters whereas the right graph as a function of the
angular parameter u.
99
4.4 Comparison between the scalar and the vectorial models
from the left graph that for the h = 0 case the maximum error appears for the shorter
distance of 2pi/100 m which is 0.1335%. The error reduces for longer distances and
eventually stabilises at a value around 0.053%. The case with finite thickness of
h = 10λ, which is more realistic, produces results closer to those predicted by
the scalar theory. The maximum error occurs again at the shorter distance and
is 0.0817%, with the smaller error appearing at the distance of 2pi/50 m and is
0.0071%. As the detector distance increases the error stabilises at around 0.035%.
The fact that the case of h = 10λ produces more accurate comparisons with
the scalar theory is not very surprising. Such a trend becomes very apparent in
Fig.(4.14). In the top left graph of Fig.(4.14) where the a = 2λ case is presented,
the result for h = 0 gives the best match compared with the scalar theory. As
the aperture size increases, we observe an increasing region of distances where the
results between the case of h = 0 and the finite thicknesses give comparable results
(top right and bottom left graphs). The case of a = 100λ (bottom right graph)
gives a region between 800λ − 10000λ where the match between the scalar and
vectorial theories is better for finite thickness than for an infinitely thin aperture.
This observation is a confirmation of the result in Fig.(4.16).
The results just presented demonstrate that even the use of a very large aperture
with radius of 1000λ will introduce errors in the calculated total integrated intensity
due to diffraction and are best estimated using vectorial diffraction theory. Since
NPL requires the most precise corrections due to diffraction for the radiometric
calculations, a 0.035% improvement is a big advantage.
Finally, in Fig.(4.17) we demonstrate the strong dependency of the error between
the vectorial and scalar theories on distance. As we have seen already in Fig.(4.14)
the error oscillates for a range of distances and can approach zero. A direct result
is that the scalar theory will not necessarily compare better to the vectorial for a
larger aperture radius to wavelength ratio. Much attention should be given to the
observation plane distance. In Fig.(4.17) we plot errors for 12 aperture radii ranging
from a = λ to a = 1000λ. The thickness and the Fresnel number are fixed (h = λ,
N = 2) and the detector has the same radius as the aperture. We observe a gradual
reduction in the error up to a = 25λ and then a sharp drop for a = 50λ, which is
the minimum error for the cases we examined in this particular configuration. The
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error increases then gradually until a = 500λ and then drops again for a = 1000λ.




















Figure 4.17: Percentage relative error between the vectorial and scalar theories for fixed
Fresnel numbers and thickness (N = 2, h = λ) and variable aperture radius.
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Chapter 5
Vectorial diffraction of an incident
Gaussian beam
5.1 Introduction
In this chapter we discuss the vectorial diffraction of a Gaussian beam through a
thick circular aperture. We present results of diffraction for various beam waists and
aperture radii and compare them to the vectorial and scalar plane wave cases which
were discussed in Chapters 2 and 4. Since experiments using lasers with Gaussian
intensity profiles are common, the results of this chapter will establish the regime
where diffraction of a Gaussian beam becomes “equivalent” to that due to a plane
wave. Then an experimental comparison in NPL will be possible for the vectorial
and scalar plane wave calculations. The chapter begins with a brief description of
the particular vectorial Gaussian beam which is used for our simulations. Next, we
validate the model and present preliminary results. Finally, we show the comparisons
between the diffraction of the Gaussian beam and a plane wave.
5.2 The incident Gaussian beam
In this chapter we use an xˆ polarised vectorial Gaussian which satisfies Maxwell’s
equations and was obtained in terms of the Hertz vector in [43]. The full derivation
in cylindrical coordinates can be found in Appendix F. The field is given by the
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following expressions
Eρ(ρ, θ, z) =
w20
4k0
[Ie0(ρ, z) cos θ + I
e
2(ρ, z) cos θ] , (5.1a)
Eθ(ρ, θ, z) =
w20
4k0
[−Ie0(ρ, z) sin θ + Ie2(ρ, z) sin θ] , (5.1b)




Ie1(ρ, z) cos θ, (5.1c)
and
Hρ(ρ, θ, z) =
w20
2Z0
Im0 (ρ, z) sin θ, (5.2a)
Hθ(ρ, θ, z) =
w20
2Z0
Im0 (ρ, z) cos θ, (5.2b)




Im1 (ρ, z) sin θ, (5.2c)
where w0 is the beam waist and I
e, Im are integrals over kρ defined in Appendix F
in Eqs.(F.10) and (F.12).
The Aµinc amplitudes for the incident field, Eqs.(3.28), expressed in Φ modes,
Eqs.(3.27), are given in the following expressions

























where the derivation can be found in Appendix F.
5.3 Validation and preliminary results
We need first to validate the model which uses now the Gaussian beam as incident
illumination. For this reason we perform three tests. We check the agreement of our
model with Maxwell’s equations, the conservation of energy in terms of incident,
reflected and transmitted flux (these two tests were also used in Chapter 4) and
also the comparison of the diffracted field of a Gaussian beam of a large waist and
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Figure 5.1: Diffraction of an xˆ-polarised Gaussian beam with w0 = 10λ from an aperture
of radius a = 10λ and thickness h = λ. The aperture is outlined by the white line. (a)
shows the modulus of the Ex component calculated directly by means of the diffraction
model. (b) shows the same field component derived by the discretised Maxwell’s curl
equations. (c) and (d) show the phase of the two previous cases. (e) and (f) show the
differences between the direct and indirect calculations.
To test the model against Maxwell equations we use the same construction as in
Chapter 4. The discretisation for Maxwell curl equations is given by Eq.(4.9) with
step size ∆x = ∆y = ∆z = 10−5λ. The incident Gaussian beam with w0 = 10λ
is diffracted by an aperture radius a = 10λ and thickness h = λ. The field was
calculated on the x = 0 plane, for 0 < y < 15λ, −15λ < z < 15λ on a 301×601 grid.
The field was also evaluated for the numerical differentiation of the curl equations
on 3 additional points per grid point at coordinates (x +∆x, y, z), (x, y +∆y, z)
and (x, y, z +∆z).
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Figure 5.2: Diffraction of an xˆ-polarised Gaussian beam with w0 = 10λ by an aperture of
radius a = 10λ and thickness h = λ. The aperture is outlined by the white line. (a) shows
the modulus of the Hy component calculated directly by means of the diffraction model.
(b) shows the same field component derived by the discretised Maxwell’s curl equations.
(c) and (d) show the phase of the two previous cases. (e) and (f) show the differences
between the direct and indirect calculations.
The results are shown in Figs.(5.1) and (5.2). The moduli and phases of the
Ex and Hy field components are presented in the two cases of direct and indirect
calculations and then compared. The results show that the model satisfies Maxwell’s
equations since the difference of the magnitudes is of the order of the numerical
precision that was used (10−5) and the difference of the phase is practically zero.
The distinctive line above the aperture in graphs (b), (e) and (f) in both Figs.(5.1)
and (5.2) appears for the same reasons as in Chapter 4 and is purely a numerical
artifact with no significance for the validation.
Next, we check the conservation of energy by comparing the flux incident upon
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the aperture to the reflected and transmitted flux. For the calculations we use
Eq.(4.10) and consider an aperture of radius a = 2λ and thickness of h = λ, w0 =
10λ and two hemispheres of radii r = 10λ attached on both sides of the aperture
representing the surface S in Eq.(4.10). The incident flux was calculated numerically
and equals Φ = 7.0871282·10−13W. The results of the flux calculations are presented
in Table 5.1 and illustrated in Fig.(5.3). They provide the evidence that our model
applied for an incident Gaussian beam complies with the principle of conservation
of energy.
No of grid points Φref (10−13W) Φtran (10−13W) Φtotal (10−13W)
55 1.5570489 9.8639870 11.4210359
231 0.5166472 7.2452328 7.7618800
1, 275 0.4582365 6.8034197 7.2516562
5, 151 0.3937637 6.7187648 7.1125285
11, 325 0.3929132 6.7050300 7.0979432
20, 301 0.3924732 6.6997598 7.0922330
45, 451 0.3923431 6.6962022 7.0885453
80, 601 0.3922309 6.6949541 7.0871850
Table 5.1: Values of reflected, transmitted and total flux for various numbers of grid
points.




















Figure 5.3: Total flux versus the number of grid points.
Finally, we compare the diffraction through an aperture of a = 2λ and h =
λ between a plane wave and a Gaussian beam with w0 À a (in this case w0 =
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100λ). The results are shown in Fig.(5.4). The moduli of the xˆ component of the
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Figure 5.4: Diffraction of an xˆ-polarised plane wave and an xˆ-polarised Gaussian beam
with w0 = 100λ from an aperture of radius a = 2λ and thickness h = λ. The aperture is
outlined by the white line. (a) shows the modulus of the Ex component of the plane wave.
(b) shows the modulus of the Ex component of the Gaussian beam. (c) and (d) show the
phase of the two previous cases. (e) and (f) show the differences between the plane wave
and the Gaussian beam diffraction.
electric field for both cases (see (a) and (b) in Fig.(5.4)) are normalised to unity to
obtain direct comparisons between both cases. For large beam waists relative to the
aperture the Gaussian wavefront becomes almost uniform and therefore we expect
similar results between the diffraction of a plane wave and the Gaussian beam. This
is demonstrated in the (e) and (f) graphs of Fig.(5.4). In (e) the difference between
the xˆ component of the electric field is shown. The differences between the two
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fields are small especially in the region of the transmitted field where we are more
interested. Graph (f) shows the difference in phases which is practically zero.
Before proceeding to the next section where we present the comparison of the
intensity results for the Gaussian beam and plane wave, we show two figures that
provide some insight for the diffraction of a Gaussian beam. Fig.(5.5) demonstrates
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Figure 5.5: Diffraction of an xˆ-polarised Gaussian beam with various beam waists by
an aperture of radius a = 2λ and thickness h = λ. The aperture is outlined by the white
line. (a) shows the modulus of the Ex component of a Gaussian beam with w0 = 0.5a. (b)
shows the modulus of the Ex component of a Gaussian beam with w0 = a. (c) shows the
modulus of the Ex component of a Gaussian beam with w0 = 2a.(d) shows the modulus
of the Ex component of a Gaussian beam with w0 = 5a. The phase is shown in the inset
with green representing zero.
four cases of diffraction for a Gaussian beam with different beam waists. In (a)
the beam waist is half the aperture radius and we observe almost no effects due to
diffraction. In (b) the beam waist equals the aperture radius and diffraction effects
are becoming apparent with the central lobe being created in the transmitted field.
The last two graphs represent diffraction with Gaussian beams of beam waists twice
and five times as large as the aperture radius and the transmitted field tends to
resemble the diffracted field from a plane wave.
Finally, in Fig.(5.6) we have plotted the differences of the moduli of the aνnm and
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bνnm coefficients between a plane wave and a Gaussian beam of increasing waist. It










































Figure 5.6: Differences of the absolute value of the aνnm and b
ν
nm coefficients between a
plane wave and a Gaussian beam of increasing beam waist at an aperture of a = 10λ and
h = λ. We have considered only the propagating modes.
is apparent that for increasing beam waist we obtain a better match between the
coefficients and therefore the transmitted field of a Gaussian beam with a waist
relatively large to the aperture will resemble the field diffracted from a plane wave.
5.4 Intensity results of the Gaussian beam and
comparisons for small apertures
In this section we make comparisons in terms of total integrated intensity between
the two plane wave diffraction models, scalar and vectorial, and the Gaussian beam
model for various beam waists. We identify the errors arising from the measurement
of the intensity on the detector plane between a Gaussian beam of large beam waist
comparing it with an incident plane wave both scalar and vectorial. Ultimately,
these comparisons will help the experimentalists in NPL to perform measurements
towards the verification of our scalar and vectorial diffraction models.
We implement the diffraction model in this section for apertures of radii a = 2λ,
a = 10λ, a = 50λ and a = 100λ and for thicknesses of h = 0 and h = 1λ so we
can directly compare the results of Chapter 4. For incident illumination we use
Gaussian beams with three different beam waists which in all four aperture cases
have an intensity drop between the centre of the aperture and its rim of 20%, 10%
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and 5%. For the aperture with radius a = 2λ the beam waists used are w0 = 6λ,
w0 = 8λ and w0 = 12λ, for a = 10λ w0 = 30λ, w0 = 40λ and w0 = 60λ, for a = 50λ
w0 = 150λ, w0 = 200λ and w0 = 300λ and for a = 100λ w0 = 300λ, w0 = 400λ and
w0 = 600λ, respectively.
In Figs.(5.7) and (5.8) we demonstrate the normalised total integrated intensity
over a detector of the same size as the aperture radius. The left column shows the
complete range of axial distances which is the same as in Fig.(4.12), whereas the
right column ranges over a subset to demonstrate better the oscillations. We plot
five cases in each graph; intensity detected due an incident plane wave calculated
for both scalar (h = 0 in both cases) and vectorial theories and also for incident
Gaussian beam for the three different waists mentioned in the previous paragraph.
We observe that even for the smallest beam waist there is visually a good agreement
with the vectorial plane wave result and with the scalar ones for the larger apertures.
Quantitative comparisons follow in the next figures.
In Figs.(5.9) and (5.10) we present the percentage relative errors as defined in
Chapter 4 calculated between the three different Gaussian beams and the scalar
plane wave theory or the vectorial plane wave theory. In Fig.(5.9) we show the
errors calculated for the case of the infinitely thin aperture. The left column shows
the comparisons using the scalar theory for the plane wave and the right column
using the vectorial theory. In this case there are two kinds of errors that are additive.
The former accounts for the difference between the scalar and vectorial theories and
the latter for the approximation of a plane wave with a Gaussian beam with a
large beam waist. In general, the former kind of error dominates for the distances
of maximum error in Fig.(4.14), whereas the latter dominates in the distances of
minimum errors of Fig.(4.14) (area of the central lobe) because of apodisation effects
in the Gaussian beam case. The side lobes around the central lobe are less intense
and therefore the error increases. For the case of a = 2λ the errors between both
plane wave theories and the Gaussian beams are significantly large (with those
accounting for the vectorial case being slightly better) and a dramatic improvement
is observed roughly after a = 10λ which corresponds with N = 0.4. When the
aperture increases to a = 10λ a pattern is formed for all three Gaussian beams with
a region of maxima, which is less than 2.5%, 1.5% and 0.5% respectively around
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Figure 5.7: Normalised total intensity integrated over an observation plane with detector
radius equal to the aperture as a function of the distance from the exit surface of the
aperture of h = 0 to the observation plane. The left column represents the complete range
whereas the right column shows only a portion to demonstrate better the oscillations.
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Figure 5.8: Normalised total intensity integrated over an observation plane with detector
radius equal to the aperture as a function of the distance from the exit surface of the
aperture of h = 1λ to the observation plane. The left column represents the complete range
whereas the right column shows only a portion to demonstrate better the oscillations.
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N ≈ 0.75 (z ≈ 200λ) which corresponds for the central lobe of the transmitted field.
For an aperture of a = 50λ the errors between the scalar and the vectorial cases
are less pronounced and we observe again the range of maxima at the same values
and same ranges (N ≈ 0.75; z ≈ 3500λ). Finally, the case of a = 100λ presents the
biggest similarities between the scalar and vectorial comparisons as expected and
we also observe the similar structure of the error graph with maxima corresponding
to the central lobe of the transmitted field. For all these cases there is a sharp drop
in the error after having reached the maximum value.
Fig.(5.10) presents the same results for an aperture of h = 1λ thickness. For the
vectorial comparisons (right column) we have used the vectorial plane wave incident
to an aperture with h = 1λ. The trend that we observed in Fig.(5.9) is apparent also
in Fig.(5.10). For small apertures, a = 2λ and a = 10λ, the scalar theory compares
poorly with the vectorial Gaussian beams, even worse than Fig.(5.9), since finite
thickness has been introduced. In the vectorial comparisons, for both a = 2λ and
a = 10λ cases we immediately observe the maximum values in errors that were
apparent in Fig.(5.9). For the larger apertures, the scalar and vectorial comparisons
tend to form similar patterns with the scalar case being more inaccurate for the
shorter distances. The maximum values are again below 2.5%, 1.5% and 0.5% for
increasing beam waist. The same sharp drop after the maximum value in error is
again observed.
Fig.(5.9) and (5.10) demonstrate the regions where a Gaussian beam incident
to an aperture compares the best to plane wave. By taking the example of the
larger aperture simulated in this section (a = 100λ) we can conclude the following;
for a Gaussian beam with intensity drop of 5% (w0 = 600λ) from the centre to
the rim of the aperture we observe a gradual increase in the error compared to a
plane wave. The error is 0.0175% at 20λ (N = 500) and gradually increases to
its maximum value of 0.5974% at around 10, 500λ (N ≈ 0.95). The area of the
maximum values is around the central lobe of the transmitted pattern. Afterwards
the error drops very fast and reaches a value of 0.1441% at 40, 000λ (N = 0.25).
Therefore, an experiment to verify the vectorial plane wave results versus the scalar
ones of Chapter 4 should place the detector either in the very near field region in
the case of a weak laser or to the far field (N < 0.25) in the case of a strong laser.
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Figure 5.9: Percentage relative error between a Gaussian beam with three different beam
waists as shown in the legends for an aperture of h = 0 and a plane wave. The left column
shows the comparison in respect to the scalar plane wave whereas the right column to the
vectorial plane wave.
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Figure 5.10: Percentage relative error between a Gaussian beam with three different
beam waists as shown in the legends for an aperture of h = 1λ and a plane wave. The
left column shows the comparison in respect to the scalar plane wave whereas the right
column to the vectorial plane wave.
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5.5 Comparisons for an aperture of a = 1000λ
In this section we examine the more realistic case considering radiometric calcula-
tions which is for an aperture of a = 1000λ. As incident Gaussian beams we use the
same three cases of the previous section; w0 = 3000λ, w0 = 4000λ and w0 = 6000λ
corresponding for 20%, 10% and 5% intensity drop respectively. We have performed
calculations using the same parameters as in [2] and in Chapter 4; distances corre-
sponding for angular parameters of 10−1000 (2pi/100m, 2pi/50m, 2pi/20m, 2pi/10m,
2pi/5m and 2pi m, 1.59 < N < 159), thicknesses of 0 or 10λ and a circular detector
of 1500λ with its centre on the optical axis. Figs.(5.11) present the results. The
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Figure 5.11: Percentage relative error between a Gaussian beam against scalar (h = 0
in both cases) and vectorial plane waves with three different beam waists as shown in the
legends for an aperture of h = 0 and h = 10λ and plane waves. The left column shows the
comparison in respect to the scalar plane wave whereas the right column to the vectorial
plane wave.
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range of Fresnel N numbers in this case corresponds for the case of a = 100λ to
distances from 60λ to 6000λ. This is a region as Fig.(5.10) shows with relatively
small errors especially for the shorter distances from the aperture. In particular for
the a = 1000λ, h = 10λ case when the detector is placed at a distance of 2pi/100
m (vd = 1000) and w0 = 6000λ, we observe an error for the vectorial comparison of
only 0.0020%. This is a very good agreement between the Gaussian beam and the
vectorial plane wave which can be further improved by increasing the beam waist.
For larger distances the error increases and reaches 0.1882% for 2pi m.
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Chapter 6
Calculations on the NPL
configuration
6.1 Introduction
In this chapter we apply the tools which were developed in the previous chapters
for calculations on the experimental configuration used in NPL. We use as input
illumination either a vectorial plane wave or the Gaussian beam discussed in the
previous chapters and compare the results to the scalar Fresnel-Kirchhoff diffraction
theory. The configuration in NPL uses a black body which emits radiation with a
spectrum given by Planck’s law. To perform accurate calculations over the black
body spectrum, we compare a calculation over the full spectrum with a calculation
where the single wavelength approximation is applied. We use a realistic black body
temperature, between the experimental ranges. Furthermore, the dependence of
the detected radiation on the geometry is examined and compared with the scalar
results, by analysing a range of aperture sizes either for a detector in a fixed distance
or for a constant Fresnel number.
6.2 The single wavelength approximation
It is often necessary to consider diffraction from a source that emits polychromatic
rather than monochromatic light. In this case the calculations become more complex
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since integration over the range of wavelengths is introduced. It is therefore conve-
nient to ascribe to a source of polychromatic radiation an effective wavelength λe
such that all the calculations can be performed by simply using the value of λe as the
sole wavelength, performing monochromatic radiation calculations and consequently
discarding the necessity of an additional integration over the spectrum.
In radiometry the single wavelength approximation is a common practice and has
been discussed thoroughly in [2, 54, 55, 56]. Especially in radiometry, of particular
interest is the case of a black body as a source, as we have discussed in Chapter 1.
The spectrum of a black body follows Planck’s law








where c is the speed of light, h is Planck’s constant, k is Boltzmann’s constant and
T is the temperature. Assuming that the detector responds uniformly, the effective



























where ζ is the Riemann zeta function.
The single wavelength approximation in radiometry has been extensively used
and has been experimentally proven to give accurate results [54]. A question that
arises directly from this is how it is possible for a single wavelength to give results
comparable for the whole spectrum of the source. The answer is given by fact that
extended thermal sources are used in the experiments. Extended sources such as
a black body emit almost incoherent light which eventually will cause smearing
in the intensity profiles of different wavelengths. The resulting intensity profile
possesses less structure because of this and therefore can be approximated by the
single wavelength technique.
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In Fig.6.1 we show the general experimental layout for the black body and radiometer







Figure 6.1: Geometry used in NPL (for the z2 detector distance) with the black body
and the cryogenic radiometer. In our implementation the blackbody has been replaced by
an on-axis Gaussian beam. Taken from [2]
K which corresponds with the mercury melting point and 505 K which is the tin
melting point. For the next calculations we consider T = 289 K which corresponds
through Eq.(6.2) to the effective wavelength λe = 18.4 µm.
We need to stress that the black body in the experimental configuration Fig.(6.1)
is placed before an aperture with 19 mm diameter which obviously accounts for
radiation emitted from an extended source. In our calculations we consider an on
axis Gaussian beam. A calculation closer to reality would consider also off axis
illumination to simulate an extended source but this was not practical because of
computational restrictions. Nevertheless, the results which we present may be an
approximation but they can provide a good insight for the differences between scalar
and vectorial theories, whole spectrum calculations and the use of single wavelength
approximation. Such an approximation was used in the first rigorous investigation
for the effects of diffraction in radiometric experiments which was published by W.
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Blevin [54] and used scalar theory and an on axis point source. That study provided
the first useful insight to radiometrists about the diffraction loss and subsequently
it was generalised to include extended sources [55].
6.3.1 Comparisons between the full spectrum, the single
wavelength approximation and the scalar calculations
For the following results we used an incident Gaussian beam with 5% intensity drop
between the centre and the rim of the aperture. We placed the circular detector
of radius a = 28 mm at three distances away from the aperture, at z = 65.761
mm, 210 mm and 657.609 mm which correspond for Fresnel numbers N = 100,
N = 31 and N = 10 respectively. The thickness of the aperture is h = 0.1 mm.
We calculated the total integrated intensity for three cases: Gaussian beam using
the black body spectrum (Planck’s law), Gaussian beam using the single wavelength
approximation and scalar Fresnel-Kirchhoff diffraction formula using again the single
wavelength approximation. We present the percentage relative errors between these
calculations in the following table. The first row represents the percentage relative
z1 = 65.761 mm z2 = 210 mm z3 = 657.609 mm
spectrum/s.w.a. error 0.381% 0.582% 0.798%
spectrum/scalar error 0.526% 0.781% 1.004%
s.w.a./scalar error 0.147% 0.204% 0.214%
Table 6.1: Percentage relative errors between the three calculations using Gaussian beam
over the Planck’s law spectrum, Gaussian beam using the single wavelength approximation
(s.w.a.) and the Fresnel-Kirchhoff theory.
error between the full spectral calculation and the single wavelength approximation,
whereas the next two rows compare the two previous vectorial calculations with the
scalar Fresnel-Kirchhoff diffraction theory.
The first observation in Table 6.1 is the increasing error for larger distances
from the aperture between the full spectral calculation and the single wavelength
approximation. This result agrees in principle with the results in [2] calculated for
an extended source and scalar theory and are considered acceptable for the specific
radiometric geometries [2, 54]. However we need to examine if it is practical to
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improve the accuracy of the diffraction calculations by introducing this full spec-
tral calculation. From Table 6.1 we observe that the error introduced by the single
wavelength approximation in contrast to the full spectrum (first row) is larger than
the error introduced assuming scalar theory (third row). The error takes its biggest
value by comparing the full spectral calculation to the scalar theory (second row).
The spectral integration was calculated by using 9 Gauss quadrature points which is
equivalent to 9 vectorial calculations. Even though by this calculation the accuracy
increases more than by just considering vectorial theory against scalar, the compu-
tational time required is even greater. If there is enough computational power to
perform the full spectral calculation then the accuracy of the diffraction calculation
will be obviously better. If not, then the vectorial theory using the single wavelength
approximation can still give a significant correction for the diffraction calculations.
Finally, we note that the errors between spectrum/s.w.a. and s.w.a./scalar seem to
be additive and resulting approximately the error of spectrum/scalar. However, this
observation needs to be confirmed by future calculations.
By looking back in the left column of Fig.(5.10), where there is the plot of the
error between Gaussian beams of various waists against the scalar theory, we observe
that by increasing the aperture radius this scalar error starts to resemble that of the
right column representing the comparison between the vectorial plane wave with
the Gaussian beam. We expect that for increasing aperture to wavelength ratio
the scalar error to increase monotonically as in the right column of Fig.(5.10). In
this configuration the aperture to wavelength ratio is 11 · 10−3/18.4 · 10−6 ≈ 600
and we would expect such a behaviour. The distances used here if scaled to Fresnel
numbers correspond to that first range of Fig.(5.10), for example the largest distance
here corresponds to 1000λ for the case of a = 100λ. From Table 6.1 we observe an
increasing error as the detector is placed further away from the aperture. This
supports the previous hypothesis and concludes that if the detector is placed closer
to the aperture than the 210 mm used in NPL then the scalar approximation is
closer to the vectorial theory.
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6.3.2 Geometry sensitivity
In the next two figures we investigate the effect of the aperture radius for the com-
parison of the vectorial (plane wave illumination using the single wavelength ap-
proximation) to the scalar theory. The aperture radius is raised from 0.1 mm to 20
mm, the thickness is h = 0.1 mm, the detector size is 28 mm and the wavelength is
λ = 18.4 µm. In Fig.(6.2) the distance of the detector is adjusted so as the Fresnel
number remains constant at N = 31. We observe that for increasing aperture ra-

















Figure 6.2: Percentage relative error between the vectorial plane wave and the scalar
Fresnel-Kirchhoff diffraction theory. The aperture radius is varying between 0.1 mm and
20 mm, its thickness is fixed at h = 0.1 mm and the detector radius is a = 28 mm. The
Fresnel number is kept constant N = 31.
dius there is a tendency for the error to decrease even though the cases for a = 1
mm and a = 2 mm the general trend does not follow. The reason is the same as
in Fig.(4.17). In general the error is highly dependent on the distant due to the
oscillations observed in Fig.(4.14). An increase in the aperture radius from 11 mm
to 20 mm would decrease the error only a factor less than 1.3.
Finally in Fig.(6.3) we keep the detector distance fixed at 210 mm while changing
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the aperture radius. In this case the decrease in error is stronger. An increase in



















Figure 6.3: Percentage relative error between the Gaussian beam and the scalar Fresnel-
Kirchhoff diffraction theory. The aperture radius is varying between 0.1 mm and 20 mm,
its thickness is fixed at h = 0.1 mm and the detector radius is a = 28 mm. The detector
distance is kept constant at 210 mm.
the aperture radius from 11 mm to 20 mm would decrease the error between the
scalar and vectorial theories almost 4 times, a decrease which is very significant for
radiometric experiments.
6.3.3 Discussion
In this chapter we provide an insight in the effects introduced by the vectorial theory
on a practical configuration as designed by NPL. Three different diffraction calcula-
tions for a realistic radiometric geometry have been done. We used the real aperture
(including thickness) and detector sizes and three observation distances including
the default one used in NPL. Although the black body is placed before an aperture
(see Fig.(6.1)) which accounts for an extended source, we used an on axis Gaus-
sian beam since the multiple vectorial calculations required for the representation
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of the extended source were impractical due to computational power/time. This
constitutes an approximation but it is a first step to include vectorial theory in the
description of the black body with Planck’s law.
We established that at least for the three detector distances that were exam-
ined and for the specific geometry parameters, the approximation leading from full
spectrum to single wavelength (both vectorial in this case) is significant. Also the
comparison of vectorial and scalar theory is of the same order albeit smaller and
should be taken into account. We showed that for the NPL configuration the single
wavelength approximation gave an error of 0.582% and the scalar approximation
an error of 0.204% so both should be considered to achieve more accurate compar-
isons. The computational cost though for the full spectral calculation is very high.
Moreover from Table 6.1 and by using the results of Fig.(5.10), we established that
closer distances than the one used in NPL would provide better matching between
the scalar and vectorial theories. Finally, according to Fig.(6.3) an increase in the
aperture radius to almost twice its size would decrease the vectorial to scalar error
almost four times. In conclusion, according to the present results, a radiometric
experiment with larger aperture radius and a detector closer to the aperture would
result in diffraction effects that could be described more accurately using scalar
theory than the other geometries.
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Chapter 7
Conclusion and future work
7.1 Conclusion
Due to advances in detection methods for radiometry, the accuracy of fundamental
constants and standards for radiometry can be improved. Work to that direction
is currentlly undertaken in NPL. To check whether the measured values are in con-
formance with current theoretical models, the experiments need to be evaluated by
analytic or numerical comparison. The scalar models used up to now are no longer
accurate enough and have to be replaced by more advanced vectorial models.
In this thesis, we presented the vectorial diffraction theory, including consider-
ation for finite thickness circular aperture, for radiometric purposes. We demon-
strated that even for the large apertures used in radiometry, the deviation between
scalar and vectorial theory is significant and needs to be taken into account to im-
prove the accuracy of the diffraction calculations.
A different concern that was raised by the radiometry community was a result
presented in [2], since it was against the experiences and practices of radiometrists
used for several years. That result was demonstrating an error much bigger than
anticipated between the Fresnel-Kirchhoff diffraction theory and the Fresnel approx-
imation for geometries used in radiometry. However, this issue could still be resolved
with current scalar theory which became clear after implementing a method much
simpler and more efficient than in [2], resulting in the expected much smaller error
between the two scalar theories.
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The modal vectorial theory of diffraction for thick circular apertures that is
required to achieve a higher accuracy was based on the theory first published in [53].
It was reformulated to an up-to-date notation, expanded to include different types
of incident illumination than the plane wave and discussed in great depth to provide
an insight in the modal theory. The implementation in C++ takes advantage of the
fast linear solver available. We showed that restrictions in this theory arise from the
aperture radius since large aperture requires the calculation of an increasing number
of modes. These calculations are time consuming requiring large amount of memory
(up to 16 Gb) but it was possible to extend them up to an aperture to wavelength
ratio of 1000, therefore reaching ratio values applicable for radiometry.
We applied the vectorial theory first for an incident plane wave on a circular
aperture of finite thickness and checked the validity of the model to satisfy Maxwell’s
equations and the conservation of energy law. The Fresnel-Kirchhoff scalar theory
for various aperture thicknesses and radii were compared. The results demonstrated
that there exists a range of detector distances where the error for the scalar theory
oscillates with a large frequency. The same range corresponds to a region where
the scalar theory matches better to the vectorial theory if it considers an aperture
of finite thickness rather than infinitely thin. This was again demonstrated for the
case of an aperture of 1000λ.
For a more realistic model we used an incident Gaussian beam with a large beam
waist in comparison to the aperture. This case is more practical since a perfect
plane wave does not exist and experiments typically have such a configuration and
therefore experimental verification of our results is possible. The validity of the
model was again checked to satisfy Maxwell’s equations, the conservation of energy
law and the approximate result of a plane wave with a Gaussian beam of a very large
waist. The comparison of the Gaussian beam results against the plane wave was
done for both vectorial and scalar theory and established regions where the error
minimises.
Finally, we presented a simulation on realistic configurations used in the NPL
experiments. These calculations demostrated that the single wavelength approxi-
mation, widely used in radiometry to model the spectrum of a black body and the
use of scalar theory instead of vectorial theory are responsible for deviations of the
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same order and are no longer valid when an accuracy of the order of 1% is required.
The sensitivity of the configuration on the exact geometry was studied for variable
aperture radii and detector positions. The model did not take the finite size of the
source into account, which is used in NPL, but used an on axis Gaussian beam due
to computation time limitations. However, this approach provides a more accurate
result and gives a very useful insight on the inaccuracies of the approximations used
in radiometry.
7.2 Future work
The standard theory to analyse diffraction effects in radiometry is the paraxial scalar
theory, consisting of the Fresnel approximation of the Fresnel-Kirchhoff diffraction
integral. In this work, we removed the approximation of paraxiality, the scalar theory
was replaced by a vectorial theory of light, the aperture is no longer considered to
be infinitely thin and the assumption of a black screen was replaced by an infinitely
conducting screen, approximations closer to reality at least for electromagnetic waves
of low frequencies (the longer wavelength segment of the optical spectrum). These
new considerations provide a more accurate model for radiometric calculations but
there are still some unresolved interesting issues whose investigation could further
improve the accuracy of diffraction calculations.
A first step for improving the diffraction model is the introduction of a finitely
conducting screen. Fully numerical approaches such as finite difference time domain
or finite element methods are almost impossible to implement because of the large
amount of memory that would be required for the big apertures used in radiometry.
Recently though, in 2007, there was a publication [84] presenting an analytical
approach for the problem of diffraction by a circular aperture in a finitely conducting
screen. This paper describes applications for subwavelength apertures and uses
the single-scattering approximation which cannot take into account the waveguide
modes, evanescent or propagating inside the hollow waveguide formed inside the
aperture. Thus when looking at the transmission through the conducting screen
the amplitude of the field is not accurate. Consideration of large apertures would
require to force the approximate method to take into account the waveguide modes.
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One possible way towards this direction is to blend that approach with the modal
method of [53].
Consideration of an extended source is another way to improve the accuracy
of diffraction calculations. In this case off axis points must be introduced and
therefore the rotational symmetry inside the aperture is lost. The mode index n
(see Chapter 3) is no longer unity, and consequently the calculation of the waveguide
modes is becoming more time consuming. However the current model would already
allow this consideration. This would only be feasible for large apertures using a
cluster of computers such as the HPC facilities in Imperial College given enough
time and support. The computational load maybe reduced due to the rotational
symmetry of the source. By considering an extended source, partial coherent effects
may be taken into account.
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Appendix A
Analytical calculation for the
incident plane wave flux
Here we give the analytical calculation for the result given in Chapter 4 on the flux
of an incident plane wave transmitted by a circular aperture of radius a = 2λ. The














cos(kφ0 − θ)ρˆ+ sin(kφ0 − θ)θˆ
)
(A.1b)
and by Eqs.(4.8) for the longitudinal components
Einc,⊥ = 0, (A.2a)
Hinc,⊥ = − kρ0
2piZ0
eıρkρ0 cos(kφ0−θ)+ıkz0z. (A.2b)






Re (E×H∗) · dS. (A.3)
The cross product in Eq.(A.3) will result in three components ρˆ, θˆ and zˆ. Because
the integration in Eq.(A.3) is upon the aperture, its surface normal is along the zˆ
direction and therefore the inner product between the ρˆ and θˆ components of the
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cross product and the surface normal will give zero. After some simple algebraic

















If we substitute the value of the impedence of free space Z0 = 120pi and set kz0 =
k0 = 2pi/λ because the direction of the incident plane wave is on the zˆ direction we
end up with the value Φ = 1/60.
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Appendix B
Construction of solution for the
field inside the aperture
In this appendix we solve Maxwell’s equations for an aperture suspended in free
space with boundary conditions applied to a cylindrical waveguide (aperture) with
perfectly conducting walls. We follow the discussion of [81, 82] and [40]. Maxwell’s
equations read in the differential form in a charge free medium






∇ · E = 0, (B.1c)
∇ ·H = 0, (B.1d)
where E is the electric field, H is the magnetic field, µ0 is the magnetic permeability
of free space and ²0 is the permittivity of free space. Because the divergence of H is
always zero we can express H in terms of the curl of A, the vector potential, since














Since Eq.(B.3) holds for any E + ∂A/∂t, it can be written in terms of a scalar






and E is expressed in terms of a scalar and a vector potential
E = −∇φ− ∂A
∂t
. (B.5)
We now construct the solution in terms of another vector potential, the Hertz vector,





and by inserting Eq.(B.6) into Eqs.(B.2) and (B.5), we obtain




H = ²0∇× ∂Π
∂t
. (B.7b)















The value of the constant has no effect in the determination of Π and therefore it





Under the assumption that the volume of interest is free of charge (∇ · E = 0), the
scalar potential φ is wholly arbitrary. In this application is chosen such that
φ = −∇ ·Π (B.11)
because this selection simplifies the following calculations. Using the identity∇∇· =





The electromagnetic field is expressed now by inserting Eq.(B.11) into Eq.(B.7a)








E = ∇×∇×Π, (B.14a)
H = ²0∇× ∂Π
∂t
(B.14b)
after applying the identity for ∇∇· and Eq.(B.12) into Eq.(B.13a). If we assume
that the field is time harmonic then the expressions for E and H (e−ıωt convention)
become
E = ∇×∇×Π, (B.15a)
H = −ıω²0∇×Π. (B.15b)
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φ′ = −∇ ·Π′, (B.16b)








and simplifies similarly for a time harmonic field to
E′ = ıωµ0∇×Π′, (B.17a)
H′ = ∇×∇×Π′. (B.17b)
Both the Hertz vectors satisfy Helmholtz’s equation (derived from Eq.(B.12) for
harmonic Π, Π′)
∇2Π+ k20Π = 0, (B.18a)
∇2Π′ + k20Π′ = 0, (B.18b)
where k0 = ω
2²0µ0. In order to characterise the field in the aperture, we introduce a
cylindrical polar coordinate system with the z axis being the propagation direction.
We seek solutions of transverse electric (TE) and transverse magnetic (TM) waves.
From Eqs.(B.15b) and (B.17a) it becomes apparent after the expansion of the curl
operator that a possible solution could be constructed by a Hertz vector with non
zero values only for the z direction. The physical reason behind this selection is the
fact that the generation of TM and TE solutions from Eqs.(B.15) and Eqs.(B.17)
is the association of the Hertz vectors to physical quantities. Π is associated to the
electric polarisation P and Π’ is associated to the magnetic polarisation M [40].
In waveguides TM and TE waves can be generated by an electric or a magnetic
oscillating dipole which emits light parallel to the direction of propagation [85].
Therefore, we are considering solution generating from Hertz vectors of the following
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form
Π(ρ, θ, z) = ψ(ρ, θ, z)zˆ, (B.19a)
Π′(ρ, θ, z) = ψ′(ρ, θ, z)zˆ, (B.19b)




θ = 0. Substituting Eqs.(B.19) in Helmholtz
equation, we obtain
∇2ψ + k20ψ = 0, (B.20a)
∇2ψ′ + k20ψ′ = 0 (B.20b)
and the solution for ψ follows. The case for ψ′ is identical. Eq.(B.20a) in cylindrical


















+ k20ψ = 0. (B.21)
Following the method of separation of variables, we seek to find a solution of the
form
ψ = R(ρ)Θ(θ)Z(z). (B.22)




















+ k20 = 0. (B.23)
Because the first and second terms do not depend on z the third term should also





= −k2z , (B.24)
















+ (k20 − k2z)ρ2 = 0. (B.25)


















− n2 + (k20 − k2z)ρ2 = 0, (B.27)
















2 − n2]R = 0, (B.28a)
d2Θ
dθ2
+ n2Θ = 0, (B.28b)
d2Z
dz2
+ k2zZ = 0. (B.28c)
The Θ and Z equations give rise to harmonic solutions which we denote as h(nθ)
and h(kzz). h(nθ) can be either sin(nθ) or cos(nθ) or a linear combination e
ınθ
which is the solution to be used. It is also implied that h(θ) = h(θ + 2pi), so
n ∈ Z. For h(kzz) we adopt the solution exp(ıkzz) for forward propagating waves and
exp(−ıkzz) for backward propagating waves. The R equation is Bessel’s equation
of order n, solutions of which are denoted as Bn(kρρ). Bn(kρρ) can be either a
Bessel function of the first or second kind Jn(kρρ), Nn(kρρ), respectively or a Hankel




n (kρρ), respectively. The only
solution for Bn(kρρ) that is nonsingular for ρ = 0 is the Bessel function of the first
kind, thus a solution for ψ is









and c−kz are constants. The scalar functions ψ, ψ
′ may be expressed
as



















Substitution of Eqs.(B.19) and (B.30) in Eqs(B.15) and (B.17) yields for the TM
case











ψ(ρ, θ, z), (B.31b)
ZH‖ = zˆ× E‖, (B.31c)
H⊥ = 0 (B.31d)
and for the TE case
E′‖ = Z
′zˆ×H′‖, (B.32a)
E ′⊥ = 0, (B.32b)




















ψ′(ρ, θ, z), (B.32d)
where ∇‖ = ∂/∂ρ ρˆ+ ∂/(ρ∂θ) θˆ, Z = Z ′ = (µ0/²0)1/2.
The next step is to consider the boundary conditions. Since the walls of the
aperture are considered to be perfect conductors then
n× E = 0, (B.33a)
n× E′ = 0, (B.33b)
hold on all walls (ρ = a) where n is the unit vector normal to the walls. From
Eqs.(B.31) and (B.32) we observe that Eq.(B.33a) is satisfied if ϕ = 0|ρ=a at the
wall and for Eq.(B.33b) if






Next we need to determine the normalisation constant Cn in Eq.(B.29). It can
145
be proved that [82] ∫
S
∇ϕn · ∇ϕndS = k2ρ
∫
S
|ϕn|2dS = 1, (B.35a)∫
S




































following from the boundary condition
J|n|(kρa) = 0⇒ kρa = χ|n|m, (B.38)










Similarly for the TE case the boundary condition implies
J ′|n|(k
′
ρa) = 0⇒ k′ρa = χ′|n|m, (B.40)
where χ′|n|m are the m
th nontrivial zeros of the |n|th order derivative of the Bessel
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hence the scalar functions ϕ and ϕ′ are written











































































The field now can be expressed upon inserting Eqs.(B.42) and Eqs.(B.43) in Eqs.(B.31)
and (B.32) where we should take a linear combination of all available modes.
In order to express the field in the formulation found in [53] and in Chapter 3,
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where Z0 = (µ0/²0)
1/2. We can define now the field in terms of the waveguide modes





















































where the subscript “ap” stands for aperture.
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Appendix C




In this appendix, we calculate analytical expressions for the Iνµnm inner products given




Ψνnm(ρ, θ) ·Φµ∗(x, y)dS. (C.1)
For convenience we repeat the Ψνnm and Φ
µ∗ modes














































































Note that for the following calculations the Φµ∗ modes have been converted in
cylindrical coordinates.
First, we calculate the expression ITE,TEnm which is given
















































eınθ cos(kφ − θ)
]
e−ıkρρ cos(kφ−θ)ρdρdθ. (C.5)
We can analytically integrate for the θ variable by using the formula
2pi∫
0
e−ız cos θeınθdθ = 2pi(−ı)nJn(z), (C.6)
after performing the following calculations in the parts of Eq.(C.5) dependent on θ















e−ı(n+1)(kφ−θ)eınkφ − e−ı(n−1)(kφ−θ)eınkφ) e−ıkρρ cos(kφ−θ). (C.7)
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Similarly


















By introducing the integration variable γ = kφ−θ we can apply Eq.(C.6) in Eqs.(C.7)
and (C.8) and finally obtain
2pi∫
0















Inserting the expressions of Eqs.(C.9) and (C.10) in the integral for ITE,TEnm (kx, ky)
results in




































































[−Jn+1(kρρ) + Jn−1(kρρ)] (C.12)
after some algebraic manipulation with the aid Eqs.(C.13) and (C.14)





















Eq.(C.11) can now be rewritten as


































k2 − l2 [lJn−1(la)Jn(ka)− kJn−1(ka)Jn(la)] . (C.18)
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Eq.(C.16) evaluates to

































Finally, after some algebraic manipulation of the previous expression, we end up
with the final result













In a similar manner we can derive the rest of the Iνµnm inner products






(χ′2nm − n2)1/2 kρ
eınkφ , (C.21)
ITM,TEnm (kρ, kφ) = 0 (C.22)
and









)2 eınkφ . (C.23)
For comparison with the expressions in Appendix A of [53], the following differ-
ences must be taken into account: in this treatment we use kρ whereas in [53] kρ is
written as k0ξ. Furthermore, here we used for the angular dependence in the waveg-




Simplification of double integrals
The double integrals in Eqs.(3.57) and (3.58) can be reduced to single ones by
analytically integrating over the polar direction. This integration is straightforward











′)kφdkφ = 2piδn,n′ . (D.1)












































































The integrals in Eqs.(D.2)-(D.5) can be split up into contributions in real (0 ≤ kρ ≤
k0) and imaginary (k0 ≤ kρ <∞) parts representing contributions from propagating
and evanescent modes respectively. In Eqs.(D.3)-(D.5) there are singularities for
kρ = k0 which can be removed by changing the integration variable to σ, (0 ≤ σ ≤
pi/2), where kρ = k0 sinσ for 0 ≤ kρ ≤ k0 and kρ = k0 secσ for k0 ≤ kρ < ∞. All
other integrals appearing in Eqs.(3.57) and (3.58) are zero.
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Appendix E
Simplification for the expressions
of the transmitted and reflected
fields
Eqs.(3.31) and (3.32) give the transmitted and reflected fields in terms of a double
integration over the k-space. It is possible with some analytical manipulation to
reduce the double integral into a single one, after integrating for kφ. In this appendix
we perform these calculations for the transmitted field E+. H+ can be derived easily
in the same manner from Eqs.(E.1c) and (E.1d) which are equivalent to Eqs.(3.31)
and (3.32) written in polar coordinates. The reflected fields can be deduced in






































ATE±(kx, ky)kρR±(kx, ky; r)kρdkρdkθ. (E.1d)
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The coefficients Aµ± (Eqs.(3.65) and (3.66)) follow

















nmh/2)− aνnm sin(k0γνnmh/2)] Iνµnm(kρ, kθ)e−ıkzh/2.
(E.3)
The substitution of Eqs.(E.2) and (E.3) into Eqs.(E.1) enables us to integrate ana-
lytically over the kφ coordinate and reduce the expression to a single integral over
kρ. The solution for the E

















(−IνTEnm (kρ, kφ) sin(kφ − θ) + IνTMnm (kρ, kφ) cos(kφ − θ))
]

















(IνTEnm (kρ, kφ) cos(kφ − θ) + IνTMnm (kρ, kφ) sin(kφ − θ))
]















× Y TM(kρ)IνTMnm (kρ, kφ)eıρkρ cos(kφ−θ)+ıkz(z−h/2)kρdkρdkφ. (E.4c)
Next we define I˜νµnm(kρ) ,






















(−I˜νTEnm (kρ)eınkφ sin(kφ − θ) + I˜νTMnm (kρ)eınkφ cos(kφ − θ))
]


















ınkφ cos(kφ − θ) + I˜νTMnm (kρ)eınkφ sin(kφ − θ))
]















× Y TM(kρ)I˜νTMnm (kρ)eınkφeıρkρ cos(kφ−θ)+ıkz(z−h/2)kρdkρdkφ. (E.6c)
From Eqs.(E.6) we observe there are three distinct expressions to be evaluated for
the integration over kφ
2pi∫
0
sin(kφ − θ)eınkφeıkρρ cos(kφ−θ)dkφ, (E.7a)
2pi∫
0

























eınkφeıkρρ cos(kφ−θ)dkφ = eınθ
2pi∫
0
eınγeıkρρ cos γdγ = 2piınJn(kρρ)e
ınθ. (E.8c)














ı (Jn+1(kρρ)− Jn−1(kρρ)) I˜νTMnm (kρ)















ı (Jn+1(kρρ)− Jn−1(kρρ)) I˜νTEnm (kρ)
































ı (Jn+1(kρρ)− Jn−1(kρρ)) I˜νTEnm (kρ)Y TE(kρ)


















ı (Jn+1(kρρ)− Jn−1(kρρ)) I˜νTMnm (kρ)Y TM(kρ)


















In a similar manner, the reflected field can be derived from Eqs.(E.1) and (E.9) and
(E.10). The spurious reflected field is directly dependent on the term Aµinc and for

















ı (Jn+1(kρρ)− Jn−1(kρρ)) I˜νTMnm (kρ)



















ı (Jn+1(kρρ)− Jn−1(kρρ)) I˜νTEnm (kρ)








































ı (Jn+1(kρρ)− Jn−1(kρρ)) I˜νTEnm (kρ)Y TE(kρ)






















ı (Jn+1(kρρ)− Jn−1(kρρ)) I˜νTMnm (kρ)Y TM(kρ)

























F.1 Solution for the vectorial Gaussian beam
To obtain the solution for a vectorial Gaussian beam we will follow here the discus-
sion in [43]. Similarly to Appendix B the solution will be obtained in terms of the
Hertz vector Π which satisfies the Helmholtz equation Eq.(B.12). The field is given
by Eq.(B.13)




H = ²0∇× ∂Π
∂t
. (F.1b)
Eq.(B.12) represents three mathematically independent solutions for Πx, Πy and




V (x, y, z)e−ıωt, (F.2)
where 1/k0 was introduced for convenience. Let Πx(x, y, 0) = V (x, y, 0) be the
boundary value and therefore Πx can be represented using angular spectrum repre-
sentation adopting polar coordinates










F.1 Solution for the vectorial Gaussian beam
where







V (ρ, θ, 0)e−ıρkρ cos(kφ−θ)ρdρdθ (F.4)










k20 cos θ − k2ρ cos(kφ − θ) cos kφ
)
ρˆ






























kρ sin kφF (kρ, kφ)e
ı(ρkρ cos(kφ−θ)+kzz)kρdkρdkφ, (F.5d)
where Z0 = (µ0/²0)
1/2. Eqs.(F.5) constitute rigorous solutions of Maxwell’s equa-
tions with a known Hertz vector at the z = 0 boundary.
We assume that the boundary value is given by the Gaussian function
V (ρ, θ, 0) = e
ρ2
w20 , (F.6)
where w0 is the beam waist. From Eq.(F.4) follows after the substitution of Eq.(F.6)



























Next, we can integrate Eqs.(F.5) analytically over kφ by applying the following
163





ıkρρ cos(kφ−θ)dkφ =piın+mJn+m(kρρ) cos [(n+m)θ]




ıkρρ cos(kφ−θ)dkφ =− piın+mJn+m(kρρ) cos [(n+m)θ]




ıkρρ cos(kφ−θ)dkφ =piın+mJn+m(kρρ) sin [(n+m)θ]
− piın−mJn−m(kρρ) sin [(n−m)θ] , (F.8c)




[Ie0 cos θ + I
e




[−Ie0 sin θ + Ie2 sin θ] , (F.9b)




Ie1 cos θ, (F.9c)







































F.2 Derivation of the Aµinc amplitudes








Im0 cos θ, (F.11b)




Im1 sin θ, (F.11c)

























F.2 Derivation of the Aµinc amplitudes
Assuming that the field incident upon the aperture is the Gaussian beam derived
in the previous section, we can determine the coefficients Aµinc of Eq.(3.28a) which
is given for convenience in Cartesian coordinates coordinates since the calculations










r (kx, ky)dkxdky. (F.13)
Therefore, we match the two field expressions, Eq.(F.13), (F.5a) by taking the inner
product with ΦTE+ and ΦTM+ over a plane extended to infinity to determine the
ATEinc , A
TM















F.2 Derivation of the Aµinc amplitudes













































and similarly applying the inner product for ΦTM+, we obtain












Inserting Eqs.(F.16) and (F.17) into the right hand side of Eqs.(3.57) and (3.58)








 ±ıpipi for n′ = ±1 (F.18)
and 0 for n′ 6= ±1. Hence only a single integral remains for numerical evaluation.
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