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Abstrat
In this work, we study asymptotis of the genealogy of GaltonWatson proesses
onditioned on the total progeny. We onsider a xed, aperiodi and ritial ospring
distribution suh that the resaled GaltonWatson proesses onverges to a ontinuous-
state branhing proess (CSBP) with a stable branhing mehanism of index α ∈ (1, 2].
We ode the genealogy by two dierent proesses: the ontour proess and the height
proess that Le Gall and Le Jan reently introdued [21, 21℄. We show that the resaled
height proess of the orresponding GaltonWatson family tree, with one anestor and
onditioned on the total progeny, onverges in a funtional sense, to a new proess: the
normalized exursion of the ontinuous height proess assoiated with the α-stable CSBP.
We dedue from this onvergene an analogous limit theorem for the ontour proess. In
the Brownian ase α = 2, the limiting proess is the normalized Brownian exursion
that odes the ontinuum random tree: the result is due to Aldous who used a dierent
method.
AMS 2000 subjet lassiations. 60F17, 05G05, 60G52, 60G17.
Key words and phrases. Stable ontinuous random tree, limit theorem, onditioned
GaltonWatson tree.
1 Introdution.
The analogues in ontinuous time of the GaltonWatson branhing proesses (G-W proesses)
are the ontinuous-state branhing proesses (CSBP). This lass of Markov proesses was
originally introdued by Jirina and Lamperti (see [15℄ and [17℄). These proesses are the only
possible weak limits that an be obtained from sequenes of resaled G-W proesses (see [18℄
or [19℄). The properties of CSBP have been extensively studied (see Grey [12℄ or Bingham
[5℄). Lamperti has shown that a general CSBP an be obtained from a Lévy proess without
negative jump by a random time hange. The Laplae exponent ψ of the Lévy proess is
alled the branhing mehanism of the CSBP and it haraterizes its law via a dierential
equation solved by the Laplae exponent of the proess.
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When one onsiders sequenes of resaled G-W proesses with some xed ospring distri-
bution µ on N, the possible limit proesses are the CSBP with stable branhing mehanism,
that is, ψ(λ) = cλα, for some positive c and α in (0, 2] (see [19℄). In the ase ψ(λ) = cλ2, the
orresponding CSBP is the Feller diusion.
In this work we use some reent results onerning the genealogial struture of CSBP that
an be found in [21℄, [22℄ and [11℄. Our basi objet is the G-W tree with ospring distribution
µ that an be seen as the underlying family tree of the orresponding G-W proess started
with one anestor; this random tree is hosen to be rooted and ordered (see Neveu [24℄ for a
rigorous denition). If µ is ritial or subritial, the G-W tree is almost surely nite and it
an be oded by two dierent disrete proesses: the ontour proess and the height proess
that are both dened at the beginning of Setion 2. These two proesses are not Markovian
in general but they an be written as a funtional of a ertain left-ontinuous random walk
whose jump distribution depends on µ in a simple way.
If a sequene of resaled G-W proesses onverges to a CSBP with branhing mehanism
ψ, then it has been shown in [11℄, Chapter 2, that the genealogial struture of the G-W
proesses onverges too. More preisely, the orresponding resaled sequenes of ontour
proesses and height proesses, onverge respetively to (Ht/2)t≥0 and (Ht)t≥0, where the
limit proess (Ht)t≥0 is the height proess in ontinuous time that has been introdued by
Le Gall and Le Jan in [21℄. As in the disrete ase, the height proess is not Markovian in
general but it an be written as a funtional of the Lévy proess without negative jump, with
Laplae exponent ψ, that plays the role of the left-ontinuous random walk.
The ase of a height proess orresponding to a Lévy proess with nite variation paths is
treated in [21℄. It has an interpretation in terms of queuing proesses that has been used in
some reent work of V. Limi (see [23℄). In the present artile, we are only dealing with the ase
of the α-stable branhing mehanism, with α in (1, 2]. In that ase the CSBP is onservative
and beomes extint almost surely. A general theorem implies that the orresponding height
proess is ontinuous (see Theorem 4.7. in [21℄ or [11℄, Chapter 1) and the onvergene of the
resaled disrete height proesses holds in a funtional sense. Furthermore, as explained in
Setion 3, the height proess has a saling property of index α/(α− 1). In the Brownian ase
α = 2, the height proess is proportional to a reeted standard Brownian motion.
In [1℄ and [2℄, Aldous introdued the ontinuum random tree as the limit of resaled G-W
trees onditioned on the total progeny, in the ase where the ospring distribution has nite
variane. The ontinuum random tree is oded by a normalized Brownian exursion, in a way
similar to our oding of disrete trees through the height proess. In the present work, we aim
to extend Aldous' result to G-W trees with possibly innite variane ospring distribution.
More preisely, we assume that the ospring distribution of the G-W tree belongs to the
domain of attration of a stable law with index α in (1, 2]. We then show that the (suitably
resaled) disrete height proess of the G-W tree onditioned to have a large xed progeny,
onverges in a funtional sense to the normalized exursion of the height proess assoiated
with the α-stable CSBP. This is the main result of the present work and it is stated at the end
of Setion 3. We an think of our limiting proess as the height proess of an innite tree: by
analogy, we all it the α-stable ontinuum random tree. In the ase α = 2, it oinides with
Aldous' ontinuum random tree. At the end of the Setion 3, we also reall from [11℄, Chapter
3, the omputation of nite dimensional marginals of the α-stable ontinuum random tree.
The last setion is devoted to the proof of the limit theorem. Our approah relies on an idea
used by Kersting who introdued disrete bridges in [16℄ to study the onvergene of resaled
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G-W proesses onditioned on the total progeny, in the ase of an innite variane ospring
distribution. The limiting proedure is made easier in terms of disrete bridges thanks to their
good properties of absolute ontinuity with respet to the law of the unonditioned random
walk. In Setion 4.1, we show that the height proess of the G-W tree onditioned on its total
progeny has the same law as a ertain funtional of the disrete bridge. In the next setion,
we state a similar result in the ontinuous setting. Then, we pass to the limit on funtionals
of disrete bridges. The identiation of the limit proess as the normalized exursion of the
ontinuous height proess involves several arguments that depend on ontinuity properties
of the Vervaat transform (see [27℄) and on ertain path-deompositions of the α-stable Lévy
bridge that are due to Chaumont.
2 The oding of disrete GaltonWatson trees.
In this setion, we introdue the ontour proess and the height proess of a GaltonWatson
tree with a ritial or subritial ospring distribution. Eah of these proesses provides a
oding of the tree. The height proess an be written as a simple funtional of a left-ontinuous
random walk. This observation explains the denition of the ontinuous height proess, that
is given in a forthoming setion. The results of this setion are elementary and we refer to
[21℄ and [11℄ for details.
The trees onsidered in the present artile are rooted ordered trees. Let us dene them
formally. We set N∗ = {1, 2, . . .} and
U =
∞⋃
n=0
(N∗)n
where by onvention (N∗)0 = {∅}. U is the set of all possible words that an be written
with the elements of N∗. An element u of (N∗)n is written u = u1 . . . un, and we set |u| = n.
If u = u1 . . . um and v = v1 . . . vn belong to U , we write uv = u1 . . . umv1 . . . vn for the
onatenation of u and v. In partiular u∅ = ∅u = u. We write u < v for the lexiographial
order on U : ∅ < 1 < 11 < 12 < 121 for example.
A rooted ordered tree τ is a subset of U suh that:
(i) ∅ ∈ τ .
(ii) If v ∈ τ and v = uj for some j ∈ N∗, then u ∈ τ .
(iii) For every u ∈ τ , there exists a number ku(τ) ≥ 0 suh that uj ∈ τ if and only if
1 ≤ j ≤ ku(τ).
We denote by T the set of all trees. In the remainder, we see eah vertex of a tree τ as an
individual of some population whose τ is the family tree and we shall often use a non-standard
genealogial terminology rather than the graph-theoretial one: for example, the individual
∅ is alled the anestor of τ .
Let us set some notation. Let τ1, . . . , τk be k trees, the onatenation of τ1, . . . , τk, denoted
by [τ1, . . . , τk], is dened in the following way: For n ≥ 1, u = u1u2 . . . un belongs to [τ1, . . . , τk]
if and only if 1 ≤ u1 ≤ k and u2 . . . un belongs to τu1 .
A leaf of the tree τ is an individual u of τ that has no hild, as-to-say ku(τ) = 0. We
denote by Lτ the set of all leaves of τ . If τ is a tree and u ∈ τ , we dene the shift of τ at
u by Tuτ = {v ∈ U, uv ∈ τ}. Note that Tuτ ∈ T. We denote by ζ(τ) = Card (τ) the total
progeny of τ . We write u 4 v if v = uw for some w in U (4 is the genealogial order on τ).
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If u 6= ∅, we use the notation ←−u for the immediate predeessor of u with respet to 4, that
an be seen as the father of u (thus u =←−u j for some positive integer j). We also denote by
u ∧ v the youngest ommon anestor of u and v:
u ∧ v = sup{w ∈ τ : w 4 u and w 4 v},
where the supremum is taken for the genealogial order.
We now introdue the height proess assoiated with a nite tree τ . Let us denote by
u(0) = ∅ < u(1) < u(2) < · · · < u(ζ(τ) − 1) the individuals of τ listed in lexiographial
order. The height proess H(τ) = (Hn(τ); 0 ≤ n < ζ(τ)) is dened by
Hn(τ) = |u(n)|, 0 ≤ n < ζ(τ).
The height proess is thus the sequene of generations of the individuals of τ visited in
lexiographial order. It is easy to hek that H(τ) fully haraterizes the tree.
We also dene the ontour proess assoiated with a tree τ . We see τ embedded in the
oriented half-plane. We suppose that the edges of τ have length one. Let us think of a
partile visiting ontinuously eah edge of τ at speed one, from the left to the right: after
having reahed u(n), the partile goes to the individual u(n+1), taking the shortest way that
onsists rst to move bakward on the line of desent from u(n) to u(n)∧ u(n+ 1) and then,
to move forward along the single edge between u(n) ∧ u(n+ 1) to u(n+ 1). The value Ct(τ)
of the ontour proess at time t is the distane from the root to the position of the partile
at time t. See Figure 1 for an example.
PSfrag replaements
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Figure 1: height proess and ontour proess.
More formally, we denote by l1 < l2 < · · · < lp the p leaves of τ listed in lexiographial
order. The ontour proess (Ct(τ); t ∈ R+) is the pieewise linear ontinuous path with slope
equal to +1 or −1, that takes suessive loal extremes with values: 0, | l1 |, | l1 ∧ l2 |, | l2 |
, . . . , | lp−1∧lp |, | lp | and 0. Observe that the ontour proess visits eah edge of τ exatly two
times. The ontour proess an be reovered from the height proess through the following
transform. First set bn = 2n−Hn(τ), for 0 ≤ n < ζ(τ) and bζ(τ) = 2(ζ(τ)−1). Then, observe
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that
0 = b0 < b1 < · · · < bζ(τ)−1 < bζ(τ) = 2(ζ(τ)− 1).
For n < ζ(τ)− 1 and t in [bn, bn+1)
(1) Ct(τ) =
{
Hn(τ)− (t− bn), if t ∈ [bn, bn+1 − 1),
t− bn+1 +Hn+1(τ), if t ∈ [bn+1 − 1, bn+1),
and
Ct(τ) = Hζ(τ)−1(τ)− (t− bζ(τ)−1) if t ∈ [bζ(τ)−1, bζ(τ)).
We an onsider still another funtion oding τ , whih is denoted by (Wn(τ); 0 ≤ n < ζ(τ))
and dened by W0(τ) = 0 and
Wn+1(τ)−Wn(τ) = ku(n)(τ)− 1, 0 ≤ n < ζ(τ).
Observe that the jumps of W (τ) are not smaller than −1. The height proess an be dedued
from W (τ) by the following formula (see Corollary 2.2. of [21℄):
(2) Hn(τ) = Card
{
0 ≤ j < n :Wj(τ) = inf
j≤k≤n
Wk(τ)
}
, 0 ≤ n < ζ(τ).
As we will see in the next setion, the ontinuous height proess is dened by analogy with
this formula.
We now extend the denition of the height proess, the ontour proess and the path
W to a forest (i.e., a sequene) of nite trees: let ϕ = (τp)p≥1 be suh a forest and set
np = ζ(τ1) + · · ·+ ζ(τp) with n0 = 0. For any p ≥ 1, we dene{
Hnp+k(ϕ) = Hk(τp+1), 0 ≤ k < ζ(τp+1),
Wnp+k(ϕ) =Wk(τp+1)− p, 0 ≤ k < ζ(τp+1),
and
Ct+2np−2p(ϕ) = Ct(τp+1), t ∈ [0, 2(ζ(τp+1)− 1)).
Observe that {np, p ≥ 0} is the set of integers k suh that Hk(ϕ) = 0 or equivalently
Wk(ϕ) < inf0≤j<kWj(ϕ). Consequently, the exursions of (Hn(ϕ);n ≥ 0) above 0 (resp.
the exursions of (Wn(ϕ); n ≥ 0) between the suessive times of derease of its inmum)
are the (Hnp+k(ϕ); 0 ≤ k < ζ(τp+1)) (resp. the (Wnp+k(ϕ) − p; 0 ≤ k < ζ(τp+1)) ). To the
pth tree of ϕ orresponds the pth exursion of above level zero of H(ϕ) and this exursion
oinides with its height proess.
Remark 2.1 In partiular, this implies that (2) still holds when H(τ) andW (τ) are replaed
by H(ϕ) , W (ϕ) respetively.
Let µ be a probability measure on N. We assume that µ is ritial or subritial:
∞∑
k=1
k µ(k) ≤ 1
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and in order to avoid trivialities, we assume µ(1) < 1. The law of the GaltonWatson tree
with ospring distribution µ is the unique probability measure Pµ on T suh that:
(i) Pµ(k∅ = j) = µ(j), j ∈ N.
(ii) For every j ≥ 1 with µ(j) > 0, the shifted trees T1τ, . . . , Tjτ are independent under
the onditional probability Pµ(· | k∅ = j) and their onditional distribution is Pµ.
Let ϕ = (τp)p≥0 be an i.i.d. sequene of G-W trees with ospring distribution µ. In
general, neither H(ϕ) nor C(ϕ) are Markovian. But it is easy to see that W (ϕ) is a random
walk started at zero; its jump distribution is ν(k) = µ(k + 1), k ∈ {−1, 0, 1, 2 . . .}. This
property and (2) imply the following proposition.
Proposition 2.1 Let µ be a ritial or subritial ospring distribution. Let (Wn;n ≥ 0) be
a random walk started at 0 with jump distribution ν(k) = µ(k+1) , k ∈ {−1, 0, 1 . . .} dened
under the probability measure P. Let us set ζ = inf{n ≥ 0 : Wn = −1}. Dene the proess
(Hn;n ≥ 0) by
Hn = Card
{
0 ≤ j < n : Wj = inf
j≤l≤n
Wl
}
.
Let n ≥ 1 be suh that P(ζ = n) > 0. The law of the proess (Hn; 0 ≤ n < ζ) under
P(. | ζ = n), is the same as the law of H(τ) under Pµ(· | ζ(τ) = n).
Remark 2.2 The law of the G-W tree with a geometri ospring distribution onditioned to
have its total progeny equal to n, is the uniform probability measure on the set of all ordered
rooted trees with n verties.
3 The α-stable ontinuum random tree.
3.1 The height proess.
We dene the height proess in ontinuous time by analogy with (2). The role of the left-
ontinuous random walk is played by a stable Lévy proess without negative jump. In this
setion, we use several results about stable Lévy proesses and we refer to [4℄, Chapter VIII,
or to the original work of Chaumont [7℄ and [8℄ for further details.
Let us denote by (Ω,F ,P) the underlying probability spae. Let X be a proess with
paths in D(R+,R), the spae of right-ontinuous with left limit (àdlàg) real-valued funtions,
endowed with the Skorokhod topology. We denote by (Ft)t≥0 the ltration generated by X
and augmented with the P-null sets. We assume that X is a stable Lévy proess without
negative jump with index α ∈ (1, 2]. Then we have
E [exp (−λXt)] = exp (−cλα) , λ > 0,
for some positive onstant c. The proess (k−1/αXkt; t ≥ 0) has the same law as (Xt; t ≥ 0).
Thanks to this saling property, we an take c = 1, without loss of generality in our purpose.
When α = 2, the proess X is 1/
√
2 times the standard Brownian motion on the line. When
1 < α < 2, the Lévy measure of X is
pi(dr) =
α(α − 1)
Γ(2− α)r
−α−1dr.
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We use the following notation: for any s < t, we set
Is,t = inf
[s,t]
X, It = inf
[0,t]
X and St = sup
[0,t]
X.
Let us x t > 0. By analogy with the disrete ase, we want to dene the height Ht as the
measure of the set
(3)
{
s ≤ t,Xs = inf
s≤r≤t
Xr
}
.
To give a meaning to the word measure, we use a time-reversal argument. Let X̂(t) be the
time-reversed proess {
X̂
(t)
s = Xt −X(t−s)−, if 0 ≤ s < t,
X̂
(t)
t = Xt.
It is easy to hek that (X̂
(t)
s , 0 ≤ s ≤ t) (law)= (Xs, 0 ≤ s ≤ t), that is refered to as the duality
property. We set Ŝ
(t)
s = supr∈[0,s] X̂
(t)
r . Under the transformation s −→ t − s, the set (3)
orresponds to {
s ≤ t, X̂(t)s = Ŝ(t)s
}
,
that is the zero set of the proess Ŝ(t) − X̂(t) over [0, t]. Note that the proess Ŝ(t) − X̂(t)
has the same distribution as S − X. However, the proess S − X is a Markov proess. As
α ∈ (1, 2], the point {0} is regular for itself with respet to this Markov proess. Hene, we
an dene the loal time at 0 of S −X and denote it by L = (Lt; t ≥ 0). Note that L is only
dened up to a multipliative onstant. Let us speify this normalization: Let L−1 denote
the right-ontinuous inverse of L,
L−1(t) = inf{s > 0 : Ls > t}.
Both proesses (L−1(t), t ≥ 0) and (SL−1(t), t ≥ 0) are subordinators, alled respetively the
ladder time proess and the ladder height proess. The Laplae exponent of the ladder height
proess is given by
E
[
exp
(−λSL−1(t))] = exp(−kλα−1),
where the positive onstant k depends on the normalization of L (see [4℄, Theorem VII-4).
We x it by hoosing k = 1.
Remark 3.1 Observe that in the Brownian ase α = 2, we have L = S.
If 1 < α < 2, we reall from [21℄ the following approximation of L. Let us denote by
(gj , dj) , j ∈ J the exursion intervals of S −X above 0. A lassial argument of utuation
theory shows that the point measure∑
j∈J
δ(Lgj ,∆Sdj ,∆Xdj )
(dldrdx)
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is a Poisson measure with intensity dlpi(dx)1[0,x](r)dr (see [26℄ or [4℄, Chapter VI). Set
βε =
∫
(ε,+∞)
xpi(dx) =
α
Γ(2− α)εα−1 .
By standard arguments we see that P-a.s. for every t ≥ 0,
(4) Lt = lim
ε→0
1
βε
Card {s ∈ [0, t] : Ss− < Xs;∆Xs > ε}.
Thanks to this approximation, we an view Lt as a funtion of (Xs; 0 ≤ s ≤ t). Then we dene
the height proess in ontinuous time, denoted by Ht, by the formula Ht = Lt(X̂
(t)). In the
Brownian ase, the height proess is Ht = Ŝ
(t)
t = Xt− It and obviously has ontinuous paths.
If 1 < α < 2, the general theorem 4.7 of [21℄ shows that H admits a ontinuous modiation.
Using the Fubini theorem, we dedue from (4) and from the duality property that the limit
(5) Ht = lim
ε→0
1
βε
Card {u ∈ [0, t] : Xu− < Iu,t;∆Xu > ε}
holds P-a.s. on a set of values of t of full Lebesgue measure. We dedue from the saling
property of X and from the previous approximation formula that H has a saling property
of index
α
α−1 : For any k > 0 (
k
1
α
−1Hkt; t ≥ 0
)
(law)
= (Ht; t ≥ 0) .
3.2 The normalized exursion of the height proess.
Reall that X−I is a strong Markov proess and that 0 is regular for X−I. We may and will
hoose −I as the loal time of X − I at level 0. Let (gi, di), i ∈ I be the exursion intervals
of X − I above 0. Let us set
ωis = Xgi+s −Xgi , 0 ≤ s ≤ ζi = di − gi.
The point measure
N (dtdω) =
∑
i∈I
δ(−Igi ,ωi)
is a Poisson measure with intensity dtN(dω). Here N(dω) is a σ-nite measure on the set
of nite paths (ω(s); 0 ≤ s ≤ ζ(ω)). Thanks to (5), we see that Ht only depends on the
exursion of X − I straddling t. Thus we an use exursion theory arguments in order to
dene the height proess under the exursion measure N . We an also dedue from (5) that
the exursions of H above 0 are almost surely equal to the H(ωi), i ∈ I , with an evident
funtional notation (see [11℄, Chapter 1).
We rst have to dene the normalized exursion of the α-stable Lévy proess. Let us
simply denote by ζ = ζ(ω) the lifetime of ω under N(dω). A standard result of utuation
theory says that N(1− e−λζ) = λ1/α (see [4℄). Thus we have
N(ζ > t) =
1
Γ(1− 1/α) t
− 1
α .
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Dene for any λ > 0 the funtional S(λ) by
S(λ)(ω) =
(
λ1/αω(s/λ); 0 ≤ s ≤ λζ(ω)
)
.
Thanks to the saling property of X, one an show that the image of N(· | ζ > t) under
S(1/ζ) is the same for every t > 0. This law, dened on the àdlàg paths with unit lifetime,
is the law of the normalized exursion of X denoted by Pexc. Informally Pexc an be seen as
N( · | ζ = 1) (see [4℄, Chapter VIII). We may assume that there exists a proess Xexc dened
on (Ω,F ,P) that takes values in D([0, 1],R+) and whose law under P is Pexc.
We reall Chaumont's path-onstrution of the normalized exursion of X (see [7℄, [8℄ or
[4℄, Chapter VIII): let (g
1
, d1) be the exursion interval of X − I straddling 1:{
g
1
= sup{s ≤ 1 : Xs = Is},
d1 = inf{s > 1 : Xs = Is}.
We dene ζ1 = d1 − g1, the length of this exursion and we set
X∗ =
(
ζ
−1/α
1
(
Xg
1
+ζ1s −Xg1
)
; 0 ≤ s ≤ 1
)
.
Then, we have
(6) Xexc
(law)
= X∗.
Now, let us dene the normalized exursion of the height proess. In the Brownian ase
α = 2, this is the normalized exursion of X. In the ase 1 < α < 2, the approximation (5)
and the identity (6) imply that the limit
ζ
1
α
−1
1 Hg1+ζ1t
= lim
ε→0
1
βε
Card
{
u ∈ [0, t] : X∗u− < inf
[u,t]
X∗;∆X∗u > ε
}
holds P-a.s. for a set of values of t of full Lebesgue measure on [0, 1]. So there exists a
ontinuous proess (Hexct ; 0 ≤ t ≤ 1) suh that the limit
(7) Hexct = lim
ε→0
1
βε
Card
{
u ∈ [0, t] : Xexcu− < inf
[u,t]
Xexc;∆Xexcu > ε
}
holds P-a.s. for a set of values of t of full Lebesgue measure in [0, 1]. The proess Hexc is
alled the normalized exursion of the height proess. Moreover, we have
(8) Hexc
(law)
=
(
ζ
1
α
−1
1 Hg1+ζ1s
; 0 ≤ s ≤ 1
)
.
This result also holds in the Brownian ase.
3.3 The limit theorem.
In this setion, we state a limit theorem for the resaled disrete ontour proess and the
resaled disrete height proess of a G-W tree onditioned on its total progeny. Before, we
need to introdue some notation and to reall some results that are proved in [11℄, Chapter 2.
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Let µ be a ritial or subritial ospring distribution suh that µ(1) < 1 and let (Zpn;n ≥
0) be a G-W proess with ospring distribution µ, starting with p anestors: Zp0 = p. We let
ϕ = (τp)p≥1 be a sequene of i.i.d. G-W trees with ospring distribution µ. By onveniene,
we denote by (Hn;n ≥ 0), (Ct; t ≥ 0) and (Wn;n ≥ 0) the orresponding height proess,
ontour proess and random walk assoiated with ϕ. As was observerd in Setion 2, W
is a left-ontinuous random walk with jump distribution ν dened by ν(k) = µ(k + 1) ,
k ∈ {−1, 0, 1 . . .}.
We assume that ν is in the domain of attration of a stable law with index α ∈ (1, 2].
The ondition ν((−∞,−1)) = 0, implies that the limit law is spetrally positive. Thus, there
exists an inreasing sequene of positive real numbers (ap)p≥0 suh that ap →∞ and
(H)
1
ap
Wp
(d)−→ X1
where X is a stable Lévy proess without negative jump with Laplae exponent ψ(λ) = λα ,
α ∈ (1, 2]. Note that we have automatially ap/p → 0. Grimvall has shown in [13℄ that (H)
is equivalent to
(9)
(
1
ap
Zp
[ p
ap
t]
; t ≥ 0
)
−→ (Zt; t ≥ 0) ,
where (Zt; t ≥ 0) is a CSBP with branhing mehanism ψ(λ) = λα. Here and later, the
onvergene in distribution of proesses always holds in the funtional sense, that is in the
sense of the weak onvergene of the laws of the proesses in the Skorokhod spae where they
have their paths (whih is meant by the symbol
(d)−→). We will use the notation (fd)−→ to indiate
weak onvergene of nite dimensional marginals.
Our starting points are Theorems 2.3.2 and 2.4.1 in [11℄, that we reall in our partiular
setting: under assumption (H), the following onvergenes hold:
(10)

(
ap
p
H[pt]; t ≥ 0
)
(d)−−→ (Ht; t ≥ 0) ,(
ap
p
Cpt; t ≥ 0
)
(d)−−→ (Ht/2; t ≥ 0) ,
where (Ht; t ≥ 0) stands for the ontinuous height proess assoiated with X.
As in Setion 2, we let τ be a G-W tree with ospring distribution µ, under the probability
measure Pµ. To simplify notation, we denote by ζ the total progeny of τ . If µ is assumed to
be aperiodi [i.e., gcd(k ∈ {1, 2, . . . } : µ(k) > 0) = 1℄, the onditional probability Pµ(· | ζ = p)
is well dened for p ≥ 1 suiently large. Let (Hexc,pn ; 0 ≤ n ≤ p), (Cexc,pt ; 0 ≤ t ≤ 2p) and
(W exc,pn ; 0 ≤ n ≤ p) be three proesses dened on (Ω,F ,P) suh that
((Hexc,pn ; 0 ≤ n < p), (Cexc,pt ; 0 ≤ t < 2p− 2), (W exc,pn ; 0 ≤ n < p))
has the same law as (H(τ), C(τ),W (τ)) under Pµ(· | ζ = p) and suh that Hexc,pp = 0 ,
Cexc,pt = 0 for t ∈ [2p − 2, 2p] and W exc,pp = −1. Let also Hexc be the normalized exursion
of the height proess H dened in the previous setion. The main goal of the present work is
to prove the following limit theorem:
10
Theorem 3.1 Assume (H) and that µ is aperiodi. Then, we have(
ap
p
Hexc,p[pt] ; 0 ≤ t ≤ 1
)
(d)−−→ (Hexct ; 0 ≤ t ≤ 1)
and (
ap
p
Cexc,ppt ; 0 ≤ t ≤ 2
)
(d)−−→
(
Hexct/2 ; 0 ≤ t ≤ 2
)
,
Remark 3.2 Thanks to (1), the seond onvergene of the theorem follows from the rst one:
Set bn = 2n−Hexc,pn , 0 ≤ n < p and bp = 2p− 2. We dedue from (1) that, for 0 ≤ n < p,
(11) sup
bn≤t<bn+1
|Cexc,pt −Hexc,pn | ≤
∣∣Hexc,pn+1 −Hexc,pn ∣∣+ 1.
Dene the random funtion gp : [0, 2p] −→ N by setting gp(t) = n, if t ∈ [bn, bn+1) and n < p,
and gp(t) = p, if t ∈ [2p − 2, 2p]. The denition of bn implies
sup
0≤t≤2p
∣∣∣∣gp(t)− t2
∣∣∣∣ ≤ 12 sup0≤k≤pHexc,pk + 1.
Set fp(t) = gp(pt)/p. By (11), we have
sup
t∈[0,2]
ap
p
∣∣∣Cexc,ppt −Hexc,ppfp(t)∣∣∣ ≤ app + app supt∈[0,1]
∣∣∣Hexc,p[pt]+1 −Hexc,p[pt] ∣∣∣
and
sup
t∈[0,2]
∣∣∣∣fp(t)− t2
∣∣∣∣ ≤ 1p + 12ap supt∈[0,1] app Hexc,p[pt] .
Assuming that the rst onvergene of the theorem holds, we have
ap
p
+
ap
p
sup
t∈[0,1]
∣∣∣Hexc,p[pt]+1 −Hexc,p[pt] ∣∣∣ −→ 0
and
1
p
+
1
2ap
sup
t∈[0,1]
ap
p
Hexc,p[pt] −→ 0
in probability. Thus, the preeding bounds imply(
ap
p
Cexc,ppt ; 0 ≤ t ≤ 2
)
(d)−−→
(
Hexct/2 ; 0 ≤ t ≤ 2
)
.
Remark 3.3 We denote by Zexc,p the G-W proess started with one anestor onditioned
on having a total progeny equal to p. Under the same assumptions as Theorem 3.1, Kersting
has proved in [16℄ that (p−1Zexc,p[pt/ap]; t ≥ 0) onverges in distribution in D(R+,R) to a proess
Zexc that is obtained from Xexc by the Lamperti time hange. Theorem 3.1 an be used to
simplify Kersting's proof. More preisely, it implies Lemma 9 in [16℄, that is the key-argument
showing that the laws of (p−1Zexc,p[pt/ap]; t ≥ 0) are tight.
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Remark 3.4 If the ospring distribution has a nite variane, then, α = 2,Hexc is propor-
tional to the normalized Brownian exursion and Theorem 3.1 is due to Aldous with a very
dierent proof (see [2℄). Let us mention that Bennies and Kersting proved a weaker version
of Aldous'theorem using a method loser to our (see [3℄).
The onvergene of Theorem 3.1 suggests that Hexc is the height proess of a ontinuous
tree. By analogy with Aldous' ontinuum random tree, we all the limiting tree the α-stable
ontinuum random tree that an be dened as a random ompat metri spae in the following
way: Eah s ∈ [0, 1] orresponds to a vertex at height Hexcs in the α-stable ontinuum random
tree. Let t ∈ [0, 1]. The distane in α-stable ontinuum random tree between the two verties
orresponding to s and t must be equal to
d(s, t) = Hexct +H
exc
s − 2 inf
u∈[min(s,t),max(s,t)]
Hexcu .
Then, we say the s and t are equivalent if and only if d(s, t) = 0 and we denote it by s ∼ t.
We set T = [0, 1]/ ∼ and we dene the α-stable ontinuum random tree as the (random)
ompat metri spae (T , d). For a general theory, we refere to [9℄ and [10℄.
For any s ∈ [0, 1] we denote by s˜ the orresponding vertex in T ; by analogy with the
disrete ase, we all 0˜ the root. The order on T indued by the order on [0, 1] is the
ontinuous analogue of the lexiographial order on disrete ordered trees. We an also dene
a "genealogial" order  on T : Let σ, σ′ ∈ T . Then we say that
σ  σ′ iff d(σ, σ′) = d(0˜, σ′)− d(0˜, σ).
The set of leaves is the set of verties that are maximal with respet to . We denote it by
L. Here we give some properties of T without proof (more general results are to be given in
a forthoming paper):
• P-a.s. the Lebesgue measure of {s ∈ [0, 1] : s˜ ∈ L} is 1;
• P-a.s. the Hausdor and paking dimensions of (T , d) are both equal to αα−1 ;
• P-a.s. the Hausdor and paking dimensions of T \L are both equal to 1.
Following Aldous [1℄ and [2℄, we an dene the nite dimensional marginals of T . Let us
say a word about it: Aldous' rst onstrution of the (2-stable) ontinuum random tree was
based on expliit formulas for the nite dimensional marginals of this random tree. Later,
Aldous identied the ontinuum random tree as the tree oded by a normalized Brownian
exursion, in the sense of [2℄. Le Gall [20℄ provided a derivation of the nite-dimensional
marginals from properties of Brownian exursions. A similar approah has been used in [11℄
to get the nite-dimensional marginals of the α-stable ontinuum random tree. For sake of
ompleteness let us explain how Theorem 3.1 provides asymptotis for the nite-dimensional
marginals of the G-W tree onditioned on its total progeny.
Let τ be distributed under Pµ(· | ζ(τ) = p) and x k ≤ p. Let (v1, . . . , , vk) be a k-uple
of distint verties of τ . Aldous has dened (Setion 2 of [2℄) the kth marginal of τ as the
redued subtree at {v1, . . . , vk} that is the (graph-theoretial) tree whose set of verties V is
{vi ∧ vj; 0 ≤ i ≤ j ≤ k} ∪ {∅} and whose edges are all (u, v), for u and v distint in V suh
that u 4 w 4 v or v 4 w 4 u ours for w ∈ V i w = u or w = v; furthermore, the length of
the edge (u, v) is ||u| − |v||. Let us explain how the kth marginal an be reovered from the
height proess of τ .
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First we need to dene what is a marked tree is: A marked tree is a pair θ = (τ, {hv , v ∈
τ}), where τ ∈ T and hv ≥ 0 for every v ∈ τ . The number hv is interpreted as the lifetime of
individual v and τ is alled the skeleton of θ. Let θ1 = (τ1, {h1v , v ∈ τ1}), . . . , θk = (τk, {hkv , v ∈
τk}) be k marked trees and h ≥ 0. The onatenation of [θ1, . . . , θk]h is the marked tree whose
skeleton is [τ1, . . . , τk] and suh that the lifetimes of verties in τi , 1 ≤ i ≤ k beome the
lifetimes of the orresponding verties in [τ1, . . . , τk], and nally the lifetime of ∅ in [τ1, . . . , τk]
is h.
Assume that k < p and let us explain how we dedue the kth marginals of τ under
Pµ(· | ζ(τ) = p) from Hexc,p. Let ω : [a, b] → [0,+∞) be a àdlàg funtion dened on the
subinterval [a, b] of [0,+∞). Let t1, t2, . . . , tk ∈ [0,+∞) be suh that a ≤ t1 ≤ · · · ≤ tk ≤ b.
We rst give the denition of the marked tree assoiated to ω and t1, . . . , tk. For every
a ≤ u ≤ v ≤ b, we set
m(u, v) = inf
u≤t≤v
(t).
We will now onstrut a marked tree
θ(, t1, . . . tk) = (τ(, t1, . . . , tk), {hv(, t1, . . . , tk), v ∈ τ})
assoiated with the funtion and the instants t1, . . . , tk. We proeed by indution on k. If
k = 1, τ(, t1) = {∅} and h∅(, t1) = (t1).
Let k ≥ 2 and suppose that the tree has been onstruted up to order k − 1. Then there
exists an integer l ∈ {1, . . . , k − 1} and l integers 1 ≤ i1 < i2 < . . . < il ≤ k − 1 suh that
m(ti, ti+1) = m(t1, tk) if and only if i ∈ {i1, i2, . . . , il}. For every q ∈ {0, 1 . . . , l}, dene q by
the formulas
0(t) = (t)−m(t1, tk), t ∈ [a, ti1 ],
q(t) = (t)−m(t1, tk), t ∈ [tiq+1, tiq+1 ],
l(t) = (t)−m(t1, tk), t ∈ [til+1, b].
We then set
θ(, t1, . . . tk) =
[
θ(0, t1, . . . ti1), θ(
1, ti1+1, . . . ti2), . . . , θ(
l, til+1, . . . tk)
]
m(t1,tk)
.
This ompletes the onstrution of the tree by indution. Note that l + 1 is the number of
hildren of ∅ in θ(, t1, . . . tk) and m(t1, tk) is its lifetime. Figure 2 gives an example of a tree
θ(ω, t1, . . . , tk) when k = 4 and [a, b] = [0, 1].
Let (Up1 , U
p
2 , . . . , U
p
k ) be independent of H
exc,p
and uniformly distributed on the set of
all (n1, n2, . . . , nk) with 0 ≤ n1 < n2 < · · · < nk ≤ p − 1. From our onstrution of the
height proess, it should be lear that the kth marginal under Pµ(·|ζ = p) is lose to the tree
θ((Hexc,p[pt] )0≤t≤1, U
p
1 , . . . , U
p
k ) (in a sense that we do not make preise, but the reader an easily
onvine himself that both trees have the same saling limits when p → ∞). On the other
hand, Theorem 3.1 implies that the resaled trees θ((
ap
p H
exc,p
[pt] )0≤t≤1,
Up1
p , . . . ,
Up
k
p ) onverges
in distribution to θ(Hexc, U1, . . . , Uk), where the k-tuple (U1, . . . , Uk) is independent of H
exc
and distributed aording to the measure
k!1{0≤u1<u2<···<uk≤1}du1 · · · duk.
We dene θ(Hexc, U1, . . . , Uk) as the kth marginal of T The following theorem gives the
law θ(Hexc, U1, . . . , Uk):
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Figure 2: Redued tree.
Theorem 3.2 (Theorem 3.3.3 of [11℄) . The law of θ(Hexc, U1, . . . , Uk) is haraterized
by the following properties:
(i) The probability of a given skeleton τ ∈ {θ ∈ T : |Lθ| = k and ku(θ) 6= 1, u ∈ θ} is
k!∏
v∈τ\Lτ
kv(τ)!
∏
v∈τ\Lτ
|(1− α)(2 − α)(3 − α) . . . (kv(τ)− 1− α)|
|(α− 1)(2α − 1) . . . ((k − 1)α− 1)| .
(ii) Conditionally on the skeleton τ , the marks (hv)v∈τ have a density with respet to the
Lebesgue measure on Rτ+ given by
Γ(k − 1α)
Γ(δτ )
α|τ |
∫ 1
0
duuδτ−1q
(
α
∑
v∈τ
hv, 1− u
)
,
where δτ = k − (1 − 1α ) | τ | − 1α > 0, and q(s, u) is the ontinuous density at time s of the
stable subordinator with index 1− 1α , that is haraterized by∫ +∞
0
due−λsq(s, u) = exp
(
−sλ1− 1α
)
.
Remark 3.5 In partiular the skeleton of θ(Hexc, U1, U2, U3) is equal to the disrete tree
{∅, 1, 2, 3} with probability 2−α2α−1 . Consequently, T has branhing points of order greater
than 2 if α < 2. General arguments (see [11℄, Chapter 1) imply that T has an innite number
of innitely branhing verties.
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4 Proof of the main theorem.
The proof of Theorem 3.1 use Chaumont's result on the Vervaat transform of the bridge of
a α-stable Lévy proess (see [8℄ or [4℄, Chapter VIII). In this setion, we explain how the
normalized exursion of the height proess is onneted (through the Vervaat transform) to
the height proess assoiated with the bridge of the Lévy proess. Before that, we need
to establish some properties in the disrete setting. This is the purpose of the following
subsetion.
4.1 The disrete bridge.
Let us start with some notation. We denote by 0 the set of all disrete-time nite paths in Z:
0 =
⋃
n≥0
Z{0,1,...,n}.
If w is in Z{0,1,...,n} , we denote by z(w) = n its lifetime. Let w be suh that z(w) ≥ n. We
denote by respetively w(n) and ŵn, the shifted path and the time and spae reversed path
at time n:
w(n)(k) = w(k + n)− w(n), 0 ≤ k ≤ z(w) − n
and
ŵn(k) = w(n)−w(n − k), 0 ≤ k ≤ n.
We set
Ln(w) = Card
{
0 < j ≤ n : w(j) = sup
0≤k≤j
w(k)
}
.
We also dene
Hn(w) = Ln(ŵ
n) = Card
{
0 ≤ j < n : w(j) = inf
j≤k≤n
w(k)
}
.
For any integer a, we dene t(a,w) by
t(a,w) = inf{k ∈ [0, z(w)] : w(k) ≥ a}
(with the onvention inf ∅ = +∞). A areful ounting leads to the following formulas, valid
for any 0 ≤ m ≤ z(w)− n:
(12)
Hn+m(w)− infn≤k≤n+mHk(w) = Hm
(
w(n)
)
,
inf
n≤k≤n+m
Hk(w) = Ln(ŵ
n)− Lβ(n,m) (ŵn) ,
where
β(n,m) =

0, if inf
0≤k≤m
w(n)(k) ≥ 0,
t
(
− inf
0≤k≤m
w(n)(k), ŵn
)
− 1, if − sup
0≤k≤n
ŵn(k) ≤ inf
0≤k≤m
w(n)(k) < 0,
n if inf
0≤k≤m
w(n)(k) < − sup
0≤k≤n
ŵn(k).
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Shortly written, we have
β(n,m) = n ∧
(
t
(
− inf
0≤k≤m
w(n)(k), ŵn
)
− 1
)
+
.
We also set
G(w) = inf
{
0 ≤ k ≤ z(w) : w(k) = inf
0≤j≤z(w)
w(j)
}
.
We now dene the Vervaat transform V0 : 0 −→ 0 by
V0(w)(k) =
{
w(k +G(w)) − inf w, if 0 ≤ k ≤ z(w)−G(w),
w(k +G(w) − z(w)) + w(z(w)) − inf w − w(0), if z(w)−G(w) ≤ k ≤ z(w).
Observe that the path V0(w) starts at 0 and that its lifetime is z(w).
Let us onsider the random walk W whose jump distribution is given by ν(k) = µ(k+1) ,
k ∈ {−1, 0, 1, . . . , }. Reall from Setion 2 that ζ = inf{k ≥ 0 :Wk = −1}. Set for any positive
integer p, Gp = G((Wk)0≤k≤p). A well-known result states that for any positive integer p ,
pP(ζ = p) = P(Wp = −1) (see [25℄). In the remainder, we assume that P(Wp = −1) > 0.
Then, P(ζ = p) > 0. We reall the lassial result on random walk, that is due to Vervaat
(see [27℄):
(13) V0(W ) under P(· | Wp = −1) (law)= W under P(· | ζ = p).
This identity onnets the disrete bridge of length p with the exursion onditioned to last
p. We want to establish a similar identity for the height proess. To this end, we introdue
the proess M = (Mk)0≤k≤p that is dened by the formula
Mk = Lp
(
Ŵ p
)
− Lγp(k)
(
Ŵ p
)
,
where we have set γp(k) = p ∧ (t(− inf0≤i≤kWi, Ŵ p)− 1)+.
Let us explain the intuition behind Mk: Consider τ under P (·|ζ = p). Let ∅ = u0 < u1 <
. . . < up−1 be the verties of τ lexiographially ordered. Pik N at random in {0, 1, . . . , p−1}
and assume that N is independent of τ . We denote by N(k) the integer of {0, 1, . . . , p − 1}
equal to N + k modulo p. Then Mk has the same law as |uN ∧uN(k)| that is the height of the
ommon anestor of uN and uN(k). We have the following proposition.
Proposition 4.1 The law of the proess (V0(W ), V0(H(W ) +M)) under P(· | Wp = −1) is
the same as that of (W,H(W )) under P(· | ζ = p).
Proof. Set W ′ = V0(W ). Thanks to (13), it is suient to prove that P(· | Wp = −1)-a.s.
H(W ′) = V0(H(W ) + M). Let 0 ≤ l ≤ Gp. Applying (12) with w = (W ′k; 0 ≤ k ≤ p),
n = p−Gp and m = l, we get
Hp−Gp+l(W
′) = Hl
(
W
′(p−Gp)
)
+ Lp−Gp
(
Ŵ ′
p−Gp
)
− Lβ′(p−Gp,l)
(
Ŵ ′
p−Gp
)
where β′(p−Gp, l) = β(p−Gp, l)(W ′). However,
W
′(p−Gp) = (Wk)0≤k≤Gp and Ŵ
′
p−Gp
=
(
Ŵ pk
)
0≤k≤p−Gp
.
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Then, Hl(W
′(p−Gp)) = Hl(W ) and it is easily veried that Lp(Ŵ
p) = Lp−Gp(Ŵ
′
p−Gp
) and
Lγp(l)(Ŵ
p) = Lβ′(p−Gp,l)(Ŵ
′
p−Gp
), so that
Lp−Gp
(
Ŵ ′
p−Gp
)
− Lβ′(p−Gp,l)
(
Ŵ ′
p−Gp
)
=Ml.
So we have
(14) Hp−Gp+l(W
′) =Ml +Hl(W ), 0 ≤ l ≤ Gp.
Let us onsider now 0 ≤ l ≤ p−Gp. We then have
W ′l =Wl+Gp −WGp =Wl+Gp − inf
0≤k≤p
Wk.
It easily follows that Hl(W
′) = Hl+Gp(W ). But Ml+Gp = 0 beause γp(l+Gp) = p [note that
− inf0≤k≤pWk = sup0≤k≤p Ŵ pk + 1, P(·|Wp = −1)-a.s.℄. We onlude that
(15) Hl(W
′) = Hl+Gp(W ) +Ml+Gp , 0 ≤ l ≤ p−Gp.
Thanks to (14) and (15), we see that it only remains to prove that G(M +H(W )) = Gp:
First note that if Gp = p, we have Ml = 0 for every l ∈ [0, p] and H(W ) = V0 (H(W )) in a
trivial way. We an therefore suppose 0 < Gp < p. Then it is easily seen that P(·|Wp = −1)-
a.s. , for every l ∈ [0, p],
Ml = Card
{
0 ≤ j < p : Wj = inf
j≤k≤p
Wk and Wj ≤ −1 + inf
0≤k≤l
Wk
}
.
If 0 ≤ l < Gp, then inf0≤k≤lWk > inf0≤k≤pWk and thus Ml > 0 beause we an take
j = Gp in the previous formula . On the other hand, HGp(W ) +MGp = 0 . This proves
G(M +H(W )) = Gp. ✷
4.2 Auxiliary proesses.
In this setion we introdue the Lévy bridge Xbr that an be seen informally as the path
(Xt; 0 ≤ t ≤ 1) onditioned to be at level zero at time one. Standard arguments make this
singular onditioning rigorous and we refer to the original work of Chaumont [7℄, [8℄ or to [4℄,
Chapter VIII, for the proofs. We also dene the height proess assoiated with the bridge,
denoted by Hbr and the proess M br that will play the role of M in ontinuous time.
We denote by pt the ontinuous density of the law of Xt; it is haraterized by∫
R
exp(−λx)pt(x)dx = exp(−tλα).
For 0 < t < 1, the law of (Xbrs ; 0 ≤ s ≤ t) is absolutely ontinuous with respet to the
law of (Xs; 0 ≤ s ≤ t). More preisely, for any bounded ontinuous funtional F dened on
D([0, t],R), we have
(16) E
[
F
(
Xbrs ; 0 ≤ s ≤ t
)]
= E
[
F (Xs; 0 ≤ s ≤ t) p1−t(−Xt)
p1(0)
]
.
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It follows that
(17) X̂br
(law)
= Xbr
where, for onveniene, we denote by X̂br the proess Xbr reversed at time 1 ( X̂brt =
−Xbr1−t, t ∈ [0, 1]). Chaumont provides in [8℄ a path-onstrution for Xbr: set G = sup{t ∈
[0, 1] : Xt = 0}, the last passage time at the origin on [0, 1] of the unonditioned proess X.
Let us set X˜ = (G−1/αXGt)0≤t≤1. Chaumont has shown that
(18) Xbr
(law)
= X˜
In the Brownian ase α = 2, we dene the two proesses Hbr and L(Xbr) by setting
Hbrt = X
br
t − Ibrt Lt(Xbr) = Sbrt , t ∈ [0, 1],
with an evident notation for Ibr and Sbr.
If 1 < α < 2, we dene Hbr and L(Xbr) by use of the approximation formula (5): By (16)
and a ontinuity argument it is easy to hek that P(∃δ > 0 : Sbr1−δ = Sbrt , t ∈ [1− δ, 1]) = 1.
Then, by (4) and (16), it follows that we may dene a ontinuous inreasing proess L(Xbr)
by setting P-a.s. for every t in [0, 1],
(19) Lt(X
br) = lim
ε→0
1
βε
Card
{
s ∈ [0, t] : Sbrs− < Xbrs ;∆Xbrs > ε
}
.
Next, by (5), it follows that the limit
G
1
α
−1HGt = lim
ε−→0
1
βε
Card
{
s ∈ [0, t] : X˜s− < inf
[s,t]
X˜;∆X˜s > ε
}
holds P-a.s. for a set of values of t of full Lebesgue measure in [0, 1]. Then, thanks to
Chaumont's identity (18) we an show that there exists a ontinuous proess (Hbrt ; 0 ≤ t ≤ 1)
suh that the limit
(20) Hbrt = lim
ε−→0
1
βε
Card
{
s ∈ [0, t] : Xbrs− < inf
[s,t]
Xbr;∆Xbrs > ε
}
holds P-a.s. for a set of values of t of full Lebesgue measure in [0, 1]. We also have
(21) Hbr
(law)
=
(
G
1
α
−1HGt
)
0≤t≤1
.
And by (16), it follows that, for 0 < t < 1,
(22) E
[
F
(
Hbrs ; 0 ≤ s ≤ t
)]
= E
[
F (Hs; 0 ≤ s ≤ t) p1−t(−Xt)
p1(0)
]
.
Remark 4.1 Equations (22) and (21) both hold in the Brownian ase.
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We now dene the Vervaat transform in ontinuous time, denoted by V : D([0, 1],R) −→
D([0, 1],R): For any ω in D([0, 1],R), we set g1(ω) = inf{t ∈ [0, 1] : (t−) ∧ ω(t) = inf [0,1] ω}.
Then, we dene V by
V (ω)(t) =
{
ω(t+ g1(ω))− inf [0,1] ω, if t+ g1(ω) ≤ 1,
ω(t+ g1(ω)− 1) + ω(1)− inf [0,1] ω − (0), if t+ g1(ω) ≥ 1.
Thanks to (16), it is easy to see that the bridge Xbr reahes its inmum almost surely at a
unique random time (that must be g1(X
br) and that is uniformly distributed in [0, 1]). The
bridge is onneted to the normalized exursion Xexc through the Vervaat transform
(23) V (Xbr)
(law)
= Xexc.
(For a proof, see Chaumont [8℄ or Bertoin [4℄, Chapter VIII.) Next, we dene the analogue of
M in ontinuous time: For any ω in D([0, 1],R) and any positive real number x, let us denote
by Tx(ω), the rst passage time above x:
Tx(ω) = inf{t ≥ 0 : ω(t) ≥ x},
(with the onvention: inf ∅ = +∞ ). For any 1 < α ≤ 2 , Lt(X̂br) is well dened thanks to
(17) and (19). So we an set
Bx = L1(X̂
br)− L
1∧Tx(X̂br)
(X̂br), x ≥ 0
and we dene M br by
M brt = B− inf[0,t] Xbr , 0 ≤ t ≤ 1.
The following proposition is an analogue in ontinuous time of Proposition 4.1.
Proposition 4.2 The proesses Hbr, M br and B have the following properties:
(i) P-a.s. (Bx;x ≥ 0) is a nonnegative and noninreasing ontinuous proess. Further-
more we have Bx = 0 if and only if x ≥ − inf [0,1]Xbr.
(ii) P-a.s. (M brt + H
br
t ; 0 ≤ t ≤ 1) is a nonnegative ontinuous proess that attains its
minimal value 0 at a unique instant.
(iii) V (M br +Hbr)
(law)
= Hexc.
Proof. Thanks to Chaumont's result (23), we an assume that Xexc and Xbr are related
in the following way:
(24)
{
Xexcs = X
br
g1+s −Xbrg1 , 0 ≤ s ≤ 1− g1,
Xexcs = X
br
s+g1−1 −Xbrg1 , 1− g1 ≤ s ≤ 1,
where we have set g1 = g1(X
br).
In the Brownian ase α = 2, we have Lt(X̂
br) = sups≤t X̂
br
s . It easily follows that Bx =
(−x− Ibr1 )+, M brt = Ibrt − Ibr1 and M brt +Hbrt = Xbrt − Ibr1 , for x ≥ 0 and 0 ≤ t ≤ 1. Assertions
(i) and (ii) follow immediately, and (iii) is a diret onsequene of (24).
From now on, we assume that 1 < α < 2. Let us prove (i) rst. Reall that (SL−1t
; t ≥ 0) is
a stable subordinator with index α− 1. Hene, its right-ontinuous inverse (LTx(X);x ≥ 0) is
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P-a.s. ontinuous. If x ≥ S1, then Tx(X) ≥ 1 and L1 = L1∧Tx(X). However, for any positive
rational q, the Markov property for X implies that Tq(X) is an inrease time for L. Then
LTq(X) < L1 on {q < S1}.
Hene, (L1 − L1∧Tx(X);x ≥ 0) is P-a.s. a noninreasing and nonnegative ontinuous proess
that vanishes if and only if x ≥ S1.
Let t < 1. We an use property (16) to show that P-a.s. the proess (Lt∧Tx(Xbr)(X
br);x ≥
0) is ontinuous and LTx(Xbr)(X
br) < Lt(X
br) if and only if x < sup[0,t]X
br
. But P-a.s. there
exists t ∈ [0, 1) suh that sup[0,t]Xbr = sup[0,1]Xbr and so
Lt∧Tx(Xbr)(X
br) = L1∧Tx(Xbr)(X
br), x ≥ 0.
Hene, we have proved that P-a.s. the proess (L1∧Tx(Xbr)(X
br);x ≥ 0) is ontinuous and
LTx(Xbr)(X
br) < L1(X
br) if and only if x < sup[0,1]X
br
. Then, (i) follows from the duality
property (17). Then, the ontinuity of M br follows from the ontinuity of Ibr.
Reall that Xexc and Xbr are related by (24). We now establish the a.s. identity
(25) Hexc = V (M br +Hbr).
First, observe that if t > g1, then the onditions X
br
s− < inf [s,t]X
br
and s ∈ [0, t] imply that
s ≥ g1. Thanks to the approximations (7) and (20), and the ontinuity of the proesses Hexc
and Hbr, we easily verify that, P-a.s.,
(26) Hexct = H
br
g1+t, 0 ≤ t ≤ 1− g1.
However (i) and the denition of M br imply that P-a.s. M brt = 0 for any t in [g1, 1]. Then,
by (26), it follows that
(27) Hexct = H
br
g1+t +M
br
g1+t, 0 ≤ t ≤ 1− g1.
Next we have to prove
(28) Hexct = H
br
g1+t−1 +M
br
g1+t−1, 1− g1 ≤ t ≤ 1.
Set, for any t > 1− g1,
γt = sup
{
s < 1 : Xbrs ≤ Ibrt+g1−1
}
= 1− T−Ibrt+g1−1(X̂
br).
We also dene, for any 0 ≤ s′ ≤ t′ ≤ 1
N brε (s
′, t′) = Card
{
u ∈ [0, s′] : Xbru− < inf
[u,t′]
Xbr;∆Xbru > ε
}
If 1− g1 < t, observe that
Card
{
s ∈ [0, t] : Xexcs− < inf
[s,t]
Xexc;∆Xexcs > ε
}
= C1 + C2 + C3,
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where 
C1 = Card
{
s ∈ [0, γt − g1] : Xexcs− < inf
[s,t]
Xexc;∆Xexcs > ε
}
= N brε (γt, 1),
C2 = Card
{
s ∈ (γt − g1, 1− g1) : Xexcs− < inf
[s,t]
Xexc;∆Xexcs > ε
}
= 0,
C3 = Card
{
s ∈ [1− g1, t] : Xexcs− < inf
[s,t]
Xexc;∆Xexcs > ε
}
= N brε (t+ g1 − 1, t+ g1 − 1).
Thus,
Card
{
s ∈ [0, t] : Xexcs− < inf
[s,t]
Xexc;∆Xexcs > ε
}
= N brε (γt, 1) +N
br
ε (t+ g1 − 1, t+ g1 − 1).
(29)
By approximation formula (19) applied to L(X̂br) it follows that P-a.s. for any 0 ≤ t ≤ 1,
lim
ε→0
1
βε
N brε (γt, 1) = L1(X̂
br)− L1−γt(X̂br) =M brt+g1−1.
But approximation (7) of Hexc and approximation (20) of Hbr imply that the limits
Hexct = lim
ε→0
1
βε
Card {s ∈ [0, t] : Xexcs− < inf
[s,t]
Xexc;∆Xexcs > ε}
Hbrt+g1−1 = limε→0
1
βε
N brε (t+ g1 − 1, t+ g1 − 1)
hold P-a.s. on a set of values of t of full Lebesgue measure in [1 − g1, 1]. Then, (28) follows
from (29) and the ontinuity of M br, Hexc and Hbr.
It remains to shows that M br +Hbr reahes its inmum at the unique time g1. If s > g1,
then M brs = 0 by (i) and H
br
s = H
exc
s−g1 > 0. If g1 > s, then
inf
[0,s]
Xbr > Xbrg1 = inf
[0,1]
Xbr
and (i) implies that M brs > 0. Finally, (ii) follows from the obvious fat M
br
g1 = H
br
g1 = 0. ✷
We now explain how the auxiliary proesses Xbr, Hbr and M br are used in the proof of
Theorem 3.1: Let (W br,pt ; t ∈ [0, 1]) be a proess whose distribution is the law of (1/apW[pt]; 0 ≤
t ≤ 1) under P(· | Wp = −1). Simultaneously with W br,p we an introdue the proesses
Hbr,p,M br,p, Ŵ br,p, Lbr,p and L̂br,p (whih an be written as funtionals of W br,p) that are
suh that (
W br,p,Hbr,p,M br,p, Ŵ br,p, Lbr,p, L̂br,p
)
has the same law as(
1
ap
W[pt],
ap
p
H[pt](W ),
ap
p
M[pt],
1
ap
Ŵ[pt],
ap
p
L[pt](W ),
ap
p
L[pt](Ŵ
p)
)
0≤t≤1
under P(· | Wp = −1). We have the following proposition.
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Proposition 4.3 Under the assumptions of Theorem 3.1, we have(
W br,p,Hbr,p,M br,p
)
(d)−−−→
p→∞
(
Xbr,Hbr,M br
)
Let us omplete the proof of Theorem 3.1 thanks to Proposition 4.3 whose proof is post-
poned to the next setion.
Proof Theorem 3.1. First, it easy to dedue from Proposition 2.1, from the denition
of the disrete Vervaat transform and from Proposition 4.1 that
(30)
(
V
(
W br,p
)
, V
(
M br,p +Hbr,p
))
(law)
=
((
1
ap
W exc,p[pt]
)
0≤t≤1
,
(
ap
p
Hexc,p[pt]
)
0≤t≤1
)
Then, we need to prove some ontinuity property of V : Let (ωn)n≥0 be a sequene of paths
in D([0, 1],R) that onverges to ω for the Skorokhod topology. If ω in ontinuous, then the
onvergene holds uniformly on [0, 1] :
lim
n→∞
sup
0≤t≤1
| ωn(t)− ω(t) |= 0
(see Jaod and Shiryaev [14℄, Chapter VI). Then, if we assume furthermore that ω attains its
minimum at a unique instant, it is easily seen that lim g1(ωn) = g1(ω). Thus,
(31) lim
n→+∞
sup
t∈[0,1]
| V (ωn)(t)− V (ω)(t) |= 0.
This shows that V is ontinuous at any ontinuous path ω in D([0, 1],R) that attains its min-
imum at a unique time. This observation ombined with Proposition 4.2(ii) and Proposition
4.3, shows that
(32) V
(
M br,p +Hbr,p
)
(d)−−→ V
(
M br +Hbr
)
.
Then Theorem 3.1 follows from (30) and from Proposition 4.2 (iii). ✷
4.3 Proof of Proposition 4.3.
We rst prove the following lemma for unonditioned proesses.
Lemma 4.4 Under the assumptions of Theorem 3.1, the following joint onvergene holds:(
1
ap
W[pt],
ap
p
L[pt](W ),
ap
p
H[pt](W )
)
(d)−−−→
p→∞
(X,L,H)
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Proof. A lassial result on random walks shows that assumption (H) implies the on-
vergene of (1/apW[pt]; t ≥ 0) to X in distribution in D(R+,R) (see Jaod and Shiryaev [14℄,
Chapter VII). Theorem 2.3.2 in [11℄ [realled in (10)℄ shows that the resaled height proess
(
ap
p H[pt](W ); t ≥ 0) onverges to H in distribution in D(R+,R) under assumption (H).
As a rst step towards the proof of the onvergene of resaled proess, it is also proved
in [11℄ (see Theorem 2.2.1) that
(33)
(
ap
p
L[pt](W )
)
t≥0
(fd)−−−→
p→∞
(Lt)t≥0.
As L is a ontinuous nondereasing proess, a standard argument show that the onvergene
(33) atually holds in distribution in D(R+,R). Thus, the laws of the proesses(
1
ap
W[pt],
ap
p
L[pt](W ),
ap
p
H[pt](W ); t ≥ 0
)
are tight in the spae of probability measures on D(R+,R
3).
If we look arefully at Theorem 2.2.1 in [11℄, we see that the proof atually gives a stronger
result than the weak onvergene of the nite dimensional marginals of the resaled height
proess: By the Skorokhod representation theorem, we an nd a sequene of random walks
W
′p
, p ≥ 1, eah with the same law as W , and a Lévy proess X ′ with(
1
ap
W
′p
[pt]; t ≥ 0
)
−→ (X ′t; t ≥ 0),
P-a.s. for the Skorokhod topology. Then the proof of Theorem 2.2.1 in [11℄ shows that
(34)
ap
p
L[pt](W
′p) −→ Lt(X ′) and ap
p
H[pt](W
′p) −→ Ht(X ′)
in probability for every t ≥ 0 (with an evident notation for L(X ′) and H(X ′)). It follows that
the only possible weak limit for the laws of(
1
ap
W[pt],
ap
p
L[pt](W ),
ap
p
H[pt](W ); t ≥ 0
)
is that of (X,L,H) and the lemma is proved. ✷
Lemma 4.5 Under the assumptions of Theorem 3.1, for any t < 1, we have(
W br,ps , L
br,p
s ,H
br,p
s
)
0≤s≤t
(d)−−−→
p→∞
(
Xbrs , Ls(X
br),Hbrs
)
0≤s≤t
.
Proof. Set f(n, k) = P(Wn = k) , n ∈ N, k ∈ Z. Let F be any bounded ontinuous
funtional on D([0, t],R3). The Markov property at time [pt] under P(. | Wp = −1) implies
that
E
[
F
(
W br,ps , L
br,p
s ,H
br,p
s ; 0 ≤ s ≤ t
)]
= E
[
f(p− [pt],−1−W[pt])
f(p,−1)
×F
(
1
ap
W[ps],
ap
p
L[ps](W ),
ap
p
H[ps](W ); 0 ≤ s ≤ t
)]
.
(35)
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Sine we assume (H) and sine µ (and thus ν) is aperiodi, we an apply the Gnedenko
loal limit theorem to ν in order to get
lim
p→∞
sup
k∈Z
| apf(p− [pt], k)− p1−t(k/ap) |= 0
(see Bingham, Goldies and Teugels [6℄). This result ombined with (35), the ontinuity of
x→ p1−t(x) and Lemma 4.4 gives
lim
p→∞
E
[
F
(
W br,ps , L
br,p
s ,H
br,p
s ; 0 ≤ s ≤ t
)]
= E
[
p1−t(−Xt)
p1(0)
F (Xs, Ls,Hs; 0 ≤ s ≤ t)
]
and the lemma follows from (16). ✷
Next, we need to prove the following lemma:
Lemma 4.6 Under the assumptions of Theorem 3.1, we have(
L̂br,p, Ŵ br,p,W br,p
)
(d)−−−→
p→∞
(
L(X̂br), X̂br,Xbr
)
.
Proof. First, let us show that W br,p onverges to Xbr in distribution in D([0, 1],R).
From Lemma 4.5 and the usual tightness riterion, we only need to prove
(36) lim
δ→0
lim sup
p→+∞
P
(
sup
s∈[1−δ,1]
| W br,ps −W br,p1 |> η
)
= 0
for any η > 0. Notie that the two variables
sup
[p(1−δ)]≤k≤p
|Wk −Wp | and sup
0≤k≤p−[p(1−δ)]
|Wk |
have the same law under P(. | Wp = −1). Thus
(37) P
(
sup
s∈[1−δ,1]
∣∣∣W br,ps −W br,p1 ∣∣∣ > η
)
≤ P
(
sup
s∈[0,δ+1/p]
|W br,ps |> η
)
.
But Lemma 4.5 implies, for any η > 0,
lim
δ→0
lim sup
p→+∞
P
(
sup
s∈[0,δ+1/p]
| W br,ps |> η
)
= 0.
Then, (36) follows from (37).
We now prove
(38) Lbr,p
(d)−−−→
p→∞
L(Xbr).
First, from Lemma 4.5 we have, for any t < 1,
(Lbr,ps )0≤s≤t
(d)−−−→
p→∞
(Ls(X
br))0≤s≤t
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in distribution in D([0, t],R). Next, reall that P-a.s. there exists a small interval (1 − δ, 1]
on whih L(Xbr) is onstant and equal to L1(X
br). So, we only need to prove
lim
δ→0
lim sup
p→+∞
P
(
sup
s∈[1−δ,1]
∣∣∣Lbr,ps − Lbr,p1 ∣∣∣ > η
)
= 0
for any η > 0. But this is immediate from the observation that
lim
δ→0
lim sup
p→+∞
P
(
sup
s∈[1−δ,1]
W br,ps = sup
s∈[0,1]
W br,ps
)
= 0.
whih itself follows from the onvergene of W br,p to Xbr.
Sine W br,p (reps. Xbr) has the same law as Ŵ br,p (resp. X̂br), the lemma is equivalent
to (
Lbr,p,W br,p, Ŵ br,p
)
(d)−−−→
p→∞
(
L(Xbr),Xbr, X̂br
)
.
First notie that the laws of (Lbr,p,W br,p, Ŵ br,p) are tight in the spae of all probability
measures on D([0, 1],R3). We only need to prove the onvergene of the nite dimensional
marginals. By Lemma 4.5, we see that the only possible weak limit of the laws of (Lbr,p,W br,p)
is the law of (L(Xbr),Xbr). Sine Xbr has no xed disontinuities, we have for any t1, . . . , tn
in [0, 1] (
Lbr,pti ,W
br,p
ti
)
1≤i≤n
(d)−−−→
p→∞
(
Lti(X
br),Xbrti
)
1≤i≤n
.
For the same reason X̂brt = −Xbr1−t, P-a.s. for any t in [0, 1]. So, we get(
Lbr,pti ,W
br,p
ti
,W br,p1 −W br,p1−ti
)
1≤i≤n
(d)−−−→
p→∞
(
Lti(X
br),Xbrti , X̂
br
ti
)
1≤i≤n
.
But we have for any t in [0, 1] the onvergene in probability
W br,p1 −W br,p1−t − Ŵ br,pt −−−→p→∞ 0
beauseW br,p1 −W br,p1−t−Ŵ br,pt has the same law as (Wp−[pt]−W[p(1−t)])/ap under P(·|Wp = −1).
Thus, we have (
Lbr,pti ,W
br,p
ti
, Ŵ br,pti
)
1≤i≤n
(d)−−−→
p→∞
(
Lti(X
br),Xbrti , X̂
br
ti
)
1≤i≤n
,
that implies the desired result. ✷
Next, we laim that the two following lemmas imply Proposition 4.3.
Lemma 4.7 Under the assumptions of Theorem 3.1, we have
(W br,p,M br,p)
(d)−−−→
p→∞
(Xbr,M br)
Lemma 4.8 Under the assumptions of Theorem 3.1, the laws of the proesses (Hbr,p) are
tight in the spae of all probability measures on D([0, 1],R).
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End of the proof of Proposition 4.3. The previous two lemmas imply that the
laws of (W br,p,Hbr,p,M br,p) are tight in the spae of all probability measures on D([0, 1],R2).
Let us assume that a subsequene of the sequene (W br,p,Hbr,p) onverges in distribution in
D(R+,R
2) to a ertain proess (A,B). By Lemma 4.5, it follows that
(As, Bs)0≤s≤t
(law)
= (Xbrs ,H
br
s )0≤s≤t,
for any t < 1. Also Lemma 4.7 implies A
(law)
= Xbr. Then, observe that Hbr,p1 = L̂
br,p
1 , p ≥ 1
and that Hbr1 = L1(X̂
br). From Lemma 4.6, we get
(A,B1)
(law)
=
(
Xbr, L1(X̂
br)
)
=
(
Xbr,Hbr1
)
.
This is more than enough to onlude that
(A,B)
(law)
=
(
Xbr,Hbr
)
.
So we have
(W br,p,Hbr,p)
(d)−−−→
p→∞
(Xbr,Hbr).
Together with Lemma 4.7, this implies that the only possible weak limit of the laws of
(W br,p,Hbr,p,M br,p) is the law of (Xbr,Hbr,M br). That ompletes the proof of Proposition
4.3. ✷
Proof of Lemma 4.7 We an apply Skorokhod's representation theorem to replae the
weak onvergene of Lemma 4.6 by an a.s. onvergene. For onveniene, we keep the same
notation for the proesses and the underlying probability spae, so we an suppose
(39) (L̂br,p, Ŵ br,p,W br,p) −−−→
p→∞
(L(X̂br), X̂br ,Xbr)
P-a.s. for the Skorokhod topology in D([0, 1],R3).
For any p ≥ 1, we dene the proess (Bpx;x ≥ 0) by
Bpx = L̂
br,p
1 − L̂br,p1∧Tx(Ŵ br,p).
We get from the denition of M the following inequality:
(40) sup
t∈[0,1]
∣∣∣M br,pt −Bp− inf [0,t]W br,p∣∣∣ ≤ app .
beause ∣∣∣p ∧ T− inf [0,t]W br,p(Ŵ br,p)− γp([pt])∣∣∣ ≤ 1.
We laim next that
(41) (Bpx)x≥0 −−−→p→∞ (Bx)x≥0,
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P-a.s. for the Skorokhod topology in D(R+,R) : Lemma 2.10, page 304, Chapter VI in [14℄
shows for any x ≥ 0 that the funtional 1 ∧ Tx(.), dened on D([0, 1],R) is ontinuous with
respet to the Skorokhod topology at any path ω satisfying x 6∈ J(ω), where
J(ω) = {y > 0 : Ty+(ω) > Ty(ω)}.
An elementary argument shows that for any x ≥ 0, P(x ∈ J(X)) = 0. Then, we an use the
absolute ontinuity relation (16) to dedue that P-a.s. x is not in J(Xbr). Hene
(42) P-a.s., 1 ∧ Tq(Ŵ br,p) −→ 1 ∧ Tq(X̂br), q ∈ Q+.
Sine L(X̂br) is ontinuous, a standard argument implies that P-a.s. L̂br,p onverges to L(X̂br)
uniformly on [0, 1]. Then, by (42), it follows that
(43)
(
Bpq1 , . . . , B
p
qn
) −→ (Bq1 , . . . , Bqn) , P-a.s.
for any positive rational numbers q1, q2, . . . , qn. Next, observe that B
p
and B are nondereas-
ing proesses and that B is ontinuous [f. Proposition 4.2 (i))℄ so (43) implies the desired
laim by a standard argument.
It remains to prove that (41) implies the lemma: Sine Ibr is ontinuous, (39) implies that
lim
p→∞
sup
t∈[0,1]
∣∣∣∣inf[0,t]W br,p − Ibrt
∣∣∣∣ = 0 a.s.
This, ombined with (41), shows that P-a.s. M br,p onverges to M br, uniformly on [0, 1].
As M br is ontinuous, a standard argument (see [14℄, Proposition 1.23, page 293) implies
that (W br,p,M br,p) onverges almost surely to (Xbr,M br) for the Skorokhod topology in
D([0, 1],R2). That ompletes the proof of the lemma. ✷
Proof of Lemma 4.8 By Lemma 4.5, it is suient to show
(44) lim
δ→0
lim sup
p→+∞
P
(
sup
s∈[1−δ,1]
| Hbr,ps −Hbr,p1 |> η
)
= 0
for any η > 0: Reall that
Gp = inf
{
0 ≤ k ≤ p : Wk = inf
0≤j≤k
Wj
}
and that
W
([pε])
k =W[pε]+k −W[pε], k ≥ 0.
Let δ, ε > 0 and set Ap = {[pε] ≤ Gp ≤ p− [pδ]}. Observe that on Ap
inf
[pε]≤i≤[pε]+k
Hi(W ) = 0, 1− [pδ] − [pε] ≤ k ≤ 1− [pε].
Then, by (12), it follows that
(45) H[pε]+k(W ) = Hk(W
([pε])), 1− [pδ] − [pε] ≤ k ≤ 1− [pε].
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But it is easy to see that under P(· | Wp = −1), (W ([pε])i ; 0 ≤ i ≤ 1 − [pε]) and (Wi; 0 ≤ i ≤
1− [pε]) have the same law. Thus, by (45), we have, for any a > 0,
P
(
sup
1−[pδ]−[pε]≤k≤1−[pε]
∣∣H[pε]+k(W )−Hp(W )∣∣ > a|Wp = −1
)
≤ P (Acp |Wp = −1)
+P
(
sup
1−[pδ]−[pε]≤k≤1−[pε]
| Hk(W )−Hp−[pε](W ) |> a|Wp = −1
)(46)
Reall that under P(· |Wp = −1), the instant Gp is uniformly distributed on {1, . . . , p}. So,
(47) P
(
Acp | Wp = −1
) ≤ δ + ε.
Set δp = [pδ]/p and εp = [pε]/p, and take a = apη/p in (46) in order to get
P
(
sup
s∈[1−δ,1]
| Hbr,ps −Hbr,p1 |> η
)
≤ P
(
sup
s∈[1−εp−δp,1−εp]
| Hbr,ps −Hbr,p1−εp |> η
)
+ δ + ε.
(48)
By Lemma 4.5, it follows that
lim
δ→0
lim sup
p→+∞
P
(
sup
s∈[1−εp−δp,1−εp]
| Hbr,ps −Hbr,p1−εp |> η
)
= 0.
Thus
lim sup
δ→0
lim sup
p→+∞
P
(
sup
s∈[1−δ,1]
| Hbr,ps −Hbr,p1 |> η
)
≤ ε,
whih yields the desired result by letting ε go to 0. ✷
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