Jackson in 1908 introduced the well-known and the most used quantum difference operator D q f (t) = (f (qt) − f (t))/(qt − t) for a fixed 0 < q < 1. Aldwoah in 2009 introduced the power quantum n, qdifference operator D n,q f (t) = (f (qt n ) − f (t))/(qt n − t), where n is an odd natural number and 0 < q < 1 is fixed. D n,q yields Jackson qdifference operator, when n = 1. In this paper, we establish Leibniz's rule and Fubini's theorem associated with this power quantum difference operator.
Introduction
The power quantum difference operator is defined by D n,q f (t) =    f (qt n ) − f (t) qt n − t t ∈ R\{−θ, 0, θ}, f (t) t ∈ {−θ, 0, θ}, where n is a fixed odd positive integer, 0 < q < 1 is fixed number and θ = ∞ for n = 1 and θ = q 1 1−n for n > 1, which was introduced in [3] . See also [1, 2] . If D n,q f (t) exists, then f (t) is called n, q-differentiable for all t ∈ R. Here f is supposed to be defined on a set A ⊆ R for which qt n ∈ A whenever t ∈ A. This operator unifies and generalizes two difference operators. The first is the well-known and the most used Jackson q-difference operator which was defined by
where 0 < q < 1 is fixed. Here f is supposed to be defined on a q-geometric set A, i.e., A is a subset of R (or C) for which qt ∈ A whenever t ∈ A. The derivative at zero is normally defined to be f (0), provided that f (0) exists [4, 5, 6, 7] . The second operator is the n-power difference operator
where n is a fixed odd positive integer [3] . In [2] , Aldwoah et al. gave a rigorous analysis of the calculus associated with D n,q . They stated and proved some basic properties of such a calculus. For instance, they defined the inverse of D n,q which contains the right inverse of D q and the right inverse of D n . Then, they proved a fundamental lemma of the power quantum variational calculus. This paper is devoted to establishing Leibniz's rule and Fubini's theorem associated with the power quantum difference operator. We organize this paper as follows. Section 2 gives an introduction to power quantum difference calculus. In Section 3, we prove Leibniz's rule which is concerning with differentiating under the integral sign. Some related results are obtained. Also, we prove Fubini's theorem in the power quantum difference operator setting, that is, we prove that the iterated integrals are equal.
Preliminaries
We assume that I is the interval (−θ, θ) and X is a Banach space, endowed with a norm · , where θ = ∞ for n = 1 and θ = q
The iteration of h(t) = qt n , t ∈ I for fixed n > 1 and 0 < q < 1.
function which plays an important role in this calculus is h(t) := qt n . The set of fixed points of h(t) is {0} when n = 1 and is {−θ, 0, θ} for n > 1. We study this function on the interval I. One can see that the k-th order iteration of h(t) is given by
where, for α ∈ C, [k] α is defined by
The sequence {h k (t)} ∞ k=0 , see Figure 1 , is uniformly convergent to 0 on I. Theorem 2.1 ( [2] ). Let f, g : I → R be n, q-differentiable at t ∈ I and c 1 , c 2 ∈ R. Then,
We notice that (ii) and (iii) are also true for f : I → X. Also, (i) is true if f, g : I → X.
We need the following prelimiary results in our study Lemma 2.2. Let h(t) be the function defined above. Then, the sequence of iteration functions {h k (t)} k∈N 0 converges uniformly to 0 on every interval 
is uniformly convergent to |t| on every interval J = [a, b] ⊆ I containing 0.
Proof. We apply Dini's theorem to The proof of the following lemma is a result of continuity and will be omitted.
Lemma 2.4. Let f : I → X be continuous at 0. Then, the sequence {f (h k (t))} k∈N 0 converges uniformly to f (0) on every compact interval J ⊆ I containing 0.
We need the following theorem to guarantee the convergence of the series in the definition 2.7 of n, q-integral. Theorem 2.5. If the function f : I → X is continuous at 0, then the series
is uniformly convergent on every compact interval J ⊆ I containing 0.
Proof. Let J ⊆ I be a compact interval containing 0. By Lemma 2.4, there
Consider the sequences
and
This implies that
Theorem 2.6 (power quantum chain rule). Assume g : I → R is continuous and n, q-differentiable and f : R → R is continuously differentiable. Then there exists a constant c between qt n and t with
Relation (1) is true at t = 0, by the classical chain rule.
Definition 2.7 ([2]
). Assume that f : I → X is a function and a, b ∈ I. The n, q-integral of f from a to b is defined by
provided that the series converges at x = a and x = b. In this case, we say that f is n, q-integrable on [a, b].
If f is continuous at 0, then the series (2) is convergent. The following results are proved in [2] . Lemma 2.8. Let f, g : I → R be n, q-integrable, k 1 , k 2 ∈ R and a, b, c ∈ I. Then,
Theorem 2.9. Assume that f : I → R is continuous at 0. Define
Then, F is continuous at 0. Furthermore, D n,q F (x) exists for every x ∈ I and
Theorem 2.10. Let f : I → R be continuous function at 0, then for t ∈ I
Power Quantum Differentiation Under The Integral Sign
In this section we study the continuity and the power quantum differentiation of the integral
We establish Leibniz's rule. Finally, we prove that the iterated integrals are equal (this theorem is known by Fubini's Theorem). Let f : I × I → R. We begin by the following definitions. (ii) The n, q-partial derivative of f with respect to t is defined by
whenever the limit exists.
(iii) [2] We say that f (t, s) is uniformaly partialy differentiable at t = 0 ∈ I, with respect to s ∈ A ⊆ I if
exists uniformly with respect to s ∈ A.
From now on, we assume some appropriate conditions that imply the integrals of the form ψ(t) φ(t) g(t, s) d n,q s := F (t) exist, where g : I × I → R and φ, ψ : I → I. 
(iii) If D n,q,t f (t, s) exists uniformly at t = 0 with respect to s ∈ [a] n,q , then D n,q F (t) exists at t = 0 and
Proof. (i) Let > 0. There exists δ > 0 such that
In view of corollary 2.3, for t ∈ I∩] − δ, δ[, we have
(ii) For t = 0, we have
(iii) Assume that D n,q,t f (t, s) exists uniformly at t = 0 with respect to s ∈ [a] n,q . We conclude that
For > 0, there exists δ > 0 such that for all t ∈ I we have
In view of corollary 2.3, for t ∈ I such that 0 < |t| < δ, we see that 
Proof. By lemma 3.2, we get the desired result from the following equality 
The following statements are true
(ii) If f (t, s) is continuous at (0, 0), then F is differentiable at t = 0 and
By theorem 2.10, we get
(ii) Using corollary 2.3, we see that
The continuity of f (t, s) at (0, 0) implies that given > 0, there exists δ > 0 such that |s| < δ, ( and consequently
whenever 0 < |s| < δ, which completes the proof.
Theorem 3.5. Let φ : I → I be bounded. Define the function F by
The following statements are true (i) The function F is n, q-differentiable at t = 0 and
(ii) Assume that the following conditions hold
(2) f (t, s) is uniformly partially differentiable at t = 0 with respect to s ∈ I such that D n,q,t f (0, s) is continuous at s = 0.
Then D n,q F (t) exists at t = 0 and
Proof. (i) For t = 0, we have
(ii) To ensure the differentiability at t = 0, we write F as follows
where
Since f (t, s) is uniformly partially differentiable at t = 0 with respect to s ∈ I, and φ is bounded, then
The continuity of D n,q,t f (0, s) at s = 0 implies that K(t) = t 0 D n,q,t f (0, s) d n,q s is continuous at t = 0 [2] which in turn implies that K(φ(t)) is continuous at t = 0, that is
Consequently, we conclude that
Since H is differentiable at φ(0) and φ is differentiable at 0, then H • φ is differentiable at t = 0 and
. Therefore, we get the desired result.
Corollary 3.6. Let φ, ψ : I → I be bounded functions. Define the function F by
Then, the following statements are true
(1) φ and ψ are n, q-differentiable.
Proof. By theorem 3.5 and using the definition
we get the desired result. [j]n a n j (q n j a n j (n−1) − 1) f (q [j]n a n j , s) d n,q s
Conclusion
This article was devoted to prove Leibniz's rule and Fubini's theorem associated with Power Quantum difference operators.There is a lot of work ahead of us. In one direction, one should ask about the n, q-Inequalities which depend on differentiation under the integral sign. Another direction, is to study in more details the Existence and uniqueness of solutions of Power Quantum difference equations, based on this operator.
