Abstract
Introduction
Modern architectures face an ever-widening gap between the memory speed and the processor speed. Using a cache, a small but fast memory, the delay of a memory access is reduced when the requested address is already stored in the cache. Otherwise, a cache miss occurs, which stalls the processor until the memory access is done. With a memory access time exceeding 10-20 times the delay of a cache hit, cache misses become all important.
The impact of the cache on the performance of a program is measured by the cache miss ratio, i.e. the fraction of all memory accesses not in the cache. This ratio is determined by the memory trace, the sequence of memory accesses of a program in execution. It is also influenced by the cache hardware parameters, such as the cache size, cache line size, set associativity and replacement policy.
There are many tools to measure the cache miss ratio, either through cache simulation [IO] , such as Dinero [6] , Cprof [8] or sampling from hardware counters like VTune [7, 11. There are also compiler techniques to estimate the cache miss ratio analytically [4] .
In order minimize cache misses, transformations to improve the data locality [9, Both CVT and Rivet visualize the distribution of references along the cache lines, because the number of cache lines are relatively small in comparison to the number of memory references'of a program. However, this doesn't allow to visualize the cache performance of a whole program, because the cache content is frequently refreshed and the huge data space of a program is observed trough the tiny cache window. This makes it difficult to recognize the data access patterns generated by the program.
Therefore, an alternative way is presented in this paper, which is program rather than cache,centered. The millions of memory references are shown in a compact view that reveals the global temporal patterns of the program execution and their impact on the cache behavior. In the following section the cache model and performance measures' are presented. In .section 3; different visualization views are developed which help the programmer to recognize cache access patterns and give hints to improve them. In section 4, the cache visualizer is applied to a number of programs, and it is shown how it is possible to . . increases the hit rate and the program execution. The observation of the changed density and distribution gives more information on why the number of cache misses is reduced by a program transformation.
applied to a cache set: the set reuse distance is the number of distinct memory lines that are fetched in the same cache set between two accesses of the same memory line. We call the reuse distance in a fully associative cache the FAC reuse distance.
When a reuse distance is greater than K, and the corresponding FAC reuse distance is also greater than CslLs,
Cache representation
this reference is a capacity miss; if the corresponding FAC reuse distance is less than or equal to CslLs, this is a conflict miss.
In order to reduce the number of cache misses, therefore, it is often desirable to minimize the reuse distances. The cache misses are distriibuted in time and categorized as compulsory misses, c(3paclty misses and conflict misses [6] . Compulsory (cold) misses occur the first time a memory address is cached. Conflict misses occur when a cache set has to make room for a new memory access, while there is still room in the cache. Capacity misses are generated when the cache is full and a new memory line enters the cache.
Reuse distance
To visualize the dynamic cache behavior of a program, it is natural to show a trace-driven simulation of the memory access patterns.
A trace-driven simulation requires to instrument the program in order to get an address trace of memory loads and stores. This is done either by inserting library function calls or output statements at each data reference.
Instead of instrumenting the binary program, we instrument the source program in a compiler to get the same result. The drawback of source code instrumentation is that its memory use is not exactly the same as that of an optimized program; on the other hand, the advantage of source code instrumentation is the possibility to trace back the exact line in the source program.
Another limitation of trace-driven simulation is that the logged trace data is huge in a memory-intensive program. Compression techniques allow it to be shrunk to one-ninth of the plain text. Still a rapid access is required in order to efficiently visualize the dynamic cache behavior of the the touched memory lines. This is solved using a balanced -AVL tree data storage which allows data access in O(log N ) time, where N is the number of used distinct memory lines.
An important program parameter to visualize is the reuse distance. There is a reuse if the. same memory line is used again in the program. The reuse distance is defined as the number of distinct memory lines fetched between two accesses of the same memory line. It is also called the stack distance.
Reuse distance is a good measure to indicate the cache misses in a fully associative cache (FAC). In a FAC, a miss happens either because it is the first time to access the memory line, or it is a reuse of a memory line with reuse distance greater than the number of cache lines Cs/Ls. The former case is called a compulsory or cold miss, the latter case is called a capacity miss. Cold miss obviously can not be avoided, but capacity misses may be removed by increasing the cache size.
If a miss in a K-way associative cache would not happen in a fully associative cache of the same size, it is a conjict miss. To indicate a conflict miss, the reuse distance can be
Visualization
The cache behavior of the program trace is visualized in a 2D frame. In order to present the cache behavior of the millions of memory references in the whole program efficiently, a memory access is represented by a pixel, coded by a color. Consecutive memory accesses are represented by adjacent pixels, and the pixel lines are horizontally wrapped. In this way, the program behavior becomes immediately visible as a pattern. The global pattern allows to visualize the cache behavior of a program in one single view, and the superb pattern recognition capabilities of man are used to discern different cache behaviors. Examples are a regular data access image or hot spots indicating poor cache behavior.
Several possible filters are available to reveal different aspccts of the program cache behavior.
Density of cache misses
The distribution of the cache misses during program execution is necessary to identify the areas of congestion. In this view, cache hits are white and cache misses are colored. In order to classify the cache misses, each type is painted in a different color: blue for a compulsory miss, green for a capacity miss and red for a conflict miss. The detailed distribution ofthe colored pixels and their density is more useful than just having the total number of misses. An example is given in figure 2 . It shows the regular access patterns of a matrix multiplication, with about 30% cache misses, mostly capacity misses. This suggests that the cache is not optimally used.
Reuse distances
A second vicw shows the reuse distances. Each reference is colored with a value according to reuse distance defined in section 2.1. One can select between two types of reuse: sot and fully associative. Using the set reuse distance you can see the pattern of conflict misses, while the fully associative reuse distances show the capacity misses. An example of this view is shown in figure 8 , again for the simple matrix multiply. A histogram view is uscd to analyze the regularity of recurring reference patterns or reuse distances. The view reprcscnts horizontally the patterns to analyze (e.g. reuse distances), and vertically the number of identical patterns. For example, the figure 9 shows the histogram of reuse distances with only three larger peaks, indicating that the distance between consecutive memory lines is very regular.
Histogram of the grouped references
Finally, in the cache visualizer it is possible to highlight a group ofreferences to the same memory line or to an array element by left or right clicking on an individual reference in the trace view. Then a histogram can be built based on the selected references. This allows to relate the cache view to the data'layout of the program.
Experiments
In the following experiments, the density and distribution patterns of cache misses, the hot spots of reuses, the histogram of the reuse distances are shown for several pro- whether the transformation is effective. More details can also be found in our website [3].
Visualizing the density of cache misses
As a simple example, consider a matrix multiplication program in figure 1 .
The pragma statement indicates that the compiler should instrument the program to generate a memory reference trace. The instrumentation is done using the SUIF compiler [5] . The cache simulation shows a configuration of 1 KB direct-mappedcache with 32 byte cache line size. The cache miss patterns are shown in figure 2 .
The cache miss ratio is 30%. Cold misses are shown in blue, mostly in the upper left. As can be expected, the beginning of the program suffers cold misses more frequently to arrays A and B. However, due to the intermittent access to matrix C, a few cold misses happen occasionally till the end of the trace (slanted downward line in the figure) .
The capacity misses are shown densely in green. This pattern comprises most of the cache misses. The large number of capacity misses may indicate that the cache size is relatively small. The pattern looks rather regular, since matrix B is thrown out of the cache at each iteration of the i
The conflict misses are shown in red, evenly spread over the whole trace in a regular pattern. Conflict misses are rather low compared to the capacity misses. 
Visualizing the improvement of tiling
A better cache behavior can be obtained when the multiplication is reorganized as figure 3 using loop tiling.
The inner loops perform the calculations, such that the resulting "tile" of matrix C is completely obtained from a single read of the corresponding tile in matrices A and B. The outer loops make sure thac every tile in matrix C is calculated. The effect on cache behavior is visible in figure 4 . The improvement over the untiled version are shown in 
Visualizing effects of cache organization
The size of the cache affects the total number of capacity misses and the set-associativity affects the number of con- 
Visualizing the reuse distances
In figure 7 , the fully associative cache (FAC) reuse distances of the untilcd program is shown. The value of the reuse distance is indicated by a color, from blue to red, lor values from small to large. This allows to trace the hot spot patterns in the memory trace. One can see that the hot spots are closely correlated with the patterns of cold misses and capacity misses in figure 2. In order to reduce capacity misses, a tiling loop transformation is applied, as shown in figure 3 . The FAC reuse distance of the execution is shown in figure 8 . One can see 
Histogram of reuse distance
In figures 9 and 10, the histograms of the reuse distances are shown for two the original program and the tiled version. The peaks of the reuse distances indicate that the memory references are rather periodical. This is also visible in the reuse distance view shown in figure 7 . Furthermore, in the tiled version fewer reuse distances exceed the number of cache lines than in the original program, which is the goal of tiling. As a consequence, the data remains longer in the cache, which improves the program performance. 
Conclusion
We have shown that huge amounts of cache misses and hits can be adequately represented in a small image-like pattern, giving valuable information to the programmer. This information can be used by the programmer to improve the execution time using a better data layout or change the instruction order using transformations such as tiling. In some instances, the visualizer can guide the programmer in writing a more cache efficient algorithm. It is believed that further experience with the pattern cache visualizer will show it to be a valuable tool to overcome the growing processormemory distance. 
