We investigate the frequency of complete sets for various complexity classes within EXP under several polynomial-time reductions in the sense of resource-bounded measure. We show that these sets are scarce:
Introduction
Lutz introduced resource-bounded measure Lut90] to formalize the notions of scarceness and abundance in complexity theory. His approach makes it possible to express statements like only a few or most sets in a complexity class C have property P. Many papers investigate resource-bounded measure in relation with complexity theory JL95, LM94, May94, AS94, LM96, RSC95, Lut96, ASB97].
We can also use resource-bounded measure as a tool for separating complexity classes. For example, if we could show that the complete sets in complexity class C have measure zero and the complete sets in D do not, we would have separated C from D.
In this paper we follow that line of research. We investigate complete and hard sets for NP, the levels of the polynomial-time hierarchy, PSPACE and EXP, and give some evidence that they have p 2 -measure zero. On the other hand, the results of Bennett and Gill BG81] imply that the 6 p tt -hard sets for BPP do not have p 2 -measure zero; Allender and Strauss AS94] even showed they have p 2 -measure 1 in EXP.
We use three di erent approaches to obtain our results. Two of them yield unhypothesized statements on the border of what is provable by relativizable techniques. First, we signi cantly improve the Small Span Theorem of Juedes and Lutz JL95] . The Small Span Theorem for a reducibility 6 p r states that for any set A in EXP, either the class of sets that 6 p r -reduce to A (called the lower span of A) or the class of sets that A 6 p r -reduces to (the upper span of A) or both have p 2 -measure 0. Since the degree of a set is the intersection of its lower and upper span, it implies that every 6 p r -degree has p 2 -measure zero, and in particular the 6 p r -complete degree of any complexity class within EXP. The strongest Small Span Theorem previous to our work was due to Ambos-Spies, Neis, and Terwijn ASNT96], who proved it for 6 p btt -reductions. The extension to reductions with a non-constant number of queries was a notorious open problem in the area. We establish the Small Span Theorem for 6 p n o(1) -tt -reductions, i.e., for non-adaptive reductions that make a subpolynomial number of queries. Longpr Lon97] informed us that he obtained independently a Small Span Theorem for 6 p log o(1) n-tt -reductions using the compressibility method BL96].
Lutz Lut95] obtained a Small Span Theorem for non-uniform reductions w.r.t. pspace-measure.
Similar to his proof, our Small Span Theorem follows from the fact that most sets in EXP have a 6 p n o(1) -tt -upper span with p 2 -measure zero. We actually establish this fact for 6 p n -tt -reductions for any constant < 1. This way, we get stronger results on the scarceness of complete sets than the ones that follow from the Small Span Theorem: Any 6 p n -tt -degree within EXP has p 2 -measure zero. Previously, it was only known for 6 p btt -reductions that the p 2 -measure of the complete sets for EXP have p 2 -measure zero ASNT96, BM95] . We also obtain that the p 2 -measure of the 6 p n -tt -hard sets for E and EXP is zero.
Then we take a look at EXP in particular, and use an ad hoc technique to improve the results of the rst approach for this particular case. We show that the 6 p n c -T -complete sets for EXP have p 2 -measure zero for any constant c. Our We prove a Small Span Theorem for 6 p n o(1) -tt -reductions.
We show that the 6 p n -tt -complete sets for NP, the levels of the polynomial-time hierarchy, and PSPACE have p 2 -measure zero for any < 1.
We show that the 6 p n -tt -hard sets for E and EXP have p 2 -measure zero for any < 1.
We show that the 6 p n c -T -complete sets for EXP have p 2 -measure zero for any constant c. We show that the 6 p tt -complete sets for EXP have p-measure zero unless MA = EXP (and the polynomial-time hierarchy collapses). The organization of this paper is as follows. We rst give the necessary background on resourcebounded measure and on pseudo-random generators. Section 3 describes our results for arbitrary subclasses of EXP. Then we discuss our results particular to EXP. Section 4 contains those without any complexity theoretic assumption; Section 5 those using the hypothesis MA 6 = EXP. Finally, we
give some comments and mention remaining open problems.
Notation and Preliminaries
Most of our complexity theoretic notation is standard. We refer the reader to the textbooks by Balc zar, D az and Gabarr BDG95, BDG90], and by Papadimitriou Pap94].
A reduction of a set A to a set B is a polynomial-time oracle Turing machine M such that M B = A. We say that A reduces to B and write A 6 p T B (`T' for Turing). The reduction M is non-adaptive if the oracle queries M makes on any input are independent of the oracle. In that case we write A 6 p tt B (`tt' for truth-table) . If in addition, the number of queries on an input of length n is bounded by q(n), we write A 6 p q(n)-tt B. For a reducibility 6 p r , we de ne the lower span of a set A as P r (A) = fB j B 6 p r Ag, and the upper span of A as P ?1 r (A) = fB j A 6 p r Bg. The 6 p r -degree of A equals P r (A) \ P ?1 r (A).
An autoreduction M is a reduction that never queries its own input, i. The crucial property of the resource-bounded measure-zero concepts not shared with the Lebesgue measure-zero concept, is that p (E) 6 = 0 and p 2 (EXP) 6 = 0 Lut92].
Background on Pseudo-Random Generators
De nition 2.3 ( NW94]) The hardness H A (n) of a set A at length n is the largest integer s such that for any circuit C of size at most s with n inputs j Pr x C(x) = A(x)] ? 1 2 j 6 1 s ; where x is uniformly distributed over n . A pseudo-random generator is a function G that, for each n, maps n into r(n) where r(n) > n.
The security S G (n) of G at length n is the largest integer s such that for any circuit C of size at most s with r(n) inputs j Pr x C(x) = 1] ? Pr y C(G(y)) = 1]j 6 1 s ; where x is uniformly distributed over r(n) and y over n .
For our purposes, we will need a pseudo-random generator computable in E that stretches seeds superpolynomially and has superpolynomial security at in nitely many lengths. We will use the one provided by the following theorem: Theorem 2.3 If MA 6 = EXP, there is a pseudo-random generator G computable in E with r(n) 2 n (log n) such that for any integer k, S G (n) > n k for in nitely many n. Theorem 2.4 ( BFNW93]) If MA 6 = EXP, there is a set A 2 EXP such that for any integer k, H A (n) > n k for in nitely many n. Theorem 2.5 ( NW94]) Given any set A 2 EXP, there is a pseudo-random generator G computable in EXP with r(n) 2 n (log n) such that S G (n) 2 (H A ( p n)=n).
Complete Sets under Non-Adaptive Reductions with n Queries and a Small Span Theorem
In this section, we establish our results on the measure of complete and hard sets for complexity classes within EXP. The following theorem forms the main ingredient. It states that most sets in EXP have a small upper span under 6 p n -tt -reductions for constant < 1. Later we also show a strong connection with the Small Span Theorem.
Theorem 3.1 For any < 1, p (fA 2 EXP j p 2 (P ?1 n -tt (A)) 6 = 0g) = 0:
We rst give an outline of the proof.
Fix a 6 p n -tt -reduction M running in time n c for some constant c > 0, and a set A 2 EXP. We would like to construct a p 2 -martingale that succeeds on any set B for which M B = A. Suppose we are given the initial segment w i of B corresponding to all strings of length less than m i . See Figure 1 . We can select an input x of length n i = m 1= i for some constant > 0, and divide the available capital uniformly among the extensions w 0 i+1 of w i corresponding to all strings of length less than m i+1 (m i+1 > n c i ) for which M w 0 i+1 (x) = A(x). This way, our capital at the end of stage i is de nitely not smaller than at the beginning, and in case only half or fewer of the extensions pass the consistency test on x, we actually double it or even better. In order to be able to bet on the sets A 2 EXP for which this strategy fails on some set B such that M B = A, we will perform the consistency check not for a single input x of length n i , but for a certain collection I M;i of n i + 1 inputs x of length n i : We distribute the available capital uniformly over all extensions w 0 i+1 for , we gain a factor of 2 or more in stage i while betting on B. We will try this strategy at every stage i, and we succeed on B if the latter situation occurs for in nitely many of them. Now, suppose that for some B to which M reduces A, this situation only occurs for nitely many stages. So for almost all stages i, on any input x 2 I M;i more than half of the extensions w 0 i+1 of w i satisfy M w 0 i+1 (x) = A(x). We would like to construct a p-martingale that succeeds on any such A 2 EXP by betting on these x's according to the majority vote of the extensions. We do not know the pre x w i of B we need for that, but we can guess the values of the bits in this pre x which M queries on inputs x 2 I M;i , i.e., divide our capital uniformly over all possible corresponding strategies. In order for this to work, we will make sure that the set I M;i consists of n i + 1 strings of length n i on which M makes the same queries of length less than m i . This implies we have to distribute our capital among no more than 2 n i strategies, and at least one of them will realize a relative gain of 2 jI M;i j = 2 n i +1 = 2 2 n i . So, if we do this at every stage with 2 3 of the capital available at the beginning of that stage, and leave the other 1 3 intact, we succeed on A: At almost all stages, we increase our capital with a factor of 2 3 2 = 4 3 , and at the nitely many other stages, we do not lose all of it.
We de ne the stages as follows: 8 > < > :
Note that, no matter for what constant c the reduction M runs in time n c , the stages do not interfere at su ciently high levels, i.e., m i+1 6 n c i for i su ciently large.
Next, we show that for su ciently large i, the sets I M;i exist for any 6 p n -tt -reduction M, and that we can construct them e ciently. Here we need the fact that < 1.
Lemma 3.2 Let < 1, 2 (0; 1 ? ), and m i and n i de ned by (2). There is an integer i 0 such that for any i > i 0 and for any 6 p n -tt -reduction M, there is a set of strings Q M;i such that jfx 2 n i j Q M (x) \ <m i = Q M;i gj > n i + 1; where Q M (x) denotes the set of queries M makes on input x. Moreover, we can nd the lexicographically rst set Q M;i and the lexicographically rst subset I M;i of fx 2 n i j Q M (x) \ <m i = Q M;i g with jI M;i j = n i + 1 in time 2 2n i . Proof (of Lemma 3.2) For su ciently large i, the number of possible values of Q M (x) \ <m i for x 2 n i is bounded by
from which the existence of Q M;i follows. A brute force search does the job.
We now formalize the above outline.
Proof (of Theorem 3.1) We use the notation from Lemma 3.2. Fix A 2 DTIME 2 n k ]. We distinguish between two cases for the behavior of M and A: Either there are in nitely many stages i such that no matter what the pre x w i is, there is always an input in I M;i on which only half or fewer of the extensions pass the consistency check between M and A; or else for almost all stages i, there is a pre x w i such that for any input from I M;i , a strict majority of the extensions of w i make M and A agree on that input. Fix an enumeration M j of all 6 p n -tt -reductions such that we can compute M j (x) in time polynomial in 2 jxj + j. Then the martingale system M j is p-uniform, so there is a p-martingale that succeeds on all sets A for which Case 2 applies for some 6 p n -tt -reduction M. Consider any set A 2 EXP not covered by . Since the martingale system d A;M j is p 2 -uniform, equation (5) implies that the p 2 -measure of P ?1 n -tt (A) is zero.
Luc Longpr noticed that Theorem 3.1 also holds for 6 p n -T -reductions that make their queries in lexicographical order. It actually su ces that the queries are made in length non-decreasing order.
Theorem 3.3 Let 6 p r denote the reducibility by polynomial-time Turing machines that query no more than n strings on inputs of length n for some constant < 1, and make these queries in length non-decreasing order. Then p (fA 2 EXP j p 2 (P ?1 r (A)) 6 = 0g) = 0: Proof sketch
We can extend Lemma 3.2 as follows. The rest of the construction and the analysis are essentially the same as in the proof of Theorem 3.1.
Our results on the measure of complete sets follow directly from Theorem 3.1. By Theorem 3.3, they also hold for the more general reducibility introduced in Theorem 3.3.
Corollary 3.5 For any < 1 and C 2 EXP, the 6 p n -tt -degree of C has p 2 -measure zero. In particular, the classes of 6 p n -tt -complete sets for NP, the levels of the polynomial-time hierarchy, PSPACE, and EXP all have p 2 -measure zero.
Proof
Suppose not, then for any set A in the 6 p n -tt -degree of C, the p 2 -measure of P ?1 n -tt (A) is not zero, since it contains the 6 p n -tt -degree of C. But, by Theorem 3.1 this would imply that the p-measure of the 6 p n -tt -degree of C is zero.
For the class of 6 p n -tt -hard sets, we get: Corollary 3.6 For any < 1 and any complexity class C such that p (C \ EXP) 6 = 0, the class of 6 p n -tt -hard sets for C has p 2 -measure zero. In particular, the 6 p n -tt -hard sets for E and EXP have p 2 -measure zero. Proof By de nition, for any set A 2 C, the 6 p n -tt -hard sets for C are contained in P ?1 n -tt (A). If the class of 6 p n -tt -hard sets for C does not have p 2 -measure zero, Theorem 3.1 yields that p (C\EXP) = 0.
The 6 p n -tt -hard sets for NP, the levels of the polynomial-time hierarchy, and PSPACE also have p 2 -measure zero, provided these classes themselves do not have p-measure zero.
From Theorem 3.1, we can also deduce a Small Span Theorem. However, we have to settle for a more restrictive reducibility than 6 p n -tt , because we need transitivity in the proof, and 6 p n -tt is in general not transitive for any constant > 0. It su ces to keep the number of queries subpolynomial, i.e., asymptotically smaller than n for any > 0. We write A 6 p n o(1) -tt B if there exists a subpolynomial function f(n) such that A 6 p f(n)-tt B. 
Complete Sets for EXP under Adaptive Reductions with n c Queries
We now show how, in the case of EXP, we can extend the results of the previous section on the measure of complete sets from 6 p n -tt -reductions for any < 1 to 6 p n c -T -reductions for any constant c:
Theorem 4.1 For any constant c, the class of 6 p n c -T -complete sets for EXP has p 2 -measure zero.
The proof technique di ers signi cantly. We exploit the diagonalization power of EXP against 6 p n c -T -reductions to show that all 6 p n c -T -complete sets for EXP share a structural property that allows the construction of a p 2 -martingale succeeding on all of them. We rst establish the structural property.
Let M 1 ; M 2 ; : : : be an enumeration of 6 p n c -T -reductions, where M i runs in time n i .
Lemma 4.2 For any constant c, and for any 6 p n c -T -complete set C for EXP, there is an index j such that 8 n; 8x 2 n : M C j (h0 j ; xi) = minority !w C j <n M ! j (h0 j ; xi)]:
The right-hand side of (6) The above probability is a weighted sum of the accepting leaves of the reduction tree of M i on input h0 i ; xi. The weight of a leaf is only nonzero if on its path P all queries of length less than jxj are answered consistent with C, and in that case its weight equals 2 ?q(P) , where q(P) denotes the number of other queries made along P. Wlog. we are assuming here that on no path the reduction asks the same query more than once. So, we can decide D on instances h0 i ; xi of length n in time 2 n c (n c time C (n) + n i ). Since C 2 EXP, this implies D 2 EXP, and since C is 6 p n c -T -hard for EXP, that there is a 6 p n c -T -reduction M j reducing D to C. The index j satis es (6), because for any x 2 n , M C j (h0 j ; xi) = 1 , h0 j ; xi 2 D , We now use it in a straightforward way to construct a p 2 -martingale covering all 6 p n c -T -complete sets for EXP.
Proof (of Theorem 4.1)
For any index j, we construct a (uniform) p 2 -martingale d j that succeeds on any set C for which (6) holds. The martingale d j has initial capital 1, and works in stages de ned by ( n 1 = 1 n i+1 = (n i + j) j :
The i-th stage starts when the martingale has to bet on the string 0 n i . Let w i denote the pre x seen up to that moment. During stage i, d j distributes 2 2 n i+1 ?2 n i d j (w i ) uniformly over all extensions w 0 i+1 of w i with jw 0 i+1 j = 2 n i+1 ? 1 for which M w 0 i+1 j (h0 j ; 0 n i i) = minority !ww i M ! j (h0 j ; 0 n i i)]: Note that for any set C satisfying (6), d j at least doubles its capital along C at every stage, so it succeeds on any such C. Therefore, by Lemma 4.2, the martingale system (d j ) 1 j=1 covers the class of 6 p n c -T -complete sets for EXP. Using the approach of Lemma 4.2, we can compute the minority and the probabilities underlying d j (w) in time O(2 (logjwj+j) c (log jwj+j) j ). So, the martingale system (d j ) 1 j=1 is p 2 -uniform.
In an analogous way, we get the following theorem for E: Theorem 4.3 For any constant c, the class of 6 p cn?T -complete sets for E has p-measure zero. Buhrman, Van Melkebeek, Regan, Sivakumar, and Strauss BvMR + 98] used the hypothesis MA 6 = EXP to show that the class of autoreducible sets under the same type of reductions has pmeasure zero. We will use the same idea, namely applying pseudo-random generators to approximate e ciently the probabilities underlying the martingales constructed in the previous section, and that way mimic their behavior by an easier-to-compute martingale. The pseudo-random generators whose existence is known to follow from the assumption MA 6 = EXP by Theorem 2.3, have superpolynomial security at in nitely many lengths. They will allow us to approximate the underlying probabilities well enough, but only at in nitely many lengths. Therefore, in order for the mimicking martingale to succeed, we will make sure we make a lot of money on these lengths. We will use the following lemma instead of Lemma 4.2 to do so: Lemma 5.2 Fix a pseudo-random generator computable in time 2 an for some constant a > 1, and with stretching r(n). There is an oracle Turing machine T running in time 2 2an with the following property: For any set C complete for EXP under 6 p T -reductions that make their queries in lexicographic order, there is an index j of such a reduction M j such that for any string x, ( Pr !w C j <n 8 i 2 I n : M ! j (h0 j ; x; 0 i i) = T C\ <n (h0 j ; x; 0 i i)] 6 2 n 3 8 i 2 I n : M C j (h0 j ; x; 0 i i) = T C\ <n (h0 j ; x; 0 i i);
where n = jxj and I n = f1; 2; : : :; 3 log ng, provided r(n); S G (n) > n j+1 and n is su ciently large.
Lemma 5.2 also holds if we substitute`length non-decreasing' for`lexicographic'.
Proof (of Lemma 5.2) Consider an input x 2 n , a pre x w 2 2 n ?1 , a string b 2 3log n , and an index j such that M j makes its queries in length non-decreasing order. Recall that M j runs in time n j . We can compute the probability j (x; w; b) = Pr !ww 8 i 2 I n : M ! j (h0 j ; x; 0 i i) = b i ] as the fraction of strings 2 n j+1 such that the predicate underlying j holds when the oracle queries of length less than n are answered according to w, and the k-th di erent query of length at least n is answered as k . The predicate depends on o(n j+1 ) bits of the pre x w in total, because the queries of length less than n made by M are the same for any . It follows that the test circuit has size n j+1 for su ciently large n. Therefore, we can approximate j (x; w; b) to within an additive term of 1 n 4 using the pseudo-random generator G at length n, provided r(n) > n j+1 and S G (n) > n j+1 .
On input h0 j ; x; 0 i i, the machine T w will compute these approximations~ j (x; w; b) to j (x; w; b) for every b 2 3log n , select the lexicographically rst valueb for b that minimizes~ j (x; w; b), and output the i-th bit ofb. T can do this in time 2 2an .
Note that there is a setting b 2 3logn such that j (x; w; b ) 6 1 n 3 : Inductively set b i such that at least half of the extensions ! w w satisfying M ! j (h0 j ; x; 0 k i) = b k , for 1 6 k < i, fail the test M ! j (h0 j ; x; 0 i i) = b i . Therefore, j (x; w;b) 6~ j (x; w;b) + 1 n 4 6~ j (x; w; b ) + 1 n 4 6~ j (x; w; b ) + 2 n 4 6 1 n 3 + 2 n 4 6 2 n 3 ; which establishes the rst part of (7) for any set C. Now x a set C complete for EXP under 6 p T -reductions that make their queries in lexicographic order, and consider the set D = fh0 j ; x; 0 i i j 1 6 i 6 3 log jxj and T C\ <jxj (h0 j ; x; 0 i i) acceptsg: Since C 2 EXP, we can also decide D in EXP, and since C is hard for EXP under 6 p T -reductions that make their queries in lexicographic order, there is such a reduction M j reducing D to C. This establishes the second part of (7).
Lemma 5.2 gives a consistency test that eliminates a fraction at least 1 ? 2 n 3 of the possibilities, and therefore multiplies the capital by a factor of n 3 2 . For Lemma 4.2 these gures are 1 2 and 2
respectively. We will now see how we can exploit the larger increase in capital to construct a pmartingale that succeeds on the complete sets for EXP under 6 p T -reductions that make their queries in lexicographical order, using the above pseudo-random generator once more.
Proof (of Theorem 5.1 for EXP) Fix a 6 p T -autoreduction M j running in time n j that makes its queries in lexicographical order. Let T be the oracle Turing machine given by Lemma 5.2 based on the pseudo-random generator G that follows from the hypothesis MA 6 = EXP by Theorem 2.3. We now want to construct (super)martingalesd j;m andd j that behave like d j;m and d j along C , and are computable uniformly in time jwj a for some constant a, i.e., independent of the running time of M j . The key idea is to approximate e ciently the probability j;m using the pseudo-random generator G as we did in the proof of Lemma 5.2. Following that approach, for some constant a 1 , we can compute in time jwj a 1 an approximation~ j;m (w) of j;m (w) to within j;m = m ?(j+4) , provided r(m) > m j+1 and S G (m) > m j+4 . By Theorem 2.3 (assuming MA 6 = EXP), in nitely many m satisfy the latter conditions; we call such m's good.
There are still two technical problems we have to solve in order to make sure thatd j;m is a supermartingale: First, what to do along sets C for which (7) does not hold for x = 0 m , and what if m is not good? We will deal with that in a moment. Second, even for a good m along a set C satisfying (7) for x = 0 m , just replacing j;m with~ j;m in the de nition of d j;m might not work. For example, if~ j;m underestimates j;m on input w, and overestimates it on input w0 and w1, condition (1) is violated. Note that such a situation can only occur in case the string corresponding to the position right after w is a query M ! j makes on some input of the form h0 j ; 0 m ; 0 i i for some i 2 I m and some ! w w. As the queries are made in lexicographical order, we can e ciently check the latter condition on w by running M w j on every input h0 j ; 0 m ; 0 i i for i 2 I m , and there can be no more than 3m j log m pre xes w satisfying it along any sequence !. Since the limit j;m on the estimation error is such that (3m j log m) j;m remains bounded, we can remedy this problem by accumulatively subtracting a term 2 j;m from the approximation for j;m , and adding a constant to the resulting approximation for d j;m . The former modi cation guarantees that condition (1) is met; the latter is needed after the former in order to keep the values non-negative. More precisely, we de ne 
for any set C satisfying (7). Since there are in nitely many good m's and d j;m ( C ) = m 3 , this implies thatd j = P 1 m=1 1 m 2dj;m is a supermartingale that succeeds on any such set C. It is computable in time jwj a for some constant a independent of j.
Since for a standard enumeration M i including all 6 p T -reductions that make their queries in lexicographical order and such that M i (x) is computable in time (2 jxj + i) O(1) , the supermartingale systemd i is p-uniform, Lemma 5.2 nishes the proof of the theorem.
Discussion and Open Problems
The question of whether Theorem 3.1 holds for some constant > 1, remains open. A positive answer would be the best result provable by relativizable techniques, just as our results in Section 4 are optimal. By the same token, relativizable techniques cannot establish the Small Span Theorem for 6 p tt -reductions. It seems unlikely that our approach allows one to establish Theorem 3.1 for > 1, because of Lemma 3.2. For some constant > 0 and a given 6 p n -tt -reduction M, this would require the construction of a set I M;i containing n i + 1 strings of length n i and a set Q M;i of size n i , such that all queries of length less than n i that M makes on inputs from I M;i are in Q M;i . However, the following argument shows that for > 1, it is not even possible for jI M;i j to equal jQ M;i j when for every input x 2 n i the queries are chosen from <n i in a Kolmogorov random way. The concatenation of all these queries is a Kolmogorov random string of length 2 n i n + i . Given a listing of the elements of Q M;i , we can describe the queries for elements of I M;i by pointers to that list. Assuming jI M;i j = jQ M;i j = q, this leads to a description of of length at most qn i + q(n i + n i log q) + (2 n i ? q)n + i + O(log q), which is asymptotically less than j j as long as log q 6 cn i for some constant c < 1. Since we have log q 2 O(log n i ), we get a contradiction to the Kolmogorov randomness of .
Ambos-Spies, Neis, and Terwijn ASNT96] focused on p-measure, and they established the equivalent of Theorem 3.1 and the Small Span Theorem within E for 6 p k-tt -reductions for any constant k. A similar Kolmogorov argument as above indicates that our techniques are not powerful enough to extend these results to stronger reductions. Even the 6 p btt -case remains open.
