In this paper we present the results of nonequilibrium molecular dynamics simulations of an atomic fluid undergoing planar Poiseuille flow through a narrow slit pore. In particular we examine the heat flux vector for such a fluid and find that it displays weak oscillations with wavelengths that are characteristic of the van der Waals particle diameter. Furthermore, we examine the possibility of a coupling of the heat flux vector with the gradient of the square of the strain rate tensor and find that if such a coupling exists it would be undetectable by an examination of the heat flux vector alone. Its existence only manifests itself in the temperature profile, where a quadratic term would appear in addition to the usual quartic profile predicted by classical Navier-Stokes hydrodynamics.
I. INTRODUCTION
In a previous paper, we developed a new statistical mechanical technique for calculating the heat flux vector in highly inhomogeneous nonequilibrium fluids. 1 We also calculated the heat flux vector by directly integrating the energy continuity equation and found excellent agreement between the two methods. We tested these methods for planar Poiseuille flow through a slit pore some 50 Lennard-Jones diameters in width.
We have previously shown that significant inhomogeneities in the shear stress and viscosity were observed for atomic fluids under Poiseuille flow. These inhomogeneities took the form of oscillations whose amplitude increases with decreasing channel width. 2 These viscosity inhomogeneities are being further investigated and will be compared with the theory of Pozhar and Gubbins. 3, 4 The results will be published shortly.
The purpose of the present paper is to examine if similar oscillatory behavior also exists for the heat flux vector ͑and hence thermal conductivity͒ of a highly inhomogeneous atomic fluid under planar Poiseuille flow. Furthermore, we will examine the suitability of the Navier-Stokes equations for such fluids and consider the postulated existence of a term which couples the heat flux vector to the gradient of the square of the strain rate tensor. 5 
II. METHOD
We previously demonstrated that although the so-called ''method of planes'' ͑MOP͒ technique for calculating the heat flux vector is general for systems undergoing planar flow, a direct integration of the energy continuity equation ͑which we call the IEC method͒ for Poiseuille flow can generate results which, for a given amount of computer time, are more accurate. 1 Thus for this work we again use the IEC method to calculate the heat flux vector. The energy continuity equation of hydrodynamics is dU͑r,t͒ dt ϭϪ"-J q ͑r,t͒ϪP͑r,t͒ T :"u͑r,t͒, ͑1͒
where is the mass density, U͑r,t͒ is the internal energy per unit mass of the fluid, J q ͑r,t͒ is the heat flux vector, P͑r,t͒ the pressure tensor, and u͑r,t͒ the streaming velocity of the fluid.
Assuming there are no significant entrance or exit effects for a flow in the x direction between effectively smooth planar walls whose normals are parallel to the y axis ͑see Fig.  1͒ , Eq. ͑1͒ reduces in the steady state to
where ␥(y) is the strain rate given by ␥͑ y ͒ϭ ‫ץ‬u x ͑ y ͒ ‫ץ‬y , and ϪP xy (y) is the shear stress. Thus the heat flux in the y direction is simply given by
P xy (y) is calculated by integrating the momentum conservation equation of hydrodynamics ͑which we call the IMC technique͒. 2 For our geometry this is given as
where n(y) is the number density and F e is the external force which drives the fluid in the x direction. In Eqs. ͑3͒ and ͑4͒ yϭ0 is defined as the midpoint of the fluid in the y direction.
We have previously described in detail the NEMD techniques used to simulate planar Poiseuille flow, 1,2 and here only briefly outline the way in which the simulations were carried out.
The geometry of the system is shown in Fig. 1 . Both the fluid and wall particles interact via the WCA interatomic potential function (r) ͑Ref. 6͒: (r)ϭ4(r Ϫ12 Ϫr Ϫ6 )ϩ1, for rϽ2 1/6 ; (r)ϭ0, for rϾ2 1/6 ͑we have defined the WCA potential constants and to be unity for simplicity; we also define the fluid and wall particle masses to be unity͒.
The system is surrounded by periodic images of itself in each of the three Cartesian dimensions. We note here that the simulation geometry is such that the driving pressure head is in the x direction and heat will flow in the y direction only. We examined two systems with different pore widths, W. Here W is defined as the separation in the y direction between the centers of the first layer of wall atoms adjacent to the fluid. The narrower system, Wϭ5.1, consisted of 360 fluid atoms bound by 216 wall atoms which were three atomic layers thick ͑72 atoms per layer͒. The second system was of width Wϭ10.2 and had 352 fluid atoms and 96 wall atoms ͑32 atoms per layer͒.
The wall atoms were fixed in an fcc lattice structure by a combination of restoring forces and a constraint mechanism which fixed the center of mass of each layer of wall particles while allowing individual wall atoms the freedom to vibrate about their lattice sites. There was only one three atom thick wall per simulation cell. The second wall was simply the periodic image of the first wall. This periodicity also ensured that the total density of the system remained constant. For details of the governing equations of motion and the integrating scheme used to solve them, the reader is referred to Refs. 1 and 2.
The average number density of both systems was n ϭN/ Vϭ0.715, where N is the number of liquid atoms and V is the volume accessible to the liquid. The unit cell dimensions, L x ,L y ,L z , for the Wϭ5.1 pore were 10.8200, 7.2706, 10.8200, respectively, while for the Wϭ10.2 pore they were 7.1905, 12.3844, 7.1905. It is important to note that L y includes the fluid and wall particles ͑see Fig. 1͒ . We note that there is no clear definition of the average density of the fluid because there is no unambiguous definition of the total volume which is ''accessible'' to the fluid, and again refer the reader to Refs. 1 and 2 for a discussion of this. We simply note here that an effective pore width was found to be l y ϭ4.3 for the Wϭ5.1 system and 9.5 for the Wϭ10.2 system.
The walls of both systems were kept at a constant temperature of 0.722 and density of 0.85. The wall temperature was held constant by application of a Gaussian thermostat, which ensured that the average temperature of all the wall atoms was constant. In the narrow pore an external force of F e ϭ0.07 was employed. This resulted in an average fluid temperature of 0.9. In the larger system, trial and error verified that F e ϭ0.024 71 resulted in the same average fluid temperature. Once steady-state was achieved, five runs of 100 000 time steps each were undertaken and averages taken of the quantities of interest.
In Refs. 1 and 2 it was shown that a second-order symmetric polynomial provided a good representation of the streaming velocity of the fluid in the zero flow rate limit. In this work we have once again used such a representation. In our histogramming of fluid properties across the pore, we used a spatial resolution of 0.1 for both systems. Figure 2 shows the y component of the heat flux vector for the Wϭ5.1 pore. The heat flux is maximum at the walls and decreases to zero at the center of the pore. Assuming that the thermal conductivity is constant across the pore, a solution of the Navier-Stokes energy balance equation for planar Poiseuille flow yields a quartic temperature profile, T(y)ϭa 0 ϩa 4 y 4 , where a 0 and a 4 are constants, and a cubic heat flux profile J q (y)ϰy 3 . Clearly, Fig. 2 does indeed accurately mimic this behavior for the heat flux, as demonstrated by the excellent cubic fit to the data. The kinetic temperature for the system was also calculated in histograms of finite volume. However, we do not present the temperature profile here due to the statistical unreliability of the data, where the error in the fitted temperature profile was found to be of the same order of magnitude as the data itself.
III. RESULTS AND DISCUSSION
A closer inspection of the data shows that there are small deviations from the cubic heat flux profile. We define the quantity ␦, such that 
where J q IEC (y) is the measured heat flux data in Fig. 2 , and J q f (y) is the cubic fit to the data-in this case J q
In Fig. 3 we display a plot of ␦ as a function of distance within the pore. Any deviations from the cubic heat flux will appear on this plot, and are clearly apparent as oscillations with a wavelength of order . The errors in the heat flux vector are typically less than 1%, which gives us confidence that these oscillations are significant. We also plot the density profile and note the strong correlation between the heat flux oscillations and the oscillations in the density profile. They are maximum in those regions where the fluid density is peaked, and minimum where the density is minimum. We note, however, that the extrema in the heat flux oscillations do not exactly mimic those of the density profile, and are slightly shifted in phase by ϳ0.1.
Figures 4 and 5 display the variation in J q (y) and ␦ for the Wϭ10.2 pore. Once again we notice deviations to the heat flux in the form of oscillations of order . The amplitude of these oscillations are, however, weaker than those observed for the Wϭ5.1 pore, indicating the narrower pore exhibits oscillations which are stronger by a factor of as much as 2.
The variations in the strength of oscillation for differing pore sizes could have important consequences for the thermal conductivity of fluids confined by narrow pores. If, in the linear regime, the classical definition of the thermal conductivity may be used in such cases ͑i.e., ratio of the heat flux to the temperature gradient͒ then we would expect the thermal conductivity to exhibit the same sorts of oscillations observed in the heat flux, and should be stronger for narrower pores. In fact they should mimic the ␦ profiles shown in Figs. 3 and 5 quite closely. Unfortunately, due to the statistical unreliability of the temperature data in these simulations, we are unable to provide an accurate estimate of ٌT, and hence (y). We note here that a further set of 20 independent simulations was conducted to improve the statistics for the temperature profile, but even this new set of data was unable to reduce the errors in ٌT significantly.
The weakness of the oscillations in J q (y) suggests, surprisingly, that the classical Navier-Stokes energy balance equation might be an adequate tool for calculating the heat flux of fluids in very narrow pores. If one is interested in the spatially dependent thermal conductivity, then of course the Navier-Stokes equation is inadequate, and one must determine the heat flux vector more accurately, as in this paper. However, one would also require extremely good statistics for the temperature profile to give reliable values of (y).
While use of the Navier-Stokes equations might be reasonable for calculating the heat flux vector, this is certainly not the case for the shear stress ( P xy ), which is displayed for both systems in Fig. 6 . In this case the oscillations are significantly more pronounced than those observed for the heat flux ͑some two orders of magnitude greater͒, and can be observed directly. The errors in the shear stress are significantly smaller than the corresponding errors in the heat flux vector, being typically less than 0.01%. Once again we note that the oscillations in P xy are stronger for the narrower pore. Assuming a constant density profile, the solution to the momentum conservation equation of hydrodynamics would yield a shear stress which is purely linear. 2 We can further examine the accuracy of the NavierStokes solutions for these narrow pores by noting that an effective ͑average͒ viscosity may be calculated by solving the equations for momentum and energy balance. These ef- 
͑5͒
If one assumes the fluid is a continuum with a constant pressure head, n F e , and effective viscosity, 2 NS , then a solution to the Navier-Stokes momentum continuity equation gives the streaming velocity profile as
ͪ .
͑6͒
Equating ͑6͒ with a second-order symmetric polynomial
gives the effective viscosity NS ϭϪ n F e 2c 2 . ͑8͒
The coefficient c 2 is determined by fitting Eq. ͑7͒ to the simulated streaming velocity data. Another route to the effective viscosity is by solving the Navier-Stokes energy balance equation,
where is the bulk viscosity, NS is the Navier-Stokes shear viscosity, pϭ 3 , ͑12͒
where a 3 is the coefficient of the cubic fit to the heat flux vector.
Figures 7͑a͒ and 7͑b͒ show (y) calculated by Eq. ͑5͒
for both systems. We see that the viscosity is highly inhomogeneous and oscillates according to the oscillations in the stress ͑see Fig. 6͒ . One must be cautious in interpreting the viscosity near the center of the pore. In those regions where y→0, both the shear stress and the strain rate also tend to zero, which leads to significant uncertainty in (y). There is one more definition of an effective viscosity we should consider, namely, the spatial average of the viscosity defined by Eq. ͑5͒. In this case we have
It is reasonable to assert that represents the best estimate of the effective viscosity, rather than NS defined by Eq. ͑8͒ or ͑12͒, as the latter two are based entirely on continuum dynamics and involve assumptions about the constancy of density, viscosity, and thermal conductivity. Nonetheless, it is instructive to compare these values with , as they give us an indication of the suitability of applying the Navier-Stokes equations to fluid flows in microporous materials. In a previous paper 5 it was proposed that, for fluids under shear, the heat flux vector contains an additional coupling to the gradient of the square of the strain rate tensor. For a system with our geometry, the heat flux vector would take the form
where (y) is the cross-coupling coefficient. . Substituting these values of and into Eq. ͑14͒, and noting from Eq. ͑6͒ that ␥(y)ϭϪ(n F e /)y, we find the remarkable result
Thus for a given quadratic velocity profile, the heat flux vector is unaltered by the coupling of the heat flux to the gradient of the square of the strain rate tensor! In other words, the existence of the coupling term in the constitutive relation for the heat flux ͑14͒ does not affect the amount of heat which flows through the system. However, it does affect the shape of the temperature profile which results from that heat flow. We also note the important point that use of Eq. ͑9͒ to determine the thermal conductivity would lead to an incorrect determination of this quantity. In theory one could perform simulations of the type in this paper to determine the shape of the temperature profile, which would test the validity of Eq. ͑9͒. Unfortunately, our temperature measurements are not accurate enough to find estimates of or , and we note here that these measurements are extremely difficult to make, particularly in the zero field limit where both (‫ץ‬T/‫ץ‬y) and ‫␥ץ‬ 2 /‫ץ‬y are weak. It is only in this limit that the NavierStokes relations remain valid and comparisons between NEMD simulations and continuum hydrodynamics may be made.
IV. CONCLUSION
We have demonstrated that the heat flux vector for fluids flowing through very narrow pores displays oscillations which are similar to those previously observed for the stress tensor. Both these oscillations have a wavelength which is of the order of the van der Waals particle diameter. What is somewhat unexpected is that under otherwise identical conditions the relative amplitude of the heat flux oscillations is some 2 orders of magnitude smaller than the corresponding shear stress oscillations. We see that although the NavierStokes equations may provide an adequate solution to the heat flux for narrow pores, this is certainly not the case for the stress tensor.
In an attempt to better understand the validity of the Navier-Stokes equations for fluids flowing through very narrow pores, we compared ''effective'' viscosities, calculated by solutions to the Navier-Stokes energy and momentum balance equations, with the spatially averaged viscosity defined by Eq. ͑13͒. We found that NS , determined by solving the Navier-Stokes equations, gave reasonable agreement with , the spatially averaged viscosity. We further find that evidence for the existence of a term which couples the heat flux vector with the gradient of the square of the strain rate tensor, which is ignored in the classical Navier-Stokes energy balance equation ͑9͒, cannot be found by monitoring the magnitude and functional form of the heat flux vector in planar Poiseuille flow. Such a coupling would result in precisely the same expression for the heat flux vector as one would obtain with the classical Navier-Stokes energy continuity equation. However, evidence of this coupling can in principle be found from the shape of the temperature profile, which, if the coupling does exist, should change its shape from being purely quartic to being quartic with a quadratic component. Furthermore, it would imply that use of the classical Navier-Stokes heat equation to determine the magnitude of the thermal conductivity would lead to an incorrect determination of this quantity. Although the magnitude of the heat flux is unaltered by the presence of the coupling term in Eq. ͑14͒, the heat flux would be generated by two terms Ϫ(‫ץ‬T/‫ץ‬y) and Ϫ͑‫␥ץ‬ 2 /‫ץ‬y͒. Ignoring this would result in an error in estimating by an amount ‫␥ץ(‬ 2 /‫ץ‬y)/(‫ץ‬T/‫ץ‬y), where now the temperature is given by Eq. ͑16͒. These measurements are, however, extremely difficult to perform for the experiments that are reported in this paper.
