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Abstract
In this work, we propose a family of interior penalty nonconforming finite element
methods for 2m-th order partial differential equations in Rn, for any m ≥ 0, n ≥ 1.
For the nonconforming finite element, the shape function space consists of all polyno-
mials with a degree not greater than m and is hence minimal. This family of finite
element spaces has some natural inclusion properties as in the corresponding Sobolev
spaces in the continuous cases. By applying the interior penalty to the bilinear form,
we establish quasi-optimal error estimates in the energy norm, provided that the cor-
responding conforming relatives exist. These theoretical results are further validated
by the numerical tests.
1 Introduction
Let Ω be a bounded polyhedron domain of Rn. In this paper, we consider the following
2m-th order partial differential equations:
(−∆)mu = f in Ω,
∂ku
∂νk
= 0 on ∂Ω, 0 ≤ k ≤ m− 1.
(1.1)
Here, f ∈ L2(Ω) and ν denotes the unit outer normal of the boundary ∂Ω. The variational
problem of (1.1) can be written as follows: Find u ∈ Hm0 (Ω), such that
a(u, v) = (f, v) ∀v ∈ Hm0 (Ω),
where
a(w, v) := (∇mw,∇mv) =
∫
Ω
∑
|α|=m
∂αw∂αv ∀w, v ∈ Hm(Ω). (1.2)
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Here and throughout this paper, we use the standard notation for the usual Sobolev spaces
as in [10, 8]. For an n-dimensional multi-index α = (α1, · · · , αn), we define
|α| =
n∑
i=1
αi, ∂
α = ∂
|α|
∂xα11 · · · ∂xαnn
.
Conforming finite element methods for (1.1) involve Cm−1 finite elements, which could
lead to the extremely complicated constructions when m ≥ 2 or n ≥ 2. In [5], Bramble and
Zla´mal proposed the 2D simplicial Hm conforming elements (m ≥ 1) by using the polynomial
spaces of degree 4m − 3, which are the generalization of the C1 Argyris element (cf. [10])
and C2 Zˇen´ıˇsek element (cf. [24]). The 3D C1 element was reported in [25]. For (1.1)
an alternative in 2D is to use mixed methods based on the Helmholtz decompositions for
tensor-valued functions (cf. [16]). However, the construction of high-dimensional conforming
elements or mixed elements for (1.1) is far from obvious.
As a universal construction with respect to the dimension, in [21], Wang and Xu pro-
posed a family of nonconforming finite elements for (1.1) on Rn simplicial grids, with the
requirement that m ≤ n. Such minimal finite elements (named Morley-Wang-Xu or MWX
elements) are simple and elegant, with a combination of simplicial geometry, polynomial
space, and convergence analysis. However, it is a daunting challenge to remove the re-
striction m ≤ n in the MWX elements. In [23], Wu and Xu enriched the Pn polynomial
space by Pn+1 bubble functions to obtain a family of Hm nonconforming elements when
m = n+ 1. With carefully designed degrees of freedom, they proved the unisolvent property
by the similarities of both shape function spaces and degrees of freedom. In [13], Hu and
Zhang applied the full P4 polynomial space for the construction of nonconforming element
when m = 3, n = 2, which has three more degrees of freedom locally than the element in
[23]. They also used the full P2m−3 polynomial space for the nonconforming finite element
approximations when m ≥ 4, n = 2.
In this paper, we develop interior penalty nonconforming finite element methods for
the model problem (1.1). The finite element we use is the nonconforming element with
shape function spaces Pm, which is therefore minimal. The degrees of freedom are carefully
designed to preserve the weak-continuity as much as possible. For the case in which m > n,
the corresponding interior penalty terms are applied to obtain the convergence property.
As a balance between the weak-continuity and interior penalty, the proposed methods have
fewer interior penalty terms than that of C0-IPDG methods by [9, 11]. As a simple example,
the proposed method for the case in which m = 3, n = 2 is to find uh ∈ Vh, such that
(∇3huh,∇3hvh) + η
∑
F∈Fh
h−5F
∫
F
~uh · ~vh = (f, vh) ∀vh ∈ Vh,
where the nonconforming element is depicted in Figure 1.1a. Further, Figure 1.1b illustrates
the nonconforming element for m = 4, n = 2, by which the proposed method can be written
as
(∇4huh,∇4hvh) + η
∑
F∈Fh
h−7F
∫
F
∑
|α|=1
~∂αuh · ~∂αvh = (f, vh) ∀vh ∈ Vh.
The advantages of our methods include that the resulting stiffness matrix is symmetric
and positive definite, and that, most importantly, the penalty parameter η only requires to
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be a O(1) positive constant. Further, the proposed methods are feasible to handle more
complicated nonlinear high-order models (cf. [4, 3, 22, 14, 19]).
(a) m = 3, n = 2 (b) m = 4, n = 2
The rest of the paper is organized as follows. In Section 2, we provide a detailed descrip-
tion of the family of nonconforming finite element spaces for arbitrary m,n. In Section 3, we
state the interior penalty nonconforming methods and prove the well-posedness. In Section
4, we prove the quasi-optimal error estimates of the interior penalty nonconforming method
provided that the conforming relatives exist. We further give the error estimates without the
conforming relatives assumption, but under an extra regularity assumption. Numerical tests
are provided in Section 5 to support the theoretical findings, and some concluding remarks
will then arrive to close the main text.
2 The minimal nonconforming finite element spaces
Let Th be a conforming and shape-regular simplicial triangulation of Ω and Fh be the set
of all faces of Th. F ih = Fh \ ∂Ω and F∂h = Fh ∩ ∂Ω. Here, h := maxT∈Th , and hT is the
diameter of T (cf. [10, 8]). We assume that Th is quasi-uniform, namely
∃θ > 0 such that max
T∈Th
h
hT
≤ θ,
where θ is a constant independent of h. For any F ∈ Fh, let ωF be the union of all simplexes
that share the face F . Then, we denote the diameter of ωF by hF . For any F ∈ F ih, there
exists two simplexes T+, T− such that F = ∂T+ ∩ ∂T−. Define the unit normals ν+ and ν−
on F pointing exterior to K+ and K−, respectively. With v± = v∂T± , we set
[v] = v+ − v−, {v} = 12(v
+ + v−), ~v = v+ν+ + v−ν− on F ∈ F ih.
For the set of boundary faces, v has a uniquely defined restriction. Then, we set
[v] = v, {v} = v, ~v = vν on F ∈ F∂h .
Here, ~· and {·} represent the jump and average operators, respectively, following the
standard DG notation (cf. [2]).
3
2.1 Definition of nonconforming finite elements
Based on the triangulation Th, for v ∈ L2(Ω) with v|T ∈ Hk(T ),∀T ∈ Th, we define ∂αh v
as the piecewise partial derivatives of v when |α| ≤ k, and
‖v‖2k,h :=
∑
T∈Th
‖v‖2k,T , |v|2k,h :=
∑
T∈Th
|v|2k,T .
For convenience, we use C to denote a generic positive constant that may stand for
different values at its different occurrences but is independent of the mesh size h. The
notation X . Y means X ≤ CY .
2.1 Definition of nonconforming finite elements
For any m ≥ 0 and n ≥ 1, we define L = b m
n+1c, where bxc is the greatest integer that is less
than or equal to x. Following the description of [10, 8], a finite element can be represented by
a triple (T, PT , DT ), where T is the geometric shape of the element, PT is the shape function
space, and DT is the set of the degrees of freedom that is PT -unisolvent. The minimal
shape function space is defined as P (m,n)T := Pm(T ), where Pk(T ) denotes the space of all
polynomials defined on T with a degree not greater than k, for any integer k ≥ 0.
For 0 ≤ k ≤ n, let FT,k be the set consisting of all (n− k)-dimensional sub-simplexes of
T (Hence, k represents the co-dimension). For any F ∈ FT,k (1 ≤ k ≤ n), let νF,1, · · · , νF,k
be its unit outer normals which are linearly independent.
For 1 ≤ k ≤ n, let Ak be the set consisting of all multi-indexes α with ∑ni=k+1 αi = 0.
For any (n− k)-dimensional sub-simplex F ∈ FT,k and α ∈ Ak with
|α| = m− k − (n+ 1)(L− l) 0 ≤ l ≤ L,
define
dT,F,α(v) :=
1
|F |
∫
F
∂|α|v
∂να1F,1 · · · ∂ναkF,k
∀v ∈ Hm(T ),
dT,0(v) :=
1
|T |
∫
T
v ∀v ∈ Hm(T ).
(2.1)
Here, l represents the level of the degrees of freedom. By the Sobolev embedding theorem
(cf. [1]), dT,F,α is continuous linear functional on Hm(T ). We define the set of the degrees
of freedom at level l as
D˜
(m,n)
T,l :=
{
dT,F,α | α ∈ Ak with |α| = m− k − (n+ 1)(L− l),
F ∈ FT,k, 1 ≤ k ≤ min{n,m− (n+ 1)(L− l)}
}
for 0 ≤ l ≤ L.
(2.2)
We further define the set of degrees of freedom at level l = −1 as
D˜
(m,n)
T,−1 :=
{ {dT,0} if m ≡ 0 (mod n+ 1),
∅ otherwise.
(2.3)
Then, the set of the degrees of freedom is
D
(m,n)
T =
L⋃
l=−1
D˜
(m,n)
T,l . (2.4)
The diagrams of the finite elements (0 ≤ m ≤ 5, 1 ≤ n ≤ 3) are plotted in Table 2.1.
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2.1 Definition of nonconforming finite elements
m\n 1 2 3
0
1
2
3
4
5
Table 2.1: Degrees of freedom: 0 ≤ m ≤ 5, 1 ≤ n ≤ 3
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2.1 Definition of nonconforming finite elements
Remark 2.1 It can be seen that if m ≤ n, namely L = 0, the finite element is exactly the
Morly-Wang-Xu element proposed in [21].
Remark 2.2 The set of degrees of freedom lacks the derivatives of order m−(n+1)(L−l+1)
on the sub-simplexes for any 1 ≤ l ≤ L. Hence, we impose the interior penalty terms on the
(m− (n+ 1)(L− l+ 1))-th order derivatives when defining the bilinear form, see Section 3.1.
We number the local degrees of freedom by
dT,1, dT,2, · · · , dT,J(m,n) ,
where J (m,n) is the number of local degrees of freedom.
Lemma 2.3 For any m ≥ 0, n ≥ 1, J (m,n) = dimP (m,n)T .
Proof. Let the combinatorial number Cij = j!i!(j−i)! for j ≥ i and Cij = 0 for j < i or
j < 0. For each 0 ≤ k ≤ n, T has Ckn+1 sub-simplexes of dimension n− k. For each (n− k)-
dimensional sub-simplex F , the number of all (m − k − (n + 1)(L − l))-th order direction
derivatives with respect to νF,1, · · · , νF,k is Ck−1m−(n+1)(L−l)−1 = Cm−(n+1)(L−l)−km−(n+1)(L−l)−1 . Using the fact
that 0 ≤ m− (n+ 1)b m
n+1c ≤ n, we have
J (m,n) =
∣∣∣D˜(m,n)T,−1 ∣∣∣+ L∑
l=0
∣∣∣D˜(m,n)T,l ∣∣∣
=
∣∣∣D˜(m,n)T,−1 ∣∣∣+ L∑
l=0
min{n,m−(n+1)(L−l)}∑
k=1
Ckn+1C
m−(n+1)(L−l)−k
m−(n+1)(L−l)−1
=
∣∣∣D˜(m,n)T,−1 ∣∣∣+ L∑
l=0
min{n,m−(n+1)(L−l)}∑
k=−∞
Ckn+1C
m−(n+1)(L−l)−k
m−(n+1)(L−l)−1
=
∣∣∣D˜(m,n)T,−1 ∣∣∣+ m−(n+1)L∑
k=−∞
Ckn+1C
m−(n+1)L−k
m−(n+1)L−1 +
L∑
l=1
n∑
k=−∞
Ckn+1C
m−(n+1)(L−l)−k
m−(n+1)(L−l)−1
=
∣∣∣D˜(m,n)T,−1 ∣∣∣+ m−(n+1)L∑
k=−∞
Ckn+1C
m−(n+1)L−k
m−(n+1)L−1 +
L∑
l=1
[
C
m−(n+1)(L−l)
m−(n+1)(L−1−l)−1 − Cm−(n+1)(L+1−l)m−(n+1)(L−l)−1
]
=
∣∣∣D˜(m,n)T,−1 ∣∣∣+
m−(n+1)L∑
k=−∞
Ckn+1C
m−(n+1)L−k
m−(n+1)L−1
+ Cnm+n − Cnm−(n+1)(L−1)−1.
Note that m− (n+ 1)L = 0 when m ≡ 0 (mod n+ 1). Hence,
m−(n+1)L∑
k=−∞
Ckn+1C
m−(n+1)L−k
m−(n+1)L−1 =
{ 0 if m ≡ 0 (mod n+ 1),
Cnm−(n+1)(L−1)−1 otherwise.
In conjunction with the definition of D˜(m,n)T,−1 in (2.3), we conclude that
J (m,n) = Cnm+n ∀m ≥ 0, n ≥ 1,
which is exactly the dimension of P (m,n)T .
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2.2 Unisolvent property
2.2 Unisolvent property
We need to show the PT -unisolvent property of the new finite element.
Lemma 2.4 For any 0 ≤ l ≤ L, let 1 ≤ k ≤ min{n,m − (n + 1)(L − l)} and F ∈ FT,k.
Then, for any v ∈ Hm(T ), the integrals of all its (m−k− (n+1)(L− l))-th order derivatives
on F , ∫
F
∂αv |α| = m− k − (n+ 1)(L− l),
are uniquely determined by D˜(m,n)T,l given in (2.2).
Proof. we prove the lemma by induction. When k = min{n,m − (n + 1)(L − l)}, we
consider the following two cases:
1. If k = n, namely 1 ≤ l ≤ L, then FT,k = FT,n will be the set of vertices. Therefore,
{νF,1, · · · , νF,n} forms a set of basis of Rn. The lemma is obvious true.
2. If k = m− (n+ 1)(L− l), namely l = 0, we have |α| = 0.
1
|F |
∫
F
v = dT,F,0(v).
The lemma is also true.
Assume that the lemma holds for all i+1 ≤ k ≤ min{n,m− (n+1)(L− l)}. We consider
the case that k = i. Denote all (n−k−1)-dimensional sub-simplexes of the (n−k)-simplex F
by S1, S2, · · · , Sn−k−1, and the unit outer normal of Sj by ν(j), viewed as the boundary of an
(n−k)-simplex in (n−k)-dimensional space. Choose orthogonal unit vectors τF,k+1, · · · , τF,n
that are tangent to F . Then, {νF,1, · · · , νF,k, τF,k+1, · · · , τF,n} forms a basis of Rn.
For any |α| = m− k − (n+ 1)(L− l). If αk+1 = · · · = αn = 0, then
1
|F |
∫
F
∂|α|v
∂να1F,1 · · · ∂ναkF,k∂ταk+1F,k+1 · · · ταnF,n
= dT,F,|α|(v).
Otherwise, without loss of generality, let αk+1 > 0. Green’s formula yields∫
F
∂|α|v
∂να1F,1 · · · ∂ναkF,k∂ταk+1F,k+1 · · · ταnF,n
=
n−k+1∑
j=1
ν(j) · τF,k+1
∫
Sj
∂|α|−1v
∂να1F,1 · · · ∂ναkF,k∂ταk+1−1F,k+1 · · · ταnF,n
,
which can be determined by D˜(m,n)T,l by the assumption of induction. Thus, the lemma holds
for k = i.
Lemma 2.4 implies the following property.
Lemma 2.5 For any v ∈ P (m,n)T having all the degrees of freedom zero, and |β| ≤ m, we
have
dT (∂βv) = 0 ∀dT ∈ D(m−|β|,n)T . (2.5)
Proof. By induction, we only need to prove the case in which |β| = 1. We divide the
proof into two cases:
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2.3 Canonical nodal interpolation and global finite element spaces
1. m . 0 (mod n + 1). Then, L = b m
n+1c = bm−1n+1 c. For any dT,F,α ∈ D˜(m−1,n)T,l (see (2.2))
with 0 ≤ l ≤ L, F ∈ FT,k and |α| = m− 1− k − (n+ 1)(L− l), we have
dT,F,α(∂βv) =
1
|F |
∫
F
∂β
∂|α|v
∂να1F,1 · · · ∂ναkF,k
.
Notice that |α|+ |β| = m− k− (n+ 1)(L− l), thus dT,F,α(∂βv) = 0 thanks to Lemma
2.4. If further m = (n + 1)L + 1 so that D˜(m−1,n)T,−1 defined in (2.3) is not empty, then
by Green’s formula again, we have
dT,0(
∂v
∂xi
) = 1|T |
∫
T
∂v
∂xi
=
∑
F⊂∂T
νF,1 · ei
|T |
∫
F
v =
∑
F⊂∂T
|F |νF,1 · ei
|T | dT,F,0(v) = 0,
where ei (i = 1, · · · , n) is the unit vector of Rn.
2. m ≡ 0 (mod n + 1). Then, bm−1
n+1 c = b mn+1c − 1 = L − 1. For any dT,F,α ∈ D˜(m−1,n)T,l
with 0 ≤ l ≤ L− 1, F ∈ Ak and |α| = m− 1− k − (n+ 1)(bm−1n+1 c − l), we have
|α|+ |β| = m− k − (n+ 1)[L− (l + 1)],
which implies that dT,F,α(∂βv) = 0 since all the degrees of freedom in D˜(m,n)T,l+1 vanish.
This completes the proof.
Thanks to the above two lemmas, we can prove the unisolvent property of the new family
of nonconforming finite elements.
Theorem 2.6 For any n ≥ 1,m ≥ 0, D(m,n)T is P (m,n)T -unisolvent.
Proof. As the dimension of P (m,n)T is the same as the number of local degrees of freedom,
it suffices to show that v = 0 if all the degrees of freedom vanish.
Notice that for any v ∈ P (m,n)T = Pm(T ), ∂iv ∈ Pm−1 = P (m−1,n)T (T ). Then, by induction
and Lemma 2.5, we obtain that ∂v = 0, which implies that v is a constant. If m ≡
0 (mod n+ 1), we have v = 0 by dT,0(v) = 0. Otherwise, by Lemma 2.4,∫
F
v = 0 ∀F ∈ FT,k, k = m− (n+ 1)L,
which also implies that v = 0. Then, we finish the proof.
2.3 Canonical nodal interpolation and global finite element spaces
Based on Theorem 2.6, we can define the interpolation operator Π(m,n)T : Hm(T ) 7→ P (m,n)T
by
Π(m,n)T v =
J(m,n)∑
i=1
pidT,i(v) ∀v ∈ Hm(T ), (2.6)
where pi ∈ P (m,n)T is the nodal basis function that satisfies dT,j(pi) = δij, and δij is the
Kronecker delta. We emphasize here that the operator Π(m,n)T is well-defined for all functions
in Hm(T ).
The following error estimate of the interpolation operator can be obtained by the standard
interpolation theory (cf. [10, 8]).
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2.4 Weak continuity
Lemma 2.7 For s ∈ [0, 1], it holds that, for any integer 0 ≤ k ≤ m,
|v − Π(m,n)T v|k,T . hm+s−kT |v|m+s,T ∀v ∈ Hm+s(T ), (2.7)
for all shape-regular n-simplex T .
We define the piecewise polynomial spaces V (m,n)h and V
(m,n)
h0 as follows:
• V (m,n)h consists of all functions vh|T ∈ P (m,n)T , such that for any 0 ≤ l ≤ L, any (n− k)-
dimensional sub-simplex F of any T ∈ Th with 1 ≤ k ≤ min{n,m − (n + 1)(L − l)}
and any α ∈ Ak with |α| = m− k − (n+ 1)(L− l), dT,F,α(v) is continuous.
• V (n+1,n)h0 ⊂ V (n+1,n)h such that for any vh ∈ V (n+1,n)h0 , dT,F,α(vh) = 0 if the (n − k)-
dimensional sub-simplex F ⊂ ∂Ω.
The global interpolation operator Π(m,n)h on Hm(Ω) is defined as follows:
(Π(m,n)h v)|T = Π(m,n)T (v|T ) ∀T ∈ Th, v ∈ Hm(Ω). (2.8)
By the above definition, we have Π(m,n)h v ∈ V (m,n)h for any v ∈ Hm(Ω) and Π(m,n)h v ∈ V (m,n)h0
for any v ∈ Hm0 (Ω).
The following lemma can be obtained directly by Lemma 2.5.
Lemma 2.8 For any 0 ≤ l ≤ L, let 1 ≤ k ≤ min{m − (n + 1)(L − l)} and F be an
(n− k)-dimensional sub-simplex of T ∈ Th. Then, for any vh ∈ V (m,n)h and any T ′ ∈ Th with
F ⊂ T ′, ∫
F
∂α(vh|T ) =
∫
F
∂α(vh|T ′) |α| = m− k − (n+ 1)(L− l). (2.9)
If F ⊂ ∂Ω, then for any vh ∈ V (m,n)h0 ,∫
F
∂α(vh|T ) = 0 |α| = m− k − (n+ 1)(L− l). (2.10)
2.4 Weak continuity
In the last of this section, we consider the weak continuity of the nonconforming element
spaces.
Definition 2.9 The finite element space Vh satisfies the k-weak continuity, if for any F ∈
F ih, vh ∈ Vh and α with |α| = k, ∂αh vh is continuous at least at one point on F . In addition,
Vh0 satisfies the k-weak zero-boundary condition, if for any F ⊂ F∂h and vh ∈ Vh0 and α with
|α| = k, ∂αh vh vanishes at a point on F at least.
Lemma 2.10 If Vh has k-weak continuity, then for any vh ∈ Vh and any F ∈ F ih,
max
x∈F
|∂αh vTh (x)− ∂αh vT
′
h (x)| . hF max
y∈F
∑
|β|=k+1
|∂βvTh (y)− ∂βvT
′
h (y)|. (2.11)
Further, if Vh0 satisfies both k-weak continuity and k-weak zero-boundary condition, then for
any vh ∈ Vh0, (2.11) holds for any F ∈ F ih and
max
x∈F
|∂αh vTh (x)| . hF max
y∈F
∑
|β|=k+1
|∂βvTh (y)| ∀F ∈ F∂h . (2.12)
Proof. The lemma follows by the intermediate value theorem and the definitions of k-weak
continuity and k-weak zero-boundary condition.
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3 Interior penalty method for the nonconforming ele-
ments
In this section, we derive the interior penalty nonconforming methods for the 2m-th order
partial differential equations (1.1).
3.1 Interior penalty nonconforming methods
From Lemma 2.8, we immediately know that V (m,n)h (resp. V
(m,n)
h0 ) satisfies the k-weak
continuity (resp. k-weak zero-boundary condition) if k , m− (n+ 1)(L− l+ 1) (1 ≤ l ≤ L).
That is, the nonconforming finite element spaces do not satisfy the weak continuity or weak
zero-boundary condition in general when L ≥ 1. We, therefore, introduce the interior penalty
as a remedy. We denote Vh = V (m,n)h0 as the nonconforming approximation of Hm0 (Ω). For
any w, v ∈ Vh +Hm0 (Ω), consider the following bilinear form
ah(w, v) :=
∑
|α|=m
(∂αh w, ∂αh v)
+ η
L∑
l=1
∑
F∈Fh
h
1−2(n+1)(L−l+1)
F
∫
F
∑
|β|=m−(n+1)(L−l+1)
~∂βhw · ~∂βh v,
(3.1)
where η = O(1) is a given positive constant. Then, the interior penalty nonconforming finite
element methods for problem (1.1) read: Find uh ∈ Vh, such that
ah(uh, vh) = (f, vh) ∀vh ∈ Vh. (3.2)
Then, we define
‖v‖2h := |v|2m,h +
L∑
l=1
∑
F∈Fh
h
1−2(n+1)(L−l+1)
F
∑
|β|=m−(n+1)(L−l+1)
‖~∂βv‖20,F ∀v ∈ Vh +Hm0 (Ω),
(3.3)
which can be proved a norm on Vh+Hm0 (Ω) by Theorem 3.5 presented in the next subsection.
Remark 3.1 For the case in which m ≤ n, we have L = b m
n+1c = 0. Then, ah(·, ·) and‖ · ‖h are exactly the bilinear form and norm for the nonconforming finite element method,
respectively.
3.2 Well-posedness of the interior penalty nonconforming meth-
ods
In this subsection, we study the well-posedness of (3.2).
Lemma 3.2 It holds that for any i < m,∑
F∈Fh
∑
|α|=i
max
y∈F
|[∂αh vh](y)| . hm−i−n/2‖vh‖h vh ∈ Vh. (3.4)
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3.2 Well-posedness of the interior penalty nonconforming methods
Proof. We consider the follow two cases.
1. If i = m− (n+ 1)(L− l + 1), 1 ≤ l ≤ L, we have, from the definition of ‖ · ‖h, that∑
F∈Fh
∑
|α|=i
max
y∈F
|[∂αvh](y)|2 .
∑
F∈Fh
h1−nF
∑
|α|=i
‖[∂αvh]‖20,F . h2(m−i)−n‖vh‖2h.
We note here that |[∂αh vh(y)]| = |~∂αh vh(y)| for any y ∈ F .
2. Otherwise, namly i , m− (n+ 1)(L− l + 1), 1 ≤ l ≤ L, we have∑
F∈Fh
∑
|α|=i
max
y∈F
|[∂αvh](y)|2 .
∑
F∈Fh
h2F
∑
|β|=i+1
max
y∈F
|[∂βvh](y)|2,
thanks to Lemma 2.10. By repeating the same argument and the result from Case 1,
we prove the desiring result for Case 2.
Then, we finish the proof.
Lemma 3.3 For any vh ∈ Vh and |α| < m, there exists a piecewise polynomial vα ∈ H10 (Ω)
such that
|∂αh vh − vα|j,h . hm−|α|−j‖vh‖h 0 ≤ j ≤ m− |α|. (3.5)
Proof. The proof follows a similar argument in [20] or [21, Lemma 3.1]. It is presented
here for the completeness.
For any vh ∈ Vh and |α| < m, we note that ∂αh vh ∈ Wm−|α|h , where
W
m−|α|
h := {w ∈ L2(Ω) : w|T ∈ Pm−|α|(T ), ∀T ∈ Th}.
Let Sm−|α|h be the Pm−|α|-Lagrangian space on Th (cf. [10, 8]), and Ξm−|α|T be the set of
nodal points on T . We define the operator Πp,m−|α|h : W
m−|α|
h 7→ Sm−|α|h as follows: For each
x ∈ Ξm−|α|T ,
Πp,m−|α|h v(x) :=
1
Nh(x)
∑
T ′∈Th(x)
v|T ′(x). (3.6)
where Th(x) = {T ′ ∈ Th : x ∈ T ′} and Nh(x) denotes the cardinality of Th(x). Further, let
S
m−|α|
h0 = S
m−|α|
h ∩H10 (Ω), then the operator Πp,m−|α|h0 : Wm−|α|h 7→ Sm−|α|h0 is defined for each
x ∈ Ξm−|α|T as,
Πp,|α|h0 v(x) :=
0 x ∈ ∂Ω,Πp,m−|α|h v(x) otherwise. (3.7)
Let vα = Πp,m−|α|h0 vh. By the standard scaling argument and Lemma 3.2,
‖∂αh vh − vα‖20 .
∑
T∈Th
hnT
∑
x∈Ξm−|α|T
|∂αvh(x)− vα(x)|2
.
∑
F∈Fh
hnF max
y∈F
|[∂αh vh](y)|2 . h2(m−|α|)‖vh‖2h.
The rest of proof follows from the inverse inequality.
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Remark 3.4 Followed by [9, 7], Lagrangian space when the polynomial degrees are large
enough can be viewed as the conforming relatives of Wm−|α|h . Thus, the Π
p,m−|α|
h defined in
(3.6) is exactly the enriching operator therein.
Theorem 3.5 The following Poincare´ inequality holds:
‖v‖m,h . ‖v‖h ∀v ∈ Vh +Hm0 (Ω). (3.8)
Proof. The case in which v ∈ Hm0 (Ω) is obvious. Next, we consider the case in which
v ∈ Vh. For any |α| = k < m, from Lemma 3.3, we obtain
‖∂αh v‖20 . ‖∂αh v − vα‖20 + ‖vα‖20 . ‖v‖2h + |vα|21 . ‖v‖2h + |v|2k+1,h.
Consequently, we have
|v|2k,h . ‖v‖2h + |v|2k+1,h 0 ≤ k < m,
which leads to (3.8) by induction.
Theorem 3.5 shows that ‖ · ‖h defined in (3.3) is a norm. We then establish the well-
posedness of (3.2).
Theorem 3.6 Let η = O(1) is a given positive constant. We have
ah(v, w) ≤ max{1, η}‖v‖h‖w‖h ∀v, w ∈ Vh +Hm0 (Ω), (3.9)
min{1, η}‖v‖2h ≤ ah(v, v) ∀v ∈ Vh +Hm0 (Ω). (3.10)
As a consequence, there exists a unique solution to (3.2).
4 Convergence analysis
In this section, we give the convergence analysis of the interior penalty nonconforming finite
element methods.
We first present the approximation property of V (m,n)h and V
(m,n)
h0 , which follows directly
from Lemma 2.7.
Theorem 4.1 For s ∈ [0, 1], it holds that
‖v − Π(m,n)h v‖h . hs|v|m+s ∀v ∈ Hm+s(Ω) ∩Hm0 (Ω). (4.1)
Proof. For any T ∈ Th, we have |v − Π(m,n)T v|m,T . hsT |v|m+s,T by Lemma 2.7. By trace
inequality, when k = m− (n+ 1)(L− l + 1), 1 ≤ l ≤ L,
h1−2m+2kT ‖v − Π(m,n)T v‖2k,∂T . h1−2m+2kT
(
hT |v − Π(m,n)T v|2k+1,T + h−1T |v − Π(m,n)T v|2k,T
)
. h1−2m+2kT (h2m+2s−2k−1T |v|2m+s,T ) = h2sT |v|2m+s,T .
This completes the proof.
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4.1 Error estimate under the extra regularity assumption
Based on the Strang’s Lemma, we have
‖u− uh‖h . inf
vh∈Vh
‖u− vh‖h + sup
vh∈Vh
|ah(u, vh)− (f, vh)|
‖vh‖h . (4.2)
The first term on the right-hand side is the approximation error term, which can be estimated
by Theorem 4.1. Next, we consider the estimate for the consistent error term.
Given |α| = m, it can be written as α = ∑mi=1 ejα,i , where ei (i = 1, · · · , n) are the unit
vectors in Rn. We also set α(k) =
∑k
i=1 ejα,i .
4.1 Error estimate under the extra regularity assumption
In this subsection, we present the error estimate without the Assumption 4.8 but under the
extra regularity assumption, namely u ∈ Hr(Ω), where r = max{m+ 1, 2m− 1}.
Lemma 4.2 Let r = max{m+ 1, 2m− 1}. If u ∈ Hr(Ω) and f ∈ L2(Ω), then
sup
vh∈Vh
|ah(u, vh)− (f, vh)|
‖vh‖h .
r−m∑
k=1
hk|u|m+k + hm‖f‖0. (4.3)
Proof. Note that u ∈ Hm0 (Ω), we first have
ah(u, vh)− (f, vh) =
∑
T∈Th
∫
T
 ∑
|α|=m
∂αu∂αvh
− (f, vh)
=
∑
|α|=m
∑
T∈Th
∫
T
∂αu∂αvh − (−1)m(∂2αu)vh := E1 + E2 + E3,
where
E1 :=
∑
|α|=m
∑
T∈Th
∫
T
∂αu∂αvh + ∂α+α(1)u∂α−α(1)vh,
E2 :=
m−2∑
k=1
(−1)k ∑
|α|=m
∑
T∈Th
∫
T
∂α+α(k)u∂α−α(k)vh + ∂α+α(k+1)u∂α−α(k+1)vh,
E3 := (−1)m−1
∑
|α|=m
∑
T∈Th
∫
T
∂2α−ejα,mu∂ejα,mvh + (∂2αu)vh.
By Lemma 2.8 and Green’s formula, we have
E1 =
∑
|α|=m
∑
T∈Th
∫
∂T
∂αu∂α−ejα,1vhνjα,1
=
∑
|α|=m
∑
T∈Th
∑
F⊂∂T
∫
F
(
∂αu− P 0F∂αu
)
(∂α−ejα,1h vh − P 0F∂
α−ejα,1
h vh)νjα,1,
where P 0F : L2(F ) 7→ P0(F ) is the orthogonal projection, ν = (ν1, · · · , νn) is the unit outer
normal to ∂T . Using the Schwarz inequality and the interpolation theory, we obtain
|E1| . h|u|m+1|vh|m,h ≤ h|u|m+1‖vh‖h. (4.4)
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4.2 Error estimate by conforming relatives
When m > 1, let vβ ∈ H10 (Ω) be the piecewise polynomial as in Lemma 3.3. Then,
Green’s formula leads to
E2 =
m−2∑
k=1
(−1)k ∑
|α|=m
∑
T∈Th
∫
T
∂α+α(k)u∂ejα,k+1(∂α−α(k+1)vh − vα−α(k+1))
+
m−2∑
k=1
(−1)k ∑
|α|=m
∑
T∈Th
∫
T
∂α+α(k+1)u(∂α−α(k+1)vh − vα−α(k+1)),
which implies
|E2| .
m−2∑
k=1
hk|u|m+k‖vh‖h + hk+1|u|m+k+1‖vh‖h. (4.5)
Finally, we have
E3 = (−1)m−1
∑
|α|=m
∑
T∈Th
∫
T
∂2α−ejα,mu∂ejα,m (vh − v0) + (∂2αu)(vh − v0),
which gives
|E3| . hm−1|u|2m−1‖vh‖h + hm‖f‖0‖vh‖h. (4.6)
By the estimates (4.4), (4.5), and (4.6), we obtain the desired estimate (4.3).
From Lemma 4.2, we have the following theorem.
Theorem 4.3 Let r = max{m+ 1, 2m− 1}. If u ∈ Hr(Ω) ∩Hm0 (Ω) and f ∈ L2(Ω), then
‖u− uh‖h .
r−m∑
k=1
hk|u|m+k + hm‖f‖0 = O(h). (4.7)
Remark 4.4 For the cases in which m ≤ n, we have ‖ · ‖h = | · |m,h. Thus, Theorem 4.3
is consistent with the error estimate for Morley element (cf. [18]) and the main theorem in
[21, Theorem 3.4].
4.2 Error estimate by conforming relatives
In this subsection, we discuss the enriching operators for the nonconforming finite elements,
which are crucial when establishing the quasi-optimal error estimate.
Assumption 4.8 (Conforming relative) There exists an Hm conforming finite element
space V ch ⊂ Hm0 (Ω).
If the conforming relative exists, we denote the shape function space by P cT and the global
degrees of freedom by Dc.
Remark 4.5 The definition of conforming relative here is slightly different from Brenner
and Sung [9], where P (m,n)T ⊂ P cT and D(m,n)T ⊂ Dc|T are required. First, since P (m,n)T =
Pm(T ) is minimal, it always holds that P (m,n)T ⊂ P cT . As shown below, the analysis in this
subsection does not require that D(m,n)T ⊂ Dc|T .
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4.2 Error estimate by conforming relatives
A crucial ingredient in the analysis of the interior penalty nonconforming methods is the
construction of the operator Πch : Vh 7→ V ch (also named enriching operator in [9, 11]). Here,
we define the Πch as follows:
d(Πchvh) =
1
|Td|
∑
T∈Td
d(vh|T ) ∀d ∈ Dc.
Here, Td ⊂ Th denotes the set of simplexes that share the degree of freedom d and |Td| denotes
the cardinality of this set. Moreover, the highest order of derivatives in Dc is denoted by M .
Lemma 4.6 If Assumption 4.8 holds, then we have
m−1∑
j=0
h2(j−m)|vh − Πchvh|2j,h + |Πchvh|2m,h . ‖vh‖2h ∀vh ∈ Vh. (4.9)
Proof. The proof follows the same arguments of [9, 7, 11], and so we only sketch the main
points. By the standard scaling argument,
∑
T∈Th
‖vh − Πchvh‖20,T .
M∑
i=0
∑
F∈Fh
h2i+nF
∑
|α|=i
max
y∈F
|[∂αh vh](y)|2. (4.10)
We estimate the right hand side of (4.10) in two cases:
1. i ≥ m. By the standard scaling argument and inverse inequality,∑
F∈Fh
h2i+nF
∑
|α|=i
max
y∈F
|[∂αvh](y)|2 . h2m|vh|2m ≤ h2m‖vh‖2h.
2. i < m. Thanks to Lemma 3.2, we have∑
F∈Fh
h2i+nF
∑
|α|=i
max
y∈F
|[∂αh vh](y)|2 . h2i+nh2m−2i−n‖vh‖2h = h2m‖vh‖2h.
To sum up, we have
‖vh − Πchvh‖20 . h2m‖vh‖2h.
The rest of estimate follows from the inverse inequality.
Remark 4.7 The Assumption 4.8 has been verified for various cases; see [17, 6] for the case
in which m = 1, [9, 15] for m = 2 in 2D, [25] for m = 2 in 3D, and [12, 13] for arbitrary
m ≥ 1 in 2D.
Let P0(Th) be the piecewise constant space on Th. To obtain the quasi-optimal error esti-
mate under Assumption 4.8, we first define the piecewise constant projection P 0h : L2(Ω) 7→
P0(Th) as
P 0hv|T :=
1
|T |
∫
T
v ∀T ∈ Th. (4.11)
We further define the average operator on ωF as
P 0ωF v =
1
|ωF |
∫
ωF
v. (4.12)
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4.2 Error estimate by conforming relatives
Lemma 4.8 Under Assumption 4.8, if f ∈ L2(Ω), then
sup
vh∈Vh
|ah(u, vh)− 〈f, vh〉|
‖vh‖h . infwh∈Vh ‖u− wh‖h + h
m‖f‖0
+
∑
|α|=m
‖∂αu− P 0h∂αu‖0 + ∑
F∈Fh
‖∂αu− P 0ωF ∂αu‖0,ωF
 . (4.13)
Proof. For any wh ∈ Vh,
ah(u, vh)− (f, vh) = ah(u, vh − Πchvh)− (f, vh − Πchvh)
= ah(u− wh, vh − Πchvh) + ah(wh, vh − Πchvh)− (f, vh − Πchvh)
For the first and third terms, we have
|ah(u− wh, vh − Πchvh)| . ‖u− wh‖h‖vh − Πchvh‖h . ‖u− wh‖h‖vh‖h,
|(f, vh − Πchvh)| . ‖f‖0‖vh − Πchvh‖0 . hm‖f‖0‖vh‖h.
(4.14)
Next, we estimate the second term. First,
ah(wh, vh − Πchvh) =
∑
|α|=m
∑
T∈Th
∫
T
∂αwh∂
α(vh − Πchvh)
+ η
L∑
l=1
∑
F∈Fh
h
1−2(n+1)(L−l+1)
F
∫
F
∑
|β|=m−(n+1)(L−l+1)
~∂βhwh · ~∂βh vh
:= E1 + E2 + E3,
where
E1 :=
∑
|α|=m
∑
T∈Th
∫
T
∂αwh∂
α(vh − Πchvh) + ∂α+ejα,1wh∂α−ejα,1(vh − Πchvh),
E2 := −
∑
|α|=m
∑
T∈Th
∫
T
∂α+ejα,1wh∂
α−ejα,1(vh − Πchvh),
E3 := η
L∑
l=1
∑
F∈Fh
h
1−2(n+1)(L−l+1)
F
∫
F
∑
|β|=m−(n+1)(L−l+1)
~∂βhwh · ~∂βh vh.
First we have
E3 = η
L∑
l=1
∑
F∈Fh
h
1−2(n+1)(L−l+1)
F
∫
F
∑
|β|=m−(n+1)(L−l+1)
~∂βh (u− wh) · ~∂βh vh.
which means that
|E3| . ‖u− wh‖h‖vh‖h. (4.15)
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By Lemma 2.8 and Green’s formula, we have
E1 =
∑
|α|=m
∑
T∈Th
∫
∂T
∂αh wh∂
α−ejα,1
h (vh − Πchvh)νjα,1
=
∑
|α|=m
∑
F∈Fh
∫
F
{∂αh wh}~∂α−ejα,1h (vh − Πchvh)jα,1
+
∑
|α|=m
∑
F∈Fi
h
∫
F
~∂αh whjα,1{∂α−ejα,1h (vh − Πchvh)} (Eq. (3.3) in [2])
=
∑
|α|=m
∑
F∈Fh
∫
F
{∂αh wh − P 0h∂αu}~∂α−ejα,1h (vh − Πchvh)jα,1
+
∑
|α|=m
∑
F∈Fi
h
∫
F
~∂αh wh − P 0ωF ∂αujα,1{∂
α−ejα,1
h (vh − Πchvh)}.
Therefore, it follows from the trace inequality and inverse inequality that
|E1| .
∑
|α|=m
∑
F∈Fh
h−1F ‖∂αh wh − P 0h∂αu‖0,ωF |vh − Πchvh|m−1,h
+
∑
|α|=m
∑
F∈Fh
h−1F ‖∂αh wh − P 0ωF ∂αu‖0,ωF |vh − Πchvh|m−1,h
.
∑
|α|=m
‖∂αh wh − P 0h∂αu‖0 + ∑
F∈Fh
‖∂αh wh − P 0ωF ∂αu‖0,ωF
 ‖vh‖h.
(4.16)
For the estimate of E2, we obtain
E2 = −
∑
|α|=m
∑
T∈Th
∫
T
∂ejα,1(∂αwh − P 0h∂αu)∂α−ejα,1(vh − Πchvh),
which gives
|E2| .
∑
|α|=m
h−1‖∂αh wh − P 0h∂αu‖0|vh − Πchvh|m−1,h
.
∑
|α|=m
‖∂αh wh − P 0h∂αu‖0‖vh‖h.
(4.17)
We therefore complete the proof by (4.14), (4.15), (4.16), (4.17), and the triangle inequality.
From Lemma 4.8, we have the following theorem.
Theorem 4.9 Under Assumption 4.8, if f ∈ L2(Ω) and u ∈ Hm+t(Ω), then
‖u− uh‖h . hs|u|m+s + hm‖f‖0, (4.18)
where s = min{1, t}.
5 Numerical Tests
In this section, we present several numerical results to support the theoretical results obtained
in Section 4. The parameter is set to be η = 1.
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5.1 m = 3, n = 2, smooth solution
5.1 m = 3, n = 2, smooth solution
In the first example, we choose f = 0 so that the exact solution is u = exp(piy) sin(pix) on
Ω = (0, 1)2, which provides the nonhomogeneous boundary conditions. After computing (3.2)
for various values of h, we calculate the errors and orders of convergence in Hk(k = 0, 1, 2, 3)
and report them in Table 5.1. The table shows that the computed solution converges linearly
to the exact solution in the H3 norm, which is in agreement with Theorem 4.3 and Theorem
4.9.
Table 5.1: Example 1: Errors and observed convergence orders.
1/h ‖u− uh‖0 Order |u− uh|1,h Order |u− uh|2,h Order |u− uh|3,h Order
8 2.1388e-2 – 2.8269e-1 – 2.4606e+0 – 8.5726e+1 –
16 3.7707e-3 2.50 4.4020e-2 2.68 5.9908e-1 2.04 4.2855e+1 1.00
32 9.8025e-4 1.94 6.6082e-3 2.74 1.4438e-1 2.05 2.1369e+1 1.00
64 2.7203e-4 1.85 1.5666e-3 2.08 3.6289e-2 1.99 1.0687e+1 1.00
Figure 5.1: Uniform grids for Example 1 and Example 2.
(a) Example 1: Unit square do-
main
h
(b) Example 2: L-shaped domain
h
5.2 m = 3, n = 2, L-shaped domain
In the second example, we test the method in which the solution has partial regularity on a
non-convex domain. To this end, we solve the tri-harmonic equation
(−∆)3u = 0
on the 2D L-shaped domain Ω = (−1, 1)2 \ [0, 1)× (−1, 0] shown in Figure 5.1b. The exact
solution is
u = r2.5 sin(2.5θ),
where (r, θ) are polar coordinates. Due to the singularity at the origin, the solution u ∈
H3+1/2(Ω). As shown in Table 5.2, the method does converge with the optimal order h1/2 in
the broken H3 norm.
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Table 5.2: Example 2: Errors and observed convergence orders.
1/h ‖u− uh‖0 Order |u− uh|1,h Order |u− uh|2,h Order |u− uh|3,h Order
4 1.7045e-3 – 1.3625e-2 – 8.2377e-2 – 1.3897e+0 –
8 5.1684e-4 1.72 3.2787e-3 2.06 3.1536e-2 1.39 1.0045e+0 0.47
16 2.0898e-4 1.31 1.1035e-3 1.57 1.2527e-2 1.33 7.1864e-1 0.48
32 9.0652e-5 1.21 4.7740e-4 1.21 5.1739e-3 1.28 5.1110e-1 0.49
64 4.0534e-5 1.16 2.1548e-4 1.15 2.1951e-3 1.24 3.6240e-1 0.50
6 Concluding remarks
In this paper we propose and study the interior penalty nonconforming finite element meth-
ods for the 2m-th order partial differential equations in any dimension. The nonconforming
finite elements are minimal locally and are consistent to the Morly-Wang-Xu elements when
m ≤ n. For the cases in which m > n, interior penalty terms are added to control the consis-
tency error. We then provide two kinds of error estimates — one requires the extra regularity,
and the other assumes only minimal regularity but the existence of the conforming relatives.
Due to the simplicity and flexibility of the interior penalty nonconforming methods, a direct
discretization of high-order partial differential equations becomes practical.
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