Abstract. We revisit the phenomenon of instability of solitons in the generalized Korteweg-de Vries equation, u t + ∂ x (u xx + u p ) = 0. It is known that solitons are unstable for nonlinearities p ≥ 5, with the critical power p = 5 being the most challenging case to handle. This was done by Martel-Merle in [11] , where the authors crucially relied on the pointwise decay estimates of the linear KdV flow. In this paper, we show simplified approaches to obtain the instability of solitons via truncation and monotonicity, which can be also useful for other KdV-type equations.
Introduction
In this paper we consider the L 2 -critical generalized KdV equation:
(gKdV) u t + u xxx + (u 5 ) x = 0, x ∈ R, t ∈ R.
(1.1)
During their lifespan, the solutions u(t, x) to (1.1) conserve the mass and energy:
Also, for solutions u(t, x) decaying at infinity on R the following invariance holds R u(t, x) dx = R u(0, x) dx, which is obtained by integrating the original equation on R.
For the existence of solutions, one typically considers the Cauchy problem
with s ≥ R and p being an integer (although it is possible to consider continuous power p with the nonlinear term replacement ∂ x (|u| p−1 u), however, the equation in the odd power cases would differ slightly from ∂ x (u p ), nevertheless, the well-posedness theory would work the same. For this paper we are only interested in the initial data in H 1 (R) space, and the local well-posedness sufficient for this case is available from the classical work of Kenig-Ponce-Vega [6] (in fact, the where Q is a radial positive solution in H 1 (R) of the well-known nonlinear elliptic equation
Note that Q ∈ C ∞ (R), ∂ r Q(r) < 0 for any r = |x| > 0 and it is exponentially decaying at infinity |∂ α Q(x)| ≤ c(α) e −|x|
for any x ∈ R.
(1.4)
The questions about stability of travelling waves (1.3) have been one of the key features in the gKdV theory, and have attracted a lot of attention in the last twenty years. The purpose of this note is to review approaches available to study stability and instability questions in the generalized KdV equation, specifically, in the critical case. The criticality notion comes from the scaling symmetry of the equation (1.2), which states that an appropriately rescaled version of the original solution is also a solution of the equation. For the equation (1.1) it is u λ (t, x) = λ and thus, the reference of (1.1) as the L 2 -critical equation. (There are also other symmetries such as translation and dilation.)
The original breakthrough for the critical gKdV equation in obtaining the instability of travelling waves (which later led to the existence of blow-up solutions) was done by Martel and Merle in [14] , which heavily rely on [9] , for the first blow-up result refer to the paper by Frank Merle [9] , also see [12] - [13] . In other cases (p = 5) the stability of solitons (as well as asymptotic stability) is known for p < 5, for example, see [10] ; for classical orbital stability results refer to [5] and [1] , where it was also shown the instability of solitons for p > 5. The supercritical case p > 5 was revisited by Combet in [3] , where among other things he gave a nice argument of instability via the so-called monotonicity properties, see [3, §2.3] . This note was partially motivated by his argument.
The motivation of this paper is two-fold: one is to revisit the instability in the critical case, as it is the most challenging, and show simplified approaches to obtain it (in the original proof of [11] the authors crucially relied on the pointwise decay estimates of the linear shifted KdV flow, and then made a double in time application of them to the nonlinear problem); here, we show two proofs: one via the truncation and monotonicity, and the second one is only relying on monotonicity. Another purpose of this review is to set the stage for other generalizations of the gKdV equation, for example, for BO, BBM, KP-type equations, including the higher dimensional generalizations such as Zakharov-Kuznetsov (ZK) equation, the supercritical case of which we investigate in part II of this project [4] .
We now give the precise concept of stability and instability of solitons used in this work. For α > 0, the neighborhood (or "tube") of radius α around Q (modulo translations) is given by
(1.5) Definition 1.1 (Stability of Q). We say that Q is stable if for all α > 0, there exists δ > 0 such that if u 0 ∈ U δ , then the corresponding solution u(t) is defined for all t ≥ 0 and u(t) ∈ U α for all t ≥ 0.
Definition 1.2 (Instability of Q).
We say that Q is unstable if Q is not stable, in other words, there exists α > 0 such that for all δ > 0 such that if u 0 ∈ U δ , then there exists
The main result of this paper, which we revisit and show different ways to prove, reads as follows.
and |ε 0 (y)| ≤ c e −δ|y| for some c > 0 and δ > 0, (1.6) then there exists t 0 = t 0 (u 0 ) such that u(t 0 ) / ∈ U α 0 , or explicitly,
Remark 1.4. We note that in the above version of the instability statement, we use the initial data (1.6) with ε 0 decaying exponentially. In the original proof of [11] the authors showed the instability on a larger class data, i.e., with ε 0 decaying polynomially of a certain degree specified. For the purpose of showing the instability phenomenon, it is not important how large the set of initial data is, in fact, as it was pointed out in [3] , it is sufficient to exhibit one example (for example, a sequence, converging to the solution with the needed properties). On our set of initial data, it is easier to show the L 2 exponential decay on the right of the soliton, which gives the monotonicity property, the crucial but simple ingredient in our proof. To be able to show the instability on the polynomially decaying initial data, Martel-Merle had to use the pointwise decay estimates in [11] .
The paper is organized as follows. In Section 2 we review the properties of the ground state Q together with the linearized equation around it as well as the modulation theory. In Section 3 we discuss the concept of monotonicity, and as a consequence, the L 2 exponential decay on the right of the soliton. In Section 4 we revisit the virial-type estimates. The next Section 5 contains the proof of the instability via truncation and monotonicity, and in the last Section 6 we give an alternative proof relying only on monotonicity (and without any truncation).
Preliminaries on Q and the linearization around it
We start with considering the canonical parametrization of the solution u(t, x):
and since we will be studying solutions close to Q, we define their difference ε = v − Q by ε(t, y) = v(t, y) − Q(y).
We rescale the time t → s by ds dt = 1 λ 3 , so ε = ε(s, y).
2.1.
The linearized equation around Q and its properties. We have the following equation for ε.
Lemma 2.1. For all s ≥ 0, we have
where the generator Λ of scaling symmetry is defined by
and L is the linearized operator around Q
3)
and the higher order in ε remainder R(ε) is given by
Proof. It is a straightforward computation, also refer to Martel-Merle [11, Lemma 1].
Spectral properties of L.
It is important to recall the properties of the operator L = −∂ xx + 1 − 5Q 4 (see Kwong [7] for all dimensions, Weinstein [15] for dimension 1 and 3, also Maris [8] and [2] ). (1) L is a self-adjoint operator and σ ess (L) = [λ ess , +∞) for some λ ess > 0 (2) ker L = span{Q y } (3) L has a unique single negative eigenvalue −8 associated to a positive radially symmetric eigenfunction Q 3 . Moreover, there exists δ 0 > 0 such that |Q 3 (x)| e −δ 0 |x| for all x ∈ R (which is obvious in the light of (1.4)).
In general, the operator L is not positive-definite, however, the following lemma shows that if certain directions are removed from consideration, then it becomes positive.
We also observe that
where Λ is defined in (2.2), furthermore, in this L 2 -critical case, (ΛQ, Q) = 0 (this is one of the reasons that the argument of Combet [3] to show the instability in the supercritical gKdV does not work in the critical case).
2.3.
Conservation laws for ε. Our next item is to derive the mass and energy conservation for ε. Denoting
, we have that the following result holds.
Lemma 2.4. For any s ≥ 0, the mass and energy of ε are conserved as follows
Moreover, the energy linearization is
and if ε H 1 ≤ 1, then there exists c 0 > 0 such that
Proof. See [11, Lemma 3].
2.4.
Modulation Theory. Now that we know how to make the operator L positive (from Lemma 2.3, to enforce the orthogonality conditions (2.5), we use the modulation (which is proved via the implicit function theorem). Given λ 1 , x 1 ∈ R and u ∈ H 1 (R), we define
Observe that if u is small in the sense of definition (1.5), then it is possible to choose parameters
Proposition 2.5 (Modulation Theory). There exists α, λ > 0 and a unique C 1 map
Moreover, there exists a constant C 1 > 0, such that if u ∈ U α , with 0 < α < α, then
Now, assume that u(t) ∈ U α , for all t ≥ 0. We define the functions λ and x as follows Definition 2.6. For all t ≥ 0, let λ(t) and x(t) be such that ε λ(t),x(t) defined according to equation (2.9) satisfy ε λ(t),x(t) ⊥ Q and ε λ(t),x(t) ⊥ Q y .
In this case we also define
Estimates on Parameters.
To get a more precise control of the parameters x(t) and λ(t), we again rescale the time t → s by
Indeed, the following proposition provides us with the equations and estimates for λ s λ and
Lemma 2.7 (Modulation parameters). There exists 0 < α 1 < α such that if for all t ≥ 0, u(t) ∈ U α 1 , then λ and x are C 1 functions of s and they satisfy the following equations
Moreover, there exists a universal constant
Proof. See [11, Lemmas 4 and 12].
We are now ready to discuss the approach of monotonicity.
Monotonicity
As it was remarked in [14] , the solution u(x, t) has the mass around its center x(t) versus the mass to the right of the soliton being a time decreasing function. The solution to the right of the soliton is small in L 2 sense. To demonstrate that, we first introduce the L 2 localization functional I, see (3.1), and then show the exponential decay of L 2 norm to the right of the soliton. For M ≥ 4, denote
It is easy to check the following properties: 
Let x(t) ∈ C 1 (R, R), and for x 0 , t 0 > 0 and t ∈ [0, t 0 ] define the functional
where u ∈ C(R, H 1 (R)) is a solution of the critical gKdV equation (1.1), satisfying
While the next property is basically known, we provide it here for completeness.
Lemma 3.1 (Almost Monotonicity). Let M ≥ 4 be fixed and assume that x(t) is an increasing function satisfying
2) with α < α 0 , then for all x 0 > 0 and t 0 , t ≥ 0 with t ∈ [0, t 0 ], we have
Proof. Using the equation and the fact that |ψ
, we obtain the following bound on the derivative of the functional I x 0 ,t 0 (t):
Estimating the last term on the right hand side of the last inequality, we view it in terms of closeness to Q and write
For the first term on the right hand side of (3.4), we divide the integration into two regions |x−x(t)| ≥ R 0 and |x−x(t)| < R 0 , where R 0 is a positive number to be chosen later. Therefore, since Q(x) ≤ ce −|x| , we get
When |x − x(t)| < R 0 , we estimate
where in the first inequality we used that x(t) is increasing, t 0 ≥ t and x 0 > 0, to compute the modulus of the first term and in the second line we used the assumption x(t 0 ) − x(t) ≥ 3 4
Therefore, choosing α such that c α Q
and R 0 such that c Q 3
, collecting (3.5)-(3.6), we obtain
Inserting the previous estimate into (3.3), we get that there exists C > 0 such that
(t 0 −t) .
Finally, integrating on [t, t 0 ], we obtain the desired inequality for some θ = θ(M) > 0.
We now show the exponential decay of the L 2 norm to the right of the soliton.
Lemma 3.2. Let x(t) satisfy the assumptions of Lemma 3.1 and assume that x(t) ≥ 
Proof. From Lemma 3.1 with t = 0 and replacing t 0 by t, we deduce that for all t ≥ 0
M . This is equivalent to
On the other hand,
where in the last inequality we have used the fact that ψ is increasing and ψ(0) = 1/2. Now, since −x(t) + 1 2 t ≤ 0 and ψ is increasing, we get
The assumptions |u 0 (x)| ≤ c e −δ|x| and ψ(x) ≤ c e
where in the last inequality we used the fact that
Collecting the above estimates, we obtain the inequality (3.7).
Virial-type estimates
In this section, we define a quantity depending on the ε variable that plays an important role in our instability proof. Indeed, let ϕ ∈ C ∞ 0 (R) be a decreasing function with
Then ϕ A (y) = 1 for y ≤ A and ϕ A (y) = 0 for y ≥ 2A. Note that
Next, define a function Moreover, F is a bounded function on all of R. Now, we define the functional
The nontruncated version of this virial-type functional appeared in [11, Section 3] . The strategy in [11] was to show that a virial-type functional is well-defined, bounded above, however, its derivative is bounded from below by a positive constant, which all together led to a contradiction for large times. We will use the same approach, however, in this proof we will avoid using pointwise decay estimates as it was done in [11] . Truncation helps in a straightforward way to get an upper bound on the functional. The bound on the derivative from below turns out to be impossible to get only via truncation, and we use the monotonicity. On the other hand, if we remove the truncation, then it is possible to control virial-type functional only with monotonicity, which we show in the last section. We include both proofs to illustrate different approaches. It is clear that J A (s) is well-defined if ε(s) ∈ L 2 (R) due to the truncation. Furthermore, J A is upper bounded by a constant depending on A and ε 2 . Indeed, from the definition of ϕ A , we deduce that
In the next lemma we compute the derivative
Lemma 4.1. Suppose that ε(s) ∈ H 1 (R) for all s ≥ 0 and ε(s)
where there exists a universal constant C 3 > 0 such that for all A ≥ 1 we have
Proof. First, from Lemma 2.1, we have,
where R(ε) is given by relation (2.4).
We start with estimating the last term. Since ϕ A ∞ ≤ 1 and ϕ y ∈ L ∞ (R), integrating by parts, we obtain
where in the last line we have used the Gagliardo-Nirenberg inequality and the fact that
Dealing with the second term (II), we get
where, due to F y = ΛQ, see (4.1), yields
Now, integration by parts gives
and therefore, 1 2 ΛQ
Moreover, since ϕ A − 1 ∞ ≤ 2 and supp(ϕ A − 1) ⊂ {y ∈ R : y ≥ A} , we have
Note that yΛQ 1 ≤ 3 yQ 2 = const.
On the other hand, since ΛQ ⊥ Q (we are in the critical case)
where, since ϕ A − 1 ∞ ≤ 2, ϕ ′ ∈ L ∞ and supp(ϕ A − 1) ⊂ {y ∈ R : y ≥ A}, we obtain that
with the constant c independent of A and ε.
Next we estimate the term (I). Applying integration by parts, we get
Let us first consider the term (I.3). Using the definition (2.2), we have
where
with the constant c > 0 independent of ε and A.
Next, we turn to the term (I.2). Integration by parts yields
where in the last line we used the definition (4.2). We estimate R 4 (ε, A). Indeed, it is clear that
Moreover,
Collecting the last two estimates, we deduce
where c > 0 is again independent of ε and A.
To estimate (I.1) we recall the definition of the operator L to deduce
Therefore,
So using that L is a self-adjoint operator and L(ΛQ) = −2Q, we get
We estimate the terms in R 5 (ε, A) separately. First, note that
Next,
Hence, for A ≥ 1
where once again c > 0 is independent of ε and A.
Collecting all above estimates, we obtain
Finally, there exists a universal constant C 3 > 0 (independent of ε and A) such that, in view of (4.5), (4.6), (4.7), (4.8), (4.9) and (4.10), for all A ≥ 1 the inequality (4.4) holds. 
Proof. First, observe that from the definition (2.6), we have
and so M 0 − 2 ε 0 Q = ε 0 2 2 . Next, from (2.8) we deduce
which implies, for some universal constant c > 0, that
by the definition of L, and the fact that ε 0 ∞ ≤ ε 0 H 1 ≤ 1.
Finally,
and setting C 4 = c + . There exists 0 < α 2 < 1 such that if ε(s) H 1 < α, |λ(s) − 1| < α, where α < α 2 , and ε(s) ⊥ {Q y , Q 3 } for all s ≥ 0, then there exists a universal constant C 5 > 0 such that
Proof. This is Lemma 11 in Martel-Merle [11] , however, we provide a proof here, since our statement differs slightly from the one in [11] . From (2.8) we have 12) where in the last line we have used the coercivity of the quadratic form (L·, ·), provided ε(s) ⊥ {Q y , Q 3 }, see Lemma 2.3. Now, there exists α 2 > 0 such that if ε(s) H 1 < α for all s ≥ 0, where α < α 2 , then
Therefore, the last term on the right hand side of (4.12) may be absorbed into the left side, and we obtain
where in the last line we have used the second relation in (2.7). Next, we use the last estimate to control the H 1 -norm of ε(s). Indeed, from the definition of L, we have
Finally, since |λ(s) − 1| < α, for α < 1 we have |λ(s) + 1| ≤ 3, and applying Lemma 4.2, we deduce
which implies, since α < 1, the existence of an universal constant C 5 > 0 such that
which concludes the proof.
The proof of H 1 -instability of Q
In this section we prove Theorem 1.3. Let 0 < b 0 < 1 to be chosen later and set the initial data u 0 = Q + ε 0
Moreover, we can also assume that
and, for all y ∈ R |ε 0 (y)| ≤c e −δ|y| for somec > 0 andδ > 0. (5.3)
Remark 5.1. One simple example of such initial data is (for all n ∈ N)
where r ∈ R is chosen such that ε
Assume, by contradiction, that Q is stable. Therefore, for α 0 < α, where α > 0 is given by Proposition 2.5, if b 0 is sufficiently small, we have u(t) ∈ U α 0 (recall (1.5)). Thus, from Definition 2.6, there exist functions λ(t) and x(t) such that
and also λ(0) = 1 and x(0) = 0 (by (5.2)).
Next rescaling time t → s by ds dt = 1 λ 3 and taking α 0 < α 1 , where α 1 > 0 is given by Lemma 2.7, we obtain that λ(s) and x(s) are C 1 functions and ε(s) satisfies the equation (2.1). Moreover, from Proposition 2.5, since u(t) ∈ U α 0 , we have
Furthermore, in view of (2.10), if α 0 > 0 is small enough, we deduce that
Since x t = x s /λ 3 , we conclude that
Therefore, we can choose α 0 > 0 small enough such that
The last inequality implies that x(t) is increasing and by the Mean Value Theorem
for every t 0 , t ≥ 0 with t ∈ [0, t 0 ]. Also, recalling x(0) = 0, another application of the Mean Value Theorem yields
for all t ≥ 0. Finally, by assumption (5.3) and properties of Q, we have
for some c > 0 and δ > 0. Hence, from Lemma 3.2, for a fixed M ≥ max{4, 1 δ }, there exists C = C(M, δ) > 0 such that for all t ≥ 0 and x 0 > 0, we have
The next result provides L 2 exponential decay on the right also for ε(s). Proof. From the definition of ε(s), we have
.
Recalling the property of Q (and that M ≥ 4), we get 5) and if α 0 < (2C 1 ) −1 , then 1/2 ≤ λ(s) ≤ 3/2. Therefore, using Lemma 3.2 and (5.5), we deduce that 
where κ is given by (4.11). Therefore, from (4.3) and (5.4), it is clear that for all s ≥ 0.
Moreover, using Lemma 4.1, we also have
In the next result we obtain a strictly positive lower bound for d ds K A (s) for a certain choice of α 0 , b 0 and A. term: taking a large A will make A 1/2 big, while the tail of ε in ε(s) L 2 (y≥A) has to balance the growth of A 1/2 , which is delicate and only possible to get via monotonicity (also, with pointwise decay estimates as in the original proof in [11] , but we are trying to avoid that here).
Continuing, by Lemma 4. Finally, we have all the ingredients to obtain the main result. which is a contradiction with (5.6), the boundedness of K A (s) for all s > 0. Thus, our original assumption that Q is stable is not valid and this finishes the proof.
6. An alternative proof without truncation
We define J(s) = R ε(s)F (y) dy.
Since we don't have any truncation now, our first goal is to show that J(s) is well-defined and upper bounded 2 for all s ≥ 0 under a certain choice of initial condition ε 0 . To this end we use Monotonicity, see Lemma 3.2. Indeed, assume that ε 0 satisfies the assumptions (5. 
