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Probability density derivation and analysis of SINR
in massive MIMO systems with MF beamformer
Shu Feng, Gu Chen, Wang Mao, Stevan Berber, and You Xiaohu
Abstract
In massive MIMO systems, the matched filter (MF) beamforming is attractive technique due to its extremely
low complexity of implementation compared to those high-complexity decomposition-based beamforming techniques
such as zero-forcing, and minimum mean square error. A specific problem in applying these techniques is how to
qualify and quantify the relationship between the transmitted signal, channel noise and interference. This paper
presents detailed procedure of deriving an approximate formula for probability density function (PDF) of the signal-
to-interference-and-noise ratio (SINR) at user terminal when multiple antennas and MF beamformer are used at
the base station. It is shown how the derived density function of SINR can be used to calculate the symbol error
rate of massive MIMO downlink. It is confirmed by simulation that the derived approximate expression for PDF is
consistent with the simulated PDF in medium-scale and large-scale MIMO systems.
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2I. INTRODUCTION
RECENTLY, massive multi-user MIMO (MU-MIMO) is an up-to-date active research area in wirelesscommunications due to its extremely high multiplexing and diversity gains, and fine spatial resolution
[1]–[4]. It has been viewed as a strong candidate for key techniques of the future-generation wireless networks. In
traditional MU-MIMO scenarios, several classic linear precoding schemes are developed like matched filter (MF),
zero-forcing (ZF) [5], [6], block diagonalization (BD) [7], maximum signal-to-leakage-plus-noise ratio (Max-SLNR)
[8], singular value decomposition (SVD) [9], and channel inversion plus regularization including minimum mean
square error (MMSE) [10], [11]. These precoders can be readily extended to massive MU-MIMO systems. However,
the beamforming performance in massive MU-MIMO is intimately related to pilot structures and degree of precision
of channel estimation [4], [12], [13]. In [12], for the assumed channel characterized by the Gauss-Markov random
process, a novel pilot design criterion is proposed to minimize the channel estimation mean square error such that
sum-rate (channel capacity) is improved. In [13], an orthogonal pilot transmit scheme is proposed for multi-cell
environment. Compared to non-orthogonal pattern, it can achieve an over 15dB signal-to-interference-and-noise
ratio (SINR) gain.
The decomposition-based precoders such as ZF, BD, MMSE and Max-SLNR require about KN3 complex
multiplications (CMs) where N and K stand for the number of antennas at base station (BS) and the number
of users in system, respectively. Thus, precoding complexity is a challenging issue as the number of antennas at
BS approaches several hundred even one thousand. In [14], authors design a reduced-complexity ZF precoder for
massive MIMO. A truncated polynomial expansion of matrix inversion in [15] is applied to the regularized zero
forcing to reduce the computational amount of matrix inversion and the corresponding coefficients are optimized
to maximize the SINR in multi-cell MIMO system. However, the complexity of these precoding algorithms is still
much larger than KN CMs (Complexity of MF). As a low-complexity precoder, MF tends to the optimal linear
precoder SVD in the sum-rate sense from [1]–[4] as N approaches large-scale.
In the development of precoding schemes the main problem is how to find the probability density function of
SINR in a massive MIMO system with MF precoder at BS. The solution of this problem is very important,because
this PDF is necessary to compute the probability of symbol error and outage performance of massive MIMO. For
3this reason, an approximate expression of the PDF formula for SINR is derived and confirmed by simulation.
This paper is organized as follows. System model is described in Section II. Section III presents the detailed
deriving process and skills of the PDF of SINR. The numerical results are shown and discussed in section IV, and
Section V concludes this paper.
Notations: throughout the paper, matrices, vectors, and scalars are denoted by letters of bold upper case, bold
lower case, and lower case, respectively. Signs (•)∗, (•)T , and Tr(•) denote matrix conjugate, transpose, and trace,
respectively.
II. SYSTEM MODEL
For a multi-user MIMO system with single BS and K users, the MF beamforming vector of user k at BS is
defined as vk= h
∗
k
‖hk‖2
, where each user is assumed to have only one antenna, and hk is the N × 1 channel vector
of user k with each component being independent CN (0, σ2h) and N being the number of transmit antennas at BS.
When the original MF precoder vk= h
∗
k
‖hk‖2
is used at BS, the signal received by user k is
rk=ρ
1√
Nσh
h
T
k
h
∗
k
‖ hk ‖2 sk+ρ
1√
Nσh
h
T
k
K∑
l=1,l 6=k
h
∗
l
‖ hl ‖2 sl+nk, (1)
where ρ2 is a parameter proportional to the transmit power at BS, sk and sl are the transmitted data symbols for
users k and l, nk is the additive white Gaussian noise with mean zero and variance σ2n, and the normalized factor
1/(
√
Nσh) is to ensure that the average received signal-to-noise-ratio (SNR) is equal to ρ2/σ2n. From (1), the SINR
for user k is given by
γk =
ρ2
Nσ2h
(
h
T
k h
∗
k
)
σ2n +
ρ2
Nσ2h
K∑
l=1,l 6=k
hTk
h∗l
‖hl‖2
hTl
‖hl‖2
h∗k
. (2)
which can be written as
γk =
ρ2
Nσ2h
(
h
T
k h
∗
k
)
σ2n +
ρ2
Nσ2h
‖ hk ‖22
K∑
l=1,l 6=k
hTk
‖hk‖2
h∗l
‖hl‖2
hTl
‖hl‖2
h∗k
‖hk‖2
=
ρ2
Nσ2h
(
h
T
k h
∗
k
)
σ2n +
ρ2
Nσ2h
(
hTk h
∗
k
) K∑
l=1,l 6=k
h′Tk h
′∗
l h
′T
l h
′∗
k
.
(3)
4where
h
′
k =
hk
‖ hk ‖2 , (4)
and
h
′
l =
hl
‖ hl ‖2 (5)
The sum-rate of all users is
Rsum =
K∑
k=1
log2 (1 + γk) . (6)
III. DERIVED APPROXIMATE PDF OF SINR
For convenience of deriving the PDF of the SINR defined in (3), we first define
x =
ρ2
Nσ2h
h
T
k h
∗
k, (7)
and
yl = h
T
k′h
∗
l′ , (8)
Without loss of generality, we can rewrite (3) as
γ =
x
σ2n + x
K∑
l=1,l 6=k
yly
∗
l
. (9)
From (9), it is obvious that we can derive the probability density function (PDF) of γ provided that the PDFs of
x and y are known. Therefore, our first task is to calculate the PDF formulas of random variables x and y.
Random variable x in (7) is expanded as a sum of squares of 2N independent and identically distributed real
Gaussian random variables
x=
ρ2
2N
N∑
i=1
([√
2
σh
Re (hki)
]2
+
[√
2
σh
Im (hki)
]2)
︸ ︷︷ ︸
x˜
, (10)
where Re(a) and Im(a) represent the real and imaginary parts of complex scalar a, respectively. Obviously, the
random variable x˜ in (10) is a sum of squares of 2N independent and identically distributed real Gaussian random
5variables with zero mean and unit variance, and has a central χ2(2N) distribution which yields the PDF of x from
(10)
fx(x) =
xN−1e
− x
2cS
(2CS)NΓ(N)
, (11)
with
CS =
ρ2
2N
, (12)
and
Γ(a) =
∫
+∞
0
ta−1e−tdt. (13)
From the definition of yl in (8), yl is expanded as
yl =
N∑
n=1
h′knh
′∗
ln, (14)
which is regarded as the sum of N independent random variables h′knh′∗ln for n ∈ {1, 2, · · · , N}. Due to the
central limit theorem, yl can be approximated as a complex Gaussian distribution with mean µy and variance σ2y
for sufficiently large N . Since h′km and h′lm are independent of each other for all k 6= l or n 6= m, their products
are also independent. Therefore,we may find their means as
E
(
h′kmh
′∗
lm
)
= 0. (15)
for all cases of k 6= l or n 6= m. Then, the expected value of y is given by
µy = E(yl) = 0, (16)
and its variance is
σ2y = E
{
[yl − E(yl)]2
}
= E
(
y2l
)− [µyl ]2 = N∑
m=1
N∑
n=1
E
(
h′kmh
′∗
lmh
′
lnh
′∗
kn
)
, (17)
where the expected value of the product of four complex gains within sum operation is equal to 1
N2
except for
m = n, and zero for other situations due to the independent property between these random variables with zero
mean. Thus, σ2y is given by
σ2y =
1
N
. (18)
6Let us define
z =
K∑
l=1,l 6=k
yly
∗
l = CI
K∑
l=1,l 6=k
[Re (y˜l)]2 + [Im (y˜l)]2
︸ ︷︷ ︸
z˜
, (19)
where Re (y˜l) and Im (y˜l) are the normalized real and image parts of yl with zero mean and unit variance,
respectively,
CI =
σ2y
2
=
1
2N
. (20)
From the chi-squared distribution definition, the random variable z˜ in (19) obeys a central chi-squared distribution
with 2K − 2 degrees of freedom. Thus, the random variable z has the PDF as follows
fz(z) =
zK−2e
− z
2CI
(2CI)K−1Γ(K − 1) , (21)
Considering random variables x and z are independent with each other, the joint probability of independent variables
x and z is
fxz(x, z) = fx(x)fz(z). (22)
In accordance with the definitions of γ, x and z, we have the relationship among them
γ =
x
σ2n + xz
=
1
t+ z
, (23)
with
t =
σ2n
x
. (24)
Based on (24), using the Jacobian transformation, we can derive the PDF of t as follows
ft(t) =
σ2Nn
tN+1
e
−
σ2n
2CSt
(2CS)NΓ(N)
. (25)
Let us define w = t+ z, then we have the PDF of random variable w
fw(w) =
∫ w
0
fz(z)ft(w − z)dz =
∫ w
0
σ2Nn e
σ2n
2CS (z−w) zK−2e
−z
2CI
(w − z)N+1(2CS)NΓ(N)(2CI)K−1Γ(K − 1)dz.
(26)
Considering
γ =
1
w
, (27)
7using the single-variable Jacobian transformation, we have the resulting PDF of the SINR γ
fγ(γ) =
1
γ2
fw(
1
γ
) =
1
γ2
∫ 1
γ
0
σ2Nn e
σ2n
2CS(z−
1
γ
) zK−2e
−z
2CI
( 1
γ
− z)N+1(2CS)NΓ(N)(2CI)K−1Γ(K − 1)
dz. (28)
If we define ν = ( 1
γ
− z), the above integral can be further simplified as
fγ(γ) = Cγ
∫ 1
γ
0
(
γ−1 − ν)K−2 eNν−Nσ2nρ2 ν−1
νN+1
dν, (29)
where
Cγ =
σ2Nn e
− 1
2CIγ
(2CS)NΓ(N)(2CI)K−1Γ(K − 1)γ2 =
σ2Nn e
−N
γ NK+N−1
(ρ)2NΓ(N)Γ(K − 1)γ2 . (30)
This completes the derivation of the SINR PDF of user k.
Using (29), we readily attain the following average symbol error rate
P¯SER = α˜
∫
+∞
0
Q
(
β˜γ
)
fγ(γ)dγ, (31)
and average sum-rate
R¯sum = K
∫
+∞
0
log2 (1 + γ) fγ(γ)dγ, (32)
where α˜ and β˜ depend on the modulation method in [17], and the Q function is specified below
Q(x) =
∫
+∞
x
1√
2pi
exp
(
− t
2
2
)
. (33)
IV. SIMULATION AND DISCUSSION
In order to evaluate the validity of the derived approximate PDF of SINR corresponding to the beamformer MF,
by randomly generating many samples of hk, we calculate the exact values of SINR by using (2) and adopt the
function ksdensity() in Matlab software to output the simulated PDF provided that parameters ρ, N , K, σ2h, and
σ2n are fixed. The simulated exact PDF is used as a reference and compared with the derived approximate PDF of
SINR directly computed by (29).
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Fig. 1. PDF of SINR (N = 16, K = 8).
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Fig. 2. PDF of SINR (N = 32, K = 16).
90 0.5 1 1.5 2 2.5 3
0
1
2
3
4
5
6
7
8
9
γ (N=128, K=64)
PD
F 
of
 γ
 
 
Simulated PDF of γ using (3)
Simulated PDF of γ using (3)
Simulated PDF of γ using (3)
Derived PDF of γ using (29)
Derived PDF of γ using (29)
Derived PDF of γ using (29)
ρ2/ σ2
n
=0dB
ρ2/ σ2
n
=5dB
ρ2/ σ2
n
=10dB
Fig. 3. PDF of SINR (N = 128, K = 64).
Fig. 1, Fig. 2, and Fig. 3 demonstrates the curves of PDF of SINR for different typical SNRs defined as ρ2/σ2n
for N = 2K. Obviously, the derived PDFs are in very good agreement with the simulated PDFs for three different
scenarios: N = 16, N = 32, and N = 128.
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Fig. 4, Fig. 5, and Fig. 6 shows the curves of PDF of SINR for different typical values of N for fixed K = 8 and
SNR. Obviously, the derived PDF matches well with the simulated PDF for three different scenarios: ρ2/σ2n = 0dB,
ρ2/σ2n = 5dB and ρ2/σ2n = 10dB.
From the above six figures, we also find, as N increases, the simulated and derived PDFs of SINR converge to
the same Gaussian distribution.
V. CONCLUSION
We derived an approximate expression for the probability density function of SINR for medium-scale and large-
scale MU-MIMO systems with MF beamformer. It is confirmed that the derived probability density function is
11
very close to its counterpart obtained by simulation. The procedure of using the derived function to calculate the
probability of symbol error is presented, which can also be applied to analyze the outage probability and average
capacity.
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