We find a class of minimal hypersurfaces H k as the zero level set of Pfaffians, resp.
Minimal hypersurfaces in R n that can be defined by an algebraic equation have a long history, and some classification results are known in degree 2 and 3 (see e.g. [Hsi67] , [Tka10b] ). In this short note we add to the few known (classes of) explicit examples defined as zero level sets a class of hypersurfaces H k (k = 1, 2, 3, . . .), proven to be minimal in R (k+1)(2k+1) by showing that the expression
which is known to be proportional to the mean curvature (of a hypersurface described as a level set by u (x) = 0), vanishes on u (x) = 0 (cp. equations (4)-(10) below).
For any m = 2k + 2 = 2 dimensional real antisymmetric matrix M consider the Pfaffian:
with
p (M ) is a homogeneous polynomial P (x) of degree in the n := (2 − 1) = (k + 1) (2k + 1) real variables x 1 , x 2 , . . . x n .
Define
While it is obvious that P (x) =: u (x) is harmonic (each x i appears only linearly), hence the first term on the rhs of (1) being trivially = 0, it is also not difficult to prove that
with ρ non singular (in particular on u (x) = 0), where for simplicity we denote ∂u/∂x i by u i and ∂ 2 u/∂x i ∂x j by u ij .
Hence H k is a minimal hypersurface, as (∇u) 2 u − u i u j u ij (which is proportional to the mean curvature, cp. e.g. [Hsi67] ) vanishes on u = 0. To prove (5) note that because of p (x) 2 = det M ,
(M ba denoting the ba matrix element of M −1 ) from which it easily follows that
as for any invertible matrix
While it is obvious (cp. (2)) that (7) is polynomial (of degree − 2) in the matrix elements M .. , the crucial observation is that it is totally antisymmetric in [abcd] , so that when calculating the l.h.s. of (5), ∂p/∂M ab ·∂p/∂M cd can be replaced by its antisymmetric part (obtained by fully anti-symmetrizing
hence
with ρ (x) = Tr S 2 /12 and Tr S 2 ≡ S ab,cd S cd,ab .
While the method of this proof works equally well for determinants of matrices with unconstrained entries 1 (the resulting index structure M ba M dc −M bc M da still has enough [anti]symmetry to conclude a result similar to (10)), one should perhaps explicitly note that the crucial symmetry argument leading to (9)-(10) would not work for (determinants ∆ of) symmetric matrices, as for them one would only get
while
1 Note [Tka10a] where a (different) proof was given for the unconstrained determinental family.
has no particular (anti)symmetry w.r.t. a ↔ c or b ↔ d. Therefore the two first derivative factors of the product 4∆ 2 M ba M dc can in that case not be written as ∆ times a polynomial in the original matrix variables (one should of course also note that the determinant ∆ will no longer be harmonic).
Noting that P 2 (x) = x 1 x 6 − x 2 x 5 + x 3 x 4 (which upon 45 • rotations in the (16), (25) and (34) planes is easily seen to be a standard minimal quadratic cone) let us now discuss the case = 3 (m = 6, resp. k = 2):
for which
and
While for cubic cones some kind of classification does exist (due to Tr S 2 = 24x 2 , Tr S 3 = 48P 3 (x), H 2 would be called an exceptional eigencubic of type (0, 8) in the notation of [Tka10b] ; see also [NTV14] ) and abstract arguments (isomorphism between so (6) and su (4), and each of the cubics invariant under the respective groups) necessitate a congruence of H 2 with Hsiang's hypersurface in R 15 (which is obtained by setting to zero the trace of the third power of a general anti-hermitian 4 × 4 matrix), it is reassuring to verify the correspondence explicitly: using that the Dynkin diagrams of are identical one gets, by taking in the latter case the 6 × 6 matrices E 23 − E 65 , E 12 − E 54 and E 26 − E 35 as corresponding to the positive simple roots of
whereas the usual E 12 , E 23 and E 34 for su (4), and using the explicit map
for the correspondence of L with the [complexification of] so (6) (as the Lie algebra of real antisymmetric 6 × 6 matrices), one finds
as being the (anti-hermitian) element in su (4) corresponding to (13). It is then straightforward to explicitly verify that
This in particular gives a nice geometric understanding of Hsiang's minimal cone in R 15 , as the vanishing of the Pfaffian is equivalent to the columns (rows) of equation (13) being linearly dependent. It also points out that Hsiang's minimal hypersurface is singular not only at the origin, but also when four of the eigenvalues of (13), (±λ 1 , ±λ 2 , ±λ 3 ) vanish; that singular submanifold is given by the vanishing of the coefficient of λ 2 in the characteristic equation of (13) (a quartic), namely 15 − 2x 2 x 3 x 6 x 7 − 2x 2 x 4 x 6 x 8 − 2x 3 x 4 x 7 x 8 − 2x 2 x 5 x 6 x 9 − 2x 3 x 5 x 7 x 9 − 2x 4 x 5 x 8 x 9 + 2x 1 x 3 x 6 x 10 − 2x 1 x 2 x 7 x 10 − 2x 1 x 2 x 8 x 11 − 2x 3 x 4 x 10 x 11 − 2x 7 x 8 x 10 x 11 − 2x 1 x 2 x 9 x 12 − 2x 3 x 5 x 10 x 12 − 2x 7 x 9 x 10 x 12 − 2x 4 x 5 x 11 x 12 − 2x 8 x 9 x 11 x 12 − 2x 1 x 3 x 8 x 13 − 2x 2 x 3 x 11 x 13 − 2x 6 x 7 x 11 x 13 − 2x 1 x 3 x 9 x 14 − 2x 2 x 3 x 12 x 14 − 2x 6 x 7 x 12 x 14 − 2x 4 x 5 x 13 x 14 − 2x 8 x 9 x 13 x 14 − 2x 11 x 12 x 13 x 14 − 2x 1 x 4 x 9 x 15 − 2x 2 x 4 x 12 x 15 − 2x 6 x 8 x 12 x 15 − 2x 3 x 4 x 14 x 15 − 2x 7 x 8 x 14 x 15 − 2x 10 x 11 x 14 x 15 + 2x 1 x 4 x 6 x 11 + 2x 1 x 5 x 6 x 12 + 2x 1 x 4 x 7 x 13 + 2x 2 x 4 x 10 x 13 + 2x 6 x 8 x 10 x 13 + 2x 1 x 5 x 7 x 14 + 2x 2 x 5 x 10 x 14 + 2x 6 x 9 x 10 x 14 + 2x 1 x 5 x 8 x 15 + 2x 2 x 5 x 11 x 15 + 2x 6 x 9 x 11 x 15 + 2x 3 x 5 x 13 x 15 + 2x 7 x 9 x 13 x 15 + 2x 10 x 12 x 13 x 15 = 0,
a non-empty, lower dimensional subset of (the 14-dimensional hypersurface) H 2 . To see why the singular set (21) is at most 9-dimensional, note that the equation ∇P 3 (x 1 , . . . , x 15 ) = 0 can be solved for at least 6 out of the 15 variables x i . Therefore the regular subset of P 3 = 0 2 is 14-dimensional. The argument trivially goes through for all the higher-dimensional hypersurfaces P k+1 = 0.
2 That is the set x ∈ R 15 : P3 (x) = 0 ∧ ∇P3 (x) = 0 .
