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In this study, the sensitivity of trajectory paths to anomalous soil moisture was analyzed during three
different synoptic episodes in June 2006. The MM5 and Noah land surface models were used to simulate
the response of the planetary boundary layer. The HYSPLIT model was used for trajectory analysis. It was
found that the response in horizontal lower-level wind ﬁeld was larger at regions where vertical wind
velocity changes were also large. In addition, the sensitivity to soil moisture changes was signiﬁcant and
localized where convective activity was well developed and synoptic effects did not dominate. A nonlocal effect was felt over the rest of the domain where convection was not present since the model
atmosphere reacted as a whole to compensate for induced changes in vertical velocity. This ﬁnding was
supported by the fact that domain averaged vertical velocities changes were of the order of 0.2 cm s1 or
less at about 650 hPa and about 200 times smaller than modeled local vertical velocity changes. The
largest change in horizontal wind ﬁeld near the surface was found for weak synoptic events on June 11–
12 and June 22–23 while the stronger synoptic event of June 17–18 showed smaller differences. These
changes in wind ﬁeld conditions impacted the transport and dispersion of pollutants. To quantify the
sensitivity of air quality estimates to soil moisture uncertainty, we have used three well known measures
of trajectory differences: the absolute horizontal transport deviation (AHTD), the relative horizontal
transport deviation (RHTD) and the absolute vertical transport deviation (AVTD) for an ensemble of 98
trajectories departing from a region well within the computational domain. For the June 11–12 event it
was found that for wet and dry soil moisture experiments, AHTD, RHTD, and AVGTD can reach values in
the range 60–100 km, 10–20% and 500–900 m at 24 h run time, respectively. For the June 17–18 and June
22–23 events these values of trajectory differences were reduced more than half. These differences in
behavior between time periods are largely attributed to the combined effects of synoptic forcing and the
sensitivity of planetary boundary layer to soil moisture changes during well developed convection. The
implication for air quality studies is that the soil moisture anomaly and related uncertainty in planetary
boundary layer response needs to be incorporated in order to construct an ensemble of the most
probable scenarios in which pollutants are released and transported throughout a given target region.
Ó 2009 Elsevier Ltd. All rights reserved.
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1. Introduction
Emissions from agricultural and animal operations directly
impact the quality of life and health of people that live and work in
proximity to these sites. One example is the so called Concentrated
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Animal Feeding Operations (CAFOS) which are sources of
malodorous gases and particulate emissions. They may be an
important health concern as they can be transported very efﬁciently over several kilometers and affect nearby communities
(Janni, 1982; Gassman, 1993; Wang et al., 2006).
Concentrations of pollutants emitted from sources such as
CAFOS can be modeled using a transport and diffusion equation in
an Eulerian framework. The advantage with this approach is that
complex emission and chemistry scenarios can be considered
although its accuracy and usefulness is severely limited by spatial
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resolution. With Lagrangian particle models driven either by
observed or modeled wind ﬁeld, multiple particle trajectories can
be constructed to evaluate the air quality impact from point sources
(Draxler and Hess, 1997).
The analysis of the spatial spread from forward particle trajectories relative to a control simulation can be used to evaluate
trajectory sensitivity to model input data and to determine the
error in trajectories of passive scalars (Bauman and Stohl, 1996;
Harris et al., 2005). The uncertainty in air parcel trajectories
commonly occurs as a result of lack of spatial and temporal resolution in the model outputs and/or misrepresentation of physical
processes in the models. One more possible source of errors for
particle trajectories is the sensitivity of the boundary layer wind
ﬁeld to low-level thermodynamic forcing (Crook, 1996). Soil
moisture, in particular, can perturb this forcing by changing latent
and heat ﬂuxes into the atmosphere and the timing and intensity of
precipitation as well (Schär et al., 1999; Findell and Eltahir, 2003; Ek
and Holstag, 2004; Cheng and Cotton, 2004).
Most of these studies, however, do not address the possible
interaction between soil moisture variability with the near-surface
wind ﬁeld. To the best of our knowledge, only Jacobson (1999) has
studied the direct impact of soil moisture changes in the nearsurface wind ﬁeld together with the potential to alter chemical
transformation patterns. Quintanar et al. (2008) showed that
variations in volumetric soil moisture affected the near-surface
wind ﬁeld signiﬁcantly for three different summer synoptic
episodes over western Kentucky.
The present study is focused on the development of differences
in wind conditions when soil moisture is changed and its impact
on parcel trajectory. The impact of such differences is assessed
through resulting trajectory differences which are one measure of
the uncertainty of air quality forecasts within a given region. In
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this context, the present study is a follow-up of Quintanar et al.
(2008).
2. Models and methodology
2.1. The MM5 model
For this study, the MM5 version 3 was used coupled to the Noah
land surface model (LSM) (see Chen and Dudhia, 2001 and references
therein). This version of the Noah LSM in the MM5 uses four soil
layers (10, 30, 60, and 100 cm thickness) to predict soil temperature,
soil water/ice, and snow cover. The total soil depth is 2 m with the root
zone in the upper 1 m of soil. The Kain–Fritsch deep and shallow
convection parameterization (Kain, 2004) was used. For the speciﬁcation of turbulent ﬂuxes, the MRF turbulent scheme was adopted
(Hong and Pan, 1996). A single domain of about 1500 km by 1200 km
with 12 km horizontal resolution centered at 37.10N and 86.68W
(southern Kentucky) was used. To the west, the domain included
Iowa, Missouri, Arkansas, and Louisiana. To the east, it included
a portion of Pennsylvania, the Virginias and the Carolinas. Its
northern part includes Illinois, Indiana and Ohio and southern Tennessee, Mississippi, Alabama and Georgia (Fig. 1). The size of the
domain was considered sufﬁciently large to contain the synoptic
events described below while minimizing the effects of the lateral
walls.
In the vertical, 31 levels were used with the top at 100 hPa and
with 13 half-sigma levels below the 0.85 level, decreasing from 1.0
to 0.88 in intervals of 0.01 which roughly corresponded to a vertical
resolution of about 90.0 m up to the 0.85 level.
The MM5 was initialized for three periods on June 11 12:00 Z,
June 17 12:00 Z, and 22 12:00 Z, 2006, with all experiments running
a total of 24 h. This ensured that the most prominent precipitation

Fig. 1. Computational domain centered about Kentucky (grey region). Group of squared dots represents 98 initial points for trajectory matrix computations with HYSPLIT.
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events during these three periods were captured (see Quintanar
et al., 2008 for more details).
Both the MM5 and the Noah LSM were initialized with NCEP
Final reanalysis data (FNL) at 1  1 horizontal resolution and
updated every 6 h (http://dss.ucar.edu/datasets/ds083.2/). Thus
there were 4 updates available for the 24-h runs in all experiments.
These data sets included soil moisture data at the same four soil
levels mentioned previously for the Noah LSM.
Six wet and six dry soil moisture experiments (termed WET and
DRY respectively) with respect to the control simulation (CTRL) were
constructed. For each DRY (WET) experiment a value of volumetric
soil moisture (m m3) was subtracted (added) uniformly to the
volumetric soil moisture distribution of the CTRL (i.e., for the entire
computational domain) for each of the 4 updates available in the 24-h
runs. The values used were: 0.025, 0.05, 0.075, 0.10, 0.125, and 0.15.
With this choice of soil moisture changes, the horizontal
gradients of moisture were kept approximately the same for all
simulations. This prevented spurious mesoscale circulations within
the domain circulations to develop (Ookouchi et al., 1984). In the
rest of the manuscript the terms DRY and WET represent the mean
of 6 soil moisture anomaly simulations for each category.
2.2. The HYSPLIT trajectory model
HYSPLIT is a well known Lagrangian trajectory model with the
added capability for calculating transport, dispersion, and deposition
of gases and particles. It can compute backward and forward
trajectories from a speciﬁed height and location using an advection
algorithm that integrates the initial position of an air parcel in time
(Draxler and Hess, 1997). The input data from the MM5 model was
converted to an internal grid where the three wind vectors components were recomputed. In this study, the meteorological data was
provided from the MM5 domain at 12 km spatial horizontal resolution. Forward trajectories were computed using a three-dimensional
setting (i.e., the vertical position of the particle was determined by
the vertical velocity explicitly). Trajectories were discontinued if they
reach the model top or the lateral boundaries of the model’s domain.
They were continued even if they hit the surface (Draxler and Hess,
1997). In addition to the model’s domain, Fig. 1 shows the location of
points of departure for the 98 forward trajectories discussed in
Section 2.3. The terrain elevation of the region occupied by this
collection of points ranged from about 120 m above sea level in
western Kentucky to about 900 m near the Appalachians in eastern
Tennessee. Particles were released at a height of 100 m above ground
level. The release height was considered adequate in view of the
vertical resolution of the atmospheric model described in Section 2.
As stated above, the selected release height would be just above the
ﬁrst computational level of the atmospheric model.
2.3. Wind ﬁeld characterization
Three convective events were identiﬁed in the state of Kentucky
and bordering regions for the month of June, 2006. The North
American Regional Reanalysis (NARR) (Mesinger et al., 2006) data
were used for this purpose. These events occurred during 24-h
interval periods centered at about June 12 00:00 Z, June 18 00:00 Z,
and June 23 00:00 Z. These events were referred to as the June
11–12, June 17–18, and June 22–23 episodes, respectively, in the
rest of the manuscript. Fig. 2a–c (left column) shows the synoptic
conditions for June 11 12:00 Z, June 17 12:00 Z, and June 22 12:00 Z
from the NARR reanalysis data.
These events were classiﬁed as moderately weak if averaged
surface winds were smaller or equal than 8.0 m s1 (on June 11–12
and 22–23) and strong if larger than 8.0 m s1 threshold (on June
17–18). June 11–12 is characterized by a cold front over central

Kentucky with surface southwesterly winds in Tennessee and
easterly wind over Kentucky consistent with a low pressure system
centered in the Missouri–Kentucky border (Fig. 2a). During the June
17–18 event a strong surface southerly wind is observed over much
of the domain with a low pressure over Missouri (Fig. 2b). The June
22–23 event was characterized by southwesterly ﬂow with wind
speeds ranging from 1.0 m s1 to 8.0 m s1 consistent with a high
pressure center over North Carolina.
Fig. 2d–f (right column) shows initial conditions for MM5
extracted from the FNL data at the same times and for the same
variables as the NARR reanalysis data shown in Fig. 2a–c. The small
differences were due to the fact that NARR reanalysis data was
a 32 km resolution data set while the FNL data set had approximately a 110 km spatial resolution (1  1 ).
2.4. Trajectory analysis
As stated above, our objective was to assess the effects of soil
moisture uncertainties on the boundary layer wind ﬁelds and the
implications for air quality studies. To fulﬁll the goal, three statistical measures of trajectory dispersion presented by Harris et al.
(2005) were applied. These were the absolute horizontal transport
deviation (AHTD), the absolute vertical transport deviation (AVTD),
and the relative horizontal transport deviation (RHTD) deﬁned as:

AHTDðtÞ ¼

N n
o1=2
1X
½Xn ðtÞ  xn ðtÞ2 þ½Yn ðtÞ  yn ðtÞ2
N n¼1

AVTDðtÞ ¼

N
1X
jZn ðtÞ  zn ðtÞj
N n¼1

n
o1=2
N
½Xn ðtÞ  xn ðtÞ2 þ½Yn ðtÞ  yn ðtÞ2
1X
RHTDðtÞ ¼
ALn ðtÞ
N n¼1
where N is the total number of trajectories, X, Y, and Z are the
positions of particle trajectories for the control simulation (CTRL) at
time t and x, y, and z are the corresponding positions for a soil
anomaly experiments at time t. ALn(t) is the average length at time t
of the two trajectories being examined and is deﬁned as:

ALn ðtÞ ¼

t n
o1=2
1X
½Xn ðti Þ  Xn ðti1 Þ2 þ½Yn ðti Þ  Yn ðti1 Þ2
2 t ¼2
i
o1=2 
n
þ ½xn ðti Þ  xn ðti1 Þ2 þ½yn ðti Þ  yn ðti1 Þ2

In the above equations, distances between points are deﬁned as
distances over the sphere and a well known trigonometric formula
(law of the haversines) is used to avoid precision problems when
the argument of the cosine function is very near zero as in the case
of points that are very close (e.g., Chiang, 1988).
The regional nature of these simulations did not allow the
number of trajectories to be conserved due to the limited extent of
the domain and the large wind speeds used to compute particular
trajectories. For this reason a sub-region composed of a grid of 98
departure points was chosen well within the model’s computational domain (Fig. 1). Each point within the grid was separated
from one another by 0.5 in longitude and 0.5 in latitude. In order
to obtain the combined statistics of all the 98 points, HYSPLIT was
run in ‘‘matrix’’ mode (i.e., multiple trajectory points departing at
the same time) for the CTRL and the anomaly soil experiments in
forward trajectory mode. It was not possible to conﬁne all points at
once and the implications are discussed in Section 3.

A.I. Quintanar et al. / Atmospheric Environment 43 (2009) 3774–3785

3777

Fig. 2. (a–f) Mean sea level pressure (mb) and surface wind ﬁeld (m s1) for June 11, 1200 Z (a), June 17, 1200 Z (b) and June 22, 1200 Z (c) from NARR data (left column) and from
MM5 initial conditions (right column, panels d–f).
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3. Results
3.1. Control runs
Fig. 3a–c shows the modeled horizontal and the vertical wind
component for June 12, 18, and 23 at 06:00 Z (it is a snap shot of
a particular time; i.e., at 18 h after initialization) respectively, for
a sub-region of the original computational domain for the CTRL runs.
On June 11–12, positive vertical velocities prevailed over northern
Kentucky on the eastern ﬂank of a high pressure cell and were
associated with an eastbound frontal system. Vertical velocities in
that region were in excess of 30 cm s1 and horizontal wind speeds
were about 8 m s1. Low-level wind convergence (975 hPa) was colocated with positive large vertical velocities aloft (about 650 hPa).
These levels were selected to highlight here and in the next sections
the link between low-level convergence and vertical velocity aloft.
On June 17–18, the modeled synoptic conditions remained almost
unchanged through the ﬁrst 18 h of simulation. It was characterized
by a low-level convergence and large vertical velocities to the west of
Kentucky and in Missouri. Over Kentucky, northerly wind circulation
was tied to the large-scale high pressure system. On June 22–23, the
modeled ﬁelds were not very different from the initial conditions
over central Kentucky except to the east and to the west where areas
of positive vertical velocity were found. Everything else being equal,

we expected to obtain the model response from changing soil
moisture values by inspecting the differences between the CTRL runs
and the ensemble mean DRY and WET experiments.
3.2. Wind response for June 12, 18 and 23 (at hour 06:00 Z)
Fig. 4a–f shows the differences in horizontal wind vector ﬁeld
for June 12, 18, and 23 at 06:00 Z at about 975 hPa between CTRL
runs and the average of the six experiments in each DRY and
WET categories. Previous hours are not included because of the
transient nature of the wind ﬁelds. Differences are zero by
design at initialization time for all experiments. The dates June
11–12, June 17–18, and June 22–23 in Fig. 4a–f are representative
of the last 6 h of the model simulation when the model differences did not grow quickly. The corresponding difference in
vertical wind velocity is shown for the same 650 hPa vertical
level as in Section 3.1. At this time, in all experiments, the most
visible differences in both the horizontal and the vertical wind
component occurred for regions where vertical velocities were
more prominent in the CTRL simulations (Fig. 3). Thus, the
effects of drying and moistening soil were not uniform over
the entire computational domain as can be clearly seen from the
horizontal patterns in the wind ﬁeld and vertical velocity
response (Fig. 4a–f).

Fig. 3. (a–c) Horizontal vector wind ﬁeld (m s1) at 975 hPa and vertical wind component (cm s1) at 650 hPa for June 11–12 (a), June 17–18 (b) and June 22–23 (c) for the CTRL
simulations.

A.I. Quintanar et al. / Atmospheric Environment 43 (2009) 3774–3785
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Fig. 4. (a–f) Horizontal and vertical wind ﬁeld differences between CTRL and the mean of six DRY anomaly experiments (left column) and between CTRL and the mean of six WET
anomaly experiments (right column) for June 11–12 (panels a and d), June 17–18 (panels c and e) and June 22–23 (panels e and f) at hour 06:00 Z.

3.2.1. Wind response from DRY soil anomaly experiments (last 6 h
of simulation)
Fig. 4a for June 11–12 reveals areas of low-level horizontal
wind convergence (divergence) associated with increased
(decreased) upper-level vertical wind velocity over northeastern
portions of Kentucky. The same ‘spatial correlation’ between
convergence and positive vertical velocity is apparent in the
other two experiments for June 17–18 (Fig. 4b) and June 22–23
(Fig. 4c). Drying of soil moisture affected the sign and location of
vertical velocity changes in the three periods. During June 11–12,
there was an alternating type of pattern in vertical velocity over
the northeast portion of Kentucky due to shifting of the
convective centers of positive vertical velocities. These changes in

vertical velocity have induced large modiﬁcations in horizontal
wind over south central Kentucky and Tennessee up to 6 m s1.
During June 17–18, most of the convective activities were located
to the west of Kentucky over Illinois and Missouri with wind
differences that reached up to 8 m s1 (Fig. 4b). In the rest of the
domain, convergence was almost zero with a very uniform
southerly wind component of about 4 m s1. This meant that the
original southerly wind in the DRY was increased with respect to
CTRL when the soil dried during this period. During June 22–23
larger vertical velocity differences were localized over Illinois and
Missouri and on the eastern edge of Kentucky bordering West
Virginia (Fig. 4c). Again, the same pattern of co-located convergence with an increase in positive vertical velocity was found.

3780

A.I. Quintanar et al. / Atmospheric Environment 43 (2009) 3774–3785

Large horizontal wind differences in the order of 8 m s1 were
found around location of convergence.
3.2.2. Wind response from WET soil anomaly experiments (last 6 h
of simulation)
During June 11–12 (Fig. 4d), vertical velocity pattern over
northeastern Kentucky was almost orthogonal to its DRY counterpart (Fig. 4a). Hence, for this case the drying of soil moisture
resulted in a decrease of positive vertical velocities while wetting of
soil moisture increased vertical velocities through enhanced
convective instability. During June 17–18 (Fig. 4e) there was
a similarity of pattern in horizontal and vertical wind velocities
with its DRY counterpart (Fig. 4b). On the western part of the
domain, over Illinois and Missouri, the vertical velocity patterns
were shifted although they were not as orthogonal as on June 11–
12. During the June 22–23 WET case (Fig. 4f), the wind patterns
showed differences with respect to its DRY counterpart (Fig. 4c)
with smaller values of wind convergence and vertical velocities in
the eastern part of the domain except for a region in central Illinois
where the vertical wind patterns seemed to be orthogonal. The
response elsewhere in the domain seemed to be of the same sign as
in the DRY case. Wind ﬁelds differences over Kentucky were less
than 2 m s1.
3.2.3. Wind response during June 11–12
Following up the discussion for June 11–12 where an almost
orthogonal pattern in vertical velocities was manifested between
the DRY and WET experiments over northern Kentucky, it was
useful to assess conditions an hour earlier when the differences
were evolving. Fig. 5a and b shows the DRY and WET differences for
June 12 05:00 Z. Over this region, the vertical velocity patterns were
orthogonal since in this case the DRY soil moisture experiment
induced a reduction in positive vertical velocity while the WET soil
moisture experiment induced an increase in positive vertical
velocity. At the same time, it was noted that there were large values
of divergence where there was a decrease in positive vertical
velocities and a very small divergence over the domain. Conversely,
there were large values of convergence when there was an increase
in positive vertical velocities. We noted, from the inspection of all
cases in Fig. 4a–e that when there was strong convergence and
vertical velocities were already developed, the response to soil
moisture seemed to be more sensitive. This characteristic in horizontal wind ﬁeld differences is what made the June 11–12 event
stand out from the other two cases. This behavior was potentially
connected to weak synoptic forcing where winds in the boundary

layer were not capable of advecting sufﬁcient amount of heat away
horizontally from the domain. At the same time the atmosphere,
which is already unstable, and locally more inﬂuenced by the
changes in sensible and latent heat ﬂuxes can modify the supply of
moisture to the atmosphere during convection.
Over the domain where precipitation activity or vertical
velocity differences were small, there was still a signiﬁcant
response in the horizontal wind component of about 2 m s1 in
magnitude with smaller changes in wind direction from the CTRL
(see Fig. 4a–e). This effect was signiﬁcant from the point of view
of trajectory calculations since air particles will feel these
changes in an accumulative fashion as they traverse the
computational domain and thus this ‘‘non-local’’ effect becomes
important for the trajectory development. As we have seen very
clearly, lower-level convergence is co-located with increased
positive vertical velocities differences so it is possible that
ascending vertical motion is canceled by descending parcels. This
idea can be partially tested if the differences in domain average
CTRL minus DRY and CTRL minus WET vertical velocity are
plotted as a function of time at upper levels. Fig. 6 shows such
area averaged vertical velocity differences for June 11–12
(Fig. 6a), June 17–18 (Fig. 6b), and June 22–23 (Fig. 6c) at 650 mb.
Thin lines represent the CTRL minus DRY and the thick lines the
CTRL minus WET differences. For the June 11–12 period we saw
that the domain averaged vertical velocity peaks for June 12
00:00 Z at about 0.1 cm s1 for both the DRY and WET simulations. For June 17 and June 22 the domain average peak vertical
velocities were between 0.1 and 0.2 cm s1. These values were
about 200 times smaller compared to typical local vertical
velocities differences of about 20 cm s1 (see Fig. 4a–e). These
results suggest that differences in vertical velocities cancel each
other to a large extent. In summary, two changes could occur in
the wind ﬁeld due to changes in soil moisture. First, vertical
velocities associated with an episode of well developed convection (such as the one for June 11–12) may change. Second, the
perturbation in vertical velocities may lead to changes in horizontal wind ﬁeld. Obviously, it could be concluded that these
changes in vertical and horizontal wind ﬁeld would modify air
parcel trajectories.
3.3. Statistical results (for 18 and 24 h since initialization)
In this section, we examine the statistical measures of trajectory
that arise from comparing the differences between the CTRL
simulation and the DRY and WET anomalous soil moisture

Fig. 5. (a and b) Same as Fig. 3a except 1 h earlier.
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experiments. Results for 18 and 24 h are presented here since
trajectory statistics reach equilibrium around 18 h after initialization. In order to obtain a statistical ﬁngerprint from each simulation
we used HYSPLIT in ‘‘matrix’’ mode. This means that we could run
simultaneously N trajectories for each CTRL simulation and the six
soil moisture anomaly experiments for each of the June events. The
area covered by such matrix grid was chosen in order to minimize
loss of particles to lateral walls. Even so, it was not possible to
conﬁne all the trajectories within the domain. It is particularly true
during the strong synoptic event of June 17–18. All HYSPLIT runs
were forward trajectories integrated for 24 h starting on June 11,
June 17, and June 22, 1200 Z which was at least 12 h prior to the
initiation of convective events. In addition, all trajectories were
initiated at 100 m above ground level. Since this study focused on
the short-range transport of air parcels within the lower boundary
layer, the 100 m level was selected. It should be noted that the
results (not shown here) represent the same statistical behavior at
other levels below 800 m.
3.3.1. The June 11–12 event
Fig. 7a shows AHTD as a function of time. It was found that 18 h
after initialization, AHTD averaged about 28 km for all DRY
experiments but continued to grow exponentially until it reached
about 77 km at hour 24 (see Table 1). The extreme DRY experiment
(DE15) was well above the values of the mean DRY experiments
with 50 km and 115 km for 18 and 24 h after initialization,
respectively (Fig. 7a). Similarly, the least DRY experiment (DE025)
was a lower bound for the DRY mean experiments (Fig. 7a). Hence,
there was an exponentially growing response to drying as far as the
absolute deviation of particle transport was concerned. As for the
WET experiments, a similar behavior was observed except that
values of AHTD were roughly half of its DRY counterpart (Fig. 7a).
Fig. 7b shows the RHTD as a function of time. As in the case of
AHTD, the extreme DRY (DE15) and the least DRY (DE025)
experiments were upper and lower bounds of the DRY mean case,
respectively. It was seen that there was a linear growth period up
until hour 12 after initialization when it reached a plateau.
However, it began growing again after hour 18. Table 1 shows
values of RHTD for the DRY mean experiments to be about 11 and
16% for 18 and 24 h after initialization, respectively. On the other
hand, for the WET mean experiment RHTD was about 5 and 10%,
respectively. Fig. 7c shows the AVTD time evolution. Its growth was
exponential for both DRY and WET experiments. Table 1 shows
values of AVTD at 18 and 24 h (since initialization) to be about 180
and 798 m, respectively. In other words, a four-fold change
occurred in 6 h. DE15 and WE15 continued to be upper bounds and
DE025 and WE025 were lower bounds for the DRY and WET means
of AVTD.

Fig. 6. a–c) Domain average vertical velocity differences (cm s1) between CTRL and
the mean of 6 soil anomaly experiments for the CTRL minus DRY (open circles) and
CTRL minus WET (ﬁlled circles) cases for the three synoptic events in June 11–12, 17–18
and 22–23, 2006.

3.3.2. June 17–18 event
Fig. 7d shows AHTD values as a function of time for this strong
synoptic event. The growth rates were not as large as those found
for the June 11–12 case. At 18 h into model run time, AHTD values
stopped growing for both DRY and WET experiments with values of
about 20 km and 13 km, respectively, and changed very little for the
remaining 6 h of the simulation (see Table 1). The DE15 and WE15
experiments as well as the DE025 and WE025 experiments
continued to be upper and lower bounds for the mean DRY and
WET experiments. Fig. 7e shows the corresponding RHTD values.
The time evolution for the DE15 experiment showed rapid growth
for the ﬁrst 4 h of simulation reaching about 7%, decreasing to 5%
over the next 8 h and continued to grow modestly thereafter
(Fig. 7e).
Growth rates for the WET experiments are even smaller with
practically no growth between hour 18 and hour 24 (after
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Fig. 7. a–i) Trajectory differences from CTRL with the mean of DRY and WET experiments as a function of run time. Additionally, differences from the 0.025 and 0.15 DRY and WET
experiments are displayed for comparison.

initialization) (see Table 1). Fig. 7f shows the AVTD values for this
period. It was evident that the small changes in vertical transport
were characterized by very small growth rates. At about hour 20
AVTD values reached a maximum of about 50 m and then began

decreasing in both DRY and WET experiments. Values at 18 and
24 h after initialization were 48 and 19 m, respectively, for the
DRY experiments while for the WET experiments, 37 and 11 m
(Table 1).
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Table 1
Average AHTD (km), RHTD (%), AVTD (m), and percentage of trajectories not counted
(TN) between 6 DRY and 6 WET anomaly experiments, at 18 and 24 h of simulation
time from June 11,17, 22 1200 Z with 98 particles initially at 100 m.
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Fig. 7. (continued).

3.3.3. June 22–23 event
Fig. 7g shows AHTD to grow almost linearly with time and faster
than the June 17–18 and slower than the June 11–12 episodes in
both DRY and WET experiments. Table 1 shows AHTD values to be
about 24 and 40 km at 18 and 24 h after initialization, respectively,
while corresponding values for the WET experiment were 16 and
30 km, respectively. Fig. 7h shows a rapid growth rate for RHTD for
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RHTD (%)

AVTD (m)

TN (%)

24 h

18 h

24 h

18 h

24 h

18 h

24 h

76.92
50.70
21.66
11.91
39.55
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4.54
2.66
7.83
9.52

16.48
10.37
5.50
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5.18
6.99

180.56
128.86
47.96
37.37
103.96
159.25

798.14
652.46
18.29
11.36
205.98
261.62

0
0
22.44
21.42
1.02
1.02

5.78
5.44
77.72
76.70
12.75
11.73

the ﬁrst 4 h with values for the DRY and WET were experiments of
about 5 and 2% and with steady growth afterwards. Fig. 7i shows
time evolution of the AVTD. Here values of AVTD were larger than
the June 17–18 event and smaller than the June 11–12 event for
both DRY and WET simulations.
3.3.4. Discussion of statistical results
It was apparent from the previous section that sensitivity to soil
moisture changes is very much present in the June 11–12 case. This
was very clearly shown by inspecting the time evolution of AHTD,
RHTD, and AVTD for all soil moisture anomaly experiments (Fig. 7a–
i). The differences in lower-level wind are at the root of this distinct
behavior in trajectory transport. Two extremes are the June 11–12
and June 17–18 events. In the former case, the AHTD and RHTD
showed the largest values with 77 km and 16% at 24 h run time for
the DRY experiment, respectively. This meant that absolute trajectory distance differences are about 1/6th compared to average
trajectory path lengths. This is notably different from DRY case for
June 17–18 which shows AHTD and RHTD values of about 21 km
and 5.5%, respectively (Table 1). It was about 1/20th compared to
absolute trajectory differences to average path lengths. This meant
that in the June 11–12 event air parcels trajectories were subject to
deviate more horizontally from the CTRL trajectories and the
impact was signiﬁcantly less important in the June 17–18 episode.
For the latter, the trajectories followed straighter paths in both the
CTRL and the anomaly experiments. Based on AHTD and RHTD
statistics, the June 22–23 event was an intermediate case between
these two. Clearly the June 11–12 stood out, again, as the most
sensitive to vertical deviation from the CTRL simulation when soil
moisture was changed.
As mentioned earlier, a number of trajectories could not be
conserved within the domain because of wind speeds and smaller
size of the computational domain. Table 1 shows the number of
trajectories not counted in the statistics as a percentage (TN) for the
different synoptic scenarios. The TN is a measure of how conﬁned
the trajectories remain when departing from points in the domain
as depicted in Fig. 1 (Rolph and Draxler, 1990). It was clear that the
June 17–18 event had 22 and 78% losses by hour 18 and 24 after
initialization, respectively. The statistics were always computed
with the current number of N available trajectories that remain
within the domain. This introduced a bias in the statistics and made
it difﬁcult to establish how robust the computations for the AHTD,
RHTD, and AVTD were after hour 18 (since initialization) for June
17–18. We were conﬁdent, however, that statistics would not
change noticeably because the synoptic condition with strong
southerly winds for June 17–18 did not change appreciably.
Fig. 8a–c depicts single-point trajectories for June 11–12, June
17–18, and June 22–23 events, respectively, for the CTRL simulations and the corresponding six DRY and six WET experiments.
Trajectories were initialized in central Kentucky (37.42 N,
85.51 W). It was evident that the different synoptic conditions
affected the subsequent evolution of parcel trajectories. Table 2
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Table 2
Average AHTD (km), RHTD (%), AVTD (m) for CTRL, 6 DRY and 6 WET anomaly
experiments, at 18 and 24 h of simulation time from June 11,17,22 12:00 Z for one
single trajectory point at 100 m (N.D.: No data available. The air parcel has left the
experiment domain).
Period

Exp

June 11–12

DRY
WET
DRY
WET
DRY
WET

June 17–18
June 22–23

AHTD (km)

RHTD (%)

AVTD (m)

18 h

24 h

18 h

24 h

18 h

24 h

21.31
6.32
11.08
6.10
25.17
94.7

25.09
16.75
N.D.
N.D.
61.66
144.2

19.29
5.78
2.41
1.31
9.33
48.81

9.48
5.85
N.D
47.9
16.09
39.7

43.35
54.6
77.6
N.D.
497.7
251.8

103.7
63.4
N.D.
11.36
214.0
207.0

4. Conclusions

Fig. 8. a–c) Trajectories for CTRL and 6 DRY and 6 WET experiments for June 11–12 (a),
June 17–18 (b) and June 22–23 (c) events. CTRL (black lines), WET (red lines) and DRY
(green lines). Point of departure is 37.42 N, 85.51 W at 100 m height. (For interpretation of
colors in the ﬁgure legend, the reader is referred to the web version of the article.)

further summarizes different behavior of trajectories as shown in
AHTD, RHTD, and AVTD statistics. The difference is most striking in
the June 22–23 WET experiment (Table 2). Visual inspection of the
trajectories in Fig. 8b conﬁrmed this ﬁnding. This single-point
example (Fig. 8a–c) illustrates the statistical spread with which
individual trajectories can contribute to the matrix ensemble. It
should be mentioned that matrix ensembles are the mean of entire
sets of simulations (Table 1) while a single-point ensemble is only
one member realization of the ensemble matrix (Table 2). Thus, as
expected, statistics for the latter shows greater deviation from the
ensemble matrix.

This study is focused on quantifying the sensitivity of trajectory
differences within the boundary layer to the speciﬁcation of soil
moisture conditions for three synoptic events in June 2006 over
southeastern United States centered about Kentucky. The study is
a follow-up of a previous study (Quintanar et al., 2008) which
documented the sensitivity of the overlying circulation to soil
moisture speciﬁcation. The results suggest that there is greater
sensitivity in regions where strong convective activity is present.
Particular to this study, it is found that drying of soil moisture may
induce a decrease in positive vertical velocity as expected and this
in turn generates regions with strong horizontal divergence at low
levels while increasing soil moisture increases positive vertical
velocity and generates regions with strong horizontal convergence.
Obviously, this also changed the wind ﬁelds. The weak June 11–12
event was a case where this large local convective event manifested
itself when the sensitivity of wind ﬁeld to soil moisture changes
was the largest. On the other hand, compared to June 11–12, the
convective event of June 22–23 and the associated wind ﬁeld were
less sensitive to soil moisture modiﬁcations. Lastly, the June 17–18
event was characterized by strong synoptic forcing. Convection was
conﬁned to the extreme western part of the domain and very little
sensitivity of the wind ﬁeld to soil moisture changes was observed.
One result particular to this study is that all experiments experienced low-level wind responses away from the local convective
events because the atmospheric ﬂuid reacted as a whole to those
changes and thus transmitted wind differences to the rest of the
domain. The impact on trajectory statistics was consistent with the
above results in that the major deviations both in the vertical and in
the horizontal directions were obtained for the June 11–12 case and
to a lesser extent for June 22–23. Average path lengths of trajectories
tended to be much larger than absolute horizontal deviations during
strong synoptic events than over weaker ones. This was reﬂected in
smaller values of AHTD, RHTD and AVTD for June 22–23 as compared
to the other two episodes. This result may constitute the basis to
construct probabilistic ensemble forecasts where the uncertainty of
surface conditions such as soil moisture content is incorporated to
elaborate an air quality ensemble forecast. While the previous results
suggest that soil moisture speciﬁcation may have an impact on
transport patterns it is important to realize that the study was based
on a limited set of synoptic conditions for a particular domain that
also included a limited number of trajectories.
In summary, the results of this study suggest that a measure of
variability in trajectory statistics can be induced by uncertainty in
soil moisture speciﬁcations. In order to obtain more robust
conclusions, we suggest that a larger number of ensemble
members from multiple regional atmospheric model realizations
could be used to investigate the impact on model trajectory. This
would also allow obtaining a useful product that can be applied to
assess transport patterns in air quality scenarios.
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