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Abstract
Stochastic partial dierential equations (SPDEs) of parabolic type driven by (pure) Poisson
white noise are investigated in this paper. These equations are interpreted as stochastic integral
equations of the jump type involving evolution kernels. Existence and uniqueness of the solution
is established. c© 1998 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let (
;F; P) be a complete probability space with a usual ltration fFtgt2[0;1) (i.e.,
fFtg is a right continuous, increasing family of sub -algebras of F and F0 contains
all P-null sets of F), let (U;B(U ); ) be a -nite measure space. Let u0 2L2(R) be
given. Consider the following Poisson white noise driven SPDE:
@u
@t (t; x; !)=
1
2
@2u
@x2 (t; x; !) + f(t; x; u(t; x; !)) +
Z
U
g(t; x; u(t; x; !);y)t(dy; !);
u(0; x; !)= u0(x)
(1.1)
for t 2 (0;1); x2R and !2
, where f : (0;1)RR!R and g : (0;1)RR
U!R are measurable, and t is a Poisson white noise dened heuristically as the
Radon{Nikodym derivative
t(dy; !)=
q(dt; dy; !)
dt
(t); t 2 [0;1) (1.2)
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(here dt is understood as Lebesgue measure on [0;1)), where q is the martingale
measure associated with a given fFtg-Poisson point process, namely, for A2B(U )
with (A)<1, q is given by the following formula:
q([0; t]; A; !) :=p([0; t]; A; !)− t(A); t 2 [0;1); !2
;
where p is the Poisson random measure on [0;1)U of the given fFtg-Poisson
point process.
One rigorous formulation of Eq. (1.1) can be given by the following integral equation
u(t; x; !) =
Z
R
Gt(x − z)u0(z) dz +
Z t
0
Z
R
Gt−s(x − z)f(s; z; u(s; z; !)) dz ds
+
Z t+
0
Z
U
Z
R
Gt−s(x − z)g(s; z; u(s; z; !);y) dz q(ds; dy; !) (1.3)
for t 2 [0;1) and x2R, where fGt(x); x2Rgt2[0;1) stands for the fundamental solu-
tion of the operator @=@t − 12@2=@x2 on [0;1)R, i.e.
Gt(x)=
8<
:
1p
2t e
−x2=2t ; t>0; x2R;
x; t=0:
We have the following facts which will be used later on
(i)
R
RGt(x) dx=1; t>0,
(ii)
R
RGt−s(x − z)Gs−r(z − x0) dz=Gt−r(x − x0); x; x0 2R; 06r<s<t<1.
The stochastic integral with respect to q(ds; dy; !) in Eq. (1.3) will be specied in
Section 2.
The idea to interpret Eq. (1.1) by Eq. (1.3) is as follows. We remark that Gt(x)
satises (in the distributional sense) the following equation:
@
@t
− 1
2
@2
@x2

Gt(x)= t; x:
Hence, if u(t; x; !) solves the following convolution equation:
u(t; x; !) = (G  u0)(t; x) +

G  [f(; ;u(; ;!))
+
Z
U
g(; ;u(; ;!);y)(dy; !)]

(t; x); (1.4)
then u satises Eq. (1.1). In fact, for t>0 and x2R, we have
@
@t
− 1
2
@2
@x2

u

(t; x; !) =

@
@t
− 1
2
@2
@x2

(G  u0)(t; x)
+

@
@t
− 1
2
@2
@x2

fG  [f(; ;u(; ;!))
+
Z
U
g(; ; u(; ;!);y)(dy; !)]g (t; x)
=f(t; x; u(t; x; !)) +
Z
U
g(t; x; u(t; x; !);y)t(dy; !);
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where in the derivation of the second equality, we used the following fact: for t>0;
x 2R,

@
@t
− 1
2
@2
@x2

(G  u0)(t; x) =

@
@t
− 1
2
@2
@x2
Z
R
Gt(x − z)u0(z) dz
=
Z
R

@
@t
− 1
2
@2
@x2

Gt(x − z)

u(0; z; !) dz
=
Z
R
t; x(s; z)u0(0; z; !) dz
= 0:
On the other hand, Eq. (1.4) is heuristically equivalent to Eq. (1.3) since we have the
following heuristic derivation of the second term on the right-hand side of Eq. (1.4):

G 

f(; ;u(; ;!)) +
Z
U
g(; ;u(; ; !);y)(dy; !)

(t; x)
=
Z t
0
Z
R
Gt−s(x − z)f(s; z; u(s; z; !)) dz ds
+
Z t
0
Z
U
Z
R
Gt−s(x − z)g(s; z; u(s; z; !);y)s(dy; !) dz ds
=
Z t
0
Z
R
Gt−s(x − z)f(s; z; u(s; z; !)) dz ds
+
Z t+
0
Z
U
Z
R
Gt−s(x − z)g(s; z; u(s−; z; !);y) dz q(ds; dy; !):
The Gaussian white noise driven parabolic SPDEs had been introduced and dis-
cussed initially by Walsh (1986). There are many works on such equations, see e.g.
Bally et al. (1994), Gyongy and Pardoux, Pardoux and Zhang (1993), Peszat (1995),
and references therein. On the other hand, there are many investigations of stochas-
tic dierential equations with respect to Poisson point processes, see e.g. Ikeda and
Watanabe (1981), and more recently Kurtz et al. (1995) (and references therein) in the
more general setting of equations driven by general semimartingales. Let us also men-
tion Kallianpur and Perez-Abreu (1988) where the authors discussed stochastic evolu-
tion equations driven by nuclear-space-valued martingales which includes a SPDE with
respect to the martingale measure of a Poisson random measure. However, so far as we
know, there has been no mathematical treatment of Poisson white noise driven parabolic
SPDEs.
In this paper, we attempt to investigate Eq. (1.1) by discussing the rigorous in-
tegral formulated Eq. (1.3). We will prove, under suitable conditions, existence and
uniqueness of the solutions of Eq. (1.3).
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2. Preliminaries and the main result
In this section, we set up notations and introduce some notions. We refer the readers
to e.g. Ikeda and Watanabe (1981) and Jacod and Shiryaev (1987) for details. We
present our main result at the end of the section.
Let (
;F; P; fFtgt2[0;1)) be given as in Section 1. Let (U;B(U )) be a measurable
space. It is known (e.g. from Ikeda and Watanabe (1981)) that for any -nite measure
 on (U;B(U )) there exists a stationary Poisson point process on U with characteristic
measure .
Now, suppose we are given a stationary fFtg-Poisson point process with characteris-
tic measure , whose Poisson random measure is denoted by p, namely, p :B([0;1))
B(U )
!N [ f0g. For B2B(U ) with (B)<1, we set
q([0; t]; B; !) :=p([0; t]; B; !)− t(B); t 2 [0;1); !2
:
Then fq([0; t]; B; !)gt2[0;1); !2
 is an fFtg-martingale (measure). Now, we set
H2p := fh(t; y; !): h is fFtg-predictable and 8t>0;
E
Z t
0
Z
U
jh(s; y; )j2(dy) ds

<1

:
It is known (see e.g. Ikeda and Watanabe (1981) and Jacod and Shiryaev (1987))
that for any t>0 the stochastic integral
Z t+
0
Z
U
h(s; y; )q(ds; dy; ); t 2 [0;1)
for h2H2p can be well dened. Moreover, the stochastic integral has the following
isometry property:
E
(Z t+
0
Z
U
h(s; y; )q(ds; dy; )
2)
= E
Z t
0
Z
U
jh(s; y; )j2(dy) ds

:
Thus for any t>0; !2
 7! R t+0 RU h(s; y; !)q(ds; dy; !)2L2(
).
Here, for later use in our paper, we need to extend stochastic integrals with respect
to q(ds; dy; ) to a slightly more general class H of integrands without the predictable
property. A function h(t; y; !) is said to be of the class H if it is fFtg-adapted, and
there exists a sequence fhn(t; y; !)gn2NH2p such that for any t>0
E
Z t
0
Z
U
[hn(s; y; )− h(s; y; )]2 ds (dy)! 0 as n!1:
For h2H and for any xed t>0, the stochastic integral
Z t+
0
Z
U
h(s; y; )q(ds; dy; );
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is dened as the L2(
)-limit of the following Cauchy sequence
Z t+
0
Z
U
hn(s; y; )q(ds; dy; )

n2N
;
each term of which is well dened as a random variable in L2(
) since hn 2H2p for
all n2N. Namely,
Z t+
0
Z
U
h(s; y; )q(ds; dy; ) :=L2(
)− lim
n!1
Z t+
0
Z
U
hn(s; y; )q(ds; dy; ): (2.1)
Due to the isometry property of the stochastic integrals for integrands from the class
H2p, the stochastic integral dened by Eq. (2.1) does not depend on the chosen sequence
fhn(t; y; !)gn2NH2p. Thus, the stochastic integral
R t+
0
R
U h(s; y; )q(ds; dy; ) is a well-
dened, square integrable fFtg-martingale.
Remark 2.1. It is worthwhile to point out that for any h2H there is not, in general, a
predictable version h0 2H2p of h in the sense that for every t>0; h(t; ; )= h0(t; ; ); (dy)
⊗P(d!)-a.s. Indeed, by the denition, 8h2H, there is a sequence fhn(s; y; !)gn2N
H2p such that 8t>0
lim
n!1E
Z t
0
Z
U
[hn(s; y; )− h(s; y; )]2 ds (dy)= 0:
However, although each hn 2H2p is predictable, since the measure ds is also involved
in the above equality, we can not guarantee the existence of the predictable version
h0 2H2p in the above sense (i.e., for every t>0; h0(t; ; )= h(t; ; ); (dy)⊗P(d!)-a.s.).
Let us now give a precise formulation of solutions for (1.3). By a solution to
Eq. (1.3), we mean a function u : (t; x; !)2 [0;1)R
 7! u(t; x; !)2R with the
following properties:
(1) u is fFtg-adapted,
(2) fu(t; x; )gt2[0;1), as a family of L2(
;F; P)-valued random variables, is right
continuous and has left limits in the variable t 2 [0;1), namely,
u(t−; x; )=L2(
)− lim
s"t
u(s; x; ); t 2 [0;1):
In this paper we simply call such a u modied cadlag in t (after the French acronym).
Clearly, our condition on left limit in the cadlag sense is weaker than the usual one;
(3) u is continuous in the variable x for almost all !2
;
(4) Eq. (1.3) holds a.s.
Furthermore, we say that the solution is unique in the sense that if whenever u(1) and
u(2) are any two solutions of Eq. (1.3) with respect to the set-up (
;F; P; fFtgt2[0;1)),
then u(1)(t; x; )= u(2)(t; x; ), a.s. for all (t; x)2 [0;1)R, namely, they are versions
of the same stochastic process. Clearly, the notion of uniqueness given here is slightly
dierent from the usual notion of uniqueness for stochastic dierential equations.
We have the following main result.
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Theorem 2.2. Assume that for any T>0, there exist a (positive) real function KT 2
L1(R)\L2(R) and a constant LT>0 such that
[f(t; x; z)]2 +
Z
U
[g(t; x; z;y)]2(dy)6KT (x)(1 + jzj); (2.2)
[f(t; x; z1)− f(t; x; z2)]2 +
Z
U
[g(t; x; z1;y)− g(t; x; z2;y)]2(dy)6LT jz1 − z2j2
(2.3)
for (t; x; z)2 [0; T ]RR. Then for any u0 2L2(R), there exists a unique solution
to Eq. (1.3).
3. The proof of Theorem 2.2
Let us start to prove the existence of the solution by successive approximations. In
order to do that, let us denote by UT , for any xed T>0, the collection of all functions
u : [0; T ]R
!R which are measurable in the triple (t; x; !), fFtgt2[0; T ]-adapted,
modied cadlag in t, continuous in x and u(t; ; !)2L2(R) for all t 2 [0; T ] and a.s.
!2
. Clearly, UT is a real vector space, i.e., UT is closed under the linear operation.
We set
u1(t; x; !) =
Z
R
Gt(x − z)u0(z) dz;
un+1(t; x; !) = u1(t; x; !) +
Z t
0
Z
R
Gt−s(x − z)f(s; z; un(s; z; !)) dz ds
+
Z t+
0
Z
U
Z
R
Gt−s(x − z)g(s; z; un(s−; z; !);y) dz q(ds; dy; !)
:= u1(t; x; !) + I1(t; x; !) + I2(t; x; !)
(3.1)
for (t; x; !)2 [0; T ]R
 and n2N (where I1 and I2 denote the second, and third
term respectively, on the right-hand side of the second equality). We have the following
regularity result for fungn2N:
Proposition 3.1. 8T>0; un 2UT for all n2N.
We shall prove this result by induction which is completed by the following Lemmas.
Let T>0 be arbitrarily xed, then we have clearly
Lemma 3.2. u1 2UT .
Lemma 3.3. If un 2UT for some n2N, then
ht; x(s; y; !) :=
Z
R
Gt−s(x − z)g(s; z; un(s−; z; !);y) dz 2H
for any arbitrarily xed t 2 [0; T ].
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Proof. For any xed t 2 [0; T ], we dene
u(m)n (s; z; !) := un(0; z; !) +
2m−1X
k=0
un

kt
2m
; z; !

1(kt=2m; ((k+1)t)=2m](s); m2N
for (s; z; !)2 [0; t]R
. Clearly, u(m)n (s; z; !) is fFsg-predictable. We set
hmt; x(s; y; !) :=
Z
R
Gt−s(x − z)g(s; z; u(m)n (s; z; !);y) dz; m2N (3.2)
for (s; y; !)2 [0; t]U 
. Then hmt; x(s; y; !) is fFsg-predictable. Let us show that
for any xed m2N and (t; x)2 [0; T ]R; hmt; x dened by Eq. (3.2) belongs to H2p. We
rst remark that the integrand on the right-hand side of Eq. (3.2) is measurable with
respect to the variable z. Thus we need to show thatZ
R
Gt−s(x − z)jg(s; z; u(m)n (s; z; !);y)j dz<1; -a:e: y2U:
To this end, it suces to verify thatZ
R
Gt−s(x − z)[g(s; z; u(m)n (s; z; !);y)]2 dz<1; -a:e: y2U; (3.3)
since then by the Schwarz inequality we obtainZ
R
Gt−s(x − z)jg(s; z; u(m)n (s; z; !);y)j dz
6
Z
R
Gt−s(x − z) dz
1=2Z
R
Gt−s(x − z)[g(s; z; u(m)n (s; z; !);y)]2 dz
1=2
<1; -a:e:
In fact, by a general version of Fubini theorem (see e.g. Theorem 7.8 in Rudin, 1974),
the assumption (2.2) and Schwarz inequality, we haveZ
U
Z
R
Gt−s(x − z)[g(s; z; u(m)n (s; z; !);y)]2 dz(dy)<1; (3.4)
which implies that the inequality (3.3) holds. Hence, hmt; x(s; y; !) is well dened by
Eq. (3.2). Moreover, by Eq. (3.4), we have
E
Z t
0
Z
U
[hmt; x(s; y; )]2(dy) ds

6E
Z t
0
Z
U
Z
R
Gt−s(x − z)[g(s; z; u(m)n (s; z; !);y)]2 dz(dy) ds

<1
for (t; x)2 [0; T ]R. Thus hmt; x 2H2p.
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On the other hand, by the assumption (2.3), we have
E
Z t
0
Z
U
[hmt; x(s; y; )− hlt; x(s; y; )]2(dy) ds

6
Z t
0
ds
Z
R
Gt−s(x − z)E

Z
U
[g(s; z; u(m)n (s−; z; );y)− g(s; z; u(l)n (s−; z; );y)]2(dy)

dz
! 0 as m; l!1;
where the last line follows from the existence of the left limit un(s−; z; ) of un(s; z; )
in L2(
). Hence ht; x(s; y; !)2H for any xed t 2 [0; T ].
Lemma 3.4. If un 2UT for some n2N, then the two integral terms I1 and I2 on the
right-hand side of Eq. (3.1) are well dened.
Proof. For the rst integral
I1(t; x; !)=
Z t
0
Z
R
Gt−s(x − z)f(s; z; un(s; z; !)) dz ds;
we remark that the integrand is measurable with respect to the variable s2 [0; t] and
z 2R, thus, we only need to show that the integrand is integrable with respect to the
variable z over R. In fact, by the Schwarz inequality and the assumption (2.2), we
have Z
R
Gt−s(x − z)jf(s; z; un(s; z; !))j dz
6
Z
R
Gt−s(x − z)[KT (z)]2 dz
1=4
2
Z
R
Gt−s(x − z)(1 + [un(s; z; !)]2) dz
1=4
<1; a:s:
for 06s6t6T and x2R since by the assumption that un 2UT , we have un(s; ; !)2
L2(R) a.s. and the fact that Gt is contractive in L2(R). Hence, I1(t; x; !) is well dened
as a Lebesgue integral over [0; t]R for (t; x)2 [0; T ]R.
Furthermore, remarking that by Lemma 3.3 we have ht; x 2H, thus the second integral
on the right-hand side of Eq. (3.1) is well dened (and in fact) as the L2(
)-limit of
the Cauchy sequencesZ t+
0
Z
U
hmt; x(s; y; )q(ds; dy; )

m2N
:
The proof of Lemma 3.4 is now complete.
Lemma 3.5. If un 2UT for some n2N, then for any xed (t; x)2 [0; T ]R; I2(t; x; )
is fFtg-measurable (which immediately implies that I2 is fFtg-adapted). Moreover,
I2 is modied cadlag in t 2 [0; T ] and continuous in x2R a.s.
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Proof. First of all, we observe that I2(t; x; !) is right continuous in t which is obvi-
ous from the fact that I2 is a well-dened integral as we elucidated in the proof of
Lemma 3.4, since the upper limit of I2(t; x; ) is given by the right limit of t.
Now, for any xed t 2 [0; T ], we set
Jt(r; x; !) :=
Z r+
0
Z
U
ht; x(s; y; !)q(ds; dy; !); (r; x; !)2 [0; t]R
: (3.5)
Then by Eq. (3.2), fJt(r; x; !)g is a square integrable fFtg-martingale with the quadratic
variational process given by the following (non-stochastic) integral
hJt(; x; !)i(r)=
Z r
0
Z
U
Z
R
Gt−s(x − z)g(s; z; un(s−; z; !);y) dz
2
(dy) ds; (3.6)
since we had derived in the proof of Lemma 3.3 that ht; x 2H. Furthermore, it is well
known that (see e.g. Theorem I.6.9 of Ikeda and Watanabe, 1981), Jt(r; x; !) has a
cadlag version (in the variable r 2 [0; t]). On the other hand, we have I2(t; x; !)=
Jt(t; x; !). Hence I2(t; x; !) is fFtg-measurable. Moreover, since
L2(
)− lim
r"t
(Jr(r; x; )− Jt(r; x; ))= 0;
we have
L2(
)− lim
r"t
I2(r; x; ) = L2(
)− lim
r"t
Jr(r; x; )
= L2(
)− lim
r"t
Jt(r; x; )
+L2(
)− lim
r"t
[Jr(r; x; )− Jt(r; x; )]
= Jt(t−; x; ):
Hence, the left L2(
)-limits of I2(t; x; ) exist for all t 2 [0; T ] and x2R. Combining
with the right continuity of I2(t; x; !) in t, we get that I2 is modied cadlag in the
variable t.
In what follows, let us show that I2 is continuous in the variable x. To this end, we
need the following version of Totoki’s extension of Kolmogorov{Prokhorov’s continu-
ity theorem (cf. e.g. Theorem 2.6.5 of Ito^, 1984):
Lemma 3.6. Let fX (x)gx2R be a real-valued stochastic process. If for every L>0,
there exist positive constants L; L and "L (depending only on L) such that
EfjX (x1)− X (x2)jLg6Ljx1 − x2j1+"L
for all x1; x2 2 [−L; L], then fX (x)g has a continuous version.
Now, we take up again the proof of Lemma 3.5. Let L>0 and t 2 [0; T ] be arbitrarily
xed and x1; x2 2 [−L; L]; x1 6= x2. We observe that
E [Jt(r; x1; )− Jt(r; x2; )]2
=E
Z r+
0
Z
U
Z
R
[Gt−s(x1 − z)− Gt−s(x2 − z)]g(s; z; un(s−; z; !);y) dz
2
(dy) ds:
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Hence, by the Schwarz inequality, Fubini’s theorem and the assumption (2.3), we have
E(jI2(t; x1; )− I2(t; x2; )j2)
= E(jJt(t; x1; )− Jt(t; x2; )j2)
= E
(Z t
0
Z
U
Z
R
(Gt−s(x1 − z)− Gt−s(x2 − z))g(s; z; un(s−; z; );y) dz
2
(dy) ds
)
6E
Z t
0
Z
R
jGt−s(x1 − z)− Gt−s(x2 − z)j dz

Z
R
jGt−s(x1 − z)− Gt−s(x2 − z)j
Z
U
[g(s; z; un(s−; z; );y)]2(dy) dz ds

6E
Z t
0
1p
2s
Z
R
j e−z2=2s − e−(x2−x1+z)2=2sj dz

Z
R
jGs(x1 − z)− Gs(x2 − z)jKT (z)(1 + jun((t − s)−; z; )j) dz ds

;
where we used the change of variables: z 7! x1− z and s 7! t− s in the latter inequality.
On the other hand,Z
R
jGs(x1 − z)− Gs(x2 − z)jKT (z)(1 + jun((t − s)−; z; )j) dz
6
Z
R
[Gs(x1 − z) + Gs(x2 − z)][KT (z)]2 dz
1=2


2
Z
R
[Gs(x1 − z) + Gs(x2 − z)](1 + [un((t − s)−; z; )]2) dz
1=2
62
p
2
(
sup
x2[−L; L]
Z
R
Gs(x − z)[KT (z)]2 dz
)1=2

(
sup
x2[−L; L]
Z
R
Gs(x − z)(1 + [un((t − s)−; z; )]2) dz
)1=2
:= ct; L(s)
<1;
where the latter inequality is derived by the following argument. From the assumptions
that KT and un belong to L2(R), we know that the two integrals on the fourth and fth
lines are continuous in x. Thus, the suprema of the two integrals for x over the closed
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interval [−L; L] are nite. Furthermore, by the change of variables: z 7! (x2− x1)z and
s 7! (x2 − x1)2s, we obtain
EfjI2(t; x1; )− I2(t; x2; )j2g
6E
"
sup
s2[0; t]
ct; L(s)
#Z t
0
1p
2s
Z
R
je−z2=2s − e−(x2−x1+z)2=2sj dz ds
6E
"
sup
t2[0; T ]
sup
s2[0; t]
ct; L(s)
#
(x2 − x1)2
Z t=(x2−x1)2
0
1p
2s

Z
R
je−z2=2s − e−(1+z)2=2sj dz ds
6(x2 − x1)2CL;T
for x1; x2 2 [−L; L], where
CL;T :=E
"
sup
t2[0; T ]
sup
s2[0; t]
ct; L(s)
#

Z +1
0
1p
2s
Z
R
je−z2=2s − e−(1+z)2=2sj dz ds<1
is a constant only depending on L for xed T . Thus, we have
sup
t2[0; T ]
EfjI2(t; x1; )− I2(t; x2; )j2g6(x2 − x1)2CL;T :
Therefore, by Lemma 3.6, I2 has a version which is continuous in the variable x.
Remark 3.7. It is worthwhile to point out that I2(t; x; !) is, in general, not an fFtg-
martingale since the integrand of I2 also depends on t and is dierent for each t.
Lemma 3.8. If un 2UT for some n2N, then un+1 2UT .
Proof. By Lemma 3.2, u1 2UT . Thus, by Eq. (3.1), it suces to show that Ij 2UT
for j = 1; 2, since UT is closed under linear operations. By Lemma 3.5 we know
that fI2(t; x; !)g(t; x;!)2 [0;T ]R
 is fFtg-adapted, modied cadlag in t and continu-
ous in x, a.e. for !2
. Let us note that the same is true for fI1(t; x; !)g, this is
because I1 is a Lebesgue integral depending on the parameter t and x, whose inte-
grands are absolutely integrable and continuous in t and x. Moreover, I1 is obviously
fFtg-adapted since it is a non-stochastic integral and its corresponding random
integrand is fFtg-adapted. Let us nally prove that un+1(t; ; !)2L2(R) a.s. for all
t 2 [0; T ]. Namely, we will show
E
Z
R
[un+1(t; x; )]2 dx<1; t 2 [0; T ]:
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Remark that by Eq. (3.1), we have
E
Z
R
[un+1(t; x; )]2 dx64
Z
R
[u1(t; x; )]2 dx + 4
2X
j=1
E
Z
R
[Ij(t; x; )]2 dx; (3.7)
so it suces to prove that the two terms on the sum of the right-hand side of Eq. (3.7)
are nite. In fact, by Schwarz inequality, the assumption (2.2) and Fubini’s theorem,
we have the following derivation:
E
Z
R
[I1(t; x; )]2 dx
6tE
Z
R
Z t
0
Z
R
Gt−s(x − z)[f(s; z; un(s; z; ))]2 dz ds dx

6tE
Z
R
Z t
0
Z
R
Gt−s(x − z)KT (z)(1 + jun(s; z; )j) dz ds dx

6tE
Z t
0
Z
R
Z
R
Gt−s(x − z) dx

KT (z)(1 + jun(s; z; )j) dz ds

6t
Z t
0
 Z
R
KT (z) dz +
Z
R
[KT (z)]2 dz
1=2
E

2
Z
R
[un(s; z; )]2 dz
1=2!
ds
<1;
since KT 2L1(R)\L2(R), un(s; ; !)2L2(R) a.s. for s2 [0; t] and un is cadlag in the
variable s. Similarly by Eq. (3.6), we obtain
E
Z
R
[I2(t; x; )]2 dx=
Z
R
E([Jt(t; x; )]2) dx
=
Z
R
E
(Z t
0
Z
U
Z
R
Gt−s(x − z)g(s; z; un(s−; z; );y) dz
2
(dy) ds
)
dx
6
Z
R
E
Z t
0
Z
U
Z
R
Gt−s(x − z)[g(s; z; un(s−; z; );y)]2 dz (dy) ds

dx
6E
Z
R
Z t
0
Z
R
Gt−s(x − z)KT (z)(1 + jun(s−; z; )j) dz ds

dx
<1:
Therefore, we conclude that un+1 2UT .
Now, combining Lemma 3.2 with Lemma 3.8, we obtain Proposition 3.1 by induc-
tion. Hence the sequence fun(t; x; !); (t; x; !)2 [0; T ]R
gn2N is well dened by
Eq. (3.1).
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In what follows, we will show that fun(t; ; !)gn2N converges in L2(R) to a solution
u(t; ; !), say, of Eq. (3.1), which completes the existence proof of solutions to (1.3).
The proof of the existence. Set
Fn(t) :=E
Z
R
[un+1(t; x; )− un(t; x; )]2 dx

; t 2 [0; T ]; n2N:
Then by Eq. (3.1), Schwarz inequality, Fubini’s theorem (as used in the previous
arguments) and the assumption (2.3), we have the following derivation for n2N:
Fn(t)
62E
Z
R
Z t
0
Z
R
Gt−s(x − z)[f(s; z; un(s; z; ))− f(s; z; un−1(s; z; ))] dz ds
2
dx
+2E
Z
R
Z t+
0
Z
U
Z
R
Gt−s(x − z)[g(s; z; un(s; z; );y)
−g(s; z; un−1(s; z; );y)] dz q(ds; dy; )
 2
dx
62tLTE
Z
R
Z t
0
Z
R
Gt−s(x − z)[un(s; z; )− un−1(s; z; )]2 dz ds dx
+2LTE
Z
R
Z t
0
Z
R
Gt−s(x − z)[un(s; z; )− un−1(s; z; )]2 dz ds dx
62LT (T + 1)
Z t
0
E
Z
R
[un(s; z; )− un−1(s; z; )]2 dz ds
= CTLT
Z t
0
Fn−1(sz) ds;
where CT := 2(T + 1) is a constant only depending on T . Hence, by induction we get
Fn(t)6[CTLT ]n−1
Z t
0
dt1
Z t1
0
dt2   
Z tn−2
0
F1(tn−1) dtn−1:
On the other hand, by Eq. (3.1) and the assumption (2.2), we have
F1(t) = E
Z
R
[u2(t; x; )− u1(t; x; )]2 dx

6CT
Z
R
Z t
0
Z
R
Gt−s(x − z)KT (z)(1 + ju1(s; z)j) dz ds dx
6 TCT
Z
R
[KT (z)]2 dz
1=2
2T +
Z
R
[u0(z)]2 dz
1=2
which is again a constant only depending on T , denoted by const. Thus we obtain
06Fn(t)6
const:[CTLTT ]n−1
(n− 1)! ; n2N
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which implies that the series
P
n2N Fn(t)(6const:e
TCT LT ) converges uniformly on [0; T ].
Therefore, the sequence fun(t; ; !): (t; !)2 [0; T ]
gn2N converges in L2(R) uni-
formly for t 2 [0; T ] and a.s. for !2
. Dene
u(t; ; !) :=L2(R)− lim
n!1 un(t; ; !):
It is easy to see that u(t; ; !)2L2(R) for all t 2 [0; T ] and a.s. !2
, and moreover,
u is fFtg-adapted.
It remains to show that u satises an equation of the form (1.3), namely, we need
to prove
u(t; x; !) = u1(t; x; !) +
Z t
0
Z
R
Gt−s(x − z)f(s; z; u(s; z; !)) dz ds
+
Z t+
0
Z
U
Z
R
Gt−s(x − z)g(s; z; u(s−; z; !);y) dz q(ds; dy; !): (3.8)
In fact, by Eq. (3.1), we have
E
Z
R
[un(t; x; )− u1(t; x; )
−
Z t
0
Z
R
Gt−s(x − z)f(s; z; u(s; z; )) dz ds
−
Z t+
0
Z
U
Z
R
Gt−s(x − z)g(s; z; u(s−; z; );y) dz q(ds; dy; )
6CTLT
Z t
0
E
Z
R
[un−1(s−; z; )− u(s−; z; )]2 dz

ds: (3.9)
Since fun(t; ; !): (t; !)2 [0; T ]
gn2N converges to u(t; ; !) in L2(R) uniformly for
t 2 [0; T ] and a.s. for !2
, we can take the L2(
)-limit as n!1 through the integral
of the variable s over [0; t] on the right-hand side of the inequality (3.9), from which
we obtain Eq. (3.8). Moreover, from Eq. (3.8) and by a similar argument as in the
proofs of Lemmas 3.2, 3.4, 3.5 and 3.8, we conclude that u has a version which is
modied cadlag in t and continuous in x. Thus u is a solution of Eq. (1.3).
The proof of uniqueness. Let u(1) and u(2) be two solutions of Eq. (1.3). Then u(1)
and u(2) belong to UT . Hence u(1) and u(2) satisfy Eq. (3.8). Set
H (t) :=E
Z
R
[u(1)(t; x; )− u(2)(t; x; )]2 dx

; t 2 [0; T ];
which is obviously modied cadlag in the variable t. Thus, supt2[0; T ]H (t)<1. By
Eq. (3.8) and the same argument as in the proof of existence, we get
H (t)6CTLT
Z t
0
H (s) ds:
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By Gronwall inequality, we obtain that supt2[0; T ]H (t)= 0. This clearly implies
that
u(1)(t; x; )= u(2)(t; x; ) a:s:
for all t 2 [0; T ] and (actually dx-almost) all x2R.
Remark 3.9. We point out that the solution given by Eq. (3.8) is not a semimartingale
since the second stochastic integral on the right-hand side of Eq. (3.8) is not an fFtg-
martingale as we observed in Remark 3.7. This makes an intrinsic dierence between
SPDEs and SDEs driven by Poisson white noise. The solutions of SDEs driven by
Poisson white noise are namely semimartingales, see e.g. Section 9 of Chapter IV in
Ikeda and Watanabe (1981) and also Theorem 3.2 of Kurtz et al. (1995).
Remark 3.10. We have proved that the solution u(t; x; !) is modied cadlag in t.
Furthermore, u(t; x; !) is even modied continuous in the sense that for each x2R, the
sequence of L2-valued variables fu(t; x; )gt2[0;1) is continuous. Indeed, this comes from
the known fact that the associated Poisson random measure satises p(ftg; U; )= 0;
P-a:s:
Finally, we notice that the condition KT 2L1(R) is only used in the proof of
Lemma 3.8 and directly from there we have the following (alternative) sucient con-
dition (2.2a) for Theorem 2.2.
Theorem 2.20. Assume that for any T>0, there exist a (positive) real function
KT 2L2(R) and a constant LT>0 such that
[f(t; x; z)]2 +
Z
U
[g(t; x; z;y)]2(dy)6KT (x)jzj; (2.2a)
[f(t; x; z1)− f(t; x; z2)]2 +
Z
U
[g(t; x; z1;y)− g(t; x; z2;y)]2(dy)6LT jz1 − z2j2
for (t; x; z)2 [0; T ]RR. Then for any u0 2L2(R), there exists a unique solution
to Eq. (1.3).
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