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　　　　　　線形最小二乗法の諸問題（I）1）
　　　　　　　　　　　　　　　　　　　　　関本年彦
　本論は，線形最小二乗法について，（1）数理的基礎,（２）アルゴリズム, (3)
統計学的考察，の三つの側面から論ずる。
　問題解決の場において，変数Ｊ＝（ぞl,･‥，配）の変動が変数ｙの挙動を決
定する方程式（モデル）ｙ＝y（め＝y（ぞ1,…，む）は2），問題解決に当たる者が
与えられたデータに基づいて知識，経験を駆使した総合的な判断から，新
たに考案したり，あるいは問題の分野に応じてよく用いられるいくつかの
候補の中から適当と思われるものを選択する。モデルは通常いくつかのパ
ラメータを含むので，つぎには，与えられたデータをあてはめてみて「最
適モデル」となるようにパラメータの値を決定する。このようなパラメー
タの決定作業を，データのモデルヘのあてはめ，あるいは単にデータのあ
てはめ(data fitting)と呼んでいる。
　線形最小二乗法は，
（＊）　　　　　fix;β）＝βo十βlg1（め十‥･十βふ（ヱ）
のようにパラメータβ＝（βo,β1,…,瓦）について線形であるモデルを扱う。
その「最適モデル」とは，与えられたデータ
　　　　　　（ｙ.， Xi）＝（ｙ，心1,…，ξ，），（f＝1,…，ｍ）
について
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(＊＊)　　φ(β)＝Σ(ｙ－y(石β))2
を最小とするようにパラメータβを定めたモデルのことである。線形最小
二乗法は，y(心β)がβについて線形であれば，χについては必ずしも線
形でなくても，すなわち(＊)の＆(ヱ)はどのような関数であっても適用
できる。ただし，本論では特別な形をもった＆についての議論には立ち入
らないので，以下では
　　　　　　fix;β)＝βo十βぱ汗…十瓦石
のようにχについても線形(正確には，アフィン線形)であるモデルを対象
にする。
　(＊＊)の(1)(β)を最小にするパラメータのモデルを最適とすることにつ
いては，数理的議論を展開する過程で，十分説得性をもつ選択であること
が判明する筈であるが，統計学からもいくつかの支持が得られている。
すなわち，計測誤差yi-fixi;β)を確率変数ε,としa-=i.…,m),各ｓ,の
期待値Ｅ(０＝０，と各ε。ｓﾊﾞl<i,i<Tn)についてＥ(ε両)＝?恥3)を仮定
すると，(1)(β)を最小にするβ＝&＝(&o,砿…，瓦)の各&りは，ｙの線形関
数4)であり，βiの不偏推定量となるが(線形不偏推定量)，β,の線形不偏推
定量の中ではその分散が最小である(最小分散線形不偏推定量)。さらに，
各ε,が正規分布にしたがうという仮定をつけ加えるならば，各乱はβ,の最
尤推定量であり，また，β,のすべての不偏推定量の中で最小の分散をもつ
ものであることが知られている。
　本論の内容は以下の通りであるが，紙数の関係で5.3以降は続稿にゆず
る。なお，以後線形最小二乗法を単に最小二乗法ということにする。
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最小二乗法が基盤とする数理的内容は，(1)特異値分解，(2)擬逆写像，（3)射
影，の３項目に大別される。以上のうち§２～４は，これらに関する議論
である。筆者は，§５をもとにＣ言語によるプログラムを作成したが，こ
れは現在東京大学共同利用大型機計算センター副システムのファイルに
あって公開してある。
　§１　概要
　はじめに，本論で用いる数学的記号について述べておく。
　Rは実数の集合。Ｒηは7z次元実数ュークリッド空間。Ｒ¨リはｍｘη実
数行列の集合。 /Ｕは7z次単位行列で，前後の関係から次数が明らかな場合
は／とも記す。 Aが行列のとき／/いは/1の転置行列。ｒの要素はn次元列
ベクトルで／(ぞ1,…，む)(ただし，各ξりは実数)のように表すことができ
る。Ｊ＝'(ξｈ･‥，む)，jy＝゛(η1,･‥，恥)ＥＲ７１に対して，内積ぞ1η1＋…＋なら
＝≒yを＜ヱ,ｙ＞。で表し，次数ｎか明らかならば, <x, y>とも記す。
√疋‾とにy>nをベクトルjｒの長さまたはノルムといい，llχ||と記す。各
1ざ泡ηに対して，が≡ｒを第ｉ要素が１でそれ以外の要素は０であるベ
タトルとするとき, eu…，らから成るＲｎの基底をＲηの自然基底という。
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　最小二乗法を数学的にいえば，既知の行列５）ＸＥＲ¨”とベクトルｙＥ
Ｒ’から
（1.1）　　　＼＼y-Xβll
を最小にするようなベクトルβ∈ｒ（以下では最小二乗解ともいう）を求
める手法である6）。行列Ｘの列ベクトルをχ1,…，気圧/ｒとし，ざを
心…，気が生成するＲ゛の部分空間とすると，
（１．２）　　ｙ－Ｘ辰≡ｙ（ざ釧はＳの直交補空間）
であるようならＥＲリは，つぎの不等式(1.3)から（1.1）の最小二乗解
であることがわかる。
(1. 3)　　　llｙ－Ｘβr=＼＼y一Ｘみ112＋11ｘ&一Ｘβ112≧Wy-Xbf.
また，この不等式から，（1.2）を満たす最小二乗解bが存在するとして，
他のいずれの最小二乗解ｙについても
　(１．４)　　Xb'=Xb
であることがわかる。(1.2)は，すべてのβＥＲ”に対して＜jy 一Ｘみ，
Ｘβ＞。＝＜'Ｘ(jy－Ｘ&)，β＞。＝0,すなわち'XXb='.Xyと書き直せるから，
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ｂは
(1. 5)　　　’ＸＸβ＝’ｘｙ
をβについて解いたものである。これを正規方程式(normal equation)とい
い，結局最小二乗法は正規方程式を（βについて）解くことに帰着するこ
とがわかる。
　ところで，正規方程式（1.5）は連立１次方程式であるから，後は一見
取り立てて問題はなさそうに見えるが，この方程式を数値的に解くにはま
ず行列’ＸＸを計算しなければならず，この計算についてはＸの要素の誤
差かtＸＸの要素の誤差に大きな影響を及ぼす場合があることが知られて
いる。そこで近年，正規方程式（1.5）を解く方法として行列の特異値分
解のアルゴリズムによるものが開発され，これが現在もっとも優れた最小
二乗法のアルゴリズムとされている。この方法の特徴は，正規方程式を解
くのにtＸＸのかわりにＸを対角化することによってＸの要素の誤差の影
響を抑制しているところにある。
　§２　特異値分解(singular value ｄｅｃｏｍｐｏｓitｉｏｎ-ＳＶＤ）
　この§では, m>nとする。
　定理2. 1 (特異値分解）　任意の線形写像かｒ→Ｒ″リは，Ｒ゛,Ｒ”の
適当な正規直交基底により対角要素は非負で対角要素以外は０である
mXn行列7）
　　　　　　　　　　　　　　　　びI　O
(2. 1)　　　Ｄ＝diag（ら…，ら）＝ﾚ゛万万，　　び1≧…≧ら≧0
で表すことができる。
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　証明　tｆfはＲn上の対称変換で半正値8)であるからの2≧…≧岬＞ら･12
＝…＝心＝Ｏ嵐＞0，1≦fぢ,ざ癩であるような固有値9)をもつ。Vu--･，砧ｊ≡
『をたがいに直交するa,Kl<i<η)に対応する単位固有ベクトルとする
と, l<i, k<rならば
　　　　　　　＜（ソ(柘)，昨1/(恥)＞＝(のの)-1＜Ｖｕ 　*ff(zﾉ1)＞
　　　　　　　　　　　　　　　　　　＝(びｉ<Tk)‾1びk<v,,Vk>=8,k
(δパはクロネッカーのデルタ)であるから，（ソ01)，…，ぐJ(岫ＥＲＮは
だかいに直交する単位ベクトルである。そこで，これらをMl,…，沁とお
き，さらに, Ml,…，４がたがいに直交するように単位ベクトル沁士1,…，
umをつけ加える。以上のMl,…, Mm, Vu…，硲に対して
　　　　　　　　　　　　　　びÅ1，　　1≦fぶη，(2. 2)　　　＜ｕ。　iiｖｋ)＞＝| 　　　　　　　　　　，　　1≦よ≦こ|η
　　　　　　　　　　　　　　　0，　　n+l＜i＜ｉｎ
が成り立つ。□
　系　任意の行列ＡＥＲ¨口は，適当なｍ次直交行列びとｎ次直交行列
Ｕを用いて
(2. 3)　　　Ａ＝びD'V
と分解できる。Ｄは(2.1)で与えられるｍｘzz対角行列である。
　証明　び，ｙとして，上の定理の証明のMl,…, Mm, Vu…，zﾉ。を列ベクトル
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とする行列を採ればよい。□
　註２．１　Ｕとしてかならずしも正方行列ではなく, Mb…，zらを列ベクト
ルとするｍｘη列を採ると，(2.3)のＤはの,…，らを対角要素とするｎ
次正方対角行列となる。このＵとＤによる分解の方をＡの特異値分解とい
うこともある。
(2. 4)　　　Ａ☆几子犬
　註２．２　の(l＜i＜η)を行列Ａの特異値といい，行列Ｕの列ベクトル，す
なわちuXl<i<n)をＡの左特異ベクトル，また行列Ｖの列ベクトル，す
なわちVi(＼<iぶ7z)をＡの右特異ベクトルという。Ａの左特異ベクトル
は，行列Ａ'Ａの正規直交固有ベクトルであり，Ａの右特異ベクトルは，行
列'ＡＡの正規直交固有ベクトルである。
さらに。
　　　　　　ＡＶ＝ＵＤ＝(びlUu…，びぶ。)，ＡＵ＝ＶＤ＝(び＼Vi,--･，び匹)
から，各１ざf≦ｎに対して
　　　　　　Ａｔ),＝ ａ,Ｕ;,　*ＡＵ；‾びtV,
が得られる。
　§３　擬逆写像
　/･･ Ｒ”→Ｒ”２を線形写像とする。ｆは，標準線形写像10,ρ:Ｒ”→ｒﾝ
Ｋｅr(f)と標準単射11う｡･f(ｒ)→Ｒ’により
(3パ)　　　ｒこ茫ﾝＫｅr(f)犬f(Ｒっ犬ｒ･
と分解でき，Ｊ十Ｋｅr(f)→f(めで定義される線形写像ｆは正則である。し
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たがって，ｐ： Ｒ゛→ｆ(Ｒつを正射影とすると，線形写像ｆ-ｌ･ｐ： Ｒ゛→Ｒ”
ﾝＫｅr(f)が定義できる。さらに，任意のベクトルχＥＲ”をヱ＝Ｊ汗χ2
(ヱ１ＥＫｅr(f)１，χ２ＥＫｅr(f))と分解したとき，jｒ十Ｋｅr(f)＝jｒl十Ｋｅr(f)→
jｒlで定義される「ﾝＫｅr(f)からＫｅr(f)｣-への線形写像は全単射である。
これによってＲソＫｅr(f)とＫｅr(f)１を同一視し，j: Ｋｅr(f)１→Ｒ”を標準
単射とすると，y･が・ｐは/Ｆから茫への線形写像になる。これをｆの
擬逆写像(pseudoinverse)または一般逆写像(generalized inverse)といい，
尹で表す。
(3. 2)　　f蝸/ｒ真f(Ｒつ似Ｋｅr(f)・犬『
である。ｆがもともと正則であるときは，尹＝f-1，すなわち擬逆写像と逆
写像は一致する。
　以下で擬逆写像μのＲ”'とＲＭこ自然基底を採ったときの表現行列を求
めておく。ｆの自然基底による表現行列Ａが，ｍ次直交行列Ｕとｎ次直交
行列Ｖおよび(2. 1)のmXn対角行列Ｄによって(2. 3)のように特異
値分解されるならば，ｒをの>Or±1ニＯであるような整数とし, Ml,---,
ｕ。Vu…，仏をＵ，Ｖの列ベクトルとすると，各１ざんざηに対しＶ哨＝
'(0,…, 0, 1, 0,…，0)であるからf(zﾉ1)＝らｕ1である。　したがって, Vi,
…パノ，が生成する部分空間をＤﾉ1,…，梼]，匹･1,‥･，zﾉ。が生成する部分空間を
[ｗト1,‥･，仏]と書くと
(3. 3)　　　Ｋｅr(f)１＝[も･1,･‥,Ｖｒ]，　　Ｋｅr(f)＝[zみ士1,…，zﾉ。]
であり
　　　　　　　　　　　　　　＜硲，びM> =びご1心，　l<i<r,
　　　　　　＜哨，尹(絢)＞＝　　　　　　　　　　　　　　　　　　　，１≦ゐ≦η
1　　　　　
0，　　　　ｒ＋1≦f≦ｍ
となるから，ｕl,…，らV＼,…，硲をＲ乙Ｒ’の基底にとった場合のf‾゛の表
現行列はnX?n対角行列
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　　　　　　Σ-1　01
0　　0
j
ER”4‾″≒　Σ‾1＝diag(びご,…，びj‾1)
である。これから尹の自然基底による表現行列をＡ゛と記すことにする
と
　　　　　　　　　　Σ-1　0
(3゛4)　　　A4‾ニＶ１０　０卜Ｕ
となることがわかる。この行列Ａ゛をＡの擬逆行列という。もちろん，Ａ
が正則のときは，擬逆行列と逆行列は一致する。
　§４　行列の列ベクトルが生成する部分空間への正射影
　この§でもｍ＞ηとする。
　ｒ上の線形変換ハｔ-， ｆ＝fであるとき射影と呼ばれ，さらにソ＝fな
らば正射影(または直交射影)と呼ばれる。
　射影については，以下が基本的である。
　(1)射影の固有値は１または０である。
　(2) /が射影のとき/－fも射影で，Ｒリはlm(f)12)とlm(ノーf)の直和
である。とくに，ｆが正射影ならば，Im(f)とIm(ノーf)は直交する，す
なわちたがいに直交補空間になる。
　(1)から，射影の階数(rank)はトレースに等しい，ことがわかり，この事
実は統計学においてカイニ乗分布あるいはその派生分布の自由度を求める
のに利用される。
　ｕＥＲ゛が単位ベクトルであるとき，?ｕはｕが生成するＲ゛の部分空間
への正射影を表すｍ次正方行列である。つぎに，ｕl,…,ｕ。(y･＜7n)をたがい
に直交する単位ベクトルとするとき，これらを列ベクトルとする行列をＵ
と書けばＵガはｕl,…,ｕ。が生成するjｒの部分空間への正射影を表すｍ
次正方行列である。つぎの定理は，以上の事実を一般化したものである。
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　定理４パ　ＸをmXn行列(7z＜ｍ)とすると，Ｘ('ＸＸ)男いはＸの列ベ
クトルが生成するＲ゛の部分空間への正射影を表すｍ次正方行列である。
　証明　Ｘの特異値分解がＵＤ'ＶでＤの対角要素はのと‥≧ar>ar+＼~…
＝び。＝Oであるとする。各＼<i<ηに対し, 　ｅ;＝て0,…, 0, 1, 0,…，0)ＥＲ”
とおくとχ^=Xe,バはＸの第ｆ列ベクトルであり，一方Ｄ'ｖｇバは第1～ｒ番
目以外の要素は０であるｎ次元ベクトルであるから，ＵＤ'ｖｇバはＵの第
1～ｒ列ベクトルｕ1,…,ｕ。の線形結合である。したがって, Ml,…, Urが生成
するＲ’の部分空間をＳとするとχｊ≡Ｓであり，行列Ｄの限数はｒでＵ，
Ｖは直交行列であるからＸの階数もｒで，ざはＸの列ベクトルが生成する
部分空間と一致することがわかる。Ｘ＝ＵＤ'Ｖにより
　　　　　　　　　　　　　　八　θｘ('ｘｘヤ¨ｘニ
＼0　0/
(/バはｒ次単位行列)
が得られるから, Ml,…，叫を列ベクトルとする行列をぴとすると。
　　　　　　　　　　　　　一一XCXX) + 'Ｘ＝Ｕ'Ｕ
であり定理が証明された。□
　系　£i，…，ｓ。をたがいに独立な平均０分散１の正規分布にしたがう確率
変数とするとき，行列Ｘが最大階数(full rank)をもつ，すなわちrank ｘ
＝ηならば，ＸＣＸＸ)-“ＸＥ，(/－ＸＣＸＸ)-1'Ｘ)εは，密度関数(2π)-゛2 n
　　　　　　　　　　　　m―n　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　Z=1ｒが/2および(2π)-(一白２ｎｒがﾝ2をもつ7z次元およびｍ－η次元正規分布
にしたがう確率変数である。ただし，ε＝'(ε1,…， Ｓｍ)とする。
　§５　最小二乗解のアルゴリズム
　最小二乗解のアルゴリズムは，固有値を求めるそれから派生したもので
ある。固有値の数値解法では，対角化可能な正方行列Ａに対して適当な方
法で直交相似変換を施して対角行列を求めることにより行われる。すなわ
ち，適当な直交行列Ｕを用いて
　　　　　　'ＵＡＵ＝diag(λｙ‥，λ。)
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を求める。これに対して，最小二乗解のアルゴリズムにおける特異値分解
は，
　(1)すべての行列に適用することができ，
　(2)直交行列を用いる点は変わらないが／ＵＡＶ＝Ｄ(式(2. 3)参照)
　　　に見られるように相似変換である必要はない。
したがって，最小二乗解のアルゴリズムにおいては自由度がいくぶん大き
くなり工夫を折り込む余地があるわけである。
　この§では，ｍ＞η，ＸはmXn行列でその列ベクトルをχ1,…，心∈
/ｒとし，ｙＥＲ’とする。Ｘの特異値分解(定理２．１の系参照)は
(5.1)　　　Ｘ＝Ｕ diagCの,…,Onyv
で，この場合ＶはVu…,1ﾉ。∈茫を列ベクトルとするｎ次直交行列であるが
Ｕはたがいに直交する単位ベクトルUu…，ｕｊ≡Ｒ″2を列ベクトルにもつ
mXn行列とする。また，nz次対角行列の対角要素はの>--->(rr>(Tr。l＝
…＝ら＝Ｏであるとする。
5. 1.最小二乗解
　Xi,…，石が生成するＲ’の部分空間をＳとしその直交補空間を恐とす
ると，不等式(1. 3)からわかるようにjy－ｘbEｙを満たすβ＝ｂＥｔが
あればそれはllｙ－ｘbllを最小にする。定理４．１によれば，Ｘ('ＸＸ)ｏｘは
Ｓへの正射影であるから／－Ｘ('ＸＸ)¨ｘはｙへの正射影である。しかる
に，
(5. 2)　　　b＝('ｘｘ)¨ｘjy＝1ﾉ1＜ｕこﾀﾞ＞″'十…十zみ＜“万万＞゛
であるとｙ－ｘｂ＝(／－Ｘ('ＸＸ)¨Ｘ)ｙ≡ｙとなり，ｂは最小二乗解である
ことがわかる。条件ｙ－Ｘβ∈恐と同値な正規方程式
　　　　　　゛ＸＸβ＝゛ｘjy
から明らかに／ＸＸが正則ならば('ＸＸ)゛＝('ＸＸ)-１となってb＝('ＸＸ)-1
　　　　　　　　　　　　　　　－159 －
汲yが正規方程式の唯一の解であるが／ＸＸが正則でないときは
(5. 3)　　　Xc = Miび＼<VuC>。＋‥･＋ｕｒCTｒ＜Ｖｒ，　Ｃ＞。＝0
となるような任意のベクトルｃＥＲ゛についてb七b十ｃも正規方程式の解
である。ベクトルｄこ関する条件(5.3)はc ir^vi,…，Ｖｒと直交すること，
すなわち匹･I/--, Vnの線形結合であることと同値である13)。bは，(5.2)
からVu…バみの線形結合であるから，最小二乗解の中で長さが最小である
ことがわかる。
　ｂの数値解は，(5.1)が示すようにＸの特異値分解を求める，すなわち
行列Ｕｙとｘの特異値を求めることによって得られるが，ｘの特異値分
解は５．３で詳説するＱＲ法をＸに適用することによって得られる。ただ
し, QR法をＸに直接適用するのではなく，はじめにＨｏｕｓeholder変換に
よってＸを２重対角行列に変換しておくが，この意義はつぎの２点にある。
　(1)Ｘに直接ＯＲ法を適用したのでは，計算時間が膨大になるおそれが
ありＱＲ法が実用性を欠く結果になる。
　(2) QR法は，本来正方行列の固有値を求めるアルゴリズムであり，行
列'ｘｘに対してＱＲ法のステップを繰り返すと行列Ｖの列ベクトルが
'ＸＸの固有ベクトルに収束する筈のものである。しかるに，行列'ＸＸに対
してではなく，行列ｘに対してＱＲ法のステップ適用してもなお行列ｙの
列ベクトルに求める固有ベクトルが得られることを保証するのは，後述の
Ｑインプリシット定理に基づく原理である。ただし，この原理はHes-
senberg行列14)にだけ適用が可能である。対称なHessenberg行列は３重
対角行列であり，とくに，Ｘが２重対角行列ならば'ＸＸは３重対角行列で
－160 －
ある。
5.２　Householder変換による行列の２重対角化
　Ｒ゛のベクトルズ1，0，‥，0）をe1と記すことにする。 Ｈｏｕｓeholder変換
はベクトルヱＥＲ゛を・方向のベクトルヘうつす直交変換で，これを繰り返
し適用することによりＸを２重対角化する。
　部分空間別こ関する対称移動の変換φｓ:この変換は，pｓをざへの正射影
とするとき，各ｙＥＲ″について函（づ十ｙ＝pｓ（ｙ）で定義される。すなわ
ち，
（5.4）　　　φs = 2Ps-I
である。また，pjは正射影であるから㈲＝pｓ,pｓ2＝pｓであり，したがって
め＝φｓ（対称変換）で，かつ(附＝4pｓ2－4pｓ十ﾉ＝/（べき等変換）である。
したがって，φバは直交変換である。
　Householder変換らの定義：つぎにこのφｓを用いてベクトルヱＥＲ゛
をel方向のベクトルヘうつすＨｏｕｓeh01der変換らを定義する。らが直交
変換であることへの要請から。
　　　　　　ら（刈＝±lは馳
でなければならない。つぎに，ｕをjｒ一弥（χ)=X ―Bは|隔方向の単位ベク
トル（ただしε＝±1），すなわちむ＝ヱーEIはl‰　ｕ＝擢佃llとすると, u
が生成する部分空間Ｒzzの直交補空間（Ｒｇ）１はａを法線ベクトルとする
茫の超平面であり･，　<ｆ>エとしては部分空間（Ｒｕ）１に関する対称移動の変換
を採ればよい。 Ｒｕへの正射影はｕ’ｕであることから，（双肩１への正射影
はノーがz4である。そこで実際(5. 4)においてps = I―u'uとして計算し
てみるとφｓ(,め＝ε|匯l隔が得られる。結局，
(5. 5)　　　ら＝ノー2ｕ’ｕ
であることがわかる。なお，いは計算途上の桁落ちを防ぐために，その符
　　　　　　　　　　　　　　　－161 －
号がベクトルχの第１要素の符号と反対であるように定める。また，こう
することにより，ヱ≠Oならば，zﾉ≠Oであることが保証される。
　(5. 5)のらをχで定まるｐ次元Householder変換という。上で見たよ
うに，Ｈｏｕｓeholder変換は部分空間に関する対称移動の変換であるから，
直交変換であり，同時に対称性とべき等性をもっている。
　　　　　　　　　　　　　　　　　　　　　　　　　　　U-p
0
行列ｘの２重対角化：以下では，ｐ次正方行列ｐから1
0　/)
)のよ
うなｍ次正方行列を作ることが多いが，これを八-,ｅ戸と記すことにす
る。ｐから同じようにつくる7z次正方行列は八-,任び)と記す。ただし，
/o(D/）＝/）であるとする。mXn行列Ｘを
　　　　　　ｘニにヤ　ニ(ドｚっ
と分割すると，
　　　　　　八う　Ｏ　Ｙぺ　ｆＹぺ　　　　　　出う　0(5. 6)　　　　10　　戸yｚにピ' , iY' Zっ10　　pに(ドｚ了))
であり，Ｘに左から/。-μEEび)を乗じた場合第1～ｍ一戸行は不変，右か
　　　　　　　　　　　　　　　－162 －
らＬｙｘ)Ｐを乗じた場合第1～η－Z)列は不変であることに注意する。
　Ｈｏｕｓeholder変換により行列Ｘを(上)２重対角化するには，まず，以下
のように，ｍ次元直交行列Ｕ１,…，Ｕ。と7z次元直交行列ｙｈ…, Vn-2をつく
る。
　t/l : Ｘ の第１列ベクトルが定めるｍ次元Ｈｏｕｓeholder変換行列をが1と
　　する。
　ｙlツＵＩＸの第１行ベクトルの２番目以降の要素が定めるn-1次元
　　Ｈｏｕｓeholder変換行列を弑としてX/1＝かED柘とする。
　Uk(2<k<η－１)：ｘト1＝'Ｕト1ｘトｙト1(ただし，ｘｏ＝ｘ)とし，ｘト1の第
　　た列ベクトルのを番目以降の要素が定めるｍ一身＋１次元House-
　　holder変換行列を(λとして'U1＝ノト1(D(λとする。
　鴇(2≦k<n-2):7六Ｘト1の第Å･行ベクトルのゐ＋１番目以降の要素が定
　　めるn-k次元Ｈｏｕｓeholder変換行列を私として稿＝八(D凡とす
　　る。
　Ｕ。ｙＵ。ＩＸ。２の第ｎ行ベクトルのｎ番目以降の要素が定めるｍ－η＋１
　　次元Ｈｏｕｓeholder変換行列をＧ。として'に＝八-1(D(気とする。
この結果／ＵｊＵ。１‥ｊＵＩｘｙｌ…玖-2が２重対角行列となる。下図はＸが６
×４行列の場合である。
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　プログラムについての注釈：Ｃ言語による，２重対角化の関数bidiag
を定義するプログラムの先頭行は
　void bidiag(double*a, double* v, double* d, double* e, int ｍ，int n)
となる。ａはmXn行列のポインタで，関数bidiagはこの行列を２重対
角化する。関数bidiagは２重対角化された行列の対角要素を
d[0]～d[n-1]に，また副対角要素をe[o]～e[ｎ-2]に与え，さらに，ポイ
ンタａが指定する行列の記憶場所には，変換行列ＵＩ…Ｕ。を，ポインタＶが
指定する記憶場所にはｧz次正方行列である変換行列1/j…ｙ。-1を戻す。し
たがって，もとの行列は保存されない。
　冒頭で，ポインタＶが指定する記憶場所を，7z次単位行列化しておく。
　関数b idiagのメインループは，以下の４個の関数を使用している。
　double coluCdouble* a, int ｍ，int ｎ，int i)；
　void chouseCdouble* a, int ｍ，int ｎ，int i， int j)；
　double rowuCdouble* a, int ｎ，int Ｏ；
　void rhouse(double* a, double* u, int ｎ，int i，int j)；
　関数coluはUIを定義するHouseholder変換<P:r = I-2u'uの単位ベク
　　トルz4を計算する。関数値(関数が返す値)は，求める２重対角行列
　　の第た対角要素となる。ポインタａは，２重対角化しようとする行列
　　の記憶場所を指示し, Householder変換らを定義するベクトルヱとし
　　て，列ベクトルａ[n*i+i]～ａ[ｎ＊(Ｉ-1)＋i]を採り，計算されたベクト
　　ル副ま同じａ[n*i +i]～ａ[n*(m-l)+i]に置く。
　関数chouseは，関数coluが計算したａ[n*i +i]～ａ[ｎ＊(ｍ-1)＋｣]にあ
　　る単位ベクトルz4を用いて, Householder変換ら＝/－2がz4を施す。
　　実際の変換は，列ベクトルａ[ii*i+j]～ａ[n*(m-l)+j]に対して施す。
　関数rowuはl/1を定義するHouseholder変換の単位ベクトルz4を計算
　　する。関数値(関数が返す値)は，求める２重対角行列の第ゐ副対角
　　要素となる。ポインタμは，２重対角化しようとする行列の記憶場所
　　　　　　　　　　　　　― 164－
関数chouseは，本来j＝0～ｎ-1について実行すべきであるが((5. 6)
　参照)，j＝0～ト1の変換を施すべき行要素はすでにゼロに変換にされ
　ており，実際にはその場所にＨｏｕｓeholder変換の単位ベクトルｕが存
　在している。　また，j＝iについても削χ泌となることが分かってい
　　　　　　　　　　　　　－165 －
　を指示し, Householder変換らを定義するベクトルχとして，行ベク
　トルａ[ｎ＊i＋i＋1]～ａ[ｎ＊i＋ｎ-1]を採り，計算されたベクトルzｄは同じ
　ａ[ｎ＊i＋i＋1]～ａ[ｎ＊i＋ｎ-1]に置く。
関数rhouseは，関数rowuが計算したａ[ｎ＊i＋i＋1]～ａ[ｎ＊i＋ｎ-1]にあ
　る単位ベクトルｇを用いて, Householder変換ら＝/－2ｕ・を施す。
　実際の変換は，行ベクトルａ[ｎ＊j＋i＋1]～ａ[ｎ＊j＋ｎ-1]に対して施す。
関数bidiagのメインループは次のようになる。
　　るから, j=i+l～ｎ-1についてだけ実行している。
　関数rhouseの実行についても，ほぼ同様である。
　行列Ｕ＝Ｕ1…Ｕいは，メイソループ終了後もとの行列の下三角部分に残
しておいたHouseholder変換の単位ベクトルzzを用い，もとの行列の場所
に生成する。この部分のプログラムは次のようになる。
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