The roots of Discontinuous Galerkin (DG) methods is usually attributed to Reed and Hills in a paper published in 1973 on the numerical approximation of the neutron transport equation [18] . In fact, the adventure really started with a rather thoroughfull series of five papers by Cockburn and Shu in the late 80's [7, 5, 9, 6, 8] . Then, the fame of the method, which could be seen as a compromise between Finite Elements (the center of the method being a weak formulation) and Finite Volumes (the basis functions are defined cell-wise, the cells being the elements of the primal mesh) increased and slowly investigated successfully all the domains of Partial Differential Equations numerical integration. In particular, one can cite the ground papers for the common treatment of convection-diffusion equations [4, 3] or the treatment of pure elliptic equations [2, 17] . For more information on the history of Discontinuous Galerkin method, please refer to section 1.1 of [15] .
Let d P N˚be the number of spatial dimensions and Ω Ă R d be the domain of study. BΩ denotes the frontiers of the domain. To greatly simplify the following notes, we will ignore boundary conditions.
Let m P N˚be the number of conserved variables and W the vector of these variables. Then, W is ruled by a Conservation Law if there exists a Flux Function " F :
such that W verifies the PDE:
Here, the set S denotes the possible physical constraints on the conserved variables (positivity of the density, realizability of the transported moments, etc. . . ). This conservation law is said to be hyperbolic, if the Jacobian
is diagonalizable with real eigenvalues. In this case, we denote α the maximal absolute eigenvalue of J:
α pWq " max t|λ| , DV P R m such that J pWq .V " λVu .
2 Runge-Kutta discontinuous Galerkin methods
Degrees of freedom
Let Ω Ă R d be the domain of study and
a tesselation of the domain.
In each element T k , we define a funcitonal basis`ψ k l˘l "1,...,P k and associate T k with the finite dimensional vector space:
where χ k denote the characteristic function of T k , taking value 1 in T k and 0 elsewhere.
Therefore, a numerical solution on M h " pT k q k"1,...,N has exactly P " 
Spatial weak formulation
The continuous hyperbolic conservation law (2) is approximated on the high order functional vectorial space V h defined in (6) . It reads:
Find W h pt, xq " such that:
Weak Formulation
Since the supports T k and T k 1 are disjointed, k 1 " k always and the problem comes to @k, i,
By integration by parts, one easily gets the following three fold formulation:
Remark 1

One usually considers (but we don't have to)
If not, 2 is integrated by means of an adequate volumic quadrature.
Remark 2
Along the boundaries BT k of T k , F pW h q does not have a mathematical sens other than the flux occuring locally between the two states on both sides. Then the flux appearing in 3 is replaced by the numerical flux:
In the case the flux function is also projected on the basis as in (9) , the global formulation simply comes down to: 
Basis functions
DG methods are split into two main families: modal and nodal DG. These prefixes refer to the choice on the basis functions ψ k l . In general, the modal basis function will be chosen so that the corresponding mass matrix
is everywhere diagonal, what greatly simplifies the updates. On the other hand, any access to the value of the solution at a given point (for example for the evaluation of a numerical flux somewhere) will require a combination of all the degrees of freedom in the element:
On the contrary, nodal basis function are attached to certain points of the considered element. In general, the points are chosen in a way it simplifies the volumic and edge terms evaluations. In particular, on the edges of the elements degrees of freedom should be attached to some known quadrature points. Then, the numerical flux integral evaluation has all the necessary data for the numerous numerical fluxes evaluation directly at hand.
For dimensions stricly higher than 1 and polynomial order at least quadratic, there is a conjecture that there is no orthogonal nodal basis 1 . This might even be proven, alas I don't know yet about the demonstration.
Modal basis
• Legendre polynomials: this is the orthogonal interlocked polynomial basis for measure one. It is simply obtained by a Gram-Schmidt orthogonalization process starting from any polynomial basis of increasing order.
On r´1, 1s : 1, x, x 2´1 {3, . . .
• Other orthogonal basis: Jacobi, Tchebychev, trigonometric, etc.
Nodal basis
Let us restrict to 1D for the moment. Givent a set px i q i"1,...,P k of points in T k , the associated Lagrangian basis is the only basis of polynomials of order P k´1 such that
Then it is easy and classic to write
In general, the set of nodes is:
• a regular distribution within the cell:
• a set of smart quadrature points, like Gauss-Lobatto quadrature points since they contain the bounds of the interval.
In more dimensions, the generalization of the former discussion is more complex. Only the regular distribution can be algorithmically extended. In particular, the generalization of the Gauss-Lobatto Lagrange polynomials to 2 and 3 D is not obvious, see discution in [15] , chapter 6.
Time integration
Now, thanks to the spatial semi-integration, the numerical scheme (11) comes down to an Ordinary Differential Equation. It can be integrated by any numerical procedure for ODEs. Here we focus on Runge-Kutta methods, since they offer a hierarchy of increasing order, which is suitable for the time integration of high order spatial weak formulations.
Runge-Kutta methods
Let
be an arbitrary ordinary differential equation. An s-stages explicit Runge-Kutta method applied to this equation can be written in the form:
This writing can be summed up in the so-called Butcher Tableau:
These methods are consistent with equation (17) when
Then, under the additional constraint that ř b j " 1, the explicit numerical procedure is stable if the time step is smaller than a bound which depends on f Lipschitz constant.
In certain cases, especially when dealing with stiff multiscale problems, this stability constraint may be too harsh. One can overcome it by going implicit. The intermediate updates now become
and the Butcher tableau now looks like
where A is a full matrix. The price to pay for the increased range of stability is a interdependance between all the intermediate steps, which is not the case in the explicit version, thanks to the triangular shape of A. The solution at time t`∆t is usually the solution of a big non-linear system. The accuracy study of Runge-Kutta methods is more complex. All I want to say here is that it is known that starting from s ě 5, there is no more RK method of order s.
Strong Stability Preserving integrators
In a fundamental paper published in 1988 [19] , Chi-Wang Shu selects among all the RK methods a family of integrators he first calls "Total Variation Diminishing time discretizations", that will later be renamed as Strong Stability Preserving time discretizations in a review paper [14] .
These methods can be seen as those which can be written as a convex combination of Explicit Euler (EE) time integrations:
Since the stability constraint of the EE scheme is 1.0, these methods are stable under the fact that the time step ∆t is smaller than the Lipschitz constant of f time
Next, Shu and Osher [20, 21] proved that up to fourth order, there exist an optimal SSP-RK integrator, meaning being both
• of the order of the number of stages,
• with the largest possible stability constraint:
This is the optimal second order SSP-RK integration :
2.5 Convex state preserving DG methods
Convex state preserving numerical flux
Let S Ă R m , convex, be the set of physical states.
Example 2 (Convex Constraints)
• 
under a CFL constraint:
CSP Numerical Flux
Example 3
• Rusanov Flux:
α being defined by (4).
• (24) . Hence the particular role of optimal SSP-RK integrators.
Application to RK-DG methods
Recall the general update of all the degrees of freedom of an element T k :
Once summed up on all the DoFs, we obtain the equation ruling the mean value W k :
If the ODE (11) is integrated by Explicit Euler, the update simply gives:
Note that by Corrolary 4, this discussion naturally extends to SSP integrators. Now, let's switch to 1D and assume that the polynomial order is P k´1 , so that there exists a number Q of Gauss-Lobatto quadrature points, p2Q´3q ě pP k´1 q, such that the following equality is exact:
Then, discrete update (30) can be rewritten into
with the convention that W n k px Q`1 q " Wḱ`1 and W n k px 0 q " Wk´1. In this form, we see that the DG update in the mean writes as a convex combination of abstract Euler Explicit updates at the Gauss-Lobatto quadrature points. So that
• if the numerical flux is CSP (26),
• if the solution at time t n belongs to S at all the Gauss-Lobatto quadrature points,
the updated mean value W k n`1 will be in S, under a CFL constraint
since it is known that the smallest weights of the Gauss-Lobatto quadrature are always at the borders of the interval:
Starting from that, Zhang and Shu [26] provided a limitation procedure which was proven to conserve accuracy. Given that the updated mean value W k n`1 belongs to S and that S is a convex set, we now look at the values of the update solution at the Gauss-Lobatto quadrature points. If any of these values W n`1 k pxis outside S, there exists a unique value θ q Ps0, 1r, such that θ q W n`1 k px`p1´θW k n`1 is back on the frontier of S. By setting
and
one obtains a new solution which is as accurate as W n`1 k but limited in a way that (32) will propagate the convex constraint preservation further.
Remark 5
• In a paper published on Arxiv in 2012, [16] , Johnson and Rossmanith proved that such a limitation procedure on Gauss-Lobatto quadrature points is optimal in 1D.
• We have restrict the discussion to 1D because it is much simpler to explain in this context. However, the procedure generalizes to any dimension [27, 29, 16] but in a rather cumbersome manner. The interested reader is encouraged to read these articles and citation within.
Limits of such procedure
Looking for a Strong Stability Preserving strategy or not, generalization of Runge-Kutta integration to higher orders is rather complex, since an increasing number of intermediate stages is needed to obtain an additional order in time. Moreover, all these intermediate stages generally need to be stored for the final t n`1 update. This may be limiting in term of memory usage.
On the top of that, the global time step of the method is chosen a priori and kept during the whole multi-step Runge-Kutta process. Even if a security coefficient is applied globally on the time step, the local physics may evolve rapidly within the time step and the stability constraint on the time progress may be a posteriori violated. This risk increasing with the number of substeps.
These reasons explain why people start to turn to space-time formulation. A fully space-time formulation of DG methods is conceivable but finally looks like a huge implicit formulation: all the degrees of freedom of the mesh are coupled, especially with non-linear equations.
On the other hand, arbitrary high order one-step explicit space-time have appeared under the name of ADER (for Arbitrary high-order schemes using DERivatives). Even though these formulations are intrinsically space-time, the volume and flux terms 2 and 3 , in (8) , are in fact somehow extrapolated from the available information at time t n and the method can be considered as one-step and explicit. This is the topic of the next section.
ADER-DG integration
ADER-DG methods always start by a space-time integration of a weak formulation in space of equation (2) .
In the two next sections, the goal is to set up a method to obtain the necessary data needed to integrate the two integrals 5 and 6 in last equation. In a first procedure, the time evolution is gotten from an arbitrary high order Taylor expansion in time of the conserved variables. Thanks to the Cauchy-Kowaleski procedure (also known as LaxWendroff procedure), the time derivatives of W are functions of the spatial derivatives of the fluxes, which are known at time t n . A Generalized Riemann Problem (GRP) is solved at each interface and the problem can be moved to next time step.
In a second procedure, a predictor step is ran in the form of a local space-time DG scheme. This allows to get a local information on the evolution of the data. The predicted solution is then used to compute the space-time flux and volume terms of equation (37).
Cauchy-Kowaleski ADER procedure
Generalized Riemann Problem
Most of this paragraph takes its roots in chapter 19 and 20 of Toro's book [22] .
In a general context, the numerical flux needed to compute last integral 6 of equation (37) comes from the (possibly approximate) resolution of a Riemann problem:
By autosimilarity, this solution depends only on one variable ξ " x¨ n{t and the numerical flux usually writes
where W˚pξ " 0q is the values taken by the (possibly approximate) solution of the Riemann Problem along the ordinate axis. At higher order in space, input values W`and W´are fed with the limit values at the interface of the polynomial in each cell: W This stimulated people to look at Generalized Riemann Problems (GRP) where the numerical flux would now be:
F˚`t; W`px ą 0q, W´px ă 0q; n˘" F pW˚pt, x " 0qq¨ n, t Ps0, ∆tr.
(40)
The accuracy in time would then be achieved by a Taylor expansion of W in time along the ordinate axis
and to look at an accurate enough way to solve all the unknowns (meaning the successive time derivatives at t " 0`). It came out that the problem can be split into N subRiemann problems, one being the full space consistent Riemann problem (38), called the space high-order Riemann problem, the pN´1q others being rather simple. In fact, since W is the solution of (2), its k th -order time derivatives can be written as a function of its spatial derivatives up to order k:
Now, one can derivate problem (38) k times in space to get a Riemann problem on B pkq x Wpt, xq. In fact, since only the solution at pt " 0`, x " 0q is needed, the associated Riemann problem can be simplified into
where W˚pt " 0`, x " 0q is the solution of the space high-order Riemann problem and J is the Jacobian of the flux at this state.
Integration within DG formulation
Once this is done, the Taylor expansion (41) can be filled up to desired order N thanks to the Lax-Wendroff expansions (42), and the numerical flux is gained as the exact integration on t P r0, ∆ts of F´W˚pt, x " 0q¯.
Next, the volume integral 5 needs to be evaluated. This is generally done by a numerical quadrature at a sufficient order of accuracy:
But the solution is supposed to be regular within the cell (since it is locally approximated by a polynomial), so that the Taylor and Lax-Wendroff expansions (41) and (42) still apply at any spatial quadrature point x q . The same procedure can then be applied at every spatial quadrature point and the whole method is evaluated everywhere and each degree of freedom is updated thanks to (37).
For a general algorithm to obtain the successive time derivative as in (42), in particular in the context of the Euler flux, see [13] and references therein.
Local space-time predictor ADER procedure
As we can see in the previous section, the Taylor expansion in time of the solution may lead to extremely complex moving from known spatial derivatives to time derivatives through Lax-Wendroff recursive expansion. Especially in the context of non-linear fluxes, or even worse, when the flux is an unknown black box. . . Anyway, another much more straightforward method is under development. As far as I know, this method really starts in [12] in the finite volume context and has recent applications in the DG context [24, 13] (clearly not a throughful bibliography).
The idea here is that, in order to compute the time dependant numerical flux 6 in (37), only the outgoing information from each cell is needed. So, on a local space-time mesh, the solution can be evolved within each cell independantly. A predictor solution Q n k pt, xq is obtained and is next used to compute integrals 5 and 6 . Now, we restrict our study to the space-time slab T n k " T kˆr t n , t n`1 s and suppose that two functional basis pψ 
The last boundary condition is a little bit mysterious and corresponds to a certain personal point-of-view. . . Next, a local space-time DG formulation is led with an integration by part only in the time direction: ż 
