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Quantum Bit Strings and Prefix-Free Hilbert Spaces
Markus Mu¨ller and Caroline Rogers
Abstract—We give a mathematical framework for manipulat-
ing indeterminate-length quantum bit strings. In particular, we
define prefixes, fragments, tensor products and concatenation of
such strings of qubits, and study their properties and relation-
ships.
The results are then used to define prefix-free Hilbert spaces in
a more general way than in previous work, without assuming the
existence of a basis of length eigenstates. We prove a quantum
analogue of the Kraft inequality, illustrate the results with some
examples and discuss the relevance of prefix-free Hilbert spaces
for lossless compression.
Index Terms—Quantum Prefix Code, Prefix Hilbert Space,
Lossless Compression, Quantum Compression, Quantum Bit
Strings.
I. INTRODUCTION AND FORMALISM
IN classical information theory, prefix codes play a crucialrole in coding theory and compression [1], as well as
in algorithmic information theory [2]. Thus, it is a natural
question how the concept of a prefix code can be generalized
to quantum information theory.
Quantum prefix codes have first been defined by Schu-
macher and Westmoreland [3]. They also proved a quantum
version of the Kraft inequality, and showed that quantum prefix
codes can be used for lossless quantum compression. A basic
problem for lossless compression in the quantum case is that
different code words may have different lengths. Say, if one
message has code word 00, and another one has code word
1111, then we may also have a superposition of both messages,
leading to code words like
|ψ〉 := 1√
2
(|00〉 − |1111〉) .
Thus, lossless compression naturally leads to quantum bit
strings (qubit strings) which are superpositions of classical bit
strings of different lengths. There is a lot of previous work
on such “indeterminate-length qubit strings” and the related
problem of lossless quantum compression, see for example
[4], [5], [6], and [7].
Formally, qubit strings like |ψ〉 can be defined as elements
of a Hilbert space H{0,1}∗ , the string space. It contains
the classical binary strings {0, 1}∗ = {λ, 0, 1, 00, 01, . . .}
as orthonormal basis vectors (λ denotes the empty string).
Starting with C2, the usual n-qubit space is the n-fold tensor
product
(
C2
)⊗n
. Allowing every possible length n ∈ N0, we
define the string space H{0,1}∗ as the linear span of all the
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n-qubit spaces, that is, as the direct sum
H{0,1}∗ :=
∞⊕
n=0
(
C
2
)⊗n
.
Instead of working directly on H{0,1}∗ , Schumacher and
Westmoreland [3] used a construction called zero-extended
form: indeterminate-length qubit strings like |ψ〉 are filled up
with zeroes, until they have a fixed length n, i.e. they are
ordinary vectors in
(
C2
)⊗n
. The space of allowed code words
is then spanned by self-delimiting quantum strings |ϕi〉 (with
zeroes appended). Each basis code word |ϕi〉 contains in its
superposition only classical strings of some fixed length ℓi
(the qubit strings |ϕi〉 are “length eigenstates”).
Consequently, in that approach, every quantum prefix code
has a basis of length eigenstates. However, this is some
kind of artificial restriction, resulting from the construction
of zero-extended forms. It is an interesting question if this
restriction can be lifted, and what can be gained by a potential
generalization.
In this paper, we give such a generalization by defining
quantum prefix codes directly on the string space H{0,1}∗ .
This also has the advantage to refer to indeterminate-length
qubit strings like |ψ〉 in a more natural and direct way, without
zero-extended forms. Meanwhile, we define and analyze how
such qubit strings can be manipulated: we define prefixes,
concatenations, restrictions and tensor products.
The paper consists of two parts: Section II is rather abstract;
it contains the formal preparations and definitions. In contrast,
Section III is more easy and intuitive: it studies the properties
of prefix-free sets on the string space. In particular, it contains
a quantum generalization of the Kraft inequality for arbitrary
prefix-free Hilbert spaces.
We conclude this introduction by explaining some more for-
malism. We denote the length of a classical string s ∈ {0, 1}∗
by ℓ(s). The subspace of H{0,1}∗ which is spanned by the
classical strings of length less or equal than k is denoted H≤k,
i.e. H≤k :=
⊕k
n=0
(
C2
)⊗n
. For example, |ψ〉 ∈ H≤4, but
|ψ〉 6∈ H≤3. The space H{0,1}∗ contains a natural “length
observable” Λ, an unbounded operator, which is defined by
linear extension (with maximal domain of definition) of
Λ|s〉 := ℓ(s)|s〉 for all s ∈ {0, 1}∗.
As we will see later, prefixes of qubit strings can be mixed
quantum states. For this reason, not only state vectors |ϕ〉 ∈
H{0,1}∗ , but also density operators ρ on H{0,1}∗ will be called
qubit strings. We define the “base length” ℓ(ρ) of some qubit
string ρ as
ℓ(ρ) := max{ℓ(s) | s ∈ {0, 1}∗, 〈s|ρ|s〉 > 0}.
A qubit string ρ is called “length eigenstate” if 〈s|ρ|s〉 > 0
only for strings s ∈ {0, 1}∗ with fixed length ℓ(s) = ℓ(ρ).
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Moreover, we define the “average length” ℓ¯(ρ) as
ℓ¯(ρ) := Tr (ρΛ) .
If U ⊂ H is some closed subspace of a Hilbert space H, then
P(U) denotes the orthogonal projector onto U . The cardinality
of some set I is denoted |I|. By 1, we denote the identity map,
and 1H is the identity map on some Hilbert space H. The
symbol ◦ is for concatenation, e.g. 10 ◦ 01 = 1001. The set
of bounded operators on a Hilbert space H is denoted B(H),
and the set of density operators on H is S(H).
II. PREFIXES, FRAGMENTS, TENSOR PRODUCTS, AND
CONCATENATION OF QUANTUM BIT STRINGS
Given some qubit string ϕ ∈ H{0,1}∗ , then how can we
define its prefix ϕn1 , i.e. the fragment of the first n qubits of
ϕ? For some quantum state on a tensor product of Hilbert
spaces, the restriction of that state to a subsystem is given by
the partial trace, and so should be ϕn1 . But partial traces are
only defined if there is some tensor product structure; apriori,
H{0,1}∗ does not have any tensor product structure.
We can solve this problem by recalling that we would
like to use indeterminate-length qubit strings for quantum
computation. For this reason, we must somehow embed such
qubit strings in the memory of a quantum computer. This idea
led Schumacher and Westmoreland to the definition of zero-
extended forms [3].
Instead of appending zeroes, we can recall how classical bit
strings are written on the tape of a Turing machine (TM) [2].
The tape of a TM consists of infinitely many cells, indexed
by integers. Each cell can either carry a 0, a 1, or a blank
symbol #. If a bit string s of length ℓ is input into the TM,
then the first ℓ cells are filled with the bits of s, and all the
other cells are blank. In every step of the computation, all but
a finite number of cells carry the blank symbol #.
The tape of a quantum Turing machine (QTM) [8] is very
similar, but it can also carry superpositions and mixtures of
classical tape configurations. Our idea is to embed qubit strings
in the tape’s Hilbert space, use the operations (partial trace or
tensor product) on this Hilbert space, and then “read off” the
result to get back to string space. This is illustrated in Figure 1.
1√
2
− 1√
2
0 0
1 1 1 1
UN
# #0 0 # #
1 1 1 1
1 2 3 4 5 6
1√
2
− 1√
2
Tr[4,∞)
1
2 0 0 #
+ 12 1 1 1
(mixed)
U∗
N
1
2 0 0
+ 12 1 1 1
(mixed)
Fig. 1. To compute the prefix ψ3
1
of |ψ〉 := 1√
2
(|00〉 − |1111〉), the qubit
string is embedded in the tape Hilbert space HN. The result is mixed.
Since we are not interested in the details of the computation,
but only want to embed qubit strings into the tape, it is
sufficient for our purpose to have one-way infinite tapes, i.e.
tapes with cells indexed by the positive natural numbers. We
can then define HN as the Hilbert space which is spanned by
the classical tape configurations TN, where
TN := {t ∈ {0, 1,#}N | only finitely many ti 6= #}.
For example, |101#0### . . .〉 ∈ HN, but |111 . . .〉 6∈ HN.
Since there are only countably many configurations with
finitely many non-blanks, the Hilbert space HN is separable.
The set of classical configurations T has a product structure:
For any subset I ⊂ N, define
TI := {t ∈ {0, 1,#}I | only finitely many ti 6= 0}.
Then, TI gives us all the possibilities to choose symbols from
{0, 1,#} at the cells indexed in I . If I ⊂ N is a finite set, then
TI = {0, 1,#}I . Moreover, it holds TN = TI ×TN\I . Thus, if
HI is the Hilbert space spanned by the classical configurations
in TI , then HN has the tensor product structure
HN = HI ⊗HN\I .
Writing down a configuration in TI symbol by symbol, we
get strings like s = 01#0#1## . . . or t = 1001### . . ..
We call configurations like t (but not like s) that start with
some bits, followed by blanks, bit string configurations. The
bit string configurations in TI span a Hilbert subspace HSI ⊂
HI . For example, if I = {1, 2}, then HI is a 9-dimensional
subspace of HN, containing the strings 00, 01, 0#, 10, 11,
1#, #0, #1, ## as orthonormal basis vectors. In contrast,
HSI is then 7-dimensional, and does not contain the strings
#0 and #1, because they are not bit string configurations.
If s is a classical bit string with ℓ(s) ≤ |I|, then we can
embed the vector |s〉 ∈ H{0,1}∗ into HSI : just define
UI |s〉 := | s︸︷︷︸
[i1,...,iℓ(s)]
### . . .︸ ︷︷ ︸
[iℓ(s)+1,i|I|]
〉,
i.e. fill up the cells with the bits of s, followed by blanks, and
linearly extend this map to the other vectors. Then UI is a
unitary map of the form
UI : H≤|I| → HSI ,
i.e. it embeds all quantum bit strings of base length less than
|I| unitarily into HSI .
To embed a qubit string into the tape Hilbert space, we first
use the maps UI to map it into HSI , and then we would like
to treat the resulting state as a state on HI . The map which
embeds vectors from HSI into HI will be called ιI . This is a
linear map ιI : HSI → HI which does not affect vectors at
all, i.e. ιI |ϕ〉 = |ϕ〉 for all |ϕ〉 ∈ HSI . However, note that its
adjoint ι∗I is not so trivial: in fact, it projects vectors from HI
onto HSI , that is,
ι∗I ιI = 1HS
I
, but ιI ι∗I = P(HSI ).
This reflects the fact that only elements from HSI can be
treated as valid qubit strings; elements from the orthogonal
complement have to be dismissed somehow (we will see
in some examples later how this projection property enters
calculations).
QUANTUM BIT STRINGS AND PREFIX-FREE HILBERT SPACES 3
H{0,1}∗
UI / HSI
U∗I
o
ιI
,,⊂ HI
ι∗I
kk
‖ ⋂ ⋂
H{0,1}∗
UN / HS
N
U∗
N
o
ιN
++⊂ HN
ι∗
N
kk
TrN\I
]]
TrN\J

⋃ ⋃ ⋃
H≤|J|
UJ / HSJ
U∗J
o
ιJ
,,⊂ HJ
ι∗J
kk
Fig. 2. The structure of maps and spaces used to embed qubit strings from
H{0,1}∗ into the tape Hilbert space HN. Here, I ⊂ N is assumed to be
infinite, and J ⊂ N is finite.
Figure 2 shows the structure of subspaces and maps that we
have just defined.
We can now use this tensor product structure in HN to define
tensor products and partial traces (prefixes) on H{0,1}∗ .
Definition 2.1 (Prefixes and Restrictions of Qubit Strings):
For every qubit string ρ ∈ S(H{0,1}∗) and I ⊂ N, we define
the restriction ρI of ρ to the bit positions I as
ρI := U
∗
I ι
∗
ITrN\I (ιNUNρU
∗
N
ι∗
N
) ιIUI .
We also use the notation ρnm := ρ[m,n] for m,n ∈ N, and we
call ρn := ρn1 the n-qubit prefix of ρ.
While this definition looks quite formal, it is easy to
implement in calculations: just fill in “missing” qubits with
blanks (#) that are treated as orthogonal to 0 or 1. For
example, if |ψ〉 := 1√
2
(|1〉+ |110〉), then
ψ21 := |ψ〉〈ψ|21 =
1
2
(|1##〉〈1##|+ |1##〉〈110|
+ |110〉〈1##|+ |110〉〈110|)2
1
=
1
2
|1#〉〈1#|+ 1
2
|1#〉〈11| · Tr|#〉〈0|
+
1
2
|11〉〈1#| · Tr|0〉〈#|+ 1
2
|11〉〈11|
=
1
2
|1〉〈1|+ 1
2
|11〉〈11|.
This also shows that prefixes of pure qubit strings do not have
to be pure, in contrast to the classical situation.
For every density operator ρ, the restriction or fragment ρI
is also a valid density operator. This follows from the fact that
the partial trace TrN\I (ιNUNρU∗Nι∗N) maps ρ into the states
on the subspace HSI , i.e. the resulting density operator has
vanishing support on non-bit string configurations like 1#0.
In general, if σ is a density operator with full support on HS
N
,
then TrN\Iσ is a density operator with full support on HSI .
This is easy to check; we omit the simple proof.
We can also define a tensor product on H{0,1}∗ . The idea is
to define some product A⊗I B which means that we put the
observable A in the places indexed by I , and the observable B
in all the other places. However, this tensor product does not
make quantum mechanically sense for all choices of factors
and subsets; we will discuss this problem afterwards.
Definition 2.2 (Tensor Product on String Space):
Let I ⊂ N with n := |I| and m := |N \ I| (possibly n=∞ or
m =∞). If A ∈ B(H≤n) and B ∈ B(H≤m) are operators on
the string space, then we define the tensor product A⊗I B as
U∗Nι
∗
N
[
(ιIUIAU
∗
I ι
∗
I)⊗
(
ιN\IUN\IBU∗N\Iι
∗
N\I
)]
ιNUN.
If ρ and σ are qubit strings such that ρ is a length eigenstate,
we set
ρ⊗ σ := ρ⊗[1,ℓ(ρ)] σ.
If ρ is a length eigenstate, the tensor product is well-
behaved. For example,
(ρ⊗ σ)ℓ(ρ) = ρ and (ρ⊗ σ)ℓ(ρ)+ℓ(σ)
ℓ(ρ)+1 = σ.
This can easily be checked by inserting the definition. In this
expression, we can replace ℓ(ρ)+ℓ(σ) by any larger integer or
by ∞, but not by ℓ(ρ)+ ℓ¯(σ). For classical strings, the tensor
product turns into concatenation: Let n := ℓ(s), then
|s〉 ⊗ |t〉 = U∗Nι∗N
(
ι[1,n]U[1,n]|s〉 ⊗ ι[n+1,∞)U[n+1,∞)|t〉
)
= U∗
N
ι∗
N
(|s〉 ⊗ |t## . . .〉) = U∗
N
ι∗
N
|s ◦ t## . . .〉
= |s ◦ t〉. (1)
However, we need the restriction that ρ shall be a length
eigenstate to assure that the intermediately computed density
operator lives on the subspace HS
N
, i.e. can be interpreted
as a valid qubit string. Otherwise, we get into trouble and
lose normalization. For example, if |ψ〉 = 35 |λ〉+ 45 |0〉 (recall
that λ is the empty string), then the unphysical tensor product
|ψ〉 ⊗ |1〉 := |ψ〉 ⊗{1} |1〉 is
|ψ〉 ⊗ |1〉 = U∗
N
ι∗
N
(
ι{1}U{1}|ψ〉 ⊗ ι[2,∞)U[2,∞)|1〉
)
= U∗Nι
∗
N
((
3
5
|#〉+ 4
5
|0〉
)
⊗ |1## . . .〉
)
=
3
5
U∗
N
ι∗
N
|#1## . . .〉︸ ︷︷ ︸
0
+
4
5
U∗
N
ι∗
N
|01## . . .〉
=
4
5
|01〉,
which is no state vector, because it is not normalized.
This reflects the fact that is is physically unfeasible to
put the states |ψ〉 and |1〉 side by side on the tape without
intermediate blanks. A similar situation arises when we use
the tensor product ⊗I for some bad choice of I: For example,
|11〉 ⊗[3,4] |0〉 = U∗Nι∗N|0#11## . . .〉 = 0.
Apart from the fact that bad choices of I and/or ρ destroy
normalization, the tensor product ⊗I behaves very much like
the “classical” tensor product on a bipartite Hilbert space. For
example, we have the following relation between the partial
trace and the tensor product:
Lemma 2.3: If ρ is a qubit string and I ⊂ N, then
Tr(ρIA) = Tr(ρA⊗I 1)
for every A ∈ B(H≤|I|).
Proof: This is a matter of calculation:
Tr(ρIA) = Tr
[
U∗I ι
∗
ITrN\I (ιNUNρU
∗
N
ι∗
N
) ιIUIA
]
= Tr
[
TrN\I (ιNUNρU∗Nι
∗
N
) ιIUIAU
∗
I ι
∗
I
]
= Tr
[
(ιNUNρU
∗
N
ι∗
N
) · ((ιIUIAU∗I ι∗I)⊗ 1HN\I)]
= Tr
[
ρU∗
N
ι∗
N
(
(ιIUIAU
∗
I ι
∗
I)⊗ 1HN\I
)
ιNUN
]
.
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At this point, we can split the operator 1HN\I into two parts:
It holds
1HN\I = P
(
HS
N\I
)
+ P
((
HS
N\I
)⊥)
=: P+ P⊥.
We would like to show that the part of the above expression
which corresponds to P⊥ vanishes. Let A˜ := ιIUIAU∗I ι∗I .
Let |t〉 ∈ HN be arbitrary and let |s〉 ∈ HSN be a bit string
configuration. Denote N \ I =: {j1, j2, j3, . . .}, then
〈s|ι∗N
(
A˜⊗ P⊥
)
|t〉 = 〈s|
(
A˜⊗ P⊥
)
|t〉
= 〈·|A˜|·〉 · 〈sj1sj2 . . . |P⊥|tj1tj2 . . .〉.
If tj1tj2 . . . is a bit string configuration then P⊥|tj1tj2 . . .〉 =
0. Otherwise, P⊥|tj1tj2 . . .〉 = |tj1tj2 . . .〉; but then, the scalar
product is zero, since sj1sj2 . . . is a bit string configuration.
Consequently,
ι∗N
(
A˜⊗ P⊥
)
= 0.
Thus, we get
Tr(ρIA) = Tr [ρU
∗
N
ι∗
N
((ιIUIAU
∗
I ι
∗
I)⊗ P) ιNUN] . (2)
Finally, inserting
P = ιN\I ι∗N\I = ιN\IUN\I1H≤|N\I|U
∗
N\Iι
∗
N\I ,
we see that the right-hand side of (2) equals Tr(ρA⊗I 1). 
Our aim is to define prefix-free quantum codes. For this
reason, we have to define what we mean by concatenation of
quantum bit strings. This can be done by linear extension of
the classical concatenation operation:
Definition 2.4 (Concatenation of Quantum Bit Strings):
For every qubit string |ψ〉 =∑t∈{0,1}∗ αt|t〉 and s ∈ {0, 1}∗,
we define the concatenation |ψ ◦ s〉 by
|ψ ◦ s〉 :=
∑
t∈{0,1}∗
αt|t ◦ s〉.
Moreover, if |ϕ〉 = ∑t∈{0,1}∗ βt|t〉 is another qubit string,
then we set
|ψ ◦ ϕ〉 := |ψ〉 ◦ |ϕ〉 :=
∑
t∈{0,1}∗
βt|ψ ◦ t〉.
Clearly, for every fixed s ∈ {0, 1}∗, the map |ψ〉 7→ |ψ ◦ s〉 is
an isometry. However, the map |ψ〉 7→ |ψ ◦ϕ〉 is not isometric
in general. For example, if |ψ〉 = 1√
2
(|0〉+ |00〉) and |ϕ〉 =
1√
2
(|0〉 − |00〉), then
|ψ ◦ ϕ〉 =
(
1√
2
|0〉+ 1√
2
|00〉
)
◦
(
1√
2
|0〉 − 1√
2
|00〉
)
=
1
2
|0 ◦ 0〉 − 1
2
|0 ◦ 00〉+ 1
2
|00 ◦ 0〉 − 1
2
|00 ◦ 00〉
=
1
2
|00〉 − 1
2
|0000〉.
This resulting vector is not normalized. Thus, the concatena-
tion operation can be unphysical if the first quantum bit string
is not a length eigenstate. But if it is, it coincides with the
tensor product. We omit the simple proof.
Lemma 2.5 (Concatenation and Tensor Product):
If |ψ〉, |ϕ〉 ∈ H{0,1}∗ are qubit strings such that |ψ〉 is a length
eigenstate, then |ψ〉 ◦ |ϕ〉 = |ψ〉 ⊗ |ϕ〉.
III. PREFIX-FREE QUANTUM BIT STRINGS AND THE
QUANTUM KRAFT INEQUALITY
Now we are ready to define prefix-free sets of quantum bit
strings.
Definition 3.1 (Prefix-Free Sets of Qubit Strings):
A set M ⊂ H{0,1}∗ of qubit strings is called prefix-free, if
one of the four following equivalent conditions holds:
(1) For every |ϕ〉, |ψ〉 ∈M and classical string s ∈ {0, 1}∗ \
{λ}, it holds 〈ϕ|ψ ◦ s〉 = 0.
(2) For every |ϕ〉, |ψ〉 ∈ M and qubit string |χ〉 ⊥ |λ〉, it
holds 〈ϕ|ψ ◦ χ〉 = 0.
(3) For every |ϕ〉, |ψ〉 ∈ M and classical strings s, t ∈
{0, 1}∗ with s 6= t, it holds 〈ϕ ◦ t|ψ ◦ s〉 = 0.
(4) For every |ϕ〉, |ψ〉 ∈ M and qubit strings |χ〉, |τ〉 ∈
H{0,1}∗ with |χ〉 ⊥ |τ〉, it holds 〈ϕ ◦ τ |ψ ◦ χ〉 = 0.
It is easy to see that these four conditions are equivalent: (2)⇒
(1), (3)⇒ (1) and (4)⇒ (3) are trivial. (1)⇒ (2) and (3)⇒
(4) follow by expanding the definition of |ψ ◦χ〉 and |ϕ ◦ τ〉.
To see that (1)⇒ (3), note that for every |ϕ〉, |ψ〉 ∈ H{0,1}∗ ,
it holds
〈ϕ ◦ 0|ψ ◦ 1〉 = 〈ϕ ◦ 1|ψ ◦ 0〉 = 0
and also
〈ϕ ◦ 0|ψ ◦ 0〉 = 〈ϕ ◦ 1|ψ ◦ 1〉 = 〈ϕ|ψ〉.
It follows for s, t ∈ {0, 1}∗ with ℓ(s) ≥ ℓ(t) that
〈ϕ ◦ t|ψ ◦ s〉 =
{
〈ϕ|ψ ◦ sℓ(s)−ℓ(t)1 〉 if t = sℓ(s)ℓ(s)−ℓ(t)+1
0 otherwise.
The most interesting case is when the set M is itself a closed
subspace H of H{0,1}∗ . Such a “prefix-free Hilbert space” is
the quantum analogue of a (prefix-free) code book. For this
situation, we have the following lemma:
Lemma 3.2: A Hilbert space H ⊂ H{0,1}∗ is prefix-free if
and only if it has a prefix-free orthonormal basis. In this case,
every orthonormal basis of H is prefix-free.
Proof: Let {ei}i be a prefix-free orthonormal basis of H
and let |v〉, |w〉 ∈ H and s 6= λ be arbitrary. Expanding |w〉
as |w〉 =∑j αj |ej〉, we get
〈ei ◦ s|w〉 =
∑
j
αj 〈ei ◦ s|ej〉︸ ︷︷ ︸
0
= 0.
Moreover, if |v〉 =∑i βi|ei〉, then
〈v ◦ s|w〉 =
∑
i
β∗i 〈ei ◦ s|w〉︸ ︷︷ ︸
0
= 0. 
Unlike in the classical case, quantum bit strings can be prefixed
by themselves. In other words, there are qubit strings |ϕ〉 ∈
H{0,1}∗ such that the set {|ϕ〉} is not prefix-free. For example,
if |ϕ〉 := 1√
2
(|λ〉+ |0〉), then 〈ϕ|ϕ ◦ 0〉 = 12 6= 0.
However, even if a qubit string consists of a superposition
of classical strings where some string is the prefix of another,
it need not be a prefix of itself. For example, the qubit string
|ϕ〉 := 1
2
|1〉+ 1
2
|10〉+ 1
2
|0〉 − 1
2
|00〉
is not a prefix of itself. In particular, 〈ϕ|ϕ ◦ 0〉 = 0.
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So far, the definition of a prefix-free Hilbert space has
been a purely formal generalization of the classical definition.
Now we will see that this definition really has desirable
properties: every basis vector of length n can be distinguished
with certainty from every other (even longer) basis vector by
measurement on the first n qubits only. Yet, this is only true
for orthonormal bases of length eigenstates.
Lemma 3.3: An orthonormal system M ⊂ H{0,1}∗ which
consists entirely of length eigenstates is prefix-free if and only
if for every |ϕ〉, |ψ〉 ∈M with |ϕ〉 6= |ψ〉, it holds
〈ψ|ϕℓ(ψ)|ψ〉 = 0.
Proof: Let |ϕ〉, |ψ〉 ∈ M with |ϕ〉 6= |ψ〉 and let n :=
ℓ(ψ). Using Lemma 2.3 and Lemma 2.5, we get
〈ψ| (|ϕ〉〈ϕ|n1 ) |ψ〉 = Tr (|ψ〉〈ψ| · |ϕ〉〈ϕ|n1 )
= Tr (|ϕ〉〈ϕ| · |ψ〉〈ψ| ⊗ 1)
=
∑
s∈{0,1}∗
〈ϕ| (|ψ〉〈ψ| ⊗ |s〉〈s|) |ϕ〉
=
∑
s∈{0,1}∗
〈ϕ|ψ ◦ s〉〈ψ ◦ s|ϕ〉
=
∑
s∈{0,1}∗\{λ}
|〈ϕ|ψ ◦ s〉|2.
Thus, the left-hand side is zero if and only if every addend on
the right-hand side is zero. For the case that |ϕ〉 = |ψ〉, note
that a length eigenstate can never be a prefix of itself. 
This lemma also shows that in case there exists an orthonormal
basis of length eigenstates, our concept of a prefix-free Hilbert
space is equivalent to the definition by Schumacher and
Westmoreland [3]. However, we do not fill up the code words
with zeroes, and we have no global upper bound on the code
word length.
Moreover, we can study “quantum prefix code books”, that
is prefix-free Hilbert spaces, that do not have any basis of
length eigenstates. The orthonormal bases of such Hilbert
spaces do not necessarily have the property of Lemma 3.3.
Here is an example:
Example 3.4 (Strange Prefix-Free Hilbert Space): Let
|ψ〉, |ϕ〉 ∈ H{0,1}∗ be the two vectors
M :=
{
1√
2
(|1〉+ |01〉) , 1√
2
(|10〉 − |010〉)
}
.
Then M is prefix-free. In particular, it holds
〈ϕ|ψ ◦ 0〉 = 1
2
(〈10| − 〈010|) (|10〉+ |010〉) = 0.
Moreover, M is an orthonormal system. According to
Lemma 3.2, M spans a prefix-free Hilbert space. This Hilbert
space does not possess an orthonormal basis of length eigen-
states. Also, |ϕ〉 and |ψ〉 can not be distinguished by looking
at the first 2 qubits only: It holds
ϕℓ(ψ) = |ϕ〉〈ϕ|21 =
1
2
|10〉〈10|+ 1
2
|01〉〈01|,
so 〈ψ|ϕℓ(ψ)|ψ〉 = 14 6= 0.
We would like to prove a quantum version of the Kraft
inequality. This has been done by Schumacher and Westmore-
land [3] for the case that the code space is spanned by length
eigenstates. However, we would like to prove a generalization
of that inequality for arbitrary prefix-free Hilbert spaces, even
if they do not have an orthonormal basis of length eigenstates.
This needs some preparation:
Proposition 3.5: Let {|ei〉}i∈I ⊂ H{0,1}∗ be any orthonor-
mal system, spanning a Hilbert space H ⊂ H{0,1}∗ . Then, we
have ∑
i∈I
2−ℓ(ei) ≤
∑
i∈I
2−ℓ¯(ei) ≤ Tr (2−ΛP(H)) .
If the left-most expression is finite, then equality holds if and
only if every |ei〉 is a length eigenstate.
Proof: The first inequality is trivial, since ℓ¯(ϕ) ≤ ℓ(ϕ)
for every |ϕ〉 ∈ H{0,1}∗ . Every vector can be expanded as
|ϕ〉 =
∞∑
l=0
2l∑
k=1
αkl|skl〉 with skl ∈ {0, 1}l.
It follows that
ℓ¯(ϕ) = 〈ϕ|Λ|ϕ〉 =
∞∑
l=0
2l∑
k=1
l|αkl|2.
Since the function x 7→ 2−x is convex, it holds for every
set of probabilities {λi}i with
∑
i λi = 1 and λi ≥ 0 that
2−
P
i
λiai ≤∑i λi2−ai , so
2−ℓ¯(ϕ) = 2−
P
l
P
k
|αkl|2l ≤
∞∑
l=0
2l∑
k=1
|αkl|22−l = 〈ϕ|2−Λ|ϕ〉.
The second inequality in the proposition follows then from
inserting ei for ϕ and summing over i. This also shows that
left- and right-hand side can only be equal if all the addends
are equal, that is, if
2−ℓ(ei) = 〈ei|2−Λ|ei〉 (3)
for every i. But 〈ei|2−Λ|ei〉 =
∑
l,k |αkl|22−l is a convex
combination of different 2−l-terms, where the largest term
is 2−ℓ(ei). Thus, if (3) holds, then all the weight must be
concentrated where l = ℓ(ei), such that ei is a length
eigenstate. 
Now we are ready to state the quantum generalization of
the Kraft inequality:
Theorem 3.6 (Quantum Kraft Inequality):
Let {|ei〉}i∈I ⊂ H{0,1}∗ be a prefix-free orthonormal system,
spanning a Hilbert space H ⊂ H{0,1}∗ . Then, it holds∑
i∈I
2−ℓ(ei) ≤
∑
i∈I
2−ℓ¯(ei) ≤ Tr (2−ΛP(H)) ≤ 1.
Equality holds for the left three terms if and only if every |ei〉
is a length eigenstate.
Proof: Using Proposition 3.5, all we have to prove is that
Tr
(
2−ΛP(H)) ≤ 1. We may restrict to the case that I is a
finite set, and that the base lengths of all |ei〉 are finite. The
general case then follows from a continuity argument.
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It will be helpful for the proof to define a quantity called
the weight of a vector |ϕ〉 ∈ H{0,1}∗ on some classical string
s ∈ {0, 1}∗. We define it as
wϕ(s) :=
∑
t∈{0,1}∗
|〈ϕ ◦ t|s〉|2.
We first show that
∑
i∈I wei(s) ≤ 1, due to the prefix property
of {|ei〉}. If i 6= j or u 6= t, then 〈ei ◦ t|ej ◦ u〉 = 0. Thus, the
set
{|ei ◦ t〉 | i ∈ I, t ∈ {0, 1}∗}
is an orthonormal system in H{0,1}∗ . It follows that∑
i∈I
∑
t∈{0,1}∗
|ei ◦ t〉〈ei ◦ t| ≤ 1.
In particular, it holds
1 = 〈s|s〉 ≥
∑
i∈I
∑
t∈{0,1}∗
〈s|ei ◦ t〉〈ei ◦ t|s〉
=
∑
i∈I
∑
t∈{0,1}∗
|〈ei ◦ t|s〉|2 =
∑
i∈I
wei(s).
Now choose some n > maxi∈I ℓ(ei). Clearly, the “full
weight” W on {0, 1}n satisfies
W :=
∑
u∈{0,1}n
∑
i∈I
wei(u) ≤ |{0, 1}n| · 1 = 2n.
Expand each |ei〉 as |ei〉 =
∑
s∈{0,1}∗ αis|s〉. In fact, if ℓ(s) >
n, then αis = 0 for every i. If s, t ∈ {0, 1}∗, then
〈ei ◦ t|u〉 =
∑
s∈{0,1}∗
α∗is 〈s ◦ t|u〉︸ ︷︷ ︸
δs◦t,u
,
so |〈ei ◦ t|u〉|2 = |αis|2 for that s for which s ◦ t = u (or zero
if there is no such s). Thus,
wei (u) =
∑
t∈{0,1}∗
|〈ei ◦ t|u〉|2 =
∑
s prefix of u
|αis|2.
This statement can also be understood as follows: For every
s, the vector |ei〉 contributes to the weight of every exten-
sion u ∈ {0, 1}n of s with |αis|2. There are 2n−ℓ(s) such
extensions. Thus, |ei〉 contributes to the full weight W some
weight 2n−ℓ(s)|αis|2 for every s. Summing over s and then
over i yields
2n ≥ W ≥
∑
i∈I
∑
s∈{0,1}∗
2n−ℓ(s)|αis|2
= 2n
∑
i∈I
〈ei|2−Λ|ei〉 = 2nTr
(
2−ΛP(H)) . 
Example 3.7: Suppose the Hilbert space H is spanned by
the orthonormal basis vectors

1√
2
(|1〉+ |01〉)︸ ︷︷ ︸
|e1〉
,
1√
2
(|10〉 − |010〉)︸ ︷︷ ︸
|e2〉
, |00〉︸︷︷︸
|e3〉

 ,
which is the basis from Example 3.4, plus the basis vector |00〉.
Since this orthonormal basis is prefix-free, so is H according to
Lemma 3.2. The quantum Kraft inequality from Theorem 3.6
can be confirmed by explicit calculation:
3∑
i=1
2−ℓ(ei) = 2−2 + 2−3 + 2−2 =
5
8
= 0.625,
3∑
i=1
2−ℓ¯(ei) = 2−
3
2 + 2−
5
2 + 2−2 =
2 + 3
√
2
8
≈ 0.78,
Tr
(
2−ΛP(H)) = 3∑
i=1
〈ei|2−Λ|ei〉 = 13
16
= 0.8125.
IV. SUMMARY AND PERSPECTIVES
We have defined prefixes, restrictions, tensor products, and
concatenation of indeterminate-length qubit strings. This led
to a very general definition of prefix-free Hilbert spaces H
(Definition 3.1). In the special case that H has a basis of length
eigenstates, this definition is equivalent to that by Schumacher
and Westmoreland (Lemma 3.3). Consequently, these Hilbert
spaces can be used for lossless quantum compression as shown
in [3].
However, there are strange prefix-free Hilbert spaces (cf.
Example 3.4) that do not have the nice property that different
code words can be distinguished with certainty by looking
at their prefixes only. Still, these spaces obey a generalized
quantum Kraft inequality (Theorem 3.6).
It is an interesting open problem if these spaces are useful
for quantum compression. The key question is whether the
concatenation of qubit strings makes physically sense; if it
does, it can serve as a replacement for the condensation
operation in [3]. In general, the map |ψ〉 7→ |ψ〉 ◦ |ϕ〉 is not
even an isometry, as the example after Definition 2.4 shows.
Yet, maybe it is an isometry, and thus physically realizable, if
it is restricted to prefix-free Hilbert spaces.
Another interesting question is if these spaces are relevant
for algorithmic information theory. This motivation is also
mentioned in [3]. In particular, the role of these generalized
prefix-free Hilbert spaces should be clarified for the definition
of prefix-free quantum computers and quantum algorithmic
probability.
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