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The need to estimate the properties of layered elastic or viscoelastic
media arises commonly in various engineering applications, including geotech-
nical site characterization and pavement condition assessment. The layered
medium is usually probed with small-amplitude waves, and the medium’s re-
sponse is used to drive an inverse medium problem leading to the identification
of the properties. In this dissertation, we solve the property estimation prob-
lem by a new methodology that seeks to minimize the misfit between measured
and computed responses, constrained by the dispersion relation of the layered
medium; the latter expressed in terms of the forward eigenvalue problem and
the associated orthonormality condition. The medium’s properties are recov-
ered upon satisfaction of the first-order optimality conditions of the system’s
Lagrangian. Next, we extend the methodology for the characterization of a
finite-depth layered elastic medium to the case of a layered medium underlain
vi
by a halfspace. The layered medium is treated using a Thin Layer Method
(TLM), while the halfspace is treated with the introduction of a Perfectly-
Matched-Layer (PML). The PML adds complexity to the dispersion relation,
including non-physical modes, which will be addressed systematically to re-
solve the medium’s characterization. Effectively, the physical setting and the
modeling choices reduce the originally three-dimensional problem to one spa-
tial dimension along only the depth of the medium. Then, we discuss the
extension of the methodology for estimating the mechanical properties and
the stratification of horizontally-layered soils using surface records of soil mo-
tion induced by the passing of trains or other moving loads. At each step,
we report numerical results and demonstrate the method’s capabilities and
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The dissertation focuses on the full-waveform-based property estima-
tion of layered media. The dissertation consists of three journal papers, each of
which is focusing on a particular topic of the developed methodology. Specif-
ically:
In the first paper, entitled "Parameter estimation in layered media using
dispersion-constrained inversion," we have tackled the problem of estimating
the material properties of a layered stratum. We solve the property estima-
tion problem by a new methodology that seeks to minimize the misfit between
measured and computed responses, constrained by the dispersion relation of
the layered medium; the latter is expressed in terms of the forward eigenvalue
problem and the associated orthonormality condition. The medium’s prop-
erties are recovered upon satisfaction of the first-order optimality conditions
of the system’s Lagrangian. Numerical results based on stationary dynamic
loads demonstrate the efficiency of the method. This paper, co-authored by
Hamidreza Mashayekh, Loukas F. Kallivokas, and John L. Tassoulas, was sub-
mitted to the Journal of Engineering Mechanics for publication and is currently
in press.
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The second paper, entitled "Dispersion-constrained full-waveform in-
version in a layered halfspace," extends the methodology to the case of a
layered halfspace. To mimic the halfspace, a Perfectly-Matched-Layer (PML)
absorbing boundary condition is used. The presence of the PML results in
non-physical modes, which are filtered out using an energy criterion. Numer-
ical results are included, attesting to the ability of the extended method to
reconstruct the properties of a layered halfspace. This paper, co-authored
by Hamidreza Mashayekh, Loukas F. Kallivokas, and John L. Tassoulas, has
been submitted to Computational Geosciences for possible publication, and is
currently under review.
In the third paper, entitled "Layered soil parameter estimation from a
moving load," the methodology has been extended to account for moving loads.
The core methodology remains the same, but modifications to accommodate
the moving loads are included. Specifically, instead of driving the inversion
by the response misfit, the inversion is driven by a Green’s function misfit. A
procedure suitable for field implementation has also been developed. Numer-
ical results featuring realistic train loads, attest to the method’s capabilities.
This paper, co-authored by Hamidreza Mashayekh and Loukas F. Kallivokas,
has been submitted to Soil Dynamics and Earthquake Engineering for possible
publication, and is currently under review.
2
Chapter 2
Parameter estimation in layered media using
dispersion-constrained inversion 1
2.1 Introduction
In many engineering applications, it is desirable or required to charac-
terize the mechanical properties of a semi-infinite medium by means of non-
destructive tests. These applications may pertain to deep earth structures, as
in exploration geophysics [59], or to the near-surface layers, as in the condi-
tion evaluation of pavements [24, 33] or in geotechnical site characterization
[37]. In nondestructive tests for such applications, the medium is probed with
waves, –elastic, acoustic, or electromagnetic–, the response is recorded, and
the distribution of material properties (e.g., shear modulus) is determined by
an inversion procedure [38].
For near-surface problems, of interest in this article, the applications
that drive most developments to date originate from infrastructure assessment
needs. For example, one of the most-widely used nondestructive tests for
pavement condition assessment is the Falling Weight Deflectometer (FWD)
test in which the medium is probed using an impulse load and the response















Figure 2.1: Schematic drawing of FWD field test: dynamic load, sensor loca-
tions, and induced surface deflection bowl
is measured at a number of sensor locations (Fig. 2.1). Several attempts have
been made toward interpretation of FWD test results and extraction of the
desired properties of the layered medium. In the context of pavement condi-
tion assessment, the property extraction procedures are usually referred to as
backcalculations of the relevant properties. In general, backcalculation pro-
cedures can be categorized into static and dynamic, on the basis of whether
the theoretical response at sensor locations is computed by static analysis or
the true dynamic nature of the test is considered. In the static approach,
the maximum displacements of the medium at sensor locations are calculated
by static elasticity and matched to maximum displacements recorded by sen-
sors. This approach is widely used because of its simplicity and speed, but
several studies have shown that static backcalculation results are not reliable
[25, 53, 54, 78]. In the dynamic approach, the response is calculated via an
appropriate forward elastodynamic analysis, and the results are matched to
4
measured displacements. The dynamic forward problem is implemented ei-
ther in the time [47, 49] or frequency [36, 77] domains. Most frequency-domain
procedures [31, 82, 83] are built on the stiffness-matrix formulation introduced
by Kausel and Roësset [40], with further developments by Doyle [18] and Al-
Khoury et al. [4].
Various techniques have been implemented for the backcalculation of
properties [33]. They can be categorized as (i) closed-form solutions [1, 34,
70]; (ii) database searches [6, 14]; (iii) optimization techniques [12, 35, 73]; (iv)
regression analysis [5, 52, 67]; and (v) neural nets or evolutionary algorithms
[23, 56, 57, 66, 69, 72]. Most of the reported techniques are either of an ad hoc
nature, or resort to simplifying assumptions that are inconsistent with the
underlying physical problem (e.g. static versus dynamic).
While progress in the imaging of the near-surface layered media is ongo-
ing, a robust solution remains elusive, possibly because the developed method-
ologies have not benefited, or have not sought to benefit, from recent advances
in related fields. The near-surface imaging problem belongs to a broader class
of wave-driven inverse medium problems, where, for example, “backcalcula-
tion” refers to, and/or is replaced by, “inversion” (another term that is often
used is parameter identification). The tackling of such inverse medium prob-
lems is often cast in the context of a partial-differential-equation-constrained
optimization framework, whereby a suitably-chosen and application-specific
objective functional is sought to be minimized, constrained by the underly-
ing physics, the latter expressed in terms of the governing differential equa-
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tions [2, 11, 21, 38, 60]. The technical apparatus for casting and resolving the
optimization problem is rooted in the early work of Lions [46]. Such prob-
lems, including the one of interest herein, are ill-posed, and typically admit
multiple solutions, some physical and some non-physical. To further narrow
the range of possible solutions for the distribution of the properties, several
schemes may be used, aimed either at the regularization of the solution, a
process that may filter out non-physical solutions (via, e.g., Tikhonov regular-
ization), or aimed at improving the optimizer’s ability to converge to the true
(and unique) solution via, possibly physics-based, numerical schemes.
In this paper, we borrow from, and improve upon, recent developments
in wave-driven inverse medium problems. Specifically, we focus on the problem
of a horizontally-layered medium subjected to a surface disc load (Fig. 2.1),
and seek to reconstruct the properties of the layers using the recorded surface
displacements. We too take the route of casting the inverse medium problem as
a constrained optimization problem, but opt to describe the underlying physics
constraint by the associated eigenvalue problem instead of using differential
equations. In principle, any form encompassing the physics of the problem
could serve as a constraint (e.g., differential or integral equations). Here, us-
ing differential equations as a constraint would result in a two-dimensional
problem in either the time or the frequency domain, even under the present
conditions of axisymmetry. The motivation for using the eigenvalue problem
as a constraint stems from the fact that by using expansions of the displace-
ment in the horizontal directions, which, in turn, give rise to an eigenvalue
6
problem, the spatial dimensionality of the problem is reduced to one, entailing
computational gains. Thus, using the eigenvalue problem, i.e., the dispersion
relation, appears to be an optimal choice for the problem at hand. In the
context of the inverse medium problem of interest herein, using the dispersion
relation as a constraint is new; one notable exception where the eigenvalue
problem was used as a constraint for shape optimization purposes is the work
in [3].
To obtain the associated eigenvalue problem of a semi-infinite layered
medium we describe the forward full-waveform problem in the frequency do-
main, based on the thin-layer method [39]: the displacement components in
the layered medium are computed using a semidiscrete approach, analytical
in all horizontal directions but discrete (numerical) in the medium’s depth
direction (semi-infinite). To find the property distribution, i.e., to invert or
backcalculate, we seek a stationary point to the problem’s Lagrangian, where
the latter consists of the misfit between computed and measured responses
at various sensor locations, augmented by the imposition of the dispersion
relation (eigenvalue problem) and the mode-shape orthonormality conditions.
The medium’s properties are extracted by enforcing the first-order optimality
conditions of the system’s Lagrangian. A similar physical problem was consid-
ered by Astaneh and Guddati [7], where the inversion was driven by the misfit
between computed and experimentally-obtained phase velocities. It is worth
noting that the development in [7] is intended for inversion on the basis of tests
in which surface waves are generated and observed in the far field, while our
7
methodology employs arbitrary near-field as well as far-field measurements.
We report numerical results based on synthetic records, attesting to
the effectiveness of our approach.
2.2 Problem definition
To highlight the dispersion-constrained inversion approach, we focus
on the simplest possible identification problem, typically associated with the
condition assessment of pavements. Accordingly, we consider a horizontally-
layered medium, comprising n elastic or viscoelastic layers, subjected to a
dynamic load applied vertically on the surface of the medium (Fig. 2.2(a)).
For simplicity, but without loss of generality in the methodology discussed
herein, we assume that the medium is fixed at the bottom. In general, each
i-th layer is characterized by the shear modulus Gi, Poisson’s ratio νi, mass
density ρi, thickness hi, and material damping βi. The load is applied normal
to the surface at the disc’s center: we assume the load to be harmonic at
an operating frequency ω, i.e., P = P0eiωt, where P0 is the amplitude of the
applied load. Given the symmetry of the problem about the vertical load
axis, the problem can be formally reduced to an axisymmetric problem cast in
the (r, z) system, as shown in Fig. 2.2(b), where the origin coincides with the
disc’s center, r denotes radial distance from the origin, and z denotes depth,
measured from the surface.
For the purpose of the ensuing discussion, we assume that all layer pa-

























(b) In two dimensions (axisymmetric case)
Figure 2.2: Layered media subjected to a stationary dynamic load
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nesses, even though, in typical field operations, the layer thicknesses can be
obtained by GPR (Ground Penetrating Radar) imaging. Therefore, although
the inversion framework can be used to invert for any layer parameters, here,
for the sake of simplicity, we assume that the density, Poisson’s ratio, and
damping can be estimated reasonably well from other information, e.g, clayey
vs. sandy layer, prior to shear-modulus inversion. We note that there is no
need to a priori know the number of layers: if the number of layers is known,
the inversion process can be further constrained to advantage. However, in the
general case, when the number of layers is not known, the number is recovered
indirectly, once the shear modulus distribution is obtained. We also remark
that the inverse methodology discussed herein can accommodate additional
unknown parameters (e.g., damping), at the expense of increased complex-
ity and computational cost, but without any substantive modification to the
inversion framework/algorithm.
Thus, our goal is to recover the shear moduli Gi for all n layers (i =
1...n), when given the response of the medium to a known excitation, the lat-
ter measured at one or multiple surface sensors. The dispersion-constrained
approach discussed herein requires that the misfit between the measured dis-
placement and the computed displacement, where the latter corresponds to a
trial guess of the layered medium’s properties, be minimized. In addition, we
require that the physics of the underlying problem be satisfied: we express the
physics of the problem in terms of the associated eigenvalue problem, which
we use as a minimization constraint –thence, the dispersion-constrained ter-
10
minology. The inversion is carried out exclusively in the frequency domain;
however, time-domain records can also be used if first processed via Fourier
transforms.
2.3 The forward eigenvalue problem
To set the stage for the dispersion-constrained inversion, we review first
the forward eigenvalue problem; most of the technical details can be found in
[39]. Here we report the key steps from [39] for completeness.
For any layer i (Fig. 2.2(b)), the equilibrium equations in cylindrical
coordinates and in the frequency domain can be written as (an eiωt harmonic
term has been assumed throughout):
∂σ̃r
∂r












where, at the top surface (z = 0):
σ̃z =
q , 0 ≤ r ≤ R0 , R ≤ r (2.2)
In (2.2), q = P0
πR2
is the stress amplitude on the surface when a harmonic load
P0e
iωt is applied on the disc of radius R. Due to the axisymmetric character
of the problem, the dependence on the polar angle has been dropped, and
consequently, the radial component of the displacement ũ ≡ ũ(r, z), and the
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vertical component of the displacement w̃ ≡ w̃(r, z). Customary notation has
been adopted for the Fourier-transformed normal and shear stress components
σ̃r, σ̃θ, σ̃z, τ̃rz. Similarly, combining the constitutive law for a linear elastic
material, and the small-strain kinematic conditions, leads to the equations of









































+ ρiω2w̃ = 0.
(2.3b)
where λi is the first Lamé constant of the i-th layer. Using separation of

















where k is the wavenumber, u(z) and w(z) are the radial and vertical displace-
ment components, and H(2)0 (kr) and H
(2)
1 (kr) denote the 0-th and 1-st order








+ ρiω2u = 0, (2.5a)






+ ρiω2w = 0. (2.5b)
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The strong form of the forward problem can be cast as: find the dis-
placement components (u,w) for each layer i, subject to fixed conditions
(u = w = 0) at zn (Fig. 2.2(b)), to the continuity of displacements and
tractions along the layer interfaces, zi−1 and zi for all i, and to traction-free
conditions (σ̃z = τ̃rz = 0) everywhere along the surface z0 (z = 0), except
under the load. Next, following a standard Galerkin approach, the weak form


















































where, ǔ(z) and w̌(z) are admissible test functions. After integration by parts,






























































































where, τ̂rz = τ̃rz/H(2)1 (kr) and σ̂z = σ̃z/H
(2)
0 (kr). We note that upon assembly
of all the layers, the right-hand-sides of equations (2.7) will sum up to zero, due
to the continuity and boundary conditions. Next, each layer i is discretized
into ei elements (Fig. 2.3). The displacement components of the trial pair
(u,w) and of the test pair (ǔ, w̌) are approximated within each element using
standard Lagrange shape functions. Accordingly, within each layer i:
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u(z) = φT (z) u , w(z) = φT (z)w, (2.8)
where u and w are vectors of the nodal values of the radial and vertical dis-
placement components, respectively, and φ(z) are vectors of shape functions
within each layer. For example, if the element shape functions are of polyno-
mial degree d, then the vector φ(z) has dimension eid + 1. There results the
following quadratic eigenvalue problem in terms of the wavenumber k and the
eigenvectors U :











Ai ; B =
n⋃
i=1
Bi ; G =
n⋃
i=1
























































We note that each of above layer matrices has dimension [2(eid+ 1)]×
[2(eid+1)]. The discrete quadratic eigenvalue problem (2.9) admits 2N eigen-
values (the wavenumbers k) and 2N eigenvectors (modes), where N is the
16





For each wavenumber k, −k is also an eigenvalue, and, thus, the 2N
wavenumbers are arranged in N pairs of the form (k,−k). Since the wavenum-
bers with positive imaginary part correspond to propagating modes that grow
away from the origin, only half of the wavenumbers are physically acceptable,
i.e., from each pair (k,−k), only the wavenumber with negative imaginary
part will be retained. For the N surviving modes, we choose a normalization




s (2ksA + B)U s = ks , s = 1, 2, ..., N . (2.13)
Then, as shown in [39], the radial and vertical displacement components within
each layer i are given as:










where s is the eigenmode/eigenvalue index. Within every layer i, the elements
are numbered from the top of the layer, with za denoting the z coordinate at
the beginning of the j-th element, with j = 1, ..., ei (Fig. 2.3). That is:
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za = zi−1 + (j − 1)
zi − zi−1
ei
, j = 1, ..., ei . (2.15)
Thus, in (2.14) Us,l and Us,m denote the l-th and m-th components of the U s
eigenvector, respectively. We note that the U s eigenvector’s components are




l = 1 + d(j − 1) ; m = N2 + 1 + d(j − 1) if i = 1
(2.16a)
l = 1 + d(j − 1) +
i−1∑
p=1
epd ; m = N2 + 1 + d(j − 1) +
i−1∑
p=1
epd if i 6= 1
(2.16b)








, 0 ≤ r ≤ R
π
2iks











1 (ksr), R ≤ r
(2.17b)
When the vertical displacements are measured on the surface (za = 0
or z = 0), at a distance r from the load, (2.14b) reduces to:
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We use expression (2.18) to define the misfit between measured and
computed displacements (vertical component only). In summary, it should
be noted that the eigenvalue problem (2.9) and the orthonormality condition
(2.13) embody the physics of the problem and constitute the forward or state
problem: both (2.9) and (2.13) must be satisfied, as the misfit is minimized.
The inversion process is outlined in the next section.
2.4 The inverse problem
Our goal is to find the along-the-depth distribution of the shear modulus
of the probed layered medium, when the medium is subjected to a known
surface disc load. As discussed earlier, we assume that the density, Poisson’s
ratio, and damping are known. Thus, the first Lamé constant, is expressed as
a function of the shear modulus G, i.e., λ = 2Gν1−2ν . Similarly, for viscoelastic
layers, G is replaced by its complex counterpart G(1 + 2iβ).
A usual starting point in inverse-medium problems is the construction
of a misfit functional defined most often as the difference, in the least-squares
sense, between the measured response and a computed response. The com-
puted response corresponds to a medium described by a set of assumed mate-
rial properties, which we then seek to determine via an iterative process whose








|w̃(j)(ri, 0)− w̃(j)m (ri, 0)|2 , (2.19)
where Ns is the number of sensors, Mω is the number of discrete frequencies
at which sensor measurements are taken, w̃(j)(ri, 0) denotes the computed
displacement of the layered medium at the j-th frequency on the surface and at
distance ri from the origin, and w̃(j)m (ri, 0) denotes the measured displacement
at the same point and the same frequency. As cast, functional (2.19) is the
amplitude of the complex-valued misfit, and it is a reasonable choice, since it
accounts for both the real and imaginary parts, or equivalently, it includes both
amplitude and phase information. Expression (2.19) is capable of accounting
for recorded data along the deflection bowl induced by the load and over a
wide range of excitation frequencies.
To ensure that the physics of the underlying problem is always satisfied
during the material inversion iterations, the misfit functional is augmented
by the side imposition of the physics to produce the problem’s Lagrangian.
In general, the side imposition of the physics can be done in a variety of
ways: for example, the strong, or a weak, form of the forward problem cast
in terms of the governing differential equations, can be side-imposed via La-
grange multipliers. This, in fact, has been a commonly used strategy in partial-
differential-equation-constrained optimization approaches for tackling inverse
medium problems [21, 37, 46]. We argue that, in principle, any form, contin-
uous or discrete, that faithfully captures the physics of the forward problem,
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can be used in the Lagrangian. Here, the discrete eigenvalue problem (2.9),
accompanied by the orthonormality condition (2.13), is our choice for describ-
ing the physics of the problem. Accordingly, we side-impose (2.9) and (2.13),
via Lagrange multipliers, to the misfit functional, effectively constraining the






|w̃(j)(ri, 0)− w̃(j)m (ri, 0)|2 + C, (2.20)























and λ(j)s is a vector of Lagrange multipliers used to side-impose the eigenvalue
problem, and ξ(j)s is a scalar Lagrange multiplier used for the side-imposition
of the orthonormality condition. Since the matrices and eigenvalue parameters
are complex, it is sufficient to side-impose only the real part of the product
of the complex Lagrange multipliers by the eigenvalue problem and of the or-







































































+ C, R ≤ ri
(2.23)
Definitions (2.22) and (2.23) of the Lagrangian are of the form:
L ≡ L(λ(j)s , ξ(j)s ,U (j)s , k(j)s , Gc), (2.24)
i.e., the Lagrangian functional is a function of the Lagrange multipliers λ(j)s
and ξ(j)s , the state variables U (j)s and k(j)s , and the material parameters Gc. The
latter are the shear moduli of all the elements in the discretization, assumed
constant over each element.
2.4.1 Optimality conditions
Next, we seek a stationary point for L by requiring that the first vari-


















 = 0 . (2.25)
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i. The state problem:
Taking variations of the Lagrangian functional L with respect to the
Lagrange multipliers (or adjoint variables) λ(j)s and ξ(j)s and setting them equal






L = 0⇒ (Ajk(j)s





L = 0⇒ 12U
(j)
s
T (2Ajk(j)s + B)U (j)s = k(j)s . (2.26b)
ii. The adjoint problem:
Similarly, we enforce the vanishing of the variation of L with respect














1s (ri)(w̃(j)(ri, 0)− w̃
(j)






2 + Bk(j)s + G− ωj2M)δU (j)s
+ ξ(j)s U (j)s












1s (ri)(w̃(j)(ri, 0)− w̃
(j)

























T (2Ak(j)s + B)U (j)s δk(j)s + ξ(j)s (U (j)s
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In the above, W I =
[











2 (k(j)s R) + rJ1(k(j)s r)H
(2)











0 (k(j)s r) + rJ1(k(j)s R)H
(2)
1 (k(j)s r)] , R ≤ r
(2.31)
Equations (2.28) and (2.30) constitute the adjoint problem, which is a sym-




2 + Bk(j)s + G− ω2jM)T (2Ak(j)s + B)U (j)s
U (j)s
T (2Ak(j)s + B)T (U (j)s

































Thus, the Lagrange multipliers, or adjoint variables, λ(j)s and ξ(j)s are
obtained as a solution of the linear system (2.32), which is driven by the
(conjugated) misfit, as it can be seen from the right-hand-side of (2.32).
iii. The control problem:











































Clearly, the true/target profile would enforce the vanishing of the con-
trol equation (2.33). The right-hand-side of (2.33), modulo the variation δGc,
represents the reduced gradient of the Lagrangian, since at any given inversion
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iteration, the state and adjoint problems are satisfied. Thus, from (2.25), it















































We use the reduced gradient ∇GcL, as outlined below, to update the
shear moduli during the inversion iterations.
2.4.2 The inversion process
To update/determine the shear moduli Gc, we use a gradient-based
minimization scheme: starting with an assumed initial distribution for the
moduli Gc, and a set of Mω frequencies, we first solve the state problem (2.9)
and (2.13), to obtain k(j)s and U (j)s . Next, using the wavenumbers k(j)s and the
eigenvectors U (j)s , we compute the vertical displacement w̃(j) via (2.18), which,
in turn, allows the computation of the misfit w̃(j) − w̃(j)m for every sensor for
which measurements have been collected. Armed with the misfit and the
state variables (k(j)s ,U (j)s ), we then solve the adjoint problem (2.32) for each
frequency set to obtain the adjoint variables λ(j)s and ξ(j)s . To update the
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moduli Gc, we use a conjugate gradient approach [62], and to ensure sufficient
decrease of the objective functional at each inversion iteration, we employ an
Armijo backtracking line search. Accordingly: let Gk denote the vector of all
element moduli Gc and let gk = (∇GL)k denote the reduced gradient (2.35) of
the Lagrangian at the k-th inversion iteration. Then, the update Gk+1 to Gk
is constructed via:
Gk+1 = Gk + αk Sk, (2.36)
where αk is a step length, and Sk denotes search direction, defined as:
Sk =
−gk , for k = 1−gk + gk . gkgk−1 . gk−1Sk−1 , for k > 1 (2.37)
The entire inversion process is summarized in Algorithm 1.
2.4.3 Frequency-continuation scheme
As discussed in the introduction, regularization is often used in inverse
medium problems to filter out non-physical property distributions. In addition
to regularizations, other optimizer-assisting schemes are also enlisted; here, we
opt for one such scheme, over regularization. Specifically, we use a frequency-
continuation scheme, which is consistent with field-deployable equipment ca-
pabilities. Accordingly: we probe the medium at a first set ofM (1)ω frequencies,
whose range is between ω0 and ω1, and invert for the properties using Algo-
rithm 1. Once the inversion is concluded, we drive the inversion anew using
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Algorithm 1 Shear moduli inversion scheme
1: Set iteration counter k ← 1
2: Set initial guess for shear moduli G
3: Compute misfit F . Eq. (2.19)
4: Set convergence tolerance tol
5: Set maximum number of iterations maxiter
6: while F > tol and k < maxiter do
7: Solve the state problem for k(j)s and U (j)s . Eqs. (2.9),(2.13)
8: Solve the adjoint problem for λ(j)s and ξ(j)s . Eqs. (2.32)
9: Compute the discrete reduced gradient gk . Eq. (2.35)
10: Compute search direction Sk . Eq. (2.37)
11: Choose step length αk
12: Update material properties and compute Gk+1 . Eq. (2.36)
13: Compute misfit F . Eq. (2.19)
14: k ← k + 1
15: end while
a second set M (2)ω of frequencies within, now, the range (ω0,ω2) with ω2 > ω1,
while using the previously converged profile as initial guess. We note that: a)
the initial range (ω0,ω1) is a low-frequency range, aimed at recovering approx-
imately the property profile, since probing with high-frequency content would
lead to solutions diverging from the target, as is typically the case with this
class of problems; b) the next set M (2)ω contains a few frequencies from M (1)ω ,
but also includes higher frequencies, thus allowing refinement of the property
profile and the potential discovery of small defects. A small number (5-10) of




To highlight the dispersion-constrained inversion outlined in the pre-
vious section, we discuss next four cases of varying complexity, all based on
synthetic data. We use (2.23) with one sensor for the first 3 cases, with the
sensor placed at the center of the disc (r = 0), and then use (2.23) with 3
equally-spaced sensors for the last case study to demonstrate the capabilities
of the process. The first case (case A) involves a typical heterogeneous lay-
ered soil medium with shear moduli monotonically increasing with depth. The
second case (case B) pertains to a layered stratum with an interspersing soft
layer between stiffer layers; and for the third case (case C), we consider a
mixed target profile with a stiff but fairly thin layer at the top, which is the
typical case for pavements. For the fourth numerical example, case A is revis-
ited using a 3-sensor array. Finally, to study the performance of the proposed
inversion process in the presence of noisy data, we revisit cases A and D while
introducing 5% Gaussian noise to the sensor data. In all cases, to quantify the
fitness of the inverted profile with respect to the target, we define the following
normalized L2 metric:
E =




where Ge denotes the exact shear modulus profile. In all cases, the misfit
tolerance tol in Algorithm 1 was set to 10−10 and the number of maximum
inversion iterations maxiter was set to 2000.
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2.5.1 Inversion with noise-free data
2.5.1.1 Case A: Layered stratum with monotonically increasing
moduli
Consider a target layered medium comprising three layers with an over-
all depth of 2.5m, where each layer has larger shear modulus than the overlay-
ing layer. The mass density ρ for all layers is set to 1800 kg/m3. Poisson’s ratio
ν is 0.25 for all layers and, a very small damping β = 0.001 is used. The disc
radius is set to R = 15cm. The target shear modulus, and the corresponding
shear velocity cs, profiles are:
G =

150 MPa 0 ≤ z ≤ 1 m
250 MPa 1 ≤ z ≤ 1.7 m
350 MPa 1.7 ≤ z ≤ 2.5 m
cs ≈

289 m/s 0 ≤ z ≤ 1 m
373 m/s 1 ≤ z ≤ 1.7 m
441 m/s 1.7 ≤ z ≤ 2.5 m
We use 25 quadratic elements to discretize the stratum’s depth when inverting
for the properties. To create the synthetic data, we use 52 quadratic elements.
We note that the mesh used to generate the synthetic data conforms to the
physical layer interfaces and consists of elements, which, for any given layer,
must and do have identical properties. By contrast, the mesh used for the
inversion consists of a different number of elements than those used for the
synthetic data. Moreover, these elements do not necessarily conform to the
physical layer interfaces, while the individual element properties are set to
vary freely. The described meshing differences eliminate any potential biasing
of the inversion.
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Following the frequency-continuation scheme described earlier, we use
four sets of ten randomly distributed frequencies within each set; the sets are
[0,25] Hz, [0,50] Hz, [0,100] Hz and [0,150] Hz. We start the inversion with a
homogeneous initial guess of 100MPa. Figure 2.4 shows the inverted profile at
the end of the inversion process for each Mω set. We note that the first set,
which has a lower frequency content, constructs an approximate profile starting
from a homogeneous initial guess, while the subsequent sets refine the profile
as convergence to the target profile is attained. Figure 2.5 shows the reduction
of misfit across all four frequency sets. For the first frequency set, we see a
drop of about six orders of magnitude in the misfit, seven orders of magnitude
for the second frequency set, three orders of magnitude for the third set, and
about two orders of magnitude reduction in the fourth frequency set. As shown
in Figure 2.5, each inversion process consists of 2000 iterations. The fitness
metric after each frequency set is indicative of the progress toward convergence.
Overall, the three layers and their interfaces have been satisfactorily recovered,
and the final profile is quite close to the target (E = 6%).
2.5.1.2 Case B: Layered stratum with a soft layer trapped between
stiffer layers
Next, we consider a three-layer stratum with ρ=1800 kg/m3, ν=0.25,
β = 0.001, of an overall depth of 2.5m, and the following shear modulus target
profile and corresponding shear velocity cs profile:
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(a) Case A - after M (1)ω , E=35%
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(b) Case A - after M (2)ω , E=8.5%
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(c) Case A - after M (3)ω , E=7.1%
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(d) Case A - after M (4)ω , E=6%
Figure 2.4: Case A: target and inverted shear modulus profiles shown at the
end of the inversion process for each frequency set Mω, with fitness metric E
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200 MPa 0 ≤ z ≤ 1 m
150 MPa 1 ≤ z ≤ 1.5 m
250 MPa 1.5 ≤ z ≤ 2.5 m
cs ≈

333 m/s 0 ≤ z ≤ 1 m
289 m/s 1 ≤ z ≤ 1.5 m
373 m/s 1.5 ≤ z ≤ 2.5 m
Again, we use 52 quadratic elements for the synthetic data, and 25
quadratic elements for the inversion, and the same frequency continuation
scheme as in case A. We note that there is a thin layer at 1 ≤ z ≤ 1.5 m,
which has a smaller shear modulus in comparison with the adjacent layers.
Figure 2.6 shows the inverted profile at the end of the inversion process for
each Mω set. We note that the reconstruction is quite satisfactory even in this
case where the presence of the soft layer tends to mask the deeper stratum
structure, due to its trapped energy potential. The associated fitness metric
was E = 4.8% .
2.5.1.3 Case C: A thin top layer - typical pavement structure
Next, we consider a medium comprising four layers, where the top layer




1000MPa 0 ≤ z ≤ 0.2m
400MPa 0.2 ≤ z ≤ 0.6m
300MPa 0.6 ≤ z ≤ 1m
500MPa 1 ≤ z ≤ 2m
cs ≈

745m/s 0 ≤ z ≤ 0.2m
471m/s 0.2 ≤ z ≤ 0.6m
408m/s 0.6 ≤ z ≤ 1m
527m/s 1 ≤ z ≤ 2m
We use, again, 52 quadratic elements for the synthetic data, and 25
quadratic elements for inversion. We use the same frequency continuation
34
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(a) Case B - after M (1)ω , E=20%
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(b) Case B - after M (2)ω , E=10%
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(c) Case B - after M (3)ω , E=8%
0 0.5 1 1.5 2 2.5 3
















(d) Case B - after M (4)ω , E=4.8%
Figure 2.6: Case B: target and inverted shear modulus profiles shown at the
end of the inversion process for each frequency set Mω, with fitness metric E
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(a) Case C - after M (1)ω , E=24%
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(b) Case C - after M (2)ω , E=15%
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(c) Case C - after M (3)ω , E=9.4%
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(d) Case C - after M (4)ω , E=6.2%
Figure 2.7: Case C: target and inverted shear modulus profiles shown at the
end of the inversion process for each frequency set Mω, with fitness metric E
scheme as in the preceding cases. The inverted profiles for each frequency set
are shown in Fig. 2.7.
Despite the thinness of the top layer, and the sharp contrast (jump) in
the shear moduli between the top and second layers, the inversion process has
again quite satisfactorily recovered the target, with a fitness of E = 6.2%.
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2.5.1.4 Case D: Case A revisited with a 3-sensor array
We consider again case A, with the same profile and mesh properties as
previously described. For the inversion process, we use (2.23) with Ns = 3 to
solve the inverse medium problem: synthetically measured and computed dis-
placements are recorded at 3 sensor locations, namely at r = 0, r = 30 cm and
r = 60 cm. That is, the first sensor is under the load, whereas the other two
are along the surface of the stratum. As in the preceding cases, the frequency-
continuation scheme is used to drive the inversion with the same probing fre-
quency sets as of case A. Figure 2.8 shows the inverted shear modulus profile.
The result shows a good match between the inverted shear modulus profile
and the target profile with the fitness metric E = 4.4% –an improvement over
the single sensor case (E = 6%).
2.5.2 Inversion with noisy data
Here, we apply 5% Gaussian noise to the synthetic sensor data used for
cases A and D, and attempt to invert for the layer moduli. In each case, to
generate the noisy data, we treated the synthetic complex displacements over
all frequency sets as a (power) signal; we assumed a 5% background noise, and
computed the signal-to-noise ratio (SNR' 13 dB). We fed the synthetic data
and the SNR to Matlab’s awgn function (Gaussian noise) to generate the noisy
data. The resulting noisy displacement amplitudes varied between 0.05% and
4.4% of the unperturbed synthetic data.
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Figure 2.8: Case D: inverted shear modulus profile of case A with a 3-sensor
array
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2.5.2.1 Case E: Case A with noisy data
We consider case A with the same profile and mesh properties as used
in case A. The same set of frequencies and frequency-continuation scheme are
used for the inversion (Fig. 2.11). Similar to case A, the inverted shear mod-
ulus profile at the end of each frequency set and corresponding fitness metric
is shown in Figure 2.9. Despite the increase in the fitness metric, the inverted
profile represents the target profile satisfactorily. Three different layers are
distinguishable and the shear modulus of each layer has been recovered. Com-
paring with case A, adding 5% noise to the data results in change of fitness
metric from 6% to 9.6%. Figure 2.10 shows the reduction of the misfit through
the inversion for each frequency set. Due to the applied noise, the reduction
in the order of misfit at each frequency set is smaller than in case A (Fig. 2.5).
Figure 2.11 shows the noisy sensor data for all frequencies used for the in-
version. More interestingly, Fig. 2.11 depicts the frequency response curves
one would obtain using the target profile, the profile inverted using noise-free
data, and the profile inverted using noisy data. As it can be seen, all frequency
response curves are fairly close. We note that the frequency response curve ob-
tained for the noisy data case departs the most from the corresponding sensor
data points, as also evidenced by the relatively large misfit values.
We note that, in the absence of regularization, the inversion process
could yield non-physical profiles that match the data (noisy or noise-free). In
Case E though, the inversion process resulted in a profile that matches closely
the target, in the presence of noisy data and in the absence of regularization.
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We note that a frequency response curve that would have closely matched
the noisy data (with a misfit value similar to Case A), would have had to
be fairly oscillatory in the low frequency regime. Such a frequency response
would correspond to a profile that is not recoverable by the relatively coarse
mesh we are using. Thus, we conjecture that, in effect, the coarseness of the
mesh has, in this case, acted as a regularizer. In general, regularization would
be required to alleviate solution multiplicity.
2.5.2.2 Case F: Case D with noisy data
Next, we consider case D with the same profile and mesh properties
as earlier, i.e., we use 25 quadratic elements along the depth. Measured and
computed displacements are recorded at 3 sensors: r = 0, r = 30 cm and
r = 60 cm. The synthetically measured displacements are polluted with 5%
Gaussian noise and then used for the inversion process. The inverted shear
modulus profile is shown in Figure 2.12. Comparing with case D, the fitness
metric has increased from 4.4% to 7% due to the added noise. Despite the
noise, the inverted profile matches the target reasonably well. Comparing with
case E, the use of three sensors, instead of one, has resulted in an improved
fitness metric of 7% versus 9.6%.
2.6 Conclusion
We discussed a new dispersion-constrained optimization approach for
resolving the inverse medium problem associated with the reconstruction of
40














(a) Case E - after M (1)ω , E=41%














(b) Case E - after M (2)ω , E=17.6%














(c) Case E - after M (3)ω , E=13.1%














(d) Case E - after M (4)ω , E=9.6%
Figure 2.9: Case E: target and inverted shear modulus profiles shown at the
end of the inversion process for each frequency set Mω, with fitness metric E
(noisy-data)
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Figure 2.10: Case E - Misfit reduction for each frequency set Mω
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Target response without noise
Noisy response for M(1)
Noisy response for M(2)
Noisy response for M(3)
Noisy response for M(4)
Inverted response with noise
Inverted response without noise
Figure 2.11: Frequency responses of the target profile for cases A and E, of
the inverted profile with noise-free data and of the inverted profile with noisy
data, along with the sensor data used for each frequency set
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Figure 2.12: Case F: inverted shear modulus profile of case A with a 3-sensor
array and 5% added noise
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the material profile of a layered medium, based on surface measurements of its
response to surface excitation. The methodology imposes the forward eigen-
value problem, provided by the thin-layer method, as a side constraint to a
misfit functional to form the inversion problem’s Lagrangian. This facilitates
the iterations toward minimization of the misfit. Other key advantages of the
methodology include: a) use is made of the complete recorded displacement
waveforms, whether in the near-field or the far-field, without need for any
simplifying assumptions; b) spatial discretization is needed only in one dimen-
sion. The methodology accommodates single or multiple sensor measurements,
and takes advantage of the frequency agility of typical wave generating field
equipment to embed, to advantage, a frequency-continuation scheme within
the inversion problem.
The reported numerical results attest to the method’s ability to invert
for the moduli, and indirectly for the thicknesses, of a layered medium. Apart
from demonstrating successful inversions of shear-modulus profiles using mea-
surements from a single sensor, we have shown that increasing the number
of sensors in the inversion process will lead to improvements in the inverted
profiles. Therefore, the methodology is highly promising in applications to
pavement testing where data from multiple sensors are routinely recorded.
Furthermore, our computational experiments indicate that the methodology
is capable of recovering the material parameters satisfactorily in the presence




in a layered halfspace 1
3.1 Introduction
The interest in the imaging of the near-surface deposits is driven by
various infrastructure needs, including geotechnical site characterization, fault
or sinkhole detection, pavement condition assessment, and others. Imaging
requires the spatial resolution of the properties of the targeted deposits. To
this end, the deposits are usually probed by waves generated by surface sources
(either mechanical or electromagnetic), and the response of the medium to the
probing is usually recorded in the time domain, at surface-deployed sensors.
The recorded response is then used to characterize the deposits, thus giving rise
to an inverse medium problem, endowed with some of the same complexities
shared with deep-earth geophysical probing applications.
The spatial distribution of the near-surface deposits is often irregular,
though not of a random or arbitrary nature. It is thus not uncommon to
assume that a horizontally layered medium adequately describes the deposits
–particularly true for engineered deposits (as is the case with, for example,
1Hamidreza Mashayekh, Loukas F. Kallivokas, John L. Tassoulas
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pavements). The layered medium assumption represents a reasonable simpli-
fication, which, when justified by local site conditions, could accelerate pre-
liminary investigations. This is the case of interest in this article: a rapid and
robust methodology for the imaging of horizontally layered media resting on
a halfspace using elastic waves for probing.
Difficulties with the field deployment of moving sources limit the prob-
ing loads to stationary, yet dynamic. The wave-generating surface load could
be applied either through a plate in contact with the medium and driven by
a signal generator (Vibroseis), or through hammering action, or by a weight
falling from a prescribed height directly on the medium or on plate firmly
affixed to the medium, etc. In most cases, it is possible to record the load in
addition to the medium’s response, which, in turn, could be recorded directly
under the load, in the proximity of the load (near-field), or at the far-field.
To date, a handful of methods have been developed for the resolution of
the spatial distribution of the properties (mechanical properties of the layers,
layer thicknesses, and the halfspace properties); a review of methods, mostly
from an engineering perspective, can be found in [33]. Despite the horizon-
tal layering assumption, most existing methodologies require enlisting further
simplifications to address the inversion: for example, in, so-called, backcalcu-
lation methods, the load, despite its dynamic nature, is assumed to be static
[27, 48, 51, 71, 78]. In others (e.g. SASW, MASW), the surface recordings are
treated as containing only portion of the propagating waveforms (the sur-
face waves only) [30, 61, 68]. More recently, in an interesting departure from
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the norm, in [7], the inversion was driven by a misfit between computed and
experimentally-obtained phase velocities, with the latter though still generated
by treating the field records as containing surface waves only.
Herein, we overcome the aforementioned limitations by accommodat-
ing the complete waveforms in the sensor data, by treating the load as dy-
namic, and without any other assumptions beyond the horizontal layering.
Recent three-dimensional full-waveform inversion methodologies (e.g. [20–22])
could be applied, but the resulting complexity and computational cost is un-
warranted in the presence of layering. However, the ideas propelled by PDE-
constrained full-waveform inversion are still applicable: here, we tailor them to
the layered medium case, albeit with a twist. Specifically, we use best-available
methods for the solution of the forward problem: the Thin-Layer-Method for
the resolution of the motion in the layered medium, and a Perfectly-Matched-
Layer to model the halfspace. Following inverse medium lines, we define a
misfit between computed and measured sensor data, and seek to minimize it.
But, more importantly, we use the dispersion relation, as expressed by the
associated eigenvalue problem, to constrain the minimization process, as we
have recently done for the layered stratum case [55], thus departing from the
PDE-as-a-constraint norm. The presence of the halfspace and its PML ersatz
introduces complexities that merit specialized treatment, as will be discussed.
In all, we show that the methodology reduces the problem to one spatial di-
mension, thereby allowing for the rapid characterization of the near-surface
layered deposits in a robust manner. We report numerical results using both
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noisy and noise-free data.
3.2 Problem definition/assumptions
Our goal is to characterize the layered subsurface in terms of the mate-
rial properties of the layers, when the medium is subjected to a known dynamic
surface disc load.
In general, there are several choices for describing the pair of elastic
properties of each layer: the Lamé parameters, Young’s modulus and Pois-
son’s ratio, the bulk and shear moduli, the P- and S-wave velocities, the corre-
sponding slownesses, etc. Irrespective of the choice for the elastic moduli pair,
there are, in total, four material properties to invert for per layer: the elastic
pair, mass density, and damping (for single-parameter attenuation models).
Herein, of the four parameters per layer, we assume that three are a priori
known and seek to invert only for the second Lamé parameter –the shear
modulus. Whereas for pavements, where the mass density, Poisson’s ratio,
and damping may be reasonably well estimated, in the general case (e.g., site
characterization) prior estimation of all three parameters cannot be justified.
Nevertheless, here, we focus on a single distributed parameter inversion (the
shear modulus) solely for the purpose of delineating the methodology. We note
though that the approach remains the same, irrespective of the number of ma-
terial parameters one seeks to invert for, and the method can be easily adapted
to accommodate the additional material unknowns (we discuss later such an
adaptation); however, it is noted that as the number of inversion parameters
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is increased, it is expected that the ill-posedness of the inversion scheme will
be exacerbated.
With these assumptions in mind, the shear moduli are unknown, but
the first Lamé parameter λ is expressed in terms of the shear modulus G,
i.e., λ = 2Gν1−2ν , where ν is Poisson’s ratio (assumed known). Similarly, in the
case of viscoelastic layers, G is replaced by its complex counterpart G(1 +
2iη), where the damping factor η is also assumed known. We note that,
following a successful inversion, the number of layers and their thicknesses
will be indirectly determined, and, thus, neither the number of physical layers
nor the layer thicknesses need be included explicitly as inversion parameters.
In common field applications, the driving load is typically dynamic,
yet stationary, and the response of the medium is recorded at a few sensors
situated under and at distance from the load (Fig. 3.1). Both the load and
the sensor responses are recorded in the time domain. Here, we opt to work
in the frequency domain, and assume that the time-domain records have been
previously processed with a Fourier Transform. Consequently, we consider a
harmonic load P0eiωt applied on a disc of radius R on the surface of a layered
medium (Fig. 3.1).
The assumption of a layered subsurface, coupled with the axisymmetric
character of the applied load, allows for the reduction of the spatial dimen-
sionality of the problem at hand, as schematically depicted in the sequence
of models shown in Fig. 3.2: from the originally three-dimensional problem
(Fig. 3.2(a)), the layering assumption and the axisymmetric load lead to the
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two-dimensional model depicted in Fig. 3.2(b), where the bottom-most layer
(n-th layer) represents the halfspace and the spatial dependence extends over
the radial direction (r) and the depth (z) only. Figure 3.2(c) depicts the as-
sociated computational model, where the originally semi-infinite n-th layer
has been replaced by a finite-thickness n-th layer terminated by a buffer PML
layer, also of finite thickness: the latter –the PML (Perfectly-Matched-Layer)–
serves as an absorbing medium for outgoing waves, and is itself, as shown in
Fig. 3.2(c), terminated at a fixed boundary.
While operating in the frequency domain, we also use a radial wavenum-
ber expansion, or, equivalently, Hankel transforms in the radial direction, fol-
lowing the concepts of the Thin Layer Method (TLM) [40]: this results in
the reduction of the two-dimensional problem depicted in Fig. 3.2(c) to a one-
dimensional problem along only the depth direction (Fig. 3.2(d)).
Under the aforementioned assumptions, the full waveform inversion
process reduces to the identification of the shear moduli of the one-dimensional
discrete problem resulting from the discretization of the layered halfspace along
the depth. We note that the number of inversion parameters equals the num-
ber of elements used for the discretization, since we assume a constant shear
modulus per discrete element. Thus, the moduli of the physical layers are
recoverable by synthesizing the discrete element moduli, upon successfully in-














Figure 3.1: Typical field setup of a near-surface characterization application:
stationary harmonic disc load and sensor locations
3.3 Full waveform inversion
3.3.1 Definition of the Lagrangian L
The typical starting point in full waveform inversion is the definition
of the misfit functional, which is most often defined as the difference, in the
least-squares sense, between the measured and computed responses. The mea-
sured responses are obtained from the recorded motion at select points on the
medium’s surface due to a stationary harmonic disc load applied on the surface
(Fig. 3.1). The computed responses correspond to the response of the layered
medium when the latter is described by a set of trial material properties.






|d(j)i |2 , (3.1)
where d(j)i is the misfit difference:
d
(j)
i = w̃(j)(ri, 0)− w̃(j)m (ri, 0). (3.2)
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(a) 3D model of the physical prob-
lem in a semi-infinite domain
(b) 2D axisymmetric model in a semi-
infinite domain



















(d) 1D model after radial Hankel transform
in a PML-truncated domain
Figure 3.2: Sequence of reduced-dimensionality models for a layered medium
subjected to a stationary axisymmetric harmonic load
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In (3.1), Ns is the number of sensors, Mω is the number of discrete
frequencies at which sensor measurements are recorded, w̃(j)(ri, 0) represents
the computed vertical displacement component of the layered medium at the
j-th frequency ωj on the surface (z = 0) and at distance ri from the origin,
and w̃(j)m (ri, 0) represents the measured displacement at the same point and for
the same ωj frequency. We note that the functional (3.1) accounts for both
the real and imaginary parts of the response, or equivalently, it includes both
amplitude and phase information.
Next, to construct the problem’s Lagrangian L we seek to side-impose
to (3.1), as a constraint, a suitable mathematical description of the wave-
induced motion in the layered halfspace. We denote the constraint as C; ac-
cordingly, the Lagrangian L becomes:





|d(j)i |2 + C. (3.3)
Candidate expressions for C include the equations of elastodynamics in the
frequency domain, in either a strong or a weak form, which, in turn, could be
cast in either a continuous or discrete form. Given the spatial dimensionality
reduction to 1D we are aiming for, which is afforded, as it will be shown, by
the apparatus of the Thin Layer Method, the possible choices for describing
C reduce to either the one-dimensional problem depicted in Fig. 3.2(d), where
the domain is subjected to the Hankel-transformed applied load Q0, or the
associated eigenvalue problem. Here, we opt for the latter: thus, we define
C as the inner product of the discrete eigenvalue problem and the Lagrange
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multipliers used to side-impose the eigenvalue problem. Since the eigenvalue
problem encompasses the dispersive properties of the medium, the inversion
approach, by virtue of (3.3), is, in effect, dispersion-constrained. We describe
next the technical details of C.
3.3.2 The side constraint C
To describe C, the discrete eigenvalue problem must be constructed
first: the steps follow the sequence of models depicted in Fig. 3.2. The layered
medium is modeled following the concepts of the Thin Layer Method [39, 40].
The halfspace is modeled via the introduction of a Perfectly-Matched-Layer
(PML), attached to the n-th physical layer (Fig. 3.2); both the n-th layer
and the PML share the same elastic moduli values. The PML too is treated
with the Thin Layer Method, similarly to the n overlain layers of the interior
domain [41].
3.3.2.1 Interior domain - the n physical layers
For any layer i, i = 1, . . . , n (Fig. 3.2(c)) of the interior domain, the
equilibrium equations in cylindrical coordinates and in the frequency domain
can be written as:
∂σ̃r
∂r












where a tilde over the subtended variable denotes Fourier transform, and,
otherwise, customary notation has been used; in particular, ũ(r, z) and w̃(r, z),
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are the radial and vertical components of the displacement vector. Following
[39], the displacement components ũ and w̃ are Hankel-transformed, to yield:
u(z; k) = H1{ũ(r, z)}, w(z; k) = H0{w̃(r, z)}, (3.5)
where H0 and H1 denote the zeroth- and first-order Hankel transforms, re-
spectively. Similarly, the stresses become:














Then, by taking into account the kinematic conditions and the constitutive
law, the equations of motion for the i-th layer, written now in terms of u and
w, reduce to:






+ ρiω2u = 0, (3.7a)






+ ρiω2w = 0, (3.7b)
where, λi and Gi are the i-th layer’s first Lamé parameter and shear modulus,
respectively. Next, using a standard Galerkin approach, the weak form of the
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where ǔ and w̌ are admissible test functions.
3.3.2.2 The Perfectly-Matched-Layer (PML)
To account for the halfspace, we introduce a PML buffer of LPML thick-
ness, attached to the bottom n-th layer, and terminated at a fixed boundary
(Fig. 3.3). In the PML, the physical coordinate z is mapped onto a complex-







εz(z, ω) = α(z) +
1
iω
β(z), zn ≤ z ≤ zn+1, and (3.10a)












Figure 3.3: Layered medium terminated with a PML buffer
Using the above, we then complex-stretch the equilibrium equations (3.4),
which for the PML result in:
∂σ̃r
∂r
















By substituting (3.5) and (3.6) into (3.11), while again taking into account the
kinematic conditions and the constitutive law, yields the strong form of the
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PML equations of motion:



















+ εzρPMLω2w = 0. (3.12b)







































































































Figure 3.4: i-th layer discretization into ei elements.
Thus, the solution for the surface-loaded domain problem shown in
Fig. 3.2(d), in terms of the radial and vertical displacement components u(z; k)
and w(z; k), respectively, can be obtained by the solution of weak forms (3.8)
and (3.13), subject to fixed conditions (u = w = 0) at zn+1 (Fig. 3.2(d)),
the continuity of displacements and tractions along the layer interfaces zi, i =
1, . . . , n, and to the surface conditions:









τrz(z = 0; k) = 0. (3.14b)
Conversely, the associated eigenvalue problem can be similarly obtained, while
enforcing traction-free conditions on the surface (σz = τrz = 0) in lieu of (3.14).
3.3.2.3 The discrete eigenvalue problem
Each physical layer i in the interior domain is discretized into ei ele-
ments (Fig. 3.4), while the PML is discretized into ePML elements. Standard
Lagrange shape functions are then used to approximate the displacement com-
ponents of the trial pair (u,w) and of the test pair (ǔ, w̌). Thus, within each
60
layer (interior and PML):
u(z) = φT (z) u, w(z) = φT (z)w, (3.15)












are vectors of the nodal values of the radial and vertical displacement com-
ponents, respectively. If, for example, the element shape functions are of
polynomial degree d, then the vector φ(z) has dimension eid + 1 for layers
in the interior domain, and ePML − 1 for the PML (discretization details are
provided in Appendix 3.A). Next, we focus on the eigenvalue problem: in-
serting the approximations (3.15) into the weak forms (3.8) and (3.13) for the
trial pair (and similarly for the test pair), gives rise to the following quadratic
eigenvalue problem in terms of the wavenumber k:












where, U denotes eigenvectors. The details of matrices A, B, G and M are
given in Appendix 3.B.
The quadratic eigenvalue problem (3.17) admits 2N eigenvalues (the,
generally complex, wavenumbers k), and 2N eigenvectors (modes), where N









For each complex wavenumber k, −k also represents an eigenvalue, and, thus,
the 2N wavenumbers are obtained asN pairs in the form (k,−k). Not all of the
wavenumbers lead to admissible displacement solutions, and thus, a selection
process must be devised to filter out the undesirable/problematic modes. Such
a mode selection process is straightforward in the case of a stratum (layered
medium terminated at a fixed boundary); however, in the presence of the
PML, the process becomes more challenging and merits a detailed discussion
(see section 3.3.2.4). For the moment, and without loss of generality, we will
assume that there are N modes that survive the selection process. Then, the





s (2ksA + B)U s = ks, s = 1, 2, ..., N, (3.19)
where the subscript s denotes the s-th mode. We use the discrete eigenvalue






















T (2k(j)s A(j) + B)U (j)s − k(j)s
) ,
(3.20)
whereχ(j)s is a vector of Lagrange multipliers used to side-impose the eigenvalue
problem (3.17) for each mode, and ξ(j)s is a scalar Lagrange multiplier used for
the side-imposition of the orthonormality condition (3.19). It should be noted
that, due to the presence of the stretching function εz inside matricesA,G and
M, the superscript (j) is used to indicate that they are frequency-dependent.
62
Given the definition (3.20) of the constraint C, in order to complete the
definition of the Lagrangian (3.3), the computed vertical displacement com-
ponents w̃(j)(r, 0) must also be computed for each ωj frequency; accordingly,
per [39]:



























0 (k(j)s r), R ≤ r
(3.22)
where, H(2)0 , and H
(2)
1 denote Hankel functions of the second kind and of zeroth
and first order, respectively, and J0 denotes the Bessel function of zeroth order.



















































+ C, R ≤ ri
(3.23)




In the case of a layered stratum (fixed base), the selection process for
the set of admissible wavenumbers is straightforward, especially in the presence
of a small amount of material damping [55]. As it can be deduced from (3.22),
owing to the presence of H(2)0 (which is also present in the stratum case), the
asymptotic behavior for large radial distances and for each mode is propor-
tional to e−ik
(j)
s r, and therefore, the wavenumbers with positive imaginary part
(=m(k(j)s ) > 0) correspond to modes that grow exponentially away from the
origin, thus violating the boundedness condition. Consequently, only half of
the wavenumbers are physically acceptable, i.e., from each pair (k(j)s ,−k(j)s ),
only the wavenumbers with negative imaginary part (=m(k(j)s ) < 0) should be
retained [39, 55]. Figure 3.5 depicts a typical distribution of wavenumbers on
the complex plane for a fixed (real) frequency and for the stratum problem:
in this case, only the wavenumbers in the lower halfplane will be retained.
The question then becomes whether the selection process used for the
stratum can also be used for the layered medium over halfspace, where the
halfspace has been replaced/modeled by a PML. The PML is, primarily, a
mathematical construct, with no physical analog (it is not a proper viscoelas-
tic medium). The introduction of a PML alters the spectral properties of
the combined medium (physical layers+PML), resulting in problematic (some
non-physical) modes. Consider, for example, the case of a single layer over a
PML buffer, with the parameters shown in Fig. 3.6(a): Figure 3.6(b) shows
the distribution of radial wavenumbers for this case. If, out of all eigenval-
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Figure 3.5: Typical distribution of wavenumbers for a layered stratum at a
fixed frequency ωj
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(a) A layer over PML













Figure 3.6: Typical distribution of wavenumbers for a layer over PML at a
fixed frequency ωj
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Figure 3.7: Normalized vertical displacement under the center of the disc load
as a function of normalized frequency for a layer over PML
ues/wavenumbers generated by the solution to the eigenvalue problem, one
were to retain the wavenumbers that satisfy the (=m(k(j)s ) < 0), and use the
associated modes to construct the displacement response per (3.21), the ver-
tical displacement under the load (r = 0) would exhibit the erratic pattern
depicted in Fig. 3.7. Two of the three depicted curves correspond to solutions
obtained using two different values for the PML parameter α0: the α0 = 0
corresponds to a particular implementation of the PML and TLM that first
appeared in [17], which forces a constant real part for the stretching func-
tion εz, whereas the α0 = 1 allows for a varying α(z) (3.10a), and thus for
a varying real part for the PML stretching function εz. The benefit of the
latter is, primarily, the user-controlled attenuation of evanescent modes in the
PML. Nevertheless, as it can be seen in Fig. 3.7, irrespective of the α0 value,
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the response is wrong; it can be further seen that beyond a certain frequency
(Ω = 0.333), the three curves coincide. This is due to the fact that, for higher
frequencies, modes that, for lower frequencies, were previously excluded by
the =m(k(j)s ) < 0 criterion, have rotated out of the first to the fourth quad-
rant, thus now satisfying the criterion. In other words, it appears that the
criterion excludes modes that have a beneficial effect to the response (must be
included), despite the fact that their inclusion would violate the boundedness
condition.
To better understand the role of the modes to the response, we compute
next the modal total energy flux Es across the curved surface of the cylinder
at an arbitrary distance r0 from the origin (r0 > R). The total energy flux is
the rate at which energy is transferred, during one cycle, through the surface,
without normalization with respect to the area. As it is shown in Appendix





sHs(ksAe + De)U s
}
, (3.24)
The sign of (3.24) determines whether the energy is outgoing (Es > 0), or
incoming (Es < 0). We remark that Es is computed over the curved surface
of both the interior domain and the PML buffer. Whereas for the interior
domain there is physical meaning to Es, there is no physical meaning that
can be ascribed to the Es quantity defined over the PML. Numerically, the
PML contribution to Es is leaving its sign unaltered for all r0; moreover, the
sign remains the same, irrespective of the r0 value, that is, the flux is either
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outgoing or incoming at any r0. Thus, for practical computations one can use
either (3.24) or the reduced expression (3.51).
Using (3.24), we filter the wavenumbers by retaining only those with
positive outgoing energy: for the interior domain, the sign of the flux also
indicates the sign of the group velocity, and thus, another way of considering
the filtering is that we retain wavenumbers for which both the phase and the
group velocity are outgoing. Under the new filtering criterion, the distribu-
tion of wavenumbers is plotted again in Fig. 3.8, where the red circles indicate
wavenumbers with incoming energy (and thus rejectable), and the blue circles
indicate wavenumbers with outgoing energy. A cursory look at Fig. 3.8(a)
would suggest that the rejected wavenumbers are the same as those rejected
by the =m(k(j)s ) criterion, but as the insert of Fig. 3.8(b) clearly shows, there
are wavenumbers with outgoing energy (blue circles in the first quadrant, and
thus retainable), which would have been rejected with the previous criterion
(=m(k(j)s )). We note that: a) only a few of the first quadrant wavenumbers are
retained by the energy criterion; however, those retained violate the bounded-
ness condition, and they ought not to be used for calculations in the far field;
b) for the stratum case, the two criteria (energy-based and imaginary-part-
based) return the same set of acceptable wavenumbers. To show the effect the
set of wavenumbers that is now retained by the energy criterion has on the
response, Fig. 3.9 depicts seven curves for the normalized vertical component
of the displacement at the center of the load. It can be seen that only the
responses rendered with the aid of the energy criterion produce the correct be-
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(b) Wavenumber distribution near the origin
Figure 3.8: Typical distribution of wavenumbers for a layer over PML at a fixed
frequency ωj as classified by the sign of the modal energy (red: negative group
velocity/incoming energy; blue: positive group velocity/outgoing energy)
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Figure 3.9: Normalized vertical displacement under the center of the disc
load as a function of normalized frequency for a layer over PML; exact and
approximate responses
havior: the exact response, and the two energy criterion curves (for different α0
values) coincide. By contrast, the imaginary part criterion produces an erratic
response. In the figure, we have also provided the response produced when
the imaginary part criterion is applied to the implementation of [17], while
increasing the depth of the PML layer and the number of elements used in the
PML: though there is clear improvement, the low frequency response remains
inaccurate, and can only be improved at impractical computational cost, i.e.,
with a very deep and finely discretized PML (the low frequency regime re-
quires PML thickness of about 150 meters, 150 times the PML thickness we
used with the energy criterion).
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3.4 Inversion process
Equation (3.23) shows that the Lagrangian functional is a function of
the Lagrange multipliers χ(j)s and ξ(j)s , the state variables U (j)s and k(j)s , and
the material parameters Gc, i.e.,
L ≡ L(χ(j)s , ξ(j)s ,U (j)s , k(j)s , Gc). (3.25)
The latter (Gc) are the shear moduli of all the elements in the discretization,
which are assumed to be constant for each element. The next step is to seek
a stationary point for the Lagrangian, and to this end, we seek to satisfy
the first-order optimality conditions by requiring that the first variations of L
vanish.
3.4.1 Optimality conditions


















 = 0 . (3.26)
3.4.1.1 The state problem
The first variation of the Lagrangian L with respect to the adjoint



















T (2A(j)k(j)s + B)U (j)s = k(j)s . (3.27b)
3.4.1.2 The adjoint problem
Similarly, we enforce the vanishing of the variation of L with respect
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In the above equations, W I =
[

























0 (k(j)s r) + rJ1(k(j)s R)H
(2)
1 (k(j)s r)], R ≤ r
(3.30)
Equations (3.28) and (3.29) constitute the adjoint problem, which is a sym-
metric system of N + 1 linear equations:
(A(j)k(j)s
2 + Bk(j)s + G(j) − ω2jM(j))T (2A(j)k(j)s + B)U (j)s
U (j)s
T (2A(j)k(j)s + B)T (U (j)s





































Thus, the Lagrange multipliers, or adjoint variables, χ(j)s and ξ(j)s are
obtained as a solution of the linear system (3.31), which is driven by the
(conjugated) misfit, as it can be seen from the right-hand-side of (3.31).
3.4.1.3 The control problem
Lastly, we consider the variation of L with respect to the unknown












































We note that the methodology is capable of recovering other material param-
eters when assumed unknown. For example, if the first Lamé parameter, the
damping factor η, and/or the density ρ were to be among the unknowns, then
the first-order variations of the Lagrangian L with respect to each of the ad-




































































































Then, in addition to (3.32), the vanishing of (3.33), (3.34), and (3.35) would
need to be enforced. Herein, to highlight the methodology, we only seek to
enforce the vanishing of (3.32), assuming that the shear moduli are the only
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unknown properties. The right-hand-side of (3.32), modulo the variation δGc,
represents the reduced gradient of the Lagrangian, since at any given inversion
iteration, the state and adjoint problems are satisfied. Thus, from (3.26), it
















































To update the shear moduli during the inversion iterations, we make use of
the reduced gradient ∇GcL. A gradient-based minimization scheme, similar to
the one used and described in [55] is employed to determine the shear moduli
Gc. A summary of the inversion algorithm is repeated in Appendix 3.D.
3.4.2 Frequency-continuation scheme
The signal agility of modern wave-generating equipment allows prob-
ing at a wide range of frequencies, thus affording, to advantage, the design
of inverse medium field experiments. We mimic such field experiments with
synthetic probes that follow a frequency continuation scheme, aiming at the
alleviation of the inherent solution multiplicity. This is particularly important
in this case, since no other regularization scheme is enlisted.
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Specifically, the layered medium is first probed with a first set of M (1)ω
frequencies, whose range is between ω0 and ω1, and the properties (shear
moduli) are reconstructed using Algorithm 2, starting with an initial guess of
homogeneous modulus distribution. Once the properties are reconstructed, the
medium is probed again with a second setM (2)ω of frequencies, within the range
(ω0, ω2) with ω2 > ω1, starting with the previously converged property profile
as initial guess. The process continues until the convergence criterion (misfit
reduction and/or number of iterations) is met. Typically, a small number (3-5)
of frequency sets is needed, with only 5 to 10 randomly selected frequencies
per set. We note that the initial set M (1)ω contains low frequencies, while for
subsequent sets the frequency range is widened to include higher frequencies.
3.5 Numerical results
We discuss first four cases of varying complexity that are based on
noise-free synthetic data and the dispersion-constrained inversion process de-
scribed earlier. The first case (case A) involves a typical heterogeneous layered
halfspace with shear moduli monotonically increasing with depth. The second
case (case B) pertains to a layered halfspace with an interspersing soft layer
between stiffer layers (a, so-called, inverse layer). For the third case (case C),
we consider a target profile with a stiff but fairly thin layer at the top, to
mimic pavements; and for the last case (case D) we consider a deeper layered
halfspace structure with multiple layers and monotonically increasing shear
moduli. Finally, we revisit case A, but drive it with noisy data, to numerically
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assess the impact of noise in the inversion quality. In all cases, to quantify the
fitness of the inverted profile with respect to the target, we define the following
normalized L2-like fitness metric:
E =




where Ge denotes the exact shear modulus profile.
3.5.1 Inversion with noise-free data
3.5.1.1 Case A: Layered halfspace with monotonically increasing
moduli
We consider first a target layered halfspace made of two layers over
halfspace, where every layer has larger shear modulus than the overlaying
layer. Figure 3.10 depicts the profile of the physical problem and of the PML-
truncated computational model.
The mass density ρ for all layers is set to 1800 kg/m3. Poisson’s ratio
ν is 0.25 for all layers, and a very small damping η = 0.001 is used. The disc
load radius is R = 15cm. The target shear modulus profile is:
G =

300 MPa 0 ≤ z ≤ 0.8 m
400 MPa 0.8 m ≤ z ≤ 1.5 m
500 MPa 1.5 m ≤ z
For the inversion, we use 25 quadratic elements to discretize the interior do-
main and 7 quadratic elements for the PML, i.e, each element in the interior
domain is 0.08m long and in the PML about 0.07m long. On the other hand, to
avoid committing an “inverse crime,” we use 60 quadratic elements to produce
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(a) Case A - Physical profile
(b) Case A - PML-truncated model
Figure 3.10: Case A - Physical profile and PML-truncated model
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the synthetic data. Following the frequency-continuation scheme described in
section 3.4.2, we start from a homogeneous initial guess of 100 MPa and use
four sets of 10 randomly distributed frequencies within each set; the sets are
[0,25] Hz, [0,50] Hz, [0,100] Hz and [0,150] Hz. Figure 3.12 shows the inverted
profile at the end of the inversion procedure for each Mω set. It is noted,
as discussed in section 3.4.2, that the first set, which has a lower frequency
content, constructs an approximate profile starting from a homogeneous ini-
tial guess, while the subsequent sets enhance the profile as convergence to the
target profile is attained. Figure 3.11 shows the progress of the misfit through
all four frequency sets. We can see that for each frequency set, we have a drop
in the misfit of about four orders of magnitude in 2000 iterations. The fitness
metric after each frequency set is indicative of the convergence progress.
Figure 3.12(d) represents the final reconstructed shear modulus profile
when starting from a homogeneous initial guess. The piecewise-constant mod-
ulus distribution reflects the assumption that the modulus is constant within
each element. Overall, the three layers and their interfaces have been well
recovered, and the final profile is quite close to the target (E = 4.8%). We
note that the last layer represents the properties of the halfspace.
3.5.1.2 Case B: Layered halfspace with a soft trapped between
stiffer layers
Next, we consider a layered halfspace with two layers over a homo-
geneous halfspace with ρ=1800 kg/m3, ν=0.25, η = 0.001 and the following
80
Figure 3.11: Case A - Misfit progress for each frequency set
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(a) Case A - after M (1)ω , E=22% (b) Case A - after M (2)ω , E=7.2%
(c) Case A - after M (3)ω , E=6.1% (d) Case A - after M (4)ω , E=4.8%
Figure 3.12: Case A: target and inverted shear modulus profiles shown at the
end of the inversion process for each frequency set Mω, with fitness metric E
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shear modulus target profile:
G =

200 MPa 0 ≤ z ≤ 1 m
150 MPa 1 ≤ z ≤ 1.5 m
250 MPa 1.5 ≤ z
Figure 3.13 shows the profile of the layered halfspace and the PML-truncated
model. We use again 25 quadratic elements along the depth of the interior
domain and 5 quadratic elements for the PML in the inversion process, and
65 quadratic elements for creating the synthetic data. The same frequency
continuation scheme is used as in case A. We note that there is a thin layer
between 1 ≤ z ≤ 1.5 m, which has a smaller shear modulus with respect to
the adjacent layers. Figure 3.14 shows the inverted profile at the end of the
inversion process for each Mω set. It can be seen that the reconstruction is
quite acceptable: this profile is usually hard to image due to the presence of
the softer layer that tends to trap the motion and inhibit the reconstruction of
the deeper structure. The fitness metric associated with this case is E = 5.2%
.
3.5.1.3 Case C: A thin top layer - typical pavement structure
Next, we consider a medium comprising two layers over halfspace, where
the top layer is rather thin and stiff (a typical pavement profile). Figure 3.15
shows the profile of the layered halfspace and the PML-truncated model. The
target profile is:
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(a) Case B - Physical profile
(b) Case B - PML-truncated model
Figure 3.13: Case B - Physical profile and PML-truncated model
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(a) Case B - after M (1)ω , E=16% (b) Case B - after M (2)ω , E=10%
(c) Case B - after M (3)ω , E=7.7% (d) Case B - after M (4)ω , E=5.2%
Figure 3.14: Case B: target and inverted shear modulus profiles shown at the




1000MPa 0 ≤ z ≤ 0.2m
400MPa 0.2 ≤ z ≤ 0.7m
600MPa 0.7m ≤ z
For the inversion, we use 30 quadratic elements along the depth of the
interior domain and 10 quadratic elements for the PML, each 0.05m long. For
the synthetic data, 75 quadratic elements have been used. We use the same
frequency continuation scheme as in the preceding cases. The inverted profiles
for each frequency set are shown in Fig. 3.16.
Despite the thinness of the top layer, and the sharp contrast (jump) in
the shear moduli between the top and second layers, the inversion process has
again quite satisfactorily recovered the target, with a fitness of E = 9.1%.
3.5.1.4 Case D: A deep multi-layer heterogeneous halfspace with
monotonically increasing shear moduli
We consider next a layered medium comprising four layers over halfs-
pace, where each layer is stiffer than the layer above. In this case, the overall
depth of the physical layers to disk radius ratio is about 26 (twice the ra-
tio of case A). Figure 3.17 shows the profile of the layered halfspace and the
PML-truncated model. The target profile is:
G =

200MPa 0 ≤ z ≤ 0.5m
300MPa 0.5 ≤ z ≤ 1.2m
380MPa 1.2 ≤ z ≤ 2m
520MPa 2 ≤ z ≤ 3m
700MPa 3m ≤ z
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(a) Case C - Physical profile
(b) Case C - PML-truncated model
Figure 3.15: Case C - Physical profile and PML-truncated model
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(a) Case C - after M (1)ω , E=33% (b) Case C - after M (2)ω , E=17%
(c) Case C - after M (3)ω , E=14% (d) Case C - after M (4)ω , E=9.1%
Figure 3.16: Case C: target and inverted shear modulus profiles shown at the
end of the inversion process for each frequency set Mω, with fitness metric E
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We use 70 quadratic elements to create the synthetic data, and for the
inversion, we use 32 quadratic elements along the depth of the interior domain,
and 4 quadratic elements for the PML, each of the elements 0.125m long. We
use the same frequency continuation scheme as in the preceding cases. The
inverted profiles for each frequency set are shown in Fig. 3.18.
We note that the inverted profile for the top layers is almost perfect, and
well reconstructed for the deeper layers, with an overall fitness of E = 4.9%.
3.5.2 Inversion with noisy data
To show the performance of method in the presence of noise, we add
5% Gaussian noise to the synthetic data and revisit case A.
3.5.2.1 Case E: Case A with noisy response
We consider again case A with the same shear modulus profile and the
rest of the mechanical properties as before. We also use the same frequency
sets used for the inversion in case A. Here, we use 20 quadratic elements for the
interior domain and 5 quadratic elements for the PML. To generate the noisy
data, we treated the synthetic complex displacements over all frequency sets as
a (power) signal, assumed a 5% background noise, and computed the signal-
to-noise ratio. We then used Matlab’s Gaussian noise function to generate
the noisy data. The resulting noisy displacement amplitudes varied between
0.05% and 4.4% of the unperturbed case A synthetic data.
Figure 3.20 shows the inverted shear modulus profile at the end of each
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(a) Case D - Physical profile
(b) Case D - PML-truncated model
Figure 3.17: Case D - Physical profile and PML-truncated model
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(a) Case D - after M (1)ω , E=22% (b) Case D - after M (2)ω , E=14%
(c) Case D - after M (3)ω , E=10.3% (d) Case D - after M (4)ω , E=4.9%
Figure 3.18: Case D: target and inverted shear modulus profiles shown at the
end of the inversion process for each frequency set Mω, with fitness metric E
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Figure 3.19: Case E - Misfit progress for each frequency set
frequency set along with the corresponding fitness metric. The inverted profile
is reasonable, despite the rise in the final fitness metric from 4.8% (Case A) to
7.7%. The second layer is not fully recovered, yet the monotonic rise in shear
modulus toward the halfspace is clearly seen. Figure 3.19 shows the progress
of the misfit reduction through each set of frequencies.
We can see that after the first frequency set, which caused a drop of four
orders of magnitudes in the misfit, the other three frequency sets have resulted
in one to two orders of magnitude in misfit reduction, which is expected due
to the presence of noise. With a 5% noise in the data, it is impossible to
realize misfits below 10−5, however, the fitness metric has been improved in
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each set, despite the relatively small changes in the misfit. Figure 3.21 depicts
the frequency response of the target and inverted profile, along with the noisy
data used for each set of inversion. The closeness of the noise-free-based and
noise-based responses is evident from the figure. In fact, the response is typical
of near-surface deposits: the absence of rapid (frequency) oscillations is what
makes the implementation of an explicit regularization scheme unnecessary,
and allows the adoption of relatively coarse meshes.
3.6 Conclusion
We discussed a new dispersion-constrained optimization method for the
full-waveform-based resolution of the inverse medium problem associated with
the reconstruction of the material profile of a layered medium on a halfspace.
The methodology rests on the minimization of the misfit between sensor data
in the frequency domain and computed responses, constrained by the discrete
eigenvalue problem. To construct the latter, we relied on the coupling of the
Thin Layer Method (TLM) with a Perfectly-Matched-Layer (PML), and de-
vised a new procedure, based on an outgoing energy criterion, to arrive at the
set of acceptable eigenvalues/wavenumbers. The reduction of an initially three-
dimensional problem to a problem defined over one spatial dimension, afforded
by the TLM, makes the presented inversion methodology highly promising for
various applications where the layered assumption is reasonably well-founded.
The numerical experiments demonstrated the capability of the method to re-
cover satisfactorily the material parameters, whether driven by noise-free or
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(a) Case E - after M (1)ω , E=29% (b) Case E - after M (2)ω , E=12%
(c) Case E - after M (3)ω , E=8.9% (d) Case E - after M (4)ω , E=7.7%
Figure 3.20: Case E: target and inverted shear modulus profiles shown at the
end of the inversion process for each frequency set Mω, with fitness metric E
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Figure 3.21: Frequency responses of the target profile for cases A and E, of





Within every layer i, the elements are numbered from the top of the
layer, with za denoting the z coordinate at the beginning of the j-th element,
with j = 1, ..., ei (Fig. 3.4). That is:
za = zi−1 + (j − 1)
zi − zi−1
ei
, j = 1, ..., ei . (3.39)
Consequently, Us,l and Us,m indicate the l-th and m-th components of the U s
eigenvector, respectively. We note that the U s eigenvector’s components are




l = 1 + d(j − 1),
m = N2 + 1 + d(j − 1) if i = 1 (3.40a)




m = N2 + 1 + d(j − 1) +
i−1∑
f=1
efd if i 6= 1 (3.40b)
3.B Global matrices






Ai + APML , B =
n∑
i=1
























































































































We note that, due to the dependence of εz on frequency ω and depth
z, the global matrices are functions of geometry, material properties and fre-
quency, and the integrals should be computed numerically. Upon assembly of
all the layers, the right-hand-sides of equations (3.8) and (3.13) will sum up
to zero, due to the interfacial traction continuity conditions. It is noted that
the layer matrices are of dimension [2(eid + 1)] × [2(eid + 1)] for the interior




The total energy flux defined as the average amount of energy passing
through the curved surface of a cylinder with radius r0 (for r0 > R) in one




















r0 dθ dz dt,
(3.44)
where
σ̂r(r, z, t) = σ̃r(r, z)eiωt, τ̂rz(r, z, t) = τ̃rz(r, z)eiωt (3.45)




= iωũ = ˙̃u, dŵ
dt




































































where a bar over a variable denotes complex conjugate of the subtended vari-
able and the argument of the Hankel functions is ksr0. Upon introduction of

































and D + DT = B.
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3.C.2 PML domain












































































3.C.3 Combined interior and PML domains
Therefore, for a layered half-space, approximated as a layered medium













Ai + Ae,PML, De =
n∑
i=1
Di + De,PML. (3.58)
3.D Inversion details
We begin with an assumed initial distribution of the moduli Gc, and a
set of Mω frequencies, to solve the state problem (3.17) and (3.19), to obtain
k(j)s and U (j)s . This is followed by computing the vertical displacement w̃(j) via
(3.21), using the wavenumbers k(j)s and the eigenvectors U (j)s . This, in turn,
allows the computation of the misfit w̃(j)−w̃(j)m for every sensor for which mea-
surements have been collected. The next step is solving the adjoint problem
(3.31) for each frequency set to obtain the adjoint variables χ(j)s and ξ(j)s . Here,
we use the already obtained misfit and the state variables (k(j)s ,U (j)s ). A con-
jugate gradient approach [62] is used to update the moduli Gc, and to ensure
the sufficient decrease of the objective functional at each inversion iteration,
we utilize an Armijo backtracking line search. Accordingly: let Gk denote
the vector of all element moduli Gc and let gk = (∇GL)k denote the reduced
gradient (3.37) of the Lagrangian at the k-th inversion iteration. Then, the
update Gk+1 to Gk is constructed via:
Gk+1 = Gk + αk Sk, (3.59)
where αk is a step length, and Sk denotes search direction, defined as:
Sk =
−gk , for k = 1−gk + gk . gkgk−1 . gk−1Sk−1 , for k > 1 (3.60)
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No inversion is necessary for the shear modulus of the PML layer elements.
Therein, we set them all equal to the shear modulus of the last element of the
interior domain. The entire inversion process is summarized in Algorithm 2.
Algorithm 2 Shear moduli inversion scheme
1: Set iteration counter k ← 1
2: Set initial guess for shear moduli G
3: Compute misfit F . Eq. (3.1)
4: Set convergence tolerance tol
5: Set maximum number of iterations maxiter
6: while F > tol and k < maxiter do
7: Solve the state problem for k(j)s and U (j)s . Eqs. (3.17),(3.19)
8: Solve the adjoint problem for χ(j)s and ξ(j)s . Eqs. (3.31)
9: Compute the discrete reduced gradient gk . Eq. (3.37)
10: Compute search direction Sk . Eq. (3.60)
11: Choose step length αk
12: Update material properties and compute Gk+1 . Eq. (3.59)
13: Compute misfit F . Eq. (3.1)




Layered soil parameter estimation from a
moving load 1
4.1 Introduction
The need to characterize the near-surface soil in terms of its mechani-
cal properties arises in various infrastructure applications. Without any prior
knowledge on the site’s geology, and in the presence of arbitrary spatial het-
erogeneity, to characterize the deposits requires probing the soil with waves
that, in turn, leads to a full-fledged three-dimensional inverse medium prob-
lem. Of interest herein is the characterization of a less demanding problem,
that of horizontally-layered soils. The assumption of horizontal layering, if
justified by local site conditions, reduces the problem’s dimensionality, since
the heterogeneity is confined along the depth only. Despite the dimensional-
ity reduction, the characterization remains a challenging problem, due to the
complexities that are typical of all inverse problems.
To date, the vast majority of imaging methods for the characterization
of soils (layered or not) rely on stationary, dynamic, loads; these methods
include, so-called, surface methods, where imaging relies on the analysis of the
1Hamidreza Mashayekh, Loukas F. Kallivokas
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dispersion characteristics of surface waves (Spectral Analysis of Surface Waves
(SASW) [10, 74, 80], and Multichannel Analysis of Surface Waves (MASW) [58,
63]), impact methods (e.g., Falling weight Deflectometer (FWD) [33, 71, 78]),
where imaging relies on the analysis of the soil’s response to a suddenly applied
surface load, and Full-Waveform Inversion methods, where the imaging relies
on an optimization approach that seeks to match computed to measured soil
responses, constrained by the partial differential equations (PDEs) governing
the propagation of waves in the probed medium [21, 37].
Imaging methodologies based on moving loads, though highly desirable,
are less common, partly due to the associated mathematical complexities, and
partly due to difficulties with field implementation.
In this article, we discuss a new methodology for imaging layered media
using moving loads. Besides site characterization, the method is also appli-
cable to the condition assessment of pavements, where an actuator, mounted
on a moving vehicle, could serve as the probing moving source (e.g., Rolling
Dynamic Deflectometer (RDD) [42]). Herein, of particular interest is the char-
acterization of sites in the proximity of rail tracks, where a passing train can
serve as the moving load. Such investigations are of increasing importance in
urban environments, when new construction is planned in the neighborhood
of existing rail tracks, and vibration mitigation must be addressed for human
comfort.
To address the characterization problem, the forward problem –the re-
sponse of the layered medium to the moving load– must be tackled first. Most
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of the existing literature on the forward problem pertains to a moving point
load; for example, Payton [64] determined the motion of an elastic body acted
upon by a moving point load by application of the dynamic Betti-Rayleigh
reciprocal theorem. Barros and Luco [15] obtained the steady-state displace-
ments and stresses within a layered viscoelastic halfspace due to a surface point
load moving with constant speed. Lu and Jeng [50] derived an analytical so-
lution for the dynamic response of a porous halfspace medium subjected to a
moving point load. Honglei et al. [76] investigated the dynamic response of a
poroelastic halfspace soil medium subjected to a moving point load. Zhenning
et al. [9] used the direct stiffness method combined with the inverse Fourier
transform to obtain the steady-state dynamic response of a layered halfspace
due to a point load moving at constant speed. Grundmann and Trommer
[32] considered the interaction of train, rail, and subsoil, and used the double
Fourier transform to calculate the response of a layered halfspace subjected to
a moving point load.
The dynamic response of a layered elastic medium under a moving
line load was first studied by Dunkin [19] and Payton [65]. Barros and Luco
[16] provided solutions for a layered viscoelastic halfspace subjected to a line
load moving at constant speed. Lee et al. [44] used a Thin Layer method,
enhanced by continued-fraction absorbing boundary conditions, to study the
dynamic response of a layered halfspace subjected to time-harmonic moving
line loads. Zhenning et al. [8] used the dynamic stiffness method combined
with the inverse Fourier transform to develop the dynamic 2.5D Green’s func-
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tions for a layered halfspace under a moving line load. Yang [81] investigated
different frequency contents of moving loads at different speeds and consid-
ered the wavenumber-frequency content of train load. Yet, others used differ-
ent FEM/BEM methods to determine the dynamic response of transversely
isotropic soils subjected to train loads [13, 26, 28, 29, 45, 75].
Here, to address the forward problem, we choose the Thin Layer method
[39], owing to dimensionality reduction it affords us. To image the layered
medium, i.e., to address the associated inverse medium problem, we borrow
from PDE-constrained optimization ideas [2, 11, 37], but instead of constrain-
ing the search for the properties of the medium that minimize the difference
between computed and measured responses with the governing PDEs, we use
the medium’s dispersion relation as a constraint. The latter, as will be shown,
is a natural choice given the selection of the Thin Layer method for the under-
lying forward problem. The foundations of the dispersion-constrained imaging,
when the probing source is stationary, have been laid in a recent article [55];
however, the extension to the moving load requires modifications, which we
highlight herein. Numerical results, based on synthetic data, demonstrate the
applicability of the method.
4.2 Problem assumptions
Let us consider the linear elastic layered soil profile depicted in Fig. 4.1,
consisting of n horizontal layers, terminated at a fixed boundary (at z = zn).
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Figure 4.1: Layered soil subjected to a moving train load
a pair of elastic parameters: here, we use the shear modulus Gi, and Poisson’s
ratio νi.
The soil deposits are subjected to a dynamic train load, which moves at
a constant speed c (Fig. 4.1). The train load is idealized as a dynamic line load
of finite length: it is applied vertically along the z axis, on the z = 0 surface,
and extends along the y axis. Without loss of generality, we assume that the
load is harmonic at an operating frequency Ω. The load distribution along
the y axis depends on a number of parameters, which, among others, include
the number and configuration of the train engine(s) and railcars, the wheel
spacing, the railcar length, the rail track type, the railroad tie spacing, the soil
compliance, etc. An often-used approximation (e.g., [81]) for the stationary
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train load is derived based on the simplifying assumptions that each wheel axle
applies a point load on the track, and that the rail track behaves as an Euler-
Bernoulli beam with flexural rigidity EI, resting on a Winkler foundation of
distributed stiffness s. Accordingly, the vertical load distribution q(y) on the
rail, due to a single stationary wheel load is [81]:















where Waxle is the magnitude of the single axle load, and α is a characteristic




. We further assume that: a) the train consists of
Nr identical railcars, each of length L; b) the wheel axle spacing within each
wheel assembly is a; and c) the wheel assemblies are a + b apart (center-to-
center) (Fig. 4.2). With these assumptions in mind, the stationary train load









When the train is moving at a constant speed of c, then y → y − ct, and the
surface traction σ̃z, with respect to a fixed reference frame, can be expressed
as:
σ̃z(x, y, t) = δ(x)Pz(y − ct)eiΩt, (4.3)
where the harmonic factor eiΩt has been included to account for the dynamic
behavior of the moving load.
A number of Ns sensors is deployed parallel to the rail track, at a







Figure 4.2: Typical train and railcar configuration
ponent of the surface displacement w̃(x0, y, t) as the train passes by2. Then,
the goal is to estimate the layered soil properties, using the sensor data. To
this end, we assume further that of the three material parameters per layer
(Gi, νi, ρi), the mass density ρi and Poisson’s ratio νi are a priori known, leav-
ing the shear modulus Gi as the only unknown material property per layer.
For soils, the assumption of prior knowledge of the elastic moduli cannot be
justified; here, for simplicity, we make the aforementioned assumption in or-
der to delineate the method. We note though that the method is applicable,
with minor modifications, even when all material properties are treated as un-
known. In the latter case, the computational complexity is not affected, but
the ill-posedness of the associated inverse problem is aggravated, requiring
the enlisting of suitable regularization schemes to alleviate it. We also note
that the layer thicknesses hi are not treated as unknowns, since they need not
be recovered explicitly: upon inverting for the discrete shear moduli associ-
ated with the discretization elements, the individual layer thicknesses hi and
the layer moduli Gi are determined indirectly by lumping together adjacent
2In general, a three-component geophone would be recording all three displacement com-




To invert for the shear moduli using the sensor records, we appeal to
the recently developed dispersion-constrained full-waveform method [55], with
suitable modifications. Specifically: using the recorded data, it is possible to
construct a misfit functional between computed sensor data that are based
on a trial shear-modulus profile for the layered medium, and the measured
data. Then, we form a Lagrangian, by side-imposing to the misfit functional
the dispersion relation of the trial medium. Minimization of the Lagrangian
would then imply that the misfit is minimized (thereby matching the measured
data to the computed), while simultaneously satisfying the dispersion relation;
these lines of investigation are similar to inverse-medium, full-waveform, PDE-
constrained problems [2, 20, 21].
The dispersion-constrained approach we follow was first discussed in
[55] for stationary loads; here, the key difficulty stems from the moving char-
acter of the applied load. To fix ideas, we discuss next the modifications the
presence of the moving load imparts on the forward problem, which is at the
heart of the inversion scheme. As in [55], among all possible choices for de-
scribing the forward problem, we choose the associated eigenvalue problem,
i.e., the medium’s dispersion relation.
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4.3 The forward eigenvalue problem
Application of a Fourier transform3 Ft in time to the standard equations
of equilibrium for a linear elastic solid yields the following equations written



























= −ρiω2 ˆ̃w, (4.4c)
where quantities marked with ( ˆ̃· ) denote displacements and stresses in the
frequency domain; for example, the normal stress ˆ̃σz ≡ ˆ̃σz(x, y, z;ω), where
ω is frequency, and, otherwise, customary notation is used for the displace-
ment vector and stress tensor components. Inserting the constitutive law and




























































] + ρiω2 ˆ̃w = 0,
(4.5c)
3Throughout, we use Fτ{f(τ)} = f̂(η) =
∫ ∞
−∞
f(τ)e−iητdτ , to denote the Fourier trans-
form of f(τ), where τ and η are the dual transform variables.
112
where λi denotes the first Lamé constant for the i-th layer. Next, following
the Thin Layer method concepts [39], the governing equations of motion (4.5)
are doubly Fourier-transformed in space (FxFy), with respect to x and y,
respectively, to yield:






−ρiω2u = 0 (4.6a)






−ρiω2v = 0 (4.6b)









−ρiω2w = 0 (4.6c)
where, kx and ky denote spatial wavenumbers, dual to x and y, respectively,
and, for example, the displacement component along x is u ≡ u(z; kx, ky, ω),
i.e., the displacement components depend only on the depth z. Next, we
multiply (4.6) by test functions ǔ, v̌, w̌, and integrate by parts, to obtain the
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The solution for the surface-loaded layered medium problem can be
obtained by the solution of weak forms (4.7) subject to: a) fixed conditions
(u = v = w = 0) at zn (Fig. 4.1); b) the continuity of displacements and
tractions along the layer interfaces zi, i = 1, . . . , n−1; and, c) using definitions
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(4.2) and (4.3), to the surface conditions:
σz(z = 0; kx, ky, ω) = FxFyFt{σ̃z} = Fx{δ(x)}Ft{Fy{Pz(y − ct)eiΩt}}
= Ft{P̂z(ky)e−ikycteiΩt}
= P̂z(ky) δ[ω − (Ω− kyc)], (4.8a)
τxz(z = 0; kx, ky, ω) = 0, (4.8b)
τyz(z = 0; kx, ky, ω) = 0. (4.8c)
where,











is the spatial Fourier transform of the (stationary) train load. We note that, as
it can be seen from the presence of the Dirac function in (4.8a), the response
is dominated by the spectrum of the train load (ky): for a non-moving train
(c = 0), the response is, as expected, harmonic at the operating frequency Ω,
but for a moving train, the frequency is shifted by kyc.
Introducing standard Lagrange-family polynomial approximations for
the triad of the trial functions u, v, and w, and the triad of test functions ǔ,
v̌, and w̌, yields a linear system of equations for the unknown (triply-Fourier-
transformed) displacement components:
(k2xA+kx (B1 + B2)︸ ︷︷ ︸
B
+ (G1 + G2 + G3)− (Ω− kyc)2M︸ ︷︷ ︸
C






where, u, v, and w are vectors of nodal components of displacements in the x,























































































































For a train load moving at a speed c, the ky wavenumbers are obtained from
the load’s spectrum by application of the Fourier transform along y; then,
the apparent frequency Ω − kyc is known, and provided that the horizontal
wavenumbers kx are obtained, a solution can be rendered for the displacement
components in the wavenumber-frequency space. To resolve the kx wavenum-
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bers, we turn to the eigenvalue problem, defined similarly to (4.10) as:
(k2xA + kxB + C)U = 0. (4.12)
If kx is an eigenvalue satisfying the quadratic eigenvalue problem (4.12), then,
due to the specific structure of the involved matrices, it can be shown that
−kx is also an eigenvalue [55]. Thus, for N total degrees-of-freedom, (4.12)
admits 2N eigenvalues in the form of N pairs (kx,−kx). Not all of the, gen-
erally complex, kx are admissible, as shown in [55]: only the wavenumbers
for which =m(kx) > 0 are retained, since only these wavenumbers satisfy the
radiation and boundedness conditions at infinity. The N surviving wavenum-
bers/eigenvalues are associated with N eigenvectors, for which we use the





s (2kx,sA + B)U s = kx,s , s = 1, 2, ..., N, (4.13)
where s denotes the s-th mode. Then, following Kausel [39], the expression
for the vertical displacement component on the surface (z = 0), and at any
distance x from the rail track, becomes:







Dividing throughout by the load P̂z, equation (4.14) can be rewritten as:










In effect, Ψ in (4.15) is the Green’s function of a layered medium subjected to
a moving load of known distribution in the y direction (in the doubly Fourier-
transformed space). The Green’s function Ψ, as it will be discussed next,
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is used in defining the misfit functional between measured (sensor data) and
computed responses, instead of the vertical displacement component.
4.4 The full-waveform inversion problem
The inversion process for a moving load borrows from a similar process
developed earlier for a stationary disc load [55], with a few notable modifica-
tions. A first step, and a first difference, involves the definition of the misfit
functional. The standard approach is to define the misfit based on the normed
difference between measured and computed responses, the latter obtained for
trial distributions of the unknown shear moduli. Instead, here we opt to define
the functional based on the medium’s Green’s function, thus presenting the
optimizer with smoother functions than those provided by the displacements:
the spectrum of the displacement response (w) follows closely that of the load
(P̂z), and they are both non-smooth. By contrast, the Green’s function, as
will be shown in the next section, is fairly smooth. Accordingly, let the misfit




∣∣∣Ψ(x0, k(i)y ,Ω− k(i)y c)−Ψm(x0, k(i)y ,Ω− k(i)y c)∣∣∣2 , (4.16)
where, Nky is the total number of ky wavenumbers from the discrete load
spectrum (k(i)y denotes the i-th wavenumber in the Nky set). A successful min-
imization of the misfit (4.16) would lead to the sought shear-modulus profile.
The minimization is constrained by the underlying physical behavior, which
we choose to represent here (as in [55]) by the problem’s dispersion relation, or
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equivalently, by the eigenvalue problem. Accordingly, to construct the prob-
lem’s Lagrangian, we side-impose to the misfit F, via Lagrange multipliers, the























T (2Ak(i)x,s + B(i))U (i)s − k(i)x,s
)}
, (4.17)
whereχ(i)s is a vector of Lagrange multipliers used to side-impose the eigenvalue
problem (4.12), and ξ(i)s is a scalar used to side-impose the orthonormality
condition (4.13).
4.4.1 Optimality conditions
Similar to the stationary load case [55], the first variations of L with
respect to: a) the state variables k(i)x,s, U (i)s ; b) the Lagrange multipliers χ(i)s ,
ξ(i)s ; and c) the unknown, discrete element, shear moduli Gc, must vanish.
The vanishing of the first variation with respect to the Lagrange multipliers
recovers the forward eigenvalue problem and the orthonormality condition.








2+B(i)k(i)x,s + C(i))Tχ(i)s + (2Ak(i)x,s + B(i))U (i)s ξ(i)s















T (2Ak(i)x,s + B(i))Tχ(i)s + (U (i)s
TAU (i)s − 1)ξ(i)s
= −(Ψ(i) −Ψ(i)m )(U (i)s, 2N3 +1)







where, W I =
[
0, . . . . . . , 0,︸ ︷︷ ︸
2N/3
1, 0, . . . 0
]T
, and the i-th computed and measured
Green’s functions are denoted by Ψ(i) = Ψ(x0, k(i)y ,Ω − k(i)y c) and Ψ(i)m =
Ψm(x0, k(i)y ,Ω − k(i)y c), respectively. We note that the adjoint problem is a
system of linear equations (and not an eigenvalue problem), driven by the
misfit of the Green’s functions.
Lastly, the control problem results from the vanishing of the first varia-
tion with respect to the unknown shear moduli Gc, where the latter are defined
as piecewise constant over every element of the discretization:










































The reduced gradient ∇GcL is used to update the shear moduli at each inver-
sion iteration (see 4.A for details).
4.5 The inversion process
The inversion process requires preprocessing of the field-recorded data
to construct the Green’s function Ψm that corresponds to the sensor data. In
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Figure 4.3: Typical Fourier transform Fy of a stationary static train load
turn, assuming that the train configuration, the operating frequency Ω, and
the speed of the train c are known, the first step is the Fourier transform of
the train load, per (4.9). For example, Fig. 4.3 shows the load spectrum for a
train with Nr = 30 railcars, each of length L = 20m, wheel spacings of a = 3m
and b = 6m, and a rail with relative stiffness α = 0.8. Similarly, Fig. 4.4 shows
the double spatio-temporal (FtFy) Fourier transform of the moving dynamic
load, based on (4.8a), for an operating frequency Ω = 94.25 rad/s, and four
different train speeds, including the stationary train load case (c = 0). As it
can be seen from Fig. 4.4, despite the fact that the stationary train load has
only one temporal operating frequency Ω = 94.25 rad/s, the moving load has
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(a) Double Fourier spectrum for c = 0 m/s
(stationary)
(b) Double Fourier spectrum for c = 25 m/s
(c) Double Fourier spectrum for c = 50 m/s (d) Double Fourier spectrum for c = 100
m/s
Figure 4.4: Double spatio-temporal Fourier spectrum of train load at different
speeds
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a richer frequency content (ω) as a result of the train speed and the load’s
spectrum.
The next step involves the pre-processing of the sensor data. To il-




150 MPa 0 ≤ z ≤ 1 m
250 MPa 1 ≤ z ≤ 1.7 m
350 MPa 1.7 ≤ z ≤ 2.5 m
Then, the time-domain records at Ns sensors are first time-shifted so that
the record at the first sensor in the set starts at the moment when the first
railcar passes by. Typical time-domain records are shown in Fig. 4.5(a). The
set of the sensor time-series are then Fourier-transformed in space (Fy) and
time (Ft) to produce the vertical displacement component w(x0, ky, ω) (with
ω = Ω − kyc) for a sensor line at x0; graphically, the operation results in the
spectrum shown in Fig. 4.5(b). Normalizing the spectrum of Fig. 4.5(b) with
the load spectrum (Fig. 4.4(c)) results in the “measured” Green’s function Ψm
of (4.15): the latter is shown in Fig. 4.6, and, as it can be seen, the typical
Ψm is fairly smooth. The pre-processing of the sensor data, culminating to
the construction of Ψm, is succinctly captured in the flowchart depicted in
Fig. 4.14 of 4.B.
Next, the inversion process starts with an initial guess, or trial distri-
bution, for the shear moduli. With the moduli known, for each k(i)y of the Nky
wavenumbers present in the load’s spectrum, the forward eigenvalue problem
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(a) Typical sensor time series
(b) Double spatio-temporal Fourier transform of sensor records
along the x = x0 line, parallel to the rail track
Figure 4.5: Sensor data: a) time series; and b) spatio-temporal Fourier trans-
form
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Figure 4.6: Typical measured Green’s function Ψm
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is solved, to obtain all the horizontal wavenumbers k(i)x and the associated
modes, from which the vertical component of the displacement (w) can be
computed along the sensor line x0, and from it, the Green’s function Ψ is ob-
tained by mere division of the displacement by the load. Repeating the process
Nky times, produces the computed Green’s functions Ψ that enter the misfit
definition (4.16).
With the misfit known for the trial property distribution, the adjoint
problem (4.18) and (4.19) is solved next, to obtain the Lagrange multipliers.
With the set of state and Lagrange multipliers known, the reduced gradient
can then be computed, from (4.20). The moduli are updated using the re-
duced gradient: any gradient-based update scheme can be used; herein, we
use a conjugate gradient approach, as described in [62]. The entire process is
summarized in the flowchart shown in Fig. 4.15 of 4.B.
4.6 Numerical results
We discuss next two cases, both based on synthetically-created data,
to highlight the inversion process when sensors record the vertical component
of the surface displacement due to a moving train load. The first case is based
on the ideal setting of an infinite (or very long line) line of sensors to create
a baseline for comparison. The second case resides on a smaller number of
sensors, and the effect on the reconstructed profile of the shear moduli is noted.
In both cases, we assumed that the train moves at a sub-critical speed (below
the Rayleigh wave velocity of the top soil layer). We note that the synthetic
127
data have been generated while adhering to typical norms for avoiding inverse
crimes, that is, the synthetic sensor data have been generated using mesh
densities that are different than the mesh densities used for inversion.
4.6.1 An infinite line of sensors
We consider the three-layer stratum described in section 4.5, with mass
density set to 1800 kg/m3, and Poisson’s ratio equal to 0.25 for all three
layers. We also consider the same 30-car train (Ω = 94.25rad/s, L = 20m,
Nr = 30, a = 3m, b = 6m and α = 0.8) described earlier in section 4.5,
moving at a speed of 50m/s (or 180km/h). We use 50 quadratic elements
along the depth (N = 300), and generate the “measured” Green’s function,
per (4.15). Figure 4.7 depicts the exact (modulo the discretization error)
“measured” Green’s function for a finely discretized ky space (dashed line).
On the same curve, the values marked by the solid circles correspond to the
dominant components of the train load. Next, we use 25 quadratic elements
of equal size to mesh the 2.5m-deep probed stratum. We follow the inversion
process outlined in section 4.5, starting with a homogeneous initial guess for
the 25 unknown moduli. The inverted profile is shown in Fig. 4.8; shown also
are the initial guess, and the target (real) profile. To quantify the closeness of
the inverted moduli to the target, we define the following normalized L2-like
metric:
E =





Figure 4.7: Measured Green’s function for a train moving at c = 50m/s as a
function of the train track wavenumber ky; infinite line of sensors
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Figure 4.8: Inverted profile using an infinite line of sensors; fitness metric
E = 6.9%
where Ge(z) denotes the exact shear modulus profile, and Gc(z) corresponds
to the piecewise-constant distribution of the inverted-for moduli. In the case
of the profile obtained with an infinite line of sensors (Fig. 4.8), the fitness
metric for the inverted profile is E = 6.9%.
4.6.2 Real field case - finite sensor line
In practice, having an infinite, or large, number of sensors to generate
the exact (or nearly exact) displacements wm(x0, ky,Ω− kyc), is not possible.
However, it is still possible to drive the inversion with a finite (small) number
of sensors, appropriately spaced based on a priori knowledge of the train’s
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configuration. For example, consider the spectrum of the train load depicted
in Fig. 4.3, and notice again the dominant wavenumbers: it is important that
they be captured in the sensor measurements. For example, if there are Ns
sensors equispaced ∆y apart, then the resulting wavenumbers of the discrete
Fourier transform at which the motion is sampled, should be spaced π∆y apart.
For the train load of our example, the dominant wavenumbers are
ky = ±
nπ
10 , n = 0, ..., 14
Therefore, with Ns = 28 sensors, spaced at ∆y = 1014m ≈ 71cm, the dominant
wavenumbers will be captured. We note that, even if the sensors are not
placed exactly at the ideal spacing dictated by the train load, the effect on the
response (and the “measured” Green’s function) will be tantamount to noisy
data. As was shown in [55], a moderate level of noise in the data will not
substantively affect the quality of the inverted profile. In short, the process is
forgiving. Figure 4.9 shows the Green’s function Ψm generated with 28 sensors
(points marked with a star) along with the previously-generated exact Ψm.
We then use the synthetically-generated measured Green’s function to
drive the inversion. Figure 4.10 depicts the inverted profile; the associated
fitness metric is E = 7.8%, only marginally different than the profile obtained
using the infinite line of sensors.
4.6.3 Train configuration effect
To further demonstrate the effect that different trains (same speed, but
different configuration) may have on the quality of the inversion process, we
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Figure 4.9: Measured Green’s function for a train moving at c = 50m/s as a
function of the train track wavenumber ky; 28-sensor line
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Figure 4.10: Inverted profile using 28 sensors; fitness metric E = 7.8%
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modify the train configuration, and perform the inversion while keeping the
same number of sensors. To this end, we synthetically generate the measured
displacement time-series (and from those the measured Green’s functions, per
the process described in section 4.5) for a train with medium length (Nr = 15
railcars), and a train with a rather short length (Nr = 7 railcars). Figure 4.11
depicts the Fourier transform of the train load for the two new train configura-
tions. As it can be seen from the figures, while the dominant wavenumbers are
still present owing to the same individual railcar characteristics (compare also
with Fig. 4.3), additional wavenumbers of significance appear for shorter trains.
The effect can also be seen in Fig. 4.12, which shows a comparison between
the exact “measured” Green’s function Ψm, computed based on an infinite
line of sensors, and the approximate Ψm, computed based on 28 sensors: the
departure from the exact becomes more pronounced at higher wavenumbers
for the shorter trains.
Next, we use the Nr = 7 train, with the same 28 sensors and sensor-
spacing as before, to perform the inversion, thus missing the contribution of
the additional wavenumbers introduced by the shorter train. The inverted-for
shear modulus profile is shown in Fig. 4.13; the associated fitness metric is
E = 8.5%. Although the fitness metric has not changed significantly when
compared with the Nr = 30 train, we note that the inverted profile has recov-









Figure 4.12: Measured Green’s function Ψm for two different train configura-
tions
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Figure 4.13: Inverted profile using 28 sensors for a train with Nr = 7; fitness
metric E = 8.5%
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4.7 Conclusion
We discussed a full-waveform-based approach for the characterization
of layered media, when probed by a known moving load. The approach is
based on a recently-developed dispersion-constrained optimization method for
stationary loads, suitably modified to accommodate moving loads. We demon-
strated satisfactory reconstruction of shear moduli profiles using synthetic data
based on realistic field conditions. We note that it is possible to use the data
collected by the passage of multiple trains to further refine the subsurface
characterization. We also briefly discussed the effect the train configuration
may have on the quality of the inversion, but, further parametric studies are
necessary to fully assess the effect of train geometry, train speed, sensor spac-
ing, etc, may have on the characterization: these studies will be reported in
a future communication The outlined dispersion-constrained method, partly
due to the dimensionality reduction to a single spatial dimension, offers a rapid
and reliable platform for condition assessment and/or characterization of the
near-surface deposits in the proximity of rail tracks.
4.A Shear moduli updates
To update the moduli Gc, we use a conjugate gradient approach [62],
and to ensure sufficient decrease of the objective functional at each inversion
iteration, we employ an Armijo backtracking line search. Accordingly: let
Gk denote the vector of all element moduli Gc and let gk = (∇GL)k denote
the reduced gradient (4.20) of the Lagrangian at the k-th inversion iteration.
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Then, the update Gk+1 to Gk is constructed via:
Gk+1 = Gk + αk sk, (4.22)
where αk is a step length, and sk denotes search direction, defined as:
sk =
−gk , for k = 1−gk + gk . gkgk−1 . gk−1sk−1 , for k > 1 (4.23)



















Figure 4.14: Sensor data pre-processing flowchart
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Set initial guess




Set iteration counter k to 1
Set convergence tolerance tol
Set maximum number
of iterations maxiter
Compute misfit F (Eq. (4.16))
If (F > tol and k < maxiter) End of inversion process
Solve the state problem for k(i)x,s
and U (i)s (Eqs. (4.12),(4.13))
Solve the adjoint problem for
χ(i)s and ξ(i)s (Eqs. (4.18),(4.19))
Compute the discrete re-
duced gradient gk (Eq. (4.20))
Compute search di-
rection sk (Eq. (4.23))
Choose step length αk
Update material properties
and compute Gk+1(Eq. (4.22))
Compute misfit F (Eq. (4.16))
k ← k + 1
NoYes




5.1 Summary and contributions
In this dissertation, we discussed a new dispersion-constrained opti-
mization approach for resolving the inverse medium problem associated with
the reconstruction of the material profile of a layered medium, based on surface
measurements of its response to surface excitation. The methodology is appli-
cable to either a layered stratum or a layered halfspace subjected to dynamic
stationary or moving loads. Key advantages of the methodology include: a)
use is made of the complete recorded displacement waveforms, whether in the
near-field or the far-field, without need for any simplifying assumptions; b)
spatial discretization is needed only in one dimension–along the depth.
The reported numerical results show the method’s ability to invert for
the moduli, and indirectly for the thicknesses, of a layered medium. Further-
more, our computational experiments indicate that the methodology is also
capable of recovering the material parameters satisfactorily in the presence of




We have introduced a new methodology for the full-waveform inversion,
but unlike typical inversion methods, we did not use any regularization. It was
noted that the coarseness of the required mesh for inversion acted indirectly, as
a regularizer, making explicit regularization unnecessary. Nevertheless, adding
explicit regularization will improve the capabilities of the methodology.
5.2.2 Moving load over halfspace
We have applied the dispersion-constrained inversion methodology to
the case of a moving load over a layered stratum. Extending the methodology
to the case of a layered halfspace subjected to a moving load is straightforward,
by direct use of the criterion developed in the second paper.
5.2.3 Inversion for other material properties
We have used the inversion process to recover the shear moduli of a
layered medium explicitly, and to determine the layer thicknesses implicitly.
However, the methodology’s framework can accommodate inversing of other
properties (damping, density, Poisson’s ratio) at increased computational cost.
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