Model selection and estimation are crucial parts of econometrics. This paper introduces a new technique that can simultaneously estimate and select the model in generalized method of moments (GMM) context. The GMM is particularly powerful for analyzing complex data sets such as longitudinal and panel data, and it has wide applications in econometrics. This paper extends the least squares based adaptive elastic net estimator of Zou and Zhang (2009) This method has the oracle property, meaning that we can estimate nonzero parameters with their standard limit and the redundant parameters are dropped from the equations simultaneously.
Introduction
One of the most commonly used estimation techniques is Generalized Method of Moments (GMM) estimation. The GMM provides a unified framework for parameter estimation by encompassing many common estimation methods such as ordinary least squares (OLS), maximum likelihood estimator (MLE), and instrumental variables. We can estimate the parameters by two-step efficient Generalized Method of Moments (GMM) of Hansen (1982) . The GMM is an important tool in econometrics, finance, accounting, and strategic planning literature as well. In this paper we are concerned about model selection in GMM when the number of parameters diverges. These situations can arise in labor economics, international finance (see Alfaro, Kalemli-Ozcan, Volosovych (2008) ), and so on. In linear models when the some of the regressors are correlated with errors and there are a large number of covariates, the model selection tools are essential, since they can improve finite sample performance of the estimators.
Model selection techniques are very useful and widely used in statistics. For example Tibshirani (1996) propose the lasso method, Knight and Fu (2000) derive the asymptotic properties of the lasso, and Fan and Li (2001) propose the SCAD estimator. In econometrics, Knight (2008) , and Caner (2009) offer Bridge-least squares and Bridge-GMM estimators respectively. But these procedures all consider finite dimensions and do not take into account the collinearity among variables. Recently model selection with a large number of parameters has been analyzed in least squares by Huang, Horowitz, and Ma (2008) , and Zou and Zhang (2009) , where the first article analyzes the Bridge estimator, and the second paper is concerned with the adaptive elastic net estimator.
Adaptive elastic net estimator has the oracle property when the number of parameters diverges with the sample size. Furthermore, this method can handle the collinearity arising from a large number of regressors when the system is linear with endogenous regressors. When some of the parameters are redundant (i.e. when the true model has a sparse representation), this estimator can estimate the zero parameters as exactly zero.
In this paper we extend the least squares based adaptive elastic net of Zou and Zhang (2009) to GMM. The following issues are pertinent to model selection in GMM: (i) handling a large number of control variables in the structural equation in a simultaneous equation system, or a large number of parameters in a nonlinear system with endogenous and control variables; (ii) taking into account correlation among variables; (iii) achieving selection consistency and estimation efficiency simultaneously. All of these are successfully addressed in this work. In the least squares case of Zou and Zhang (2009), they do not need an explicit consistency proof since the least squares estimator has a simple and closed form solution. However, in this paper, since the GMM estimator does not have a closed form solution, an explicit consistency proof is needed before deriving the finite sample risk bounds. This is one major contribution of this paper. Furthermore, in order to get a consistency proof, we have substantially extended the technique used in the consistency proof of ourselves with the notation. The population orthogonality conditions are E[g(X i , β 0 )] = 0, where the data are {X i : i = 1, 2 · · · n}, g(·) is a known function, and the number of orthogonality restrictions is q, q ≥ p. So we also allow q to grow with the sample size n, but q/n → 0 as n → ∞.
From now on, we denote g(X i , β) as g i (β) for simplicity. Also assume that g i (β) are independent, and we do not use g ni (β) just to simplify the notation.
The Estimators
We first define the estimators that we use. The estimators that we are interested in aim to answer the following questions. If we have a large number of control variables, some of which may be irrelevant (we may have also a large number of endogenous variables and control variables) in the structural equation in a simultaneous equation system or a large number of parameters in a nonlinear system with endogenous and control variables, can we select the relevant ones as well as estimate the selected system simultaneously? If we have a large number of variables among which there may be possibly some correlation among the variables, can this method handle that? Is it also possible for the estimator to achieve the oracle property? The answers to all three questions are affirmative. First of all, the adaptive elastic net estimator simultaneously selects and estimates the model when there are a large number of parameters/regressors. It can also take into account the possible correlation among the variables. By achieving the oracle property, the nonzero parameters are estimated with their standard limits, and the zero ones are estimated as exactly zero. This method is computationally easy and uses data dependent methods to set small coefficient estimates to zero. A subcase of the adaptive elastic net estimator is the adaptive lasso estimator which can handle the first and third questions but does not handle correlation among a large number of variables.
First we introduce the notation: we use the following norms for the vector β 1 = p j=1 |β j |, β 2 2 = p j=1 |β j | 2 , also β 2+l 2+l = p j=1 |β j | 2+l , where l > 0 is a positive number. For a matrix A, the norm is A 2 2 = tr(A A). We start by introducing the adaptive elastic net estimator, given the positive and diverging tuning parameters λ 1 , λ * 1 , λ 2 (how to choose them in finite samples and its asymptotic properties will be discussed below in Assumptions and then in Simulation Section)
whereŵ j = 1 |βenet| γ ,β enet is a consistent estimator immediately explained below, γ is a positive constant, and p = n α , 0 < α < 1. The assumption on γ will be explained in detail in Assumption 3(iii). W n is a q × q weight matrix that will be defined in Assumptions below.
The elastic net estimator, which is used in the weights of the penalty above, iŝ
λ 1 , λ 2 are positive and diverging sequences that will be defined in Assumption 5.
We now discuss the penalty functions in both estimators and explain why we needβ enet . The elastic net estimator has both l 1 and l 2 penalties. The l 1 penalty is used to perform automatic variable selection, and the l 2 penalty is used to improve the prediction and handles the collinearity that may arise with a large number of variables. However, the standard elastic net estimator does not provide the oracle property. It turns out that, by introducing an adaptive weight in the elastic net, we can obtain the oracle property. The adaptive weights play crucial roles, since they provide data dependent penalization.
An important point to remember is when we set λ 2 = 0 in the adaptive elastic net estimator
(1), we obtain the adaptive lasso estimator. This is simple and we can also get the oracle property.
However, with a large number of parameters/variables which may be highly collinear, an additional ridge-type penalty as in adaptive elastic net offers estimation stability and better selection. Before the assumptions we introduce the following notations. Let the collection of nonzero parameters be the set A = {j : |β j0 | = 0} and denote the absolute value of the minimum of the nonzero coefficients as η = min j∈A |β j0 |. Also the cardinality of A is p A (the number of nonzero coefficients). We now provide the main assumptions.
Assumptions:
. Assume the following uniform law of large numbers
where G(β) is continuous in β and has a full column rank p. Also β ∈ B p ⊂ R p , B p is compact and all the absolute value of individual components of the vector β, are uniformly bounded by a constant
2. W n is a symmetric, positive definite matrix, and W n − W 2 2 P → 0, where W is finite and positive definite matrix as well.
(i). [n
(iii). The coefficient on the weights: γ satisfies the following bound γ > 2+α 1−α .
Assume that max
for l > 0, and where β A,0 represents the true values of the nonzero parameters and it is of p A dimension. The dimension also increases with the sample size; p A → ∞, as n → ∞, and 0 ≤ p A ≤ p.
5.
(iii).
(iv).
Now we provide some discussions on the above assumptions. Most of them are standard and used in other papers which establish asymptotic results for penalized estimation in the context of diverging parameters. The rest of them are typically used for the GMM to deal with nonlinear equation systems with endogenous variables. Since p → ∞, Assumption 1 can be thought of uniform convergence over sieve spaces B p . For iid subcase, primitive conditions are available in Condition 3.5M in Chen (2007) .
Assumptions 1-2 are standard in the literature of GMM Windmeijer, 2009, Chen 2007) . They are similar to Assumptions 7 and 3 in Newey and Windmeijer (2009a) . It is also important to see that Assumption 2 is needed for the two-step nature of the GMM problem.
In the first step we can use any consistent estimator (i.e. elastic net) and substitute in W n = n −1 n i=1 g i (β enet )g i (β enet ) in the adaptive elastic net estimation, whereβ enet is the elastic net estimator. Also note that with different estimators, we can define the limit weight W differently.
Depending on the estimators W n , W can change. Assumption 3 provides a definition of variance covariance matrix, and then establishes that the number of diverging parameters cannot exceed the sample size. This is also used in Zou and Zhang (2009) . For the penalty exponent in the weight, our condition is more stringent than in the least squares case of Zou and Zhang (2009). This is needed for model selection for local to zero coefficients in GMM format. Assumption 4 is a primitive condition for the triangular array central limit theorem. This is also restraining the number of orthogonality conditions q.
The main issue are the tuning parameter assumptions that reduce bias. We first compare with Bridge estimator of Knight and Fu (2000) , there in Theorem 3, they need λ/n a/2 → λ 0 ≥ 0, where 0 < a < 1, and λ represented the only tuning parameter. In our Assumption 5(i), we need λ 1 /n → 0, λ * 1 /n → 0, λ 2 /n → 0, so ours can be larger than the Knight and Fu (2000) estimator, we can penalize more in our case. This is due to Bridge type of penalty, which requires less penalization in order to reduce bias and get the oracle property. Theorem 2 of Zou (2006) for the adaptive lasso in least squares assumes λ/n 1/2 → 0. We think the reason that the GMM estimator requires large penalization is due to its complex model nature, since there are more elements that contribute to bias here. Theorem 1 of Gao and Huang (2010) display the same tuning analysis as Zou (2006) .
The rates on λ 1 , λ 2 are standard, but the rate of λ * 1 depends on α and γ. The conditions on λ 1 , λ * 1 , λ 2 are needed for consistency and the bounds on the moments of the estimators. We also allow for local to zero (nonzero) coefficients, but Assumptions 3 and 5, (4)(5) restrict their magnitude. This is tied to the possible number of nonzero coefficients and seeing that α ≤ ν. If there are too many nonzero coefficients (α near 1), then for model selection purpose, the coefficients should slowly approach zero. If there are few nonzero coefficients, to give an example (α near 0), then the order of η should be slightly larger than n −1/2 . This also confirms and extends Leeb and Pőtscher (2005) finding that local to zero coefficients should be larger than n −1/2 in order to be differentiated from zero coefficients. This is shown in Proposition A.1(2) in their paper. Combining these two inequalities with Assumption 5(v), we obtain
Now we can see that with a large number of moments, or a large number of parameters, m may get small, so the magnitude of η should be large. To give an example take γ = 5, α = 1/3, ν = 2/3, which gives us an upper bound of m < 2/15. So in that scenario, η = O(n −2/15 ), to get selected as non zero. It is clear that this is much larger than n −1/2 which Leeb and Pőtscher (2005) found.
Note also that with γ > Using Assumptions 1, 2, 3(i), we can see that
and
with probability approaching one, where β ∈ [β 0 ,β w ), B > 0. These are obtained by Exercise 8.26b
of Abadir and Magnus (2005) , and Lemma A0 of Newey and Windmeijer (2009b) result (eigenvalue inequality for increasing number of dimension case).β w is related to adaptive elastic net estimator and immediately defined below. Here Eig min (M ) and Eig max (M ) respectively represent the minimal and maximal eigenvalue of a generic matrix M .
Asymptotics
We define an estimator which is related to the adaptive elastic net estimator in (1) and also used in the risk bound calculations.
The following theorem provides consistency for both the elastic net estimator andβ w .
(ii).
Remark. It is clear from Theorem 1(ii) that adaptive elastic net estimator in (1) is also consistent. We should note that in Zou and Zhang (2009) where the least squares adaptive elastic net estimator is studied, there is no explicit consistency proof. This is due to using a simple linear model. However, for the GMM adaptive elastic net estimator we have the partial derivative of g(·)
which depends on estimators unlike in the linear model case. Specifics are in equations (45)- (50).
Therefore we need a new and different consistency proof compared with the least squares case. We need to introduce an estimator that is closely tied to the elastic net estimator above.
where S n (β) is defined in (2). This is also the estimator we get when we set for all j,ŵ j = 1 inβ w .
Next, we provide bounds for our estimators. These are used then in the proofs for oracle property, and the limits of the estimators.
Theorem 2. Under Assumptions 1-3, 5
, and
Remark. Note that the first bound is related to the estimator in (8). The second bound is related to the estimator in (9).β w is related to the adaptive elastic net estimator in (1), and β(λ 1 , λ 2 ) is related to the estimator in (2). Even though β 0 2 2 = O(p), and p → ∞, the bound depends on λ 2 2 β 0 2 2 /n 2 → 0 in large samples by Assumptions 3(ii) and 5. Also λ 2 1 E p j=1ŵ 2 j , is dominated by n 4 in the denominator in large samples as seen in the proof of Theorem 3(i) below.
It is clear from the last result that the elastic net estimator is converging at the rate of n/p.
Theorem 2 extends the least squares case of Theorem 3(i) in Zou and Zhang (2009) Then defineβ
where A = {j : β j0 = 0, j = 1, 2, · · · , p}. Our next goal is to show that, with probability one,
converges to the solution of the adaptive elastic net estimator in (1).
Theorem 3. Given Assumptions 1-3, and 5, (i). with probability tending to one,
(Consistency in Selection) we also have
Remarks. 1. Theorem 3(i) shows that ideal estimatorβ becomes the same as the adaptive elastic net estimator in large samples. So the GMM elastic adaptive net estimator has the same solution as
Theorem 3(ii) shows that the nonzero adaptive elastic net estimates display the oracle property with Theorem 4 below. This is a sharper result than the one in Theorem 3(i). This is an important extension of the least squares case of Theorems 3.2, 3.3 of Zou and Zhang (2009) to the GMM estimation.
2.
We allow for local to zero parameters and also provide an assumption when they may be considered as nonzero. This is Assumption 5 (iii)-(iv), n 1−ν η 2 → ∞, n 1−α η γ → ∞ where q = n ν , p = n α , 0 < α ≤ ν < 1. The implications of the assumptions on the magnitude of the smallest nonzero coefficient is discussed after Assumptions. The proof of Theorem 3(ii) clearly shows that, as long as Assumption 5 is satisfied, the model selection for local to zero coefficients is possible. However, the local to zero coefficients cannot be arbitrarily close to zero in order to be selected. This is well established in Leeb and Pőtscher (2005) . Leeb and Pőtscher (2005) show, in their Proposition A1 (2), as long as the order of local to zero coefficients is larger than n −1/2 in magnitude they can be selected. So this is like a lower bound for nonzeros to be selected as zeros.
Our Assumption 5 is the extension of their result to the GMM estimator with a diverging number of parameters. In the diverging parameter case, there is a tradeoff between the number of local to zero coefficients and the requirement on their order of the magnitude. Now we provide the limit law for the estimates of the nonzero parameter values (true values). Denote the adaptive elastic net estimators that correspond to nonzero true parameter values as the vectorβ aenet,A , which is of dimension p A × 1. Define a consistent variance estimator for nonzero parameters that can be derived from elastic net estimators as:Ω * . We also define Ω −1
is a square matrix of dimension p A and δ is a vector of Euclidean norm 1.
Remarks. 1. First we see that
due to Assumptions 1, 2, and λ 2 = o(n). Zou and Zhang (2009) from the least squares case to the GMM estimation. This result generalizes theirs to nonlinear functions of endogenous variables which are heavily used in econometrics and finance. The extension is not straightforward, since the new limit result depends on an explicit separate consistency proof unlike the least squares case of Zou and Zhang (2009) . This is mainly because the partial derivative of the sample moment function depends on the parameter estimates, which is not shared by the least squares estimator. The limit that we derive also corresponds to the standard GMM limit in Hansen (1982) , where the same result was derived for a fixed number of parameters with a well specified model. In this way, Theorem 4 also generalizes the result of Hansen (1982) to the direction of a large number of parameters with model selection.
This theorem clearly extends
3. Note that K n term is a ridge regression like term which helps to handle the collinearity among the variables.
4. Note that if we set λ 2 = 0, we obtain the limit for adaptive Lasso GMM estimator. In that case K n = I p A , and
There will be discussions on how to choose the tuning parameters λ 1 , λ 2 , λ * 1 , and how to set the small parameter estimates to zero in finite samples in the simulation section.
Instead of Liapounov Central
Limit Theorem, we can use Central Limit Theorem for stationary time series data. These already exist in Davidson (1994) . Theorem 4 will proceed as before in the independent data case. When we define the GMM objective function, use sample moments as weighted in time. We conjecture that this result in same proofs for Theorems 1-3. This technique of weighting sample moments by time is used in Otsu (2006) and Guggenberger and Smith (2008) .
6. After obtaining the adaptive elastic net GMM results, one can run the unpenalized GMM with nonzero parameters and conduct inference.
First from Remark 1, we have
and δ is a p A vector. And then by Assumption 1 and consistency of the adaptive elastic net we have Ĝ (β aenet,A ) 2 = O p (n 1/2 ). These provide the rate of n/p A for the adaptive elastic net estimators.
Simulation
In this section we analyze the finite sample properties of the adaptive elastic net estimator for GMM. Namely, we evaluate its bias, the root mean squared error as well as the correct number of redundant versus relevant parameters. We have the following simultaneous equations for all
where the number of instruments q is set to be equal to the number of parameters p, x i is a p × 1 vector, z i is a p × 1 vector, ρ = 0.5, and π is a square matrix of dimension p. Furthermore, η i is iid
, and ι is a p × 1 vector of ones.
The model that is estimated:
We have two different designs for the parameter vector β 0 . In the first case β 0 = {3, 3, 0, 0, 0}
(Design 1), and in the second one β 0 = {3, 3, 3, 3, 0} (Design 2). We have n = 100, and
for all i = 1, · · · n, and 
where Σ = E i i , andβ represents the estimated coefficient vector given by three different methods.
This measure is commonly used in statistics literature; see Zou and Zhang (2009) . The other two measures are concerned about individual coefficients. First, the bias of each individual coefficient estimate is measured. Then the root mean squared error of each coefficient is computed. We use 10,000 iterations.
Truncation of small coefficient estimates is set to zero via |β Bridge | < 2/λ for Bridge-GMM as suggested in Caner (2009) . For the adaptive elastic net, we use the modified shooting algorithm given in Appendix 2 of Zhang and Lu (2007) . Least Angle Regression (LAR) is not used because it is not clear whether it is useful in the GMM context.
This modified shooting algorithm amounts to using Kuhn-Tucker conditions for a corner solution. First, the absolute value of the partial derivative of the GMM objective (unpenalized one) with respect to the parameter of interest is evaluated at zero for that parameter, and for the rest at the current adaptive elastic net estimates. If this is less than λ * 1 /|β enet | 4.5 , then we set that parameter to zero. We have also tried slightly larger exponents than 4.5, and observed that the results are not affected much. Note that the reason for a large γ comes from Assumption 3(iii). This is similar to the adaptive lasso case used in Zhang and Lu (2007) .
The choice of λ's in both Bridge-GMM and the adaptive elastic net GMM is done via BIC. This is suggested by Zou, Hastie, and Tibshirani (2007) , and as well as by Wang, Li, and Tsai (2007) . Specifically, we use the following BIC from Wang, Li, Leng (2009) . For each pair of
where |A| is the cardinality of the set A.
. Basically, given a specific λ s , we analyze how many nonzero coefficients are in the estimator and use this to calculate the cardinality of A, and for that choice compute SSE. The final λ is chosen aŝ
where Λ represents a finite number of possible values of λ s .
The Bridge-GMM estimator in Caner (2009) isβ that minimizes U n (β), where
for a given positive regularization parameter λ and 0 < γ < 1.
We now describe the model selection by GMM-BIC proposed in Andrews and Lu (2001) . Let b ∈ R p denote a model selection vector. By definition, each element of b is either zero or one. If the jth element of b is one, the corresponding β j is to be estimated; if the jth element of b is zero we set β j to be zero. We set |b| as the number of parameters to be estimated, or in the equivalent form, |b| = p j=1 |b j |. We then set β [b] as the p × 1 vector representing the element by the element (Hadamard) product of β and b. The model selection will be based on the GMM objective function and a penalty term. The objective function in BIC benefits from:
where in the simulation
The model selection vectors "b" in our case represent 31 different possibilities (excluding the all-zero case). The following are the possibilities for all "b" vectors
where M 11 is the identity matrix of dimension 5, I 5 , which represents all the possibilities with only one nonzero coefficient. M 12 represents all the possibilities with two nonzero coefficients, 
The penalty term penalizes larger models more. Denote the optimal model selection vector by b * . After selecting the optimal model in (14), the vector b * , we then estimate the model parameters by the GMM. Next we present the results on Tables 1-4 for these three techniques that are examined in the simulation section. In Table 1 , we provide the correct model selection percentages for Designs 1 and 2. We see that both Bridge and Adaptive Elastic Net are doing very well. The Bridge-GMM selects the correct model 100%, and the Adaptive Elastic Net 91 − 95% of the time, whereas the GMM-BIC selects only 0 − 6.9%. This is due to lots of possibilities in the case of GMM-BIC, and
with a large number of parameters the performance of GMM-BIC tends to deteriorate. Table 2 provides a summary of MSE measure results. This clearly shows that the Adaptive Elastic Net estimator is the best among the three, since its MSE figures are the smallest. The GMM-BIC is much worse in terms of MSE, due to its wrong model selection, and after the model selection estimating the zero coefficients with nonzero and large magnitudes. Tables 3 and 4 To get confidence intervals for nonzero parameters, one can run the adaptive elastic net first and find the zero and nonzero coefficients. Then for those nonzero estimates, we have the standard GMM standard errors by Theorem 4. By using that we can calculate confidence intervals for nonzero coefficient parameters. Bridge-GMM 100.0 100.0 GMM-BIC 6.9 0.0 Note: The GMM-BIC (Andrews and Lu, 2001 ) represents the models that are selected according to BIC and subsequently we use GMM. The Bridge-GMM estimator is studied in Caner (2009) .
The Adaptive Elastic Net estimator is the new procedure proposed in this study. The Bridge-GMM estimator is studied in Caner (2009) . The Adaptive Elastic Net is the new procedure proposed in this study. Adaptive Elastic Net estimator is the new procedure proposed in this study. Adaptive Elastic Net estimator is the new procedure proposed in this study.
Application
In this part we go through a useful application of the new estimator. The following is the external habit specification model considered by Chen and Ludvigson (2009) (also equation (2.7) in Chen (2007)):
where C t represents the consumption at time t, and ι 0 and φ 0 are both positive and they represent time discount and curvature of the utility function respectively. R l,t+1 is the lth asset return at time
is an unknown habit formation function, and z t is the information set and this will be linked to valid instruments. We took only one lag in consumption ratio, rather than several of them. The possibility of this specific model is mentioned in p.1069 of Chen and Ludvigson(2009) . Chen and Ludvigson (2009) use the sieve estimation to estimate the unknown h 0 function. They setup the dimension of the sieve as a given number. In this paper we use the adaptive elastic net GMM to automatically select the dimension of sieve and estimate the structural parameters at the same time. The parameters and the unknown habit function that we try to estimate are δ 0 , γ 0 , h 0 .
Now denote
Before setting up the orthogonality restrictions, set s 0j (z t ) is a sequence of known basis functions that can approximate any square integrable function. Then for each l = 1, · · · , N , j = 1, · · · , J T , the restrictions are
In total we have N J T restrictions, and N is fixed, but J T → ∞, as T → ∞, and N J T /T → 0, as 
where Ψ(.) is an activation function, and this is chosen as a logistic function Ψ(x) = (1 + e −x ) −1 .
This implies that in order to estimate the habit function, we need 3K T + 1 parameters. The we will assume that true dimension of the sieve is unknown and will estimate the parameters along with habit function (parameters in that function) with the adaptive elastic net GMM estimator.
Set β = (ι, τ, h) and the compact sieve space is B p = B δ ×B γ ×H T . The compactness assumption is discussed in p.1067 of Chen and Ludvigson (2009) , which is mainly needed so that sieve parameters do not generate tail observations on Ψ(.). Also set the approximating known basis functions as
, which is a J T × 1 vector. So J T = 3, there are three instruments.
These are a constant, lagged consumption growth, and its square 1 . There are seven asset returns that are used in the study so N = 7. The detailed explanations can be found in Chen and Ludvigson (2009).
Implementation Details:
1. First, we run the elastic net GMM to obtain the adaptive weights w j 's. The elastic net GMM has the same objective function as the adaptive version but with w j = 1 for all j. The enet-GMM estimator is obtained by setting the weights as 1 in the estimator in the third step given as follows.
2.Then for the weights, since a priori it is known that nonzero coefficients cannot be large positive, we use γ = 2.5 in the exponent. For specifying the weights, w j = 1/|β enet,j | 2.5 is chosen
1 There are more instruments that are used by Chen and Ludvigson (2009) , but only these three are available to us. Also we thank Sydney Ludvigson to remind us the discrepancy in the unused instruments in her website and the
Journal of Applied Econometrics website.
for all j. We have also experimented with γ = 4.5 as in the simulations, and the results were mildly different but qualitatively very similar, so those are not reported.
3. Our adaptive elastic net GMM estimator is:
where β 1 = ι, β 2 = φ, and the remaining 3K T + 1 parameters correspond to the habit function estimation by sieves. We use the following weight to make the comparison with Chen and Ludvigson (2009) in a fair way:Ŵ
where S is (s(z 1 ), · · · , s(z t ), · · · , s(z T )) , which is T × 3 matrix, where we use Moore-Penrose inverse as described in (2.16) of Chen (2007) . Note that ρ(C t , R l,t+1 , β) is an N × 1 vector, and
After the implementation steps we explain the data here. The data points start from the second When K T = 3, the total number of parameters to be estimated is 12, and if K T = 5, then this number is 18. We also use BIC to choose from three possible tuning parameter choices,
The tuning parameters are taking the same value for ease of computation. So here we will compare our results with unpenalized sieve GMM of Chen (2007) . As discussed above we apply a certain subset of the instruments, since the remainder are unavailable, and do not use missing data in Chen and Ludvigson (2009) . So our results corresponding to unpenalized sieve GMM will be slightly different than Chen and Ludvigson (2009) .
We provide the estimates for our adaptive elastic net GMM method. This is for the case of (2009), with a larger instrument set than we used for their case, they find the time parameter estimate to be 0.99, and curvature to be 0.76, and the habit function was positive at K T = 3. Note that we use time series data, and as we suggest after our theorems, this is plausible given our technique and the structure of the proofs.
We now discuss how our assumptions fit this application. First, all of our parameters are uniformly bounded in this application, which is discussed in p.1067 of Chen and Ludvigson (2009) .
Then the second issue is whether the uniform convergence of partial derivative is plausible. This will be satisfied in iid case through Condition 3.5M in Chen (2007) . This amounts to uniformly bounded partial derivatives, Lipschitz continuity of partial derivatives, and log of covering numbers to be growing less than rate T . Assumption 2 is related to convergence of the weight matrix, which is not restrictive, and it shows a relation between q and T , so q cannot grow fast. In our case q = N J T , where N is fixed, so this restricts the growth of J T . Assumption 3(i) is also similar to Assumption 2. For Assumption 3(ii), we have p = 3(K T + 1), since q = N J T ≥ 3(K T + 1) = p, given that N J T /T → 0 provides us the assumption. Assumption 3(iii) is satisfied here by imposing a value between 0 and 1 (including one) for the exponent in the elastic net based weights. Assumption 4 is concerned about the sample moment functions, since all of our variables are stationary, in terms of ratios, and bounded variables such as returns, we do not expect its 2 + l moment to grow larger than T 1/2 . Assumption 5 is a penalty function, and this is satisfied with using T in place of n.
Conclusion
In the paper here we analyze the adaptive elastic net GMM estimator. It can simultaneously select the model and estimate that. The new estimator also allows for a diverging number of parameters.
The estimator is shown to have the oracle property, so we can estimate nonzero parameters with the standard GMM limit and the redundant parameters are set to zero by a data-dependent technique.
Commonly used AIC, BIC methods as well as our estimator face some non uniform consistency issues of the estimators. If we have to select the model with AIC or BIC and then use GMM , this also has the non uniform consistency issues and also does much worse than the adaptive elastic net estimator considered here. The issue with model selection (i.e. including AIC, BIC) is that all of them are uniformly inconsistent (from model selection perspective). So any arbitrarily local to zero coefficients cannot be selected as nonzero. Leeb and Pőtscher (2005) establish that, in order to get selected, the order of the magnitude of local to zero coefficients should be larger than n −1/2 . Between 0 and the magnitude of n −1/2 , the model selection is indeterminate. We study the selection issue of local to zero coefficients in the GMM and extend the results of Leeb and Pőtscher (2005) to the GMM with a diverging number of parameters.
Appendix
Proof of Theorem 1(i). Huang, Horowitz and Ma (2008) analyzed the least squares with Bridge penalty with a diverging number of parameters. Here we extend that to a diverging number of moment conditions with parameters and the Adaptive Elastic Net penalty in nonlinear GMM.
Starting withβ enet definition
j0 , and by (15)
via the mean value theorem andβ ∈ (β 0 ,β enet ). We now try to simplify (17). In this way, set
and G i (β) = ∂g i (β)/∂β which is a q × p matrix. The next two equations (18)- (20) are from P. 603 Huang, Horowitz and Ma (2008) . We use them to illustrate our point. Then it is clear that (17) can be written as
which provides us
Using the last inequality, we deduct
and by triangle inequality
By using (18)(19) with simple algebra, we have
with probability approaching one, by substituting W = Ω −1 and by Assumptions 2-3. Then by the definition of D n and (21)
Using (22) in (21) with the definition of D n , with probability approaching one
Next by the definition of ∆ n and Assumption 2, we have
with probability approaching one and seeing (6) with remembering that elastic net is a subcase of
by seeing that λ 1 j∈A |β j0 | + λ 2 j∈A β 2 j0 = O(λ 1 p A + λ 2 p A ), given that nonzero parameters can be all constants at most. So by Assumptions 3 and 5, since λ 1 /n → 0, λ 2 /n → 0, p A /n → 0, q/n → 0, we have β enet − β 0 2 2 P → 0.
Q.E.D.
Proof of Theorem 1(ii).
The proof for the consistency of the estimatorβ w is the same as in the elastic net case in Theorem 1(i). The only difference is the definition of ι n = λ 1 p j=1ŵ j |β j0 | + λ 2 p j=1 β 2 j0 . Note that when β j0 = 0, we can write ι n = λ 1 j∈Aŵ j |β j0 | + λ 2 j∈A β 2 j0 . In other words, only nonzero coefficient weights play a role in term ι n .
As in (25)
The key issue is the order of the penalty terms. We are only interested in nonzero parameter weights. Definingη = min j∈A |β j,enet |, we have for j ∈ A,
where we use max j∈A |β j0 | ≤ C, where C is a generic positive constant. So we can write (27)
In the above equation we first show
First see that by simple algebraic inequality as in (6.13) of Zou and Zhang (2009) ,
Next by Theorem 1(i) (equation (25)
since λ 1 /n → 0, λ 2 /n → 0 and p A ≤ q, the largest stochastic order is qn/n 2 η 2 = q/nη 2 . By q = n ν , and 0 < ν < 1 with n 1−ν η 2 → ∞ by Assumption 5(iii) clearly
Next by (30)(31) we have
So (29) is shown, and by Markov's inequality
Then by (32) we have η η
Next on the right hand side of (28)
since λ 1 /n → 0 by Assumption 5(i), and by Assumption 5(iv) n 1−α η γ → ∞. The last two equations
Next in (26) we have λ 2 j∈A β 2
by λ 2 /n → 0, p A /n → 0. Also note that by q/n → 0 through Assumption 3 combining (33)(34) in (26) above provides us
Proof of Theorem 2. In this proof we start by analyzing the GMM-Ridge estimator that is defined as follows:β
Note that this estimator is similar to the elastic net estimator, if we set λ 1 = 0, in elastic net estimator, then we obtain the GMM-Ridge estimator. So since the elastic net estimator is consistent, GMM-Ridge will be consistent as well. Define also the following q×p matrixĜ n (β R ) = n i=1
Then setβ ∈ (β 0 ,β R ). Note thatĜ n (β) is the value ofĜ n (.) evaluated atβ. A mean value theorem around β 0 applied to first order conditions provides, with g n (β 0 ) = n i=1 g i (β 0 ),
Also using the mean value theorem with first order conditions, adding and subtracting λ 2 β 0 from first order conditions yieldŝ
We need the following expressions by using (36)
Next the aim is to rewrite the following GMM-Ridge objective function via a mean value
When λ 1 = 0, using Theorem 1 we see that β R −β 2 2 P → 0. Then use Assumption 1 to havê
where the o P (1) term comes from the uniform law of large numbers. Clearly the stochastic order of the second term is smaller than the first one on the right hand side of (41). By using the same argument to get (41), we have
Again the second term's stochastic order is smaller than the first one in (42).
Furthermore we can rewrite the right hand side of (40)
where so 1 represents the small order terms mentioned in (41) (43), for the estimatorβ w we have the following whereβ w ∈ (β 0 ,β w ),
Then see that by Theorem 1 β −β w 2 2 P → 0 and using (36)
The term so 2 above comes from the same type of analysis done for the second and small stochastic order terms in (41)(42). Next substitute (45) into (44) to have
Term so 3 is the transpose of so 2 , and term so 4 comes from approximation error betweenβ andβ w . Specifically note thatβ w so 2βRβ R so 3βwβ w so 4βw are smaller order terms than the second, third, and fourth terms on the right hand side of (46) respectively. Denote so 5 = min(so 1 , so 2 , so 3 , so 4 ). Now subtract (43) from (46) to have
The next analysis is very similar to equations (6.1)-(6.6) of Zou and Zhang (2009) . After this important result see that by the definitions ofβ w andβ R
Then also see that
Next benefit from (48), with (47)(49) to have
See that Eig
where Eig min (Ĝ n (β) W nĜn (β)) is a term of larger stochastic order than so 5 which is explained in (46) (43). We also want to modify the last inequality. By the consistency ofβ w ,β R ,β P → β 0 . Then with the uniform law of large numbers on the partial derivative we have by Assumptions 1-3
The last equation is true also forβ w ,β R replacingβ. Then
Using Lemma A0 of Newey and Windmeijer (2009b) , modify (51) in the following way given the last equality, set W = Ω −1 (since this is the efficient limit weight as shown by Hansen (1982) )
Now we consider the second part of the proof of this theorem. We use the GMM ridge formula.
Note that from (37)
We try to modify the equation above a little.
In the same way we obtain (52)
Second, see that by
where we use Σ = G(β 0 ) Ω −1 G(β 0 ). Now we modify (54) using (55) (52), W = Ω −1 .
Then see that
where the last inequality is by (56). Note that we do not use orders smaller than o(n 2 ) in (58) since this will not make any difference in the proofs of the theorems below. Now use (53) and (58) to have
Q.E.D Proof of Theorem 3(i). The proof is similar to proof of Theorem 3.2 in Zou and Zhang (2009) .
The differences are due to nonlinear nature of the problem. Our upper bounds in Theorem 2 converge to zero at a different rate than Zou and Zhang (2009) . To prove the theorem, we need to show the following (Note that by Kuhn-Tucker conditions of (1)),
, and A c = {j : β j0 = 0, j = 1, 2, · · · , p}.Ĝ n,j (β) denotes the j th column of the partial derivative matrix which corresponds to irrelevant parameters, evaluated atβ. Or we need to show
Now set η = min j∈A |β j0 |,η = min j∈A |β j,enet |, and A = {j :
Then as in equation (6.7) of Zou and Zhang (2009) , we can show that
where the second inequality is due to Theorem 2. Then we can also have
where M = (
. Compared to Zou and Zhang (2009) , M converges to zero faster.
In (62) we consider the second term on the right hand side. Via inequality (6.8) of Zou and Zhang (2009) 
Next we can consider the first term on the right hand side of (62)
So we try to simplify the term on the right hand side of (64). Now we evaluate
where we haveβ ∈ (β A,0 ,β), and 
where we put W = Ω −1 * and use Assumption 3(i), [n −1 n i=1 Eg i (β A,0 )g i (β A,0 ) ] −1 − Ω −1 * 2 2 → 0 as the definition of the efficient limit weight matrix for the case of nonzero parameters to have
where we use B ≥ Eig max (Σ) ≥ Eig max (G(β A,0 ) Ω −1 * G(β A,0 )).
See that n i=1 g i (β A,0 ) = O P (n 1/2 ). 
Combine ( 
Then we obtain the desired result since by Assumption 5(v) and 5(iv) the last two terms on right hand side of (86) converges to zero faster than η .
Q.E.D
Proof of Theorem 4. We now prove the limit result. First, define 
The last term on the right hand side of (88) can be rewritten as (by (37)) For the term T 3 we benefit from Liapunov Central Limit Theorem. By Assumptions 1 and 2 → N (0, 1). The desired result then follows from z n = T 1 + T 2 + T 3 with probability approaching one.
