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Abstract
After introducing the definitions of positive, negative and companion rules, from a given
pair of companion rules we construct a new rule with higher degree of precision The
scheme is generalized giving rise to a transformation which we call the mean rule. We
show that the mean rule is the best approximation, in the sense of least-squares, obtained
from a linear combination of two rules of the same degree of precision. Finally, we show
that a rule of degree 2k + 1 can be constructed as linear combination of k + 1 rules of
degree one and rational pseudorandom nodes. Several worked examples are presented.
Key words: Positive rule; Negative rule; Companion rules; Combined rule; Midpoint; Trape-
zoidal; Simpson rule; Mean rule; Pseudorandom node.
2010 Mathematics Subject Classification: 65-05, 65D30, 65D32.
1 Introduction
Given two quadrature rules A(g) and B(g) with the same degree of precision m ≥ 0, we
begin by proposing a scheme to construct a new rule Y (g) of higher degree. One desirable
assumption is that the rules A(g) and B(g) are companion, in the sense that one can assign
opposite signals to the respective error. In particular, we show that the basic quadrature rules
known as midpoint, trapezoidal, and Simpson rules can all be obtained as linear combinations
of companion rules of lower degree of precision. The theoretical background applied in this
work relies on the method of undetermined coefficients ([2], p. 565), ([4] p. 170).
We generalize the referred scheme by presenting a rule transformation W (g) (defined in the
set Q of rules of degree m), which to a pair of rules (A(g), B(g)) of Q, assigns a new rule of
greater degree. This leads to an algorithm to obtain quadrature rules of arbitrary order of
precision, as suggested in the worked examples. The rule W (g) is called the mean rule since
it is a weighted mean of A(g) and B(g). It can be seen as a least-squares best approximation
as discussed in paragraph 4.1.
The main results of this paper are discussed in Section 5. We first show that if one takes a
set of k+ 1 of open rules of degree one, Q0(g), . . . , Qk(g), whose first member is the midpoint
rule Q0(g) = 2 g(0) and the other members have two symmetrical rational nodes, there exists
a unique linear combination of the rules such that the combined rule Wk(g) has degree 2 k+1
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(see Proposition 3). As an illustration we apply the composite version of the rule W5(g) to
obtain approximations of pi with 60 significant digits (Example 8) using the model function
g(t) = 2/(1 + t2), 1 ≤ t ≤ 1.
Finally we show that one can expand the scheme considering combined rules where the
nodes of the 1-degree starting rules are pseudorandom rational numbers (paragraph 5.1). In
particular, we use a pseudorandom 151-degree combined rule giving an approximation of pi
with more than 500 significant digits as detailed in Example 9.
2 Notation and definitions
A quadrature rule Q(f) is an approximation of the integral
∫ b
a
f(x)dx obtained using values
of f (and/or its derivatives) on a discrete set of points in [a, b] (see for instance [3]).
Without loss of generality, we consider [−1, 1] to be the interval of integration and we will
denote by Q(g) a general quadrature rule to approximate the integral I(g) =
∫ 1
−1
g(t) dt.
Note that a rule Q(g), defined in [−1, 1], can be rewritten for the interval [a, b] as Q(f),
through a change of variable defined by the bijection
σ(t) = a+
b− a
2
(t+ 1), −1 ≤ t ≤ 1
where g(t) = f(σ(t)) .
The monomials 1, t, t2, . . ., are denoted by φj(t) = t
j , for j = 0, 1, . . ..
Definition 2.1. (Degree m of rule)
Let m ≥ 0 be an integer, µ0 = 2, µj = 0 for odd j and µj =
∫ 1
−1
φj(t) dt = 2/(j+ 1), for even
j, and let
µm+1 =
∫ 1
−1
φm+1(t) dt.
A rule Q(g) is of degree m ≥ 0 if it is exact for φj(t), with 0 ≤ j ≤ m, but not exact for
φm+1(t), that is, 
Q(φ0) = µ0
Q(φ1) = µ1
...
Q(φm) = µm,
but
Q(φm+1) 6= µm+1 .
In what follows, µm+1 (a.k.a. the principal moment) plays a key role and we shorten its
notation to
µ =
∫ 1
−1
φm+1(t) dt =
2
m+ 2
. (1)
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Definition 2.2. (Sign of a rule)
Let Qm(f) be a quadrature rule of degree m (m ≥ 0), such that
γQ = µ−Q(φm+1) .
The rule is positive (resp. negative) if γQ > 0 (resp. γQ < 0).
A pair of rules of the same degree whose respective value γ have opposite signs are rules of
particular interest. Such rules will be called companion rules.
Definition 2.3. (Companion rules)
Two rules A(g) and B(g), of the same degree m, such that γA and γB have opposite signs
are called companion rules.
3 Linear combination of two rules
We now address the problem of combining a pair of companion rules and show that the
resulting rule is not only a weighted mean of the two rules considered but also it has higher
degree of precision. An obvious advantage of this approach is that at a minor computational
cost, the value of the new rule can be closer to the integral than the values of the rules of the
starting pair (see Example 2).
Proposition 1. Let A(g) and B(g) be two rules both of degree m ≥ 0, such that
µA = A(φm+1) 6= µB = B(φm+1), (2)
and consider the linear combination of the rules
Y (g) =
µ− µB
µA − µB A(g) +
µA − µ
µA − µB B(g), (3)
where µ is the principal moment in (1). Then, the degree of the rule Y (g) is at least m+ 1.
Corollary 1. If A(g) and B(g) are companion rules of degree m ≥ 0, such that
µB < µ < µA or µA < µ < µB,
then the combined rule (3) has degree at least m+ 1 and
A(g) ≤ Y (g) ≤ B(g) or B(g) ≤ Y (g) ≤ A(g) . (4)
Proof of Proposition 1. Both rules are exact for φj(t) = t
j , with j = 0, 1, . . . ,m, that is,
A(φj) = B(φj) = I(φj). Therefore,
Y (φj) =
µ− µB
µA − µB A(φj) +
µA − µ
µA − µB B(φj),
=
µ− µB + µA − µ
µA − µB I(φj) = I(φj) .
So, the rule Y (g) has degree at least m. It remains to show that this rule is exact for φm+1(t)
which implies that its degree is at least m+ 1. From (2), we have
Y (φm+1) =
µ− µB
µA − µB µA +
µA − µ
µA − µB µB,
=
µµA − µµB
µA − µB = µ = I(φm+1) .
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Proof of Corollary 1. We assume that A(g) is positive and B(g) is negative being the proof
in the other case completely analogous. By definition of sign of a rule, we have µ > µA and
µ < µB, i.e.
µA < µ < µB .
Let α = µ− µB < 0 and β = µA − µ < 0 which implies α+ β = µA − µB < 0. The rule Y (g)
can be written as
Y (g) =
αA(g) + β B(g)
α+ β
,
where
c1 =
α
α+ β
> 0 and c2 =
β
α+ β
> 0,
So, the rule Y (g) is a linear combination of the rules A(g) and B(g) with positive coefficients
c1 and c2. Consequently, the inequalities in (4) hold, and the rule Y (g) is a weighted mean
of the companion rules A(g) and B(g).
Example 1. (S = 2/3M + 1/3T )
The well-konown midpoint and trapezoidal rules are, respectively,
M(g) = 2 g(0), T (g) = g(−1) + g(1). (5)
For φ2(t) = t
2, the principal moment is
µ =
∫ 1
−1
φ2(t) dt = 2/3 .
Since M(φ2) = 0 and T (φ2) = 1, we have
γM = µ−M(φ2) = 2/3 > 0 and γT = µ− T (φ2) = −1/3 < 0 .
Thus, by Definition 2.2, M(g) is positive, while T (g) is negative. Moreover, as γM .γT < 0,
the rules M and T are companion rules (see Definition 2.3).
Let us show that the linear combination (3) of these two rules of degree 1 coincides with the
Simpson rule, which is a rule of degree m = 3.
As µM = M(φ2) = 0 and µT = T (φ2) = 2, from (3) it follows
Y (g) =
µ− µT
µM − µTM(g) +
µM − µ
µM − µT T (g) =
2
3
M(g) +
1
3
T (g).
Taking into account the expressions (5), we get
Y (g) =
1
3
[g(−1) + 4 g(0) + g(1)] ,
which coincides with Simpson rule S(g) (see next example).
Example 2. (A combined rule of degree 5 using the Simpson rule )
One easily verifies that in [−1, 1] the (open) rule
A(g) = g
(
−
√
3
3
)
+ g
(√
3
3
)
,
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and the Simpson rule (closed)
S(g) =
1
3
(g(−1) + 4 g(0) + g(1)) ,
are both of degree 3. Let us show that they are companion rules, and verify that the respective
combined rule (3) has degree m = 5.
The principal moment is µ =
∫ 1
−1
t4 dt = 2/5, and
µA = A(t
4) = 2/9 =⇒ γA = µ−A(φ4) = 8/45 > 0
µS = S(t
4) = 2/3 =⇒ γS = µ− S(φ4) = −4/15 < 0,
and so A(f) is positive while S(f) is negative. We have µA − µS = 2/9 − 2/3 = −4/9 and
the rule Y (g) has the form
Y (g) =
γS
µA − µS A(g)−
γA
µA − µS S(g) =
3A(g) + 2S(g)
5
. (6)
The explicit expression of the weighted mean (6) is
Y (g) =
1
15
[
2 g(−1) + 9 g(−
√
3/3) + 8 g(0) + 9 g(
√
3/3) + 2 g(1)
]
. (7)
The rule Y (g) has degree m = 5 since
Y (φ4) = 2/5 and I(φ4) = 2/5,
Y (φ5) = 0 and I(φ5) = 0,
Y (φ6) = 14/45 6= I(φ6) = 2/7 .
The result in (7) shows the dependence of Y (g) on 5 nodes. In paragraph 3.2 we will construct
another rule of degree 5 using only 3 nodes.
In computational terms, given two rules A(g) and B(g) one does not need to use the expression
of the rule Y (g) in terms of the nodes like in (7) but just the linear combination (6).
In order to observe the numerical improvement one can get passing from a pair of companion
rules to the respective combined rule Y (g), let us approximate the following integral which
will be used as a test model in the subsequent examples:
I(g) =
∫ 1
−1
2
1 + t2
dt = pi .
For the first rule we obtain A(g) = 3, for the Simpson rule S(g) = 10/3 ' 3.333 . . . and for
the combined rule Y (g) = (3A(g) + 2S(g)) /5 = 47/15 ' 3.1333 . . .. Thus, the respective
errors are
EA(g) = I(g)−A(g) ' 0.14, ES(g) = I(g)− S(g) ' −0.19,
while EY (g) = I(g) − Y (g) ' 0.008. Once computed A(g) and S(g) the cost for computing
Y (g) is only an addition, two multiplications and a division. In this example an ' 5% relative
error in A(g) and S(g) yields to a relative error of ' 0.3% of the rule Y (g), meaning that
the combined rule is approximately 15 times more accurate than the two referred companion
rules.
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3.1 Families of companion two-point rules
Let t0, t1 be two distinct nodes belonging to [−1, 1], and the two-point quadrature rule
Q(g) = A0 g(t0) +A1 g(t1), (8)
where the parameters A0, A1 will be determined in order that the rule has a degree of precision
at least 1.
Facts:
(i) There are infinite choices of points (t0, t1) in the square region D = [−1, 1]× [−1, 1], for
which the rule Q(g) (considered as a function of (t0, t1)) is either positive or negative
and simultaneously has degree 1;
(ii) There are more positive rules than negative ones;
(iii) The points (t0, t1) ∈ D for which Q(g) has exact degree m = 2, lie on the hyperbole
L2,
L2 : 1/3 + t0 t1 = 0. (9)
(iv) There is exactly one (two-point) rule Q(g) with degree m = 3, namely for t0 = −
√
3/3,
t1 =
√
3/3, that is given by
Q(g) = g
(
−
√
3
3
)
+ g
(√
3
3
)
. (10)
-1.0 -0.5 0.0 0.5 1.0-1.0
-0.5
0.0
0.5
1.0
t0
t 1
Figure 1: Rules of degree 1: positive (gray) and negative (white).
In Figure 1 the points in the square region D for which the rule Q(g) is either positive or
negative are displayed in gray and white respectively. The boundary of this region contains
points of the hyperbole L2 in (9). For (t0, t1) belonging to the hyperbole L2 the rule Q(g) has
exactly degree one, meaning that there is an infinite number of rules of 1-degree each one with
6
nodes t0, t1 for which the point (t0, t1) belongs to one of the two branches of the hyperbole
L2 in Figure 1. Moreover, one immediately sees that the two-point closed Newton-Cotes rule
(t0 = −1 and t1 = 1) is a negative rule of order one, as it was assumed in Example 1. It is
also worth to recall that any closed Newton-Cotes rule of any degree m > 1 is negative as
well, whereas the open Newton-Cotes rules are all positive.
The mathematical aspects behind the facts (i)-(iv) above and the geometry of figures 1-2 can
be explained as follows.
Instead of the canonical polynomial basis of monomials of degree ≤ 3, we consider the basis
Ψ0(t) = 1
Ψ1(t) = (t− t0)
Ψ2(t) = (t− t0) (t− t1) (nodal polynomial)
Ψ3(t) = (t− t0)2 (t− t1) .
Imposing the condition that the rule Q(f) is of degree at least 1, the parameters A0, A1 in
(8) are computed. That is, considering Q(Ψ0) = I(Ψ0) and Q(Ψ1) = I(Ψ1), we obtain the
following triangular system in the unknowns A0, A1:{
A0 + A1 = 2
(t1 − t0)A1 = −2 t0,
-1.0 -0.5 0.0 0.5 1.0-1.0
-0.5
0.0
0.5
1.0
t0
t 1
Figure 2: Rules of degree ≥ 2: positive (dark gray) and negative (light gray).
The solution of this system is A1 = −2 t0/(t1 − t0) and A0 = 2 t1/(t1 − t0). Consequently,
the two-point rule
Q(g) =
2 t1
t1 − t0 g(t0)−
2 t0
t1 − t0 g(t1), t1 6= t0
has degree at least one.
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The rule applied to the nodal polynomial Ψ2(t) gives Q(Ψ2) = 0, whereas the moment
I(Ψ2) = 2/3 + 2 t0 t1. So,
γQ = µ−Q(Ψ2) = µ = 2
3
+ 2 t0 t1 .
Thus, the rule is of degree one and positive for the points (t0, t1) displayed in gray color in
Figure 1 and negative for the white points.
Remark 1. One advantage of the polynomial basis Ψ0(t),Ψ1(t), . . . is that from the nodal
polynomial onwards the rule is null and so the value of the parameter γQ coincides with
µ = I(Ψ3). This is the reason why we call µ the principal moment of the rule which also
gives the sign of a rule in the sense of Definition 2.2.
The rule Q(g) has degree ≥ 3 if and only if (9) holds and it has null moment µ =
∫ 1
−1
Ψ3(t) dt.
The rule has degree 2 and is positive when µ > 0 and negative otherwise. The condition
µ = 0 is given by the equation
L3 : 4 t0
3
+
2 t1
3
+ 2 t20 t1 = 0 . (11)
In Figure 2, the points for which µ > 0 (positive rule of degree 2) are displayed in dark gray
and in light gray the points with µ < 0 (negative rule). The boundary of the respective
domains is shown in dark bold. This boundary is the algebraic curve L3 defined by a cubic
polynomial as in (11).
The intersection points of the curves L2 and L3 are symmetrically distributed with respect
to the origin and are given by t0 = ±
√
3/3, with t1 = −t0. In figures 1-2 these intersection
points are the center of the circles in blue.
This fully justify the facts (i)-(iv). Analogous procedures enable us to obtain the geometry of
a family of rules with three distinct nodes. Indeed, following the same lines as above, we will
obtain a famous (positive) rule of degree 5, known as Gauss-Legendre rule (see for instance
[1], Ch. 6) with three nodes, which might be be combined with the 5 degree rule Y (g) given
in Example 2.
3.2 Families of companion three-point rules
In D = {(t0, t2, t3) : −1 ≤ t0 ≤ 1, −1 ≤ t1 ≤ 1, −1 ≤ t2 ≤ 1}, we consider the set of 3-point
quadrature rules
Q(g) = A0 g(t0) +A1 g(t1) +A2 g(t2), where t0 6= t1 6= t2 .
Firstly, we obtain the weights A0, A1, A2 in order that all the rules in the set have degree 2 and
are either positive or negative. This will enable us to find candidates to pairs of companion
rules of degree 2.
The weights Ai can be written as functions Ai = Ωi : D ⊂ R3 7→ R, for i = 0, 1, 2. In fact,
taking the polynomials
Ψ0(t) = 1
Ψ1(t) = t− t0
Ψ2(t) = (t− t0) (t− t1),
8
the rule has degree ≥ 2 if and only if it is exact for Ψ0,Ψ1 and Ψ2. That is, the weights are
solution to the triangular system
A0 + A1 + A2 = I(Ψ0)
(t1 − t0)A1 + (t2 − t0)A2 = I(Ψ1)
(t2 − t0) (t2 − t1)A2 = I(Ψ2).
Since we are assuming t0 6= t1 6= t2, this system has a unique solution,
A2 = Ω2(t0, t1, t2) =
I(Ψ2)
(t2 − t0) (t2 − t1)
A1 = Ω1(t0, t1, t2) =
I(Ψ1)− (t2 − t0)A2
(t1 − t0) (t2 − t1)
A0 = Ω0(t0, t1, t2) = 2− (A1 −A0) .
(12)
Thus,
Q(g) = Ω0(t0, t1, t2) g(t0) + Ω1(t0, t1, t2) g(t1) + Ω2(t0, t1, t2) g(t2), (13)
where Ωi are given by (12). After some simplifications the expressions in (12) become
Ω0(t0, t1, t2) =
2 (1 + 3 t1 t2)
3 (t1 − t0) (t2 − t0)
Ω1(t0, t1, t2) = − 2 (1 + 3 t0 t2)
3 (t1 − t0) (t2 − t1)
Ω2(t0, t1, t2) =
2 (1 + 3 t0 t1)
3 (t2 − t0) (t2 − t1) .
(14)
Now, let us consider the polynomials
Ψ3(t) = (t− t0) (t− t1) (t− t2) (nodal polynomial)
Ψ4(t) = Ψ3(t) (t− t0)
Ψ5(t) = Ψ4(t) (t− t1).
Remark 2. Note that the rule (13) is null when applied to Ψj, for j ≥ 3, and so the degree
of the rule is the same of the first index j ≥ 3 for which I(Ψj) 6= 0.
By construction, the rule Q(g) has order ≥ 2. Therefore, for any polynomial of the vector
space P2 (polynomials of degree ≤ 2) the rule is exact. In particular, it is exact for the
elements of the canonical basis of P2, that is for φj(t) = tj , with 0 ≤ j ≤ 2.
Since I(φ3) =
∫ 1
−1
t3 dt = 0, we have γ3 = −Q(φ3), where γj = I(φj) − Q(φj). Thus, Q(g)
has order exactly 2 if Q(φ3) 6= 0 and order ≥ 3 if Q(φ3) = 0.
Let P be the following polynomial
P (t0, t1, t2) = t
3
0 Ω0(t0, t1, t2) + t
3
1 Ω1(t0, t1, t2) + t
3
2 Ω2(t0, t1, t2), (15)
where Ωi are given by (14).
The rule (13) is:
9
Figure 3: Region giving positive rules of degree 2. The symmetrical 6 points
±(0,√3/3,−√3/3) , ±(√3/3, 0,−√3/3), ±(√3/3,−√3/3, 0) belong to the boundary of the
region. For points A and B see Example 3. For the points L1 and L2 see Example 4.
(i) positive if P (t0, t1, t2) < 0;
(ii) negative if P (t0, t1, t2) > 0;
(iii) of degree ≥ 3 if (t0, t1, t2) is a root of the polynomial equation P (t0, t1, t2) = 0.
Specific instances of the rule (13) with weights (14) are given in the following example.
Example 3. Let t0 = −15/16, t1 = −7/8, t2 = −3/4 (see Figure 3 where the point A
has coordinates1 (t0, t1, t2)) and P as in (15). Computing the Ωi’s, given by (14) we get
P (t0, t1, t2) < 0. Therefore the rule
A(g) =
2
9
[760 g(−15/16)− 1194 g(−7/8) + 443 g(−3/4)] ,
is positive, with degree 2.
Considering now t0 = −3/4, t1 = −7/8 and t2 = −3/4 (point B in Figure 3) we have
P (t0, t1, t2) > 0. Thus, the rule
B(g) =
1
117
[95 g(3/4)− 264 g(−7/8) + 403 g(−3/4)] ,
1After defining the polynomial expression (15), the coordinates of the point A have been found using the
predicate {P (t0, t1, t2) < 0,−1 ≤ t0 ≤ 1,−1 ≤ t1 ≤ 1,−1 ≤ t2 ≤ 1, t0 6= t1 6= t2} as argument to the
Mathematica [6] command FindInstance.
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is negative, with degree 2. Taking φ3(t) = t
3, the coefficients (3) of the combined rule are:
µ = I(φ3) = 0
µA = A(φ3) = −2257/786 (as µ− µA > 0 the rule A(g) is positive)
µB = B(φ3) = 2 975/19 984 (as µ− µB < 0 the rule B(g) is negative) .
As A(g) and B(g) have errors of opposite sign they are companion rules (see Definition 2.3).
The combined rule is
Y (g) =
2 975
32 316
A(g) +
29 341
32 316
B(g),
which coincides with the (open) 4-point rule
Y (g) =
4522000 g(−15/16)− 7659522 g(−7/8) + 3545421 g(−3/4) + 214415 g(3/4)
290844
.
It can be verified that Y (φj) = Y (φj), for j = 0, 1, 2, 3, and
I(φ4)− Y (φ4) = −58075361/220610560 < 0 .
Thus the combined rule Y (g) is negative and of degree m = 3.
As an exercise, the interested reader can verify that for any of the 6 points referred in Figure
3 the corresponding rule Q(g) in (13) has degree 3. Thus, one may conclude that there exists
an infinite set of rules of the referred type which are negative and of degree 3. Consequently,
as all rules belonging to the set of open Newton-Cotes rules, NC, are positive, so they are
good candidates to use in pairs of companion rules in order to obtain combined rules of
arbitrary order.
Example 4. (3-point Gauss-Legendre rule of degree 5)
A simple choice of nodes t0, t1 and t2 for the weights (14) of the rule (13) is t1 = 0, and
t2 = −t0, giving
Q(g) =
1
3 t20
g(t0) +
3 t20 − 1
3 t20
g(0) +
1
3 t20
g(−t0) . (16)
j Q(φj) I(φj) γj = I(φj)−Q(φj)
3 0 0 0
4 2 t20/3 2/5 2/15
(
3− 5 t20
)
5 0 0 0
6 2 t40/3 2/7 2/21
(
3− 7 t40
)
Table 1: Rule (13) for t1 = 0 and t2 = −t0.
For the polynomials φj(t) = t
j , with j ≥ 3, Table 1 displays the errors γj = I(φj) − Q(φj).
The rule has degree ≥ 4 if and only if γ4 = 0, that is, for t0 =
√
3/5. In this case the rule in
(16) becomes
Q(g) =
5
9
g
(
−
√
3
5
)
+
8
9
g(0) +
5
9
g
(√
3
5
)
. (17)
Taking into account the values of γ5 = 0 and γ6 > 0, the rule (17) has degree 5 and is positive.
This is the Gauss-Legendre rule with 3 nodes. In Figure 3, the points L1 and L2 correspond
to the nodes (t0, t1, t2) = ±(−
√
3/5, 0,
√
3/5) for which the rule has degree 5.
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4 The mean transformation rule W (g)
In what follows, Q denotes the set of rules with degree m ≥ 0. In Proposition 1, a new rule
has been assigned to a pair of companion rules belonging to Q. In order to generalize this
scheme, let us define a transformation
W : Q×Q → Q
(A,B) 7→W (g),
where W (g) will enjoy analogous properties of the linear combination Y (g) in (3), in the
sense that the rule W (g) has degree greater than those of the arguments A(g) and B(g). The
rule W (g) will be called mean rule.
As before, for a given rule Q(g) ∈ Q, we compute the quantities µ and µQ, defined by
µ =
∫ 1
−1
φm+1(t) dt and µQ = Q(φm+1), (18)
where φj(t) = t
j , j = 0, 1, . . ..
Definition 4.1. (Mean rule)
Let Q be the set of rules of degree m ≥ 0 and A(g), B(g) belonging to Q. The mean rule of
A(g) and B(g) is
W (g) =

A(g) +B(g)
2
, if µA = µB
(m+ 2)µB − 2
(m+ 2) (µB − µA) A(g) +
2− (m+ 2)µA
(m+ 2) (µB − µA) B(g), if µA 6= µB
(19)
where µA and µB are as in (18).
Proposition 2. The mean rule (19) has degree at least m+ 1.
Proof. As the rules A(g) and B(g) have degree m ≥ 0, we know that A(φj) = B(φj) = 0, for
odd j, and
A(φj) = B(φj) =
∫ 1
−1
φj(t) dt =
2
j + 1
, j = 0, 2, 4, . . . ,m . (20)
In the case µA = µB, from (20), it follows
W (φj) =
A(φj) +B(φj)
2
= I(φj), for j = 0, 1, . . . ,m,m+ 1.
So, W (g) has degree ≥ m+ 1.
When µB − µA 6= 0, let us show that there exists a unique pair (α, β) such that
W (g) = αA(g) + β B(g), α, β ∈ R,
has degree ≥ m+ 1.
For j = 0, 1, . . . ,m,m+ 1, substituting g in W (g) by each φj(t) and applying (20), we obtain
the linear system {
α + β = 1
µA α + µB β = µ .
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Since µA 6= µB this system has the unique solution
α =
(m+ 2)µB − 2
(m+ 2) (µB − µA) , and β =
2− (m+ 2)µA
(m+ 2) (µB − µA) .
Thus, W (g) has degree at least m+ 1.
Example 5. We now construct the mean rule of (10) and the Simpson’s rule (both rules of
degree 3) and show that the mean rule has degree 5. The starting rules will be denoted by
A(g) and S(g), respectively:
A(g) = g(−
√
3/3) + g(
√
3/3), S(g) = 1/3 (g(−1) + 4 g(0) + g(1)) .
We have,
µ = I(φ4) = 2/5, µA = A(φ4) = 2/9, µS = S(φ4) = 2/3, and µS − µA = 4/9 .
Thus,
W (g) =
5µS − 2
5 (µS − µA)A(g) +
2− 5µA
5 (µS − µA) S(g) =
3
5
A(g) +
2
5
S(g)
= 2/15 g(−1) + 3/5 g(−√3/3) + 8/15 g(0) + 3/5 g(√3/3) + 2/15 g(1) .
(21)
As W (φ5) = I(φ5) = 0 the rule has degree m = 5.
We note that W (g) is a companion rule of the positive Gauss-Legendre rule (17) since γ6 =
I(φ6)−W (φ6) = −8/315 < 0. We may also obtain the mean rule of (17) and (21). That is,
W˜ (g) = 1/630
[
54 g(−1) + 416 g(0) + 54 g(1) + 125 g(−√3/5)+
+ 125 g(
√
3/5) + 243 g(−√3/3) + 243 g(√3/3)
]
.
This rule has degree m = 7 and is negative since γ8 = I(φ8)− W˜ (φ8) = −16/1575.
Let g(t) = 2/(1 + t2) and I(g) =
∫ 1
−1 g(t) dt = pi. We have
W˜ (g) =
1321
420
, whose error is I(g)− W˜ (g) ' −0.0036 .
Recall that the error with Simpson’s rule is approximately −0.19 (see Example 2) and so the
mean rule W˜ leads to a remarkable gain in accuracy.
4.1 The mean rule W (g) as a least-squares approximation
We now show that given two rules A(g) and B(g), its mean rule W (g) is the least-squares
approximation to the vector of moments
h = (µ0, µ1, . . . , µm, µ)
T ∈ Rm+2, (22)
where, as before, the moments are: µj =
∫ 1
−1
φj(t) dt (for j = 0, . . . ,m) and µ =
∫ 1
−1
φm+1(t) dt.
We know that A(φj) = B(φj) = µi, for i = 0, . . .m and A(φm+1) = µA, B(φm+1) = µB are
two distinct numbers (the case µA = µB is trivial since the arithmetic mean is a least-squares
approximation of h by rules of the type (23) below).
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Consider the linear independent (µA 6= µB) vectors of Rm+2:
vA = (A(φ0), A(φ1), . . . , A(φm), A(φm+1))
T = (µ0, µ1, . . . , µm, µA)
T
vB = (B(φ0), B(φ1), . . . , B(φm), B(φm+1))
T = (µ0, µ1, . . . , µm, µB)
T ,
The least-squares approximation of (22) by quadrature rules of the form
Q(g) = αA(g) + β B(g), ∀α, β ∈ R, (23)
is equivalent to the least-squares approximation of h by vectors of the form
v = αvA + β vB, ∀α, β ∈ R.
That is, the minimizer of the function
F (α, β) =
m+1∑
i=0
(α vA,i + β vB,i − hi)2 , ∀α, β ∈ R .
Denoting by s the number s =
∑m
i=0 µ
2
i , the minimum of F is the solution of the system of
normal equations [
s+ µ2A s+ µA µB
s+ µA µB s+ µ
2
B
] [
α
β
]
=
[
s+ µA µ
s+ µB µ
]
,
whose solution is
α =
µ− µB
µA − µB , β =
µA − µ
µA − µB .
Thus, the rule that is the best approximation of (22), in the sense of least-squares, coincides
with the mean rule (19). For other connections of quadrature with least-squares approxima-
tions see [5].
Example 6. (A mean rule of degree 7)
Consider the Gauss-Legendre rule (17)
A(g) =
5
9
g
(
−
√
3
5
)
+
8
9
g(0) +
5
9
g
(√
3
5
)
.
and the open Newton-Cotes rule with 5 nodes:
B(g) =
1
576
[275 g(−4/5) + 100 g(−2/5) + 402 g(0) + 100 g(2/5) + 275 g(4/5)] .
The rules A(g) and B(g) have degree m = 5 and are both positive with
µ =
∫ 1
−1
φ6(t) dt = 2/7,
µA = A(φ6) = 6/25 =⇒ γA = µ− µA = 8/175 ' 0.046 > 0
µB = B(φ6) = 472/1875 =⇒ γB = µ− µB = 446/13125 ' 0.034 > 0 .
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Rule Error
A(g) = 19/6 −0.0251
B(g) = 3 756/1 189 −0.0174
W (g) = 156 637/49 938 0.00496
Table 2: Errors of A(g), B(g) and the mean rule of degree 7.
The respective mean rule of A(g) and B(g) is
W (g) =
1
11 088
[20 625 g(−4/5) + 7 500 g(−2/5) + 1 606 g(0) + 7 500 g(2/5)+
+20 625 g(4/5)− 17 840 g(−√3/5)− 17 840 g(√3/5)] . (24)
This rule is positive of degree m = 7:
W (φj) = I(φj), j = 0, . . . , 7,
µW = W (φ8) = 26/125, γW = I(φ8)− µW = 16/1125 ' 0.014 > 0 .
Note that γW < γB < γA and γW /(γA + γB)/2) ' 0.36, suggesting that the absolute error of
W (g) given by (24) is approximately 1/3 of the arithmetic mean of errors of the rules A(g)
and B(g).
For I(g) =
∫ 1
−1
2/(1 + t2) dt = pi, we compare in Table 3 the errors of A(g), B(g) with the
error of the mean rule W (g).
Dividing the interval [−1, 1] into n ≥ 2 equal parts, and considering the composite rules
An(g), Bn(g) and Wn(g), the gain of accuracy of the mean rule Wn(g) relatively to the two
rules of degree 5 is numerically illustrated by the Table 3, where the respective errors are
displayed. For subintervals of length h = 2/1024 ' 0.0020 the composite rule W1024(g)
produces an approximation of pi with 33 significant digits.
n I(g)-An(g) I(g)-Bn(g) I(g)-Wn(g)
2 0.0005245 0.0003838 -0.00002362
4 1.431×10-6 1.050×10-6 -5.595×10-8
8 7.250×10-9 5.389×10-9 8.424×10-13
16 1.135×10-10 8.438×10-11 1.027×10-15
32 1.774×10-12 1.319×10-12 1.004×10-18
64 2.772×10-14 2.060×10-14 9.806×10-22
128 4.331×10-16 3.219×10-16 9.576×10-25
256 6.767×10-18 5.030×10-18 9.352×10-28
512 1.057×10-19 7.860×10-20 9.133×10-31
1024 1.652×10-21 1.228×10-21 8.919×10-34
Table 3: Errors for the composite rules An, Bn and Wn .
5 Open rules of arbitrary degree with pseudorandom rational
nodes
The usual approach to approximate I(g) =
∫ 1
−1
g/t) dt is to construct a quadrature rule by
mean of the interpolating polynomial of a given set of nodes in [−1, 1]. It is well-known
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that the resulting rules can be highly unstable when one increases the number of nodes. For
instance, this is the case of the closed Newton-Cotes rules with a number of equally spaced
nodes greater than 10. In order to overcoming such instability we are going to purpose the
construction of rules of high degree by combinations of starting rules of degree one.
For any integer k ≥ 1, suppose it is given k + 1 open rules
Q0(g) = 2 g(0) (midpoint rule)
Q1(g) = g(−t1) + g(t1)
Q2(g) = g(−t2) + g(t2)
...
Qk(g) = g(−tk) + g(tk),
(25)
where the symmetrical nodes ti, for i = 1, . . . , k, belong to (−1, 1), are nonzero distinct
rational numbers. Consider the combined rule
Wk(g) = a0Q0(g) + a1Q1(g) + . . .+ akQk(g) . (26)
In general the rules (25) are numerically stable and the assumption of the rationality of the
nodes ti, has the advantage of obtaining values free of rounding errors provided exact compu-
tation is performed. This is possible with any symbolic language system whose arithmetic is
exact for rational numbers such as the Mathematica. Thus, a rational linear combination of
the rules (25) will be numerically more interesting than the consideration of rules computed
directly from an interpolatory rule of the 2 k + 1 nodes.
Due to the fact we are considering nodes symmetrically distributed in (−1, 1), for any odd
j ≥ 1 we have
Qi(φj) = I(φj) = 0, j odd, i = 0, 1, . . . , k, (27)
Moreover, all the rules in (25) have degree one since
Qi(φ0) = 2 = I(φ0)
Qi(φ1) = 0 = I(φ1)
Qi(φ2) = 2 t
2
i , i = 0, . . . , k .
The rules (25) cannot be of degree 2, unless t2i = 1/3, which is never the case since we are
assuming the rationality of the nodes. If the combined rule (26) has a certain even degree d,
then Wk(g) has degree at least d + 1 due to (27). Thus, the degree of the combined rule is
always odd.
In the following proposition we prove that there exist unique rational coefficients a0, a1, . . . , ak
such that the linear combination (26) has odd degree m = 2 k + 1. This result suggests that
an efficient algorithm can be designed to obtain combined rules of arbitrary degree, starting
from rules of degree one.
Proposition 3. Let be given k + 1 rules as in (25) with ti ∈ Q, and consider the linear
combination (26) with coefficients a0, . . . , ak. Then,
(i) the weights a0, a1, . . . , ak exist and are unique;
(ii) a0 + a1 + . . .+ ak = 1;
(iii) the weights are rational numbers;
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(iii) the degree of the combined rule Wk(g) in (26) is m = 2 k + 1.
Proof. For the sake of simplicity we just prove the statements for k = 1 and k = 2 but the
result for any other k ≥ 1 will follow by induction on k.
The combined rule for k = 1 is
W1(g) = a0Q0(g) + a1Q1(g) .
Due to (27), one has W1(φ1) = 0 and I(φ1) = 0. So, W1(g) has degree d ≥ 2 if and only if
the following two conditions hold:
W1(φ) = I(φi), i = 0, 2,
that is, {
2 a0 +2 a1 = 2
2 t21 a1 = 2/3 .
The first equation is just (ii). Moreover, the above system has the unique solution a1 =
1/(3 t21), a0 = 1 − a1. Since t1 ∈ Q, then a0, a1 are also rational and (i) and (iii) hold.
Finally, by (27) we have
W1(φ3) = I(φ3) = 0,
which implies that the rule has degree m ≥ 3. However, as
W1(φ4) = 2/3 t
2
1, I(φ4) = 2/5,
the equation 2/3 t21− 2/5 = 0 does not have solution in Q and so the rule W1(g) cannot have
degree 4. So, m = 3 = 2 k + 1.
Let k = 2. Consider the combined rule
W2(g) = a0Q0(g) + a1Q1(g) + a2Q2(g) .
Due to (27), trivially W1(φ1) = 0 and I(φ3) = 0. So W2(g) has degree d ≥ 4 if and only if
the following three conditions hold:
W2(φ) = I(φi), i = 0, 2, 4,
that is, 
2 a0 + 2 a1 + 2 a2 = 2
2 t21 a1 + 2 t
2
2 a2 = 2/3
2 t41 a1 + 2 t
4
2 a2 = 2/5 .
Equivalently, 
a0 + a1 + a2 = 1
t21 a1 + t
2
2a2 = 1/3
(t21 t
2
2 + t
4
2) a2 = t
2
1/3 + 1/5 .
(28)
The first equation of the above triangular system is just (ii). Also, as the solution of the this
system consists of sums, products and quotients of nonzero rationals, then a0, a1, a2 ∈ Q and
so (i) is true. Finally, by (27) we have
W2(φ5) = I(φ5) = 0,
and so that the rule has degree m ≥ 5. However,
W2(φ6) 6= I(φ6) = 2/7 .
which implies that W2(g) cannot have degree 6. So, its degree is m = 5 = 2 k + 1 and (iii)
holds.
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Remark 3. The system (28) is almost singular if one takes the nodes t1 6= t2 very close
to the central node 0. Therefore for non exact arithmetic one expects that the combined rule
W2(g) will be numerically unstable for t1, t2 ' 0. Thus, one might prefer a combined rule
with distinct nodes t1, t2 closer to 1 rather than 0. However, for exact computations on the
rationals the solution a0, a1, a2 is exact and so, by construction, the rule W2(g) is stable,
assuming that the function g is sufficiently smooth in [−1, 1].
Example 7. (A combined open rule of degree 7)
Consider the rules
Q0(g) = 2 g(0)
Q1(g) = g(−1/2) + g(1/2)
Q2(g) = g(−1/3) + g(1/3)
Q3(g) = g(−1/4) + g(1/4),
and the respective combined rule
W3(g) = a0Q0(g) + a1Q1(g) + a2Q2(g) + a3Q3(g) .
As predicted by Proposition 3, this rule has degree m = 2 k + 1 = 7. Indeed, the weights ai
satisfy the conditions W3(φi) = I(φi), for i = 0, 2, 4, 6 = 2 k, that is, they are solutions of the
system 
1 1 1 1
0 1/2 2/9 1/8
0 1/8 2/81 1/128
0 1/32 2/729 1/2048


a0
a1
a2
a3
 =

1
2/3
2/5
2/7
 .
Solving this system, we get
W3(g) =
−4 426
105
Q0(g) +
5 344
315
Q1(g)− 5 589
49
Q2(g) +
309 248
2 205
Q3(g). (29)
One may also confirm that the sum of the weights in (29) is 1. As
γW3 = I(φ8)−W3(φ8) =
1 817
15 120
' 0.1202 > 0, (30)
the combined rule as degree m = 7 (and is a positive rule).
In Example 6 we have constructed another rule of degree 7, the mean rule W (g) in (24).
For the model function g, comparing the parameter γW3 ' 0.1202 with the corresponding
parameter γW ' 0.014, it is expected that the rule (24) will perform better than the rule
(30) (particularly when we considerer the composite versions as in Table 3). However, the
rule W3(g) uses only rational nodes whereas the rule (24) does not. So, due to Remark 3, we
prefer the rule W3(g).
Composite rules of a certain degree m for which the respective value of the parameter γ is
very close to zero are particularly useful. In fact, in this case it means that the nodes t1, t2, . . .
have been chosen such that the combined rule is almost optimal in the sense that it acts like
a perturbed rule of the optimal rule of maximum degree. In the following example, from a
set of starting rules of degree 1 of type (25)-(26), we construct a 11-degree combined rule
whose parameter γ is small.
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Example 8. (A combined open rule of degree 11)
Consider the Legendre polynomial of degree 10
P10(t) = 1/256
(−63 + 3465 t2 − 30030 t4 + 90090 t6 − 109395 t8 + 46189 t10) ,
whose roots belong to (−1, 1). It is well known that an interpolatory rule taking as nodes
the 10 zeros of the polynomial P10(t) (know as a 10-point Gauss-Legendre rule) is a rule of
maximal degree m = 17.
A combined rule of the type (26), based on degree 1 rules (25) whose nodes are (a certain
number of) rational approximations of the zeros of P10 is expected to be almost as accurate
as the maximal degree rule of Gauss-Legendre type. For instance, consider for the positive
nodes the following rational approximations of the 5 positive roots of P10(t) (computed with
an error2 ≤ 10−16),
t1 =
41349881
277750224
, t2 =
26322066
60734531
t3 =
209827923
308838634
t4 =
130457471
150806838
t5 =
272617463
279921589
.
These nodes define the rules Q0(g), Q1(g), . . . , Q5(g) in (25). Let us now compute the weights
of the corresponding combined rule
W5(g) = a0Q0(g) + a1Q1(g) + a2Q2(g) + a3Q3(g) + a4Q4(g) + a5Q5(g) .
The conditions W5(φi) = I(φi), i = 0, 2, 4, 6, 8, 10 give rise to a system in the unknowns
a0, . . . , a5 whose solution is given in Figure 4
a0= - 1 589344503936 756210206376690210615 654027910794834025660 293669545971164 930 244173 617366689136676527766 574581928155890599203 778427222300738679393 368890
a1= 133 557 686977 121219574407040 864736 833 554802828325557817 771754672223195000353 422096615969308613156 098490892380438288505 861877208033740021153 373618176451 934 818900 307152593460446 934541 804 050036645784268953 134343661576304758482 506927853239811706413 392041715963988795187 336781201013381494788 463016075
a2= 5365959 451147 157223168529602456116 788132899427629320700 752073873201291222538 088231832828918033719 171941879075444894116 789 646 954 832 734 051 22319928 045 563 512 930300821160232350 362 215 127858643661964 919232368380861937622 218791427783480238454 007268423624195622241 983369022 563 537 222 095 650
a3= 13 019613 653 434624154109877132789 943437 953274183393106 164194522755193033449 081592068683935651482 352857552986207615410 247814249086 076 254 395 33694459 426855 710 769259173459333081532 171301 276322907567668 955006144756363822612 825226785808353537867 806072267609315534517 691622809047 133 945 353 777525
a4= 1027479 594790 785125640360236646846 205386681779336002227 951004937647904168853 409405249391249727196 288512590360079780787 646 128 684 346 471 439 9846875010 500946 088198781760770332011 079255334989751497267 666315745818665017946 712455984438331675275 886611145625944483764 576 848 630 951 198 355 875
a5= 55423196549 374 784695275 844794481 110 668078 272652897662 816776844946037672484 615570071190520327429 526823939906416466680 655590686493411 760 413 431325089 289831289 621111 627339344 674123018524 776328 741958995896478 236056521104312032866 975702436306673291115 978264293130593613873 525762114 970289686272 532 833529125
Figure 4: Weights for the combined rule W5 .
The rule has degree m = 11 (see Proposition 3) and its parameter γW5 is
γ
W5(g)
= I(φ12)−W5(φ12) ' 2.105 ∗ 10−17 . (31)
Comparing with the parameter γW ' 0.014 of the rule (24), in Example 6, (or (30) for a
another rule of degree 7), one can predict that the composite rule W5(g)n, for n subintervals
of [−1, 1], will produce better numerical results than the rule W .
For I(g) =
∫ 1
−1
2/(1+t2) dt = pi, the Table 4 shows the errors of the composite rule W5(g)n, for
n = 2, 4, 8, . . . 1024 subintervals. Comparing the values in this table with the ones in Table 3
we observe a real improvement of the accuracy relatively to the approximations obtained
with the rule (24). Note that the last computed value of W5(g)1024 gives an approximation
of pi with 60 significant digits.
2Using the Mathematica command Rationalize[argument, 10−16] .
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n I(g)-W5(g)n
2 -2.53050 ×10-13
4 3.27493 ×10-19
8 -7.20445 ×10-25
16 -4.72515 ×10-35
32 -5.44486 ×10-40
64 -3.28015 ×10-44
128 -2.00196 ×10-48
256 -1.22190 ×10-52
512 -7.45789 ×10-57
1024 -4.55194 ×10-61
Table 4: Errors for the composite W5(g)n rule for g(t) = 2/(1 + t
2), with −1 ≤ t ≤ 1 .
In spite of the starting rules Q0(g), . . . Q5(g) being rules of degree 1 only, we invite the reader
to verify that a rule such as the composite Simpson rule (degree 3) is totally unable to give
an approximation of pi with the referred high precision of the value W5(g)1024.
Thus, we see that the rules Q0(g), . . . , Q5(g) are like a basis for the combined rules W5(g) of
degree m = 11. It is interesting to observe what happens when we replace the element Q0(g)
(midpoint rule) by a new one, say Q˜0(g) = g(−1) + g(1) (trapezoidal rule) and consider the
new combined rule W˜5(g). The same code that produced (31) and the error values in the
Table 4 gives for W˜5(g):
γ
W˜5(g)
= I(φ12)− W˜5(φ12) ' −5.243 ∗ 10−18 .
and the respective errors are displayed in Table 5.
n I(g)-W5 (g)n
2 -2.53050 ×10-13
4 3.27494 ×10-19
8 -7.20442 ×10-25
16 -3.63000 ×10-35
32 1.25510 ×10-40
64 8.09784 ×10-45
128 4.94362 ×10-49
256 3.01735 ×10-53
512 1.84164 ×10-57
1024 1.12405 ×10-61
Table 5: With Q0(g) = g(−1)+g(1), errors for the composite W˜5(g)n (companion to the rule
given in Table 4) .
Thus W5(g) and W˜5(g) are companion rules. Consequently, for g(t) = 2/(1 + t
2), we have
W˜5(g)1024 < pi < W5(g)1024 .
In fact, rounding W˜5(g)1024 to 61 decimal places we get
W˜5(g)1024 = 3.141592653589793238462643383279502884197169399375105820974944
whose error is
pi − W˜5(g)1024 ' 1.12 ∗ 10−61 .
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5.1 High degree pseudorandom combined rules
Considering k pseudorandom rational numbers in (0, 1), the 1-degree starting rules Qi(g) and
the respective combined rule Wk(g)
Qi(g) = g(−ti) + g(ti), i = 0, . . . k
Wk(g) =
∑k
j=0 aj Qj(g),
(32)
the Proposition 3 is obviously valid and so combined rules with pseudorandom nodes preserve
the properties discussed before.
Example 9. (A pseudorandom rule of degree m = 151)
In order to test the stability property of the combined rule when k is large, we take k = 75.
Using the Mathematica command SeedRandom[2020] we generate 76 pseudorandom rational
numbers3. Then, we compute the weights of the combined rule W75(g) in (32). Finally, we
use the composite version W75(g)n, for n subintervals of [−1, 1], applied to the function
g(t) = 2/(1 + t2).
The combined rule W75(g) has degree m = 151 and its error parameter is
γ
W75(g)
= I(φ152)−W75(φ152) ' 3.151 ∗ 10−22 .
We show in Table 6 the errors for the composite rule with n = 2, 4, 8, . . . , 1024 subintervals,
where I(g) = pi. Thus, W75(g)1024 produces and approximation of pi with 507 significant
digits.
n I(g)- W75(g)n
2 -7.901×10-77
4 1.505×10-116
8 1.752×10-160
16 -5.432×10-206
32 1.444×10-254
64 -2.636×10-300
128 3.241×10-368
256 1.428×10-414
512 6.256×10-461
1024 2.739×10-507
Table 6: Errors for the composite rule W75(g)n .
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