In this paper, the prediction of heart disease based on feature selection by using multilayer perceptron with back-propagation algorithm and k-nearest neighbor algorithm based on an explicit similarity measure with biomedical test values to diagnose heart disease is presented. The main motivation for this paper is to classify the heart disease with reduced number of attributes. We use the weight information by a multilayer perceptron to determine the attributes which reduces the number of attributes which is needed to be taken from original datasets (13 attribute is reduced to 8 attributes). Afterward, we used k-nearest neighbor algorithm to predict the diagnosis of heart disease after the reduction of a number of attributes. The accuracy differs between 13 attributes and 8 attributes in testing data set is 93% and 90%, respectively. The experimental results show that our propose classification help in the best prediction of heart disease which even helps doctors in their diagnosis decisions.
Preliminaries
The prediction of heart disease by using data mining is one of the most interesting and challenging tasks. The shortage of specialists and high wrongly diagnosed cases has necessitated the need to develop a fast and an efficient detection system. Most hospitals today to generate huge amounts of data which take the form of numbers, text, charts, and images for managing their healthcare or patient data [1] . Unfortunately, these data are rarely used to support clinical decision because in these data is a wealth of hidden information. Therefore, the main objective of this paper is to identify the key patterns or features from the heart disease data sets using our propose algorithm. The attributes that are most relevant to diagnosis of heart disease can be observed. This will help the medical practitioners to understand the root causes of disease in depth. This is the main motivation for this paper.
Previously presented methods for prediction of heart disease by using machine learning and traditional approach. Sellapan et al., [2] describe a method based on decision tree algorithm, naïve Bayes classifier, and neural networks algorithm for prediction of heart disease, which is computationally expensive. This technique achieved predictive are 96.6% against a set of 13 attributes were used for prediction. A method based on association rules with decision trees algorithm was proposed by Carlos et al, [3] presented implemented efficient search for diagnosis of heart disease. Lee et al., [4] used the multi-parametric feature with linear and nonlinear characteristics for prediction of heart disease. A model intelligent for prediction of heart diseases application built with the aid of data mining techniques like naive Bayes classifier, decision trees algorithm, and neural network algorithm was proposed by Sellapan et al., [2] . An association rules for heart disease was proposed by Ordonez et al. [5] . Deekshatulu et al. [6] applied evolutionary algorithm for prediction of heart disease. Jabbar et al., applied graph based approach for prediction of heart disease. A cluster based association rule data mining for prediction of heart attack was proposed by Deepika [7] . Overall, most of these attempts have been performed for prediction of heart disease, but they have limitations. The shortage of specialists and high wrongly diagnosed cases has necessitated the need to develop a fast and an efficient detection system. Therefore, we proposed a novel method for the prediction of heart disease based on the combine of feature selection by using multilayer perceptron with back-propagation algorithm and k-nearest neighbor algorithm based on an explicit similarity measure algorithm.
We train the multilayer perceptron with back-propagation algorithm for reduction of all attribute and then used k-nearest neighbor algorithm based on an explicit similarity measure algorithm for prediction of heart disease. The rest of the paper is organized as follows: Section 2 provides a more thorough overview of the heart disease data set. Section 3 describes our validation of heart disease prediction. Section 4 and 5 describe the results and conclusions of our efforts.
Heart Disease Data Set
For the training and testing, we selected heart disease dataset come from medical data set. For the Rapid miner tool the data sets need to be in the comma separated values (CSV) format. The descriptions of the database are summarized in Table 1 . An example CSV file for the credit scoring data is given in Figure 1 . Figure 1 An example CSV format for the prediction of heart disease.
Classification Performance Measures

Binary Classification
The performance of classification algorithms is usually examined by evaluating the sensitivity, specificity, and accuracy of the classification.
Sensitivity is the fraction of retrieved instances that are relevant while specificity is the fraction of relevant instant that are retrieved. The accuracy is the fraction of correct predictions. These values are defined as Eq. (1) 
True Negative (TN): The TN rate is the number of points that the classifier correctly predicts as negative and defined as Eq. (5).
False Positive (FP): The FP rate is the number of points that the classifier predicts to be positive, which in fact belong to the negative and defined as Eq. (6).
False Negative (FN): The TN rate is the number of points that the classifier predicts to be in the negative, which in fact belong to the positive class and defined as Eq. (7).
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Receiver Operating Characteristics Analysis
Receiver operating characteristic (ROC) curves are useful for assessing the accuracy of predictions when there are two classes. In a ROC curve the TP rate (SE) is plotted in function of the FP rate (1-SP) for different cut off points. Each point on the ROC plot represents a SE/SP pair corresponding to a particular decision threshold. A test with perfect discrimination (no overlap in the two distributions) has a ROC plot that passes through the upper left corner (100% SE, 100% SP). Therefore the closer the ROC plot is to the upper left corner, the higher the overall accuracy of the test [9] . 
The following Table 2 (a-c) is a generic representation of Eq. (8) and Eq. (9) using the terminology introduced above. 
Feature Selection by using Multilayer Perceptron
In this section, we propose a novel algorithm for the feature selection for prediction of heart disease. In particular, we want to maximizing hit rate and minimizing complexity of the model through feature selection. In this stage, we use the multilayer perceptron with back-propagation algorithm to score the probability of attribute for the feature selected. The formula for feature selection by multilayer perceptron is defined by Eq. (10a and b) , which proposed by [10] . 
And i is the current neuron input, j is the neuron, l is the current layer, s is neuron output, d is the desired output, fi is a derivative activation. Finally, this procedure is repeated until the error is less than a previously adopted threshold value. In our experiment, we use two separate data sets, a training (70%) and testing (30%).
Originally data set had 14 attributes, we can reduction of a number of attributes are 8 attributes. The number of attributes is reduced to 8 by using multilayer perceptron with back-propagation algorithm are listed in Table 3 . 
Prediction of Heart Disease using k-Nearest Neighbor Algorithm based on An Explicit Similarity Measure
After removing the low weight variables, the prediction of heart disease by k-Nearest Neighbor algorithm is used. The k-Nearest Neighbor algorithm is based on learning by analogy, that is, by comparing a given test example with training examples that are similar to it. The k-NN algorithm is defined as Eq. As a formal description, given the training set T = {(xi, yi)|yi is the class of xi} and an input xi the k-NN algorithm attempt to find a set of the k closet objects Nk(x) from the observations in T. The k-NN algorithm for binary classification is defined by Eq. (12a and 12b). In two class classification problem, it is helpful to choose k to be an add number to avoid tied votes. As for distance similarity measure or metric, the Euclidean distance is used in cases of numeric attributes and defined by Eq. (13).
It is also viewed as a similarity measure between two points. Figure 2a and Figure  2b shows the decision boundaries of k-NN algorithm when k is 1 and 2, respectively. Consider from Figure 2a and Figure 2b , a training data set including 8 attribute with two classes {square, circle} is distributed in 2-dimensional data space. Figure  2b shows fewer misclassified training observations than the result from Figure 2a .
Results
We have performed classification based on feature selection by using multilayer perceptron with back-propagation algorithm and k-nearest neighbor algorithm based on an explicit similarity measure on heart disease databases. The experimental results under the framework of Rapid Miner Studio (Version 6.0). All experiments were performed on a Duo Core with 1.8GHz CPU and 2G RAM. The experimental results are partitioned into several sub items for easier analysis and evaluation. One the first part, SE, SP, and AC will be partitioned in the first table while the second part, we also show the ROC analysis for reference and evaluation. The summary results from prediction of heart disease with 14 attribute and 8 attribute are compared is show in Table 4 and Table 5 . Table 4 The confusion matrix results based on feature selection by using multilayer perceptron with back-propagation algorithm and k-nearest neighbor algorithm based on an explicit similarity measure with 14 attribute. Table 5 The confusion matrix results based on feature selection by using multilayer perceptron with back-propagation algorithm and k-nearest neighbor algorithm based on an explicit similarity measure with 8 attribute. Proof of performance Evaluation: Consider the 2-dimensional prediction of heart disease dataset shown as Table 4 and Table 5 . For above confusion matrix in Table 4 , TP for class "Yes" is 415 while TN is 420 whereas, for class "No", FN is 30 and FN is 35 (diagonal element of matrix 415+420=835 represents the correct instances classified and other elements 30+35=65 represents the incorrect instances). Therefore, the TP rate equals diagonal element divided by sum of relevant row, while the FP rate equals non-diagonal element divided by sum of the relevant row (TP rate for class "Yes" = 415/(415+35) =0. 92+, the FP rate for class "Yes" = 30/(30+420) =0. 06+, TN rate for class "No" = 420/(30+420) = 0.93+, and FN rates for class "No" = 35/(415+35) = 0.07+). The confusion matrix in Table 5 , TP for class "Yes" is 398 while TN is 411 whereas, for class "No", FN is 39 and FP is 52 (diagonal element of matrix 398+411=809 represents the correct instances classified and other elements 39+52=91 represents the incorrect instances). Therefore, TP rate equals diagonal element divided by sum of relevant row, while FP rate equals non-diagonal element divided by sum of relevant row (TP rate for class "Yes" = 398/(398+52)=0.88+, FP rate for class "Yes" = 39/(39+411)=0.08+, TN rate for class "No" = 411/(39+411)= 0.91+, and FN rate for class "No" = 52/(411+52) = 0.11+). All the experimental results are shown in Table 6 and ROC analysis performance is shown in Table 7 . 
Confusion Matrix (classified as 900 instances)
Conclusions
In this paper, the k-nearest neighbor algorithm based on an explicit similarity measure in data mining are compared for predicting heart disease with reduced number of attributes based on multilayer perceptron with back-propagation algorithm. Original dataset of 14 attributes is reduced to 8 attributes using back-propagation algorithm. Also, the observations exhibit that the k-nearest neighbor algorithm based on an explicit similarity measure is successful after incorporating feature subset selection with the back -propagation algorithm. Our results show that the proposed algorithm achieves highest SE, SP, and AC values are 0.80, 0.80, and 81.90%, respectively. The summary results with 14 attribute and 8 attribute are compared and presented in Figure 3 . The blue circles represent the tested negative while red circles represent the tested positive by the algorithm are presented in Figure 4 . 
