Introduction
In many classes of continuous-time control problems coming from real world applications, control actions in the shape of jumps at certain instants can be useful to be considered. This technique is called impulsive control.
The main idea is to split the continuous-time interval in some stages, performing control actions impulsively just in the instants among the stages, with the dynamic system keeping its autonomous dynamics within the stages. The concept and the principles of the impulsive control, and also some simple examples of applications in plants whose variables should be changed instantaneously have been presented by Yang [18, 19] .
In the present article, the solution of impulsive control problems is sought by a discrete-time point-of-view, by an open-loop continuous-variable dynamic optimization algorithm. Discrete-time dynamic programming is a well-known multi-stage optimization technique [2, 3] , which has been used and showed to be a very powerful tool. The article [9] uses dynamic programming methods to resolve an impulsive control problem. in that work, solutions are synthesized via the Hamilton-Jacobi-Bellman (HJB) approach, like as in a continuous-time dynamic programming problem. The scheme proposed here is more flexible than the HJB approach, in terms of possibilities of the objective function and constraint definition, and is an alternative to using enumerative discrete-time dynamic programming algorithms, which have prohibitive computational complexity [3, 6] .
Two relevant case studies are considered here: the biological control of plagues in a farm using a prey-predator model and the pulse vaccination strategy using a SIR epidemic model. Some recent applications of impulsive control in prey-predator models and in SIR epidemic models, for example, are presented in [10, 15, 20] .
This article is structured as follows: Section 2 discusses the impulsive control. Section 3 discusses the discrete-time approach for impulsive control problems and presents an openloop dynamic optimization algorithm. Section 4 presents the application of the proposed methodology in two numerical case studies.
Impulsive control
Let T ∈ R be the optimization horizon and Γ = {τ 0 , . . . , τ N } be the set of control instants in [0, T ], such that: τ k < τ k+1 , τ 0 = 0 and τ N = T . These intervals do not have to be equidistant. Consider a plant whose state variables belong to X ⊂ R n and the inputs or the control laws belong to U k ⊂ R n , for all k = 0, . . . , N − 1. The state at time τ k is x(τ k ) (a continuoustime variable) and the control action at time τ k is u[k] (a discrete-time variable). The time instant τ + k is defined as a time instant "just before" the impulsive action in τ k . The time instant τ + k is formally defined as a number that fulfills τ + k = τ k + , with 0 < < δ, for any finite δ > 0. Definition 2.1 (Yang) In an impulsive control problem, the state at each time τ k , x(τ k ) ∈ X, can be changed impulsively by
Neither traditional ordinary differential equations (ODEs) nor traditional maps can separately describe the impulsive process. So, hybrid systems have been considered [1] . A hybrid system is a dynamic system that involves both continuous-time and discrete-time equations which interact with each other. These systems have been modeled by impulsive differential equations (IDEs) [13] , whose stability analysis has been studied in [14, 17] , among others.
The impulsive differential equations whose describe an impulsive system can be:
where
Each initial value problem (IVP) in (2) is valid during the time in which there is no control action (external agent) in the systemthe system presents its autonomous dynamics within such time intervals. A new initial condition for the system is x(τ + k ), established in each stage according to the difference equation (1) , linking each stage with the next one. The set of initial conditions in t = 0 must be previously known, if the explicit simulation of the system is to be performed.
In many control problems, there is an endpoint constraint: the state at the final of the optimization stages must reach a specified goal, for all feasible initial state vectors:
This end-point goal may be an equilibrium of the impulsive system. An equilibriumx of an impulsive dynamic system can be defined as the vector for which holds:
Thus, associated with this equilibriumx, there are two other fixed variables: the controlū,
, for each stage (k), and the initial condition of the IVPx + , such that:
, for each (k). For this condition, it holds that:x + =x +ū.
3 Discrete-time dynamic optimization scheme
The aim of this article is to study impulsive control problems from a discrete-time optimization point of view. For it, the following discrete-time variable notation is considered:
. Thus, the corresponding discrete-time dynamic system can be written as:
In this sense, the values of the state variables are considered in the optimization just in the time instants Γ = {τ 0 , . . . , τ N } and the state in each stage is supposed to be calculated by the impulsive differential equation shown in (2) .
as a separable costfunction of the stage (k) and g N (x[N ]) as the final cost. A ranking based on the sum of the costs per stage leads to the optimal solution. This is the "Bellman's Optimality Principle" [3] .
The discrete-time dynamic optimization problem for impulsive systems can be formulated as above. (6) subject to:
Because of the difficulties to reach on equality constraints, a relaxation in the end-point goal (3) can also be performed, by using an inequality constraint considering a set of admissible length around the goal. The relaxing set considered here is a ball with a given radius around the end-point goal. This relaxed problem for an impulsive system can be formulated as above.
subject to:
These impulsive problems (6) and (7) are treated here as a discrete-time dynamic optimization problems.
The article [6] proposes to optimize continuous-variable discrete-time dynamic programming problems considering the objective function and all the constraints re-written as functions of just the initial state and of the optimal control action sequence. The proposed procedure leads to exact solutions, in the case of problems with continuous variables, and to lower bound solutions, in the integer variable case. The idea is to study the dynamic of the system through the iteration of sets instead of placing the dynamics in arcs of a graph, as would be performed in discrete-variable dynamic programing 1 , and also instead of generating analytical solutions to variational formulations of continuous variable problems 2 .
The proposed dynamic optimization algorithm for impulsive control involves:
1. Allowing the relaxation at the end-point constraint at the final stage;
4 Numerical case studies
Two numerical case studies involving impulsive systems are presented: the biological control of pests (in Subsection 4.1) and the epidemics control through periodic vaccinations (in Subsection 4.2).
Biological control of pests
Biological control of pests in farms aims the reduction of pest populations, achieved with the action of other living organisms, often called natural enemies [5, 11] . The interaction of pests and its natural enemies can be represented by predator-prey models. Other control method could be the chemical control, where pesticides are useful, and also the hybrid control (integrating the biological control with the chemical control). This article considers the prey-predator model shown in (8) .
In the above, the parameters a, γ, α, b and β are positive constants with known values and x = x(t) and y = y(t) denote the density of preys and predators, respectively. This case study considers the relation between the caterpillar of the soy (Anticarsia gematalis) and its enemies, like wasps and spiders. The values of the system parameters are shown in Table 1 . The origin (0, 0) is an unstable equilibrium of this system and there is a stable equilibrium with nonzero number of pests (65.5172, 4.7241). As the acceptable number of pests is x * = 20, a control action must be developed, through the insertion of caterpillar natural enemies. The authors chose apply impulsive biological control strategies. Recently, the dynamics of preypredator models have been investigated using impulsive differential equations [15] .
The objective function of this problem is supposed to be linear, with the parameters c k (corresponding to the plagues) and d k (corresponding to the predators) as positive constants. This assumption is reasonable, since the cost of predators is proportional to the quantity being launched, and the cost of farming loss is proportional to the number of plague units (at least within a large variable range, in which the soy plants do not approximate a situation of being destroyed). The decision variable sequence {u[0], . . . , u[N − 1]} represents the density of predators to be launched at each discrete time stage.
This impulsive-time dynamic optimization problem can be formulated as above. (9) subject to: For the purpose of the case study presented here, the initial prey density is x 0 = 100, the initial predator density is zero y 0 = 0 and the time horizon is T = 200 days. The duration of each stage is δT = 20 days; therefore, there are N = 10 stages. The constants c k and d k are all equal to 1. Figure 1 shows the optimal evolution of preys and predators throughout the stages (in logarithmic scale) and its phase diagram. Notice that the end-point x * has been reached since the first optimization stage.
The impulsive dynamic system model, employed with a dynamic optimization approach, as suggested here, can be more easily implemented in real farms, than the result obtained by continuous-time control action procedures [11] . An optimal chemical control could also be calculated considering impulsive dynamic system models, using the proposed dynamic optimization approach. 
Optimal vaccination strategies in epidemic control
Epidemic is an alteration in one or more characteristics in a significant number of individuals, normally related to the the loss of health. The interaction among individuals of a population and with the environment is the basic mechanism behind the epidemic spread. These interactions have been mathematically modeled and studied [4, 16] . This case study considers the mathematical model of an epidemic propagation called SIR [12] . This model classifies the individuals in three states: susceptible (S), infected (I) and recovered (R). These three states are related by the dynamic system shown in (10) . In the above, N is the size of population, µ is the ratio of new susceptible per time unit, γ is the ratio of infected individuals that are recovered per time unit and β is the ratio of contacts between individuals that lead to disease transmission, per time unit.
It is assumed that N is constant along the time; therefore the variables can be written as ratios: s(t) = S(t)/N , i(t) = I(t)/N , r(t) = R(t)/N and also r(t) = 1 − s(t) − i(t). Thus, the dynamic system (10) can be rewritten as a two-dimensional system (11) .
The basic reproductive number R 0 is defined as R 0 = β/(µ + γ), which represents the average number of infections produced by an infected individual. The article [12] shows that the system SIR (11) has an asymptotically stable endemic equilibrium iff R 0 > 1.
The values of the parameters in this paper correspond to the epidemic of measles in the United Kingdom in the period 1950-68. Table  2 presents these values. Note that R 0 > 1, thus this system has an asymptotically stable endemic equilibrium. In fact, by simulation, it can be seen that 24% of the population would be infected in the equilibrium state. Therefore, a control action must be applied in this system, for instance a vaccination process. This work proposes using nonfixed pulse vaccination strategies, which is an impulsive control defined by repeated application of vaccination in discrete times with equal interval. Pulse vaccination have been studied recently [10, 20] , as also the stability of its equilibrium.
The strategy to be considered is: the public health policy-maker should choose a timeinterval for vaccination, in order to generate a new equilibrium point (in the sense of impulsive system equilibrium), with an acceptable level of infected individuals 3 . This equilibrium corresponds to a constant percentage of the population that should be vaccinated in each time-stage, with an infinite time horizon. This choice can be performed via a bi-objective analysis, considering both the cost related to the damage with infection and the vaccination cost as a non-linear function of the vaccination coverage [7] . The percentage of the population to be vaccinated in the infinite time horizon,p, is associated to constant numbers of susceptible and infected (those will be calleds andī, respectively). This vector is a stable equilibrium of the impulsive system, that is treated in the end-point constraint of the dynamic optimization problem.
The An impulsive-time formulation considering a square-ball (without lost of generality) around the goal can be given as above. 
The initial susceptible ratio is s 0 = 0.999, the initial infected ratio is i 0 = 0.001 and the optimization horizon is T = 100 years. The duration of each stage is one year, δT = 1. Therefore, there are N = 100 stages. The endpoint goal of this problem is i * = 0, corresponding to the constant periodic impulsive vaccination withp = 0.4. The ratio of the squareball around the chosen end-point goal is supposed to be = 10 −4 , what means that it allows 0.01% of infected individuals in the final stage. The constants of the objective function are c k = 0, 9×10 7 and d k = 0, 1×10. Each decision variable p[k] is constrained to be between 0.4 (the value associated to the relaxed endpoint goal) and 0.8 (because vaccinate more than 80% of a population migth be very difficult).
An interesting observation, related to the relaxation of the end-point constraint in this case is: the SIR model assumes a population of infinite size, in which the statistical fluctuations around the mean predicted behavior do not occur. As long as the actual populations are finite, a very low but non-zero level of infected individuals will eventually lead to disease eradication, due to such fluctuations. Exploiting such effect can lead to disease eradication policies that are much less costly than "brute-force" ones, with similar effectiveness. Figure 2 shows the evolution of the system for constant periodic impulsive vaccination p = 0.4. Note the evolution of the susceptible (going to a periodic condition) and the evolution of infected (going to zero). Figure 3 shows the optimal evolution of susceptible and infected throughout the stages (in logarithmic scale) found by the proposed algorithm, and its phase diagram. The optimal cost function value is 190. The value of the same cost-function to the constant vaccination with percentagep = 0.4 would be 11,005 (almost 6,000% greater). Note that the system reach in the equilibrium before T = 50, the half of the optimization horizon. Some tests have been also performed with with other equilibrium points, and also with linear, non-convex and discontinuous costfunctions, with satisfactory results. The technique presented above can also be easily used considering other control actions (such as isolation, or mixed strategies). The control action prescription resulting from the dynamic optimization of impulsive dynamic system models can be efficiently implemented as health policy actions, from the practical point of view.
Conclusions
This article has presented a discrete-time dynamic optimization formulation for impulsive control problems. A continuous-variable algorithm has proposed for dealing with this kind of problem. The numerical results obtained in the two case studies show the applicability and efficiency of the proposed approach. Applications in other dynamic problems whose variables should be changed instantaneously are hopeful to be promising.
