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The purpose of this study was to develop an automatic classiﬁer to increase the accuracy
of  the forced oscillation technique (FOT) for diagnosing early respiratory abnormalities in
smoking patients. The data consisted of FOT parameters obtained from 56 volunteers, 28
healthy and 28 smokers with low tobacco consumption. Many supervised learning tech-
niques were investigated, including logistic linear classiﬁers, k nearest neighbor (KNN),
neural networks and support vector machines (SVM). To evaluate performance, the ROC
curve of the most accurate parameter was established as baseline. To determine the best
input features and classiﬁer parameters, we used genetic algorithms and a 10-fold cross-
validation using the average area under the ROC curve (AUC). In the ﬁrst experiment, the
original FOT parameters were used as input. We  observed a signiﬁcant improvement in
accuracy (KNN = 0.89 and SVM = 0.87) compared with the baseline (0.77). The second exper-
iment performed a feature selection on the original FOT parameters. This selection did
not  cause any signiﬁcant improvement in accuracy, but it was useful in identifying more
adequate FOT parameters. In the third experiment, we performed a feature selection on
the  cross products of the FOT parameters. This selection resulted in a further increase inAUC  (KNN = SVM = 0.91), which allows for high diagnostic accuracy. In conclusion, machine
learning classiﬁers can help identify early smoking-induced respiratory alterations. The
use  of FOT cross products and the search for the best features and classiﬁer parameters can
markedly improve the performance of machine learning classiﬁers.∗ Corresponding author. Tel.: +55 21 23340705.
E-mail addresses: plopes@uerj.br, plopeslib@gmail.com (P.L. Melo).
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1.  Introduction
Mortality caused by smoking is one of the few chronic dis-
eases where further increases in prevalence are predicted in
the coming decades. According to World Health Organization
estimates, tobacco-attributable deaths will rise from 5.4 mil-
lion in 2005 to 6.4 million in 2015 and 8.3 million in 2030. The
number of projected deaths for 2030 ranges from 7.4 to 9.7
million [1].
One of the main causes of this adverse scenario is that the
diagnosis of smoking-induced respiratory changes is usually
made only in late stages, when respiratory function is already
impaired. There is general agreement in the literature that it
is necessary to develop new accurate and non-invasive tests
of lung function [2–4]. In the case of smoking, the National
Heart Lung and Blood Institute recently recommended that
research into new technologies to improve non-invasive test-
ing of lung function in this disease should be a priority
[5].
The experimental method used to implement system iden-
tiﬁcation in the analysis of respiratory mechanics constitutes
what is termed the forced oscillation technique (FOT). The
FOT is based on the application of a pressure signal dur-
ing spontaneous breathing, and the resulting pressure and
ﬂow changes are analysed to calculate respiratory impedance
[6–10]. This method is currently the state-of-the-art for the
assessment of lung function [7] and has been used for research
purposes for many  years [3,6–9]. The method is simple and
requires only passive cooperation, with no forced expiratory
manoeuvres. Despite the obvious advantages of the FOT in
terms of its non-invasiveness and lack of dependence on
patient cooperation, the FOT has not become a standard
methodology for the routine assessment of lung function.
In the context of a diagnostic framework, although obtain-
ing respiratory impedance values is easy, the interpretation
of resistance and reactance curves and the derived parame-
ters measured by the FOT requires training and experience,
and it is a difﬁcult task for the untrained pulmonolo-
gist.
In recent years, strong evidence has emerged regarding the
convenience of FOT measurements in several contexts [6–8].
The efﬁcacy of many  FOT measurements has been demon-
strated in terms of the achievement of various clinical goals
[6–8]. In particular, recent studies from our group provided evi-
dence that measurements of respiratory impedance using the
FOT may contribute in the diagnosis of chronic obstructive
pulmonary disease (COPD) [11–15]. COPD is a disease associ-
ated with an abnormal inﬂammatory response of the lungs to
noxious particles or gases, particularly cigarette smoke, the
primary risk factor for COPD [16].
To simplify the diagnostic use of the FOT, our group
recently developed clinical decision support systems based
on machine learning (ML) algorithms that were able to help
diagnose COPD using FOT measurements [17,18]. In addition
to the development of an automatic classiﬁer, the use of ML
algorithms also contributed to improve the diagnostic accu-
racy of COPD [18]. However, these studies were limited to the
diagnosis of late stages of COPD, when medical and social
costs are already high [16]. Previous studies have shown that b i o m e d i c i n e 1 1 2 ( 2 0 1 3 ) 441–454
the FOT may contribute to the detection of early respiratory
changes due to smoking [11]. These initial studies, however,
presented limited diagnostic accuracy and did not include
the development of dedicated clinical decision support sys-
tems.
Based on these promising results and limitations, we
hypothesized that the use of ML  algorithms associated with
FOT measurements would help in the early detection of the
effects of smoking on the respiratory system. Such a sys-
tem would detect early smoking-induced respiratory changes
while these pathologic changes are still potentially reversible,
which is of utmost importance in the prevention of COPD [16].
There has been no research dedicated to this problem to date.
The aims of this study were (1) to evaluate the perfor-
mance of several ML algorithms to develop an automatic
classiﬁer to help diagnose early smoking-induced respira-
tory changes using forced oscillation measurements; (2) to
increase the accuracy of the FOT in detecting early respira-
tory abnormalities in smoking patients; and (3) to identify the
best conﬁguration for the diagnosis of respiratory changes in
smoking patients.
The remainder of this article is organized as follows.
The healthy and smoking patient groups we  examined are
characterized in Section 2, along with a description of the mea-
surement protocol. This section also presents the evaluated
classiﬁers and describes the methods used for performance
evaluation, classiﬁer comparison, feature selection and exper-
imental design. Section 3 presents the results, and Section 4
discusses the results with respect to the search for the best
classiﬁer and parameters for detecting early respiratory abnor-
malities. Finally, Section 5 summarizes the main outcomes of
this investigation and proposes future steps in this research
topic.
2.  Methods
2.1.  Data  sets
We utilized a group of FOT measurements that differed slightly
from a previous study regarding the diagnosis of early smok-
ing abnormalities [11]. This study included healthy control
subjects with normal spirometry [19] who had never smoked,
as well as smoking subjects without COPD [16] and history
of asthma [20], who had no cardiovascular, gastrointestinal,
renal or neurological symptoms. This group of measure-
ments allowed us to identify the best baseline parameter
for accuracy comparisons and evaluate the effects of opti-
mized classiﬁers in diagnostic accuracy. In the present work,
we performed experiments with two data sets. The ﬁrst
dataset consisted of 7 possible input features (FOT param-
eters) from 168 measurements acquired from 56 volunteers.
We found no differences between the biometrical character-
istics of healthy individuals and smokers (healthy, n = 28, age:
33.1 ± 8.2, weight: 66.1 ± 11.8 kg, height: 167.4 ± 8.2 cm;  smok-
ers, n = 28, age: 35.1 ± 9.7 years, weight: 66.1 ± 10.7 kg, height:
166.9 ± 7.9 cm)  [11]. The second data set consisted of 28 input
features representing the cross products of the original FOT
parameters of the same 168 measurements.
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.2.  Forced  oscillation  measurements  and  parameters
he system used for respiratory impedance analysis was
eveloped in our laboratory and described in detail previously
21]. Measurements were conducted in conformity with the
ecommendations issued by a task force of the European Res-
iratory Society [6]. Brieﬂy, the instrument allowed evaluation
f total respiratory input impedance (Zrs), which was esti-
ated from signals coming from a pressure transducer (P)
nd pneumotachograph (V′) placed close to the individual’s
outh (Zrs = P/V′). The oscillations applied to the respira-
ory system were produced by a loudspeaker and directed
o the individual’s mouth while the individual breathes vol-
ntarily. The forced pseudorandom noise used in this study
as composed of 16 harmonics (4–32 Hz) of the fundamental
2 Hz). The peak-to-peak amplitude of this excitation signal
as 2 cm H2O. During the measurements, the subjects used
 nose clip and supported their cheeks and sub-mandible
issues with their hands to reduce the shunt effect [6,7].
ressure and ﬂow signals were sampled at 1024 Hz for 16 s.
 fast Fourier transform algorithm was applied to adjacent
nd interpolated 4 s data blocks. Impedance data correspond-
ng to coherence values higher than 0.9 were retained for
nalysis and calculated by averaging three 16 s manoeu-
res.
Linear regression analysis was performed for the real part
f the impedance from 4 to 16 Hz, which extrapolated the res-
iratory resistance at 0 Hz (R0) and the slope (S) of the linear
elationship of resistance versus frequency. These parameters
re related to the total resistance and homogeneity of the
espiratory system, respectively [12,22,23]. Mean resistance
Rm), primarily sensitive to airway calibre [9], was also calcu-
ated.
The imaginary part of the impedance was characterized
y the mean reactance (Xm) and the resonance frequency (fr),
hich are associated with ventilation homogeneity [24]. The
espiratory system dynamic compliance (Crs,dyn) and the abso-
ute value of respiratory impedance in 4 Hz (Zrs4 Hz) were also
valuated. Zrs4 Hz represents the total mechanical load of the
espiratory system [6,9], and it is associated with the work
equired to move air in the respiratory system.
.3.  The  studied  classiﬁers
n this particular study, the following classiﬁcation algorithms
ere evaluated:
 Logistic linear classiﬁer [25,26]
 k nearest neighbor [25]
 Neural networks [27]
 Support vectors machines [28]
These algorithms were chosen because they represent a
road variety of classiﬁer algorithms from Lippmann’s list
f types of classiﬁers [25]. These algorithms will be brieﬂy
escribed. A complete description of the algorithms can be
ound in the references.
The logistic linear classiﬁer is obtained by logistic regres-
ion. The classiﬁer is a member of the family of methods
alled generalized linear models (“GLM”) [29]. Such models o m e d i c i n e 1 1 2 ( 2 0 1 3 ) 441–454 443
include a linear portion followed by a link function. The lin-
ear function of the predictor variables is calculated, and the
result of this calculation is passed through the link func-
tion. For logistic regression, the linear result is run through
a logistic (sigmoid) function. The parameters of the linear
function can be determined by maximising the likelihood
criterion using a logistic (sigmoid) function. Although it is
structurally simple, logistic regression is used extensively
in numerous disciplines, including the medical and social
science ﬁelds. Logistic regression is quick to ﬁt, and the dis-
covered model is easy to implement and quick to recall. It
frequently achieves better performance than competing, more
complex techniques.
The k nearest neighbor (KNN) algorithm is one of the
simplest and most elegant classiﬁcation methods in pattern
recognition [25]. KNN is a type of instance-based learning,
or lazy learning, which means that in the learning stage,
it simply stores a set of labelled instances (training set).
When a new query has to be classiﬁed, the algorithm ﬁnds
k numbers of training instances closest to the query point,
using a similarity function usually based on Euclidean dis-
tance. The classiﬁcation is performed using majority vote
among the classiﬁcation of the k objects. If k = 1, then the
object is simply assigned to the class of its nearest neigh-
bor.
An artiﬁcial neural network (ANN) is a massive parallel
system [27] composed of many  neurons (simple processing
elements) with a function that is determined by the network
architecture, synaptic weights (connection strengths) and the
processing performed at the neurons. Neural networks are
capable of acquiring knowledge through a learning process
and storing it in the synaptic weights. One of the most success-
ful neural network architectures is the multilayer perceptron
(MLP). MLP has been successfully applied to a variety of pat-
tern recognition problems in industry, business, science [30]
and medical diagnosis [30,31]. One of the most important fea-
tures of a neural network is the ability to generalize what it
has learned from the training procedure. This feature allows
the network to address noise in the input data and provide
correct outputs to new data patterns, i.e., data that were not
used to train the network.
Support vector machines (SVM) are learning systems based
on statistical learning theory [28] and have been successfully
used in a variety of classiﬁcation and regression problems. For
a two-class classiﬁcation problem, the basic form SVM is a
linear classiﬁer that performs classiﬁcation by constructing
a hyperplane that optimally separates the classes. The opti-
mal  hyperplane is the one that provides the maximal margin.
(The margin is deﬁned as the distance from a training sample
and the hyperplane). It can be proven that this particular solu-
tion has the highest generalization ability. This formulation
can be generalized by applying a non-linear mapping of the
training set. The data are transformed into a new feature high-
dimensional space where the classes are more  easily separable
and an optimal hyperplane can be found. The radial basis
function Kernel is frequently used to accomplish this non-
linear mapping and is frequently the ﬁrst non-linear mapping
to consider. Although the decision surface (hyperplane) is lin-
ear in the high dimensional space, when it is observed in the
original low-dimensional feature space, it is no longer linear,
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indicating that SVM can also be applied to data that is not
linearly separable [32].
2.4.  Performance  evaluation
The main goal of performance evaluation is to choose the
best classiﬁer model and estimate its performance on future
examples (termed “generalization”) [33,34]. To obtain a per-
formance evaluation, one ﬁrst has to choose the performance
function based on the speciﬁc domain of the application. Some
of the more  commonly used measures are accuracy, sensi-
tivity, speciﬁcity, true positive rate, false positive rate, recall,
precision and the area under the receiver operating character-
istic (ROC) curve (AUC) [35]. In this work, we chose sensitivity
(Se), speciﬁcity (Sp) and area under the curve (AUC) for the ROC
curves because they are often used in medical diagnosis and
allow comparison of our results to other recent studies per-
formed by our group [11,13]. After choosing the performance
function, one has to deﬁne the evaluation structure to esti-
mate performance of the learned model from available data.
We want to estimate the performance of an algorithm in unob-
served examples to determine the generalization capability of
the algorithm. This performance evaluation can be conducted
using either hold-out or k-fold cross-validation procedures
[33]. We  did not use hold-out because it is necessary to split
the available datasets into training and test datasets. Hold-
out is trained with a training data set, and the performance of
the trained classiﬁer is evaluated in the test data set to esti-
mate the generalization accuracy. A drawback with hold-out is
that different hold-out sets (different splits) result in different
results. Additionally, depending on the size of available data,
one can underestimate of the generalization capability [36].
We chose to use k-fold cross validation because it allows a bet-
ter use of the available dataset. The dataset is partitioned into
k equal (or approximately equal) data subsets or folds [37]. For
each fold in turn, use that folder for testing and the remaining
k − 1 folders are used for training a classiﬁer. The performance
of each learning algorithm on each fold can be tracked. Upon
completion, k samples of the performance metric are avail-
able and different methodologies, such as averaging, can be
used to obtain an aggregate measure of classiﬁcation accuracy
from these samples. It is also possible to use these samples in
a statistical hypothesis test to compare two or more  machine
learning algorithms.
The hypothesis test is another key element when one
would like to compare two or more  machine learning algo-
rithms. In the hypothesis test, we  want to test if there is
no difference in the performance of two classiﬁers (null
hypothesis) under a certain conﬁdence level (usually 95%). For
comparing within one data set, one can use Student’s t-test
(t-test) or one of its variations [33]. Dietrich [34] notes that
the use of a t-test has a risk of Type I errors, i.e., determin-
ing a difference where none exists, and suggests the use of
5 × 2 cross-validation or McNemar’s test. For multiple data sets
from different domains, Demsar [38] recommends Wilcoxon’s
signed ranks test, Friedman tests and post hoc tests. The
hypothesis test used McNemar’s test, following the recom-
mendations of Dietrich [34], and Wilcoxon’s signed ranks test
on the AUCs of the test folds, as suggested by Demsar [38]. b i o m e d i c i n e 1 1 2 ( 2 0 1 3 ) 441–454
2.5.  Feature  selection
As a part of the design process of the classiﬁer system, it is
customary to perform an input feature selection step. The
purpose of this step is to obtain the smallest set of relevant
and informative features that can yield satisfactory perfor-
mance [39]. Other motivations to perform feature selection
are related to general data reduction to reduce storage space,
increase algorithm speed, gain knowledge on the process that
generates the data and allow data visualization (2D or 3D)
[39]. Feature selection is also important when one is dealing
with a large number of inputs. This case requires estimating
a large number of model parameters, which can be difﬁcult in
datasets of limited size [31].
We can essentially divide feature selection methods
into three groups: ﬁlters, wrappers and embedded methods
[39]. Filter methods provide a ranked order of the features
using a relevant index, such as correlation coefﬁcients or
classical statistical tests. Wrappers normally apply an efﬁ-
cient search strategy to ﬁnd the best features based on
the machine learning algorithm performance, such as the
classiﬁcation accuracy. Embedded methods perform feature
selection in the process of training and are usually speciﬁc
to some given learning machines, such as decision trees
[39].
We determined the best features for classiﬁcation using
a wrapper strategy. The applied search strategy looked for
the feature set that maximized the area under the ROC curve
(AUC). The AUC was used as a performance metric because it
is often used in medical diagnosis [40–43] and provides a better
metric than accuracy to compare classiﬁers [44–46]. The AUC
allows the use of the probability estimations or “conﬁdence”
of the class prediction provided by the classiﬁers. This infor-
mation is completely lost when one uses accuracy, because it
does not consider the probability of the prediction; as long as
the class with the largest probability estimation is the same
as the target, it is regarded as correct [46].
Bradley [44] has compare popular machine learning algo-
rithms using AUC and found it presents some desired
properties such as: better sensitivity in ANOVA tests, it is inde-
pendent of the decision threshold and it invariant to a priori
class probability distributions. Huang and Ling [46] have estab-
lished a formal criteria for comparing two different measures
for learning algorithms and they have shown theoretically and
empirically that AUCs, in general, are much better measure
than the accuracy.
Two different search strategies were used as a result of
using two different input sets. For the input of the original FOT
parameters, we applied an exhaustive search instead of using
suboptimal search strategies, such as forward and backward
[47], because the number of parameters was small.
When the input set was the cross products of the FOT
parameters, the search was conducted using genetic algo-
rithms [48,49]. Genetic algorithms provide an adaptive search-
ing mechanism inspired by Darwin’s principle of reproduction
and survival of the ﬁttest. The individuals (solutions) in a pop-
ulation are represented by chromosomes, and each individual
is associated with a ﬁtness value (problem evaluation). The
chromosomes are subjected to an evolutionary process that
takes several cycles (generations). The basic operations are
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election, reproduction, crossover and mutation. Parent selec-
ion yields a higher probability of reproduction to the ﬁttest
ndividuals. During crossover some reproduced individuals
ross and exchange their genetic characteristics. Mutations
ay occur in a small percentage and cause a random vari-
tion in the genetic material, thus contributing to introduce
ariety in the population. The evolutionary process guides
he genetic algorithm through more  promising regions in the
earch space. Some of the advantages of using genetic algo-
ithms are that it is a global search technique, it can be applied
o optimize ill-structured problems, and it does not require
 precise mathematical formulation for the problem. Genetic
lgorithms are robust, applicable to many  problems and efﬁ-
ient in that either a sub-optimal or optimal solution may be
ound within reasonable time and computational effort.
.6.  Design  of  the  experiments
e  conducted our study with three experiments. In the ﬁrst
xperiment, we did not perform any feature selection. We  used
he dataset of the original FOT parameters. The four classiﬁers
LOGLC, KNN, ANN and SVM) were implemented with a pat-
ern recognition toolbox (prtools) for Matlab [50]. The LOGLC
id not have parameters. In the KNN, k was set 1, so we have
he one nearest neighbor classiﬁer (1-NN). In the ANN classi-
er, the parameter to be search is the number of neurons in
he hidden layer. The SVM with a radial basis function kernel
ad two parameters, the regularization parameter C and the
tandard deviation of the radial basis function r. The search
or the best parameters was performed with a 10-fold cross-
alidation using the average area under the ROC curve (AUC)
n the test folds as a performance index.
The strategy used to avoid over-ﬁtting is based on the use
f the cross-validation, the choice of classiﬁer complexity and
n the training procedures. The logistic linear classiﬁer is a
imple linear model, so it is less prone to over-ﬁtting. The
rtiﬁcial neural network is trained with early stopping which
 standard training procedure to improve the generalization
nd thus to avoid over-ﬁtting [27]. In this method, the train-
ng procedure is stopped when the performance on validation
et (which is different from the training and the test sets)
oes not improve anymore. In this work, the validation set
s an artiﬁcially generated set of 1000 samples per class, based
n k-nearest neighbor interpolation on the training set. The
upport vector machine (SVM) training procedure uses reg-
larization. This technique helps to prevent over-ﬁtting by
enalizing model complexity. In the SVM, the parameter C
ontrols the amount of regularization. If C is small, then there
s a small penalty to increase the margin, hence improving
he generalization, at the cost of a few misclassiﬁed training
oints. If C is big, the penalty to increase the margin is higher,
o there will be less increase in the generalization. So, in order
o maintain a good generalization capability, the search for
he appropriate value of C is restricted to a small interval.
he k nearest neighbor classiﬁer, with the number of neigh-
ors set to be equal 1, does not have any mechanism in the
raining procedure to avoid over-ﬁtting. In this case and also
or all other classiﬁers, the use of the k-fold-cross-validation
ill help to provide an estimate of the generalization error (or
ther performance measure), which is obtained by averaging o m e d i c i n e 1 1 2 ( 2 0 1 3 ) 441–454 445
the performance measure in the k test folds. It means that
the reported result is the average performance of k classiﬁers
trained and tested with k different partitions of the avail-
able dataset. This procedure helps to mitigate the over-ﬁtting
because it prevents the report of optimistic result obtained
from a speciﬁc division of the dataset in train and test sets.
The ROC curve for Zrs4 Hz was used to compare the per-
formance of the classiﬁers because in a previous study [11], it
was considered the best FOT parameter for detecting the early
effects of smoking.
In the second experiment, we performed a search for a
smaller set of the original FOT that would result in better
performance. This feature selection in the dataset of original
FOT parameters was performed using the wrapper strategy.
We searched for the set of input features that would maxi-
mize the average AUC. For the LOGLC and 1-NN classiﬁers,
we performed an exhaustive search. For the ANN, we did
not perform the feature selection through a search because
it takes a long time to build a classiﬁer due to the training
procedures. Instead, we used the features selected by others
classiﬁers and only performed the search for the best number
of hidden neurons. For the SVM classiﬁer, the search was
conducted using genetic algorithms (GA). The use of GA for
model and feature selection has been successfully reported in
several applications [51–56]. In our application, the pursuit for
the best parameters (C, r) was conducted together with feature
selection. The success of searches using genetic algorithms
depends on how the solution is coded in the chromosome and
on the ﬁtness function chosen for evaluation of the solution
[49]. Because the purpose of the search was to ﬁnd the best
features and parameters for the classiﬁer, the chromosome
was divided into two parts: features and parameters. In the
former part, each gene indicated if one should use a particular
feature or not. If the gene value was equal to 1, the particular
feature should be selected; if the gene value was 0, the feature
was not selected. The latter chromosome part represented the
values of the classiﬁer parameters. Fig. 1 depicts an example
of a chromosome for searching for the best features and SVM
parameters.
Each of the ﬁrst seven genes represents one of the origi-
nal FOT parameters. The last two represent the regularization
parameter (C) and the standard deviation of the radial basis
function (r). The ﬁtness function calculated the average AUC
in the test folds of a 10-fold cross-validation.
In the third experiment, we performed a search for a
smaller set of the cross products of original FOT parame-
ters that would result in better performance. The second
dataset, which consisted of 28 input features representing the
cross products of the original FOT parameters, was used. In
this case, an exhaustive search would be too costly because
we would have to perform the 10-fold cross-validation for
the (228 − 2) possible feature input sets. Therefore, in this
experiment, the searches for the best features and classiﬁer
parameters were performed using Genetic Algorithms. In the
three experiments, the comparisons between classiﬁers were
made using McNemar’s and Wilcoxon’s tests implemented in
Matlab 7.4.0 using the Statistics Toolbox 6.0. In addition, the
AUCs obtained during the experiments were compared using
MedCalc 8.2 (Medicalc Software, Mariakerke, Belgium) with
the methodology suggested in Delong et al. [57].
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res oFig. 1 – Chromosome used for searching for best featu
3.  Results
3.1.  Forced  oscillation  parameters
Fig. 2 shows the respiratory resistance and reactance as a func-
tion of frequency in normal and smoking groups. The smoking
patients presented highly signiﬁcant increases in R0, Rm and fr
(p = 0.003, p = 0.009 and p = 0.005, respectively, Table 1). S did not
show any signiﬁcant changes, whereas signiﬁcant decreases
were observed in Xm (p = 0.002) and Crs,dyn (p = 0.002). Zrs4 Hz
was higher in smokers (p = 0.0004).
3.2.  Performance  of  the  studied  classiﬁers3.2.1.  Experiment  1—The  use  of  original  FOT  parameters
without  feature  selection
Fig. 3 depicts a ROC curve for the best FOT parameter (BFP) and
the average ROC curve for each studied classiﬁer.
Table 1 – Forced oscillation parameters of the studied groups.
Control (n = 28) 
R0 (cm H2O/L/s) 2.40 ± 0.78 
Rm (cm H2O/L/s) 2.45 ± 0.68 
S (cm H2O/L/s2) 5.42 ± 15.79 
fr (Hz) 10.89 ± 1.72 
Xm (cm H2O/L/s) 0.55 ± 0.27 
Cdyn,rs (L/cm H2O) 0.021 ± 0.004 
Zrs4 Hz (cm H2O/L/s) 3.13 ± 0.76 
R0: respiratory resistance extrapolated at 0 Hz.
Rm: mean respiratory resistance.
S: slope of the linear relationship of resistance versus frequency.
fr: resonance frequency.
Xm: mean respiratory reactance.
Crs,dyn: respiratory system dynamic compliance.
Zrs4 Hz: absolute value of respiratory impedance in 4 Hz.
ns: non-signiﬁcant.
Values are presented as mean ± SD.
Table 2 – Results of the experiment 1. The 95% conﬁdence inter
metric. The AUC standard error is also shown in parenthesis.
Se (%) 
BFP 70.2 (60.5–80) 
LOGLC 71.4 (61.8–81.1) 
1-NN 77.4 (68.4–86.3) 
ANN 77.4 (68.4–86.3) 
SVM 77.4 (68.4–86.3) 
BFP: best FOT parameter (obtained without use of classiﬁers).
LOGLC: logistic linear classiﬁer.
1-NN: k nearest neighbor (k = 1).
ANN: artiﬁcial neural networks.
SVM: support vectors machines.
Se: sensitivity; Sp: speciﬁcity.
AUC: area under the ROC curve.n the original FOT parameters and SVM parameters.
Table 2 shows the sensitivity (Se), speciﬁcity (Sp) and area
under the curve (AUC) for the ROC curves in Fig. 3. In this
table, the optimal Se and Sp points were chosen to balance
the highest values of these parameters. Table 3 shows com-
parisons among the AUCs (difference between AUCs) obtained
with the BFP and each studied classiﬁer. For an additional
analysis of the ROC, Fig. 4A resumes the Se observed at
Sp of 75% (representing a moderate speciﬁcity). The 90%
speciﬁcity level was also described (Fig. 4B) because it theo-
retically forces the cases presumed to be the most difﬁcult
into the disease group by allowing only 10% false positives
[38].
McNemar’s test, when applied to all pairs of classi-
ﬁers, indicated that there was a statistically signiﬁcant
difference between LOGLC and 1-NN and LOGLC and SVM.
Wilcoxon’s test showed statistically signiﬁcant differences
between LOGLC and 1-NN and LOGLC and SVM. We also
observed differences between 1-NN and ANN.
Smokers (n = 28) p-value
2.97 ± 0.75 0.003
2.93 ± 0.62 0.009
−4.18 ± 25.67 ns
14.06 ± 4.20 0.005
0.24 ± 0.41 0.002
0.017 ± 0.005 0.002
4.09 ± 1.07 0.0004
val is shown in parenthesis bellow each performance
Sp (%) AUC
77.4 (68.4–86.3) 0.77 (0.04) (0.69–0.84)
70.2 (60.5–80.0) 0.78 (0.04) (0.71–0.85)
84.5 (76.8–92.3) 0.89 (0.03) (0.83–0.94)
73.8 (64.4–83.2) 0.79 (0.03) (0.72–0.86)
86.9 (79.7–94.1) 0.87 (0.03) (0.81–0.92)
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Fig. 2 – Respiratory resistance curves (A) and box plot representation (B) as a function of frequency in normal volunteers.
Reactance as a function of frequency (C) and box plot representation (D) in the normal group. Similar description for
resistance (E), (F) and reactance (G), (H) in the smoking group. The top and the bottom of the box plot represent the 25th- to
75th-percentile values, while the circle represents the mean value and the bar across the box represents the 50th-percentile
value. The whiskers outside the box represent the 5th- to 95th-percentile values.
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Fig. 3 – ROC curves for the ﬁrst experiment. BFP: Best FOT parameter (obtained without use of classiﬁers); LOGLC: logistic
ial nlinear classiﬁer; 1-NN: k nearest neighbor (k = 1); ANN: artiﬁc
3.2.2.  Experiment  2—Feature  selection  on  original  FOT
parameters
Fig. 5 depicts the reference ROC curve for the BFP and the aver-
age ROC curve for each classiﬁer, and Table 4 describes the
associated parameters. Table 5 shows comparisons among the
AUCs. Fig. 4 resumes the sensitivities at 75% and 90% speci-
ﬁcity for Zrs4 Hz, LOGLC, 1-NN, ANN and SVM. McNemar’s test
revealed a statistically signiﬁcant difference between LOGLC
and 1-NN. The Wilcoxon’s test showed difference between
LOGLC and 1-NN, LOGLC and SVM.
3.2.3.  Experiment  3—Feature  selection  on  cross  products
of FOT  parameters
Fig. 6 depicts the baseline ROC curve for the BFP and the aver-
age ROC curve for each studied classiﬁer. Table 6 shows the
derived parameters, while Table 7 shows comparisons among
the AUCs obtained in this experiment. Sensitivities at 75%
and 90% speciﬁcity for the BFP, LOGLC, 1-NN, ANN and SVM
are described in Fig. 4. McNemar’s test applied to all pairs of
classiﬁers indicated that there was a statistically signiﬁcant
difference between LOGLC and 1-NN and LOGLC and SVM.
Table 3 – Comparison of AUCs—experiment 1.
LOGLC KNN 
BFP 0.015 ± 0.030 0.121 ± 0.039
LOGLC – 0.105 ± 0.037
KNN – – 
ANN – – 
BFP: best FOT parameter (obtained without the use of classiﬁers).
LOGLC: logistic linear classiﬁer.
1-NN: k nearest neighbor (k = 1).
ANN: artiﬁcial neural networks.
SVM: support vectors machines.
∗ p < 0.05.
∗∗ p < 0.01.eural networks; SVM: support vectors machines.
Wilcoxon’s test showed differences between ANN and SVM
and ANN and 1-NN.
3.3.  Pursuit  for  the  best  features  and  classiﬁer
parameters
Table 8 shows the parameters applied in the genetic algorithm
to search for the optimal features and parameters.
Tables 9–11 show the best parameters, the selected features
for each classiﬁer and their respective AUCs. Table 12 describes
the comparisons of the AUCs obtained with the best results in
all of the performed experiments.
4.  Discussion
Because of the high social and medical costs associated with
smoking-induced diseases, early identiﬁcation and treatment
of these patients is important to avoid severe and expensive
stages of these diseases [2]. A recent consensus recommended
that all smokers, including those who may be at risk for
or already have COPD, should be offered the most intensive
smoking cessation intervention feasible [16]. This consensus
ANN SVM
** 0.025 ± 0.045 0.103 ± 0.039**
** 0.009 ± 0.039 0.087 ± 0.032**
−0.096 ± 0.035** −0.018 ± 0.028
– 0.078 ± 0.034*
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Table 4 – Results of the experiment 2.
Se (%) Sp (%) AUC
BFP 70.2 (60.5–80) 77.4 (68.4–86.3) 0.77(0.04) (0.69–0.84)
LOGLC 71.4 (61.8–81.1) 72.6 (63.1–82.2) 0.79(0.03) (0.72–0.86)
KNN 82.1 (74.0–90.3) 79.8 (71.2–88.4) 0.87(0.02) (0.82–0.93)
ANN 72.6 (63.1–82.2) 76.2 (67.1–85.3) 0.82(0.03) (0.76–0.87)
SVM 78.6 (69.8–87.3) 85.7 (78.2–93.2) 0.86(0.03) (0.81–0.92)
Table 5 – comparison of AUCs—experiment 2.
LOGLC KNN ANN SVM
BFP 0.027 ± 0.027 0.107 ± 0.041** 0.043 ± 0.044 0.100 ± 0.040*
LOGLC – 0.080 ± 0.038* 0.016 ± 0.040 0.073 ± 0.034*
KNN – – −0.065 ± 0.034 −0.007 ± 0.026
ANN – – – 0.057 ± 0.028
BFP: best FOT parameter (obtained without use of classiﬁers).
LOGLC: logistic linear classiﬁer.
1-NN: k nearest neighbor (k = 1).
ANN: artiﬁcial neural networks.
SVM: support vectors machines.
∗ p < 0.05.
∗∗ p < 0.01.
Table 6 – Results of the experiment 3.
Se (%) Sp (%) AUC
Zrs4 Hz 70.2 (60.5−80) 77.4 (68.4−86.3) 0.77(0.04) (0.69−0.84)
LOGLC 76.2 (67.7−85.3) 76.2 (67.1−85.3) 0.82(0.03) (0.76−0.88)
KNN 84.5 (76.8−92.3) 85.7 (78.2−93.2) 0.91(0.02) (0.86−0.95)
ANN 78.6 (69.8−87.3) 78.6 (69.8−87.3) 0.82(0.03) (0.75−0.88)
SVM 85.7 (78.2–93.2) 84.3 (76.8−92.3) 0.91(0.02) (0.86−0.95)
Table 7 – Comparison of AUCs—experiment 3.
LOGLC KNN ANN SVM
BFP 0.058 ± 0.033 0.143 ± 0.036** 0.054 ± 0.039 0.142 ± 0.037**
LOGLC – 0.085 ± 0.034* 0.004 ± 0.033 0.084 ± 0.036*
KNN – – –0.089 ± 0.035* 0.001 ± 0.0196
ANN – – – 0.88 ± 0.038*
BFP: best FOT parameter (obtained without use of classiﬁers).
LOGLC: logistic linear classiﬁer.
1-NN: k nearest neighbor (k = 1).
ANN: artiﬁcial neural networks.
SVM: support vectors machines.
a
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l∗ p < 0.05.
∗∗ p < 0.01.
lso recommended that patients should be identiﬁed as early
n the course of the disease as possible, contributing to prevent
moking uptake and maximize cessation [16].In this study, we  designed and evaluated several ML algo-
ithms to develop an automatic classiﬁer to help diagnose
arly smoking-induced respiratory changes using forced oscil-
ation measurements. We  have demonstrated for the ﬁrst time
Table 8 – Genetic algorithm parameters.
Parameter Value
Population size 100
Number of generations 50
Crossover rate 0.80
Mutation rate 0.01
Fitness function AUCthat such a clinical decision support system may increase
the accuracy of the FOT in detecting these early respiratory
abnormalities. Notably, the use of feature selection and cross
products together with 1-NN and SVM classiﬁers allowed us
to obtain an accurate clinical diagnosis while the smoking-
induced pathologic changes are still potentially reversible.
The clinical decision support system was developed using
a group of smokers with a mean tobacco consumption of
11.2 ± 7.3 pack-years, characterising a sample of smokers with
early respiratory changes but only small and non-signiﬁcant
reductions in their spirometric parameters [11]. Their smoking
habits resulted in changes in oscillatory mechanics that were
consistent with the involved pathophysiology [16]. In accor-
dance with previous results [11–13,15,17,18], we  observed a
signiﬁcant increase in resistive parameters and a reduction
in reactive parameters (Table 1).
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Table 9 – Best parameters and selected features for experiment 1.
Selected features Classiﬁers Parameter Value AUC
(fr), (Xm), (R0), (S), (Rm), (Crs,dyn), (Zrs4 Hz) LOGLC None None 0.78
KNN Number of nearest neighbor 1 0.89
ANN Number of hidden nodes 9 0.79
SVM Regularization parameter(C) 2.38 0.87
Radius (r) 0.30
Table 10 – Best parameters and selected features for experiment 2.
Selected features Classiﬁers Parameter Value AUC
(Xm), (R0), (S), (Rm), (Zrs4 Hz) LOGLC None None 0.79
(fr), (Xm), (R0), (Rm), (Zrs4 Hz) KNN Number of nearest neighbor 1 0.87
(fr), (Xm), (R0), (Rm), (Zrs4 Hz) ANN Number of hidden nodes 8 0.82
(fr), (Xm), (R0), (S),(Rm), (Zrs4 Hz) SVM Regularization parameter (C) 13.89 0.86
Radius (r) 0.24
Table 11 – Best parameters and selected features for experiment 3.
Selected features Classiﬁers Parameter Value AUC
(fr × R0), (fr × S), (fr × Rm), (fr × Crs,dyn),
(fr × Zrs4 Hz), (Xm × Rm), (Xm × Crs,dyn),
(R0 × Rm), (Rm × Zrs4 Hz), (Crs,dyn × Crs,dyn)
LOGLC None None 0.82
(fr × fr), (fr × Xm), (fr × Rm), (fr × Crs,dyn),
(Xm × R0), (Xm × Rm), (R0 × Crs,dyn),
(Rm × Rm), (Rm × Crs,dyn),
(Crs,dyn × Zrs4 Hz)
KNN  Number of nearest neighbor 1 0.91
(fr × fr), (fr × Xm), (fr × Rm), (fr × Crs,dyn),
(Xm × R0), (Xm × Rm), (R0 × Crs,dyn),
(Rm × Rm), (Rm × Crs,dyn),
ANN  Number of hidden nodes 2 0.82(Crs,dyn × Zrs4 Hz)
(fr × fr), (Xm × Xm), (Xm × R0), (Xm × Rm),
(Xm × Zrs4 Hz), (Rm × Rm), (Rm × Crs,dyn)
SVM
The ﬁrst experiment showed that all designed classiﬁers
present better performance than the BFP used as baseline
(AUC = 0.77) (Figs. 3 and 4, Tables 2 and 3). Considering the
comparisons of the sensitivities at 75% and 90% speciﬁcity
(Fig. 4), it is worth mention that the sensitivities of 1-NN
and SVM were higher than that obtained by the BFP. Table 2
shows that 1-NN demonstrated higher AUC (0.89), followed by
SVM (0.87). According to the literature, ROC curves with AUCs
between 0.50 and 0.70 indicate low diagnostic accuracy, AUCs
between 0.70 and 0.90 indicate moderate accuracy, and AUCs
between 0.90 and 1.00 indicate high accuracy [58]. Our results
Table 12 – Comparison of AUCs—best results of all experiments
NN1 SVM1 
Zrs4 Hz 0.121 ± 0.039* 0.103 ± 0.039*
NN1 – 0.018 ± 0.028 
SVM1 – – 
NN2 – – 
NN3 – – 
BFP: best FOT parameter (obtained without use of classiﬁers).
NN1: k nearest neighbor (k = 1)—experiment 1.
SVM1: support vectors machines—experiment 1.
NN2: k nearest neighbor (k = 1)—experiment 2.
NN3: k nearest neighbor (k = 1)—experiment 3.
SVM3: support vectors machines—experiment 3.
∗ p < 0.01.
∗∗ p < 0.001.Regularization parameter (C) 3.07 0.91
Radius (r) 0.13
indicate that both 1-NN and SVM present AUCs close to the
high accuracy range. Table 3 shows statistical differences in
the ROC curves of the BFP and the classiﬁers 1-NN and SVM.
It is worth to mention that these statistical differences were
in agreement with the McNemar’s test and Wilcoxon’s test.
Compared with the ﬁrst experiment, the feature selec-
tion performed in the second experiment (Figs. 4 and 5,
Tables 4 and 5) did not show any signiﬁcant improvement
in the AUC. Regarding the sensitivities, we  observed an
improvement in only the sensitivity for ANN (Fig. 4A). At 90%
speciﬁcity, we  observed an increase of sensitivity only for SVM
.
NN2 NN3 SVM3
0.107 ± 0.041* 0.143 ± 0.036** 0.142 ± 0.037**
0.014 ± 0.021 0.022 ± 0.022 0.020 ± 0.026
0.004 ± 0.033 0.040 ± 0.031 0.039 ± 0.032
– 0.0357 ± 0.020 0.035 ± 0.026
– – 0.001 ± 0.020
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Fig. 4B). Although the feature selection did not help increase
he overall performance, it helped identify the most useful FOT
arameters.One may argue, in spite of the arguments presented in Sec-
ion 2.5 to support the use of AUC in the feature selection,
nother performance measure would have better results. In
rder to verify this claim, a comparison of the results in the
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feature selection using AUC and accuracy was made in the
experiment 2 for the KNN classiﬁer (k = 1). The experiment 2
was chosen, because an exhaustive search is performed, so
the difference in the performance could not be caused by the
search procedure or due to the choice of classiﬁer parameters
(the only parameter k was set to be equal 1). Using AUC for
feature selection, the selected FOT parameters were: fr, Xm, R0,
Rm, Zrs4 Hz Using Accuracy for feature selection, the selected
FOT parameters were: fr, R0, Rm, Crs,dyn, Zrs4 Hz The procedures
have chosen a large number of common FOT parameters (fr,
R0, Rm, Zrs4 Hz) and in both cases the AUC = 0.87 and no sig-
niﬁcant statistical differences were found. Therefore, at least
for this experiment, there is no evidence that AUC is a worse
choice than accuracy to select features.
Table 5 indicates statistical differences in the ROC curves
of the BFP and the classiﬁers 1-NN and SVM, which provide
additional support to the results observed in the McNemar’s
test and Wilcoxon’s test.
In the third experiment, the feature selection performed on
the cross products of the FOT parameters improved the accu-
racy of all classiﬁers (Figs. 4 and 6, Tables 6 and 7). In addition,
this experiment also helped identify the most useful pairs of
FOT parameters. The AUCs for 1-NN and SVM (0.91) were in the
high accuracy diagnostic range [58]. In this experiment, all of
the studied classiﬁers presented higher sensitivity values than
the BFP (Fig. 4A). At 75% speciﬁcity, representing moderate
speciﬁcity, 1-NN and SVM presented much higher sensitivities
(88% and 92%) than the BFP (70%) (Fig. 4B). Once again, there
are statistical differences in the ROC curves of the BFP and the
classiﬁers 1-NN and SVM (Table 7), and also an endorsement
of the statistical differences found in the McNemar’s test and
Wilcoxon’s test.
Tables 9–11 show the selected features for each of the stud-
ied classiﬁers. In a recent study [11], Zrs4 Hz was the best
parameter for detecting early effects of smoking, followed by
R0 and Crs,dyn. The parameters fr and Xm were also consid-
ered useful. This ﬁnding is consistent with the results found
in experiments 2 and 3. In experiment 2 (Table 10), the fea-
ture selection for 1-NN chose four (Zrs4 Hz, R0, fr, and Xm)
of the ﬁve cited parameters. The feature selection for SVM
 second experiment.
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or th
rFig. 6 – ROC curves f
also chose four (Zrs4 Hz, R0, fr, and Xm) of these ﬁve parame-
ters.
In the third experiment (Table 11), the selected cross prod-
ucts were also consistent with the results identiﬁed in [11].
For the LOGLC, all the selected products had at least one of
the most useful values. For 1-NN, this situation occurred in
nine of ten selected products, and for the SVM, it occurred in
six of seven selected products.
Table 12 compares the best results of each experiment with
the baseline provided by the best FOT parameter (Zrs4 Hz). In
all experiments, the best classiﬁers presented better results
than the best FOT parameter. There were not statistical dif-
ferences between the best classiﬁers. However, it is worth to
mention that the last experiment presented the best p-value
(p < 0.001) in comparison with the BFP.
The FOT has a long history in the investigation of smoking-
induced respiratory diseases [15]. Although its present use
is predominantly in the research domain, the FOT will likely
soon enter routine clinical use. One of the main factors that
limit its clinical use is that the interpretation of the derived
parameters measured by the FOT requires training and expe-
rience. By contrast, as noted recently by the GOLD consensus
[16], diagnostic simplicity is a key feature for the busy non-
specialist clinician. The present work provides evidence that
ML algorithms may simplify the use of FOT. Therefore, ML
algorithms associated with FOT measurements could be a
simple tool in screening early respiratory changes induced by
smoking. If this hypothesis is conﬁrmed in a wider number of
subjects, this approach may offer the ability to show abnor-
malities in a phase in which pathological changes are still
potentially reversible, helping to prevent the development of
COPD.
5.  ConclusionsWe  designed and evaluated several classiﬁer systems to
develop a clinical decision support system to assist the diag-
nosis of early respiratory abnormalities in smoking patients.
The use of the cross products of the FOT indexes and thee third experiment.
search for best features and classiﬁer parameters introduced
a signiﬁcant improvement in the diagnostic accuracy. 1-NN
and SVM classiﬁers were the most robust classiﬁers, reach-
ing values that allow accurate clinical diagnosis, identifying
early respiratory changes with approximately 85% sensitivity
and speciﬁcity. In addition, the developed system may also
be helpful for simplifying the use of the FOT in the routine
assessment of lung function.
6.  Future  plans
Future plans include (1) to add to the classiﬁcation system the
ability of identifying the level of airﬂow obstruction in COPD
(mild, moderate, severe or very severe); (2) to contribute to the
diagnosis of airway obstruction in asthma; and (3) to improve
the understanding and management of COPD and its exacer-
bations by integrating ML algorithms and home monitoring
using FOT and telemedicine services.
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