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Abstract
With the wide deployment of visual tracking systems, a large amount of spatio-
temporal data is becoming available to assist in monitoring and analysing group
behaviours. However, due to the dynamic and multi-agent nature of groups, a
major bottleneck restricting large-scale analysis is aligning the tracking data. The
frequent role swaps between individuals within a group results in misalignment of
the data and needs to be overcome before large-scale analysis can be performed.
This thesis presents research into aligning and characterising group behaviour
directly from spatio-temporal data. A group can be considered as a collection
of intelligent agents or autonomous entities that observe an environment and
direct their activity towards achieving their goals. Before analysis can be con-
ducted, agent positions or trajectories must be aligned. Macroscopic approaches
to alignment such as density (i.e. centroids) or grid-based (i.e. occupancy maps)
approaches can be used but these result in a loss of information. Microscopic
approaches are preferred as they have no information loss and enable fine-grain
analysis – however, continuous trajectories are generally required and finding the
best template to align the data is challenging.
A major contribution in this thesis was the development of an alignment method
which uses formation found directly from data using the minimum entropy data
partitioning method. In addition to providing a much more compressible signal
ii
which can be used to quickly and accurately detect group activities, it is shown
that this method can be used to clean up noisy detections and can be used to
provide context for tasks such as person re-identification.
The techniques and representations developed in this thesis were evaluated on
sports and surveillance datasets as they provide rich sources of individual and
multi-agent data for group behaviour analysis. These datasets also enable many
practical applications to be demonstrated. In particular, it was shown (i) how
team behaviours can be visualised and characterised through formation, (ii) how
team activities can be recognised in real-time from noisy sensor data, as well
as (iii) how group structure can be used to improve the accuracy of person re-
identification in group situations.
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Chapter 1
Introduction
1.1 Motivation and Overview
A lot of interesting behaviours and patterns emerge when people act and move in
group situations. Understanding these behaviours is important for tasks ranging
from providing security and operational analytics in surveillance applications to
examining strategy, individual and team performance in sports. With the wide
deployment of visual surveillance and tracking systems, a deluge of visual and
spatio-temporal tracking data has become available to help monitor and analyse
group behaviours. Presently, such data is manually analysed by human operators
which is very laborious and inherently subjective. As a result, researchers have
turned to developing automated techniques to assist analysis. While advance-
ments have been achieved in person detection, tracking and activity recognition,
most of these advances have centered on individual behaviours, and analysis of
the collective behaviour of groups is still quite limited.
In this thesis, a group is considered to be a collection of agents – autonomous
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entities which observe the environment and direct their actions towards achiev-
ing their goals. While di↵erent types of groups and behaviours exist in di↵erent
domains, a common way to perform analysis of their behaviours is using spatio-
temporal data that represents the position and movements of each agent over
time. Spatio-temporal data can be acquired from visual sources or tracking de-
vices, and while it is easy for a human analyst to recognise patterns from such
data, developing automated computer methods to represent and analyse group
behaviours is challenging.
One of the reasons that has restricted the large-scale analysis of group behaviours
is the di culty in automatically acquiring continuous spatio-temporal group data.
Non-invasive methods of detecting individuals such as through vision-based sys-
tems are desirable over wearable tracking devices but often result in errors such
as missed and false detections and identity swaps within tracks, due to occlusions
and background clutter. This makes analysis di cult because many methods of
analysis rely on continuous trajectories. Such errors can be corrected over short
durations, but long-term tracking is yet an unsolved computer vision problem
and has restricted group behaviour analysis to short durations or to macroscopic
approaches which coarsely represent a group and their global behaviours. Ideally
a microscopic (fine-grained) approach which models each individual is desired as
there is no information loss, however, acquiring such data is di cult.
Clean, continuous trajectories for microscopic analysis of group behaviours can
be acquired by manually correcting automatically acquired data. Vision-based
systems have been successfully deployed in professional sporting domains and
while they still provide noisy output, the data is corrected by a team of anno-
tators to provide continuous, clean data streams of player location information
for seasons worth of matches. Despite such group behaviour data becoming more
widely available, automated large-scale analysis considering individuals and the
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group as a collective has been limited and a major bottleneck restricting analysis
is the complexity in dealing with multi-agent data. A core analytical task in-
volves computing the di↵erence between groups and examples of their behaviour.
This can be achieved by concatenating the features of each agent in a vector
and using standard measures such as the Euclidean distance to compare vectors.
However, an accurate distance measure can only be acquired with alignment of
the individual agent positions or trajectories within the group setting.
In this thesis, alignment refers to arranging data in correct relative positions to
provide feature correspondence between examples and enable accurate compar-
isons and analysis of the data. The dynamic nature of group movements makes
this challenging to achieve, especially in long-term and large-scale analysis. For
example, when comparing a group’s movements at di↵erent times, any changes in
their relative positions will result in misalignment as demonstrated in Figure 1.1.
In this figure, despite the two examples exhibiting the exact same activity, a large
distance value between the two examples is computed because agents p1 and p2
have swapped positions. A more accurate measure of the di↵erence in behaviour
can be acquired by aligning or re-ordering the feature vectors to match one an-
other, because similar movements and behaviours are not defined by the identity
of the agents but the positions of the agents relative to one another.
Recovering a group’s structure over time is another important task for comparing
groups and can be naively modelled using the distribution of each agent’s position
across a desired period of time as shown in Figure 1.2 (a). However, due to
the dynamic nature of group movements, the relative positions of the agents
changes with time and results in misalignment and overlap in the distributions.
Even though a group tends to maintain a distinct spatial structure, position
swaps across time make it di cult to discover this structure. The structure can
be recovered by re-ordering or permuting the identities of the agents, as shown
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Figure 1.1: Example illustrating the importance of alignment when comparing
positions or trajectories of agents across time. Between the observation on the
left and right, p1 and p2 swap positions. Even though the group is in the same
relative positions, if the original ordering of the concatenated feature vector is
maintained (i.e. by agent identity, 1 to 5), a large di↵erence is computed between
the two time instants, ti and tj, (||xti   xtj ||2 ⇡ 44 m). This can be overcome by
swapping the ordering of the two vectors to match one another based on relative
positions (i.e. swap p1 and p2), resulting in a di↵erence of zero.
in Figure 1.2 (b). Finding alignment is challenging, as the permutations grow
exponentially with the number of agents (e.g. 10 agents can be ordered in 10!
ways, or > 3.6⇥ 106).
Existing approaches to group behaviour analysis avoid or overcome the alignment
issue in various ways. For recognising behaviours, the most common method is
through the use of a dictionary of all behaviours of interest, which are used to
compare observed behaviours against and sort the agents to. This allows the mis-
alignment to be overcome but it requires prior knowledge of all possible activities
and is also not suitable when evaluating long term behaviours where agents swap
positions throughout the period of observation. Other approaches coarsely model
the group using density and flow-based methods, particularly in crowded environ-
ments where it is di cult to detect individuals. This overcomes the alignment
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(a) (b)
Figure 1.2: Example illustrating the importance of alignment when visualising
group structure. (a) Looking at samples of the relative locations of the agents
in a group across a period of time, there is overlap in their distributions due to
relative position swaps between frames. (b) If the data is aligned at each sample
through permutation (indicated by the colour of each dot above), the structure
of the group can be extracted and visualised.
issue by approximating the group, but results in a loss of information as indi-
vidual behaviours are not modelled. Existing approaches which consider groups
at a microscopic or fine-grained level, generally avoid the alignment problem by
only modelling individuals independently without taking into account the group
dependency of the behaviours. This misses the important context that groups
provide and the inter-dependencies in their behaviours as a collective.
A key characteristic of groups is that their movements are not random, and their
behaviours are influenced by their environment and other agents around them.
For example, when a group of individuals occupies a space, such as a crowd in
a foyer or a gathering at a public square, recognisable patterns of interaction
occur opportunistically (e.g. people moving to avoid collisions) or because of
structural constraints (e.g. divergence around lamp-posts). When individuals
form competitive cliques, as seen in games on a sports field, distinct and deliberate
patterns of activity emerge in the form of plays, tactics, and strategies. Therefore
when modelling group behaviours it is important to consider the group as a
collective, the group surroundings, as well as the interaction and dependencies
between agents.
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1.2 Large-Scale Multi-Agent Datasets
Central to this thesis is the analysis of large-scale multi-agent datasets. Due to the
advances and reduced cost of sensing technology, as well as the desire for better
analysis in security, sports and commercial applications, such data is becoming
more widespread.
The techniques presented in this thesis were evaluated on sports and surveillance
data as these domains provide rich sources of individual and multi-agent data
for group behaviour analysis. Three types of multi-agent tracking data were
considered, which each provide di↵erent challenges for group behaviour analysis:
1. Continuous player tracking data and event labels from a season of profes-
sional soccer,
2. Automatically acquired player detection data from a field-hockey multi-
camera system, and
3. Surveillance data from a multi-camera surveillance network.
A key insight in this thesis is that even perfect tracking data is not su cient for
understanding team behaviour, as the dynamic nature of multi-agent trajectories
results in misalignment (e.g. role swaps, substitutions, and comparing di↵erent
groups). For deployment in real conditions, methods which can work in real-time
and on noisy data must also be developed. In surveillance data, an additional
challenge is that the entire environment may not be visible at all times. For
determining throughput rates of a group moving through an environment (e.g.
in airports or queues), re-identifying people is important for inferring the group
behaviours.
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1.3 Scope of Thesis
Group behaviour analysis is a very broad research domain, and consists of tasks
such as sensing and tracking agents, modelling their behaviours and interactions,
as well as performing classification and prediction of activities. In this thesis, the
focus is on representing and aligning multi-agent data to enable large scale analy-
sis of group behaviours and the scope was constrained to the following objectives:
1. Representing and aligning multi-agent data to allow large-scale comparison
and analysis of group behaviours.
2. Discovering a lower dimensionality subspace of groups to characterise groups
and improve analysis (using clean continuous trajectories and automatically
acquired noisy detection data).
3. Recognising group activities from a noisy, real-time person detection sys-
tem.
4. Using group contextual information to improve analysis and better identify
individuals.
The work contained in this thesis is designed to address each of these unsolved
problems.
1.4 Outline of Thesis
The remainder of this thesis is organised as follows:
Chapter 2 gives an overview of the various topics related to group behaviour
analysis and spatio-temporal data mining. The existing approaches to per-
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forming analysis are detailed, and highlights the lack of methods to align
group behaviour data.
Chapter 3 introduces a role representation which allows the alignment issue
to be overcome, and provides a more compact representation compared to
player identity. Various representations are presented and evaluated.
Chapter 4 presents a method to detect formations and roles directly from data,
based on the minimum entropy data partitioning technique [83]. This pro-
vides alignment of groups and their behaviours in an unsupervised manner
and enables a host of group behaviour analysis to be performed. This allows
team specific characteristics to be discovered and allows team behaviour to
be compared across matches throughout a whole season of data.
Chapter 5 begins the consideration of noisy data and how groups provide an
important contextual cue for tasks such as cleaning up noisy detection data.
In this chapter, group context is used to infer missing data by making use of
the lower-dimensionality role representation, allowing the use of subspace
methods such as the bilinear spatio-temporal basis model [3] to “denoise”
noisy detections.
Chapter 6 presents a system to perform group behaviour analysis directly from
noisy data, using a real-time detection system, and macroscopic approaches
of centroids and occupancy maps.
Chapter 7 presents the utility of group information for person re-identification,
which refers to re-detecting and identifying a person across di↵erent obser-
vations (e.g. due to gaps in the camera network or from occlusions). Since
people often move in groups, if the group can be identified, the search space
can be limited by using group context to improve performance. Group con-
text is dependent on the domain and in team sports roles can be defined
within the context of a formation and the relative positions of the players.
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In a surveillance domain, di↵erent types of groups may be of interest such
as families, social groups or gangs. Recognising or tracking an individual
as part of a group can be more easily performed than on their own and
is particularly useful when appearance features alone are insu cient for
identifying individuals.
1.5 Original Contributions of Thesis
In this thesis a number of original contributions are made in the field of group
behaviour representation and analysis. No other research has worked with this
amount of multi-agent data before, and a major contribution was the develop-
ment of an alignment procedure based on roles which enables large-scale analysis
of group behaviour data. Macroscopic and microscopic approaches are proposed
for aligning group behaviour data and their utility are demonstrated for analysing
team behaviours in professional soccer and field-hockey analysis. When consider-
ing individuals within groups such as in surveillance, group context is an impor-
tant cue and is shown to improve the important task of person re-identification,
which can be used to locate individuals within group situations, correct tracking
results, and facilitate group behaviour analysis. The specific contributions in this
thesis are summarised as:
(i) A role representation to align multi-agent spatio-temporal data is proposed
in Chapter 3. In the proposed role representation, the vector representing
the location of each agent of a group at any time instant is re-ordered to a
template, to provide a consistent representation across large datasets. This
overcomes frequent role swaps which cause high variance in the data, and
provides a more compressible signal for performing clustering and analysis
of multi-agent data.
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(ii) Three methods are proposed to align multi-agent data and are evaluated in
Chapter 3 - a code book; a shape context descriptor; and normalised occu-
pancy maps (“heat maps”). These are learnt from ground truth annotated
roles, and provide a template of formation and roles from which to order
agents to using the Hungarian algorithm.
(iii) In Chapter 4, an alignment procedure is proposed to learn a team’s forma-
tion directly from spatio-temporal data. The method is based on minimum
entropy data partitioning and reduces the variance of each role iteratively
in an unsupervised manner to allow the discovery of the underlying team
formation, disentangling the player distributions into distinct role distribu-
tions.
(iv) A host of new methods to characterise and compare group behaviours from
large spatio-temporal datasets that only become available after aligning
multi-agent data, are presented in Chapter 4:
– Discovery, visualisation and clustering of team formations
– Player analysis using group context
– Characterisation of team style from spatio-temporal data and predict-
ing of future playing styles
– Analysis of the home advantage from spatio-temporal data
(v) A technique to de-noise noisy tracking data using the role representation
together with a bilinear spatio-temporal basis model is developed and dis-
cussed in Chapter 5. The aligned roles are used to represent the spatial
basis of the signal, and the discrete cosine transform (DCT) coe cients are
used for the temporal component. This allows the underlying signal to be
captured even in the presence of noise and provides a compact signal from
which clustering can be performed to discover the common formations and
spatio-temporal patterns of a group.
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(vi) A real-time system to recognise group activities using macroscopic ap-
proaches of centroids and occupancy maps to represent and align the multi-
agent data is presented in Chapter 6. These are shown to be able to detect
group activities e↵ectively even in the presence of noise.
(vii) A database for evaluating person re-identification models in real-life condi-
tions together with an evaluation protocol to evaluate what factors a↵ect
feature performance, is presented in Chapter 7.
(viii) The use of group information to improve person re-identification using role
information is proposed in Chapter 7.
1.6 Publications Resulting from Research
The following fully-referred publications have been produced as a result of the
work in this thesis:
1.6.1 Book Chapters
(i) A. Bialkowski, P. Lucey, P. Carr, S. Sridharan, I. Matthews, “Represent-
ing team behaviours from noisy data using player role”, in Computer Vision
in Sports, T.B. Moeslund, G. Thomas, A. Hilton, Eds., Springer, Ch. 12,
2015.
(ii) S. Denman, A. Bialkowski, C. Fookes, and S. Sridharan, “Identifying cus-
tomer behaviour and dwell time using soft biometrics”, in Video Analytics
for Business Intelligence. Springer-Verlag, 2012.
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1.6.2 International Conference Publications
(i) A. Bialkowski, P. Lucey, P. Carr, Y. Yue, S. Sridharan, I. Matthews,
“Large-scale analysis of soccer matches using spatiotemporal data”, in In-
ternational Conference on Data Mining (ICDM), December 2014.
(ii) A. Bialkowski, P. Lucey, P. Carr, Y. Yue, S. Sridharan, I. Matthews,
“Identifying team style in soccer using formations learned from spatiotem-
poral tracking data”, in International Conference on Data Mining Workshop
on Spatial and Spatio-Temporal Data Mining (ICDMW-SSTDM), December
2014.
(iii) A. Bialkowski, P. Lucey, P. Carr, Y. Yue, I. Matthews, “Win at home and
draw away: Automatic formation analysis highlighting the di↵erences in
home and away team behaviors”, inMIT Sloan Sports Analytics Conference,
March 2014. [FINALIST]
(iv) A. Bialkowski, P.Lucey, X. Wei, S. Sridharan, “Person re-identification
using group information”, in Digital Image Computing: Techniques and
Applications (DICTA), November 2013.
(v) A. Bialkowski, P. Lucey, P. Carr, S.Denman, I. Matthews, S. Sridharan,
“Recognising team activities from noisy data”, in Computer Vision and
Pattern Recognition Workshop on Computer Vision in Sports (CVPRW-
CVSports), June 2013. [RUNNER UP]
(vi) P. Lucey, A. Bialkowski, P. Carr, S. Morgan, I. Matthews, Y. Sheikh,
“Representing and Discovering Adversarial Team Behaviors Using Player
Roles”, in Computer Vision and Pattern Recognition (CVPR), June 2013.
(vii) A. Bialkowski, S. Denman, P.Lucey, S. Sridharan, C. Fookes, “A database
for person re-identification in multi-camera surveillance networks”, in Dig-
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ital Image Computing: Techniques and Applications (DICTA), December
2012.
(viii) S. Denman, M. Halstead, A. Bialkowski, C. Fookes, S. Sridharan, “Can
you describe him for me? A technique for semantic person search in video”,
in Digital Image Computing: Techniques and Applications (DICTA), De-
cember 2012.
(ix) P. Lucey, A. Bialkowski, P. Carr, I. Matthews, Y. Sheikh, “Characterizing
multi-agent team behavior from partial team tracings: Evidence from the
English Premier League”, in AAAI Conference on Artificial Intelligence,
July 2012.
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ber 2011.

Chapter 2
Literature Review
2.1 Introduction
With the influx of data being acquired from visual sensors and tracking devices,
an abundance of research has emerged to help bring understanding to data and
analyse it e ciently. A lot of work has looked at analysing groups and spatio-
temporal data within domains such as crowds, surveillance and sports. However,
an aspect that has not been considered to a great deal is the large-scale analysis of
groups at a fine-grained level, combining collective and individual behaviours to
characterise and compare groups. In this chapter, relevant literature is reviewed
and discussed.
2.2 Mining Spatio-Temporal Data
Mining of spatio-temporal data has received a lot of research interest in recent
times due to the prevalence of location-acquisition technologies such as Global Po-
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sitioning Systems (GPS), cellular networks, and Radio Frequency Identification
(RFID). Using such technologies, large amounts of spatio-temporal data are be-
ing generated daily, logging movements of people, vehicles, animals and weather
patterns. To e ciently analyse the volume of data being generated, a lot of
research has emerged in performing e cient retrieval and automatically discov-
ering actionable knowledge about movement behaviour for applications including
transportation [131, 143], military [130], social [149], scientific studies [56] and
hurricane prediction [82].
2.2.1 Trajectory Clustering
Typically, analysing large amounts of spatio-temporal data involves clustering,
which is the unsupervised learning task of grouping objects into meaningful sets,
such that objects in the same group or cluster are more similar to each other than
to those in other clusters. Clustering can be used to summarise large datasets
and discover dominant patterns within data, and a variety of approaches have
been applied in literature to achieve this.
Compared to clustering objects and discrete data, spatio-temporal data consists
of both spatial and temporal information and both dimensions must both be
considered when clustering. To analyse such data, many researchers extend K-
means clustering and DBSCAN (“density-based spatial clustering of applications
with noise”). Many approaches simplify the task by first clustering the spatial
dimension to discover a discrete set of locations from the continuous spatial co-
ordinates, before incorporating temporal information. Ashbrook and Starner [8]
used K-means clustering to find significant locations in trajectories and incor-
porated these into a Markov model to predict people’s movements. Zhou [151]
classified important places for a person from a set of their trajectories, using a
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Density-and-Join-based clustering algorithm similar to DBSCAN and determined
which were important using features based on the frequency of each location and
the temporal distribution.
Birant and Kut [20] extended DBSCAN to consider both spatial and temporal
aspects in ST-DBSCAN by incorporating additional parameters – spatial and
temporal similarity thresholds for determining the neighbourhood, and a param-
eter to allow clusters of di↵erent densities to be discovered. Palma et al. [106]
considered space and time simultaneously by clustering speed along individual
trajectories using DBSCAN to determine potential locations of interest, then de-
termined final locations based on the geography behind the trajectories. This was
an extension upon the work in [6], where stops and moves were extracted from
trajectories by searching for intersections between the trajectories and relevant
geographic objects.
Giannotti et al. [52] extended works done in sequence mining, and provided con-
cise descriptions of frequent spatio-temporal behaviours through the concept of
“trajectory patterns”, in which trajectories are defined as a set of locations with
transition times between them, and proposed a method to show the cumulative
behaviour of a group of moving objects. They later extended this work in [51]
with a large study on mobility data mining using real-life GPS data from tens of
thousands of vehicles (17000 cars during one week and 40000 cars tracked dur-
ing 5 weeks). A querying and data mining system was described that facilitated
the analytical process. Interesting analysis of trajectories was presented including
dominant routes and patterns through two Italian cities. Chen et al. [31] also dis-
covered popular routes from trajectories by observing the travelling behaviours
of many users.
Compared to the majority of existing trajectory clustering algorithms which
group similar trajectories as a whole, Lee et al. [82] proposed a method to dis-
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cover common sub-trajectories which would otherwise be missed. Discovering
sub-trajectories may be useful in applications where there are regions of special
interest for analysis or when analysing long trajectories, and avoids having to
align the data by considering only local sub-trajectories. To discover common
sub-trajectories from a set of trajectories, they proposed a partition-and group
framework which partitions each trajectory into a set of line segments, and forms
clusters by grouping similar line segments based on density, similarly to DBSCAN.
The algorithm was evaluated on hurricane data and animal tracking data, gen-
erating representative trajectories for each discovered cluster, which allowed the
dominant routes to be visualised.
While DBSCAN has been very widely used for trajectory analysis, it requires
the data to have well separated clusters. This is generally the case in tra c
trajectories (e.g. popular locations, or cities within a map), but may not al-
ways be the case in group behaviour analysis. Morris and Trivedi [103] evaluated
various trajectory distance measures and clustering techniques for determining
route patterns in surveillance scenes. They found that the clustering method
had little e↵ect on the quality of results, however the performance of the dis-
tance measures was a↵ected by the properties of the trajectories in the dataset.
They found that for long trajectories, data reduction techniques worked well
by focusing on coarse shape and position, but in datasets where dynamics were
important, time-normalised distances performed better. The longest common
sub-sequences (LCSS) distance measure performed best across most datasets as
it allowed matching between trajectories of unequal lengths and was robust to
noise and outliers.
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2.2.2 E cient Data Retrieval
E cient retrieval is fundamental to performing analysis of large collections of
spatio-temporal data and requires a distance measure to compare the stored data
to a given query, good structural organisation of the data, and a suitable indexing
method for fast retrieval.
Indexing of spatial data is a well researched field, and includes methods such
as R-Trees [60], R*-Trees [16] and X-trees [19]. Spatio-temporal data indexing
is more complicated, as similarity between measurements is not as well defined
(i.e. spatial similarity for (x,y) data is simply the Euclidean distance in 2 dimen-
sions, but similarity of trajectories needs to incorporate time as well). Various
extensions to spatial indexing methods have been applied to incorporate temporal
information. In [20], they created nodes in R-Trees for spatial objects, linked in
temporal order and traversed the tree to find the spatial or temporal neighbour
objects of any object. Tang et al. [131] proposed an e cient method to retrieve
the k-Nearest Neighbouring Trajectories with the minimum aggregated distance
to a set of query points. A “candidate generation and verification” framework was
developed, using a best-first strategy and R-tree indexing was used for e cient
searching. Guting et al. [59] proposed a k-nearest neighbour search on moving
object trajectories, where the trajectory data was indexed in a 3D-R-tree, and a
filter-and-refine strategy was employed to retrieve the data.
While data indexing is out of the scope of this thesis, it is important to note
that e ciency in retrieval is achieved by pre-computing distances and sorting
based on similarity of measurements. Thus, it is important to have a good data
representation where similarity between di↵erent measurements is well defined.
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2.3 Crowd Analysis
An area which involves analysing groups of people and their behaviours is crowd
analysis. Presently, monitoring large crowds of people for suspicious behaviours
and analysing crowd flow are problems that security forces and managers of large
environments such as airports, train stations and sports stadiums face. These
tasks are generally performed by human operators and are quite demanding,
making them prone to mistakes. Automated techniques are being researched to
assist in identifying coordinated activities and movements of suspicious groups of
people within large crowds, as well as performing tasks such as event detection,
flow estimation, and crowd simulation for improving tra c flow.
A lot of the research in crowd analysis has focussed on multi-agent track-
ing [4, 23, 26, 84, 107, 144]. Tracking performance for sparse crowds and medium-
density crowds [4, 23, 84, 119] has achieved reasonable performance but are still
poor for densely populated crowds. Compared to analysing small groups of peo-
ple, in crowd analysis, the aggregate movements are often the focus of analysis.
Teknomo [132] describes flow-speed-density estimation methods which aggregate
pedestrian movements and compute measures of speed and density to describe
the macroscopic, collective behaviours of crowds. Other approaches model the
macroscopic behaviour of groups through flow models. Lin [88] computed dense
flow fields to model the aggregate motion patterns of crowds and weather data
from local motion observations using Lie algebra. Rather than maintaining each
trajectory, flow fields are computed from the local motion observations, which
makes the method robust to noisy and partially corrupted observations. Ali
and Shah [4] used floor fields and a cellular automaton model for tracking in
high density crowds. However, this does not consider the interactions between
pedestrians. Recently, Rodriguez et al. [120] developed a data-driven approach
to crowd analysis which compares “crowd patches” to a dataset which contains
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similar patterns of behaviour.
Microscopic approaches involve modelling each pedestrian individually and a va-
riety of approaches have been proposed to do this. Force-based models model
individual behaviours, and are based on the assumption that the direction and
speed of a pedestrian can be computed based on the combination of di↵erent
forces that attract the pedestrian towards their goals but repel them from mov-
ing and static obstacles. Helbing et al. [62] proposed the social force model to
model the microscopic behaviour of pedestrians. In this model, the behaviour of
each pedestrian is influenced by their environment (e.g. other pedestrians and
obstacles or borders) and can be represented as acceleration, attractive and repul-
sive forces exerted on the movement motivation of the person. Another approach
is the cellular automata model, which quantises the space into a set of discrete
spatial locations and dynamic potential fields are modelled. Ali and Shah [4] used
this approach, however it was used for computing the aggregate behaviours.
Another microscopic approach is where each pedestrian is modelled as an “agent”.
Agent-based models consider each pedestrian as an autonomously acting and in-
teracting entity. Klugl et al. [77] performed large-scale agent-based pedestrian
simulation of pedestrian tra c for a railway station. The simulated pedestrians
not only moved without collisions between two pre-defined locations, but were
able to flexibly plan and re-plan their way through the railway station. Simula-
tions can be useful for testing di↵erent layout options and new train schedules.
Zhou et al. [150] performed collective crowd behaviours understanding by learning
a mixture model of dynamic pedestrian-agents. Pellegrini et al. [107] performed
tracking of pedestrians, and incorporated scene information, each pedestrian’s
desired destination and interactions between targets using a linear trajectory
avoidance model. Tracking performance was improved in comparison to dynamic
models which disregard social interaction, however the method does not model
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groups of people walking together. Kitani et al. [76] modelled how people diverge
around lamp-posts and other structural constraints.
Cheriyadat and Radke [32] determined dominant motions in crowded scenes by
clustering partial feature trajectories. They found matching points between tra-
jectories and clustered the trajectories using spatial and directional similarity.
The tracks were iteratively clustered, beginning from the longest trajectory, cre-
ating new clusters when the distance exceeds a threshold and the results were
visually evaluated.
2.4 Group Context
Recent progress in multi-agent tracking has been gained by utilising contextual
features of the group [27] which can greatly reduce the solution space, making
analysis and prediction tractable. Qin and Shelton [114] improved multi-target
tracking via social grouping, where appearance features were used together with
group information by clustering similar trajectory paths to resolve ambiguities
in tracking. In other domains, contextual information has also been shown to
greatly improve performance, such as in object detection [133, 147] and event
detection [145]. For surveillance applications, Zheng et al. [148] made use of
the fact that people generally walk in groups, and showed that representing the
appearance of groups rather than individuals can be used to improve person re-
identification. For analysing static groups, their structure or formation forms an
important group contextual cue and can greatly reduce the search space.
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2.4.1 Formations
A formation is a concept that encapsulates the structure, co-ordination and strat-
egy of a group, and is often labelled by experts when performing analysis of team
sports. Representing and detecting formations has been explored in a number of
tasks including activity and pattern recognition in surveillance, recognising mili-
tary tactics, and recognising team formations in sports (e.g. American football,
soccer and RoboSoccer).
Tracking multiple objects moving in formation has predominantly pertained to
rigid formations, such as the approach proposed by Khan and Shah [74], who clas-
sified group activities from video as having either a rigid or non-rigid formation
by modelling the 3D structure of tracked participants, and determining the ma-
trix rank required to model the structure using factorisation. Recently, Liu and
Liu [91], used a mixture of Markov networks to dynamically identify and track
lattice and reflection patterns in video. However, the rigid assumption falls down
when considering more dynamic scenarios like tracking sports players, where the
formations tend to be non-rigid (i.e. particles move freely around locally and
swap positions, whilst adhering to the overall global structure).
In the sports domain, the majority of works looking into formation analysis have
been in the sport of American Football. One reason for this is that American
football is a lot more structured compared to continuous sports like soccer and
hockey, as the game is separated into “plays” where all movement stops and the
players line-up into formation. The o↵ensive formations and movements in the
sport are generally chosen from a discrete number of pre-defined set plays from
the team’s play-book, and recognition of formations and alignment in this domain
has generally been performed using a pre-defined dictionary learnt from labelled
training examples. Atmosukarto et al. [9] detected the line of scrimmage and
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classified o↵ensive team formations from broadcast footage in American Football
using a multi-class linear SVM classifier using the spatial distribution of gradient
intensity features extracted from video. Hess et al. [65] used a mixture-of-parts
pictorial-structure model in recognising the formation of an American Football
team given a top-down input image. The formations were classified by defining
a set of“parts” corresponding basic player types, and a set of hard constraints
based on the rules of football. The method was evaluated on 25 formation images.
Pozo et al. [111] represented groups using graphical models and applied this to
recognising group behaviours in European handball.
A large amount of work has looked at recognising team formations in Robot
Soccer and simulated robotic soccer, to sense the opponent’s strategy and direct
one’s robots to counteract the opponent’s strategy. Various representations of
a formation and data mining algorithms have been used to classify formations.
Generally a formation is classified based on the (x, y) positions of the players in
the team, and a training set of labelled formations. Almeida et al. [5] identified
team formations in simulated robotic soccer data from game logs. All the data
was labelled into one of 10 formation classes, and various supervised classification
approaches were evaluated using features of the (x, y) positions of all the players
(normalised by subtracting the team’s centroid), and the team centroid. Reis et
al. [117] and Nakashima et al. [104] both modelled formations in robo-soccer and
defined a formation as a set of player positions relative to the ball. In the former,
a graphical model was to define formations and plays, while in the latter, the
opponent formations were learnt using Artificial Neural Networks. Ayanegui et
al. [10] classified formations into one of five o↵ensive formations using manually
labelled formations to train a multi-class linear SVM. Ramos et al. [115] modelled
formations in robot soccer as a planar graph, modelling the pairwise relationships
between players in defensive, midfield and forward line. The 3 roles (defenders,
midfielders, forwards) were learnt via k-means clustering on the x position of each
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player. The planar graph allowed the structure to deform in terms of positional
changes of nodes, while still preserving the topological structure and changes in
formation were able to be detected when the graph was no longer planar.
While a number of works have looked at modelling formations of groups, most
methods assume that there is a training set where every frame is labelled with
a ground truth formation label and allows supervised learning methods to be
applied. In reality it is not feasible to manually label very large datasets (e.g.
season’s worth of data) and it may also be desirable to discover the formations
automatically, making these approaches unsuitable. Also, the observed formation
may not lie in one of the existing pre-trained models, particularly in real-world
data. The majority of existing methods classify formations from a single frame
of (x, y) positions and do not model the variance in the player positions over
time. A formation is something that is maintained over time, and hence should
be modelled over a longer duration.
2.5 Sports Analysis
Sport represents a perfect test-bed for investigating group behaviour. In terms
of vision research, there has been limited work in understanding group behaviour
in this environment mostly due to the fact that instrumenting, capturing, pro-
cessing and labelling vast amounts of video data is a costly and time-consuming
endeavour. It is worth noting that an enormous amount of research interest has
used broadcast sport footage for video summarisation in addition to action, ac-
tivity and highlight detection [17, 43, 58, 68, 80, 92, 101, 141], but given that
these approaches are not automatic (i.e. the broadcast footage is taken by a hu-
man) and that the broadcast view only captures a portion of the field, analysing
group behaviour using such footage has been impossible because individuals are
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normally hidden.
Sports represent a di↵erent problem to crowd analysis as it is inherently adversar-
ial, where the microscopic movement (i.e. movement of individual agents) can give
a better indication of behaviour rather than analysing macroscopic behaviour.
Most current work using spatio-temporal sports data has focussed on individual
behaviours thus avoiding the issue of alignment. Examples of this include work
done in basketball where individual shooting, rebounding and decision-making
characteristics were analysed [29, 53, 98]. Miller et al. [100] used non-negative ma-
trix factorisation to characterise di↵erent types of shooters in basketball by mod-
elling shot attempts as a point-process. Gudmundsson and Wolle [57] clustered
the passes and movement of individual players. In soccer, Lucey et al. [94, 96],
detected a team’s playing style by computing an occupancy map of the team’s ball
movement. Pena and Touchette [108] used network theory to characterise team
patterns by fixing players in their nominal position and quantifying importance
based on the number of passes between players. In tennis, Wei et al. [138, 139]
used Hawk-Eye data to predict the type and location of the next shot based on
the behaviour of the opponent.
In multi-agent domains, the common thread of aligning trajectories has centred
on using a predefined dictionary or quantised representation of the environment.
The seminal work of Intille and Bobick [70] used pre-aligned trajectories to recog-
nise a single American football play defined by a rule-based template, using a
Bayesian network to model interactions between the player trajectories. Zhu et
al. [152] combined the movements of the players and the ball in soccer into a sin-
gle “aggregate trajectory” to classify goal scoring events into categories. Perse et
al. [110] recognised activities in basketball by converting player trajectories into
a string of symbols based on key player positions and actions using a quantised
court. Stracuzzi et al. [126] recognised group activities in American Football us-
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ing a labelled dataset of actions and matching them to the closest in the labelled
dataset using dynamic time warping. Bricola [24] also used a dictionary of actions
and recognised activities in basketball from player trajectories by segmented the
trajectories into tracklets and matching to learnt codewords using dynamic time
warping. Kim et al. [75] used motion fields to predict the future location of the
ball in soccer. Carr et al. [27] estimated the centroid of team motion using real-
time player detection data to predict the future location of play for automatic
broadcasting purposes.
2.6 Alignment
While existing approaches in trajectory, crowd, and sports analysis successfully
overcome the alignment issue by considering individual behaviours within a group,
using a pre-defined dictionary, or approximating the group using density based
methods, no work in the multi-agent domain has looked into aligning trajectories
over long periods of time for clustering, discovering and characterising group
behaviours.
In this thesis, group behaviours are modelled from traces of each agent’s positions
over time (i.e. trajectories). At any individual time instant, the most compact
way to represent the data is to concatenate the positions of each agent into
a feature vector (i.e. the (x, y) co-ordinates of each individual). However, when
considering longer time durations consisting of hundreds of frames or even millions
of frames of data, as is the case when analysing a season’s worth of player tracking
data, the dimensionality explodes and the variance is quite high, resulting in
confusion between classes. With high dimensionality data, a large amount of
data is necessary to train classifiers. To overcome this, feature compaction can
be performed or operations to bring the data into the same space. The idea is
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to maintain the same information content while minimising the feature vector
dimensionality, to reduce computational cost and increase accuracy. This task
can be seen as minimising the variance of the tracking data, where given the
position information of multiple agents across many frames, the data is permuted
to a fixed canonical template. This is similar to the idea of ensemble image
alignment, where the requirement is to align all images to a canonical template.
The seminal work by Learned-Miller [81] defined the automatic alignment of an
ensemble of misaligned images in an unsupervised manner as “congealing”, and
involves minimising the misalignment cost of a set of images to a template image
by learning a parametric warp function to apply each image, such to minimise the
entropy. Cox et al. [34] formulated congealing as a least-squares problem, while
the RASL algorithm [109] uses rank as a measure of similarity, based on the fact
that semantically similar sequences when aligned should exist within a common,
low rank subspace. Other low-rank objectives, such as transformed component
analysis [49] or robust parametrised component analysis [37] have also been used.
More recently, methods which can deal with multiple modes (or semantically
meaningful groups), have been used to simultaneously align and cluster images.
The key di↵erence between the work in image alignment compared to multi-agent
data is that in this thesis, multi-agent alignment is found by computing a set of
permutation matrices rather than the image warp parameters.
2.7 Summary
In this chapter, literature related to spatio-temporal data mining and group be-
haviour analysis were reviewed. Similarly to the motivation for this thesis, these
works aim to make sense of the vast amount of data being generated in various
domains and gain actionable knowledge and information from the data. The
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works in these areas were highlighted as they are all connected by the fact that
“aligning” or minimising the variance of the input data-streams can achieve bet-
ter analysis and recognition rates. Despite this, the majority of the described
approaches have avoided having to perform alignment by considering trajectories
independently or coarsely modelling collections of trajectories. Other approaches
have overcome the alignment issue by using a pre-defined dictionary to align the
data, but must have knowledge of all possible actions and activities in advance.
When modelling agents independently, the “group” aspect which incorporates
interaction and dependencies between agents is lost. Approaches that aggregate
local behaviours or coarsely model trajectories using density, miss out on de-
scribing the fine-grained behaviours. Compared to the described approaches, this
thesis looks at analysing the fine-grained behaviours of groups by aligning the
data, and incorporates the dependencies within a group using role information.
In addition, this thesis considers datasets of a much greater size (i.e. 2 million
frames of player tracking data), where alignment of group behaviours becomes
essential.

Chapter 3
Representing and Aligning
Group Behaviours
3.1 Introduction
To analyse group behaviours, a quantitative representation which characterises
a group is necessary as well as a way to perform comparisons between observa-
tions. The most common approach to modelling group behaviours is using spatio-
temporal data consisting of the (x,y) position of each agent across time, which can
be used to describe the locations, movements and interactions of a group. Before
analysis can be conducted on the data, agent positions or trajectories must be
aligned. Alignment refers to providing feature correspondence between observa-
tions and reducing variance/noise so that analysis can be conducted in a common
search space. In facial image ensemble alignment, the rotation, scale and trans-
lation of face images is matched to enable analysis in a common space. Similarly,
spatio-temporal data must be aligned to accurately represent and compare group
behaviours in retrieval, recognition and classification tasks.
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In this chapter, macroscopic (coarse) and microscopic (fine) approaches to align-
ing spatio-temporal group data are presented and evaluated. Ideally a micro-
scopic approach is desired where the behaviour of each individual within a group
is modelled, but may not always be possible due to noisy data or di culty in
representing individuals. In microscopic approaches, group behaviour is typically
represented by a vector of the positions or trajectories of each agent of the group
ordered via each agent’s identity. While this has been successfully applied over
short durations, such an “identity” representation is problematic for large-scale
analysis as it lacks common labels to compare between di↵erent data sets and
across time. Even with the same agent identities, the spatial ordering within the
group may di↵er between observations, resulting in misalignment. Macroscopic
approaches, including centroids and occupancy maps which are introduced in this
chapter, model groups more coarsely and can avoid the identity challenge, but
result in information loss.
In this chapter a “role representation” is introduced to overcome misalignment
in microscopic multi-agent data analysis, by providing common labels to perform
large-scale group behaviour analysis. Because roles within a group are defined
by spatial properties and relations, roles can be mathematically defined and as-
signed in many di↵erent ways. Three methods of representing and assigning
roles are presented – codebook, shape context, and normalised occupancy map
(“heat map”) approaches. The three approaches are compared in role assignment
experiments, with accuracy computed relative to ground truth labelled roles.
For prediction and classification tasks a smaller search space is desirable, with
the aim to reduce data dimensionality while minimising information loss. In
the later sections of this chapter, the macroscopic and microscopic approaches
are evaluated in reconstruction and clustering experiments to compare how well
they represent the underlying signal of a group and their utility in performing
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large-scale group behaviour analysis.
3.2 Data for Group Behaviour Analysis
One reason that has limited large-scale group behaviour analysis at a microscopic
level is the di culty in acquiring clean tracking data. Non-invasive methods of
detecting agents that don’t require individuals to wear tracking devices are prefer-
able and can be achieved with vision-based detection and tracking systems. How-
ever, automatic visual tracking is still an unsolved problem over long durations,
resulting in missed and false detections, identity changes, and discontinuities in
the data. This has restricted group behaviour analysis to short durations or to
macroscopic approaches which observe the global behaviour of a group.
Recently, a prevalence of spatio-temporal tracking data of player and ball move-
ment has begun to emerge in most professional sports (e.g. Prozone in soccer [113]
and STATS SportsVU in basketball [125]). With manual annotation, automated
tracking results are corrected to provide large amounts of clean trajectory data
to enable fine-grained group behaviour analysis. In this thesis sports data is pre-
dominantly used for modelling and analysis as other sources of large-scale group
behaviour data do not exist. Nonetheless, the proposed methods can be directly
applied or generalised to other domains containing spatio-temporal data.
Despite the rich source of data becoming available, a major bottleneck impeding
automatic group behaviour analysis is the lack of su cient structure within the
data and the complexities in dealing with multi-agent trajectory data. Although
the data is organised temporally, there is no spatial ordering and a major issue
centres on aligning individual player trajectories within a team setting.
34 3.3 Aligning Multi-Agent Data
3.3 Aligning Multi-Agent Data
Given spatio-temporal tracking data, the positions and movements of a group can
be represented in a vector. Examples of group behaviour can then be compared
to one another by computing the distance between corresponding points in the
vector representations. If two examples are similar, the distance should be small,
while dissimilar examples should result in a large distance measure. To obtain
an accurate distance measure, the vectors must be of the same length and be
ordered in the same way (i.e. they must be aligned), otherwise analysis can not
be accurately performed. Macroscopic and microscopic approaches to alignment
are discussed in the following sections.
3.3.1 Macroscopic Approaches
Macroscopic approaches to alignment can be used for modelling the global be-
haviour of a group and in situations where the identity of each agent can not
be maintained or when there are missed and false detections which result in a
di↵erent number of agents detected in di↵erent frames. Instead of modelling the
individual agent behaviours, a macroscopic approach models the behaviours of
the group more coarsely. Two macroscopic approaches examined in this thesis
are centroids and occupancy maps, which are demonstrated in Figure 3.1 for two
teams on a soccer field.
Centroids represent the mean position (centroid) of a group over time and can be
calculated at each frame by averaging the position of the observed agents in the
group (i.e. (xc, yc) =
1
N
⇣PN
n=1 xn,
PN
n=1 yn
⌘
). The spread of the group can also
be incorporated into the representation. Occupancy maps represent the density of
agents across a fixed area, and can be calculated by splitting the environment into
3.3 Aligning Multi-Agent Data 35
p1
p2
p3
p4
p5
p6
p7
p8
p9 p10
p2
p1
p3
p4
p5
p6
p7
p8
p9
p10
(a) (c)(b)
Figure 3.1: Di↵erent representations of group behaviour data. (a) The original
x,y position data of each agent, (b) the centroids and spread of the two groups,
(c) occupancy maps
a grid and counting how many agent detections for the group occur in each grid
area. This quantises the environment into a set of discrete positions and allows
the behaviour at each frame to be represented by a sorted vector of counts in
each grid area, providing spatial alignment between di↵erent observations. Both
approaches overcome the alignment issue without requiring the identity between
observations to be maintained, but result in a loss of information. A microscopic
approach which models each individual is preferable over centroids or occupancy
mapping as it does not have any information loss, but requires an error-free data
source.
3.3.2 Microscopic Approaches
The simplest method of aligning group behaviour from tracking data is to con-
catenate the (x, y) positions of each agent over time, ordered by their identity.
In this identity representation, the agents are first initialised into a desired order,
and remain fixed in this order throughout analysis. Given the continuous raw po-
sitions of N agents, their behaviour across a set of T frames can be represented
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Figure 3.2: Challenges for representing group behaviours. The numbers represent
player identities, and the labels (LW, CF, RW) represent the role that the player is
fulfilling at that moment in time.
using a matrix of the concatenated sequence of 2D points:
DT⇥N =
26664
x1
...
xT
37775 =
26664
x(1)1 . . . x
(N)
1
...
. . .
...
x(1)T . . . x
(N)
T
37775 (3.1)
In this equation, x(j)i = [x
(j)
i , y
(j)
i ] denotes the 2D coordinates of the jth agent at
the ith frame, and xi is the representation of all N agents for the ith frame.
To compare examples of group behaviour to one another, the distance between
corresponding points in the matrix representations can be computed. However,
the static ordering of agents by identity is not ideal as agents may swap posi-
tions with time, resulting in misalignment when comparing group behaviours over
longer durations and across large datasets. This is particularly evident in team
sports where play is dynamic and players frequently swap positions throughout
the match to exploit opportunities or for other strategic reasons. Even though
they may be executing the same behaviour, the identity representation will result
in a large di↵erence between two examples if players swap positions (Fig 3.2 (a)).
In addition, this representation is not robust when players change due to player
substitutions (Fig 3.2 (b)) or when comparing di↵erent teams (Fig 3.2 (c)).
3.4 Role Assignment 37
To overcome the constant interchanging of positions and alignment issues, a role
representation is proposed, where instead of ordering the agents be their identity,
the agents are ordered based on their role at each frame defined by their position
relative to the other roles.
In team sports, there is already a well established vocabulary for naming roles
that incorporate both spatial and strategic aspects (e.g. in soccer the left-wing
plays in-front of the left-back and to the left of the centre-midfielder). The roles
can be encapsulated in a formation which is a spatial arrangement of players
and can be defined as the set of roles. A formation is e↵ectively a strategic
concept and di↵erent teams can use the same formation simultaneously. Given a
defined formation or set of roles, the agents can be assigned a role at each frame
to overcome the issue with misalignment and provide a consistent ordering to
enable large-scale analysis of behaviours.
3.4 Role Assignment
The goal is to infer which role each player is fulfilling at each time instant, from
a set of roles defined within a formation, F .
Definition 3.4.1 A formation F is an arbitrarily ordered set of N roles
{R1, R2, . . . , RN} which describes the spatial arrangement of N players.
Each role within a formation is unique (i.e. no two players in a team can have the
same role at the same time), but players can swap roles throughout the match.
Additionally, multiple formations may exist which consist of di↵erent sets of roles.
Essentially, the assignment of N roles to a set of N players can be interpreted as
applying a permutation matrix to the identity representation at each frame, such
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that the role-representation at each frame is given by:
rt = Ptxt. (3.2)
At each time instant, the positions of the players are permuted so that the role
ordering is maintained. This is demonstrated in Figure 3.3.
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Figure 3.3: Role assignment can be seen as applying a permutation matrix to
each frame of the original data ordered by identity.
The permutation matrix Pt can be found by minimising the total cost of the
player positions to a template formation. This is a combinatorial optimisation
problem, or more specifically a “linear assignment problem” between identities
and roles which can be e ciently solved in polynomial time using the Hungarian
algorithm [79].
Because roles are defined by spatial properties and relations, the template for-
mation can be defined in many ways, and it is possible to infer roles for a set
of (x, y) locations in multiple ways. In this chapter, supervised approaches are
proposed in which the formation is learnt from a dataset of ground truth labelled
roles. The overall role assignment procedure is shown in Figure 3.4, indicating
three types of descriptors which can be used to determine the optimal assignment
of roles to player positions, and these are described in the following sections.
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of a single soccer team. The results are shown in Figure ??.
In terms of formation analysis, we are interested in
which positions switch with each other. For basketball (top
row), we can see that .... . For soccer (bottom row), we see
that....In terms of pre-game planning, such a tool or met-
ric can give an objective measure of how a team tends to
operate. This is a future fertile area of research as semi-
supervised or unsupervised learning good and bad plays
can occur, as well as efficient and effective retrieval which
will greatly help coaches and commentators alike due to the
heavy burden currently required for such analysis.
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LCM
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ST
8. Summary and Future Work
In this paper, we proposed a method of tracking sports
players using the team formation as our contextual feature.
We depart from previous formation tracking work by al-
lowing non-rigid deformations, which is more indicative of
player behavior in continuous team sports. To model the
local player behaviors within a team formation, we use the
player role as our representation and we show a novel and
accurate method of assigning this higher-level feature by
enforcing a planar constraint on the input descriptor. In
terms of multi-agent tracking, we implicitly assume that
roles change are relatively infrequent, or temporally sparse,
and based on this assumption we show that this can enhance
player tracking in situations where players cross-over and
are occluded.
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of a single soccer team. The results are shown in Figure ??.
In terms of formation analysis, we are interest d in
which positions switch with each other. For basketball (top
row), we can see that .... . For soccer (bottom row), we see
that....In terms of pre-game planning, such a tool or met-
ric can give an objective measure of how a team tends to
operate. This is a future fertile area of research as semi-
supervised or unsupervised learning good and bad plays
can occur, as well as efficient and effective retrieval which
will greatly help coaches and commentators alike due to the
heavy burden currently required for such analysis.
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8. Summary and Future Work
In this paper, we proposed a method of tracking sports
players using the team formation as our contextual feature.
We depart from previous formati n tracki g work by al-
lowing non-rigid deformations, which is more indicative of
player behavior in continuous team sports. To model the
local player behaviors within a team formation, we use the
player role as our representation and we show a novel and
accurate method of assigning thi higher-level feature by
enforcing a planar constraint on the input descriptor. In
terms of multi-agent tracking, we implicitly assume that
roles change are relatively infrequent, or temporally sparse,
and based on this assumption we show that this can enhance
player tracking in situations where players cross-over and
are occluded.
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of a single soccer team. The results are shown in Figure ??.
In terms of formation analysis, we are interested in
which positions switch with each other. For basketball (top
row), we can see that .... . Fo soccer (bottom ro ), w see
that....In terms of pre-game planning, such a tool or met-
ric can give an objective measure of how a team tends to
operate. This is a future fertile area of research as semi-
supervised or unsupervised learning good and bad plays
can occur, as well as efficient and effective retrieval which
will greatly help coaches and commentators alike due to the
eavy burden currently required for uch analysis.
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8. Summary and Future Work
In this paper, we proposed a method of tracking sports
players using the team formation as our contextual feature.
We depart from previous formation tracking work by al-
lowing non-rigid deformations, which is more indicative of
player behavior in continuous team sports. To model the
local player behaviors within a team formation, we use the
player role as our representation and we show a novel and
accurate method of assigni g this higher-level feature by
enforcing a planar constraint on the input descriptor. In
terms of multi-agent tracking, we implicitly assume that
roles change are relatively infreq ent, or temporally sparse,
and based on this assumption we show that this can enhance
player tracking in situations where players cross-over and
are occluded.
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of a single soccer team. The resul s are shown in Figure ??.
In terms of formation analysis, we are interested in
which positions switch with each other. For basketball (top
row), we can see that .... . For soccer (bottom row), we see
that....In terms of pre-gam planning, such a tool or met-
ric can give an objective measure of how a team tends to
operate. This is a future fertile area of research as semi-
supervised or unsupervised learning good and bad plays
can occur, as well as efficient and effective retrieval which
will greatly help coaches and commentators alike due to the
heavy burden currently required for such analysis.
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8. Summary and Future Work
In this paper, we proposed a method of tracking sports
players using the te m formation as our contextual featur .
We depart from previous formation tracking work by al-
lowing non-rigid deformations, which is more indicative of
player behavi r con inuous team sports. To model the
local player behaviors within a team formation, we use the
player role as our repr sentation and we show novel and
accurate method of assigning this higher-level feature by
enforcing a planar constraint on the input descriptor. In
terms of multi-agent tracking, we implicitly assume that
rol s change are relativ ly infrequent, or temporally sparse,
and based on this assum tion w how that this ca e hance
player tracking in situations where players cross-over and
are occluded.
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of a single soccer team. The results are shown in Figure ??.
In terms of formation analysis, we are interested in
which positions switch with each other. For basketball (top
row), we can see tha .... . For soccer (bottom row), we see
that....In terms of pre-game planning, uch a t ol or met-
ric can give an objective measure of how a team tends to
operate. This is a future fertil area of research as semi-
supervised or unsupervised learning g od and bad plays
can occur, as well as efficient and effective retrieval which
will greatly help o ches and ommentators alike due to the
h avy urden currently required for such analysis.
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8. Summary and Future Work
In this paper, we proposed a method of tracking sports
players using the team formation as our contextual feature.
e depart from previous formation tracking work by al-
lowing non-rigid deformations, which is more indicative of
player behavior in continuous team sports. To model the
local player behaviors within a team f rmation, we use the
player role as our representation and we show a novel and
accurate method of assigning this higher-level feature by
enforcing a planar constraint on the input descriptor. In
terms of multi-agent tracking, we mplicitly assume that
roles change a e relatively infrequent, or temporally sparse,
and based on this assumption we show that this can enhance
player tracking in situations where players cross-over and
are occluded.
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of a single soccer team. The results are show in Figure ??.
In terms of formation analysis, we are interested in
which positions switch with ach other. or basketball (top
row), we can see that .... . For soccer (bottom row), we see
that....In t rms of pr -game pl nning, such a t ol or met-
ric can give n objectiv measure of how a team tends to
operate. This is a future fertile area f research as semi-
supervised or unsupervised learning good and bad plays
can occur, as w ll as efficient and effe tive retrieval which
will greatly help coaches and c mme tators alike due to the
he vy burden curr tly required for such nalysis.
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8. Summary and Future Work
In this paper, we proposed a method of tracking sports
players using the team formation as our contextual feature.
e depart from previous formation tracking work by al-
lowing non-rigid deformations, which is more indicative of
player behavior in continuous team sports. To model the
local player behaviors within a team formation, we use the
player role as our representation and we show a novel and
accurate method of assigning this hig r-level featu e by
enforcing a planar constraint on the input descriptor. In
terms of multi-agent tracking, we implicitly assume that
oles change are relatively inf equent, or temporally sparse,
a d base on this assu pt n we show that this can enhance
pl yer tracki g in situations wh re players cross-over and
are occluded.
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of a single soccer team. The results are shown in Figure ??.
In terms of formation analysis, we are interested in
which positions switch with each other. For basketball (top
row), we can see that .... . For soccer (bottom row), we see
that....In terms of pre-game planning, such a tool or met-
ric can give an objective measure of how a team tends to
operate. This is a future fertile area of research as semi-
supervised or unsupervised learning good and bad plays
can occu , as well s efficient and ffective retrieval which
w ll greatly elp coaches and commenta ors alike due to the
heavy burden currently required for such analysis.
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8. Summary and Future Work
In this paper, we proposed a method of tracking sports
players using the team formation as our contextual feature.
We depart from previous formation tracking work by al-
lowing non-rigid deformations, which is more indicative of
player behavior in continuous team sports. To model the
local player behaviors within a team formation, we use the
player role s our representation and we show a novel and
accurate method of assigning this higher-level feature by
enforcing a planar c nstraint on the input descriptor. In
terms of multi-agent tracking, we implicitly assume that
roles change are relatively infrequent, or temporally sparse,
and based on this assumption we show that this can enhance
player tracking in situations where players cross-over and
are occluded.
Refere c s
[1] S. Belongie, J. Malik, and J. Puzich . Shape matching and
object recognition using shape contexts. PAMI, 24(4):509–
522, 2002. 5
[2] P. Carr, Y. Sheikh, and I. Matthews. Monocular Object De-
tection using 3D Geometric Primitives. In ECCV, 2012. 6
[3] I. J. Cox and . L. Miller. On finding ranked assignments
with application to multi-target tracking and motion corre-
spondence. Transactions on Aerospace and Electr ic Sys-
tems, 32(1):486–489, 1995. 2
[4] S. Intille nd A. Bobick. A Framework for Recognizing
Multi-Agent Actio from Visu l Evidenc . In AAAI, 1999. 2
[5] S. Khan and M. Sh h. Detecting Group Activities Using
Rigidity of Formation. In ACM Multimedia, 2005. 2
[6] K. Kitani, B. Ziebart, A. Bagnell, and M. Herbert. Activity
Forecasting. In ECCV, 2012. 1, 2
[7] R. Li and R. Chellappa. Group Motion Segmentation Using
a Spatio-Temporal Driving Force Model. In CVPR, 2010. 2
[8] J. Liu, P. Carr, Y. Liu, and R. Collins. Tracking sports players
with context-conditioned motion models. In CVPR, 2013. 1,
2
[9] J. Liu and Y. Liu. Multi-target tracking of time-varying spa-
tial patterns. In CVPR, 2010. 2
[10] P. Lucey, A. Bialkowski, P. Carr, S. Morgan, I. Matthews,
and Y. Sheikh. Representing and Discovering Adversarial
Team Behaviors using Player Roles. In CVPR, 2013. 2
[11] I. Matthews and S. Baker. Active Appearance Models Revis-
ited. Int rnational Journal of Computer Vision, 2004. 2
[12] K. Murty. An algorithm for ranking all the assignments in
or er of increasing cost. Operations Research, 16(3):682–
687, 1968. 2, 5, 8
[13] S. Pellegrini, A. Ess, K. Schindler, and L. van Gool. You’ll
Never Walk Alone: Modeling Social Behavior for Multi-
Targ t Tracking. In CVPR, 2009. 1, 2
[14] Prozone. www.pr zo esports.com. 2
[15] F. Ramos and H. Aya egui. Tracking behaviours of coopera-
tive robots within multi-agent domains. In V. Kordic, editor,
Autonomous Agents. InTech, 2010. 2
[16] M. Rodriguez, J. Sivic, I. apte , and J. A dibert. Data-
Drive Crowd Anal sis in Video. In ICCV, 2011. 2
[17] L. H. Rose. The Bask tball Handbook. Human Kinetics,
2004. 1
[18] STATS SportsVU. www.spo tvu.com. 2
[19] C. Sutton and A. McC llum. An introduction to conditional
random fields. Foundations and Trends in Machine Learn-
ing, 4(4), 2012. 4
[20] Y. Zh ng, W. Ge, M. Chang, and X. Liu. Group Context
Learning for Event Recognition. In WACV, 2012. 2
9
864
865
866
867
868
869
870
871
872
873
874
875
876
877
878
879
880
881
882
883
884
885
886
887
888
889
890
891
892
893
894
895
896
897
898
899
900
901
902
903
904
905
906
907
908
909
910
911
912
913
914
915
916
917
918
919
920
921
922
923
924
925
26
927
928
929
930
931
932
933
934
935
936
937
938
939
940
941
942
943
944
945
946
947
948
949
950
951
952
953
954
955
956
957
958
959
960
961
962
963
964
965
966
967
968
969
970
971
ICCV
#525
ICCV
#525
ICCV 2011 Submission #525. CONFIDENTIAL REVIEW COPY. DO NOT DISTRIBUTE.
of a single soccer team. The results are shown in Figur ??.
In terms of formation analysis, we are interested in
which positi ns switch with each other. For basketball (top
row), we can see that .... . For soccer (bottom row), we see
that....In terms of pre-game planning, such a tool or met-
ric can give an objective measure of how a te m tends to
operate. This is a future fertile area of res arch as s m -
supe vised o unsuperv s learning good and bad plays
can occur, as well as efficient and effective retrieval which
will greatly help coaches and commentators alike due to the
heavy burden currently required for such analysis.
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8. Summary and Fu ure Work
In this paper, we proposed a method of tracking sports
players using the team formation as our contextual feature
We depart from previous formation tracking work by al-
lowing non-rigid deformations, which is more indicative of
player behavior in continuous team sports. To model the
local player behaviors within a team formation, we use the
player role as our representation and we show a ovel and
accurate method of assigning this higher-level feature by
enforcing a planar constraint on the input descript r. In
t rms f multi-agent tr king, we implicitly assume that
roles change are r latively infr quent, or t mporally s a se,
and based on this assumption we show that this can e hance
player racking in situati ns where players cross-over and
are occluded.
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of a single soccer team. The results are shown in Figure ??.
In terms of formation analysis, we are interested in
which positions switch with each other. For basketball (top
row), we can see that .... . For soccer (bottom row), we see
that....In terms of pre-game planning, such a tool or met-
ric can give an objective measure of how a team tends to
operate. This is a future fertile area of research as semi-
supervised or unsupervised learning good and bad plays
c n occur, a ell s efficient and ffective retrieval which
will r atly help c aches nd c men ator alike due to the
h avy burden currently required for such analysis.
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8. Summary and Future Work
In this paper, we proposed a method of track ng sp rts
players using the team formation as our contextual feature.
e depart from previous formation tracki g work by al-
lowing non-rigid deformations, which is more indicative f
player behavior in continuous team sports. To model the
local player behaviors within a team formation, we use the
player role as our representation and we show a novel and
accurate method of assigni g this high r-level feature by
enforcing a pl nar constraint on the input descriptor. In
te ms of multi-agent tracking, e implicitly assume that
roles change are relatively infrequent, or temporally sp rse,
and based on this a sumpti n we show that this can nhance
player racking in situa ions wher p ayers cross-over and
are occluded.
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of a single soccer team. The res lts are shown in Figure ??.
In terms of formati n analysis, we are intereste in
which positions switch with each other. For basketball (top
row), we can see that .... . For soccer (bottom row), we see
that....In terms of pre-game planning, such a tool or met-
ric c n give an objective measure of how a team tends to
operate. This is future f rtile area of research as semi-
upervised or unsup vised learning and bad plays
can o ur, as well as effici nt and eff retrieval which
will greatly help coaches and commentators alike due to the
heavy burden c rently r quir d for such analysis.
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8. Summary and Futu Work
In this pap , we proposed a ethod of tracking sports
players using th team formation as our contextual feature.
We depart from previous formati n tracking work by al-
lowing non-rigid deformations, which is more indicativ f
player beh vior i continuous team sp rts. To model he
local play r be aviors within a team formation, we use the
play r role as our r p sentati n and we show a ovel nd
accurate method of assi ning this higher-level feature by
enforcing a planar constraint on the input descriptor. In
terms of multi-agent tracking, we i plicitly assume that
r es change are relativ ly infrequent, or temporally sparse,
and based on this assumption we sho that this can nhance
player tracking in situatio s where players cross-over and
are cluded.
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of a single soccer team. The results are shown in Figure ??.
In terms of formation analysis, we are interested in
which positions switch ith each other. For bask tball (top
r w), w can see that .. . Fo occ r (bott m row) w s e
that....In terms of pre-game pl nning, such a tool or met-
ric can gi e an obje tive me su of how a team tends to
operate. This is futur f rtil are f research as s mi-
supervised or unsu ervised le rning go d nd b d plays
can occur, as w ll as efficient and effective retrieval which
will greatly help coaches and comm nt tors alike du to h
heavy b rden c rre tly required for such analysis.
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8. Summary nd Future Wo k
In this paper, we proposed a method f tracking sports
players using the team formation as our contextual f ature.
We depart from previ s formati n tracking work by al-
lowing non-rigid def rmation , which is ore indicativ of
player behavior in c ntin ous t m ports. To m del the
local player behavi rs within a te m forma io , we use the
player role as our representat o and we show a novel and
accurate method of assigni g this higher-level feature by
enforcing a planar constraint on the input des riptor. In
terms of multi-agent tracking, we implicitly assume that
ro es change are latively i frequent, r tempor lly sparse,
and based on this as umption we sh that t is ca nhance
player tracking in situati s where pl yers cross- ver and
are occluded.
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of a single soccer team. The results are shown in Figure ??.
In terms of formation analysis, we are interested in
which positions switch with each other. For basketball (top
row), we can see that .... . For soccer (bottom row), we see
that....In terms of pre-game planning, such a tool or met-
ric can give an objective measure of how a team tends to
operate. This is a future fertile area of research as semi-
supervised or unsupervised learning good and bad plays
can occur, as well as efficient and effective retrieval which
will greatly help coaches and commentators alike due to the
heavy burden currently required for such analysis.
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8. Summary and Future Work
In this paper, we proposed a method of tracking sports
players using the team formation as our contextual feature.
We depart from previous formation tracking work by al-
lowing non-rigid deformations, which is more indicative of
player behavior in continuous team sports. To model the
local player behaviors within a team formation, we use the
player role as our representation and we show a novel and
accurate method of assigning this higher-level feature by
enforcing a planar constraint on the input descriptor. In
terms of multi-agent tracking, we implicitly assume that
roles change are relatively infrequent, or temporally sparse,
and based on this assumption we show that this can enhance
player tracking in situations where players cross-over and
are occluded.
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of a single soccer team. The results are shown in Figure ??.
In terms of formation analysis, we are interest d in
which positions switch with each other. For basketball (top
row), we can see that .... . For soccer (bottom row), we see
that....In terms of pre-game planning, such a tool or met-
ric can give an objective measure of how a team tends to
operate. This is a future fertile area of research as semi-
supervised or unsupervised learning good and bad plays
can occur, as well as efficient and effective retrieval which
will greatly help coaches and commentators alike due to the
heavy burden currently required for such analysis.
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8. Summary and Future Work
In this paper, we proposed a method of tracking sports
players using the team formation as our contextual feature.
We depart from previous formati n tracki g work by al-
lowing non-rigid deformations, which is more indicative of
player behavior in continuous team sports. To model the
local player behaviors within a team formation, we use the
player role as our representation and we show a novel and
accurate method of assigning thi higher-level feature by
enforcing a planar constraint on the input descriptor. In
terms of multi-agent tracking, we implicitly assume that
roles change are relatively infrequent, or temporally sparse,
and based on this assumption we show that this can enhance
player tracking in situations where players cross-over and
are occluded.
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of a single soccer team. The results are shown in Figure ??.
In terms of formation analysis, we are interested in
which positions switch with each other. For basketball (top
row), we can see that .... . Fo soccer (bottom ro ), w see
that....In terms of pre-game planning, such a tool or met-
ric can give an objective measure of how a team tends to
operate. This is a future fertile area of research as semi-
supervised or unsupervised learning good and bad plays
can occur, as well as efficient and effective retrieval which
will greatly help coaches and commentators alike due to the
eavy burden currently required for uch analysis.
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8. Summary and Future Work
In this paper, we proposed a method of tracking sports
players using the team formation as our contextual feature.
We depart from previous formation tracking work by al-
lowing non-rigid deformations, which is more indicative of
player behavior in continuous team sports. To model the
local player behaviors within a team formation, we use the
player role as our representation and we show a novel and
accurate method of assigni g this higher-level feature by
enforcing a planar constraint on the input descriptor. In
terms of multi-agent tracking, we implicitly assume that
roles change are relatively infreq ent, or temporally sparse,
and based on this assumption we show that this can enhance
player tracking in situations where players cross-over and
are occluded.
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of a single soccer team. The resul s are shown in Figure ??.
In terms of formation analysis, we are interested in
which positions switch with each other. For basketball (top
row), we can see that .... . For soccer (bottom row), we see
that....In terms of pre-gam planning, such a tool or met-
ric can give an objective measure of how a team tends to
operate. This is a future fertile area of research as semi-
supervised or unsupervised learning good and bad plays
can occur, as well as efficient and effective retrieval which
will greatly help coaches and commentators alike due to the
heavy burden currently required for such analysis.
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8. Summary and Future Work
In this paper, we proposed a method of tracking sports
players using the te m formation as our contextual featur .
We depart from previous formation tracking work by al-
lowing non-rigid deformations, which is more indicative of
player behavi r con inuous team sports. To model the
local player behaviors within a team formation, we use the
player role as our repr sentation and we show novel and
accurate method of assigning this higher-level feature by
enforcing a planar constraint on the input descriptor. In
terms of multi-agent tracking, we implicitly assume that
rol s change are relativ ly infrequent, or temporally sparse,
and based on this assum tion w how that this ca e hance
player tracking in situations where players cross-over and
are occluded.
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of a single soccer team. The results are shown in Figure ??.
In terms of formation analysis, we are interested in
which positions switch with each other. For basketball (top
row), we can see tha .... . For soccer (bottom row), we see
that....In terms of pre-game planning, uch a t ol or met-
ric can give an objective measure of how a team tends to
operate. This is a future fertil area of research as semi-
supervised or unsupervised learning g od and bad plays
can occur, as well as efficient and effective retrieval which
will greatly help o ches and ommentators alike due to the
h avy urden currently required for such analysis.
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8. Summary and Future Work
In this paper, we proposed a method of tracking sports
players using the team formation as our contextual feature.
e depart from previous formation tracking work by al-
lowing non-rigid deformations, which is more indicative of
player behavior in continuous team sports. To model the
local player behaviors within a team f rmation, we use the
player role as our representation and we show a novel and
accurate method of assigning this higher-level feature by
enforcing a planar constraint on the input descriptor. In
terms of multi-agent tracking, we mplicitly assume that
roles change a e relatively infrequent, or temporally sparse,
and based on this assumption we show that this can enhance
player tracking in situations where players cross-over and
are occluded.
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of a single soccer team. The results are show in Figure ??.
In terms of formation analysis, we are interested in
which positions switch with ach other. or basketball (top
row), we can see that .... . For soccer (bottom row), we see
that....In t rms of pr -game pl nning, such a t ol or met-
ric can give n objectiv measure of how a team tends to
operate. This is a future fertile area f research as semi-
supervised or unsupervised learning good and bad plays
can occur, as w ll as efficient and effe tive retrieval which
will greatly help coaches and c mme tators alike due to the
he vy burden curr tly required for such nalysis.
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8. Summary and Future Work
In this paper, we proposed a method of tracking sports
players using the team formation as our contextual feature.
e depart from previous formation tracking work by al-
lowing non-rigid deformations, which is more indicative of
player behavior in continuous team sports. To model the
local player behaviors within a team formation, we use the
player role as our representation and we show a novel and
accurate method of assigning this hig r-level featu e by
enforcing a planar constraint on the input descriptor. In
terms of multi-agent tracking, we implicitly assume that
oles change are relatively inf equent, or temporally sparse,
a d base on this assu pt n we show that this can enhance
pl yer tracki g in situations wh re players cross-over and
are occluded.
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of a single soccer team. The results are shown in Figure ??.
In terms of formation analysis, we are interested in
which positions switch with each other. For basketball (top
row), we can see that .... . For soccer (bottom row), we see
that....In terms of pre-game planning, such a tool or met-
ric can give an objective measure of how a team tends to
operate. This is a future fertile area of research as semi-
supervised or unsupervised learning good and bad plays
can occu , as well s efficient and ffective retrieval which
w ll greatly elp coaches and commenta ors alike due to the
heavy burden currently required for such analysis.
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8. Summary and Future Work
In this paper, we proposed a method of tracking sports
players using the team formation as our contextual feature.
We depart from previous formation tracking work by al-
lowing non-rigid deformations, which is more indicative of
player behavior in continuous team sports. To model the
local player behaviors within a team formation, we use the
player role s our representation and we show a novel and
accurate method of assigning this higher-level feature by
enforcing a planar c nstraint on the input descriptor. In
terms of multi-agent tracking, we implicitly assume that
roles change are relatively infrequent, or temporally sparse,
and based on this assumption we show that this can enhance
player tracking in situations where players cross-over and
are occluded.
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of a single soccer team. The results are shown in Figur ??.
In terms of formation analysis, we are interested in
which positi ns switch with each other. For basketball (top
row), we can see that .... . For soccer (bottom row), we see
that....In terms of pre-game planning, such a tool or met-
ric can give an objective measure of how a te m tends to
operate. This is a future fertile area of res arch as s m -
supe vised o unsuperv s learning good and bad plays
can occur, as well as efficient and effective retrieval which
will greatly help coaches and commentators alike due to the
heavy burden currently required for such analysis.
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8. Summary and Fu ure Work
In this paper, we proposed a method of tracking sports
players using the team formation as our contextual feature
We depart from previous formation tracking work by al-
lowing non-rigid deformations, which is more indicative of
player behavior in continuous team sports. To model the
local player behaviors within a team formation, we use the
player role as our representation and we show a ovel and
accurate method of assigning this higher-level feature by
enforcing a planar constraint on the input descript r. In
t rms f multi-agent tr king, we implicitly assume that
roles change are r latively infr quent, or t mporally s a se,
and based on this assumption we show that this can e hance
player racking in situati ns where players cross-over and
are occluded.
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of a single soccer team. The results are shown in Figure ??.
In terms of formation analysis, we are interested in
which positions switch with each other. For basketball (top
row), we can see that .... . For soccer (bottom row), we see
that....In terms of pre-game planning, such a tool or met-
ric can give an objective measure of how a team tends to
operate. This is a future fertile area of research as semi-
supervised or unsupervised learning good and bad plays
c n occur, a ell s efficient and ffective retrieval which
will r atly help c aches nd c men ator alike due to the
h avy burden currently required for such analysis.
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8. Summary and Future Work
In this paper, we proposed a method of track ng sp rts
players using the team formation as our contextual feature.
e depart from previous formation tracki g work by al-
lowing non-rigid deformations, which is more indica ive f
player behavior in continuous team sports. To model the
local player behaviors within a team formation, we use the
player role as our representation and we show a novel and
accurate method of assigni g this high r-level feature by
enforcing a pl nar constraint on the input descriptor. In
te ms of multi-agent tracking, e implicitly assume that
roles change are relatively infrequent, or temporally sp rse,
and based on this a sumpti n we show that this can nhance
player racking in situa ions wher p ayers cross-over and
are occluded.
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of a single soccer team. The res lts are shown in Figure ??.
In terms of formati n analysis, we are intereste in
which positions switch with each other. For basketball (top
row), we can see that .... . For soccer (bottom row), we see
that....In terms of pre-game planning, such a tool or met-
ric c n give an objective measure of how a team tends to
operate. This is future f rtile area of research as semi-
upervised or unsup vised learning and bad plays
can o ur, as well as effici nt and eff retrieval which
will greatly help coaches and commentators alike due to the
heavy burden c rently r quir d for such analysis.
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8. Summary and Futu Work
In this pap , we proposed a ethod of tracking sports
players using th team formation as our contextual feature.
We depart from previous formati n tracking work by al-
lowing non-rigid deformations, which is more indicati f
player beh vior i continuous team sp rts. To model he
local play r be aviors within a team formation, we use the
play r role as our r p sentati n and we show a ovel nd
accurate method of assi ning this higher-level feature by
enforcing a planar constraint on the input descriptor. In
terms of multi-agent tracking, we i plicitly assume that
r es change are relativ ly infrequent, or temporally sparse,
and based on this assumption we sho that this can nhance
player tracking in situatio s where players cross-over and
are cluded.
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of a single soccer team. The results are shown in Figure ??.
In terms of formation analysis, we are interested in
which positions switch ith each other. For bask tball (top
r w), w can see that .. . Fo occ r (bott m row) w s e
that....In terms of pre-game pl nning, such a tool or met-
ric can gi e an obje tive me su of how a team tends to
operate. This is futur f rtil are f research as s mi-
supervised or unsu ervised le rning go d nd b d plays
can occur, as w ll as efficient and effective retrieval which
will greatly help coaches and comm nt tors alike du to h
heavy b rden c rre tly required for such analysis.
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8. Summary nd Future Wo k
In this paper, we proposed a method f tracking sports
players using the team formation as our contextual f ature.
We depart from previ s formati n tracking work by al-
lowing non-rigid def rmation , which is ore indicativ of
player behavior in c ntin ous t m ports. To m del the
local player behavi rs within a te m forma io , we use the
player role as our representat o and we show a novel and
accurate method of assigni g this higher-level feature by
enforcing a planar constraint on the input des riptor. In
terms of multi-agent tracking, we implicitly assume that
ro es change are latively i frequent, r tempor lly sparse,
and based on this as umption we sh that t is ca nhance
player tracking in situati s where pl yers cross- ver and
are occluded.
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of a single soccer team. The results are shown in Figure ??.
In terms of formation analysis, we are interested in
which positions switch with each other. For basketball (top
row), we can see that .... . For soccer (bottom row), we see
that....In terms of pre-game planning, such a tool or met-
ric can give an objective measure of how a team tends to
operate. This is a future fertile area of research as semi-
supervised or unsupervised learning good and bad plays
can occur, as well as efficient and effective retrieval which
will greatly help coaches and commentators alike due to the
heavy burden currently required for such analysis.
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8. Summary and Future Work
In this paper, we proposed a method of tracking sports
players using the team formation as our contextual feature.
We depart from previous formation tracking work by al-
lowing non-rigid deformations, which is more indicative of
player behavior in continuous team sports. To model the
local player behaviors within a team formation, we use the
player role as our representation and we show a novel and
accurate method of assigning this higher-level feature by
enforcing a planar constraint on the input descriptor. In
terms of multi-agent tracking, we implicitly assume that
roles change are relatively infrequent, or temporally sparse,
and based on this assumption we show that this can enhance
player tracking in situations where players cross-over and
are occluded.
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of a single soccer team. The results are shown in Figure ??.
In terms of formation analysis, we are interested i
which positions switch with each other. For basketball (top
row), we can see that .... . For soccer (bottom row), we see
that....In terms of pre-game planning, such a tool or met-
ric can give an objective measure of how a team tends to
operate. This is a future fertile area of research as semi-
supervised or unsupervised learning good and bad plays
can occur, as well as efficient and effective retrieval which
will greatly help coaches and commentators alike due to the
heavy burden currently required for such analysis.
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8. Summary and Future Work
In this paper, we proposed a method of tracking sports
players using the team formation as our contextual feature.
We depart from previous formation tracking work by al-
lowing non-rigid deformations, which is more i dicative of
player behavior in continuous team sports. To model the
local player behaviors within a team formation, we use the
player role as our representation and we show a novel and
accurate method of assigning this higher-level feature by
enforcing a planar constraint on the i put de criptor. In
terms of multi-agent tracking, we implicitly assume that
roles change are relatively infrequent, or temporally sparse,
and based on this assumption we show that this can enhance
player tracking in situations where pla ers cross-over and
are occluded.
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of a single soccer team. The results are shown in Figure ??.
In terms of formation analysis, we are interested in
which positions switch with each other. For basketball (top
row), we can see that .... . For soccer (bottom row), w see
that....In terms of pre-game planning, such a tool or met-
ric can give an objective measure of how a team tends to
operate. This is a future fertile area of research as semi-
supervised or unsupervised learning good and bad plays
can occur, as well as efficient and effective retrieval which
will greatly help coaches and commentators alike due to the
eavy burden currently required f r uch analysis.
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8. Summary and Future Work
In this paper, we proposed a method of tracking sports
players using the team formation as our contextual feature.
We depart from previous formation tracking work by al-
lowing non-rigid deformations, which is more indicative of
player behavior in continuous team sports. To model the
local player behaviors within a team formation, we use the
player role as ur representation and we show a novel and
accurate method of assigni g this higher-level feature by
enforcing a planar constraint on the input descriptor. In
terms of multi-agent tracking, we implicitly assume that
roles change are relatively infrequent, or temporally sparse,
and based on this assumption we show that this can enhance
player tracking in situations where players cross-over and
are occluded.
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of a single soccer team. The results are shown in Figur ??.
In terms of formation an lysis, we are inter ted in
which positions switch with each other. For basketball (top
row), we can see that .... . For soccer (bottom row), we see
that....In terms of pre-gam planning, such a tool or met-
ric can give an objective measure of how a team tends to
operate. This is a future fertile area of research as semi-
supervised or unsupervised learning good and bad plays
can occur, as well as efficient and effective retrieval which
will greatly help coaches and commentators alike due to the
heavy burden currently required for such analysis.
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8. Summary and Future Work
In this paper, we proposed a method of tracking sports
players using the team formation as our contextual featur .
We depart from previous formation tracking work by l-
lowing non-rigid deformations, which is more indicative of
player behavi r continuous team sports. To model the
loc l player behaviors within a team formation, we use the
player role as our representation and we show a novel and
accurate method of assigning this higher-level feature by
enforcing a planar constraint on the input descriptor. In
terms of multi-agent tracking, we implicitly assume that
rol s change are relativ ly infrequent, or te porally sparse,
and based on this assumptio w how that this can e hance
player tracking in situations where players cross-over and
are occluded.
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of a single soccer team. The results are shown in Figure ??.
In terms of formation analysis, we are interested in
which position switch with each other. For ba ketball (top
row), we can see that .... . For soccer (bottom row), we see
that....In terms of pre-game planning, such a to l or met-
ric can give an objective measure of how a team tends to
operate. This i a future fertil area of research as semi-
supervised or unsupervised learning g od and bad plays
an occur, as well as efficient and effective retrieval which
will greatly help co ches and ommentators alike due to the
h avy burden currently required for such analysis.
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8. Summary and Future Work
In this paper, we proposed a method of tracking sports
players using the team formation as our contextual feature.
e depart from previous formation tracking work by al-
lowing non-rigid defo mations, wh ch is more indicative of
player behavior in continuous team sports. T model the
local player behaviors within a team formation, we use the
player role as our representation and we show a novel and
accurate method of assigning this higher-level feature by
enforcing a planar constraint on the input descriptor. In
terms of multi-agent tracking, we mplicitly assume that
roles change a e relatively infrequent, or temporally sparse,
and based on this assumption we show that this can enhance
player tracking in situations where players cross-over and
are occluded.
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of a single soccer team. The results are h wn in Figure ??.
In terms of formation analysis, we are interested in
which positions switch with each other. For basketball (top
row), we can see that .... . For soccer (bottom row), we see
t at....In terms of p e-gam planning, such a tool or met-
ric can give an objective m asure of how a team tends to
o erat . This is a future fertile area of research as semi-
supervised or unsupervised learning g od and bad play
can occur, as well as efficient and effective retrieval which
will greatly help coaches and commentators alike due to the
heavy burden currently required for such analysis.
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8. Summ ry and Futur Work
In this paper, we proposed a method of tracking sports
players using the team formation as our contextual feature.
We depart from previous formation tracking work by al-
lowing non-rigid deformations, which is more indicative of
player behavior in continuous team sports. To model the
local player behaviors within a team formation, we use the
player role as ur representation and we show a novel and
accurate method of assigning this higher-level feature by
nforcing a planar constraint on the i put de criptor. In
terms of ulti-ag nt tracking, w implicitly assume that
roles change are relatively infrequent, or temporally sparse,
and bas d on th s a sumption we show th this can enhance
player tracking in i u ti n where players cross-over and
are occluded.
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of a single soccer team. The results are shown in Figure ??.
In terms of formation analysis, we are interested in
which positions switch with each other. For basketball (top
row), we can see that .... . For soccer (bottom row), we see
that....In terms of pre-game planning, such a tool or met-
ric can give an objective meas re of how a team tends to
operate. This is a future f rtile area of research as semi-
supervised or unsupervised le ning good and bad plays
can occur, as well s effici nt and ffective retrieval which
will gr atly help c aches d com ent tors alike due to the
heavy burde currently required for such analysis.
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8. Summary and Future Work
In this paper, we proposed a method of tracking sports
players using the team formation as our contextual feature.
We depart from previous formation tracking work by al-
lowing non-rigid deformations, which is more indicative of
player behavior in continuous team sports. To model the
local player behaviors within a team formation, we use the
player role as our representation an we show a vel and
accurate method of assigning this higher-level feature by
enforcing a planar c nstraint on the input descriptor. In
terms of multi-agent tracking, we implicitly assume that
roles change re relatively infrequent, or t mpora ly sparse,
and based on this assu ption we show that this can enhance
player tracking in situations where play rs c oss-over and
are occluded.
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of a single socc r team. The results are shown in Figure ??.
In terms of formati n analysis, we are inter st d in
which po itions switch with each other. For basketball (top
row), we can see hat .... . For soccer (bottom row), we see
that....In terms of pre-gam plan ing, uch a tool or met-
ic can give an objective measure of how a te m tends to
perate. This i a future fertile area of res arch as semi-
supervised or unsupervised lear ing good and bad plays
can occur, as well as efficient and effective retrieval which
will greatly help coaches and commentators alike due to the
heavy burden currently required for such analysis.
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8. Summary and Fu ure W rk
In this paper, we proposed a method of tracking sports
players using the team formation as our contextual feature.
We depart from previous formation tracking work by al-
lowing non-rigid deformations, which is more indicative of
player behavior in continuous tea sports. To model the
local player behaviors within a team formation, we use the
player role as our representation and we show a ovel and
accurate method of assigning this high r-level feature by
e for ing a planar constraint on the input descriptor. In
t rms of multi-agent tr cking, we i plicitly assume that
rol s change are relatively infrequent, or temporally s arse,
and based on this a sumption we show t t this can enhance
player tracking in situati ns where players cross-over and
are occluded.
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of a single soccer team. The results are shown in Figure ??.
In terms of formation analysis, we are interested in
which positions switch with each other. For basketball (top
row), we can see that .... . For soccer (bottom row), we see
that....In terms of pre-game planning, such a tool or met-
ric can give an objective measure of how a team tends to
operate. This is a future fertile area of research as semi-
supervised or unsupervised learning good and bad plays
can oc ur, as well as effici nt and effective retrieval which
ill greatly help coache d commentators alike due to the
he vy burden cur ently r quired for such analysis.
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8. Summary and Future Work
In this paper, we proposed a method of tr cking sports
players using the team formation as ou c textual featur .
We depart from previous formation tracking work by al-
lowing non-rigid deformations, which is m e indicative of
player behavior in continuous team sports. To model the
local player behaviors within a team formation, we use the
layer role a our r presentation and we show a novel and
accurate method of assigning this higher-level feature by
enf rci g a pl nar constraint on th in ut descri tor. In
terms of multi-age t tracking, we implicitly assume that
roles change are relatively infrequent, or temporally sparse,
and b sed on t is assumption we show that this can enhance
player tracki in ituati ns wh re pla ers cr ss-over and
are occluded.
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of a single soccer team. The results are shown in Figure ??.
In terms of formation analysi , we are interest d in
which positions switch with each other. For basketball (top
row), we can see that .... . For soccer (bottom row), we see
that....In terms f pr -game planning, such a tool or met-
ric can give an objective measure of how a team tends to
operate. This is a fu ure fertil rea of research s semi-
upervised or uns p rvised learning and bad plays
can occur, as well as ffi ient and ef retrieval which
will g eatly help coaches and commentat rs alike due to the
heavy burden c rrently r quir d for such analysis.
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8. Summary and Futu ork
In this pap r, we proposed a me hod f tra g sports
players using he team f rm tion as our contextual feature.
We depart fr m previ us f rmati n tracking work by al-
lowing non-rigid deformations, which is more indicativ f
player behavior i continuous team sports. To model he
local player behaviors withi a team formation, w use the
player role as our r present ti n an we show a ovel nd
accurate method of assigning this higher-level feature by
enforcing a planar constra t on the input descriptor. In
terms of multi-agent tracking, we implicitly assume that
r les change are relativ ly infrequent, or temporally sparse,
and based on this assumption we sho that this can enhance
player tracking in situatio s where players cross-over nd
are ccluded.
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of a single soccer tea . The results are s own in igure ??.
In terms of formation analysis, we ar interested in
which positions witch with ch other. For basketball ( p
row), we can see that .... . For soccer (bottom row), we see
that....In terms of pre-game planning, such a tool or met-
ric can give an obje t ve measure f how a team tends to
operate. This is a future f r le are f r se rch as semi-
supervised or unsupervised learning go d and bad pl ys
can oc ur, as w ll as ffi ient and ffectiv etriev l which
will gre tly help coaches and co mentators alike due t the
heavy burden curr ntly required for such nalysis.
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8. Summary and Futur W rk
In this paper, we proposed a method of trac i sports
players using the team formati s our contextual feature.
We depart from previous formation tracking work by al-
lowing non-rigid deformations, which is more indicative of
player behavior in continuous team sp rts. To odel the
local player behaviors within a team formatio , we use the
player role as our r present tion nd we show a novel and
accurate method of assigning this high r-level feat re by
enforcing a planar constraint on the inp t de cripto . In
terms of multi-agent tracking, we implicitly assume that
roles change are relatively infrequent, or temporally sparse,
and based on this assumption we show that this can enhance
player tracking i situations wher players oss-over and
are occluded.
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Figure 3.5: Codeb k r l sig me
If the formation is known, the si pl st f d s ri ing s t of role
is through a codebook or set of l lle e pla from the i i g set,
F = [r1, . . . , rM ]T , where r is an ex mpla f that form ti a M is the
number of exemplars. The template exemplar, rˆ, can be selected by fi d g the
most similar exemplar to the input detections. As the inpu detect ons are in
an arbitrary order, they can not be directly compared to the labelled exemplars
without testing each permutation. Instead, the mean and range of the input
detections are used to compare against the exemplars. The template is then
set as the example in the codebook with the minimum distance from the input
detections, or by training a regressor to predict a likely exemplar [95].
Given the closest exemplar in the codebook, rˆ, the cost matrix can be deter-
mined by computing the Euclidean distance between each player position and
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each prototype role position as follows,
CCB(i, j) = kxt(i)  rˆ(j)k2 (3.3)
where i and j refer to the ith player identity and jth role in the exemplar forma-
tion.
3.4.2 Shape Context
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Figure 3.6: Shape context role assignment. (a) A shape context descriptor for a
given player can be calculated as the percentage of players located in each angle
band relative to the player. (b) Example shape context descriptor templates are
shown above for three roles. These are learnt by computing the mean shape
context descriptor for the given role across the training data.
The idea of shape context [18] was adapted to evaluate the likelihood of assigning
a particular role to a given (x, y) player location. The key idea here is that
instead of using absolute position, the locations of all other players {xt \ xt(i)}
in coordinates relative to xt(i) are considered. The motivation is that roles are
defined by relative location in terms of angle. For example in soccer, the right-wing
should always be in front of and to the right of all other players. Equivalently,
all players should be behind and to the left of the right-wing.
A descriptor G
 
xt(i)
 
is computed for each player (x, y)i in xt by computing the
locations of the remaining players in xt relative to (x, y)i, as in Figure 3.6 (a).
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The relative displacements are then quantised in terms of angle. As a result,
four bins are formed: in front, behind, left and right. An exemplar descriptor
G
 R(j)  for each role is learnt by computing the mean of the labelled training
data descriptors, with examples shown in Figure 3.6 (b). The cost of assigning
a particular role to a detection is based on the distance between the descriptor
generated for the (x, y)j location and the learned exemplar descriptor for the
hypothesised role,
CSC(i, j) = d
⇣
G
 
xt(i)
 
, G
 R(j) ⌘ (3.4)
where the chi-squared distance measure was used as the distance function.
3.4.3 Normalised Occupancy Maps
Point Guard Small Forward Center
Figure 3.7: Normalised occupancy maps (“heat maps”) provide a probabilistic
distribution of each role’s location for performing role assignment. Example heat
maps for three basketball roles are shown above.
Alternatively, a probability distribution for each role within the formation can
be used. These are normalised occupancy maps or “heat-maps” because when
visualised, they appear to be hot in areas of the field/court where the player is
most likely to be as shown in Figure 3.7. The formation can be described as a
set of probability distributions, F = [p1, . . . ,pN ]T , where pn is the vectorised 2D
probability function of the nth role. The 2D probability distribution function of
each role is learnt by dividing the playing surface into a collection of discrete cells
and generating frequency counts of how often each role occupies each cell based
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on human labelled exemplar data. Given a set of detections, the probability of
each individual role assignment to each (x, y) location in xt is calculated as:
CHM(i, j) =   log P
⇣
R(j)  xt(i)⌘ (3.5)
and the results are combined to generate an energy reflecting the probability of
the assignment rt of roles.
3.4.4 Role Assignment Accuracy
The three role representations were compared in terms of role assignment accuracy
using player tracking data from two sports datasets. Both datasets were taken
from men’s professional leagues across a season: one was from basketball, and
the other was from soccer, and an inventory of the data is given in Table 3.1.
To validate the di↵erent role assignment approaches, a random number of single
frames were labelled for formation roles by an expert. As role depends on the
team formation, the datasets for each sport were selected so the formations were
constant: a 2-3 zonal formation in basketball, and a 4-2-3-1 formation in soccer.
For the various descriptors, the annotated frames were broken into two partitions
for cross-validation.
The results for each formation descriptor are presented in Table 3.2. It can
be seen that the heat-map outperforms the other descriptors. To overcome the
small amount of annotated frames1, the heat-maps were blurred with a Gaussian
filter. With more examples, it is expected that the codebook would achieve
similar performance. The poor performance of the shape-context descriptor can
be attributed to it not being robust to non-rigid deformations. A performance of
1it takes 30 seconds to annotate a frame for basketball and 1 minute for a frame of soccer
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Dataset Games Total Total Frames Role
Frames Time Annotated
Basketball 600 47,790,000 28,800 mins 534
(2400 quarters) (480 hours)
Soccer 354 17,280,000 31,860 mins 403
(708 halves) (531 hours)
Table 3.1: Inventory of the data used for basketball and soccer.
Accuracy of Approach
Dataset Codebook Shape-Context Heat-Maps
Basketball 65.62 74.10 89.71
Soccer 73.07 57.84 89.55
Table 3.2: Accuracy of role assignment using the three descriptors. The results
were obtained on the frames manually annotated for role (534 for basketball and
403 for soccer).
approximately 90% on both datasets using the heat-maps is close to the upper
limit as the reliability between di↵erent annotators would likely be the same due
to ambiguity in roles.
3.5 Reconstruction Experiments
For prediction and classification tasks, a smaller search space is desirable, with the
aim to reduce data dimensionality while minimising information loss. This is par-
ticularly important for representing temporal information, where the dimension-
ality explodes and can make analysis infeasible. In this section, the macroscopic
and microscopic approaches to aligning group behaviour data were evaluated in
terms of their compressibility using tracking data from a season of professional
soccer from Prozone [113]. Ten second clips of every shot on goal from the sea-
son (excluding those where players had been sent o↵) were taken as the dataset,
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resulting in 9580 examples of group behaviour.
A common method of dimensionality reduction is Principal Component Analysis
(PCA), in which basis are learnt to represent the data, and the original data
is represented as a linear combination of the basis. The basis are ordered by
variance, so that those which represent more of the variation in the data are
sorted first. By projecting down into the bases representing the majority of
the variance in the signal, the dimensionality of the signal can be reduced while
maintaining the majority of the information content. This also gives an indication
of the redundancy in the signal.
Because the spatial relationships of a formation are defined in terms of roles
and not by individualistic attributes like the identity of players (who frequently
swap roles during the game), it is expected that the spatio-temporal patterns
in the role representation {r1, r2, . . . , rT} will be more compact compared to the
identity representation {p1,p2, . . . ,pT}. Three di↵erent permutations of the data
are considered. Ordering by:
1. Identity – order the players to a template at the start of the match and
remain in these static roles throughout
2. Roles(1) – order the players to a formation template at every frame
3. Roles(2) – order the players at the start of each shot on goal snippet
The di↵erent representations were evaluated based on reconstruction error, i.e.
how well the low dimensional representations matched the original data using
the L2 norm of the residual,  r = rˆt   rt. The PCA reconstruction results
are presented in Figure 3.8. It can be seen that ordering detections by role
gives a much lower reconstruction error compared to the identity representation,
indicating that this representation provides better alignment between examples
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and allows better basis to be learnt for representing the underlying spatial signal.
When reconstructing trajectories (i.e. the bottom row of the plots), the Roles(2)
approach performs better compared to re-ordering the players at every frame in
Roles(1) ordering, as temporal continuity is maintained (i.e. there is temporal
redundancy which allows the use of less principal components to represent the
signal).
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Figure 3.8: PCA reconstruction of frames and trajectories for one and two teams.
Next, the macroscopic approaches approaches were evaluated. Using the same
data, the centroid and spread for each frame was extracted, forming the centroid
46 3.5 Reconstruction Experiments
macroscopic representation of the data. This data was used to evaluate how
well the original signal can be reconstructed (i.e. reconstructing the original x,y
positions of the players, given just the centroid and spread of the team). This
was performed using linear regression, using half the data for training and the
other half for testing. In addition to reconstructing the original signal, the mean-
removed signal was also reconstructed to evaluate how much of an influence the
centroid or mean of the team’s formation plays in the signal. The results are
presented in Table 3.3.
Representation Reconstruction Error (m)
Frames Trajectories
1 Team 2 Teams 1 Team 2 Teams
Identity 10.68 9.12 10.38 8.95
Identity (mean-removed) 10.97 9.32 10.76 9.20
Roles(1) 6.89 6.23 6.76 6.11
Roles(1) (mean-removed) 7.18 6.43 7.06 6.34
Roles(2) 7.49 6.65 7.37 6.53
Roles(2) (mean-removed) 7.77 6.88 7.68 6.80
Table 3.3: Reconstruction error when using linear regression to reconstruct the
(x,y) positions from centroid and spread. The best performance in each column
is highlighted in bold.
From Table 3.3, it can be seen that the mean-removed reconstruction performed
worse than the non-mean removed data. This shows that the mean (i.e. the
team centroid, which represents where the team is located on the field) provides
context to better represent team structure. Also, the reconstruction of data for
2 teams performs better than for 1 team, as there is correlation between the
positions of the two teams, which provides additional context. The Roles(1)
role representation, where the frames are re-aligned at each frame, performed
best in reconstructing the data, and indicates that this alignment method best
represents the underlying team structure. A similar error value was achieved when
using 4 principal components in the previous experiment, which shows that while
centroids are a simple representation, they represent a significant proportion of
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the signal.
Next, the occupancy map representation was evaluated. In Figure 3.9, the quan-
tisation error was evaluated on the dataset for various descriptor sizes (coarse
to fine), which defines how many field areas or ‘bins’ to split the field into. It
can be seen that a large dimensionality is required to reduce the quantisation
error (e.g. over 500 bins are required to limit the quantisation error to 1.5 m).
The compressibility and reconstruction error of the Occupancy Map representa-
tion was then evaluated using PCA using a 30⇥18 descriptor, consisting of 540
dimensions per team. This was selected as it only has a quantisation error of
1.4 m per player which gives reasonable precision for performing analysis. When
reducing the dimensionality with PCA, a significant blurring of the occupancy
maps results. Rather than computing the L2 reconstruction error, a modified L1
reconstruction error was used to give a more intuitive representation of the error,
in the presence of such blurring. The measure counts how many players di↵er
between the two representations, relative to the original signal, di↵ering from the
regular L1 distance in that the error is only computed for bins which contained
a value in the original representation. This results in 0 error for a perfect recon-
struction, and a maximum error of 10 (i.e. all 10 players). The reconstruction
results are presented in Figure 3.10. It can be seen that the dimensionality of the
signal is extremely large, especially when reconstructing tracks (i.e. a concate-
nation of 10 frames = 5400 dimensions per team). It is evident that while this
approach allows for alignment without requiring identity of the agents or players,
it requires a large dimensionality to accurately represent behaviours.
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Figure 3.9: Quantisation error of the occupancy map representation
3.6 Clustering Experiments
Next, the di↵erent representations were evaluated in clustering experiments to
see how a small dictionary of examples could represent the full dataset. This is a
common form of analysis that is performed on large datasets to discover dominant
patterns and meaningful groups or sets of data. A good representation should
have a low within-clustering distance. K-Medoids clustering was used on the set
of 9580 10-second shot snippets to get a set of exemplar trajectories that best
represent the types of shots that teams execute. The average Euclidean distance
between corresponding points on the two trajectories was used as the distance
measure.
The occupancy maps were clustered using the Earth Mover’s Distance
(EMD) [121]. This means that instead of the distance measure counting how
many occupancy spaces are changed, a measure of how far they were displaced
is given. This provides a more comparable measure to the other representations,
but is computationally expensive. The EMD computes the distance between two
probability densities, and can be calculated between two normalised histograms
a and b as the solution of the transportation problem:
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Figure 3.10: PCA reconstruction using the Occupancy Map representation
min
fqt 0
DX
q,t=1
dqtfqt s.t.
PD
q=1 fqt = a
t,
PD
t=1 fqt = b
q. (3.6)
where the variable fqt denotes a flow representing the amount transported from
the qth supply to the tth demand (i.e. how many players are transported) and
dqt the ground distance (i.e. how far the players are displaced).
Clustering was performed in each representation’s own space, but the results were
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evaluated in a common space using the original (x,y) data ordered by roles at
the start of each snippet (i.e. the Roles(2) representation, which was found to
be best for representing trajectories in Fig 3.8). The reconstruction error was
calculated as the average distance between each example and its cluster centre,
and reported per detection. The clustering results are presented in Figure 3.11.
10 1 100 101 102 103 104
0
5
10
15
Number of Clusters
M
ea
n
R
ec
on
.
E
rr
or
(m
)
Clustering Reconstruction Error
(1 team)
10 1 100 101 102 103 104
0
5
10
15
Number of Clusters
M
ea
n
R
ec
on
.
E
rr
or
(m
)
Clustering Reconstruction Error
(2 teams)
Centroids
Occ maps (30x18)
(x,y)
Figure 3.11: K-medoids clustering results using di↵erent representations.
From the clustering results, it can be seen that there is quite high variability in
shots and a high number of examples are necessary for the cluster centres to well
represent the examples assigned to them (i.e. low mean reconstruction error in
the plot). An initial knee-point is visible at around 10 clusters, indicating that
there appear to only be a few coarse types of shots. These could correspond to
commonly known shot classes taken from di↵erent locations such as: open-play; a
counter-attack (where players break quickly from one-end to the other); corners;
penalties; and free-kicks. Despite this, the error is still quite high, which shows
that there is great variability in how the players are arranged and move. Compar-
ing the di↵erent representations, the original (x,y) data ordered by roles performs
best followed by occupancy maps, with centroids performing the poorest. This
is expected as the centroids have the greatest information loss (and hence poorer
clustering results). Thus, a microscopic approach using roles is ideal for analysis.
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3.7 Summary
In this chapter, various methods of aligning group behaviour were presented and
evaluated. Macroscopic approaches of centroids and occupancy maps were shown
to be able to represent group behaviours, but at the cost of information loss. De-
spite this, centroids were shown to still represent a large portion of the underlying
signal and can be used to provide context. Occupancy maps were shown to be
able to represent behaviours on a coarse or fine basis, but at the cost of dimen-
sionality. Ideally a microscopic approach is desired, as there is no information
loss. It was shown that the static assumption of ordering players by identity is not
ideal as there is constant interchanging of positions making the dimensionality of
the resulting subspace much higher. To overcome this, a role representation was
proposed and three methods of assigning roles were presented, with the heat map
approach performing best. The role representation was shown to best represent
the data in reconstruction and clustering experiments, demonstrating its ability
in enabling large-scale analysis of multi-agent behaviours.

Chapter 4
Characterising and Visualising
Group Behaviours
4.1 Introduction
Despite a large amount of player and ball tracking data becoming available in
professional team sports, large-scale mining of such data has been limited due
to the di culty in representing dynamic multi-agent trajectories. A major issue
centres on aligning player positions over time, and is apparent when looking at
the distribution of player positions across a match. In Figure 4.1 (a) and (b)
the trajectories and distributions of soccer players across a 45 min match half
are shown, demonstrating how the continuous interchanging of player positions
results in significant overlap in the player distributions. In Chapter 3, a role-
based approach to alignment that dynamically updates each agent’s role at each
frame was presented to overcome the misalignment. However, this required prior
knowledge of the structure or formation that the group adopts, consisting of a
set of pre-defined roles. There may not exist a single template that all groups
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(a) (b) (c)
Figure 4.1: Player swaps throughout a match cause misalignment in the data that
need to be overcome to perform large scale-analysis. (a) Given the trajectory of
each player during a match half, it can be seen that players continually swap
positions. (b) The distributions of the player positions over the half highlights
the overlap. (c) Using the proposed iterative role-assignment procedure, a role
label is assigned to each player at the frame-level allowing the underlying structure
or formation of the team to be extracted and visualised.
adopt and it may not be possible to acquire this in advance. For example, in
soccer there are many formations that teams can utilise such as a 4-4-2, (i.e.,
four full-backs, four mid-fielders and two strikers) or a 4-2-3-1, (i.e., four full-
backs, two holding midfielders, three attacking mid-fielders and a striker). Each
formation has a di↵erent structure in which di↵erent positional responsibilities
or roles are assigned and these are important to distinguish when comparing
teams and strategies. Therefore, a single template cannot be used to align player
positions across all teams, particularly when attempting to discover the specific
style employed by each team within each match.
In this chapter, a method is proposed to learn a group’s formation directly from
data based on the minimum entropy data partitioning method [83, 118]. This
disentangles tracking data into distinct role distributions (such as in Fig. 4.1(c)),
allowing a group’s underlying formation to be discovered as well as providing
alignment for improved large-scale analysis of group behaviours. Using this ap-
proach, the unique characteristics of a sports team can be visualised in terms of
the formation descriptor which encapsulates the team’s structure, position and
movements. This provides a strong cue for team identity and can be used to
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find teams which play similar styles, or find the di↵erent styles a team adopts
in di↵erent circumstances (e.g. a team may play one style at home and another
away, or one style against a top-team and another against a bottom team). Prior
knowledge of a team’s playing style is also very useful for predicting future be-
haviours and planning strategies against future opponents. In this chapter, the
procedure to discover formations from tracking data is presented and the utility
of the approach is demonstrated for group behaviour analysis tasks using a full
season of player and ball tracking data from a professional soccer league (> 400
million data points).
4.2 Data: Player Tracking in Soccer
For this work, an entire season of soccer player tracking data from Prozone [113]
was utilised. The data consists of 20 teams who played home and away, to-
talling 38 matches for each team or 380 matches overall. Six of these matches
were omitted due to missing data. The 20 teams are referred to using arbitrary
labels {A, B, . . . , T}. Each match consists of two halves, with each half con-
taining the (x, y) position of every player at 10 frames-per-second. This results
in over 1 million data-points per match, in addition to the 43 possible annotated
match events (e.g. passes, shots, crosses, tackles etc.). Each of these events con-
tains the time-stamp as well as location and players involved. An inventory of
the tracking data is given in Table 4.1, and a list of events annotated in each
match is given in Table 4.2.
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Statistic Frequency
Teams 20
Matches 374
Frames 21.5M
Data Points 480M
Ball Events 981K
Table 4.1: Inventory of the soccer dataset used for this work.
Pass Foul - Cross Catch
Direct FK Drop Save
Pass Foul - Cross Catch
Assist Indirect FK Assist Save
Corners Foul - Reception Punch
Penalty
Shot on Foul - Reception Punch
Target Throw-in Assist Save
Shot o↵ O↵side Reception Diving
Target Save
Goal Yellow Catch Diving
Card Save
Own Red Catch Drop of
Goal Card Drop Ball
Neutral Running Chance Substitution
Clear Save with Ball
Block Drop Pass Hold of
Kick Save Ball
Clearance Neutral Player Clearance
Uncontrolled Clearance Out
Table 4.2: List of match statistics used to describe team behaviour.
4.3 Discovering Formations from Data
In team sports like soccer, there is an inherent global structure that the players
adhere to termed a formation. This is e↵ectively a strategic concept which defines
how the team distributes its players across the field in an aim to maximise their
chances of winning while trying to minimise the chances of their opposition. Even
though players can actively change roles during a match (altering who occupies
each role on a per frame basis), they tend to adhere to a formation. The long-term
spatial structure of a team, or group in general, could intuitively be represented by
the mean location of its agents. However, with constant swapping of positions, the
mean positions of the agents won’t represent the true spatial structure employed
by the group. The role swapping must be overcome to discover the formation.
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In this section, the task of learning a model of a group’s formation directly from
tracking data is discussed.
Mathematically, a formation, F , can be defined as an arbitrarily ordered set of
N roles, {R1, R2, . . . , RN}, which describe the spatial arrangement of N agents
of a group. While roles can be represented in a number of ways, in Chapter 3
it was found that a “heat-map” approach in which each role is represented by a
probability density function of location performs best. Using this representation,
the best estimate of the underlying formation of a group from tracking data D is
equivalent to finding the most probable set F⇤ of 2D probability density functions,
F⇤ = argmax
F
P (F|D). (4.1)
Criteria must be defined for which formation (i.e. set of role probability density
functions) is more likely for a given set of tracking data in order to solve this
equation. To begin, the 2D probability density function P (X = x) which models
the tracking data D is considered. In other words, P (x) represents the heat-map
for the entire group (or team) which can be modelled as a linear combination of
the heat maps for each role,
P (x) =
NX
n=1
P (x|n)P (n) (4.2)
=
1
N
NX
n=1
Pn(x).
To discover the spatial structure of a group, each role should be distinct and well
separated from other roles. This is analogous to team sports where players need
to strategically spread out so that the entire field is adequately covered and so
that di↵erent players are responsible for di↵erent portions of the field. To achieve
distinct roles, the probability density functions of each role within a group should
exhibit minimal overlap with one another. This is equivalent to minimising the
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overlap of each role probability density function with the group’s probability
density function. Following the ideas of minimum entropy data partitioning [83,
118], Kullback-Liebler divergence was employed to measure the overlap between
two probability functions P (x) and Q(x),
KL (P (x)kQ(x)) =
Z
P (x) log
⇣P (x)
Q(x)
⌘
dx. (4.3)
Since divergence is a strictly positive quantity (and completely overlapping prob-
ability density functions have zero divergence), a penalty Vn is employed based
on the negative divergence value between the heat map Pn(x) of an individual
role and that of the whole group P (x),
Vn =  KL
 
Pn(x)kP (x)
 
. (4.4)
Computing the optimal formation F⇤ is equivalent to determining the optimal
set F⇤ = {P1(x), . . . , PN(x)}⇤ of per-role probability density functions Pn(x)
that minimise the total overlap,
F⇤ = argmin
F
V. (4.5)
Substituting the expressions for KL divergence into the total overlap cost illus-
trates the dependence on each role-specific 2D probability density function
V =
NX
n=1
P (n)
⇣
 KL Pn(x)kP (x) ⌘ (4.6)
=  
NX
n=1
P (n)
Z
Pn(x) log
⇣Pn(x)
P (x)
⌘
dx (4.7)
=  
NX
n=1
P (n)
Z
P (x|n) logP (x|n)dx
+
NX
n=1
P (n)
Z
P (x|n) logP (x)dx. (4.8)
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The expression for V is drastically simplified when put in terms of entropy
H(x) =  
Z +1
 1
P (x) log(P (x))dx. (4.9)
The total overlap cost, in terms of entropy, becomes
V =  H(x) +
NX
n=1
P (n)H(x|n) (4.10)
=  H(x) + 1
N
NX
n=1
H(x|n). (4.11)
Substituting (4.11) into (4.5) and ignoring the constant term H(x), the optimal
formation is the set of role-specific probability density functions that minimise
the total entropy
F⇤ = argmin
F
NX
n=1
H(x|n). (4.12)
4.3.1 Procedure
As there is no way to solve this problem e ciently, an approximate solution
can be achieved using the expectation maximisation (EM) algorithm [38]. The
proposed procedure is similar to k-means clustering except with the constraint
that at each frame, each agent (or player) must be assigned to a unique role.
Instead of assigning each data point to its closest cluster, the linear assignment
cost of assigning roles to agents (players) is minimised at each frame using the
Hungarian algorithm [79], to ensure there is a one-to-one assignment of roles to
agents (players).
The procedure is described as follows and is visually presented on sports data in
Figure 4.2 for two match halves. Firstly, the data is normalised so that teams are
attacking from left to right and the e↵ects of translation are negated by setting the
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Figure 4.2: Example of the role discovery procedure for two teams, showing the
role distributions at each iteration (drawn as heat maps in the top row and 2D
Gaussians in the bottom). The initial role distributions (a), are calculated by
assuming each player is assigned a single role over all frames and taking their
distribution over the half. A high degree of overlap is exhibited due to frequent
positional swaps between players. Taking (a) as the template, each frame is
assigned to these roles and the updated distributions are shown in (b). This is
then used as the template for the next iteration and the procedure is repeated
until convergence, resulting in well separated role distributions as in (d).
tracking data to have zero mean in each frame. This results in a formation being
represented as the spatial distribution of each role relative to the team’s centroid.
The initial formation is set by arbitrarily assigning each player a unique role
label at the start of the match and maintaining these roles throughout the entire
duration of the tracking data. Even though there is heavy overlap between the
distributions of some players, initialising based on player identity is a reasonable
estimate of the formation as it is assumed that players tend to play one role for
the majority of the time. Examples of the initial occupancy maps for each role
are shown in Figure 4.2 (a). Role labels are then assigned to player positions at
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each frame of the tracking data by formulating a cost matrix based on the log
probability of each position being assigned a particular role label. The Hungarian
algorithm [79] is used to compute the optimal assignment of role labels based on
the current formation template. Once role labels have been assigned to all frames
of the tracking data, the probability density functions of each role are recomputed,
giving an updated formation template. The process is repeated until convergence,
resulting in well separated probability density functions as in Figure 4.2 (d). In
this way, each player is assigned to a role at each frame of the tracking data and
the role probability distributions (Pn(x)) are discovered, providing the formation
that the team played over the match half.
4.4 Individual and Team Analysis
The proposed formation discovery procedure was performed for each team and
match half, excluding formations where players were sent o↵, resulting in the
detection of 1411 formations. Each formation consists of a set of ten distinct role
probability distributions, representing the structural arrangement of the team
over a half, and depicts the long-term characteristic behaviour of the team.
4.4.1 Visualising Team Formations
The formations for each of the 20 teams (A-T) for every match are shown in
Figure 4.3. As can be seen in this figure, most of the teams tend to play the same
formation across the season with only a slight variation occurring in some of the
positions. For example, only teams B and T seem to have some variation across
the course of a season, while others like teams A, F, P and R only have a minor
change in the midfield (i.e. one holding midfielder vs two, or playing with one
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A B C D E
F G H I J
K L M N O
P Q R S T
Figure 4.3: The discovered formation descriptors are displayed for each team
(A to T). The formations are drawn so that teams are attacking from left to
right, with colours representing di↵erent roles. For clarity of visualisation, only
the centroid for each role for each match is shown instead of displaying the full
distribution.
striker vs two). Other than that, most teams tend to be rather staunch in what
they play. The most dominant formation appears to be a 4-4-2, with some teams
varying the midfield as described above. Only one team appeared to play with
three defenders (team T).
In addition to representing the long-term behaviour of the team in terms of forma-
tion or team structure, the proposed method can also be used over shorter dura-
tions to dynamically represent how a team plays throughout a match. Compared
to existing statistics which only contain sparse team information (e.g. # corners,
# shots, % possession), the proposed approach can represent the spatio-temporal
characteristics of the match in terms of formations and position. One of the
statistics which broadcasters present during a live-broadcast is the possession du-
ration of both teams over the past 5 minutes which gives an indication of which
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Figure 4.4: Film strip representing the timeline of a match in terms of formation.
By observing formations within a match using a sliding window of 5 mins, the
game progresses in terms of team structure and location on the field can be seen.
A 45 min half timeline is shown (circles = goals) with the home team (red)
attacking from left to right. (a) During a neutral portion of the game, it can be
seen that both teams are playing a 4-2-3-1 formation. (b) Next, it can be seen
that the red team makes an attack by spreading out and advancing its players
forward. (c) Before the blue team scores, the centre midfielder (role 9) moves
forward to aid in the attack. (d) In the final example, the red team scores, with
the whole team positioned close to the goal.
team is dominating. While this is insightful, it does not give any information
about where this is happening. Using a sliding window of 5 minutes on the role
assigned player positions, the play progression can be visualised in terms of team
formations and relative player positions, by using 2D Gaussians to represent the
role distributions over the time window. A film-strip of this approach is shown
in Fig. 4.4.
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4.4.2 Clustering Team Formations
To get an indication of the types of formations used by teams across the league
of data, agglomerative clustering was employed on the formations. In agglomer-
ative clustering, each observation starts in its own cluster and pairs of clusters
are merged based on distance, forming a cluster hierarchy. The distance between
formations was calculated as the sum of the Earth Mover’s Distance (EMD) [121]
between corresponding role probability density functions. Agglomerative cluster-
ing was chosen as it provides a flexible and non-parametric approach to discover
the types of formations used across the dataset. Di↵erent clustering thresholds
of the hierarchy can be observed, and a cut-o↵ of six clusters is shown in Fig. 4.5.
Six clusters were chosen as this allows the coarse categories of formations to be
visualised. Segregating further resulted in clusters that look very similar, while
a smaller number had too much variation within the clusters. From Fig. 4.5, it
can be seen that clustering resulted in the discovery of distinct formation classes
- e.g. Cluster 2 and 3 have only 1 striker in the front, Cluster 1 and 5 have 2
strikers, while Cluster 4 and 6 appear to have 3. Cluster 4 is the only cluster
with 3 defenders at the back with the remainder all having 4.
By observing the clustering assignment frequency (top right of each cluster in
Fig. 4.5), an indication of which formations are more commonly adopted by teams
can be seen. Cluster 1, which appears to be a 4-4-2, is the most common formation
with approximately 54.11% of formations being assigned to this cluster, followed
by Cluster 2 (22.30%), which appears to be a 4-2-3-1. This gives insight into the
strategies adopted by teams (e.g. having 2 strikers instead of 1 may be considered
a more attacking strategy).
The clustering results were evaluated by comparing the cluster groups against
ground truth formation labels. The ground truth labels were annotated by a
4.4 Individual and Team Analysis 65
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Figure 4.5: Formation clustering output. The formations assigned to each cluster
are shown with the median formation overlaid in black. Each dot point represents
the discovered mean role position for the formation for a match half, and the per-
centages refer to the proportion of examples assigned to each cluster, indicating
the popular formations adopted by teams across the league. All formations are
normalised so that the team is attacking from left to right.
soccer expert who annotated the most frequently observed formation for each
match half and each team according to the arrangement of players in defensive,
midfield and attacking lines (4-4-2, 4-2-3-1, 4-3-3, 3-4-3, 4-1-4-1, or ‘other’ where
the team either did not display a dominant formation or was not one of the given
labels). To evaluate the results, the label of each cluster was estimated as the
most frequent ground truth label within the cluster and the results are presented
as a confusion matrix in Fig. 4.6.
It can be seen from Fig. 4.6 that the discovered formation clusters match the
ground truth annotations quite well, with high within cluster label agreement and
an overall correct classification rate of 75.33%. The most confusion is in Cluster
5 which appears to be a 4-1-3-2 formation (referred to as a 4-4-2 ‘diamond’), often
being classified as a 4-4-2 and 4-3-3. On visual inspection of the misclassified
examples, sometimes the formation appears in between two clusters, and there is
some confusion between the 4-4-2 and 4-2-3-1 formations when the second striker
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Figure 4.6: Formation clustering results presented as a confusion matrix, showing
the proportion of each cluster belonging to each ground truth formation label.
is positioned slightly behind the other.
4.4.3 Individual Player Analysis
Compared to existing analysis which often only looks at the mean behaviours
of each player, the role assignment method dynamically assigns players to roles
throughout a match and therefore allows the di↵erent characteristic behaviours
of each player to be analysed and visualised. An example of where this is useful
is shown in Figure 4.7.
The roles of each player over a match half relative to the discovered formation
are first examined, as shown in Fig. 4.8. In these examples, the behaviour of
two teams is shown, demonstrating how players dynamically alternate positions
throughout a match and how versatile they are within the formation. Plot (c)
represents a 5 min smoothed version of the role assignments (to ignore temporary
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Figure 4.7: Roles provide important context for performing individual player
analysis. (a) Shows the touches of the player who starts in the left-wing position
but changes half way through the half to the right-wing. Current approaches
just give the mean position which neglects the context. (b) Using the proposed
formation and role-representation captures context to allow for better individual
player analysis.
role swaps) showing dominant roles taken by each player. From this, it can be
seen that in the top game, roles remain constant throughout the match, while in
the second game the midfielders (roles 5 and 6, shown in blue and grey) alternate
positions frequently throughout the match. The most frequent role swap are
visualised as a transition matrix in plot (d), which also gives an indication of
team playing style.
Next, it is demonstrated how roles can be used to provide context in analysing
player events throughout a match. In Figure 4.9, all the events that occurred
within an example match half are displayed. On the left the events were seg-
mented by role, and on the right the events were segmented by player identity.
In (b), interesting behaviour can be observed for the players playing left wing
and right wing who swap roles for part of the match. The role representation is
able to detect these characteristic behaviours (coloured in green and cyan). If the
mean of each player’s actions were simply taken, this important tactical variation
would be missed. Roles provide important context for such player analysis.
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Figure 4.8: The behaviour of two di↵erent teams over half a match, demonstrat-
ing: (a) Their overall formation calculated using the proposed formation discov-
ery procedure (with roles represented as 2D Gaussians). (b) A timeline showing
the role assigned to each player at each frame, coloured by role. (c) A 5 min
smoothed version of the role assignments (ignores temporary role swaps), (d)
The per-frame role swaps across the half {left-back(LB), left-center-back(LCB), right-center-back(RCB),
right-back(RB), left-centre-midfield(LCM), defensive-midfield(DM), right-centre-midfield(RCM), left wing(LW), right-wing(RW),
attacking-center-midfielder(ACM), striker(ST)}
(a) (b)
Figure 4.9: Every event within a match half segmented into (a) roles, versus (b)
player identity (both coloured by the role of the player at the frame of the event)
4.5 Predicting Team Identity
To determine if teams had a distinct playing style, a series of team identity
experiments were conducted. The challenge was, given only player tracking data
and ball events, how can the identity of each team best be predicted? To do this,
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Figure 4.10: Based solely on match statistics, ball movement patterns, and the
formation descriptor, the identity of a soccer team can be predicted.
three types of match descriptors which describe team behaviour were generated:
1) match statistics, 2) ball occupancy, and 3) team formation, and these are used
for predicting team identity as shown in Figure 4.10.
4.5.1 Match Descriptors
Match Statistics: During a match, various statistics that capture team and
individual behaviour are annotated. Table 4.2 presented at the start of the chap-
ter, lists the statistics that were annotated and used for representing team per-
formance. While the number of these match statistics is quite large, the majority
are quite sparse with only a couple of these events labelled per match. Only a
half-dozen of the most important match statistics are normally documented in
reporting of a match (i.e. goals, shots on target, shots o↵ target, passes, corners,
yellow and red-cards).
Ball Occupancy: Associated with the match statistics/events are the time and
location for each occurrence. To form a representation of this information, the
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M185 T1 − Occupancy map
Figure 4.11: Example of a quantised ball occupancy map (10⇥ 8 grid) of a team
from a match (attacking left to right).
approach used in [94, 96] was adopted which consists of estimating the continuous
ball trajectory at each time-stamp by linearly interpolated between events, as
well as which team had possession (ignoring stoppages). The field was split into
a 10 ⇥ 8 spatial grid and ball occupancy of each of these grids for each team
were calculated (i.e. how often the team was in possession of the ball in this
location over the match). A visualisation of a ball occupancy example is shown
in Figure 4.11.
Formation Descriptor: For each match half, the formation descriptor F⇤ was
found using the method described in Section 4.3.1. This gave an M ⇥N matrix
where M refers to the number of cells in the field and N is the number of roles
(set to 10, as the goal-keeper was omitted, as well as games which had a player
sent o↵). A depiction of the formation descriptors for each team for all matches
was presented in Figure 4.3. As teams are rather rigid in the way they play
across a season, it suggests that this is a useful feature in discriminating between
di↵erent teams. Another interesting point is, as teams vary little in terms of
playing style throughout the season, this could be used as a powerful prior for
preparing against an opposition in upcoming matches.
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Figure 4.12: Block diagram for learning the discriminative feature vector and
predicting team identity. Given a match descriptor, the data is first scaled then
multiplied byWT , found using LDA, to yield a discriminative feature vector. The
LDA matrix is learnt using the team identity labels and their match descriptors
in the training set. Team identity is then predicted using k-NN.
4.5.2 Experiments
Experiments were performed to determine which features were best at discrim-
inating between teams and which best characterise a team’s behaviour. The
team identity experiments were performed using a “leave-one-match-out” cross-
validation strategy where one match was left out to test against, and the remain-
ing matches were used as the train set. A block-diagram shown in Figure 4.12
describes the procedure.
To begin, the three descriptors described in the previous section were generated
and were linearly scaled to be in the range [0, 1], to ensure equal weighting of fea-
tures. To obtain a compact but discriminative representation, linear discriminant
analysis (LDA) was used to learn the transformation matrixW from the training
set, using the team identity as the class labels (i.e. C = 20). LDA was chosen
as it explicitly models the di↵erence between classes and helps to determine the
distinguishing features of a team. After learning theW matrix, the features were
then multiplied by WT to yield a lower dimensionality discriminant feature vec-
tor of dimensionality C   1. To predict the identity label of the teams in the test
match, a k-nearest-neighbour classifier was used with the Euclidean norm as the
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distance metric. A neighbourhood of k = 20 was chosen as this provided the best
results for most descriptors, however, the order in performance of the di↵erent
descriptors was consistent across various k.
The results for the various descriptors are shown in Figure 4.13. In Figure 4.13(a),
it can be seen that using only match statistics is a poor indication of team iden-
tity with an overall accuracy of 17% (chance is 5%). This result makes sense as
the match statistics only contain coarse event information without any spatial
or temporal information about the ball or the players. Using the ball occupancy
gave marginally improved performance over the match statistics with an accu-
racy of 19% (Figure 4.13(b)). This is well below the 33% which was obtained
in the previous works [94, 96]. A possible explanation of the performance di↵er-
ence could be due to the coarse estimation of the possession strings and the ball
occupancy maps from the event data.
The most impressive performance by far is the formation descriptor which ob-
tains over 67% accuracy (Figure 4.13(c)), which clearly shows that teams have a
true underlying signal which can be encapsulated in the way the team moves in
formation over time. The descriptors were also fused together by concatenating
all the scaled features and this approach improved the overall performance to
over 70% (Figure 4.13(d)) which shows that there is complimentary information
within the other descriptors. A bar-graph comparing the overall performance for
each descriptor is given in Figure 4.14.
4.6 Analysing Team Style
Team style is a very subjective and di cult attribute to label, especially in con-
tinuous sports like soccer. This is in part due to the dynamic and low-scoring
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Figure 4.13: Team identity results for the various descriptors: (a) match statistics,
(b) ball occupancy, (c) formation descriptor and (d) fused all descriptors.
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Figure 4.14: Comparison of the team identity prediction accuracy for di↵erent
descriptors.
nature of such sports which makes it di cult to segment the game into discrete
parts, as well as the fact that style is a high-level attribute that encompasses all
aspects of play, from how a team scores, to how they cover the field, and how
they interact and move in co-ordination. The formation descriptor incorporates
many of these aspects and is used in this section to approximate team style for
prediction and anomaly detection tasks.
4.6.1 Team Style
To evaluate team style prediction and anomaly detection, the soccer data was split
into separate training and testing sets. The last two rounds of the season were
excluded for testing, and the remaining games were used to train the style models.
This provides a realistic chronological evaluation framework where analysts may
74 4.6 Analysing Team Style
want to predict future performances, while providing su cient data to train o↵.
Teams only verse each other twice throughout the season, resulting in insu cient
data to model team versus team behaviours. Instead, a discrete set of styles is
learnt through clustering to provide more examples of behaviours for each style.
Given a training set of team behaviour descriptors, a discrete set of styles was
learnt using k-means clustering. The clustering was performed on the match fea-
tures projected into the lower dimensionality discriminative space using LDA as
in the team identity experiments (Fig. 4.12), as this provides better discrimina-
tion between styles and faster prediction. K-Means clustering was adopted as it
separates the data into classes of relatively equal proportions, providing su cient
examples of each style.
Style clustering results for k = 5, 10 and 20, are shown in Figure 4.15. It can
be observed that there is some overlap in style between certain teams, and some
teams exhibit multiple styles. The variation in style for each team across the
season using k = 5 styles, is shown in Figure 4.16. Team T stands out, being
in a style cluster of its own, which could be explained by the distinctly di↵erent
formation from all other teams, with 3 defenders at the back (as was discovered
previously in Fig. 4.3). Most teams play a single style, while teams E and R vary
their playing styles more frequently than other teams.
To encapsulate the behaviour styles that teams adopt, the playing style of a
team is defined as a linear combination of their styles in previous matches. A
style vector is constructed using the normalised weights from the style clustering
matrices. For example, using the 5 style clusters from Figure 4.15(a), the style
vector for Team A=[0, 2728 ,
1
28 , 0, 0] and Team B=[
30
32 ,
1
32 ,
1
32 , 0, 0]. Modelling
teams as a combination of the styles they play makes intuitive sense, as sometimes
a team could play a pressing game and on other occasions the team may play
defensively, so they would be weighted according to these performances. Another
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Figure 4.15: Results for clustering the descriptors of each match half when setting
the number of style clusters to: (a) 5, (b) 10, and (c) 20.
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Figure 4.16: Shows the variation in style each team has across a season when 5
style clusters are used. Each coloured block represents the formation style the
team played for a match half and they are concatenated chronologically, excluding
match halves that were missing data or had a player sent o↵ (i.e. < 10 field
players).
team may be very rigid and play the same style every game – so the weight for
that style would be very high. These style vectors can then be used to assist in
prediction of future behaviours.
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Figure 4.17: Formation prediction procedure using k-NN regression. (a) all train-
ing examples, (b) retrieved examples according to style prior, (c) the predicted
formation (= mean(retrieved examples)), (d) the actual formation.
4.6.2 Prediction and Anomaly Detection
Previously, given the ball and player tracking data, team identity was predicted.
In this section, the reverse is done - given only the identity of the two teams
playing, the playing styles of the two teams are predicted.
To predict the most likely features, K-nearest neighbour regression was used.
While a more complicated regressor could be used, this simple model demon-
strates the utility of the formation descriptor in describing and predicting team
style. Given two team names, their team style vectors learnt from the training
data were used to predict the most likely formation they will adopt in the coming
match, by regressing from the most similar training examples. That is, for each
match in the training set, the two team styles are compared to the test match’s
team style priors, and the K most similar matches in terms of team styles are
then extracted. The mean of these features is then used to predict the features
in the test match. The formation prediction procedure is shown in Figure 4.17.
The last two rounds of the season (containing 18 matches) were used to evaluate
the prediction of team formation. The performance was evaluated by comparing
the predicted formation to the actual formation played for each match, and the
results are presented as the average error for each role position, presented in
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Figure 4.18: Results comparing the predicted formation to the actual formation
played for the home (red) and away team (blue) for each match in the final two
rounds of the season (18 matches) . The values refer to the average error for each
role position.
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Figure 4.19: Example of a poor formation estimate (test match 16), which appears
to be due to an anomaly in the team’s behaviour. (a) retrieved examples, (b)
predicted formation, (c) actual formation
Figure 4.18. It can be seen that most matches are estimated within 2 m average
error per role, while Match 1 and 16 are most poorly estimated. This suggests
that the teams were not playing their normal formation style in these matches and
suggests anomalous behaviour. The predictions allow the most likely formation
to be visualised and can also be used to detect anomalies, in which the predicted
behaviour is very di↵erent from the observed formation, such as in Figure 4.19.
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In terms of analysing soccer matches, two of the most important factors to con-
sider are: 1) the formation the team played (e.g. 4-4-2, 4-2-3-1, 3-5-2 etc.), and
2) the manner in which they executed it (e.g. conservative - sitting deep, or ag-
gressive - pressing high). Despite the existence of ball and player tracking data,
such analysis is still performed manually by humans and the method proposed
in this chapter is the first to automatically detect and visualise formations. In
this section, the utility of the approach is showcased by investigating the “home
advantage” and exploring whether there is any strategic reasons for why home
teams are much more likely to win compared to away teams.
4.7.1 Statistics Highlighting the Home Advantage
In recent work, it was shown that home teams had significantly more possession in
the forward-third which correlated with more shots and goals while the shooting
and passing proficiencies were the same [96]. While teams had approximately the
same number of passes, passing accuracy and shooting accuracy when playing at
home and away, there were significantly more shots and goals for home teams, and
it was found that this coincided with home teams having more possession in the
forward third. Before proceeding, the same experiments were performed on this
soccer dataset (details were given in Section 4.2), to see if the same phenomenon
occurred. The comparison of home and away statistics are displayed in Table 4.3.
From Table 4.3, it can be seen that the same pattern exists in the data set used
for this work. Most notably, home teams had more shots and goals, as well as
more points and possession in the forward third, while the shooting proficiency
and number of passes were roughly the same. This suggests something is di↵erent
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Event Statistic Mean for Mean for P-Value
Home Team Away Team
Points 1.6 1.1 < 0.001
Goals 1.6 1.2 < 0.001
Shots on target 6.5 5.2 < 0.001
Shots not on target 8.9 7.0 < 0.001
Shooting accuracy 41.7% 42.4% 0.5046
Number of passes 451 436 0.1483
Possession in final third of field
14.1% 11.8% < 0.001
(of time in play)
Table 4.3: Mean match statistics highlighting the home advantage. A low p-value
indicates that the null hypothesis should be rejected (that there is no di↵erence
in the home and away team distributions for the given statistic).
in the way the teams play: does it mean that teams play with two strikers at
home while they play with an extra midfielder away, or is this a global trend
of the formation where all the players pushed forward? To do this analysis, the
team formations were detected and visualised.
The formations detected through the procedure described in Section 4.3.1, are
now coloured for each match by whether the formation was played at home or
away, as presented in Figure 4.20, with red corresponding to home performances
and blue corresponding to away. It can be seen that most of the teams tend to
play the same formation regardless of whether they are playing at home or away
with only a slight variation occurring in some of the positions.
Given that teams tend to play a similar formation regardless of whether they
play at home or away, this led the analysis to exploring how the formation was
played (i.e. were they more attacking, or were they more defensive?). To answer
these questions, the centroid of each formation was examined for each team when
they were: a) in possession, and b) when the opponent was in possession of the
ball. The times when the ball was out for a stoppage were disregarded, which
is amazingly around 50% of the time. These plots are presented for the zoomed
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Figure 4.20: Formations for each team (A to T) comparing home (red) and away
formations (blue), drawn so that teams are attacking from left to right. The
mean position for each role is plotted for each match and the distribution of the
mean role positions are drawn with ellipses for home and away games.
in area of the field (see Figure 4.21) in Figure 4.22 and 4.22 respectively. It is
apparent from these plots, that nearly all teams are positioned further forward
at home than they are away, both when attacking and when they defend. This
can help explain how teams have more possession in the forward third at home,
as simply having the players in more advanced positions suggest that they would
have more possession in these advanced areas. Similarly, when they are defending
higher up the pitch, it means that they are more likely to regain possession higher
up the pitch. The downside to this tactic is that they leave more space exposed
behind the defensive line which allows teams to be hit on the counter attack.
However, in addition to winning the ball in more advanced positions (which is
closer to the opponent’s goal and is likely to lead to more shots and more goals),
the home team will expend less energy. This has large implications as the less
energy a team expends, the longer and more sustained attacks a team can lead.
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Figure 4.21: To get a closer look at the formation di↵erences, analysis was con-
ducted on a zoomed in area of the field.
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Figure 4.22: Mean position of the team when they were in possession. Each dot
represents the centroid for a match half and the ellipses denote the distribution
of the team’s home games (in red), and away games (in blue).
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Figure 4.23: Mean position of the team when the opposition was in possession.
Each dot represents the centroid for a match half and the ellipses denote the
distribution of the team’s home games (in red), and away games (in blue)
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In this chapter, a method was proposed to align multi-agent data in an unsu-
pervised manner, by minimizing the entropy of a set of role distributions. An
Expectation Maximisation approach was proposed to e ciently solve this prob-
lem, which simultaneously assigns agents of a group (players) to spatial roles at
each frame of the dataset and discovers the overall group (team) structure or
formation. In this procedure, the variance in location of each role is reduced,
disentangling the agent or player distributions into distinct role distributions to
allow the discovery of the underlying group structure. Compared to the method
proposed in Chapter 3 which required ground truth labels to learn the forma-
tion representation, the proposed method is completely automatic and learns the
formation of a group directly from data.
The alignment of the data enables a host of new group behaviour analysis tasks
to be performed such as discovery and visualisation of group structure, as well
as improved clustering, prediction and group identity classification. The utility
of the approach was demonstrated in performing large-scale individual and team
analysis using a full season of data from men’s professional soccer, consisting
of over 21.5 million frames of player tracking data, spanning 20 teams and 374
matches. While the proposed approach is most suited to analysing team sports
data, it can be applied without modification to any multi-agent data for which
the dominant spatial structure across a period of time is desired and where the
individual spatial positions of the agents may vary across that time (e.g. bird
flight formations).
Using the formation discovery procedure, the team formations for each match half
across a whole season of professional soccer were visualised and clustered to give
an indication of group structure and strategy. The discovered formations were
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then used to enhance individual player and team analysis, by providing context
to the player statistics. The approach was also used to visually summarise a game
which gives an indication of dominance and tactics. Following this, the formation
descriptor’s utility in discovering a low-dimensional discriminative feature space
was demonstrated, by projecting the set of occupancy maps of each role into a
lower dimensional space using linear discriminant analysis (LDA). The approach
was shown to characterise individual team behaviour significantly better (3 times
more) than other match descriptors typically used to describe team behaviour. A
series of prediction and analysis tasks were conducted to highlight the application
of the approach.
A case study was then performed on the home advantage phenomenon that ex-
ists in soccer, using the discovered team formations. It was found that while
teams tend to play the same formation at home as they do away, the manner
in which they execute the formation is significantly di↵erent. Specifically, it was
shown that the position of the formation of teams at home is significantly higher
up the field compared to when they play away. This conservative approach at
away games suggests that coaches aim to win their home games and draw their
away games. While enabling new discoveries of team behaviour which can en-
hance analysis, it is also worth mentioning that the automatic formation detection
method is the first to be developed.
.

Chapter 5
Representing Noisy Data
5.1 Introduction
In many group behaviour analysis tasks, vision-based approaches to detecting and
tracking people are preferable over wearable sensors as they can be acquired un-
obtrusively and do not require each individual to be instrumented. Unfortunately
though, tracking people continuously over long time durations is still an unsolved
vision problem due to challenges caused by occlusions, variations in resolution
and pose, as well as strong illumination changes, resulting in the acquisition of
noisy detection data. For tasks like clustering and retrieval, having noisy data
(i.e. missing and false detections) is problematic as it generates discontinuities in
the input data stream, and renders a lot of automatically acquired data useless
without the time-consuming manual labour required to clean it up.
In this chapter, group context is used to perform analysis directly from noisy
data in the sports domain. As player motion and position (i.e. proximity to
team-mates and opponents) are heavily linked to game-context and where the
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action on the field is taking place, these contextual features can be used to fill
in the gaps of missed tracks caused by missed or false detections. An impor-
tant contextual feature in team sports is characterised by a formation: a coarse
spatial structure, defining a set of roles or individual responsibilities distributed
amongst the players, which is maintained throughout the course of the match.
Additionally, player movements are governed by physical limits, such as accelera-
tion, which makes trajectories smooth over time. These two observations suggest
significant correlation (and therefore redundancy) in the spatio-temporal signal
of player movement data.
A core contribution presented in this chapter is the extraction of a low-
dimensionality approximation of multi-agent time series location data. It is
demonstrated how a role representation provides a more compact representation
compared to player identity, and allows subspace methods such as the bilinear
spatio-temporal basis model [3] to be used. The compact representation is critical
for understanding team behaviour and enables the recovery of a true underlying
signal from a set of noisy detections. This e↵ectively allows the detections to be
de-noised and allows for e cient clustering and retrieval of game events. To eval-
uate the approach, a fully instrumented field-hockey pitch consisting of 8 fixed
high-definition (HD) cameras was utilised as well as a state-of-the-art real-time
player detector, to provide approximately 200,000 frames of data on which the
methods were evaluated and compared against manually labelled data.
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5.2 Detection Data
5.2.1 Field-Hockey Test-Bed
To enable this research, a multi-camera test-bed at a professional field-hockey
pitch was utilised to acquire detection data of group behaviours. The test-bed
consists of eight stationary high definition (HD) cameras, attached to light fix-
tures, which together provide complete coverage of the 91.4 m ⇥ 55.0 m playing
surface. An example image from each camera is displayed in Figure 5.1.
Figure 5.1: View of the field-hockey pitch from the 8 fixed HD cameras.
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Using the test-bed, several matches from an international field-hockey tournament
were recorded and analysed. The tournament consisted of 24 matches, played
across two 30 minute halves and in this chapter, seven complete matches were
analysed, totalling over 8 hours of match data for each camera captured at 30
frames per second. To process this vast amount of video frames, fast and robust
computer vision algorithms had to be applied to convert the visual data into a
suitable format to perform analysis.
5.2.2 Player Detection and Team A liation
For each camera, player image patches were extracted using a real-time person
detector [28], which detects players by interpreting background subtraction results
in terms of 3D geometry, where players are coarsely modelled as cylinders of height
1.8 m. This equates to a height of 40-100 pixels in the camera frames depending
on the player’s distance from the camera. To normalise for the scale variation,
the image patches were normalised to a fixed size of 90 ⇥ 45 pixels, and were then
classified into teams based on the colour histograms of their foreground pixels.
The LAB colour space was used for representing the colours of each image patch,
ignoring the luminance channel as it is a↵ected by illumination changes. Nine
bins were used for each dimension and the histograms were normalised to sum to
one. The team classification procedure is illustrated in Figure 5.2
Models for the two teams were learnt using k-means clustering on a training
set of approximately 4000 player histograms, and the Bhattacharyya coe cient
was used as the distance metric. Each detected image patch was then classified
to the closer of the two team models, or if it fell outside a threshold, it was
classified into “others” which includes referees, goalies and false-positive player
image patches. Since opposing teams wear contrasting colours in the tournament,
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Figure 5.2: Team classification procedure. (a) Players were detected at each
from using a real-time person detector. (b) The extracted image patches for each
detection were then represented using a colour histogram of the foreground pixels
in LAB colour space. (c) The image patches were then assigned to the closer of
the two pre-trained team histogram models (or “other” if the distance to each
model exceeded a threshold).
Team A Team B Refs, Goalies
Figure 5.3: Merging the detections from the eight cameras. (Left) The players
were detected in each camera using a real-time person detector and their positions
were projected into real world co-ordinates. (Right) The detections were then
classified into one of the two teams (or discarded if the distance was outside a
threshold) and the detections from the cameras were combined to represent the
state of the game at each time instant.
colour histograms are su cient for distinguishing between two teams and are
quick to compute and compare, which motivated their use.
Since the camera views overlap in areas, a player may appear in multiple cameras
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simultaneously. Therefore, detections corresponding to the same individual from
multiple cameras must be identified and combined into a single location when
aggregating all the camera detections. The detections from the eight cameras were
aggregated by projecting the detected player positions to field co-ordinates using
each camera’s homography, and merging player detections based on proximity and
pixel uncertainty [35]. The Mahalanobis distance between all pairs of detections
was computed and any detections which were less than one unit apart that were
classified to the same team were clustered into a single detection according to the
equations in [28]. The camera layout and merging of detections is illustrated in
Fig. 5.3.
The performance of the detector and team classification compared to ground
truth annotated frames using precision and recall metrics is shown in Table 5.1.
From this table, it can be seen that while recall is high, the team classification has
quite low precision in some matches. The poor performance is mainly attributed
to non-team-players (referees, goalies, and false-positive player detections caused
by background clutter) being misclassified into one of the teams, as they contain a
combination of team colours. A more sophisticated representation could be used
for modelling the teams as well as non-team image patches, and online learning
of the colour models to adapt with changes in illumination would further improve
results. From these results, it is evident that the team behaviour representation
must be able to deal with a high degree of noise.
5.3 Modelling Team Behaviours
An intuitive representation of team behaviours in sports would be to track all
players, maintaining their identity, and the ball. For field-hockey, this would re-
sult in a 42 dimensional signal per frame (i.e. 21 objects with x and y coordinates
5.3 Modelling Team Behaviours 91
Match Code Frames Precision Recall
Det. Team A Team B Det. Team A Team B
10-USA-RSA-1 14352 81.1% 67.2% 77.7% 89.0% 98.3% 98.4%
24-JPN-USA-1 20904 89.5% 91.7% 90.0% 87.5% 95.2% 97.4%
24-JPN-USA-2 7447 85.8% 72.4% 79.7% 90.0% 97.6% 97.0%
Table 5.1: Precision and recall values of the player detector (‘Det.’) and team
classifier separated into ‘Team A and ‘Team B’ (relative to the detected players)
after aggregating all cameras.
– 10 field players excluding the goalie ⇥ 2 teams, and the ball). Since the play-
ers and ball cannot be reliably tracked over long durations, an alternative is to
represent the match via player detections.
Using the proposed player detection and team classification procedure, team be-
haviours can be modelled as a series of observations, O, where each observation
consists of an (x, y) ground location, a timestamp t, and a team a liation esti-
mate ⌧ 2 {↵,  }. At any given time instant t, the set of detected player locations
Ot = {xA, yA, xB, yB, . . . } is of arbitrary length because some players may not
have been detected and/or background clutter may have been incorrectly classi-
fied as a player. Therefore, the number of player detections at any given frame
is generally not equal to the actual number of players, 2P , where P = 10 players
per team.
In order to model team behaviours compactly, a method to clean-up noisy de-
tections is needed as well as a representation which exploits the high degree of
correlation between players. Player tracks could allow this, but the issue of noisy
detections (i.e. missed and false detections) must be overcome.
Tracking players across time is equivalent to generating a vector of ordered player
locations x⌧t = [x1, y1, x2, y2, . . . , xP , yP ]
T for each team ⌧ from the noisy detec-
tions Ot at each time instant. The particular ordering of players is arbitrary, but
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Figure 5.4: The 5:3:2 field-hockey formation. The dynamic nature of the game
requires players to switch roles and responsibilities on occasion, for example,
the left halfback LH interchanges with the inside left IL to exploit a possible
opportunity.
must be consistent across time. It is important to note that x⌧t is not simply
a subset of Ot. If a player was not detected, an algorithm must somehow infer
the location of the unseen player. To achieve this, the subspace in which player
spatial and temporal structure lies must be learnt.
5.3.1 Formations and Roles
As in most team sports, players in a field-hockey team maintain a spatial structure
which can be described as a formation. A common field-hockey formation is
the 5:3:2 (a line-up weighted towards the o↵ensive, consisting of five o↵ensive
players), and defines the set of roles R = {left back (LB), right back (RB), left
halfback (LH), centre halfback (CH), right halfback (RH), inside left (IL), inside
right (IR), left wing (LW), centre forward (CF), right wing (RW)}, as illustrated
in Figure 5.4. While the team maintains the spatial structure throughout the
majority of the match, the dynamic nature of the game involves frequent player
role swaps. In Chapter 3, a role representation was introduced to handle the role
swaps and maintain spatial structure, by assigning roles to players dynamically at
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Match Code Annotated Frames
10-USA-RSA-1 3894
10-USA-RSA-2 8839
24-JPN-USA-1 4855
24-JPN-USA-2 7418
Total 25106
Table 5.2: Details of the manually annotated data. The location, identity and
role of each player was manually annotated at each frame for parts of four games
from an international field-hockey tournament.
each frame. Mathematically, this is equivalent to permuting the player ordering
x⌧t , with a A P ⇥P permutation matrix P⌧t at time t, which describes the players
in terms of roles r⌧t ,
r⌧t = P
⌧
tx
⌧
t . (5.1)
Because the spatial relationships of a formation are defined in terms of roles, and
not by players (who frequently swap roles during the game), it is expected that
the spatio-temporal patterns in {r⌧1, r⌧2, . . . , r⌧T} would be more compact compared
to {p⌧1,p⌧2, . . . ,p⌧T}. Additionally, it is expected that a team will maintain its
formation while moving up and down the field, so the position data expressed
relative to the mean (x, y) location of the team should be even more compressible.
To test these conjectures, all the players were manually tracked over 25000 time-
steps (which equates to 8 ⇥ 25000 = 200, 000 frames across 8 cameras), and a
field hockey expert assigned roles to the player locations in each of these frames.
A breakdown of the manually labelled data is given in Table 5.2.
Because any observed arrangement of players from team ↵ could also have been
observed for players from team  , there is a 180  symmetry in the data. That
is, for any given vector of player locations p⌧t , there is an equivalent complement
⌧
p
⌧
t that can be acquired by rotating all (x, y) locations about the centre of the
field and swapping the associated team a liations. By adding the complement of
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each formation, the amount of data that can be used for modelling and analysis
can be e↵ectively doubled.
For brevity, the analysis is explained in terms of roles r⌧t since the origi-
nal player ordering p⌧t is just a special non-permuted case x
⌧
t = I. PCA
analysis was conducted on the temporal data series produced by both teams
{r⌧1, r⌧2, . . . , r⌧25000,⌧r
⌧
1,
⌧
r
⌧
2, . . . ,
⌧
r
⌧
25000}. This was performed to measure how well
the low-dimensional representation rˆ⌧t matches the original data r
⌧
t using the L1
norm of the residual  r = rˆ⌧t   r⌧t :
k rk1 = max(k r(1)k2, . . . , k r(P )k2) (5.2)
where k r(p)k2 is the L2 norm of the pth x and y components of  r. The L1
norm was chosen instead of the L2 norm because large deviations may signify
very di↵erent formations, e.g. a single player could be breaking away to score.
Figure 5.5 illustrates how both p⌧t and r
⌧
t are quite compressible on the training
data. When testing on unseen data (with role labels), the dynamic role-based
ordering r⌧t is much more compressible than the static ordering p
⌧
t . Relative
positions are more compressible than absolute positions in both orderings.
In Figure 5.6, the mean formations for the identity and role representation are
shown. It can be seen that the role representation has a more uniform spread
between the players, while the identity representation has a more crowded shape,
which highlights the constant swapping of roles during a match.
5.3.2 Incorporating Adversarial Behaviour
A player’s movements are correlated not only to teammates but to opposition
players as well. Therefore, the player location data can be further compressed if
the locations of players on teams A and B are concatenated into a single vector
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Figure 5.5: Plots showing the reconstruction error as a function of the number
of eigenvectors used to reconstruct the signal using the L1 norm for original
and mean-removed (MR) features for both identity and role representations on
training data (left) and unseen test data (right).
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Figure 5.6: Examples showing the di↵erence between the mean formations using
the: (left) identity and (right) role representations on one of the matches.
rABt = [r
A
t , r
B
t ]
T.
In terms of compressibility, Table 5.3 shows that using an adversarial representa-
tion, incorporating both teams, gains better compressibility for identity and role
representations, and that using both a role and adversarial representation yields
the most compressibility.
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Features required to represent 95% of the original signal
Representation Identity Role
Single Team 30% 25%
Adversarial Teams 20% 15%
Table 5.3: The compressibility of di↵erent representations, in terms of the per-
centage of features required to represent 95% of the original signal when using
PCA.
5.4 Cleaning-Up Noisy Data
5.4.1 Spatio-temporal Bilinear Basis Model
The representation of time-varying spatial data is a well-studied problem in com-
puter vision (see [25] for overview). Recently, Akhter et al. [3] presented a bilinear
spatio-temporal basis model which captures and exploits the dependencies across
both the spatial and temporal dimensions in an e cient manner. Such a model
can be applied to represent player tracking data and provide a lower dimension-
ality signal but requires appropriate models of the spatial and temporal basis
specific to groups which are presented in this chapter.
Given P players per team, the role-based adversarial representation, r, can be
represented as a spatio-temporal structure S with 2P total players sampled at F
time instances:
SF⇥2P =
26664
x11 . . . x
1
2P
...
...
xF1 . . . x
F
2P
37775 (5.3)
where xij denotes the jth index within the role representation at the ith time
instant. Thus, the time-varying structure matrix S contains 2FP parameters.
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This representation of the structure is an over parametrisation because it does
not take into account the high degree of regularity generally exhibited by motion
data. One way to exploit the regularity in spatio-temporal data is to represent the
2D formation or shape at each time instance as a linear combination of a small
number of shape basis vectors bj weighted by coe cients !ij as s
i =
P
j !
i
jb
T
j
[22, 33]. An alternative representation of the time-varying structure is to model
it in the trajectory subspace, as a linear combination of trajectory basis vectors,
✓i as sj =
P
i a
j
i✓i, where a
j
i is the coe cient weighting each trajectory basis
vector [1, 134]. As a result, the structure matrix can be represented as either :
S = ⌦BT or S = ⇥AT , (5.4)
where B is a P⇥Ks matrix containingKs shape basis vectors, each representing a
2D structure of length 2P , and ⌦, is an F⇥Ks matrix containing the correspond-
ing shape coe cients !ij; and ⇥ is an F ⇥ Kt matrix containing Kt trajectory
basis as its columns, and A is a 2P ⇥Kt matrix of trajectory coe cients. The
number of shape basis vectors used to represent a particular instance of motion
data is Ks  min{F, 2P}, and Kt  {F, 2P} is the number of trajectory basis
vectors spanning the trajectory subspace.
Both representations of S are over parametrisations because they do not capitalise
on either the spatial or temporal regularity. As S can be expressed exactly as
S = ⌦BT and also S = ⇥AT , then there exists a factorisation:
S = ⇥CBT (5.5)
where C = ⇥T⌦ = ATB is a Kt ⇥ Ks matrix of spatio-temporal coe cients.
This equation describes the bilinear spatio-temporal basis, which contains both
shape and trajectory bases linked together by a common set of coe cients.
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Figure 5.7: Plot showing the mean reconstruction error on the test data as the
number of temporal basis (Kt) and spatial basis (Ks) vary for 5 second plays
(i.e. Ktmax = 150). The plot is magnified to show the first 10 temporal basis,
highlighting that only Kt = 3 is required to represent coarse player motion.
Due to the high degree of temporal smoothness in the motion of humans and
sports players, a predefined analytical trajectory basis can be used without sig-
nificant loss in representation. A particularly suitable choice of a conditioning
trajectory basis is the Discrete Cosine Transform (DCT) basis, which has been
found to be close to the optimal Principal Component Analysis (PCA) basis if
the data is generated from a stationary first-order Markov process [116]. Given
the high temporal regularity present in almost all human motion, it has been
found that the DCT is an excellent basis for trajectories of faces [2, 3] and bod-
ies [7]. Figure 5.7 shows that due to the highly structured nature of the game,
and the fact that human motion over short periods of time is very simple, an
enormous reduction in dimensionality can be achieved, especially in the temporal
domain. From this, a 5 second play can be e↵ectively represented using Kt = 3
and Ks = 33 with a maximum error of less than 2 meters. In terms of dimension-
ality reduction, this means temporal signals can be represented using 3⇥33 = 99
coe cients. For 5 second plays, this means a reduction of over 60 times. Even
greater compressibility can be achieved on longer plays.
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5.4.2 The Assignment Problem
In the previous section, manually annotated roles were used for analysis. Now,
the problem of automatically assigning roles to an arbitrary ordering of player
locations p⌧t is outlined. Assuming a suitably similar vector rˆ
⌧ of player locations
in role order exists, the optimal assignment of roles is defined by finding the
permutation matrix x⌧?t which minimises the square L2 reconstruction error:
x⌧?t = argmin
x⌧t
krˆ⌧   x⌧tp⌧t k22. (5.6)
This is the linear assignment problem where an entry C(i, j) in the cost matrix is
the Euclidean distance between role locations
C(i, j) = krˆ⌧ (i)  p⌧t (j)k2. (5.7)
The optimal permutation matrix can be found in polynomial time using the
Hungarian (or Kuhn-Munkres) algorithm [79].
5.4.3 Assignment Initialisation
To solve the assignment problem, a reference formation is needed to compare to.
Using the mean formation (see Figure 5.6) is a reasonable initialisation as the
Representation Prototype Hit Rate
Team A Team B
Identity
Mean Formation 38.36 29.74
Codebook 49.10 37.15
Role
Mean Formation 49.47 50.30
Codebook 74.18 69.70
Table 5.4: Accuracy of the assignment using a mean formation versus using a
codebook of formations.
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Figure 5.8: Confusion matrices showing the hit-rates for correctly assigning iden-
tity (top row) and role (bottom) for Team1 (left) and Team2 (right) on the test
set.
team should maintain that basic formation in most circumstances. However, in
di↵erent areas of the field there are subtle changes in formation due to what the
opposition is doing as well as the game-state. To incorporate these semantics,
a codebook of formations was used which consists of every formation within the
training set. This mapping is di cult to find as the input features have no role
assignment, and every permutation would have to be tested to find the matching
template, which is highly ine cient. Using the assignment labels of the training
data, a mapping matrix W can be learnt from the mean and covariances of the
training data to a labelled formation via the linear transform X =WTZ. Given
N training examples,W can be learnt by concatenating the mean and covariance
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into an input vector zn, which corresponds to the labelled formation xn. All these
features are compiled into the matrices X and Z, and then linear regression is
used to find W by solving:
W = XZT (ZZT +  I) 1 (5.8)
where   is the regularisation term. Using this approach, a labelled formation can
be estimated from the training set which best describes the current unlabelled
one. In terms of assignment performance on the test set, this approach works
very well compared to using the mean formation for both the identity and role
labels as can be seen in Table 5.4. The confusion matrices for both Team A and
Team B for both representations are shown in Figure 5.8. It is worth noting that
the role representation gave far better results than the identity representation,
which is not surprising seeing that only spatial location is used. In terms of
the role representation (bottom two plots), it can be seen that there is little
confusion between the 3 defenders (LB, CH, RB) and the 3 forwards (LW, CF, RW).
The midfield 4 (LH, RH, IL, IR) tend to interchange position a lot, causing high
confusion. Noticeably, there is a discrepancy between Team A and Team B which
is understandable in this case as Team B interchanges positions more than twice
the amount than Team A does upon analysis of the ground-truth.
5.5 Interpreting Noisy Data
In practice, perfect data from a vision-system can not be obtained so this method
has to be robust against both missed and false detections. Given the four an-
notated matches (presented in Table 5.2), the precision and recall rates for the
detector and the team a liation are given in the left side of Table 5.5. In this
work, a detection was considered to be correct if a player was within two meters
102 5.5 Interpreting Noisy Data
Raw Detections With Assignment
Precision Recall Precision Recall
Detections 77.49 89.86 91.90 80.46
Team A 72.54 86.14 86.69 74.17
Team B 79.84 89.66 92.91 82.85
Table 5.5: Precision-Recall rates for the raw detections (left) and with the ini-
tialised assignments (right).
of a ground-truth label.
5.5.1 Assigning Noisy Detections
Assuming that the majority of player detections and team a liations are correct,
the task is to assign role labels to the detections and discard any detections
deemed to be too noisy. To determine whether or not an assignment should be
made or if the detection should be discarded, some type of game context feature
can be used, such as which part of the field the players are located. To do this,
a similar strategy to the one proposed in Section 5.4.3 was employed. Instead of
learning the mapping from the clean features Z, the mapping is learnt from the
noisy features Znoisy. Because the player detector has systematic errors (there
are some “black-spots” on the field due to reduced camera coverage, and game
situations where players bunch together), the number of players detected from
the system was incorporated in addition to the mean and covariance in the noisy
game context feature znoisy. This is then used to learn Wnoisy. This is possible
because of the assumption that the clean centroid is a good approximation to
the noisy centroid which is shown to be a valid assumption in Figure 5.9. Using
this assumption, a reasonable prototypical formation can be obtained to make
the role assignments.
Using the estimated prototype formation, the assignment is then performed using
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Figure 5.9: As the centroids of both the clean (solid) and noisy (dashed) of both
teams (blue = Team1, red = Team2) are roughly equivalent, a mapping matrix
is learnt using linear regression to find a formation from the training set which
can best describe the noisy test formation.
the Hungarian algorithm. This is challenging however, as there may be missed
or false detections which alters the one-to-one mapping between the prototype
and input detections. To counter this, an “exhaustive” approach was employed,
where if there are fewer detections than the number of players in the prototype,
all the possible combinations that the labels could be assigned are found, and the
combination which yielded the lowest cost from the assignments is made. Con-
versely, if there are more detections than the number of players, all the possible
combinations that the detections could be are found and then the combination
of detections which had the lowest cost is used.
Sometimes there may be false positives which means that even though there are
10 detections for a team only 7 or 8 may be valid candidates. Employing the
exhaustive approach greatly improves the precision rate, while the recall rate
decreases which is to be expected (see right side of Table 5.5). Even despite the
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drop in recall, roles are assigned reasonably well (over 55% compared to 66% on
the clean data) as can be seen in Table 5.6.
5.5.2 De-noising the Detections
While the precision and recall rates from the detector are relatively high, to do
useful analysis such as formation and play analysis, a continuous estimate of the
player label at each time step is necessary. This requires a method which can de-
noise the signal - i.e. a method which can impute missing data and filter out false
detections. Given the spatial basis, the bilinear coe cients and an initial estimate
of the player labels, an Expectation Maximisation (EM) algorithm can be used
to de-noise the detections. The employed approach is similar to that proposed
by Akhter et al. [3]. Using this approach, the expectation step is simplified to
making an initial hard assignment of the role labels which can be achieved using
the method described in the previous section. From this initialisation, an initial
guess of Sˆ is acquired. In the maximisation step, the coe cients are calculated
using C = ⇥T SˆB, and then S is estimated from the new C as well as the spatial
and temporal bases B and ⇥. Examples of the cleaned up detections using this
approach are shown in Figure 5.10.
Using this procedure provides an estimate of the continuous trajectories for all
10 roles e↵ectively. As the recall rate of the de-noised data is 100%, the proposed
Correct Incorrect Missed Hit Rate
Team A 41.89 32.89 25.22 56.02
Team B 45.92 35.56 18.53 56.36
Table 5.6: The compressibility of di↵erent representations. The column on the
far right gives the e↵ective hit-rate (i.e. missed detections omitted) of the correct
assignments.
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Figure 5.10: Given the noisy detections (black), the bilinear model can be used to
estimate the trajectory of each player over time. It can be seen that the estimate
(red) is close to the ground-truth (blue).
method is evaluated in terms of how precise this method is at inferring player
position based on their label. To test this, the precision rate for the detections
and the de-noised detections was calculated against a distance threshold (i.e.
the minimum distance a player had to be to ground-truth to be recognised as a
correct detection). The results are shown in Figure 5.11. As can be seen from
these figures, the detections from the player detector are very accurate and do
not vary with respect to the error threshold (i.e. it either detects a player very
precisely or not at all). Conversely, the de-noised data is heavily smoothed due
to the bilinear model, so some of the finer details are lost to gain a continuous
signal.
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Figure 5.11: Precision accuracy vs the distance threshold from ground-truth for:
(left) the overall detections, (right) the detections based on team a liation. The
solid lines refer to the raw, noisy detections and the dashed lines refer to the
de-noised signal.
5.5.3 Formation and Play Analysis
To demonstrate the usefulness of the cleaned-up signal, cluster analysis was
conducted on both static formations and dynamic plays to see whether results
achieved with manually labelled roles could be replicated. The first analysis con-
ducted was to find the top three formations that could best describe the test
data (i.e. the 3 most likely formations that occurred). The results are shown
in Figure 5.12. From the figure it can be seen that despite small di↵erences,
the results are similar to what is obtained from manually labelled data with the
first formation being identical and formations 3 and 2 are reversed. A similar
trend was observed for the play analysis where 10 second plays were clustered
(see Figure 5.13). As can be seen from the de-noised data, the bilinear model
has smoothed out the trajectory, although it is unrealistic in some cases. Despite
this, similar results were obtained, and the analysis can be done with a fraction
of the amount of features due to the high compressibility of the signal (D = 200
vs D = 12000).
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Figure 5.12: Cluster analysis of the top three formations (1-3, ordered left-to-
right) which best represent the test data using manually labelled data (top) and
the de-noised data (bottom). The blue team is attacking from left-to-right.
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manually labelled data (top) and our de-noised data (bottom). The x’s and the
o’s refer to the position of the player at the end of the 10 second play. The blue
team is attacking from left-to-right.
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5.6 Summary
Accurately tracking objects over long durations of time is an unsolved computer
vision problem, and prevents automated analysis of groups using traditional rep-
resentations based on tracks. In this chapter, instead of using manually labelled
data which is very time consuming to acquire, group behaviours were modelled
directly from raw detections. A representation which utilised role labels to exploit
the heavy spatio-temporal correlations that exist within adversarial domains was
presented. As the representation is highly correlated in both space and time,
it was shown that a spatio-temporal bilinear basis model could leverage this
trait to compress the incoming signal by up to two orders of magnitude without
much loss of information. This makes analysis and clustering tasks tractable on
temporal group behaviour data. The approach was evaluated on approximately
200,000 frames of field-hockey data from a state-of-the-art real-time player de-
tector and results were presented for clustering formations and plays, achieving
similar results to manually cleaned-up data in addition to having a 60 times
reduction in dimensionality. Following the demonstration of compressibility of
adversarial spatio-temporal data, the use of the bilinear model was shown to
e↵ectively clean up noisy player detections, which enabled analysis of static for-
mations as well as temporal plays. The proposed representation can be applied
to other spatio-temporal data with repetitive patterns (particularly adversarial
multi-agent data), however the chosen spatial and temporal basis would depend
on the structure and motion patterns in the data.
Chapter 6
Recognising Team Activities
from Noisy Data
6.1 Introduction
Recently, vision-based systems have been deployed in professional sports to track
the ball and players to enhance analysis of matches. Due to their unobtrusive
nature, vision-based approaches are preferred to wearable sensors (e.g. GPS or
RFID sensors) as they do not require players or balls to be instrumented prior
to matches. Unfortunately, in continuous team sports where players need to be
tracked continuously over long-periods of time (e.g. 35 minutes in field-hockey or
45 minutes in soccer), current vision-based tracking approaches are not reliable
enough to provide fully automatic solutions. As such, human intervention is
required to fix-up missed or false detections. In instances where a human can not
intervene due to the sheer amount of data being generated, this data can not be
used due to the missing/noisy data. In this chapter, two representations based on
raw player detections (and not tracking) are investigated and shown to be robust
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to missed and false detections. Specifically, it is shown that both team occupancy
maps and centroids can be used to detect team activities, while occupancy maps
can be used to retrieve specific team activities. An evaluation on over 8 hours
of field hockey data captured at a recent international tournament demonstrates
the validity of the proposed approach.
6.2 Related work
Due to the host of military, surveillance and sport applications, research into
recognising group behaviour has recently increased dramatically. Outside of the
sports realm, most of this work has focussed on dynamic teams (i.e. where
individual agents can leave and join teams over the period of the observations).
An initial approach was to recognise the activities of individual agents and then
combine these to infer group activities [13]. Sukthankar and Sycara recognised
group activities as a whole but pruned the size of possible activities by using
temporal ordering constraints and agent resource dependencies [127, 128]. Sadilek
and Kautz [122] used GPS locations of multiple agents in a “capture the flag”
game to recognise low-level activities such as approaching and being at the same
location. All of these works assume that the position and movements of all
agents are known, and that all behaviours can be mapped to an activity within
the library. Recently, Zhang et al. [145] used a “bag of words” and Support
Vector Machine (SVM) approach to recognise group activities on the Mock Prison
dataset [30].
Sport related research mostly centres on low-level activity detection with the
majority conducted on American Football. In the seminal work by Intille and
Bobick [69], they recognised a single football play pCurl51, using a Bayesian net-
work to model the interactions between the players trajectories. Li et al. [86],
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modelled and classified five o↵ensive football plays (dropback, combo dropback,
middle run, left run, right run). Siddiquie et al. [124], performed automated
experiments to classify seven o↵ensive football plays using a shape (HoG) and
motion (HoF) based spatio-temporal features. Instead of recognising football
plays, Li and Chellapa [85] used a spatio-temporal driving force model to seg-
ment the two groups/teams using their trajectories. Researchers at Oregon State
University have also done substantial research in the football space [64, 65, 126]
with the goal of automatically detecting o↵ensive plays from a raw video source
and transferring this knowledge to a simulator. For soccer, Kim et al. [75] used
the global motion of all players in a soccer match to predict where the play
will evolve in the short-term. Beetz et al. [17] developed the automated sport
game models (ASPOGAMO) system which can automatically track player and
ball positions via a vision system. Using soccer as an example, the system was
used to create a heat-map of player positions (i.e. which area of the field did a
player mostly spend time in) and also has the capability of clustering passes into
low-level classes (i.e. long, short etc.), although no thorough analysis was con-
ducted due to a lack of data. In basketball, Perse et al. [110] used trajectories of
player movement to recognise three type of team o↵ensive patterns. Morariu and
Davis [102] integrated interval-based temporal reasoning with probabilistic logi-
cal inference to recognise events in one-on-one basketball. Hervieu et al. [63] also
used player trajectories to recognise low-level team activities using a hierarchical
parallel semi-Markov model.
An enormous amount of research interest has used broadcast sports footage for
video summarisation in addition to action, activity and highlight detection [17,
43, 58, 68, 80, 92, 101, 141], but given that these approaches are not automatic
(i.e. the broadcast footage is generated by humans) and that the telecasted
view captures only a portion of the field, analysing groups has been impossible
because some individuals are normally out of frame. Although similar in spirit
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to the research mentioned above, the work presented in this chapter di↵ers as:
1) it relies only on player detections rather than tracking, and 2) it is evaluated
across many matches (7 compared to 1).
6.3 Detection Data
6.3.1 Field-Hockey Test-Bed
To enable this research, player detection data was captured from the field-hockey
test bed described in Section 5.2.1 and seven complete field-hockey matches were
analysed. In this test-bed, each of the 8 cameras is connected to a computer which
processes that camera’s video footage and is used to detect the player positions
and their team from that camera. This is then relayed to a central hub via
optic fibre where the detections are merged, and can be analysed online for tasks
such as activity recognition. As the player detector has a latency of only 1 frame,
analysis can be performed in real-time. Over seven complete field-hockey matches
were collected and analysed from a recent field hockey tournament (consisting of
over 8 hours of match data for each of the 8 HD cameras). The analysed matches
are listed in Table 6.1, along with the number of frames annotated with players’
team and field position (x,y). Due to the enormous amount of time it takes to
manually label player tracks during a match, the labelling e↵ort was limited to
four halves from three matches. Team activities were labelled for seven complete
matches as can be seen in this table.
The procedure for detecting players and assigning team a liation was detailed
in Section 5.2.2, and the precision and recall values of the detector and team
a liation of the data were presented in Table 5.1. It is evident that while the
detector has high recall rates of the player positions (ranging from 87.5% to
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Frames Annotated
Match code Activities 1st Half 2nd Half
1-JPN-USA X - -
2-RSA-SCO X - -
5-USA-SCO X - -
9-JPN-SCO X - -
10-USA-RSA X 14352 -
22-RSA-IRL - 17861 -
23-ESP-SCO X - -
24-JPN-USA X 20904 7447
Table 6.1: Itemised list of analysed field-hockey data. Frames annotated refers to
the number of frames where players’ location and team identity were manually
annotated for quantifying the detector’s accuracy.
90.0%), the team classification has quite low precision in some matches (ranging
from 67.2% to 91.7%). The poor performance is mainly due to false positive
detections being misclassified into one of the teams. From this, it is evident that
the team behaviour representation must be able to deal with a high degree of
noise.
6.3.2 Team Activity Labels
In this chapter, classification and retrieval of common activities that occur in
field-hockey is performed from automatically extracted detection data. Seven
complete matches were annotated with these activities, which are listed along
with their frequency count in Table 6.2 for each match half. Pictorial and broad-
cast examples of the five activities are shown in Figure 6.1. Each of these five
activities correspond to activities or statistics that an analyst would label during
a game. As each activity has distinctive spatial locations and motion patterns,
the reliability of labelling these activities is very high. In this work, the aim is to
automatically detect these activities based solely on noisy player detections (i.e.
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(a) Faceo↵ (b) Penalty corner
(c) Long Corner (d) Defensive corner
(e) Goal
Figure 6.1: Diagrams and examples of structured plays that occur in field-hockey
there is no ball or player identity information).
Face Pen. Goal Long Def
o↵ Cnr Cnr Cnr
(L) (R) (L) (R)
1-JPN-USA-1 3 2 2 11 5 4 4
1-JPN-USA-2 2 6 1 4 10 7 3
2-RSA-SCO-1 2 4 2 11 4 3 3
2-RSA-SCO-2 3 9 2 3 12 4 3
5-USA-SCO-1 3 4 2 7 4 1 7
5-USA-SCO-2 3 8 2 3 3 2 2
9-JPN-SCO-1 2 4 2 8 7 5 2
9-JPN-SCO-2 1 1 0 10 10 6 0
10-USA-RSA-1 5 9 5 5 5 8 0
10-USA-RSA-2 6 4 5 6 7 4 1
23-ESP-SCO-1 3 4 2 7 6 1 1
23-ESP-SCO-2 3 7 2 9 5 2 1
24-JPN-USA-1 4 3 3 9 6 5 1
24-JPN-USA-2 2 2 1 5 9 7 6
Total 42 67 31 98 93 59 34
Table 6.2: Activity frequency in each match half
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6.4 Representing Team Behaviours
Team sports like field-hockey are played over a very large spatial area. An in-
tuitive representation would be to track all players (maintaining their identity)
and the ball, which would result in a 46 dimensional signal (i.e. 23 objects in
x and y coordinates – 11⇥2 players, 1 ball). Since it is not possible to reliably
and accurately track the player and ball over long durations (e.g. 35 mins), an
alternative is to represent the match via player detections. By using detections,
the issue of tracking is overcome, but the player identity component of the signal
is removed as a consequence so another method is needed to maintain feature
correspondences. In this section two representations are proposed to handle this:
occupancy maps and centroid descriptors.
6.4.1 Team Occupancy Maps
The team occupancy map descriptor, xot , is a quantised occupancy map of the
player positions on the field for each team represented at time t. Given the loca-
tions of the players from the player detector system and assigned team a liation
labels, an occupancy map can be constructed for each frame by splitting the
91.4 m ⇥ 55.0 m field into K spatial bins, and counting how many player detec-
tions for that team occupy each location. The dimensionality of the formation
descriptor is equal to twice the number of bins (i.e. K ⇥ 2) so that both teams A
and B are accounted for, resulting in xoi = [a1, . . . , aK ; b1, . . . , bK ], where ak and
bk are the player counts in bin k for teams A and B respectively. These occupancy
maps can then be used to represent team activities by concatenating the vectors
from each frame.
Depending on the level of complexity of the activity that must be recognised,
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2x1 4x2 8x4 15x9 30x18
Figure 6.2: Example team occupancy maps for di↵erent descriptor sizes.
varying descriptor sizes (coarse/fine) can be used. Five di↵erent descriptor sizes
were evaluated: K = 2 (2⇥ 1), K = 8 (4⇥ 2), K = 32 (8⇥ 4), K = 135 (15⇥ 9)
and K = 540 (30 ⇥ 18), with examples illustrated in Fig. 6.2. These values
were chosen to approximately split the grid into square regions, and provide a
range of descriptor sizes representing varying levels of quantisation. The di↵erent
quantisations represent how much tolerance there is in player’s positions (e.g. in
15⇥ 9 quantisation, each occupancy represents an area of approximately 6 m2).
Since an activity can occur for either team, the occupancy maps are compared
in both orientations, (xo = [a,b]T , and xo = [brot, arot]T , where arot represents a
rotation of the field by 180  for team a’s formation descriptor, so that the new
descriptor is given by arot[k] = a[K + 1  k], for k = 1, 2, . . . , K).
6.4.2 Team Centroid Representation
Given the player detections and their team a liations, the centroid representa-
tion, xci is found by calculating the mean and covariance of the player positions
for each team. As with the team occupancy representation, the centroid fea-
tures are compared in both orientations, and the rotated positions are given by
xrot = 91.4   x and yrot = 55.0   y (where 91.4 m ⇥ 55.0 m are the dimensions
of the field and x and y are the positions on the field). An example of the team
centroid representation is depicted in Figure 6.3.
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Figure 6.3: Team centroid representation overlaid on the player detections. The
‘x’ represents the mean position for each team (i.e. the centroids), and the ellipses
represent the covariances of their positions.
6.5 Recognising Team Activities
6.5.1 Isolated Activity Recognition
To evaluate the di↵erent representations, a series of isolated activity recognition
experiments were conducted. The occupancy map and centroid representations
were used to recognise five activities, corresponding to important game states
in field-hockey, shown in Figure 6.1. As these activities coincide with a single
event (e.g. the ball crossing the out line, or a goal being scored), they do not
have distinct onset and o↵set times. To account for this, 10 second play clips
were extracted with the labelled event taken as the start of the activity. Since
an activity can occur for either team, the template descriptors were compared to
the activity template in both orientations, and the minimum distance value was
taken as the distance measure.
Seven full matches (corresponding to over 8 hours of game play), were annotated
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Face Penalty Goal Long Defensive
O↵ Corner Corner Corner
(L) (R) (L) (R)
1-JPN-USA-1 3 2 2 11 5 4 4
1-JPN-USA-2 2 6 1 4 10 7 3
2-RSA-SCO-1 2 4 2 11 4 3 3
2-RSA-SCO-2 3 9 2 3 12 4 3
5-USA-SCO-1 3 4 2 7 4 1 7
5-USA-SCO-2 3 8 2 3 3 2 2
9-JPN-SCO-1 2 4 2 8 7 5 2
9-JPN-SCO-2 1 1 0 10 10 6 0
10-USA-RSA-1 5 9 5 5 5 8 0
10-USA-RSA-2 6 4 5 6 7 4 1
23-ESP-SCO-1 3 4 2 7 6 1 1
23-ESP-SCO-2 3 7 2 9 5 2 1
24-JPN-USA-1 4 3 3 9 6 5 1
24-JPN-USA-2 2 2 1 5 9 7 6
Total 42 67 31 98 93 59 34
Table 6.3: Frequency of the annotated activities in each match half.
with the 5 activities of interest: face-o↵s, penalty corners, goals, long corners and
defensive corners as shown in Table 6.3. The annotated activities were split into
testing and training sets using a leave-one-out cross-validation strategy, where
one match half was used for testing and the remaining halves for training. A
k-Nearest Neighbour (k-NN) classification approach was used, taking the mode
activity label of the closest k examples in the training set, and using the L2
distance measure. While a more sophisticated classification approach could be
used, k-NN provides quick classification and allows the di↵erent representations
to be compared. Confusion matrices using k = 10 are presented in Figure 6.4.
From the confusion matrices in Figure 6.4, it can be seen that most activities are
well recognised, however goals are often misclassified as the other activities. This
can be explained by goals being less structured than the other activities, with
a lot of variability possible. Defensive corners and long corners are sometimes
confused with one another as the main di↵erence is the team which maintains
possession, which is not discernible from the occupancy descriptors.
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Figure 6.4: Confusion matrices for isolated activity recognition using di↵erent
occupancy map descriptor sizes and the centroid representation.
The best accuracy was achieved using the centroid descriptor, with an accuracy
of 79.3%, followed closely by an 8⇥4 occupancy map descriptor with an accuracy
of 78.2%. Quantising at a coarser level was not able to distinguish between the
activities as accurately, while quantising at a finer level beyond this resulted in
a slightly reduced accuracy. This can be explained by players not aligning to
the exact locations in the training activity templates as there is a high degree
of variability in the player positions for each activity (and the L2 distance only
compares corresponding field locations between occupancy maps). A coarser de-
scriptor has more tolerance for player position variations, and the 8⇥4 descriptor
is able to do so while still providing discrimination between activities. The cen-
troids outperform the team occupancy descriptors, which may be attributed to
that fact that these activities can be described on a macroscopic scale (i.e. by
the global distribution of the players, which is captured by the centroid, rather
than the exact positions of each player as approximated with the finer descrip-
tors). The 8⇥4 occupancy descriptor captures similar granularity to the centroid
representation, and is also very e↵ective in distinguishing between the labelled
activities.
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Despite their simplicity, it is evident that both representations can be used to
recognise important game states in the presence of noise and without any tracking
information. If finer behaviours of teams are to be recognised (i.e. at the level of
individual players), an occupancy map representation is more appropriate, but
requires a very high dimensionality feature vector (e.g. a grid of 30⇥ 18 requires
540 dimensions per frame to represent player locations to a precision of ⇠3 m2).
In addition, when modelling longer term behaviours, occupancy map descriptors
are not very compressible in the temporal domain, because they do not directly
model player movements (which are smooth), but spatial occupancies that are
discrete and do not vary smoothly or predictably in time.
6.5.2 Continuous Team Activity Recognition
Recognising team activities in a continuous sense is a more challenging task than
isolated recognition, as events are not separated and a lot of movements and
formations can appear very similar to labelled activities. This is particularly the
case without knowledge of where the ball is, and in the presence of noise. In
this section, the ability of the representations in retrieving team activities in a
continuous domain are qualitatively demonstrated.
In Figure 6.5, centroids for a match half are displayed with ground truth labels for
goals and penalty corners. It can be seen that goals correspond to regions where
both teams are located close to the goals, followed by a movement to the centre
of the field. A penalty corner (‘PC’) is characterised by team centroids being
separated for a duration of time (as they move into formation and the attacking
team plans their attack), followed by a convergence towards the goal when the
ball is brought into play. This information can be used to quickly recognise the
game state.
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Figure 6.5: Team centroids (y-position) across match half of USA versus JPN,
demonstrating that centroids provide important information for game state that
can be used to assist in retrieving activities such as goals and penalty corners.
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Figure 6.6: Retrieval distances for a Penalty Corner (left) and Face O↵ (right).
The plots show the distances between the automatically extracted descriptors
and the activity template to be retrieved across a match half. The ground truth
activity onsets are indicated with a black-dashed vertical line. A low distance
(high similarity) can be seen at the ground-truth locations.
While centroids are very useful, many team behaviours will have similar centroids,
and to pick up on more specific behaviours and activities, a finer descriptor is
necessary. To demonstrate retrieval, the distances between the occupancy map
descriptors extracted from a game and a template of the activity of interest were
calculated using a sliding window. In Figure 6.6, a 15 ⇥ 9 descriptor was used
to recognise two di↵erent activities across a match half. A 15 ⇥ 9 descriptor
was used as it was found that smaller descriptor sizes were often confused with
non-activities when compared in a continuous domain. It can be seen that the
descriptor is able to e↵ectively locate the ground truth activity regions for a
penalty corner and a face o↵.
122 6.6 Summary
6.6 Summary
In this chapter, macroscopic approaches to group behaviour alignment were pre-
sented and evaluated for the task of recognising group activities. A fully au-
tomated system was presented which is able to recognise team activities from
raw player detections without player tracking or ball information. Compared
to existing approaches which require continuous player tracks, the centroid and
occupancy map representations proposed in this chapter are robust to missed
and false detections and thus can be used with imperfect sensing system. This
enables real-time group behaviour analysis to be performed without any man-
ual pre-processing. It was demonstrated that both macroscopic representations
were able to accurately recognise team activities even in the presence of noise.
Recognising such coarse team activities is important for match analysis and can
greatly reduce the time required by coaches to analyse a team’s performance. It
was also shown that occupancy maps are better suited to retrieving more specific
group activities. While the macroscopic alignment approaches were applied to
sports activity retrieval and classification, the proposed system can be directly
applied to aligning any other multi-agent detection data captured over a fixed
area, providing a very fast method of analysing and labelling spatio-temporal
data.
Chapter 7
Person Re-Identification Using
Formation Priors
7.1 Introduction
Recognising individuals and tracking their movements and behaviours is impor-
tant in video surveillance and can allow the behaviour of a group of people to be
understood. In a single camera view, this can be achieved through object track-
ing techniques, however, in a large space with multiple non-overlapping cameras
where it is not certain which path people will take, appearance matching methods
must be applied to re-identify individuals as they move between cameras. This
task is termed person re-identification, and involves recognising an individual in
di↵erent locations across a network of cameras, typically assuming that individ-
uals wear the same clothing between sightings, as represented in Figure 7.1.
Despite the assumption that people within the environment have the same ap-
pearance from camera to camera, several complexities which arise from the envi-
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t1 tn...
Figure 7.1: A scene at two time instants, t1 and tn, is represented. Person re-
identification seeks to recognise the identity of a person as he/she moves between
di↵erent locations, given a set of previously observed people. For example, the
blue person visible from the yellow camera at t1, later appears in the red camera
at tn. A person re-identification system should be able to reconcile this identity
despite the change in appearance in the acquired video frames.
ronment make this a challenging problem, including that:
1. Subjects will often only be visible at low resolution;
2. Subjects will appear in di↵erent poses and viewpoints (e.g. front-on or
side-on) as they move through the camera network;
3. The environment often contains di↵erent lighting conditions, altering the
appearance of people in the space;
4. Subjects may be partially occluded.
In such conditions, traditional biometrics such as face, iris or gait generally cannot
be used. Instead, models which characterise the overall appearance of a person,
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or models which consist of a collection of local descriptors are used. Such models
are often termed “soft biometrics” [71] and are defined as characteristics which
can be used to describe, but not uniquely identify an individual. Soft biometrics
include traits such as height, body build, gender, ethnicity, and characteristics
which may change more frequently such as clothing colour. These features can
be used to detect if a given person has been previously observed elsewhere in a
network of cameras, or to search for an individual in a camera network.
In this chapter, a new database to evaluate various person re-identification fea-
tures is presented, to better evaluate their performance of features in real-life
surveillance conditions. Following this, it is demonstrated how group informa-
tion can be used to improve performance of person re-identification in cases where
appearance features alone are insu cient for distinguishing between individuals.
7.2 Related Work
The majority of existing person re-identification methods rely solely on visual
information to identify individuals. In such appearance-based re-identification
methods, approaches seek to extract a variety of global and local features from the
whole-body that are distinctive and robust to viewpoint, pose and illumination
changes. Colour, texture and interest point features have been extracted and
classified in a number of ways.
Colour features encode appearance information of a person’s clothing, hair and
skin colour. They are popular for use in surveillance as they are mostly view
invariant and can be sensed at a far distance from a camera. The most common
method of utilising colour information is through histograms. Position informa-
tion can be incorporated by splitting the image of the person into parts (e.g. in
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[41, 67], histograms were extracted for the head, torso and legs) which allows
matching based on colour and distribution. A “soft” binning approach [129] can
be applied to compensate for illumination changes and prevent the case where
similar colours are allocated to di↵erent bins. In soft histogram binning, a pixel
colour value is allocated to multiple bins, weighted according to the pixel value’s
proximity to the centre value of each bin. Success has also been achieved using
culture colours [140], which are a set of 11 colours recognised by most cultures
(black, blue, brown, green, grey, orange, pink, purple, red, yellow, white), as
they are less prone to illumination variation across cameras. While histograms
allow for some degree of variation in colour caused by illumination by allocating a
range of colours to each histogram bin, more advanced illumination compensation
can be achieved using image based transformations [97], or learning a brightness
transfer function [73] between cameras to compensate for the illumination varia-
tion between cameras.
Some approaches to person re-identification have used texture based features or
interest points to locate and compare local patches between individuals. Gheis-
sari et al. [50] segmented a person into regions using a triangulated graph model
and compared colour and edgel information between corresponding parts of in-
dividuals, while Hamdoun et al. [61] used interest points based on a variant of
SURF [14]. Both of these methods were evaluated on near frontal images, and
while they were able to handle pose variations, they are unable to handle signif-
icant viewpoint variations (e.g. in a 90  rotation, the interest points would not
be visible).
Other approaches extract a large number of features, and learn the most discrim-
inative components from a training set. Gray and Tao [55] proposed an Ensemble
of Localized Features (ELF), and used AdaBoost to learn the most discriminative
colour and texture-based features, while Bak et al. [11] learnt the most discrimina-
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tive Haar-like features and dominant colour descriptors using AdaBoost. Prosser
et al. [112] reformulated the person re-identification problem as a ranking task
instead of distance calculation and absolute scoring, using RankSVM to learn dis-
criminative features. Schwartz et al. [123] proposed Partial Least Squares (PLS)
reduction to project a large feature set consisting of colour, texture, and edge
information into a low-dimensional discriminant latent space. Bak et al. [12]
considered the multi-shot scenario where several frames of each individual are
available, and proposed the Mean Riemannian Covariance Grid (MRGC) to rep-
resent people. In this method, a person is split into a grid of overlapping cells,
for which covariance features [136] are extracted, and the most relevant patches
to describe each individual are learnt based on variance. Unlike the boosting and
ranking approaches which learn a global weighting of features across all subjects,
Liu et al. [89] distributed weights to di↵erent features based on their importance
in that image (e.g. colour is more informative when a person wears a textureless
bright coloured shirt, while texture can be more important for a person wearing
a checkered shirt).
Instead of having a training phase to learn discriminative features or regions,
other methods simply extract a collection of features which are view invariant.
Bazzani et al. [15] proposed a person descriptor which included a global HSV
colour histogram, an ‘average’ texture of the person and a set of recurring textural
motifs within the subject. Farenzena et al.[45] extended this work, in Symmetry-
Driven Accumulation of Local Features (SDALF). They used symmetry to split
a person into head, torso and legs, and added Maximally Stable Colour Region
(MSCR) [47] features in the models, and achieved good view invariance. Zhao et
al. [146] extracted and matched distinct salient parts based on colour and SIFT
features in an unsupervised manner, and outperform SDALF, PLS and ELF.
This method requires there to be unique colour or textural components within
the subject set.
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While these methods have demonstrated applicability in the datasets provided,
it is uncertain how they would perform in di↵erent conditions, as the datasets do
not allow for di↵erent evaluation conditions. Even though many of the discussed
features are designed to be view and illumination tolerant, not all the datasets
are able to show that this is the case, and none are able to show how the models
are a↵ected by viewing angle or illumination. Also, many approaches only look
at the single image case, which is unrealistic in a surveillance network, as video
is captured and available to perform foreground segmentation and allows for
better selection of frames to use in the model. To overcome this, a new dataset
specifically designed for person re-identification was collected and released, and
is discussed in Section 7.3.
When people have very similar appearances (e.g. when wearing uniforms), the
intra-person appearance variations may be greater than the inter-person varia-
tions. Therefore, additional information or context must be used to more accu-
rately re-identify people. In all the above described methods, only appearance
was used for matching as it was assumed that the camera placement and the
paths that people may take between cameras was unknown. Other person re-
identification methods have looked at additionally utilising the spatial layout
and temporal constraints of the camera network to limit the set of candidates
to be matched [72, 87, 99]. Depending on the camera network, such context
is not always available, and instead other contextual information must be used.
Zheng et al. [148], showed that associating groups of people instead of individuals
can improve person re-identification performance, using a group descriptor which
encodes visual words and their spatial relationships.
In team sports, player positions and movement are heavily linked to one another
and to game context, and can be used to fill in the gaps of missed tracks caused
by poor player detection. Liu et al. [90] made use of such contextual information
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to improve player tracking. They extracted game context from the global and
local distribution of players (to indicate which team is attacking, and situations
when opposing players normally follow each other closely) to give a more accu-
rate motion model for tracking players. Lucey et al. [95] used team centroids
as a contextual feature to approximate player role in conjunction with a spatio-
temporal bilinear model to clean-up noisy data. Lu et al. [93] used a conditional
random field incorporating SIFT, MSER and colour histogram features to track
and identify individuals in broadcast footage. Their data had su cient resolution
to detect jersey numbers (when visible) which allows for better person identifi-
cation than low resolution domains, where existing methods have only looked at
extracting the team of each player.
Compared to the existing approaches for person re-identification which only
model the appearance of individual people, in the second half of this chapter (Sec-
tion 7.4), group information is incorporated to improve person re-identification.
Unlike the method of Zheng et al. [148] in which the appearance of the group was
modelled, in this work, group structure is utilised and incorporated in the form
of relative player positions or “roles”. Also, unlike the method of Lu et al. [93]
where higher resolution broadcast footage and conditional random fields that in-
corporated appearance and temporal information were used, this work looks at
identifying players in low resolution footage (i.e. player heights of 40-100 pixels)
without temporal information.
7.3 The SAIVT-SoftBio Database
To evaluate models for person recognition and re-identification, a dataset is re-
quired which consists of multiple cameras, in which the subjects appear in di↵er-
ent poses, viewing angles and lighting conditions.
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To date, researchers have used a variety of data sources to evaluate their models.
Existing tracking databases have been used (e.g. [41] used a subset of PETS2006
[46]); the VIPeR (Viewpoint Invariant Pedestrian Recognition) database [55] has
been used extensively (see [21, 45, 55, 66, 112]); some approaches have used the
ETHZ [44] and i-LIDS [137] databases; while others have simply captured their
own data (e.g. [11, 50]).
While these databases have their merits, they are limited in their ability to com-
pare and evaluate person re-identification models in real surveillance environ-
ments. Tracking data sets typically contain few cameras and few subjects (e.g.
PETS 2006 has four cameras of which only three are suitable), VIPeR only con-
tains still images from two viewpoints for each pedestrian, ETHZ captures limited
viewing angles (mostly frontal) of people, and the annotated component of i-LIDS
only contains up to four images per person. While databases used in gait recog-
nition research often contain a larger number of subjects and camera angles (e.g.
the CASIA database [142] contains over 100 subjects observed from 11 cameras),
they are captured in highly controlled conditions, very dissimilar to a typical
surveillance environment.
Due to the limitations of existing databases that either contain only still images,
few camera views, highly controlled conditions, or a lack of su cient frames
per subject, a new database is proposed together with a flexible XML-based
evaluation protocol to allow for a highly configurable evaluation set-up, enabling
a variety of scenarios relating to pose and lighting conditions to be evaluated.
The database provides a platform from which to answer questions such as:
• What features are best for recognising the identity of a person in low res-
olution footage across di↵erent camera views, illumination conditions and
with variable pose?
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C1 C2 C3 C4
C5 C6 C7 C8
Figure 7.2: Example video frames from each of the eight cameras (C1 to C8) of
the SAIVT-SoftBio database. A subject dressed in a white shirt, marked with
a red bounding box, is shown in each of the cameras, highlighting the signifi-
cant appearance variations (pose, viewpoint, illumination) as the subject moves
through the camera network.
• How much data is necessary to build a su cient model of a person?
• How does data from multiple views impact performance?
• Can details about pose be used to improve performance?
The utility and flexibility of the proposed database is demonstrated by using it
to answer these questions with a baseline person re-detection system consisting
of colour, height and texture features.
7.3.1 Database Details
The SAIVT-SoftBio multi-camera surveillance database1 was captured from an
existing surveillance network, to enable the evaluation of person recognition and
re-identification models in a real-life multi-camera surveillance environment. The
1Available from https://wiki.qut.edu.au/display/saivt/SAIVT-SoftBio+Database
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Figure 7.3: Approximate camera placement and orientation in the SAIVT-SoftBio
Database. The three entrances to the building are indicated with arrows.
database consists of 150 people moving through a building environment, recorded
by eight surveillance cameras. Each camera captures data at 25 frames per sec-
ond, at a resolution of 704⇥576 pixels, and is calibrated using Tsai’s method [135].
An example image from each camera is shown in Figure 7.2, with the approxi-
mate camera placement and orientation displayed in Figure 7.3. The placement
of cameras is a real-life surveillance setup, and cameras have been placed to pro-
vide maximal coverage of the space (with some overlap) and observation of the
entrances to the building.
The database was collected in an uncontrolled manner, so subjects can travel
any route through the building. Thus, the vast majority of subjects will only
pass through a subset of the camera network and that subset varies from person
to person. This provides a highly unconstrained environment in which to test
person re-identification models. From Figure 7.2 and 7.4, it can be seen that
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S4-C1 S4-C2 S4-C3 S4-C6S4-C5 S4-C7 S4-C8 S24-C1 S24-C5S24-C5 S24-C7 S24-C8
Figure 7.4: Example annotations of four subjects from the Multi-Camera Surveil-
lance Database at di↵erent locations in the camera network, where S represents
the subject ID and C represents the camera number.
there is varied lighting across the di↵erent camera views, and that subjects are
observed from di↵erent angles as they move through the network. To enable a
consistent evaluation in such conditions, a coarse bounding box indicating the
location of the subjects has been annotated (every 20th frame was annotated and
intermediate frame locations were interpolated). The frames are recorded from
when the subject enters the building through one of the three main doorways
visible in Camera 4, Camera 7 and Camera 5/8, until they leave observation
either through exiting the building or entering a lecture theatre. Any frames
which are significantly occluded, have been omitted. Examples of the annotated
subjects are shown in Figure 7.4
XML files are used to store information about the database to enable di↵erent
evaluations to be easily performed based on which subset of the database fits
the desired criteria. For each subject, an XML file is used to summarise the
camera views and frame information which can be used to select subjects which
fit the desired evaluation conditions (e.g. only subjects that exist in specific
cameras or locations can be selected). The overall database is also summarised in
an XML file, which provides information on the camera calibration data for each
subject. Zones of interest can be specified to further filter the person annotations,
allowing for additional conditions to be evaluated (i.e. lighting changes can either
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be reduced or emphasised by only considering certain scene areas).
The database provides great flexibility in the possible evaluations that can be
carried out due to the variations captured by the eight cameras. It can be used
for traditional biometric identification and verification tasks, as well as person
re-detection.
7.3.2 Baseline Appearance Models
To demonstrate the utility of the database, simple person models are evaluated,
consisting of colour, height and texture models . The overall evaluation procedure
and the steps to acquire our baseline models is displayed in Figures 7.5 and 7.6.
Description
Extraction
Query 
subject 
sequence
Description
Extraction Matching Evaluation
Database 
subject 
sequences
Training:
Testing:
Database of 
subject models
Figure 7.5: Person re-identification system evaluation flowchart
Motion 
Segmentation
Segmentation into head, torso, legs
- width projection
- intensity gradient analysis
Feature extraction:
- Colour x2
- Height
- Texture
Figure 7.6: The steps involved in extracting a description of a person in the
baseline system
For all models outlined within this section, a motion segmentation algorithm [42]
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was used to separate the subject from the background. After extracting the
foreground regions (i.e. pixels belonging to the person), the person is divided
into head, torso and legs parts through horizontal projection and image gradient
analysis as described in [39]. Example output from this process is shown in
Figure 7.7.
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 7.7: Segmenting a person into head, torso and leg regions (coloured in
red, green and blue, respectively). The top row shows the input colour images,
the bottom row shows the segmented silhouettes.
7.3.2.1 Colour Models
Colour information of a person is extracted by computing histograms of their
head, torso and leg regions. For each of the three regions, a soft histogram of the
full colour space is calculated as well as a histogram of the culture colours [140],
resulting in two colour soft biometric models (soft histogram and culture colour
histogram). A moving average of each histogram is calculated to incorporate
multiple frames into the model.
In the soft histogram, variation in colour across di↵erent cameras is reduced
through the soft-binning, where each pixel colour value is assigned to multiple
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bins based on its proximity to the centre of each bin. This means that samples
which lie on a bin boundary, where there is greater uncertainty, are split more
evenly and prevents very similar colours from being wholly allocated to di↵erent
bins.
The culture colour model quantises the image into 11 colours (black, brown, grey,
red, orange, yellow, green, blue, purple, pink, white), with the aim of transform-
ing the colours into a space less a↵ected by illumination variations. To convert
the image into its corresponding culture colour image, Gaussian mixture models
(GMMs) were trained to represent each of the 11 culture colours from a set of
small image patches (each containing a single culture colour). Each foreground
pixel of a person is then classified into the culture colour with the greatest likeli-
hood, and then the histograms are computed.
The histograms are normalised to sum to 1, ensuring invariance to the number of
images used to build the model and the size of those images, and are compared
using the Bhattacharya coe cient. When comparing colour models for two peo-
ple, the similarity score is taken as the average of the three histogram region
(head, torso, legs) comparisons.
7.3.2.2 Height Model
The height of a person is used as a simple descriptor height is view invariant.
Other dimensions (width and depth) are dependent on the camera angle and a
person’s pose.
Heights are calculated using the detected positions of the head, torso and legs
(which are converted into a real world coordinate scheme using camera calibra-
tion), and a soft histogram approach as described in [40] is used. Figure 7.8 shows
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an example of the located head and feet points, and the points used to divide the
subject into head, torso and legs.
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 7.8: Detecting the head, neck, waist, and feet. The top row shows the
colour input image and the bottom row shows the corresponding silhouette with
the detected points overlaid. The head points are shown in red, feet shown in
yellow, and median position of the waist and neck divisions shown in cyan.
7.3.2.3 Texture Model
To model the texture information of a person, local binary patterns (LBPs) [105]
are used. The LBP is an excellent texture descriptor for its invariance to illu-
mination, and can also be made to be rotation invariant. In this work, an LBP
model consisting of 8 points with a radius of 1 pixel is used and a single texture
model is extracted for the whole person. The LBP computation for an individual
pixel is shown in Figure 7.9. The LBP feature vector is then computed as a nor-
malised frequency count of each possible pixel value across all foreground pixels,
resulting in a feature vector of size 256 (a neighbourhood of 8 pixels gives 28 pos-
sible values). Example local binary patterns which represent di↵erent textural
primitives are shown in Figure 7.10.
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Figure 7.9: Calculating the LBP feature value for a given pixel by comparing its
intensity value with those around it, resulting in an 8-bit value.
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Figure 7.10: Example textural primitives represented in LBPs
7.3.2.4 Fusion
As each model (colour, height, texture) forms a weak classifier, they can be fused
together to take advantage of the complementary information of each model. A
weighted summation of the models is applied, so that the overall match between
two people i and j is:
M(i, j) =
4X
n=1
wn ⇥Mn(i, j), (7.1)
where w is the weight applied to model n (soft histogram colour model, culture
colour model, height model and texture model); and Mn(i, j) is the matching
score for model n, between person i and j.
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7.3.3 Database Usage for Feature Evaluation
To demonstrate the utility of the proposed database, the baseline soft biometrics
are evaluated to see how they are a↵ected by a variety of factors captured by this
database. The results for the following evaluations are presented:
1. E↵ect of the number of frames considered in the models
2. E↵ect of viewing angle
3. E↵ect of the number of camera views considered in the models
Results are presented using Cumulative Matching Characteristic (CMC) curves,
which represent the probability of finding the correct match in the top x matches,
and Synthetic Recognition Rate (SRR) curves which represent the probability
that any of the y best matches is correct, as proposed in [55]. Note that the
number of subjects present in each evaluation is not consistent as only subjects
that match the criteria set out for the given evaluation are used. As the database
is unconstrained, di↵erent numbers of people appear in di↵erent cameras, leading
to this variation.
7.3.3.1 E↵ect of Number of Frames Used in the Model
As a person moves through the environment, their sensed appearance will change
according to the camera and ambient conditions. By considering more frames it
is expected that more of this variation will be incorporated in the models. Results
for this evaluation are presented using SRR instead of CMC curves, as they better
represent the di↵erence with the variable number of subjects (as the number of
frames for modelling are increased, less subjects are available which fit this criteria
140 7.3 The SAIVT-SoftBio Database
in the database). In Figure 7.11 and Table 7.1, a slight improvement is observed
when considering more frames in the models (SRR values generally increase as
more frames are considered, with the best performance always obtained using
20 or 40 frames). Sometimes a slight decrease is observed which may be caused
by noise being incorporated in the models, for example due to segmentation
errors or strong lighting variations. While generally only a small improvement is
gained, having a dataset with many frames allows for motion segmentation to be
performed, so only pixels belonging to a person will be incorporated in the models.
Having multiple frames available for modelling a person is more representative
of a realistic scenario (surveillance is captured as video), and with more frames
available, certain criteria can be applied to filter out frames detected to be of
poor quality due to poor segmentation or illumination as shown in Figure 7.14.
5 targets 10 targets
#Fr CC SH H T CC SH H T
1 45.1 45.7 31.3 27.4 30.8 30.1 17.4 15.3
3 46.0 43.7 29.9 27.7 30.8 28.9 16.4 15.3
5 46.3 44.3 29.6 27.40 31.4 28.0 16.7 15.8
10 47.6 45.4 30.7 29.8 31.3 31.2 17.7 15.5
15 47.5 47.9 31.9 30.6 31.5 32.0 20.3 16.9
20 49.3 48.1 34.0 32.0 30.9 33.6 21.5 18.4
40 48.7 49.5 36.0 32.8 33.5 32.5 21.0 16.8
Table 7.1: Synthesised recognition rates (%) from Fig 7.11 for 5 and 10 targets
with increasing number of frames. The best #frames is shaded for each model.
[Models: CC = culture colour, SH = soft histogram, H = height, T = texture]
7.3.3.2 E↵ect of Viewing Angle
To evaluate the e↵ect of viewing angle, the data used in testing and training was
limited to two camera views which captured similar viewing angles of a subject
(Camera 3 and 8), and two camera views which capture dissimilar views of a
subject (Camera 5 and 8). Assuming that subjects walk straight through the
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(d) Texture
Figure 7.11: E↵ect of number of frames used in the model when building models
from a single camera view. All camera views are considered in this evaluation,
with gallery and probe models trained o↵ separate views. (See Table 7.1 for
values at 5 and 10 targets)
building and do not turn around (i.e. subjects walk left to right or right to left in
the building diagram), it can be seen in Figure 7.3 that similar viewing angles will
be obtained in Camera 3 and 8 and dissimilar angles will be obtained in Camera
5 and 8 as demonstrated in Figure 7.12 (c). This assumption holds true for all
subjects in the database, except one which was excluded from this evaluation.
From the results presented in Figure 7.12, it can be seen that all models degrade in
performance with dissimilar views (recognition rates in Figure 7.12 (b) are lower
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(a) Similar view (Cam 3 and 8)
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(b) Dissimilar view (Cam 5 and 8)
(c)
Figure 7.12: The e↵ect of viewing angle mismatches in training and testing.
Evaluations consider gallery and probe models trained on separate views, with
models built o↵ 20 images. (a) shows CMC plots where testing and training
models contain similar viewing angles, while in (b) testing and training models
are built from dissimilar viewing angles. (c) displays example frames of a person
in the selected similar and dissimilar camera views.
than in Figure 7.12 (a)), except for height which works similarly in di↵ering
viewing conditions. For example, Height Rank-10 performance only degrades
slightly from 45% to 38%, while Colour-Soft degrades significantly from 70% to
31%, suggesting that height is more tolerant to view variation. This is expected,
as height does not change from di↵erent viewing angles while colour and texture
of a person may be di↵erent from the front/side/back. The full soft colour model
outperforms culture colours in similar viewing angles as seen in Figure 7.12 (a),
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(b) 2 Views
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Figure 7.13: CMC plots for colour, size, texture models, trained and tested on
1, 2 and 3 camera views using 20 images each.
but culture colours perform better than full colour in exclusively di↵erent viewing
angles as in Figure 7.12 (b). This suggests that culture colours or other heavily
quantised colour spaces are more stable than full colour histograms in varied
viewing conditions. The degradation in performance in the colour and texture
models may be attributed to the fact that many of the subjects appear di↵erent
from the front, side and back due to items they are carrying (backpacks, shoulder
bags) and their clothing (such as open jackets). Considering all viewing angles,
as in Figure 7.13, it can be seen that colour features are the most discriminative,
and the most robust across all variations.
7.3.3.3 E↵ect of the Number of Viewpoints
In Figure 7.13, plots are presented for models trained on 1, 2 and 3 views. All
cameras were considered, with mutually exclusive views used in gallery and probe
models. All models were built using 20 frames. Colour models consistently out-
perform the height and texture models, and all models improve as more views
are used to train the models. This is expected, as including di↵erent viewing
angles in the model incorporates more information in the models and thus better
represents the person’s overall appearance.
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The superior performance of the colour models compared to height is expected,
as there is more variation in colour, and heights will only di↵er by a few cen-
timetres between subjects. Also, the height model is more a↵ected by errors in
segmentation (both of foreground pixels and segmentation into head, torso and
legs). Small errors in the silhouette can result in a di↵erence of a few centimetres
or more, depending on where in the image the subject appears. While the colour
biometric is also susceptible to segmentation errors, the colour models are less
a↵ected, except where segmentation errors result in large portions of the person
not being visible (e.g. their legs or torso are not detected, as in Figure 7.14 (a)),
or a large portion of the background being included in the model. The poor per-
formance of the texture models may be caused by poor resolution which results
in blurring of texture, and the lack of textural information in the majority of
subjects. However, texture performs fairly consistently in di↵ering conditions. In
all cases, a fused model outperforms all individual models, as the complemen-
tary information from each model combined gives greater discrimination between
people.
(a) Poor segmentation (b) Better segmentation
Figure 7.14: An example of (a) poor segmentation and (b) better segmentation.
Poor segmentation can result in missing body parts and reduce performance of
the models. When using video footage with many frames available per subject,
frame selection criteria can be used to filter out the poorly segmented frames.
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7.4 Using Group Information
In a surveillance setting, the di culty of re-identifying a person exponentially
increases proportional to the time the person was last seen. This is because the
number of possible options a person has increases over time, which in terms of
permutations, quickly increases to infinity. For example, a person seen on a street
corner at time t0 has numerous options in terms of what they are doing next. They
could potentially walk down the adjacent streets, hop on a train/bus/taxi, change
clothing, or even just wait on the corner. After ten seconds, a good estimate of
where that person is could be obtained. This is due to the limited options a person
could take in that time, in addition to the scene remaining somewhat familiar.
One minute later, the number of options increases and makes this task much more
di cult. Now, ten minutes later this task is near impossible (unless the person
has not moved) as the number of possible permutations explodes. However, if
that person was part of a large group of people, the likelihood of that group being
confused as another group is much lower. The search space of re-identifying a
person within a group can thus be greatly reduced by just choosing the most
likely candidate within that group of people - instead of the huge number of
possibilities if the person was alone. As humans are social beings, most realistic
settings have people moving as a group rather than an individual. In this section,
the group dynamic is leveraged to improve person re-identification.
Although the above assumption is obvious, the big bottleneck which has restricted
research in this area is the collection and annotation of large amounts of group
data. As such, nearly all the work in person re-identification has solely focussed
on modelling a single person (apart from the work of Zheng et al. [148]). With
the influx of vision-systems being applied in the sporting domain due to the com-
mercial applications, sporting datasets provide a perfect test-bed for investigating
di↵erent approaches for person re-identification. They provide similar scenarios
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Figure 7.15: The players of a sports team are represented at two time instants, (a)
and (b). It can be seen that the player appearances vary significantly between
the two time instants, in terms of illumination, viewing angle and pose, and
it is di cult to distinguish between the players because they are wearing the
same uniform. While appearance alone is ambiguous, the structure of the team,
represented in the bottom half of the figure, remains similar. This group context
can be fused with appearance features to improve person re-identification.
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to surveillance environments, where resolution is generally low and people may
have similar appearances (e.g. a group of school children in uniform).
In this work, the task of recognising the identity of people with very similar ap-
pearances is undertaken using team sports video data (see Figure 7.15). This
provides a constrained environment to evaluate person re-identification models
as there are a fixed number of subjects and a well defined area where they can
be observed. It is also extremely challenging, as the video is captured in an out-
door environment by multiple cameras, which results in significant illumination
variations between observations of each subject, the image resolution of players
is low, which makes digit recognition on the jerseys near impossible, and player
poses vary significantly. Such a dataset allows person re-identification models
to be evaluated in real-life conditions, and allows the use of group context to
be evaluated. Using this dataset, existing state-of-the-art appearance-based fea-
tures are evaluated. Then, group context in the form of player roles is used to
help disambiguate between people with similar appearances, and this contextual
information is shown to improve person re-identification performance.
7.4.1 Evaluation Overview
7.4.1.1 Dataset
To evaluate person re-identification using group context, team sports video data
is used as it provides a real-life outdoor environment to evaluate person re-
identification models with group context, and a fixed number of subjects are
visible over a long duration with repetitive behaviours and structure. Typical
challenges of person re-identification are present such as variations in subjects’
orientation (e.g. viewed from front/side/back), pose (standing straight, crouch-
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Figure 7.16: Example image patches of a single player, captured at di↵erent times
and locations on the field are shown. A wide degree of appearance variation in
terms of illumination, viewpoint, and pose is apparent.
ing), resolution, and illumination. Examples of these variations for a single player
are shown in Figure 7.16.
The field hockey test-bed described in Chapter 5 was used to provide a dataset
of player images as well as group context. While the camera test-bed provides
complete coverage of the field, the task of person re-identification was consid-
ered instead of tracking, to observe how group context can assist in person re-
identification. Image patches were automatically extracted using a state-of-the-
art real-time person detector [28], and the images were scaled to a fixed size of
96 ⇥ 50 pixels. Ground truth player positions and their identity were manually
labelled, and from this the image patches were assigned a player identity based
on the closest labelled player position.
After detecting the player positions and extracting their image patches, the player
locations from all eight cameras were merged based on proximity, and the team
or “group” was assigned based on a colour histogram of the player in the LAB
colour space. This essentially provides a top down view of the match with player
positions and their team.
To enable the learning and evaluation of group context, the roles were trained
from a set of matches, totalling 25,000 frames. The evaluation of roles and person
re-identification was performed on a held out match, where the team dressed in
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yellow tops and green skirts was considered. Example images for 10 of these play-
ers are shown in Figure 7.15. Two parts of this match were annotated to evaluate
role assignment and person re-identification (consisting of 3893 frames and 8838
frames respectively). The person re-identification evaluation was performed on a
set of 94 images automatically extracted for the 13 players of the team.
7.4.1.2 Appearance Features
In a domain where people are only visible at low resolution, and in di↵erent
orientations and poses, features which can be extracted from a distance and
which are invariant to these variations are desirable for person re-identification.
In a sports domain, players within a team have very similar appearances as they
wear the same uniform. Given high resolution imagery of each player, they could
be uniquely identified based on their facial characteristics or jersey numbers,
however these features are not visible due to insu cient resolution and motion
blur. Texture, which has been used in a number of existing approaches, does not
provide any information for distinguishing between individuals in this context as
they all wear the same uniform. Height and body shape varies slightly between
players, but due to the unconstrained pose and orientation, it is not possible
to accurately extract these. Traits which are visible at long range and which
may distinguish between players include hair, skin and shoe colour, and therefore
descriptors which encode colour and spatial information were used. Two types of
appearance features were evaluated for describing each person: Symmetry-Driven
Accumulation of Local Features (SDALF) and region covariance descriptors.
In the SDALF approach proposed by Farenzena et al. [45], a person is split into
their upper body and legs based on symmetry, and features are extracted and
matched between these parts. In this work, illumination and colour variations
between the cameras were normalised by scaling the mean illumination of each
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image patch to a fixed value and applying histogram equalisation. After this, a
weighted histogram and maximally stable colour region (MSCR) features were
extracted for each body part (the recurrent highly structured pattern features
normally in SDALF were excluded, as players are dressed in the same uniform
and will not vary texturally). By splitting a person into body parts, coarse
correspondence can be gained when matching features.
In the region covariance descriptor [136], information is encoded about the vari-
ance and correlations of features within an image region. To represent the ap-
pearance of players, a collection of such descriptors was calculated for each player
image by splitting the image into a grid of regions, and describing each region by
a covariance matrix, CR. The covariance matrix of a region R consisting of N
pixels can be computed as:
CR =
1
N   1
NX
k=1
(zk   µ)(zk   µ)T , (7.2)
where zk is the d-dimensional feature vector used to represent a pixel (k = 1...N),
and µ is the mean of the pixel feature vectors in the region.
The features used to represent each pixel were the x and y spatial coordinates of
the pixel and the intensity values in each colour channel (R,G,B):
zk = [x, y, Rxy, Gxy, Bxy]. (7.3)
Gradient features were not used as they were found to decrease performance,
likely due to large variations in player pose.
Corresponding regions between two images were then compared using the follow-
ing distance measure [48]:
⇢(C1,C2) =
vuut dX
i=1
ln2  i(C1,C2), (7.4)
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where { i(C1,C2)}i=1...d are the generalised eigenvalues of C1 and C2, computed
from:
 iC1xi  C2xi = 0, for i = 1...d, (7.5)
where xi 6= 0 are the generalised eigenvectors.
To get the overall distance between two images, a weighted summation of the cell
region distances is computed:
Distance(SubjectA, SubjectB) =
MX
m=1
⇢(CA,m, CB,m)
 A,m +  B,m
, (7.6)
where m corresponds to the cell region number up to the total number of cells,
M , and  A,m and  B,m are weighting parameters for cell region m for subject A,
and B respectively. The   terms are called “variance” [12] and are calculated as:
 a,m =
1
S   1
SX
s=1;s 6=a
⇢2(Ca,m, Cs,m), (7.7)
where a is the subject index, and s corresponds to all the other subjects in the
database, and S is the total number of subjects. In this way, each cell is weighted
according to its “variance” or how much it varies across subjects. This gives
greater weight to more discriminative cells (i.e. the regions which di↵er most
from other subjects and have a greater   value, represent regions that are more
discriminant).
7.4.2 Role Assignment
By segmenting groups of people in an environment and identifying the type of
group, roles within the group can then be identified to improve identification.
A bottom-up diagram of the proposed approach is shown in Figure 7.17. For
example, to locate a missing child who was last with their parents and two other
siblings (i.e. a family of five) one strategy could be to go through the footage
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Group / Individual Analysis
Identify Roles
Identify Type of Group (e.g. Family, Team 
Formation)
Group Segmentation
Person Detection
Figure 7.17: Group information can be used in a bottom-up approach to improve
individual and group behaviour analysis within groups
to determine the last moment they were observed together and track from that
moment to help locate the child. Rather than looking for the child alone, who
could have a similar appearance to thousands of other children in the environment,
knowing the appearance of his whole family and searching for groups with 2
adults and 3 children with a given appearance could limit the options and assist
in finding the child much more e ciently. The type of group and roles depend on
the context. Because surveillance data is limited, the analysis performed in this
chapter is restricted to team sports where roles are defined based on structure
and relative positions within the structure.
In the majority of team sports, the coach or captain designates an overall structure
or system of play for a team. In field hockey, the structure is described as a
formation involving roles or individual responsibilities. For instance, the 5:3:2
formation defines a set of roles R = {left back (LB), right back (RB), left halfback
(LH), centre halfback (CH), right halfback (RH), inside left (IL), inside right
(IR), left wing (LW), centre forward (CF), right wing (RW)}. This is shown
in Figure 7.18. While players may swap roles throughout a match, they will
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Figure 7.18: In field-hockey, players move as a formation, with each player in the
team being assigned a role or responsibility. Given that the locations of all the
individuals can be sensed, the role that each player takes within the formation at
any instant in time can be estimated and used to assist in identification.
predominantly play in one role, and hence roles can be used as a contextual
feature for identifying players. While spatial relationships are used to distinguish
roles in team sports, for other types of groups roles can be inferred based o↵ other
features (e.g. height, gender, age can be used in family member classification [36]).
For training and evaluation purposes, the roles of the players were manually
labelled. To give an indication of how well roles correspond to player identities,
the frequency that each player identity was assigned to the manually labelled
roles is presented in Figure 7.19 as confusion matrices. This was sorted so that
the players most likely to play in each role appear on the diagonal. From these
matrices, it is apparent that roles provide information towards player identities.
To assign players to roles automatically, a similar procedure to that proposed
in [95] was adopted. First, the location of all the players on the team was detected,
and then each player’s position was mapped to a role within the formation. Given
an initial ordering of the 10 field players of a team, pt = [x1, y1, x2, y2, ..., x10, y10]T ,
at time instant t, the goal is to find the 10 ⇥ 10 permutation matrix, xt, which
re-arranges the players into role order: rt = xtpt. The permutation matrix is a
binary matrix, and if element xt(i, j) = 1, it indicates that player i is assigned to
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Figure 7.19: Distribution of roles to player identities from the manually labelled
player roles and identities for part 1 and part 2 of the match. It is apparent that
players tend to play one main role, and sometimes swap to similar (neighbouring)
roles. It can also be seen that in the second half, players have been substituted
so their role is replaced by another player (e.g. 9 ! 28, 15 ! 27).
role j. By definition, every row and column in this matrix must sum to one (i.e.
each player is assigned to one role).
The role assignment task is formed as an optimisation problem where the goal is
to minimise the L2 reconstruction error:
xt
⇤ = argmin
xt
krˆ  xtptk22. (7.8)
This is a linear assignment problem where an entry C(i, j) in the cost matrix is
the Euclidean distance between role locations:
C(i, j) = krˆ(i)  pt(j)k2 (7.9)
To solve the assignment problem, the most similar prototype formation, rˆ is
found from a set of 25,000 labelled frames of field hockey data, based on the
mean and covariance of the team’s formation in the current frame. Then the
optimal permutation matrix is found using the Hungarian algorithm [79].
To evaluate the automatic role assignment performance, the results were com-
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pared against manually annotated role labels and this is presented in Figure 7.20
as a confusion matrix. A major diagonal is evident indicating good performance,
but sometimes the roles are wrongly classified due to ambiguity in the forma-
tion or roles, particularly in the midfield (RH, IL, IR). The overall accuracy of the
automatic role assignment method was found to be 66.0%.
Since it is not known in advance which roles a player will take throughout a match,
it is assumed that each player has an ‘assigned role’ as shown in Table 7.2. Given
an assigned role, the most likely player ID can be estimated. Due to player
substitutions and multiple players being able to take each role, it is evident that
using role context alone is insu cient for identifying players. In addition, it is
unknown which players are on the field at any time, and so there will be ambiguity
in which player is playing. It is expected that appearance features will improve
results.
7.4.3 Experiments
To evaluate person re-identification performance and the proposed group context
using player roles, the performance of each feature was evaluated: 1) appearance
features alone, 2) role alone, and 3) combined role and appearance information.
LB CH RB LH RH IL IR LW CF RW
8 23 4 10 7 9 14 15 5 6
26 28 27
Table 7.2: Player IDs assigned to each role
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Figure 7.20: Accuracy of automatic assignment of roles (66.0%)
7.4.3.1 Identification using Roles
Given prior knowledge of which roles corresponds to which players (as in Ta-
ble 7.2), identification can be performed directly on any member of a group
formation without a gallery or training set. In Figure 7.21, identification results
for all 94 images of the evaluation dataset, using role only are displayed. Results
are shown for both perfect role extraction (i.e. roles manually annotated by an
expert), and automatic role extraction. Note that due to player substitutions,
it is not possible to distinguish between the substituted players (23/26, 9/28,
15/27) using role alone.
When the role to player correspondences are not known before-hand, person re-
identification can be performed by comparing roles of the testing subjects to those
in the gallery set. This requires a distance measure of how similar or di↵erent
a role is to another role. To get a distance measure between any two roles, the
average confusion matrix from the automatic assignment accuracy was used (see
Figure 7.20) because roles which are easily confused must be similar. These values
were converted from measuring similarity to a distance measure by subtracting
the average assignment probabilities from a matrix of ones (and hence similar
roles will be given a lower distance comparison measure).
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Figure 7.21: Accuracy of person identification using (a) manually labelled
roles = 84.5% and (b) automatically assigned roles = 67.4%
.
7.4.3.2 Comparing Features for Identification
Cumulative Matching Characteristic (CMC) curves [55] were used to present
results. Each point is calculated as the cumulative probability that the actual
subject of a test measurement is among its k top matches (where k is called the
rank). For example, the Rank-1 value indicates what proportion of the time a
player is the closest match to itself, while Rank-5 indicates how often the correct
player is within the top 5 matches to itself.
The evaluation was performed on a set of 94 images automatically extracted
for the 13 players of the team. Two randomly selected images of every player
were selected from the database (one for the gallery, and the other as part of
the test set). The gallery and test set were then matched, and the results of
100 experiments were averaged to produce the results. The SDALF features,
weighted covariance grid (“weightedCG”), and role assignments (automatically
generated from the player position within the formation) were compared, as well
as appearance features combined with roles using a weighted summation. These
results are presented in Figure 7.22.
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Figure 7.22: Cumulative Matching Characteristic curves for each of the person
re-identification features, displaying the probability that the correct subject is
within the top-k matches to itself, where k is the rank.
In Figure 7.22, it can be seen that both appearance features, SDALF and weighted
covariance grid features, perform similarly poorly. This is expected as the players
are all dressed very similarly, and appearance features in low resolution footage
are insu cient to distinguish between the players. The weighted covariance grid
slightly outperforms SDALF, and this may be due to the discriminative weighting
of the cells, potentially picking up on regions that di↵er such as hair and shoe
colour. In comparison, roles are able to distinguish players very well, and a minor
improvement was gained by additionally incorporating the appearance features.
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7.5 Summary
In this chapter, two major contributions to the field of person re-identification
were presented - 1) a new database for the evaluation of person re-identification
models in real surveillance conditions and 2) the use of group information as a
contextual cue to improve person re-identification.
With the presenting of the database, a set of baseline models were used to show
how this new database can be used to better evaluate person recognition mod-
els in variable real-world conditions. In particular, it was demonstrated how
this dataset can be used to evaluate a number of scenarios related to number
of frames, number of cameras and viewing angles which can only be evaluated
with a database consisting of a large number of subjects in a variable and un-
constrained environment. With the baseline models, it was shown that colour
models perform better across all viewing angles as there is greater discrimina-
tion in the models compared to height and texture. When considering di↵erent
viewing angles exclusively, height was found to be quite stable, with colour and
texture seen to be more view specific, as many subjects in the dataset appear
di↵erent from the front, side and back due to carrying of objects (e.g. backpacks)
and clothing characteristics (e.g. open jacket). It was also observed that culture
colours (a quantised set of 11 colours) were slightly more stable than full colour
histograms, suggesting that a heavily quantised learned colour space is preferable
when encountering view mismatch.
Person re-identification is very di cult in low-resolution video footage, espe-
cially when people wear similar clothing which limits the usefulness of traditional
appearance-based approaches. To circumvent these issues, the use of group in-
formation as a contextual feature was proposed to aid in the re-identification of
a person. To encode group context, a linear mapping function to assign each per-
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son to a “role” or position within the group structure was proposed. Then, the
appearance and group context cues were combined using a weighted summation.
This was demonstrated to improve performance of person re-identification in a
sports environment compared to appearance based-features, and could further
be extended to more specific roles that appear in surveillance environments (e.g.
family roles)
Chapter 8
Conclusions and Future Work
8.1 Summary of Contributions
The past few years have seen a deluge of visual and spatio-temporal data become
available for analysing group behaviours. While a lot of work has been involved
in sensing and tracking agents, a major bottleneck that has restricted large-scale
group behaviour analysis has been the complexity in dealing with multi-agent
trajectory data. Various sources of misalignment occur in group behaviour data
that make large-scale group analysis di cult, including frequent role swaps be-
tween individuals of a group, substitutions or changed identities within the group,
comparisons of di↵erent groups and missing or noisy data. This has prevented
large-scale analysis of group behaviours, and in particular fine-grained analysis
and analysis of noisy data.
In this thesis, role information was utilised to align multi-agent data, and enables
the characterisation of groups and large-scale analysis of their behaviours. No
other research has worked with this amount of multi-agent data before, and a
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major contribution in this thesis was the development of alignment methods to
enable large-scale analysis of group behaviour data. Macroscopic and microscopic
approaches were proposed for aligning group behaviour data and their utility
was demonstrated for analysing team behaviours on millions of frames worth of
data in professional soccer and field-hockey analysis. Group context was also
demonstrated in improving person re-identification, which can be used to locate
individuals within group situations, correct tracking results, and facilitate group
behaviour analysis.
The specific contributions of this thesis can be summarised as:
(i) A major contribution was the development of an alignment procedure based
on roles which enables large-scale analysis of group behaviour data. In
the proposed role representation, the vector representing the location of
each agent of a group at any time instant is re-ordered to a template, to
provide a consistent and compact representation across large datasets. This
overcomes frequent role swaps which cause high variance in the data, and
provides a more compressible signal for performing clustering and analysis
of multi-agent data.
(ii) Various representations were proposed for representing a team’s formation,
including a completely automated procedure based on minimum entropy
data partitioning. In this method, the underlying formation of a group can
be discovered by minimizing the entropy of a set of player roles, disentan-
gling the overlapping player distributions into distinct role distributions.
(iii) A host of new methods to characterise and compare group behaviours from
large spatio-temporal datasets, made possible through alignment were pro-
posed including:
– Discovery, visualisation and clustering of team formations
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– Player analysis using group context
– Characterisation of team style from spatio-temporal data and predict-
ing of future playing styles
– Analysis of the home advantage from spatio-temporal data
(iv) Using the aligned roles, a technique was proposed to de-noise noisy tracking
data using a bilinear spatio-temporal basis model. The spatial basis of the
signal were represented using the aligned roles, and discrete cosine transform
(DCT) coe cients were used for the temporal component. From this, the
underlying signal of group movements was modelled to provide a compact
signal to perform clustering and analysis of group behaviours even in the
presence of noise. This enabled common formations and spatio-temporal
patterns of groups to be discovered.
(v) A real-time system to recognise group activities using macroscopic ap-
proaches of centroids and occupancy maps to represent and align the multi-
agent data, and were shown to be able to detect group activities e↵ectively
even in the presence of noise.
(vi) A new database for evaluating person re-identification models in real-life
conditions was presented together with an evaluation protocol to evaluate
what factors a↵ect feature performance.
(vii) The use of group information in the form of roles was proposed to improve
person re-identification. This was found to be e↵ective especially in low-
resolution video footage where people wear similar clothing, and traditional
appearance-based approaches would fail.
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8.2 Future Work
In this thesis novel methods for aligning group behaviours were proposed to en-
able large-scale analysis of group behaviours. While these enabled a lot of inter-
esting analysis to be performed, the proposed approaches could be extended to
further improve performance. In particular, simple classification, clustering and
fusion methods were used to demonstrate the utility of the proposed approaches.
These were successful in highlighting the analysis made possible with the pro-
posed representations, but more complex methods could be used to further boost
performance. Deep learning methods have grown in popularity in recent years
and currently achieve state-of-the-art performance in many domains including
speech recognition [54] and visual object recognition [78]. It would be interesting
to see how given more labelled training data, deep learning could be applied to
discover the inherent features of groups, and to see how well these correspond
to the features proposed in this work. In addition, reinforcement learning ap-
proaches which relate to how agents ought to take actions in an environment so
as to maximise some notion of a cumulative reward, could be explored.
Delving deeper into the various strategic patterns that groups exhibit is another
direction for future research. For example, the proposed alignment approaches
and formation representation could be considered in sports for short-term predic-
tion (e.g. who will the next pass go to), as well as longer-term prediction (e.g.
the match result). The proposed techniques could also be further extended and
incorporated into a system for real-time in-game analysis.
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