We present a policy-based, agent-enhanced resource provisioning architecture, which facilitates flexible and quantitative end-to-end bandwidth reservation and management on a per-user, per-application or per-flow basis. Based on this architecture, various session level Service Level Agreement (SLA) negotiation schemes involving bandwidth allocation, service start time, guaranteed session duration can be introduced. The results show how these negotiation schemes can be utilised for the benefits of both network users and providers.
INTRODUCTION
Current IP network infrastructures are undergoing rapid transformations, i.e. from providing mere connectivity, to a wider range of flexible and complex tangible services involving Quality of Service (QoS). With QoS support, it is now possible to deliver different levels of service quality for a network application through Service Level Agreement (SLA). However, in today's already complex network environment, provisioning such services is a great challenge. Firstly, service and network providers will have to deal with a myriad of user requests that come with diverse QoS or SLA requirements. The providers will then need to make sure that these requirements can be delivered accordingly. Matching these service requirements to a set of control mechanisms in a consistent manner remains an area of weakness within the existing IP QoS architectures [1] . As well as the need to provide dynamic traffic management, monitoring and control, other operation or policy issues such as service management, security, customer management, accounting and billing also must also be addressed.
To address the issues above, we propose a novel agent-enhanced Bandwidth Resource Provisioning Architecture (BRPA), which facilitates dynamic, flexible and quantitative end-to-end bandwidth resource provisioning and management on a per-user, per-application or per-flow basis. The inherent characteristics of agents such as autonomy, adaptability, social abilities, etc offer many advantages in this dynamic, complex, distributed and heterogeneous network environment [2] . For example, a service provider agent can play a major role in guiding and deciphering users' requests, and is also able to respond quickly and effectively to their requests. The tasks also include service brokering, QoS specification and reconfiguration, pricing negotiation, etc. This is important as many end users/customers and service or network providers in general are still unable to specify SLAs in a way that benefits both parties. This paper is organised as follows: Section 2 first introduces the BRPA's architecture. Section 3 presents the SLA negotiation schemes and analyses. Finally, the related work and the conclusions are presented in section 4 and 5 respectively.
BANDWIDTH RESOURCE PROVISIONING ARCHITECTURE (BRPA)
To provision QoS, some form of resource reservation or allocation (i.e. bandwidth) need to be applied either implicitly or explicitly. This parameter is emphasized since it is the single most important factor that affects the QoS. The limits for delay, jitter and buffer size can be determined by the bandwidth reserved for a flow [3] . Most existing resource allocation mechanisms such as Resource Reservation Protocol (RSVP) [4] and ST-2 [5] only consider initial availability and do not take into account changes in future availability. BRPA not only provides immediate reservation, it is also able to reserve resources in advance. The architecture consists three sets of databases and a Resource Manager (RM). These are described as follows:
a) Resource Reservation Table (RRT)
This database as illustrated in figure 1 comes in the form of a resource/time table so that network provider can lookup and allocate network resources (bandwidth) at present and also in the future. The RRT tells the network provider about the current or future available and reserved bandwidth resource of any link, at anytime. Here, we can see that at time t, some resources in the future have been reserved. A minimum unit or the granularity of 'reservable' session τ must be defined. This can be 5 minutes, 1 minute or one second depending on the network provider's policy. Similarly, the minimum unit of 'reservable' bandwidth is defined as ь. It can be quantified in units of kbps, 10kbps, etc. The RRT only indicates the reservation load and does not represent the actual link utilisation due to real-time traffic flows. It can be observed from figure 1 that request R x 's guaranteed bandwidth request cannot be honoured throughout the entire requested duration T x . In this case the requester has a number of options. He or she can either reduce the amount of bandwidth required, postpone the reservation session start time, cut short the session duration or accept the compromise that for a short period of time, their bandwidth will drop off. Tables (PT) The path table as shown in figure 2 is introduced besides the native short path first routing table. It provides a distinct route or path info from a source node to a destination node and vice versa on a hop-by-hop basis. Table   For example from end node 0 to node 1, the traffic needs to transverse via router A output port 2 and then router B output port 2 (A2B2). If there is more than one end-to-end path for a source-destination pair, multiple path tables need to be created. The PTs are similar to MPLS' Traffic Engineering Link-State Database (TE-LSDB) [6] that is used to provision distinct paths with QoS preferences. The combination of RRTs and PTs enables end-toend resource reservation at present and also in the future. The Resource Manager (RM) is employed to manage all these resources. At the link level, an agent may be assigned to manage each RRT.
c) User SLA Database (USD)
This database stores individual customer's SLA information. Each element stores a user's service ID, the respective bandwidth allocation (b), agreed service activation time (Ts), session duration (T), end-to-end path ID or routing option, billing option, and also other rules and policies. These records are constantly monitored and updated. With this record, the network provider is able to manage the connection on a per user basis. The value added services are billed and delivered on a per-transaction or per-session basis, which can be based on bandwidth usage, or flat-rate pricing scheme. When the duration of resource reservation T expires, the connection will automatically revert to best effort mode. Alternatively, the allocated bandwidth will sustain until it is needed by other incoming non-preemptable sessions. In other words, when the non-preemptable session expires, it will automatically switch to preemptable mode. The user may need to renegotiate in order to extend the reservation session. This parameter is typically used for Video on Demand (VoD) and news broadcast type services where service sessions are known in advance. In a situation where the desired session time cannot be specified or it is not known a priori such as in IP voice calls, an alternative scheme is necessary. For example these services can be automatically assigned to preemptable mode.
Overall Operation and Benefits
Upon receiving an SLA request from the UA, the RM 1) first retrieves the path information from PTs; 2) it then checks the resource availability at the RRTs. Normally the shortest available path will be quoted first. 3) When all the SLA terms and conditions are satisfied, the information will be stored in the USD. 4) The RM then propagates the resource requirements to the RAs, which configure the routers accordingly. To increase resiliency, a backup path can also be provisioned together with the primary path.
The admission control policy in BRPA is contrary to IntServ's RSVP [4] peer-to-peer approach. Using RSVP, routers normally decide locally whether to accept or reject resource reservation. This is done on a hop-by-hop basis along the shortest-path tree as RSVP is designed to work with existing routing protocols. Hence, local routers are not aware of any alternative paths available in case of a reservation failure. In the BRPA architecture, the alternative path can be allocated via BRPA if the shortest path is saturated. However, RSVP can still be applied here if the DM first makes sure that the required resources are available along the shortest path before the RSVP RESV message is allowed to propagate. The proposed architecture also does not add to scalability problems since a path's info and link's states are stored in a high-capacity centralized domain server i.e. domain/resource manager server and not in the routers themselves.
The use of agents also enables dynamic resource negotiations and therefore promotes greater flexibility. In conventional reservation scheme, reservation will fail even if only 1% of the requested bandwidth cannot be met. In the proposed architecture, an alternative can be resolved through negotiations. Furthermore as mentioned in [7] , the RSVP-based reservation is not suitable for all applications especially when sources define the resource requirements. Here, the agents can be employed to optimise resource usage bilaterally. In this architecture, autonomous agents also play an important role in enhancing service discovery process i.e. via advertisement. This is essential in heterogeneous network environments as not all networks may offer services with QoS options.
SLA NEGOTIATION SCHEMES EVALUATION
With flexible resource provisioning facility enabled via BRPA, dynamic SLA negotiations can take place. This event can be exploited for the benefits of both negotiating parties. For example, by specifying tolerances or alternative options in an SLA request, the chance of having it being rejected can be reduced. The User Agent (UA) can be employed to carry out strategic negotiation tasks such as getting the highest individual SLA optimisation in terms of QoS and price [8] . The Network Provider Agent (NPA) on the other side can facilitate service customisation, and at the same time trying to maximize the company's interests such as revenue. However, due to the limited space only two session-level negotiations schemes involving bandwidth i. for all the users. It may be viewed as corresponding to the overall users' satisfaction.
Simulation Parameters
The followings are the simulation parameters used: The mean session duration requested by a user, T is fixed at 300s. The smallest session unit or reservation duration granularity, τ =1s. The bandwidth unit requested per call, b r ranges from 1 unit to 156 units, is generated according to random exponential mean distribution. The reservation bandwidth granularity, ь=1 unit. This is equivalent to a range of 64kbps up to 10Mbps per call if 1 unit = 64kbps. The link capacity, C is fixed at 1562 bandwidth units or equivalent to 100Mbps if ь=64kbps. This emulates the demand for different multimedia services such as voice, hi-fi music, video telephony, up to high-bandwidth video conferencing or VoD sessions with different quality levels and hence bandwidth requirements. In this study, only a unidirectional bandwidth reservation across a single link is considered although the same utility can be applied for both uplink and downlink. For an advance reservation (AR) request, the minimum session start time, Ts min is fixed at 600s or 10 minutes from the time of the request being made and the maximum session start time, Ts max is fixed at 84600s or 24 hours from the time of the request being made. The experiments are simulated over 200,000s or 55.55 hours simulation time. To ensure the simulation is in a stable state, t 1 is set at 100,000s and t 2 is set at 200,000s. Each simulation was run using different random number generator seeds in order to investigate the deviation caused by the simulation model. The data are then used to plot the confidence intervals i.e. mean, maximum and minimum values of the results.
Bandwidth Negotiation At Resource Limit (BNRL)
In this scheme, negotiation only takes place when the requested bandwidth (b r ) is not available at the RRT, from Ts r to Ts r +T r . Rather than having a request being rejected, the user may be willing to tolerate a certain degree of service quality degradation by lowering the bandwidth requirement. For example, the user may not mind getting a 'high quality' video session (e.g. 10Mbps) if 'premium quality' video session (e.g. for all the users. It may be viewed as corresponding to the overall users' satisfaction. The figure shows that at low offered load, most users get what they want (BWI ~ 1). However at high offered load, the BWI drops as more users have their bandwidth discounted. However, it is noticeable that for b tol up to 60%, the users still get more than 95% of their original requested bandwidth b r (or 0.95 BWI) on average even at 120 q R % . It is important for the network provider to make sure that the overall user satisfaction does not fall below a certain threshold while maximising RRT utilisation and revenue. Table 1 shows the extra gross revenues earned per hour when bandwidth negotiation is possible. This is assumed that 1 Mbps of guaranteed bandwidth is priced at $2 per hour. Therefore the higher the utilisation, the higher the revenue generated. We can see that even with b tol = 20%, extra revenue of $0.66 per hour can be generated from a 100Mbps link at q R % = 80 and up to $3.59 extra revenue per hour can be generated with 100% b tol .
Bandwidth Negotiation At Predefined Load Level (BNPLL)
An alternative negotiation scheme is proposed where the NPA may initiate negotiation even if the requested bandwidth (b r ) is available at RRT. The scheme is set in such as way that when the mean percentage reservation load at RRT during session duration T r ( ) ( % r T R ) exceeds a predefined load level called Start Negotiate Level (SNL), a bandwidth reduction of x% from b r will be proposed. However if the user is unwilling/unable to accept the proposed bandwidth (>b tol ), the original requested bandwidth would be granted anyway.
It can be observed from figure 6 that the BNPLL scheme further reduces the p rej as compared to BNRL scheme. Essentially, the lower the SNL, the lower the p rej and the effect is more significant at high q R % . This is because the NPA has virtually 'persuaded' all the users to reduce their bandwidth requirements. Hence, more bandwidth is available for future users. % . This shows that higher RRT utilisation can be achieved if the right SNL is applied. Of course, the users must be willing to tolerate bandwidth degradation in the first place.
From figure 8 , it is shown that BNPLL results in the significant Bandwidth Index (BWI) degradation although most values still remain above 0.9. Therefore an optimum SNL must be found in order to reach a balance between customers' satisfaction, service availability and RRT utilisation or revenue. Table 2 presents the difference in gross revenues per hour earned with BNPLL scheme as compared to BNRL scheme if 1 Mbps of guaranteed bandwidth is priced at is $2 per hour. It is shown that if SNL is set at 70%, an extra revenue of $0.33 per hour can be generated at 80 q R % compared to BNPL scheme with the same offered load and b tol . Since the drop in revenue (or utilisation) is quite significant with SNL at 60%, it is therefore not advisable to negotiate too early even though this increases the service availability
RELATED WORK
The BRPA architecture is in agreement with the policy framework proposed by IETF Policy Framework Working Group [9] and Resource Allocation Protocol Working Group [10] , where the immediate goal is to manage QoS provisioning on top of existing QoS technologies. In BRPA architecture, the higher-level agents such as UA, SPA, NA, CPA are essentially the Policy Decision Point (PDP) agents and the element layer router agents (RAs) are the policy enforcers Policy Enforcement Point (PEP) agents.
The concept of resource reservation in advance has also been addressed in [11] , [12] , [13] , [14] , etc. To our knowledge, none of these works provides detailed analysis on session-level negotiation involving bandwidth. [11] supports advanced reservation based on predictive service admission control algorithm. It also presents some initial considerations concerning the mapping of advanced reservation protocol onto RSVP. Work by [13] focuses on the design, implementation and evaluation of their Resource Reservation in Advance (ReRA) mechanism by extending the existing RSVP protocol on ATM. The authors also address best-match alternative reservation scenarios similar to that offered by BRPA bandwidth negotiation schemes. However in their work, no detailed negotiation algorithms and experiments are provided. [12] presents a general architecture that describes the requirements of ReRA. A simple prototype that employs some user agents has been developed. The basic tasks of their user agents are very similar to BRPA' UA's that includes performing reservation, control or modify the state of existing reservations, acknowledgement, announcement, etc. [14] proposes an agent-based reservation system for immediate and advance reservation calls. In their work, a call 'lookahead' time is applied to decide the admission of IR calls.
The effects on rejection probability, pre-emption probability and overall RRT utilisation are studied.
CONCLUSIONS
The adaptive and distributive nature of the agent enhances greater flexibilities and automation in service provisioning, especially in today's distributed, heterogeneous, and fast changing network environment. The main objective of this chapter is to devise a policy-enabled, flexible resource provisioning architecture that facilitates SLA negotiations and brokering. The Bandwidth Resource Provisioning Architecture (BRPA) architecture has been introduced to facilitate distinct end-to-end path with bandwidth, session duration, session start time preferences negotiations, etc on a per-user, perapplication or per-flow basis. In this paper however, due to the limited space only session-level negotiations schemes involving bandwidth have been presented. Further analyses on session start time, duration negotiations are provided in [15] .
The results show that these schemes can be exploited for the benefits of both negotiating parties. It is shown that in most cases, negotiation reduces rejection probability and improves mean RRT utilisation and therefore network's revenues. Choosing which scheme to be applied depends very much on the type of applications, the user's preferences and also the load of the link during the time of negotiation. Some strategies need to be devised when implementing these schemes so that overall optimisation can be achieved. For example, different service qualities can be offered to dictate the mean bandwidth request. Various policies can also be applied in the future to control the session durations, session start time boundary (Ts min and Ts max ) etc. Some pricing strategies can also be applied to control the users' behaviours. Indirectly, these are seen as a means to manage bandwidth resource.
