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Abstract
Stunning progresses in the experimental resolution
and control of natural or man-made complex sys-
tems at the level of their quantum mechanical con-
stituents raises the question, across diverse subdis-
ciplines of physics, chemistry and biology, whether
that fundamental quantum nature may condition
the dynamical and functional system properties on
mesoscopic if not macroscopic scales. But which
are the distinctive signatures of quantum proper-
ties in complex systems, notably when modulated
by environmental stochasticity and dynamical in-
stabilities? It appears that, to settle this question
across the above communities, a shared understand-
ing is needed of the central feature of quantum
mechanics: wave-particle duality. In this Perspec-
tive, we elaborate how randomness induced by this
very quantum property can be discerned from the
stochasticity ubiquitous in complex systems already
on the classical level. We argue that in the study
of increasingly complex systems such distinction
requires the analysis of single incidents of quantum
dynamical processes.
Which is the distinctive feature defining the demar-
cation line between the quantum and the classical
world? When you raise this question in front of an
even specialized audience of mathematicians, physi-
cists or chemists, you are likely to collect almost as
many answers as people in the audience. Typical
suggestions are “interference”, “superposition prin-
ciple”, “coherence”, “entanglement”, and students
in attendance often make the remarkable (at least
for them) observation that the “experts” who teach
their quantum mechanics classes apparently do not
agree, or at least do not use a uniform language
when addressing the very fundamental characteris-
tics of one of the arguably most successful scientific
theories to date. Given the constant specialization
of scientific sub-disciplines, with mutually ever
more hermetic jargons and little cross-talk (except
through the above-mentioned students), this was not
perceived as a serious problem, as long as only the
discourse within these sub-disciplines remained suf-
ficiently consistent. However, with the last decades’
improved experimental resolution and control of
either natural or man-made complex systems with
quantum constituents, from energy,1 charge2 and
signal transport3 in biological or condensed matter,
over radiation transport across multiply scattering
materials4 to highly controlled, multi-constituent,
cold quantum systems (with the quantum computer
as just one potential application),5,6 different com-
munities focus, from different perspectives (and
with different backgrounds), on the question of how
non-trivial bona fide quantum effects can persist
in, and possibly determine the functional proper-
ties of, dynamically evolving, complex1 quantum
systems.7
1“Complexity” will here be tentatively understood as
the manifest interplay of different energy and time scales,
preventing the identification of a preferred coordinate system
(or basis set) for the deterministic description of distinctive
system properties.
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Motivated by fruitful and educating, yet often
controversial debates with colleagues from physi-
cal chemistry and biophysics, the present authors,
originally trained in quantum optics, open quantum
systems, quantum chaos and quantum transport the-
ory, believe this to be the proper moment to attempt
a concise description of our current understanding
of the distinctive features of quantum systems, and
in particular of complex ones. Since our short an-
swer to the initial question above is “wave-particle
duality”, we hereafter attempt an explanation of
what this means, in ever more complex settings,
with a specific focus on the observable quantum
properties of single quantum objects (“particles”!)
or assemblies. Our presentation intentionally re-
mains on an as elementary as possible level, to
avoid fundamental principles to be overshadowed
by technical overhead.
When dealing with atoms or molecules, one often
thinks of a discrete spectrum of quantized ener-
gies εi that an electron can access, and of the
associated (orthogonal, hence mutually exclusive)
orbitals χi, themselves quantum states, which deter-
mine the probability amplitude to find the electron
in a given region of space. An arbitrary elec-
tronic quantum state φ can then be represented by
a linear combination of atomic orbitals8 (LCAO),
φ = c1χ1 + c2χ2 + . . ., where the squared ampli-
tudes |ci |2 of the complex coefficients ci give the
probability to detect the energy εi. In more for-
mal terms, to describe a quantum system’s state
we need a complete set of commuting observables
(CSCO – as many are needed as the number of
system degrees of freedom), i.e. an exhaustive set
of measurable system properties. So far, under the
implicit assumption of a one degree of freedom
system, our observable of choice has been the total
energy (the Hamiltonian function), with εi and χi its
eigenvalues and eigenstates, respectively. Nothing
prohibits us, of course, from employing a different
CSCO, tantamount of choosing a different basis or
coordinate system.
But what do we precisely mean when we talk of
a “quantum system”, and of the “state” it resides
in? Quantum mechanics is often described as an
intrinsically statistical theory, with states represent-
ing a statistical ensemble of faithful representatives
of the given quantum system under study. Most
prominently this was expressed by Schrödinger’s
affirmative statement that “we are not experiment-
ing with single particles, any more than we can
raise Ichthyosauria in the zoo.”9 Yet, Schrödinger’s
famous equation is perfectly deterministic, only the
outcome of measurements – even on single quan-
tum objects in splendid isolation – is not. That
the predictions of quantum mechanics have to be
taken seriously on the level of its single, elementary
constituents like atoms, ions or photons has become
a solidly established fact only during the past, say,
30 years – since the experimental monitoring of the
quantum jumps of single ions,10–12 of quantized
resonator fields,13 or of the Methuselah photon.14
Note that these experiments convey a two-fold
message: First, on the fundamental level, they
incarnate wave-particle duality through the statistics
of measurement results on single quantum objects,
being described by a linear evolution equationwhich
exhibits the superposition principle proper to any
linear vector space structure – here of the vector
space of square integrable quantum states. Second,
it was this very demonstration of wave-particle
duality on the most elementary level which alone
allowed to even contemplate quantum computation
devices as one of the potentially most revolutionary
applications of modern quantum science.
Quantum computers, much as large molecular
structures with strongly coupled sub-units and con-
stituents, however, are systemswithmany degrees of
freedom, by construction. The reason that the above
wave-particle paradigm, so nicely and convincingly
demonstrated for the elementary constituents of
matter,15 still awaits a truly convincing technolog-
ical application to please a widespread utilitarian
view of science, resides in the fact that the larger the
number of system degrees of freedom (at least one
per elementary constituent), the more difficult an
accurate state preparation (due to the rapid growth
of state space with the number of interconnected
constituents),16,17 and the more likely the impact
of some residual coupling to external, uncontrolled,
environmental degrees of freedom, since shielding
a growing number of system degrees of freedom
against the environment requires ever increasing
experimental overhead.2
2This becomes very tangible in current efforts to run
even small to moderate numbers of “qubits” coherently18,19 .
Note that “perfect” shielding against environmental degrees
of freedom always means control on finite time scales, and
2
The physical term for the absence of accurate state
control is “disorder”, which is quantified by entropy
measures of classical statistical randomness. Given
a quantum system where such classical randomness
co-exists with quantum mechanical uncertainty, an
LCAO-type, vector-valued representation of the
system state needs to be substituted by a statistical
or density operator,21 which indeed can account for
both sources of indeterminism on the measurement
level. The system is then said to be in a mixed state,
while any quantum state which can be represented
by a state vector is called pure.
Note that there are two ways for mixed states to
emerge in quantum mechanics: the first is the above
type of classical randomness on the level of the sys-
tem degrees of freedom only. Imagine a quantum
mechanical protocol of state preparation either by
measurement of a (non-degenerate) observable, or
by the application of a multi-particle unitary with
a finite set of control parameters. If, in the former
case, the measurement record is deleted (what de-
fines a non-selective measurement), or, in the latter,
the control parameters cannot be specified with
a certain critical level of precision, the prepared
system state must be described by a set of possible
state vectors occurring with certain probabilities.
A second way to realize a mixed state is to couple
the quantum system to some external, equally quan-
tized degrees of freedom. Thus, the system is not
closed, but regarded as a subsystem of some larger
system, making it an open quantum system. The
structure of the Hilbert space comprising external
and system degrees of freedom immediately implies
that, in general, there is no unique mapping of a
given pure state of external and system degrees of
freedom onto a pure system state, but only on a
mixed system state which is obtained by averaging
over the populated states of the external degrees
of freedom (tantamount of taking the total state’s
partial trace over the latter). This structural feature
is known as entanglement and generically induces
statistical randomness on the system level while the
state of system and external degrees of freedom is
perfectly pure. Note that this randomness on the
single-degree-of-freedom level is a consequence of
the superposition principle, and, hence, of quantum
can, in principle, never be achieved forever, not even for a
single degree of freedom. Hence the requirement to reach the
“strong coupling” regime,20 to harvest on quantum resources.
mechanical uncertainty, in the case of systems with
many degrees of freedom: Only when ignoring the
state of the external degree(s) of freedom (which
may be unavoidable, if there is an overwhelming
number of them) do we need to average over pos-
sible measurement outcomes on them.3 There are
simply many more possible states which can be
prepared by superposition of system and external
degree of freedom states than just the products of
possible system and possible external states. There-
fore, knowing everything that can be known about
the state of system and external degrees of freedom
forces us to admit a statistical distribution of com-
patible states once we restrict our description to
either sub-unit.
But not only does an increasing number of de-
grees of freedom enhance the system’s sensitivity
to disorder and/or environmental stochasticity, thus
enforcing its description by a density matrix, it
generically also reduces the system’s dynamical sta-
bility with respect to such perturbations, since many
strongly coupled system degrees of freedom generi-
cally induce non-integrable4 spectral structures and,
consequently, dynamics. These are another source
of – deterministic and large – fluctuations which
may very strongly affect the counting statistics upon
measurement, even on time scales when the envi-
ronment’s stochastic character only manifests as a
slow drift of the boundary conditions the system
degrees of freedom are subject to.
Therefore, when striving to harvest wave-particle
duality on the level of large, multi-component and,
possibly, multi-scale, composite quantum systems,
whether quantum computing devices or macro-
molecular functional units, we need the ability
to discriminate quantum mechanical uncertainty
from environmentally induced stochasticity, in the
presence of dynamical instabilities. Let us there-
fore first recollect the essential theory of quantum
coherence.25,26
Given a finite-dimensional quantum system with
3This is the deep physical meaning of entanglement, in-
separable from the uncertain outcome of measurements on
single degrees of freedom, and in this sense a manifestation
of wave-particle duality on the many degrees of freedom level.
Much more than just the formal non-separability of states on
tensor product spaces!
4Classically, in the sense of Hamiltonian chaos,22 or
quantum mechanically, in the sense of random matrix theory
(RMT)23 or of modern semiclassics.24
3
Hilbert space spanned by a discrete basis defined by
the eigenstates {|χ1〉 , . . . , |χN〉} of an observable
A, with associated (nondegenerate) eigenvalues ai,5
the density operator ρ can be written as an N × N
matrix. Its diagonal elements ρii = 〈χi |ρ|χi〉 are
called populations, because, if we measure A on
a sufficiently large number of identically prepared
copies of the system, a fraction ρii of themwill yield
the outcome ai, and thereupon must be described
by |χi〉 after the measurement process. This is
the essence of the projection postulate of quantum
mechanics, and mathematically formalizes the in-
formation update inferred from each measurement
result, on a given state ρ. More anthropomorphi-
cally, though also less precisely and easily giving
rise to misled extrapolations on some underlying
“ontology”, this is referred to as the “collapse of
the wave function”. Note, however, that nothing is
collapsing here, only the number of possible a priori
assumptions on the state under scrutiny is reduced –
through the registering of a concrete measurement
event.27
The statistical operator’s off-diagonal elements
ρi j = 〈χi |ρ|χj〉, instead, are called coherences,
because, when ρi j , 0, we can observe interference
in experiments which probe the amplitudes of states
|χi〉 and |χj〉. Most intuitively, both concepts can
be rationalized by theminimalistic example of a two-
level systemwhich can be realized by a spin-one-half
particle like an atom, or by a many-particle system
with an emerging, effective two-level structure in
the studied degree of freedom.
Here we refer to the historical example realized
with the Stern-Gerlach apparatus,28 where a beam
of silver atoms travels through an inhomogeneous
magnetic field and is then detected on a screen.
Because the total angular momentum of the atoms
is determined by the spin of its valence 5s electron,
the beam is deflected up- or downwards, such that
only two spots are observed on the detector screen.
This demonstrated, in 1922, the quantization of
total angular momentum. Formally, a general state
is written as |Ψ〉 = c1 |χ1〉+ c2 |χ2〉, with |χ1,2〉 the
eigenstates of the total angular momentum Sz of
the atom along the z axis. In this basis, the density
5We restrict ourselves to a finite-dimensional, non-
degenerate setting here, which suffices for our present purpose.
More general treatments will not affect our qualitative conclu-
sions.
operator reads
ρ = |Ψ〉 〈Ψ| =
( |c1 |2 c1c∗2
c2c∗1 |c2 |2
)
. (1)
Themeaning of the coherence ρ12 becomes apparent
when a measurement is performed which correlates
the states |χ1〉 and |χ2〉. This is realised when
we measure another direction of the total angular
momentum, for instanceSx , with eigenstates |φ±〉 =
(|χ1〉 ± |χ2〉)/
√
2. The probability to detect the
associated eigenvalues ±12 is given by
p = 〈φ± |ρ|φ±〉 = | 〈φ± |Ψ〉 |2 = 12 ±<(c
∗
1c2) . (2)
Because the term ρ21 = c∗1c2 here enhances or
reduces the individual probabilities |ci |2 by up to
±100 %, it is an interference term.
The above example explicitly shows that coher-
ences quantify the ability to exhibit interference in
measurements which probe superpositions of eigen-
states of a given observable, such as Sz. This is the
very reason to represent the density operator in that
very basis. Consequently, the concept of coherence
is inherently basis-dependent. On the other hand,
the ability to exhibit interference must be encoded
in the state itself, it cannot disappear with a change
of basis, much as the physics cannot change with the
frame of reference. This leads to the following con-
sideration: A change of basis in the space of density
operators can be written as ρ′ = UρU†, where U is
a unitary operator, i.e. it satisfies UU† = U†U = I.
Under unitary transformations, any power k ∈ N
of ρ therefore has invariant trace, thanks to its
cyclic property: tr ρ′k = tr ρk . This suggests ρk
as a good candidate to quantify the coherence of
a state. Since k = 1 fixes the state’s normaliza-
tion, tr ρ = 1, the purity tr ρ2 comes natural: If
the state is pure, like in the example above, it is
projector-valued, ρ = |Ψ〉 〈Ψ|, and, in particular,
tr ρ2 = tr |Ψ〉 〈Ψ| = 1, which is the upper bound for
the purity of any state. On the other hand, due to
the above invariance under unitary transformations,
the maximally mixed state ρ? = I/N can be written
as a matrix with constant populations and vanishing
coherences in any basis. For this reason, the purity
of this state, which is tr(I/N2) = 1/N , is the lower
bound for the purity of any state of dimension N .
All in all, the purity of a state ρ is bounded by
4
these two limits, 1/N ≤ tr ρ2 ≤ 1, and therefore
effectively quantifies the coherence imprinted into
the quantum state.29
States with purity less than unity are called mixed
states, and, as already discussed above, cannot be
represented by a single state vector |Ψ〉, by purity’s
very definition. The associated density operator is
a statistical mixture21 of different pure states |Ψk〉,
with associated event probabilities fk :
ρ =
∑
k
fk |Ψk〉 〈Ψk | . (3)
This is the mathematical expression of the fact that
only partial information is available (and attainable!)
on the state under study: only with some probability
fk the system is prepared in the state |Ψk〉. In other
words, one deals with an ensemble of quantum
systems prepared, with relative abundance fk , in
either one of the states |Ψk〉.
Due to the available information on the state being
incomplete, the statistical mixture (3) can actually
comprise different sets of (normalised) system states.
In particular, the |Ψk〉 neither need to be orthogonal,
nor need they form a basis. Consequently, there are
in general infinitely many different mixtures which
define one and the same density matrix ρ.30,31 The
physical interpretation is that all these different
mixtures exhibit identical statistical properties with
regard to arbitrary measurements, and there is no
physical observable, i.e. no measurement set-up,
which discriminates between these mixtures. Nev-
ertheless, given a density matrix describing some
quantum state, this can be diagonalized to give
ρ =
∑
i pi |i〉 〈i |, where the eigenstates |i〉 do form
an orthonormal basis. For a mixed state we must
have more than one non-vanishing pi, all less than
unity due to normalization. This proves our earlier
statement that an arbitrary state’s purity is always
smaller than one, tr ρ2 =
∑
i p2i < 1.
All the physical processes that, in one way or
another, reduce a state’s purity and, hence, make it
lose its ability to display interference, are usually
called decoherence phenomena (they induce a decay
of the density operator’s coherences in time, at least
on average). An example is depicted in Fig. 1. The
possible causes of decoherence are quite diverse,
and we discuss some important examples in the
following.
We start out with the case of a quantum system
coupled to an environment,32 described, respec-
tively, by ρS and ρE, and we assume an initially
uncorrelated state: ρSE = ρS ⊗ ρE. The composite
state undergoes unitary time evolution, with a uni-
tary operatorU(t) acting on the entire Hilbert space
HSE, ρSE(t) = U(t)ρSEU†(t). When interested in
the time evolution on the system degrees of free-
dom alone, the adequate mathematical object is the
(reduced) system state ρS(t), obtained upon tracing
out the environmental degrees of freedom, which is
tantamount to averaging over the possible states of
the environment. It turns out that the time evolution
of ρS(t) can be directly inferred from the system’s
initial state ρS, with the help of the time-dependent
Kraus operators33 Ek , as
ρS(t) = trE ρSE(t) =
∑
k
Ek(t)ρSE†k (t) . (4)
We speak of decoherence when the coherences of
ρS(t) decay in time because of the non-unitary char-
acter of the dynamics (4), representing dissipative
and irreversible processes through the action of the
Kraus operators Ek .
Note that decoherence in this scenario requires
non-vanishing coupling between system and envi-
ronment. This coupling also introduces correlations
within the total system state ρSE, which may be a
consequence of the entanglement of mutual degrees
of freedom. However, entanglement between sys-
tem and environment is not a necessary prerequisite
for decoherence. In fact, decoherence can also
result from purely classical correlations, without
any entanglement at any time.
This can be illustrated by the simple example of a
central spin model,34 where the principal system is
given by one specific spin, defined by the operator
Sz, and the environment is modeled by a bath of
M further spins, each described by S(k)z in their
respective spaces. The total Hamiltonian then reads
HSE =
ω0
2
Sz +
M∑
k=1
AkSz ⊗ S(k)z , (5)
where Ak are the coupling constants. If the
central spin is initialized in the linear combina-
tion |Ψ〉 = c1 |χ1〉 + c2 |χ2〉, while the environ-
ment is prepared in the maximally mixed state
5
Figure 1: Time evolution of a superposition of two wave packets in a harmonic potential. The picture shows
the probability p(x, t) = 〈x |ρ(t)|x〉 of finding the quantum system at position x, where the state of the
system ρ(t) is the solution of the master equation for a damped oscillator in a finite temperature reservoir.32
Whenever the superimposed wave packets merge, an interference pattern arises. Decoherence leads to a
decrease of the interference contrast with increasing time.
ρE(0) = IE/2M , HSE induces a unitary evolution of
system and environment which turns out to exhibit
the structure
ρSE(t) = 12M
∑
®m
|ψ ®m(t)〉 〈ψ ®m(t)| ⊗ | ®m〉 〈 ®m| . (6)
The vector ®m describes the state of the environment
spins, with components 0 (‘spin down’) or 1 (‘spin
up’). The time-evolved state of system and envi-
ronment is therefore given by a statistical mixture
of multipartite states |ψ ®m(t)〉 ⊗ | ®m〉, where specific
central spin states are “flagged” by specific states of
the environment. The environment acts as a probe
which allows to perform an indirect measurement on
the central spin, since the state of the environment
immediately determines the system state. Because
of the coupling in the Hamiltonian (5), the dynam-
ics correlates system and environmental degrees of
freedom, but this correlation is classical at all times
t > 0.
Due to the above classical correlation between
system and environment, a trace over the latter
induces the decay of the former’s coherences, on a
time scale given by35 tD =
(∑
k A2k
)−1/2, since the
different environmental states | ®m〉 pick up different
phases as time evolves – they dephase. Since these
different phases nonetheless remain well-defined
in the course of time, spin echo experiments can
reverse the effect: Application, at time t = te 
tD, of a pi pulse inducing a spin rotation around
the x axis enforces, under the same Hamiltonian
dynamics, a revival of the central spin’s coherence
at a time t = 2te.
This scenario can be embedded in a more gen-
eral framework, where a system, initialized in ρ0,
evolves under a Hamiltonian Hω parametrized by a
random variableω, a proxy, e.g., for disorder effects
or slow thermal drifts, which changes every time
the experiment is performed. If the variations of
ω are not under the experimenter’s control (hence
“random”), the system state needs to be described
by an average over the ensemble of different realiza-
tions ρω(t) = Uω(t)ρ0U†ω(t), with suitably chosen
probability distribution f (ω):36,37
ρ¯(t) =
∫
f (ω)ρω(t) dω
=
∫
f (ω)Uω(t)ρ0U†ω(t) dω . (7)
In the particularly simple case where the noise only
affects the eigenvalues ε(ω)n of Hω, while the eigen-
states {|εn〉}n remain invariant, the time-evolved
density matrix reads
ρω(t) =
∑
m,n
rm,ne−i[ε
(ω)
m −ε(ω)n ]t/~ |εm〉 〈εn | , (8)
6
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the green or the red laser across the respective lines,
while the other one was tuned down from resonance
center by 300 MHz in order to pmvide for steady opti-
cal cooling, 4 s or with fixed tuning of the light. An ex-
ample, with the red light scanned, is shown in Fig. 2.
The maximum fluorescence is due to three ions; ap-
proximate envelopes for one and two ions are also in-
dicated. The width of this excitation spectrum is de-
termined by power broadening and to a lesser extent
by residual Doppler bmadening as a consequence of
the radiative and collisional pmcesses described below.
The conspicuous steps mark the appearance and
disappearance of an individual ion from visibility by its
resonance fluorescence. An event of disappearance oc
curs when a well-cooled ion, insensitive to collisional
heating at the background pressure 10 a mbar, decays
into the metastable D5/2 level. This is mostly due to
electronic Raman-Stokes scattering far off the inter-
mediate P3/2 level (numerical estimate for scattering
from St/2 and D3/2 levels: 3x10 s '), and to
analogous collision-induced processes. Also, small
even-parity contributions may be mixed into the Pt/2
level by the strong light fields and allow some E2 de-
cay to the 2D5/2 level. Residing there, the ion does not
partake in optical cooling which affects only the St/2,
Pt~/2, and D3/2 levels. In contrast, the ion is somewhat
heated by parametric coupling of its secular motion(I,=1.3-1.6 MHz) to the driven (or micro) motion at
0/2n —39 MHz. With a larger orbit, it now becomes
)' / /
more susceptible to collisional heating. The orbit can
grow even larger than the size of the light beam, and
fluorescence remains absent for a substantial lapse of
time. Thus, only "down" steps of the fluorescence
mark quantum jumps, whereas its increments may
happen much later than the radiative or collisionally
induced transition from the D5/2 level into the 2SI/2
ground state, or into the D3/2 state.
Note the Raman resonance showing up some 300
MHz below line center. It is marked by heating two of
the ions—and the concomitant disappearance of their
fluorescence —due to strongly reduced cooling when a
coherent superposition of the St/2 and D3/2 states is
formed. Also note the more frequent occurrence of
jumps on the high-frequency wing of the line, since
there the red light is optically heating the ions, rather
than cooling them as on the low-frequency wing.
Figure 3 shows the recording, versus time, of the
light scattered off a single ion in a trap of 1-mm cap
distance, and illuminated off the laser-beam focus.
The background pressure was 8 x 10 '0 mbar.
For full appreciation of the dynamics of individual
trapped ions, we have to elaborate on the outlined
model. Collisions with the thermal atoms ( W„;„—50
meV) do not suffice to heat substantially a single
well-cooled ion, or even less-cooled clouds of two or
three ions, in the pseudopotential well of the trap
whose depth is on the order of 3 eV. Optical cooling,
at line saturation, acts at a rate on the order of 14
eV/s, ~ such that collisional heating is quickly compen-
sated when the interaction with light continues. A
Ds/2 ton lacks this cooling. Its radiative lifetime is47+16 s.'2 The collisional quenching rate by hydro-
gen is 9 x 10'/mbar s."
The determination of even the collisional quenching
time of the D5/2 level would require, for the experi-
&~aj~J ~&& g & I~~~LJi4W~~ ~~ I" lIllI'~----~tj&hg)I ply
FIG. 2. Recording of the Ba+ resonance fluorescence at
493 nm (upper trace) vs scanned frequency of red laser light
(full scan=—10 min). Background pressure 10 8 mbar.
Three ions are present in the trap. Downward steps mark
transitions to D5~2 accompanied by quenching of the in-
teraction with the laser light. The feature 300 MHz below
line center marks the two-photon (or Raman) resonance
Sly2- Dy2. The forlTlatlon of Ran1an cohel"ence consldel-
ably reduces light scattering and optical cooling. The lo~er
trace is the optogalvanic signal from a hollow-cathode dis-
charge.
I I I I I I I I I I I I I I
40 IO iSO 116 IOO sec
FIG. 3. Resonance fluorescence, at 493 nrn, of single Ba+
vs time. Green laser 300 MHZ down from line center, red
laser at center frequency. The signal corresponds to 4000
countsl s.
1697
g
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Figure 2: Resonance fluorescence as a function
of time for a thr e-level system depicted in the
inset. The solid arrow indicates the strong laser-
driven transition between the ground state g and the
excited state e, while the dotted arrow indicates the
weak transition between e and themetastable “shelf”
state s. When a e → s transition takes place the
fluorescence signal vanishes (see text). Reproduced
from Ref. 12.
with the rm,n encoding the initial condition ρ0 =∑
m,n rm,n |εm〉 〈εn |. The matrix elements of the
disorder-averaged state are then controlled by the
function
γm,n(t) =
∫
f (ω)e−i[ε(ω)m −ε(ω)n ]t/~ dω , (9)
and it immediately follows that the populations are
unaffected by the random average, since γm,m(t) ≡
1, ∀m. The coherences, instead, fade away if γm,n(t)
vanishes in the limit t →∞. Such asymptotic sup-
pression of the statistical operator’s off-diagonal el-
ements, in synchronicity with invariant populations,
is the formal hallmark of dephasing. Under the as-
sumption of a long-time behaviour γm,n(t) ∼ e−t/T2 ,
T2 is often referred to as dephasing or transverse
relaxation time.38
In the above, the coherences of the statistical
operator were suppressed by averaging procedures
which were formally induced by either a trace over
the environmental degrees of freedom or over differ-
ent random realizations of the Hamiltonian system
dynamics. The density matrix’ time evolution thus
encodes the full measurement statistics, at any mo-
ment in time, of a sufficiently large ensemble of
measurement records. This picture however still
suggests that measurement results are accumulated
on an ensemble of identically and independently
prepared quantum systems, while we did insist in
our Introduction that quantum mechanical uncer-
tainty is an intrinsic property of single quantum
objects, in contrast to classical randomness which
emerges from the ensemble statistics.
Only in the second half of the 1980’s has the latter
view been firmly underpinned by the experimental
observation10–12 of single ions’ quantum jumps.39
These experiments involve atomic systems com-
posed of three electronic eigenstates of the bare
atom, as shown in Fig. 2. The strong transition
between ground and excited states is driven by laser
light, but there is also the possibility of a weak
transition from the excited to a third metastable
state. While the strong transition is associated with
the observation of resonance fluorescence, when a
transition into the metastable state takes place the
fluorescence radiation vanishes. Since the precise
moment in time when a weak transition into the
metastable “dark” state occurs is fundamentally
unpredictable, the detected fluorescence exhibits
quantum jumps between random dark and bright
periods. Obviously, these jumps would not be ob-
servable if the measurement were performed on an
ensemble of three-level atoms, since the individual
systems jump at different instances, and the effect
therefore would be washed out by collecting the
total fluorescence. In turn, for the descriptions
to be consistent, the statistical features of a single
atom’s time evolution (in jargon: of its “quantum
trajectory”) must be fully consistent with the full
measurement statistics as encoded by the density
matrix, and this is indeed the case.
Quantum jumps are challenging also from the
theoretical point of view,40–42 since the state of
the atom experiences an “instantaneous”, discon-
tinuous change upon registration of a measurement
event, because the latter updates our knowledge on
the former. This measurement-induced evolution is
eminently non-linear and non-unitary, i.e. it is not
induced by a Hermitian operator like the Hamilto-
nian. If the atom is prepared in an initial state |Ψ〉,
and the photodetector subsequently clicks r times,
at random moments ®τ = (τ1, τ2, . . . , τr), another
state vector |Ψ®τ〉 describes the system state after
this specific measurement record. If f (®τ) is the
probability of the above specific sequence of events,
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the state of the system at time t is to be described
by the statistical mixture of all possible evolutions:
ρ(t) = ∑®τ f (®τ) |Ψ®τ〉 〈Ψ®τ |, which, in turn, must co-
incide with the time evolved statistical operator as
given, e.g., by (4) or by other evolution equations as,
e.g., the corresponding quantum Markovian master
equation.32 Because a quantum trajectory as de-
fined above is, by construction, intimately related
to the specific measurement protocol, and since the
same system dynamics can be probed by different
measurement set-ups which in general induce dif-
ferent trajectories (or unravellings), a given time
evolution of the statistical operator does indeed
allow different unravellings.
While our above considerations are valid for quan-
tum systems of arbitrary size and structure, they
have so far been fully elaborated and validated
only in experiments on rather small, very well
controlled, quantum optical model systems, where
disorder can be screened out with high efficiency.
When, instead, it comes to witnessing quantum
uncertainty in large molecular structures, e.g., in
photosynthetic light harvesting complexes, or in
quantum computing platforms of increasing size,
various forms of disorder are at play and experi-
ments on single realizations of such structures do
only since recently allow to isolate distinct sources
of dephasing-induced decoherence.43
Given what is known from quantum transport in
disordered systems44 and from quantum chaos,23,24
it is clear that static disorder, i.e. variations in the
complex structural properties of these large molecu-
lar functional units, will imprint large, interference-
induced (and therefore deterministic) fluctuations
on typical observables when sampling over differ-
ent realizations.45 Furthermore, since biological
macro-molecular structures typically function at
physiological temperatures and are an intercon-
nected part of living matter, they are subject to
fluctuations on time scales usually shorter than
those of interest (dynamical noise). Any non-trivial
quantum dynamical feature of such systems, which
are effectively far from equilibrium, must be aver-
aged over these fast fluctuations and can thus only
be transient, namely itmust fade away on finite time
scales, if not compensated for by some pumping
mechanism.46
If we consider that functionality manifests on
time, length and energy scales much larger than
those defined by static and dynamical disorder, the
quest for quantum-enhanced functionality there-
fore seems a highly non-trivial endeavor with open
outcome. However, while much of the known
phenomenology of quantum dynamics in macro-
molecular complexes at ambient temperatures may
suggest that quantum phenomena are unlikely to
determine functionality,47 it appears worthwhile to
consider examples from other areas: from coher-
ent backscattering of light, first observed (without
being understood), more than 100 years ago, on
Saturn’s rings,48 over random lasing,49,50 a paradig-
matic quantum coherence phenomenon in widely
open systems driven far from equilibrium, to the
directed transmission of quantum states across dis-
ordered scattering media51–53 and, of course, An-
derson localization-induced metal-insulator transi-
tions.54–56 While most of these examples do not
share the intricate interplay of a hierarchy of length,
energy and time scales as one of the most intriguing
features of living matter, they do offer convincing
evidence against the slightly too reductionist point
of view that quantum coherence can only persist
and manifest under highly controlled conditions.
What qualitatively changes with respect to those
simple systems on which most of the existing theory
of quantum coherence and decoherence was tested
is the ubiquity of the above-mentioned fluctuations,
due to the interplay of strongly coupled degrees
of freedom, and the high spectral densities thereby
generated. The (eigen-)mode structure of such
molecular systems is typically highly sensitive to
small changes of the boundary conditions (which
change from single realization to single realization),
with this sensitivity itself being a manifestation of
quantum interference effects.
It therefore appears imperative to adopt a statisti-
cal point of view, where the statistics of measure-
ment records from different individual samples is
explored as an additional source of information, as
well as a potential resource.1,43,45,50 This even more
so because biological matter typically displays a
high degree of redundancy on the microscopic level,
such that functionality on large scales appears likely
to be determined by cooperative effects which rely
on that very redundancy. Naturally follows the ques-
tion under which conditions certain functionally
relevant properties of particular eigenmodes (e.g.
identified by their overlap with a pre-selected initial
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or target state, or by a typical injection energy) are
statistically sufficiently abundant, such that sam-
pling over a sufficient number of realizations can
guarantee a certain level of (robust) functionality.6
Such statistical considerations need to be under-
pinned by an assessment of the competition of
the desired coherent processes with environment-
induced decoherence and loss mechanisms, as well
as with external driving forces.
Recall from our above elementary discussion of
quantum jumps that wave-particle duality can very
well be fully expressed on the level of single real-
izations while completely obliterated by ensemble
averages. What is therefore needed are theoretical
and experimental tools which allow to induce and
decipher single realizations of quantum dynamical
processes in isolated molecular samples with statis-
tically characterized structural properties. On the
theory side, this will require a generalization of stan-
dard quantum optical and open systems methods
for many degrees of freedom systems (where the
many degrees of freedom can be those of a single
as well as of a many-particle configuration space)
with an increased number of coupling agents and
decay channels. On the experimental side, probing
the subtle quantum features of complex systems
requires correspondingly subtle probing schemes,
such as those offered by quantum optical tools. This,
in particular, implies the need for quantum probes,
as offered, most prominently and with enormous
versatility, by quantum states of light tailored in all
degrees of freedom.58,59
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