1. Introduction. A complex-valued function J(t) defined over -°o <t < « being given, the function J{t)x{s + t)dt -as is, if it exists, called the faltung of the kernel J{t) and the function x{t). We use Lebesgue measure and integration, and let L denote the class of complexvalued functions x(t) integrable (and hence also absolutely integrable) over the infinite interval -°° <t< °o. It is well known that if J z L, then the faltung y(s) of each x e L exists (that is, is finite) for almost all s, and y e L. This is implied by the computation (1.2) /CO 00 /* 00 /■» CO f% CO y(s)ds = I ds J(t)x{s + t)dt = J J{t)dt I x(s + t)ds -OO " -00 J -00 " -00 " -00
=[/_>'] [/_>4
which is justified by the absolute convergence of the integrals involved. If J(t) is an essentially bounded measurable function, say | /(/) | ^ M for almost all t, and xzL, then the simple estimate shows that y(s) exists and is bounded over -00 <s < 00 . Each of these results is of the type: If / has property P, then y has property Q for each x £ L. To supplement such results, it is desirable to know whether the conclusion that / has property P can be drawn from the hypothesis that y has property Q whenever x belongs to an appropriate class X of functions. Doubtless the most pertinent questions are those for which the class X is L itself. We are able to obtain affirmative theorems not only when X is the class L but also when X is a suitable class of step functions in L. Such theorems become stronger and throw more light on the real character of faltung transformations when the extent of the class X is reduced. There is some arbitrariness in choice of the classes X; we endeavor to make them at the same time as simple and illuminating as possible.
An example may serve to illustrate a role played by step functions in the theory of faltung transformations.
If J(t) =exp it", n>2, then (see §6)simple estimates
show that the faltung of each ordinary step function is a bounded continuous function in class L. But Theorem 3.1 shows that there exist generalized step functions in class L of which the faltung is not in class L.
The main results of this paper are Theorems 2.1, 3.1, and 4.1 which are of the following type: If y(s) has property P for each x(t) belonging to a class X of functions, then J(t) must have property Q. With each of these theorems is associated a theorem of familiar type which asserts that, if / has property Q, then (i) y has property P for each x £ L and (ii) a certain constant determined by J is the bound of the transformation, that is, the least constant M such that a constant (norm) determined by y is less than or equal to Mjl " I x(t) I dt for each x e L.
The class X is in each case a nonlinear subclass of L consisting of certain generalized non-negative step functions. Neither the class X, nor the larger manifold Tl(X) consisting of all finite linear combinations of elements of X, forms a closed set in the space L in which the distance between two elements X\{t) and x2{t) of L is given by the familiar metric in other words the space obtained by using the elements of 90? (X) and the metric of L is not complete. It is shown in §6 that each of Theorems 2.1, 3.1, and 4.1 will fail if X is replaced by certain smaller classes of step functions.
Let 5 denote the special class of all real non-negative functions x=x(t) such that (i) x e L and (ii) there exist non-negative constants • • ■ , c_i, Co, C\, c2, • • • and • • • <a_i<a0<ßi<ö2< ■ • ' (depending on the particular function x) such that lim,^^ an = -00, lim,,..,,, a" = °°, and for each «=
Each x E S may be described as a real non-negative function in L which is a generalized step function (') having a finite number of steps in each finite interval.
Let Su denote the subclass of 5 consisting of those functions in S for which a"+i -an = 1, n =0, +1, +2, • • • ; each x e Su is a unit step function, each step 0) We reserve the term ordinary step function for step functions which vanish outside some finite interval.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use 3 being one unit long. Each x e 5 is bounded over each finite interval, and each xe Suis bounded over -» <t < « . (It is a trivial remark that the last assertion would be false if in (1.5) an^t<an+i were replaced by an<t<an+\.)
2. Conditions for existence of y(s). This section is devoted to discussion and proof of the following two theorems. will be true for some xeL.
If A\ and A2 are finite positive numbers, then each interval u^t^u+Ai can be covered by a finite set of intervals of the form Uk^t^ui+A2;
hence it is apparent that if the left member of (2.12) is finite for some one A >0, then it is finite for each A >0. Therefore the condition (2.12) is equivalent to /< u+l I J{t) \dt < oo , and this condition is easily seen to be equivalent to /.
n+l I /(/) \ dt < OO. n (2) Perhaps little would be lost if we were to assume measurability of J(t); but the proof of measurability of J(t) is so simple (see the few lines following the statement of Lemma 2.3) that we elect to prove it rather than to assume it.
In §7 we discuss further the class of functions satisfying the inequality (2.12). It is a corollary of Theorems 2.1 and 2.2 that if J is such that y(s) exists for at least one 5 whenever xzL, then y(s) must exist for almost all s whenever x £ L. This does not imply that if /(/) and xit) are a pair of functions with x £ L for which y(s) exists for at least one 5, then y(s) must exist for almost all s; indeed if J(t) is 0 or t2 according as [t] , the greatest integer less than or equal to /, is even or odd, and x(t) is 1/(1 -\-t2) or 0 according as [t] is even or odd, then x £ L and y(s) = 0 when s is an integer but y(s) = <x> when s is not an integer.
Our first step in the proof of Theorem 2.1 is to prove by the series oo (2.32) X(t) = £ 2-'"'*(< + n) 71=-00 exists for almost all t, and X e Su't that X e L is shown by the computation
which is justified by the fact that x(t) ^0 and x £ L; and X(/) and *(/) are constant over the same unit intervals. Let s0 be fixed such that To complete the proof of Theorem 2.1, let /(/) satisfy the hypothesis of Theorem 2.1 and hence the conclusion of Lemma 2.3. To establish (2.12), we assume that (2.12) fails and obtain a contradiction.
Failure of (2.12) implies that the left member of (2.24) is + » ; hence there is a sequence n\, n2, «3, ■ • • of integers such that \np -nq\ >3, py^q, and Then *(/) is real, non-negative, and constant over each of the abutting unit intervals n^t <«+l; and the second of the relations (2.38) implies that xeL. Proof of the first part of Theorem 2.2 is very simple. Assuming that J(t) is measurable and (2.12) holds, and that x e L and A >0 are fixed, we find for each real u
the steps are easily justified by fundamental theorems which imply also that y{s) exists almost everywhere and is measurable over u^s^u-\-A.
It follows immediately that y(s) exists almost everywhere and is measurable over -oo <s< oo, and that (2.21) holds.
In our proof of the last part of Theorem 2.2 we shall use the following lemma in which we choose notation to fit the application.
Lemma 2.4. If u is real, A >0, h>0, and J(t) is integrable over the interval u^t^u+A+h, then
In case J(t) is continuous over u^t^u+A+h we can, for each e>0, choose 60>0 such that \j(t)-J(s)\ <e/A when 5 and t lie between u and u+A + So and |<-s| <50; letting 1(5) denote the iterated integral in (2.41), we find that 0^/ (5) exists for all real s whenever x e L, it is necessary and sufficient that J{t) be measurable and essentially bounded.
A function J(t) is called essentially bounded if there is a constant M such that I Jit) I < M for almost all t. Sufficiency is a consequence of the well known fact that if J(t) is measurable and essentially bounded and £(/) £ L, then J(t)l-(t) £ L; and necessity is a consequence of the well known fact that if J(t)!-(t) £ L for each £ £ L, then J(t) is measurable and essentially bounded.
If /(/) is essentially bounded, then (2.12) holds and MA^Aß where ß is the least constant such that | /(/) | 5=/3 for almost all t; but (2.12) does not imply that J(t) is essentially bounded.
3. Conditions for y £ L. It is possible to prove, by means of an extension of a theorem of Banach(3) and some ideas which we use in the course of proof y" being the transform of xn. Since the faltung transformation is homogeneous, we can assume that the functions xn(t) and yn{t) are divided by the left member of (3.32) so that /CO s% CO I xn(t) I it < 2-", I I yn(s) \ds = 1.
-00 J -00
Let Xi = 0 and choose constants a2>ßi+l such that the inequality The series converges for each t since, for each t, xn(t -X") 5^0 for at most one n. Properties of the sequences xn and X" imply that X £ S. Hence, by hypothesis, To prove (4.42) amounts to proving that the sequence Qp is bounded. As-sume to the contrary that (4.44) lim sup Qp = oo .
p-► oo Setting 6n = l for each n in (4.41) shows that the series ^=,iti"(s) converges for almost all s; hence \imn,x wn(s) = 0 for almost all s. Therefore by a theorem of Egoroff(4) w"(s) converges to 0 essentially uniformly over each set of finite measure \e\; that is, corresponding to each 5>0, there is a subset F of E such that | E -F\ < 5 and w"(s) converges to 0 uniformly over F. Using It is interesting to note in connection with Theorem 5.1 and earlier theorems that the hypothesis that y(s) exists and is continuous for all real 5 whenever x £ 5 does not imply that Je B. To prove this, let J{t) be a function in L which is not essentially bounded and which vanishes outside some finite in- and, since the last integral converges to 0 with h, y(s) is continuous at s0. Thus Theorem 5.1 will fail if the phrase "whenever x e L" is replaced by the phrase "whenever x £ S."
6. Some examples. Theorem 2.1 differs from Theorems 3.1 and 4.1 in that the hypothesis of Theorem 2.1 involves the special class Su of unit step functions while the hypotheses of Theorems 3.1 and 4.1 involve the larger class 5. We are going to show that Theorems 3.1 and 4.1 will fail if 5 is replaced by Su in their statements.
For the case of Theorem 4.1, we observe that if x £ Sv then x £ B and hence that if J e L then y e B; therefore the hypothesis that y £ B whenever x £ Su does not imply that J £ B. For the case of Theorem 3.1, let J(t)=e2Til. If x £ Su, then y(s) = f e2*ux(s + t)dt j -CO exists for each s since x(s-\-t) £ L and e" is measurable and bounded; and the fact that x(s+t) is constant over unit intervals, together with the fact that the integral of e2*u over each unit interval is 0, implies that y(s)=0 and hence y e L. Since J £ L fails, the hypothesis that y £ L whenever x £ Su does not imply that J eL. We show also that none of Theorems 2.1, 3.1 and 4.1 will hold if the hypotheses are relaxed to require that y(s) have the stated property only when x(t) is an ordinary step function. By an ordinary step function, we mean a finite linear combination of simple step functions; a simple step function being a function such that £(/) = 1 for all t in the interior of some finite interval / and £(t) =0 for all t outside the closure of I. Except for the inconsequential fact that we do not require ordinary step functions to have right-hand continuity at end points of intervals, an ordinary step function may be described as a function in 5 which vanishes outside some finite interval; hence each |ih« Since y2(s) is continuous, n>2, and (6.25) holds, we have y2 £ L. Thus the J% transform of each simple step function is bounded, continuous, and in L; and it follows that the J2 transform of each ordinary step function also has these properties. But J2zL fails. This shows that the hypothesis that y is bounded, continuous, and in L whenever x is an ordinary step function does not imply that JzL.
In case n = 2, the transformation determined by the kernel (6.21) becomes -a/2
