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The joint detection of the gravitational wave (GW) GW170817 and its electromagnetic (EM)
counterparts GRB170817A and kilonova AT 2017gfo has triggered extensive study of the EM emis-
sion of binary neutron star mergers. A parameter which is common to and plays a key role in both
the GW and the EM analyses is the viewing angle of the binary’s orbit. If a binary is viewed from
different angles, the amount of GW energy changes (implying that orientation and distance are cor-
related) and the EM signatures can vary, depending on the structure of the emission. Information
about the viewing angle of the binary orbital plane is therefore crucial to the interpretation of both
the GW and the EM data, and can potentially be extracted from either side.
In the first part of this study, we present a systematic analysis of how well the viewing angle of
binary neutron stars can be measured from the GW data. We show that if the sky position and the
redshift of the binary can be identified via the EM counterpart and an associated host galaxy, then
for 50% of the systems the viewing angle can be constrained to ≤ 7◦ uncertainty from the GW data,
independent of electromagnetic emission models. On the other hand, if no redshift measurement is
available, the measurement of the viewing angle with GW alone is not informative, unless the true
viewing angle is close to 90◦. This holds true even if the sky position is measured independently.
Then, we consider the case where some constraints on the viewing angle can be placed from the
EM data itself. We show that the EM measurements can then be used in the analysis of GW data
to improve the precision of the luminosity distance, and hence of the Hubble constant, by a factor of
2 to 3. That would allow for a 1% measurement of the Hubble constant, independent of the cosmic
distance ladder, in the next 5 years.
INTRODUCTION
The discovery of binary neutron star (BNS) merger
GW170817 [1] and its electromagnetic (EM) counter-
parts, GRB170817A and kilonova AT 2017gfo, opened
the era of multi-messenger astronomy [2, 3].
While much was learned from this first joint detection,
the precise EM emission model is still unknown. A key
parameter to understand the EM emission is the orbital
inclination angle 1, which strongly impacts the details of
the EM signals received at Earth. The gamma-ray burst
(GRB) GRB170817A was under-luminous [3, 4], and the
X-ray and radio emission that followed were significantly
different from those of other GRBs [5–9]. A possible ex-
planation could be that a GRB jet was formed, which we
observed from a large inclination angle. However, alter-
native explanations exist. The observations could also be
described by a choked jet, whose cocoon expands leading
to a wide-angle, mildly relativistic outflow [10, 11]. If the
choked jet is the correct scenario, the viewing angle af-
fects less the light curve and the spectra, and thus cannot
1 In the gravitational-wave literature, the inclination angle is usu-
ally the angle between the line of sight and the orbital angular
momentum. However, following LIGO and Virgo, we report the
angle between the line of sight and the total angular momentum.
The difference is only important for large and misaligned spins,
which are not expected for binary neutron star mergers.
be constrained by the available EM data. The inclination
angle is also a key ingredient for the interpretation of the
kilonova emission and its spectral evolution [12–14].
It would thus be important if the inclination angle of
the binary, θJN, could be measured or at least constrained
from the GW data, and then used to study or exclude
EM emission mechanisms.
Unfortunately, measurement of the inclination angle
with GW data is usually quite poor, due to the well-
known degeneracy between the inclination and the lu-
minosity distance [15]. This degeneracy can be resolved
if the system has precessing spins, if higher-order har-
monics are detectable, or if the merger and ringdown
are in band. Neither of these conditions are met for
BNS, since neutron stars have small spins, and mass
ratios close to one, which suppresses the amplitude of
higher-order harmonics [16–22]. However, in the case of
a joint GW-EM detection more information usually ex-
ists. If an independent measurement of the luminosity
distance is available, e.g. using the redshift inferred from
the EM counterpart, the degeneracy is broken and one
can expect the uncertainty on the inclination angle to
improve. To a smaller extent, knowledge of sky posi-
tion can also help improve the measurement of the in-
clination angle, as we discuss below. One could thus
envisage a strategy where some information obtained
from the EM sector (redshift, sky position) can be folded
into the GW analysis to get an improved measurement
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2of the inclination angle. Indeed, using the sky posi-
tion of the kilonova AT 2017gfo and the redshift of the
host galaxy NGC4993, the bound on the viewing angle
ζ (ζ ≡ min(θJN, 180◦ − θJN) [3]) of GW170817 was im-
proved from ζ . 56◦ [1] to ζ . 28◦ [1, 23].
In the future one might also consider the opposite ap-
proach: if the details of the EM emission are well under-
stood, the detection of photons could provide a bound on
the inclination angle. For example, detection of a short
GRB with a jet break in the afterglow can yield an upper-
bound on the binary inclination, since the jet break is ex-
pected to be observed only if the viewing angle is smaller
than the relativistic jet opening cone [24–28]. Even if
no jet break is observed, the observation of the afterglow
spectra, light curves, or even the superluminal motion of
the jet put constraints on the viewing angle [7, 29]. These
constraints can be used in the GW analysis to get a bet-
ter measurement of the luminosity distance [30], which
in turn can improve the Hubble constant measurement
with GWs [31–34].
In this paper we present a systematic study of the mea-
surability of the viewing angle of BNS systems. We first
show that, in the absence of a positive detection of an EM
counterpart, GWs alone only rarely provide a meaning-
ful constraint on the viewing angle. We then consider the
case when the luminosity distance and/or the sky posi-
tion are independently measured. While little is changed
by knowing the sky position, knowledge of the luminosity
distance dramatically reduces the 1σ uncertainty for the
viewing angle. For 50% of the BNS detections for which
sky position and luminosity distance are measured from
the EM sector, the viewing angle uncertainty is below 7◦
(using the projected sensitivities for LIGO and Virgo in
the third science run).
We also consider the opposite scenario, and show that
if the binary viewing angle is constrained by the EM
data, the binary luminosity distance uncertainty can po-
tentially be reduced by a factor of 2 to 3. In turn, that
improves the measurement of the Hubble constant with
gravitational waves. We show that a 1% uncertainty on
the Hubble constant can then be reached with only O(10)
GW-EM joint detections of BNS, that is, in less than 5
years.
METHOD AND RESULTS
We consider two different methods to estimate the dis-
tance and inclination of BNS systems. First, we rely on
the computationally-expensive stochastic sampler LAL-
Inference [35] (specifically on its nested sampling fla-
vor [36]). This is the same algorithm used by the LIGO
and Virgo collaborations and delivers posterior distribu-
tions for all the unknown parameters on which compact
binaries depend. Given the cost of each simulation, LAL-
Inference cannot be run on an arbitrarily large num-
SNR polarization phase RA DEC
Source A 35 0.005 0 -1.08 0.66
Source B 20 0.005 0 -1.08 0.66
Source C 20 0.005 0 0 pi/2
Source D 12 0.017 0.017 -1.08 0.66
TABLE I. For all events the GPS time is 1068936994.0 and
the two component masses in the source frame are 1.4M.
ber of simulations. We thus use it only on a few specific
sources, to show which parameters affect the measurabil-
ity of luminosity distance and inclination, and how. We
then introduce a semi-analytical, faster, approach. After
showing that the two give consistent results we use the
latter to characterize the population of detectable BNSs.
Single-event analysis
All the BNS systems we simulate have component
masses 1.4 − 1.4M in the source frame. As mass mea-
sured in the detector frame is redshifted by a factor
(1 + z), where z is the redshift, the sources will appear
slightly heavier in the detector frame.
To keep the computational cost reasonable, we make
two main simplifying assumptions: we neglect tidal ef-
fects and neutron star spins. The former is a very reason-
able choice, since tidal effects do not enter the waveform
amplitude, and hence are not correlated with the inclina-
tion angle. The latter is justified since the spins of known
neutron stars in binaries that will merge within a Hub-
ble time is small (the fastest-spinning systems are PSR
J0737-3039A [37] and PSR J1946+2052 [38], which will
at most have dimensionless spins of χ ∼ 0.04 or χ ∼ 0.05
when they merge). Even GW170817 is consistent with
having small spins.
In the work reported here, all the synthetic BNS sig-
nals are generated using the IMRPhenomPv2 waveform
family [39, 40], with the reduced order quadrature likeli-
hood approximation [41]. We consider a network consist
of the two LIGOs [42] and Virgo [43], all at design sen-
sitivity. The signals are added into ‘zero-noise’ (which
yields the same results that would be obtained averaging
over many noise realizations). We start all analyses at
20 Hz, and use a sampling rate of 8 KHz. We marginalize
over calibration errors using the same method described
in Ref [44], using gaussian priors with widths of 3% for
the amplitude and 1.5 degrees phase for all instruments.
We consider two different sky positions, to verify if and
to what extent our conclusions depend on the particular
value of the detectors’ antenna patterns. In total we
create 4 such systems. Their parameters are summarized
in Table I. For sources A, B and D, the sky position is
near the maximum of LIGO’s antenna pattern, where one
would expect most detections to be made [45].
3The main goal of the present study is to verify how well
the inclination angle can be measured. Obviously, this
would a priori depend on three main factors: the SNR
of the event, the true value of the inclination angle, and
the sky location of the event. Each of the sources listed
in Table I is re-analyzed for different values of the incli-
nation angle, from nearly face-on (θJN = 0
◦) to edge-on
(θJN = 90
◦). Every time the orientation angle is changed,
the distance is also varied to keep the SNR fixed at the
value given in Table I.
We note that one expects most detections made by
advanced detectors to have inclinations close to face-on
(θJN = 0
◦) or face-off (θJN = 180◦), whereas events
with inclination close to edge-on (θJN = 90
◦) would be
rarer [46]. Why this happens is related to the degener-
acy between luminosity distance and inclination. Since
that will play a role in the interpretation of the results
we present, it’s worth expanding on the subject. Ge-
ometrical arguments would suggest that the inclination
angles of the population of binaries should be uniform on
the sphere, i.e p(θJN) ∼ sin(θJN), while their luminosity
distances should be uniform in volume, p(DL) ∼ D2L (as
long as cosmological effects can be neglected). However,
the detected binaries are a subset of the entire popula-
tion: they are the fraction that produce a GW signal
loud enough to be detected. GW emission from a com-
pact binary is not isotropic, instead more energy is emit-
ted along the direction of the orbital angular momentum,
while the least amount is emitted parallel to the orbital
plane [47]. This implies that edge-on systems, which are
the most numerous in the underlying population, will
need to be extremely close to be detectable. Conversely,
face-on/off systems can be farther away, and still pro-
duce a detectable signal. But since far away there is
more volume, the population of detectable signals will be
dominated by sources with inclination angles close to 0◦
and 180◦. Note that all events LIGO and Virgo have
detected thus far (including the binary black holes) are
consistent with being face-on/off [15, 23, 48–51].
The analytical form of the inclination angle distribu-
tion for sources detectable by advanced detectors 2 was
first obtained by Ref. [46], and we will refer to it as the
Schutz distribution in this work. Using the Schutz distri-
bution one can calculate the fraction of detectable events
that will have viewing angle within a given range. In par-
ticular, less than ∼ 7% (∼ 3%) of the detectable events
will have viewing angle > 70◦ (> 80◦).
All analyses are performed three times: a first time as-
suming that all parameters are unknown and measured
from GW data alone; a second time assuming a coun-
terpart has been found, which provides the sky position
2 It is worth mentioning that this selection effect may be resolved
as more sensitive detectors come online [52]
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FIG. 1. Viewing angle uncertainty as a function of binary
inclination angle.
(right ascension and declination) of the source; a third
time, assuming both sky position and distance are known
(the latter by measuring the redshift and using a cosmol-
ogy to convert redshift to luminosity distance).
For all parameters, we use the same priors used by the
LIGO and Virgo collaborations. In particular, the prior
on the luminosity distance is uniform in volume while the
prior on the inclination angle is isotropic.
Since the EM emission only depends on the absolute
value of cos θJN, we quote results for the viewing angle ζ
(ζ ≡ min(θJN, 180◦−θJN) [3]), rather than the inclination
angle θJN itself. In Fig. 1 we report the 1-σ uncertainty
(in degrees) for the measurement of the viewing angle
ζ for all sources, as a function of the true inclination
angle. We first discuss the case where no information is
available from the EM side (dot-dashed lines). We find
that the uncertainties are roughly constant until the true
inclination angle gets above ∼ 80◦. For the sources A, B
and C, the uncertainty happens to be nearly the same:
∼ 15◦, while it is a little wider for source D ∼ 19.5◦. We
have verified that for all these configurations the viewing
angle posterior is not very informative. It is similar to the
Schutz distribution, with some extra support at 30◦ and
a depletion of support close to-edge on. This is shown in
Fig. 2 for Source B, and in the Appendix for the other
sources.
The fact that the viewing angle uncertainty is the same
for small to moderate inclinations can be explained by
a combination of priors and the well-known degeneracy
between luminosity distance and inclination. Since the
emission of GW is larger toward the direction of the sys-
tem angular momentum, one can obtain a similar sig-
nal at the detector by increasing the viewing angle while
moving the source closer.
As the true inclination increases from zero, the true
distance has to decrease to maintain the same SNR. How-
ever, smaller distances are disfavored by the prior. Thus,
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FIG. 2. Viewing angle posteriors for the source B, assuming
no information is provided from the EM sector. The dashed
line is obtained from the Schutz distribution. For all values
of the inclination angle below ∼ 75◦ the posteriors are the
same (thin lines), and similar to the Schutz distribution. We
highlight posteriors for sources with large viewing angle with
thicker lines, where the value of the viewing angle is given in
the legend.
the Bayesian code will prefer to keep the viewing angle
posterior close to face-on and overestimate the distance
to compensate. This can be done because of the corre-
lation between the two parameters: the eventual small
decrease in the likelihood introduced by biasing both lu-
minosity distance and inclination is more than compen-
sated for by the better prior value at larger distances.
This behavior can be sustained till the true inclination
angle is close to edge-on. At that point, the degeneracy
is reduced, and the likelihood penalty for keeping the
posterior at face-on cannot be compensated for by the
prior: both luminosity distance and viewing angle poste-
riors are centered at the true value, and typically better
measured [53].
For the low SNR event, source D, one gets exactly the
Schutz distribution for small to moderate inclinations.
Unlike for the other sources, in this case the uncertainty
increases as the inclination angle gets close to 90◦. This
happens because when the true inclination is close to
edge-on a significant posterior peak still survives at 30◦:
since the SNR is low, the extra likelihood to be gained
with more support at edge-on is comparable with the
prior penalty, and a bimodal distribution arises (see Ap-
pendix).
We find that similar conclusions can be drawn if the
sky position of the source can be considered as known
(dashed lines in Fig. 1). It is still the case that the pos-
teriors for small to moderate inclinations are similar to
the Schutz distribution, and the main difference is that
the distance-inclination degeneracy is resolved at smaller
inclinations, θJN . 70◦.
It is only when both sky position and distance are
known (solid lines in Fig. 1) that the uncertainties are
much smaller for all sources and all inclinations. In this
case the posteriors for the viewing angle are centered
around the true value for all systems. The uncertainties
reach a minimum when the true source is edge-on, since
in that case the cross polarization of the GW signals is
zero, which reduces the residual degeneracy between in-
clination and polarization angle ψ (the only two unknown
angles left in the amplitude of the GW signal).
It is interesting to verify how precisely the BNS sources
can be localized as a function of their orientation. This
is shown in Fig. 3 for the runs in which all parameters
are considered unknown. We find that the 90% credible
interval (in deg2) is roughly constant for small to mod-
erate inclination angles and for all sources. Source A is
localized better than source D because of its higher SNR.
The difference between source B and C (which have the
same network SNR) is that source C has an SNR roughly
split in equal amounts in the three interferometers, while
source B has most of the SNR in the two LIGOs, while
being sub-threshold SNR in Virgo (4.2 for the face-on
orientation). Since most of the sky resolution for GW
sources comes from triangulation and by requiring phase
and amplitude consistency across the network [54–56], it
helps if the source is above threshold in more detectors
(Incidentally, we stress that the same is not true for the
viewing angle uncertainty: as Fig. 1 shows one gets the
same uncertainties for sources B and C. Likewise, the un-
certainty for the luminosity distance is the same for the
two sources up to viewing angles of ∼ 70◦). We note
that the edge-on sources are relatively poorly-localized.
This can be explained as follow: the sky position (right
ascension and declination) and orientation (inclination,
polarization) angles all enter the frequency-domain GW
amplitude and phase (e.g. Eqs. 4.1-4.5 in Ref. [57]).
When the inclination angle is close to 90◦, some of these
terms are suppressed, reducing the number of constraints
that can be used to enforce phase and amplitude consis-
tency, leading to larger uncertainties.
Population analysis
Having gained an understanding of which parameters
can impact the measurability of the viewing angle, we
would like to determine what fraction of the BNSs for
which an EM counterpart is found will yield significant
viewing angle constraints. Unfortunately, it is computa-
tionally prohibitive to run LALInference on large sets
of hundreds or thousands of events.
We thus build an approximate Bayesian estimator for
the two binary parameters of interest: the inclination
angle and the luminosity distance.
This algorithm assumes that sky position, chirp mass,
and mass ratio of the binaries are known. These assump-
tions can be justified as follows. First, if an EM coun-
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FIG. 3. Sky localization area (in deg2) as measured by
LALInference, as a function of binary inclination angle.
terpart is found, it will typically provide a precise sky
position, unless only the GRB signal is detected. Sec-
ond, the mass parameters, which are inferred from the
phasing of the GW waveform do not significantly couple
to distance and inclination, which are primarily measured
from the amplitude of the signal. Since the arrival phase
(or rather, the phase difference between detector pairs)
and the signal-to-noise ratio are measured, the only un-
known parameter left is the orientation of the binary in
the plane of sky, ψ (“polarisation”) [58]. We modify the
Bayesian estimator of Ref. [59] to use the events’ signal-
to-noise ratios and the relative phase differences to re-
construct posteriors for luminosity distance and viewing
angle, while numerically marginalizing over the polariza-
tion (see Appendix for more details).
We have verified that the standard deviations we ob-
tain for the viewing angle using the approximate code
are very similar to the estimates obtained with LALIn-
ference for the sources described in the previous sec-
tion. For example, in Fig. 4 we show the uncertainties
for source D when the sky position is known, or when
both luminosity distance and sky position are known.
Having shown that the approximate Bayesian estima-
tor gives results which are consistent with LALInfer-
ence, we proceed and use the former for large pop-
ulations of BNSs. We consider three observing sce-
narios [60]: (i) A network with the two LIGOs and
Virgo (HLV) at the expected LIGO-Virgo third observ-
ing run (O3) sensitivity (∼ 2019+); (ii) HLV at the de-
sign sensitivity (∼ 2021+). (iii) To check how things
will change when the network of ground-based detectors
grows, we also consider a five-detector network made of
the two LIGOs, Virgo, LIGO India [61] and Kagra [62, 63]
(HLVJI), all at their design sensitivity (∼ 2024+). For
each scenario we simulate 1.4-1.4M BNSs with random
orientation, distributed uniformly in comoving volume.
Throughout this work, a standard Λ-CDM Planck cos-
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FIG. 4. Standard deviation for the viewing angle of source
D against the true value of the inclination angle as mea-
sured with the full LALInference code (lines) and with the
approximate Bayesian estimator (symbols). Triangles corre-
spond to the case when both distance and sky position are
known, while circles assume that only the sky position is
known.
mology is assumed: ΩM0 = 0.308,ΩΛ0 = 0.692, h0 =
0.678 [64]. A BNS is considered detected if the mea-
sured network signal-to-noise ratio 3 [65] is greater than
12. Following the approach of Ref. [59], we add Gaussian
noise to the measured SNR ratio and relative phases.
We estimate the distance and inclination for 1000 de-
tections, for each network.
For the simulations in which we assume redshift in-
formation exists, we convert the redshift to luminosity
distance using the Planck cosmological parameters, and
marginalize the posterior over the luminosity distance
with a Dirac δ centered at the true distance. We note
that in practice this conversion might suffer from two
sources of uncertainty: the redshift may not be a true
measure of the luminosity distance due to the peculiar
motion of the source, and the value of the Hubble con-
stant is not precisely known. To account for the former,
we introduce a 250 km/s Gaussian uncertainty around
the true source redshift to account for the uncertainty
due to the source peculiar motion. We also use a top-hat
prior on the Hubble constant, from 65 to 75 km/s/Mpc
to cover the range of currently estimated values [64, 66].
Other cosmological parameters don’t play a significant
role for the redshift conversion, given that advanced de-
tectors will only detect BNS up to redshift of z < 0.1.
Measure the viewing angle: In Figure 5 we show the
cumulative distribution for the 1σ viewing angle uncer-
tainty, for the HLV network at design sensitivity. We
see that if the sky positions and redshifts of the BNSs
3 Root-sum-square of individual detector’s signal-to-noise ratio.
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FIG. 5. Cumulative distribution function of 1σ viewing angle
uncertainty for BNS detected by Advanced LIGO-Virgo at
design sensitivity.
were precisely known, the viewing angle for half of them
would be constrained to < 6◦. This uncertainty increases
by ∼ 1◦ if we include uncertainties in the peculiar veloc-
ity and in the cosmology.
If instead only sky positions are identified, without any
information about the luminosity distance, only < 5% of
BNSs will have inclination uncertainty below 10◦. These
numbers are ∼ 10% worse for O3, and ∼ 10% better
when the detector network extends to HLVJI.
Measure the luminosity distance: Next, we wish
to explore the situation where the EM sector provides
a measurement or bound on the viewing angle, and show
how that can be used to measure more precisely the lu-
minosity distance of the binary using GW data. We con-
sider various possibilities for the quality of the EM-based
ζ measurement. The ideal scenario, in which the viewing
angle is precisely measured; an uncertain measurement;
and an upper bound. In the first case, we use a Dirac δ
centered at the true viewing angle as prior for the inclina-
tion angle. If an uncertain measurement is available we
treat the ζ prior in the GW analysis as a normal distribu-
tion centered at the value, and consider different widths
of the distribution. Last, if the GRB jet opening angle
θjet is measured, we use that to place an upper bound on
the viewing angle ζ ≤ θjet.
In Figure 6 we show the cumulative distribution of the
1σ fractional luminosity distance uncertainty for simu-
lated events detected by HLV at the design sensitivity.
The blue curve shows the results for the worst case sce-
nario, when no viewing angle information is available.
The green curves are obtained by assuming an uncertain
Gaussian measurement from the EM sector, with stan-
dard deviation given in the legend. Finally, the orange
line is the optimal situation in which the viewing angle
is perfectly known. In this case, the bound on the lu-
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FIG. 6. Cumulative distribution function of fractional lu-
minosity distance uncertainty, which is calculated as the 1σ
uncertainty divided by the true value, for BNS detected by
Advanced LIGO-Virgo at design sensitivity.
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FIG. 7. Median value of the fractional luminosity distance
uncertainty of short GRB associated BNSs measured by Ad-
vanced LIGO-Virgo at design sensitivity. Each point repre-
sents the median uncertainty of 1000 BNSs with inclination
angle θJN and short GRB jet opening angle θjet.
minosity distance would be improved by a factor of ∼ 3
compared to the worst case scenario.
Finally, we report results for the case when a short
GRB is detected and the jet opening angle is measured,
which provides an upper bound for the viewing angle,
θjet. We consider various combinations of (θJN, θjet), and
for each pair we simulate 1000 detections. In Figure 7 we
show median fractional luminosity distance uncertainty
for the 1000 BNS having the value of θJN and θjet given
in the x axis and in the legend. We find that, as long as
θjet < 30
◦, the fractional luminosity distance uncertainty
is 5% to 7% (depending on θJN).
7DISCUSSION
In this paper we have shown that 50% of the BNSs
detected by Advanced LIGO+Virgo for which sky po-
sition and redshift are known (from EM observations)
will yield a 1σ uncertainty on the viewing angle of 7◦
or less. We emphasize that this result is independent of
any EM emission model. It therefore implies that the
viewing angle measurements obtained this way can be
used to constrain the EM mechanism. The sky location
and redshift of BNS can be solely determined by the EM
counterparts or, in some spectacular events, solely by the
host [67]–this is because in some well localized events the
host groups can be uniquely identified without the help
of EM counterparts.
We have shown that BNSs without independent red-
shift information yield uninteresting inclination con-
straints unless the system is close to edge-on. This is
because the distance-inclination degeneracy dominates
the uncertainty. Without an independent estimate of the
redshift (and hence luminosity distance), the degeneracy
can only be broken when the binary is close to edge-on.
Unfortunately, edge-on binaries are harder to detect and
localize than face-on binaries; only ∼ 3% of events will
have viewing angle > 80◦. Even after advanced detec-
tors start observing one BNS a week, only one or two
events per year will be close to edge-on. And yet, there
are several reasons why binaries with large orbital in-
clinations should be sought out, beside yielding better
inclination and luminosity distance measurements (Fig-
ure 1 and Ref. [53]). For example, simulations suggest
there may be interesting EM features along the equato-
rial plane [12]. EM follow-up observations will have to
be properly planned in order to find the counterparts for
these rare but valuable sources.
The jet break in short GRB afterglows has long been
used to study the jet opening angle [28]. The uncer-
tainties in the inferred opening angle are usually a few
degrees. It is interesting to verify how well GWs can
constrain the BNS’s viewing angle for those sources for
which a GRB could be detected. To answer this ques-
tion we selected a subset of the BNSs in Figure 5, only
keeping the sources with θJN < 25
◦. We find that half
of this subsample of sources has 1σ viewing angle uncer-
tainty of 8◦ or less, if their sky locations and redshifts
are constrained. That level of precision would be com-
parable with the jet opening angle uncertainty inferred
from the afterglow jet break, allowing for a compelling
comparison between the two (under the assumption that
the total orbital angular momentum aligns with the jet).
We have also shown how one can expect a factor of 2
to 3 improvement in the fractional luminosity distance
uncertainty, if the binary inclination angle is indepen-
dently measured. As the luminosity distance is the main
source of uncertainty when measuring the Hubble con-
stant with GWs [68], a better luminosity distance mea-
surement translates into a better H0 measurement. Since
the H0 uncertainty scales as 1/
√
N [32, 69, 70], where N
is the number of detections, a factor of 3 improvement in
distance uncertainty implies a factor of 9 fewer events are
required to achieve any given H0 precision. Instead of the
200 BNS detections required as estimated in Ref. [70],
only O(10) BNSs would be required to reach a 1% H0
uncertainty, if the binary inclination angles were inde-
pendently constrained. This is a number of detections
likely to be made within 5 years [60].
In Figure 7 we have shown that the median value of
the fractional luminosity distance uncertainty for BNSs
can be as small as 5 to 7% if the jet opening angle of an
associated GRB is measured and it is smaller than 30◦.
This result is consistent with what was found by Ref. [30].
We notice that the luminosity distance uncertainty is not
significantly improved if θjet is larger than 30
◦. This is be-
cause, as shown in the Single-event analysis Section, the
viewing angle posteriors are equal to the Schutz distri-
bution for true viewing angle smaller than ∼ 70◦. Since
the Schutz distribution peaks around 30◦ (black dashed
line in Fig. 2), an EM-based upper limit only helps if it
bounds the viewing angle to be smaller than∼ 30◦. Luck-
ily, the jet opening angles of short GRBs almost never
exceed 30◦ [28, 71–74]. We thus expect that observations
of associated GRB jet opening angles will significantly
improve the luminosity distance measurement for BNSs.
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Appendix
LALInference inclination angle posteriors
In Figs. 2, 8, 9, 10 we show the posteriors on the view-
ing angle obtained with LALInference when no EM
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FIG. 8. Same as Fig. 2, but for source A.
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FIG. 9. Same as Fig. 2, but for source C.
information is provided. Thin lines (all overlapping) cor-
respond to small and moderate inclination angles. We
use thicker lines for θJN = 74
◦, 78◦, 83◦, 88◦, 90◦ sources.
For those, the viewing angle posterior is usually signif-
icantly different from the prior. We stress that source
A is quite loud, with a network SNR of 35, similar to
GW170817 [1]. For the weakest event, source D, the SNR
in so low that the two polarizations cannot be disentan-
gled even partially, and the posteriors are exactly equal to
the Schutz distribution, with an uncertainty of 19.5◦ for
small and moderate inclinations (the standard deviation
on the viewing angle of the Schutz distribution, inferred
from the analytic expression in Ref. [46], is 19.4◦).
Approximate Bayesian estimator
We use each individual detector’s signal-to-noise ra-
tio, ~ρ, and the relative phase difference between detector
pairs, ~∆η, to reconstruct the distance D and inclination
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FIG. 10. Same as Fig. 2, but for source D.
θJN posterior:
f(D, θJN|~ρ, ~∆η) ∝ f(D, θJN)f(~ρ, ~∆η|D, θJN)
= f(D, θJN)
1
f(D, θJN)
∫
f(~ρ, ~∆η|D, θJN, ψ)f(D, θJN, ψ)dψ
=
∫
f(~ρ, ~∆η|D, θJN, ψ)f(D, θJN, ψ)dψ. (1)
The prior can be written as
f(D, θJN, ψ) = D
2 sin θJN H[Dh(θJN, ψ)−D] (2)
where H[Dh(θJN, ψ) − D] is a Heaviside function that
cuts off at the maximum distance Dh(θJN, ψ) a binary
with inclination and orientation (θJN, ψ) can be detected.
The likelihood f(~ρ, ~∆η|D, θJN, ψ) is calculated from a
chi-square minimization process: f(~ρ, ~∆η|D, θJN, ψ) ∼
exp(−∆χ2ρ/2σ2ρ) exp(−∆χ2∆η/2σ2∆η), where
∆χ2ρ =
∑
i
(ρmeasured,i − ρi(D, θJN, ψ))2. (3)
The index i goes through all detectors and
∆χ2∆η =
∑
j
(∆ηmeasured,j −∆ηj(θJN, ψ))2, (4)
where j goes through all non-degenerate detector pairs 4.
The variances σ2ρ and σ
2
∆η are taken from Equation 12
and 14 of Ref. [59]. We grid the (D, θJN, ψ) parameter
space to evaluate Equation 2, 3, and 4 in each grid cell,
and integrate over ψ to construct the posterior given in
Equation 1.
∗ hsinyuchen@fas.harvard.edu
4 The relative phase is independent of the source distance.
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