Sistema electrónico concentrador de datos para multisensores de medida de la calidad del agua en los océanos by García Gener, Alejandro
  
SISTEMA ELECTRÓNICO 
CONCENTRADOR DE DATOS PARA 
MULTISENSORES DE MEDIDA DE LA 
CALIDAD DEL AGUA EN LOS 
OCÉANOS. 
TRABAJO FIN DE GRADO PARA 
LA OBTENCIÓN DEL TÍTULO DE 
GRADUADO EN INGENIERÍA EN 
TECNOLOGÍAS INDUSTRIALES 
SEPTIEMBRE 2017 
Alejandro García Gener 
DIRECTORES DEL TRABAJO FIN DE GRADO: 
José Andrés Otero Marnotes 
Teresa Riesgo Alcaide 
 
 
Una meta no es siempre algo a alcanzar, a menudo sirve simplemente como algo a lo
que apuntar".
-Bruce Lee.
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Resumen
Este Trabajo Fin de Grado muestra el funcionamiento del dispotivo Enviguard port,
desarrollado dentro del proyecto europeo Enviguard y encuadrado dentro del VII Progra-
ma Marco de la Unión Europea cuyo objetivo consiste en la monitorización de contami-
nantes químicos en océanos para poder prevenir enfermedades en pescados destinados al
consumo humano y controlar el estado medioambiental de los mismos.
El objetivo de dicho dispositivo puede ser dividido en tres funcionalidades principales:
La monitorización de una red de sensores encargada de realizar las medidas necesarias, la
concentración de los datos y la conexión remota con una base de datos para el posterior
envío de las medidas almacenadas.
Para que el dispositivo cumpla con todos los objetivos mencionados, se ha imple-
mentado un sistema operativo freeRTOS en un microprocesador de la familia ATSAM
de microprocesadores. De esta forma, cada funcionalidad puede ser desarrollada en una
subtarea de dicho sistema operativo de forma independiente a las demás. Debido a la mo-
dularidad requerida por el proyecto, se ha optado por el uso de la plataforma cookies para
el desarrollo del dispositivo, utilizando así un nivel de procesamiento (microprocesador,
memoria ﬂash, lector de tarjetas SD y UART), alimentación y comunicación (Módulo
ethernet W5200).
Figura 1: Hardware utilizado para el desarrollo del proyecto
El sistema operativo contiene cuatro tareas que se repiten de forma periódica en el
tiempo. Tres de ellas (una por sensor) se encargan de la monitorización de la red de
sensores y del almacenamiento de dicha información, mientras que la cuarta gestiona la
conexión y la actualización de información a la base de datos. De esta forma, cada tarea
puede gestionar el comportamiento de cada sensor y almacenar los datos en una parte
especíﬁca de la memoria.
5
Comunicación con los sensores
La comunicación con los sensores se realiza bajo el protocolo Modbus sobre TCP/IP.
El Enviguard port hace el papel de maestro mientras que los sensores son los esclavos.
El dispositivo se encarga de hacer peticiones a los sensores para obtener información, ya
sean órdenes del tipo 'realizar una medida' o simples lecturas de registros para consultar
el estado del sensor.
Para su implementación se ha desarrollado una estructura de capas o niveles con
el ﬁn de hacer transparente al usuario el funcionamiento del protocolo Modbus, creando
funciones que devuelvan directamente la información requerida del sensor. Por este motivo,
se han desarrollado una serie de bibliotecas para el envío de peticiones a cada uno de los
sensores.
Figura 2: Nivel de capas de biblioteca Modbus.
Almacenamiento en la memoria ﬂash
La memoria NAND ﬂash (fabricada por TOSHIBA), es una memoria de 16 Gbit
dividida en dos secciones de 4096 bloques cada una, con 64 páginas cada bloque.
Para gestionar correctamente el funcionamiento de las señales de la memoria se ha
utilizado el controlador SMC (Static Memory Controller) del microprocesador ATSAM.
Este controlador se encarga de generar las señales adecuadas que controlan el acceso a
memorias externas o dispositivos periféricos.
Servidor web y comunicación HTTP
El envío de información a la base de datos se realiza mediante paquetes HTTP ge-
nerados desde el sistema embebido. Dichos mensajes contienen la estructura típica de
peticiones POST enviadas bajo el protocolo HTTP. Para dotar de una mayor libertad
al dispositivo, se han desarrollado dos bibliotecas para el envío de datos mediante dos
formatos diferentes.
Formato x-www-form-urlencoded: Es el formato más extendido dentro de HTTP
y muy útil para enviar un pequeño número de campos a un servidor.
Formato JSON: Esta aplicación permite enviar todo tipo de datos diferentes a
diversos campos de una base de datos a la vez de una manera más estandarizada.
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Para comprobar el funcionamiento del formato JSON en el dispositivo se ha utilizado
la base de datos proporcionada por el proyecto Enviguard. Para utilizar dicha base de
datos primero se debe solicitar un id de sesión, el cual se introducirá en los siguientes
mensajes HTTP.
Para el funcionamiento del formato x-www-form-urlencoded se ha implementado un
servidor local, independiente del desarrollado dentro del consorcio Enviguard, capaz de
recibir los datos recogidos por el dispositivo Enviguard Port. Dicho servidor almacena la
información en una base de datos. Para facilitar la comprensión y el acceso a los datos,
se ha generado un entorno web que visualiza de forma gráﬁca las medidas recogidas por
los sensores.
Figura 3: Representación gráﬁca de los datos.
Funcionamiento general del dispositivo Enviguard Port.
Se han desarrollado cuatro tareas diferentes para poder cubrir todas las funcionalidades
descritas. Cada tarea contiene tres máquinas de estados diferentes, una encargada de la
comunicación Modbus, otra para el almacenamiento y una última para subir información
a la base de datos. Para la comunicación entre tareas se deﬁnido diferentes variables
globales en las que se almacena, en cada momento, que parte se está ejecutando de cada
tarea. De esta forma, la tarea encargada de comunicarse con la base de datos no abrirá
dicha comunicación si no hay ninguna nueva medida disponible. El siguiente ﬂujograma
muestra el comportamiento general de cada tarea durante su funcionamiento, así como
los cambios producidos en las variables de estado.
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Figura 4: Funcionamiento de las tareas del Enviguard Port.
Palabras Clave: Microprocesador, cookie, red de sensores, comunicación TCP, Mod-
bus, sistema en tiempo real, Enviguard.
Códigos UNESCO: 330417, 330414, 330418, 330413,
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Capítulo 1
Introducción
1.1. Justiﬁcación del proyecto
Figura 1.1: Logo de Enviguard
Enviguard es un proyecto europeo encuadrado dentro del VII Programa Marco de
la Unión Europea cuyo objetivo es el diseño y desarrollo de un dispositivo que sirva
para detectar contaminantes químicos y biológicos (toxinas, virus, bacterias...) en aguas
marinas para evitar su inclusión en la cadena tróﬁca. Sobre todo se trabaja para poder
prevenir enfermedades en pescados destinados al consumo humano y controlar, de paso,
el estado medioambiental de mares y océanos.
El proyecto Enviguard está siendo desarrollado por un consorcio de empresas, uni-
versidades y centros tecnológicos distribuidos por toda Europa, cada uno realizando una
tarea determinada. Desde los sensores capaces de medir los niveles de toxinas, virus o
bacterias hasta la creación de una base de datos que funcione como almacenamiento y
consulta a nivel de usuario. Dentro de la funcionalidad completa del proyecto Enviguard,
el Centro de Electrónica Industrial (CEI) de la Universidad Politécnica de Madrid (UPM)
es el encargado del desarrollo del Enviguard Port.
El Enviguard port es un sistema embebido que hace la función de gateway y coordina-
dor de una red de sensores distribuidas en el oceano. La función de gateway consiste en la
recolección de datos de los diferentes contaminantes químicos y de riesgo biológico. Tras
añadir la fecha, el tiempo y la geolocalización , transmite los datos a un servidor web si
la conexión está disponible
Como coordinador de la red, el Enviguard port es un elemento fundamental en la
monitorización del sistema ya que activa las medidas de los sensores mientras reporta
cualquier error al servidor web.
La localización exacta de los sensores y el Enviguard Port aún no ha sido deﬁnida,
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Figura 1.2: Estructura general del funcionamiento de las cookies
pero se baraja la posibilidad de alojar los sensores en barcos de exploración, como el AWI
Polarstern(representado en la Figura 1.2) o el Heincke para tomar mediciones cerca de la
costa norte de Alemania. Por esta razón, los dispositivos tienen que ser lo más robustos
posible y contener una estructura modular para facilitar su mantenimiento y posibles
cambios o mejoras en un futuro.
Analizando las posibles tecnologías a emplear, las cookies1 están dotadas de una ar-
quitectura que cumple todas las especiﬁcaciones para llevar a cabo las funcionalidades del
Enviguard Port.
Aunque los sensores reales no están aún integrados, este proyecto abarca el funcio-
namiento del dispositivo Enviguard Port conectado a la electrónica pertinente de cada
sensor. Se recogerán datos reales por parte del CDU2 simulando la funcionalidad real del
Enviguard Port para posteriormente almacenarlos en una memoria externa. Para aumen-
tar el número de aplicaciones, se ha realizado una copia en un servidor local para poder
visualizar los datos con facilidad mediante distintos formatos de datos.
1.2. Punto de partida
Es importante destacar que el proyecto Enviguard se encuentra en su tercer año de
ejecución de los cinco años previstos. Es por esta razón que varias personas han colaborado
antes en él, no siendo este proyecto ﬁn de grado el primero que hace mención a Enviguard
en el CEI (Centro de Electrónica industrial).[8]
A continuación se detallan los principales puntos ya realizados de los diferentes aspec-
tos del Enviguard Port y de su estado al principio de la realización de este proyecto.
Estudio previo de diferentes sistemas operativos en tiempo real para ver cual se adap-
taba mejor a las exigencias del proyecto y elección del sistema operativo FreeRTOS
como el más apropiado para el Enviguard Port.
Implementación del sistema operativo en una placa de desarrollo diseñada por atmel3
1Plataforma para el prototipado rápido de redes de sensores, desarrollada en el CEI
2Chemical Detection Unit
3La placa mencionada hace referencia a la Sam3s-ek2, placa desarrollada por Atmel con un micropro-
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Organización de las diferentes tareas del FreeRTOS en función de la idea principal
del proyecto Enviguard.
Elección del protocolo TCP/IP para la comunicación con los sensores, así como la
utilización del módulo W5200 para la implementación de dicha vía.
Creación y diseño de una capa de procesamiento para las cookies basada en el
funcionamiento de la placa de desarrollo de Atmel Sam3s-ek2.
Creación y diseño de una capa de alimentación para las cookies acorde con la placa
de procesamiento.
Elección de puentes HTTP con JSON para el envío de medidas a la base de datos.
Es evidente que los anteriores puntos mencionados han sido clave para el desarrollo ya
que han inﬂuido en muchas de las decisiones tomadas a lo largo de su desarrollo. Como por
ejemplo la elección de algunas tecnologías para ciertas funcionalidades (TCP/IP, HTTP
o JSON entre otros)
1.3. Objetivos
El objetivo ﬁnal de este Trabajo Fin de Grado es la simulación de la funcionalidad
ﬁnal del Enviguard port, es decir, comunicación, almacenamiento y envío de datos desde
los sensores a una base de datos. Por esta razón es conveniente dividir los objetivos en
tres principales campos:
Sistema de Comunicación con los sensores
El Enviguard Port debe ser capaz de poder enviar órdenes a los sensores, así como de
recibir los resultados de las medidas o posibles códigos de error. Para esta tarea se decidió
utilizar el protocolo de comunicación Modbus. Es por esto que el principal objetivo de
esta sección será la implementación de un cliente Modbus sobre Ethernet así como las
bibliotecas necesarias con las diferentes funcionalidades para cada sensor, como puede ser
una consulta del estado de los mismos.
Almacenamiento en memoria externa
Dado que el Enviguard Port no tendrá conexión con la base de datos permanente, será
necesario un volcado de datos sobre una memoria externa para su posterior envío. Aún se
desconoce tanto la magnitud ﬁnal de los datos que se van a enviar como el tiempo que va
a pasar el Enviguard Port sin conexión. Esto tiene una repercusión directa en la cantidad
de datos que se necesitan almacenar y por lo tanto en la tecnología utilizada para su
almacenamiento. Por este motivo, se desarrollarán tanto la funcionalidad de guardado en
una memoria Flash externa como el uso de una tarjeta SD con mayor capacidad.
Sistema de comunicación con base de datos
La comunicación con la base de datos se realizará enviando peticiones POST mediante
HTTP usando el formato JSON. Uno de los objetivos principales de esta sección es la
cesador Sam3sd8. El objetivo de esta placa es probar la funcionalidad completa del microprocesador ya
que está conectado a diferentes interfaces como pantalla LCD o memoria externa Flash entre otras
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implementación del envío de estos mensajes utilizando las plantillas previamente creadas.
El uso de estas plantillas es necesario ya que la base de datos no recibirá los datos si los
mensajes HTTP no son completados con un id de sesión facilitado en mensajes previos.
Como ya se ha mencionado, el proyecto Enviguard depende de varias entidades cada
una encargada de una tarea especíﬁca. Debido a que aún se desconoce como será la base
de datos ﬁnal, se desarrollará un servidor local que recoja y muestre los resultados de los
sensores a nivel de usurario. De esta forma además se podrá utilizar dicha base de datos
para futuros proyectos del Centro de Electrónica Industrial.
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Capítulo 2
Tecnologías empleadas
2.1. Introducción
En el presente capítulo se dará una visión general del conjunto de herramientas, tanto
a nivel de software como de hardware, de las cuales se hará uso a lo largo del proyecto.
La comprensión del funcionamiento de dichas herramientas es fundamental para poder
realizar un análisis exhaustivo y profundo de los resultados obtenidos.
2.2. Plataforma Cookies
La ARM Cortex-M3 Processing Cookie [6] es una de las capas de las cookies con las
que se va a trabajar en este proyecto. El sistema de capas sigue la arquitectura para nodos
en redes de sensores inalámbricas creada por Jorge Portilla y bautizada con el nombre de
cookies
La cualidad principal de las cookies es la modularidad, de modo que cada funcionalidad
del nodo está dividida en capas, cada una de las cuales desempeña una tarea expecíﬁca.
Al estar la funcionalidad encapsulada, se pueden modiﬁcar capas por separado sin que
ello afecte al resto del sistema. Esto permite acelerar los rediseños futuros para nuevas
aplicaciones, dotando a los nodos de gran ﬂexibilidad.
La arquitectura de la plataforma está compuesta fundamentalmente de cuatro capas
(como se muestra en la Figura 2.1):
Sensado/actuación: Incluye los sensores y actuadores que interactúan con el entorno,
así como los circuitos de acondicionamiento de señal en el caso de que sean necesa-
rios. En este Trabajo de Fin de Grado no va a ser necesaria la capa de sensado o
actuación, ya que los sensores son externos a la plataforma.
Procesamiento: Es el cerebro del nodo. Las tareas fundamentales llevadas a cabo en
esta capa son el procesado de las señales de los sensores, la gestión de las comuni-
caciones y la programación de los modos de consumo.
Comunicación: Esta capa se encarga de enviar y recibir información con la red de
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Figura 2.1: Capas generales de la estructura de las cookies
sensores. Es inalámbrica y tiene como características principales un bajo consumo,
baja tasa de datos y posibilidad de crear redes de tipo ad-hoc con distintas topolo-
gías.
Alimentación: En esta capa se generan las tensiones de alimentación necesarias para
el resto de capas de la plataforma modular.
La ARM Processing Cookie hace referencia a la capa de procesamiento. Ha sido desa-
rrollada con un microprocesador de la gama ATSAM3s8c y un reloj de 12Mhz. Una de
las principales razones por las que se escogió este microprocesador es por su amplio catá-
logo de funcionalidades, ya que permitía la incorporación de la api SMC (Static Memory
Controler) para la lectura y escritura en memorias Flash externas, o la utilización de la
aplicación HSMCI (High Speed Multimedia Card Interface) para la lectura y escritura en
tajetas SD.
La capa de procesamiento cuenta además con una entrada USB para leer datos a
través del puerto serie, una memoria externa NAND 128W3A2BN6, un lector de tarjetas
microSD y unos leds útiles para depuración. En la Figura 2.2 se puede observar la placa
anteriormente mencionada, así como todos sus componentes.
Una de las principales características de la ARM Processing Cookie es que fue diseñada
basándose en la extructura de la Sam3s-ek2, placa de desarrollo de Atmel, utilizando
algunos elementos de esta. Por ejemplo, ambas placas utilizan el mismo microprocesador,
mientras que la memoria externa es diferente ya que la utilizada en la Sam3s-ek2 está
descatalogada.
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Figura 2.2: ARM Cortex-M3 Processing Cookie
2.3. Sistema Operativo FreeRTOS
Los Sistemas Operativos en Tiempo Real (RTOS en sus siglas en inglés) se caracterizan
por el gran control sobre el tiempo de ejecución de cada tarea que se está realizando.
Los Sistemas Operativos dan la apariencia de ejecutar tareas al mismo tiempo, es decir,
son multi-tasking. El scheduler es el encargado de decidir que tarea se ejecuta en cada
momento, cuanto tiempo permanece dicha tarea en estado de ejecución y cuando se pasa
a ejecutar otra tarea. Esto permite la ilusión de estar ejecutando varias tareas al mismo
tiempo. En un RTOS el scheduler está diseñado de tal forma que permite ejecutar tareas en
tiempos predecibles. Esto resulta de gran utilidad en sistemas embebidos donde se busca
que el sistema responda en un tiempo estricto. Para conseguir este control, el usuario
puede deﬁnir que prioridades tendrán cada tarea a ejecutar.
FreeRTOS[7] es un Sistema Operativo en tiempo real de código abierto lo suﬁcien-
temente pequeño como para poder implementarse en una microcontrolador a través de
la creación de diferentes tareas. Una tarea es un segmento de código independiente que
tendrá su propio stack, ﬂags de estados y registros de estados. Es lo mismo que decir que
cada tarea tendrá su propio loop, cada uno de los cuales realizará acciones de manera
independiente al resto.
Las tareas tienen dos estados básicos:
Siendo ejecutadas: Las tareas se encuentran en este estado mientras se está ejecu-
tando parte de su código.
Sin ser ejectuadas: Dentro de este estado podemos diferenciar entre:
• Bloqueada: Cuando una tarea no se está realizando y además no es necesaria
su intervención de momento
• Suspendido: Cuando una tarea lleva mucho tiempo sin ser demandada, pasa al
modo suspendido
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• Esperando: Cuando una tarea ha sido activada, pero hay otra en ejecución
realizando una tarea atómica, es decir, que no puede ser interrumpida.
El scheduler se encarga de organizar que tarea se realiza en cada momento utilizando
un sistema de prioridades programado por el usuario. En este caso, cuando varias tareas
estén esperando, el scheduler elegirá aquella con mayor prioridad. Se puede ver un resumen
de la funcionalidad de los Sistemas Operativos en la Figura 2.3.
Figura 2.3: Gráﬁca de como un sistema operativo ejecuta varias tareas de manera apa-
rentemente simultanea
Las colas son un mecanismo de comunicación entre procesos (IPC) que permiten el
intercambio de mensajes. Por ejemplo, si la tarea A es la encargada de recibir la infor-
mación y la tarea B la encargada de almacenarla en una memoria externa. La tarea A
guarda la información en una cola especíﬁca y comunica a la tarea B que la cola está lista
para ser leída. Cuando el scheduler da paso a la tarea B, esta recogerá la información de
la cola.
2.4. Módulo W5200 de WIZnet
El chip W5200[1] es un sistema hardware TCP/IP embebido que facilita la conexión a
internet para sistemas embebidos usando el SPI (Serial Peripheral Interface). El W5200
es adecuado para usuarios que necesitan conexión a Internet en aplicaciones que utilicen
un solo chip para implementar un TCP/IP stack, 10/100 Ethernet MAC y PHY.
Además, el módulo W5200 soporta los protocolos TCP, UDP,IPv4, ICMP, ARP, IGMP
y PPPoE. Cuenta con un buﬀer interno de 32 Kbytes para almacenar los datos recibidos.
Una de sus principales ventajas es que el usuario puede implementar la aplicación Ethernet
usando simplemente un socket anteriormente programado.
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2.5. Protocolo Modbus
Modbus[2] es un protocolo de comunicación por puerto serie desarrollado por Modicon
en 1979 cuyo objetivo es transmitir información sobre el puerto serie entre dispositivos
electrónicos. El dispositivo encargado de solicitar la información se denomina como maes-
tro y los dispositivos encargados de facilitar la información son los esclavos. En una red
Modbus estandar hay un maestro y hasta 247 esclavos.
Modbus es un protocolo abierto. Se comenzó a convertir en un protocolo estandar en
la industria y hoy en día es una de las formas más utilizadas para comunicar dispositivos
en aplicaciones de control. Se suele utilizar para transmitir señales desde los actuadores o
sensores a un centro de control o concentrador de datos. Por ejemplo, una red de sensores
que mide la temperatura en varias habitaciones y envían los resultados a un ordenador
central. Existen diferentes versiones del protocolo Modbus según se comunique vía serial
(Modbus RTU o Modbus ASCII) o via Ethernet (Modbus TCP).
La información se guarda en el esclavo en cuatro diferentes tablas, dos tablas con
valores discretos (on/oﬀ) denominadas colas y otras dos tablas con valores numéricos
llamadas registros. Tanto las colas como los registros tienen una tabla de solo lectura y
otra tanto de lectura como escritura. Cada tabla tiene además 9999 valores que hacen
referencia a las posiciones de memoria situadas entre la 0x0000 y la 0x270E.
Modbus cuenta con ocho comandos diferentes, cuatro de ellos para lectura y los cuatro
restantes para escritura. La razón por la que hay cuatro comandos diferentes para cada
función es para distinguir entre leer en una cola o registro, o varias colas o registros.
2.5.1. Diferencias entre protocolos Modbus
Cabe destacar que Modbus tiene algunas ligeras variaciones en función del puerto al
que esté conectado o el lenguaje de decodiﬁcación. Es por está razón que es necesario un
estudio previo de que tecnología se va a utilizar en el proyecto.
Como se puede apreciar en la ﬁgura 2.4, toda comunicación está formada por dife-
rentes capas que determinan el formato del mensaje ﬁnal que se transmite. En el caso del
Enviguard Port se ha optado por la utilización del ethernet en la capa de acceso a la red.
El protocolo Modbus formará parte de la capa de aplicación mientras que para la capa
de transporte y de internet se ha optado por la utilización del TCP/IP.
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Figura 2.4: Modelo de capas OSI de comunicación
Es importante destacar la elección del TCP/IP ya que como se puede observar en
el modelo de capas, cada capa irá añadiendo información relacionada con el protocolo
seleccionado a su capa correspondiente. En general, el usuario solamente accede a la capa
de aplicación siendo el resto del mensaje transparente para él. Pero en el caso del protocolo
Modbus, es necesario el acceso a la capa de transporte, ya que forma parte del protocolo
Modbus sobre TCP. En la ﬁgura 2.5 se muestra la interfaz gráﬁca de un cliente Modbus
local. En la pantalla inferior dentro del círculo rojo se muestran algunos ejemplos de
mensajes Modbus over TCP/IP.
Figura 2.5: Ejemplo de mensajes captados por un cliente Modbus local
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Analizando el mensaje Modbus de ejemplo (como se ve más claramente en la ﬁgura
2.6) podemos observar dos partes claramente diferenciadas. Cada par de dígitos, escritos
en hexadecimal, representa una componente de un vector de 8 bytes. Los primeros seis
componentes hacen referencia al mensaje Modbus TCP, mientras que el resto son el dato
de la capa de aplicación, es decir, el protocolo Modbus con la información del esclavo,
comando, etc. Esta diferenciación se debe a la elección del Modbus sobre TCP/IP y al
modelo de capas anteriormente citado. Si por el contrario la transmisión de la información
hubiese sido sobre puerto serie, el mensaje Modbus solamente lo compondría la parte azul,
siendo la roja inexistente.
La parte del paquete de datos que hace referencia al TCP/IP se compone de dos datos
claramente diferenciables:
Modbus ID: Formado por los dos primeros bytes del mensaje, hacen referencia al
número de mensajes ya enviados durante la actual conexión TCP/IP, es decir, una
vez establecida la conexión, tanto el primer mensaje como su respuesta tendrán el ID
uno, mientras que el siguiente par de mensajes tendrá el ID dos, y así sucesivamente.
Número de bytes: Los cuatro siguientes bytes que siguen al Modbus ID hacen
referencia al número de bytes que contiene el paquete de datos Modbus (La parte
azul del mensaje)
Figura 2.6: Mensaje Modbus sobre capa TCP/IP
Pero la elección del protocolo de comunicación no se queda solo en la elección del Mod-
bus sobre TCP/IP. Hay dos tipos de codiﬁcaciones diferentes para el protocolo Modbus:
Modbus ASCII: Esta codiﬁcación del protocolo Modbus está basada en la codiﬁ-
cación ASCII de caracteres, por lo que cada byte de dato solo puede ser uno de los
16 carácteres decimales.
Modbus RTU: Esta codiﬁcación utiliza la representación hexadecimal, por lo que
los bytes de datos pueden variar desde 00 hasta FF.
A la hora de elegir entra una decodiﬁcación u otra tenemos en cuenta otros aspectos.
Por ejemplo, mientras que un paquete Modbus RTU ocupa solo 8 bytes, el mismo paquete
codiﬁcado en Modbus ASCII ocuparía 17 bytes. Otra diferencia notable es que mientras
los paquetes Modbus ASCII comienzan con el caracter (3A) y terminan con (0D y 0A),
los paquetes Modbus RTU marcan sus ﬁnales con un pequeño delay, es decir, que si en
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cierto periodo de tiempo no se recibe ningún dato más, se interpreta que ha sido el ﬁnal
del mensaje.
Resumiendo, para la realización tanto de este proyecto como del Enviguard Port se ha
optado por la utilización del protocolo MODBUS RTU sobre TCP/IP
2.5.2. Estructura del paquete Modbus
Como ya se ha comentado anteriormente, para poder analizar la estructura de los
paquetes Modbus se va a utilizar la representación hexadecimal, por lo que cada par de
caracteres hacen referencia a 1 byte.
Otro aspecto que también se ha comentado es como Modbus guarda los datos. Existen
dos tablas de valores discretos denominadas colas y otras dos tablas de valores numéricos
denominadas registros. De estas cuatro tablas, dos son de lectura y escritura y las otras
dos de solo lectura. Como se muestra en la ﬁgura 2.7 cada una de estas tablas tiene una
posición en memoria, recibiendo así unas direcciones diferentes.
Figura 2.7: Acceso en memoria a las diferentes tablas Modbus
Es importante destacar que los números de las colas o registros no se utilizan como
nombres de localización. Cuando se quiere escribir en una cola o registro especíﬁco se
utilizan las direcciones de dato y depende del comando utilizado, se accede a una tabla u
otra.
A continuación se analizan cada uno de los bytes característicos del protocolo Modbus.
ID de esclavo Modbus: Es el primer byte del mensaje Modbus e indica a que
esclavo va dirigida la orden. Cuando el maestro genera el mensaje, se lo envía a todos
los esclavos por igual y estos deben hacer una comprobación del ID. Si coincide con
el suyo, saben que deben ejecutar esa orden, si no, simplemente ignoran el mensaje.
Funciones Modbus: El segundo byte enviado por el master es el código de la
función que el esclavo debe ejecutar. En el protocolo Modbus existen 8 funciones
diferentes que indican al esclavo a que tabla acceder y si debe leer o escribir en ella.
Las funciones del protocolo Modbus son:
• Leer varias colas digitales de salida.
• Escribir en una cola digital.
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• Escribir en varias colas digitales a la vez.
• Leer varias colas digitales de entrada.
• Leer un registro analógico.
• Leer varios registros analógicos.
• Escribir en un registro analógico.
• Escribir en varios registros analógicos.
En la ﬁgura 2.8 se muestran todas las funciones de Modbus con sus respectivos
códigos.
Figura 2.8: Funciones del protocolo Modbus
Dato Modbus: Tras elbyte que indica la función a desarrollar por el esclavo, viene
una sucesión de bytes que cambiarán en función del comando enviado por el master
o de la respuesta del esclavo. Su extensión y contenido es, por tanto, variable para
cada mensaje.
A continuación se analizan varios ejemplos de una petición y su respuesta en una
comunicación Modbus entre un master y el esclavo.
Lectura de colas discretas
Petición: 11 01 0013 0025
11: El ID del esclavo al que va dirigido (11 hex = dirección 17).
01: El código de la función
0013: La dirección de la cola que quiero leer (0013hex = 19 + 1 oﬀset = cola 20).
0025: El número de colas que quiero leer (25hex = 37). Leo de la 20 a la 56.
Es decir, Con está petición le estoy pidiendo al esclavo número 11 que acceda a su
tabla de colas de lectura y me devuelva los datos de la cola 20 a la 56
Respuesta: 11 01 05 CD6BB20E1B
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11: El ID del esclavo que responde (11 hex = dirección 17).
01: El código de la función
05: El número de bytes que siguen (37 colas / 8 = 5 bytes).
CD: Colas de la 27 a la 20 (1100 1101)
6B: Colas de la 35 a la 28 (0110 1011)
B2: Colas de la 43 a la 36 (1011 0010)
0E: Colas de la 51 a la 44 (0000 1110)
1B: tres bites vacios y colas de la 56 a la 52 (0001 1011)
El bit más signiﬁcativo de cada byte representa el valor de la cola más alta y dis-
minuye progresivamente. Por esta razón cada byte lee de la cola más alta a la más
baja y no al revés. Como el último byte solo contiene información de 5 colas, los 3
bits más signiﬁcativos permanecen a cero.
Escritura en un registro analógico
Petición: 11 06 0001 0003
11: El ID del esclavo al que va dirigido (11 hex = dirección 17).
06: El código de la función
0001: La dirección del registro que quiero leer (0001hex = 1 + 40001 oﬀset =
registro 40002).
0003: El valor en hexadecimal que quiero guardar en el registro.
Es importante añadir que en está función de escritura, la respuesta del esclavo será
idéntica a la petición, así el máster sabe que la escritura se ha realizado con éxito.
Como ya se ha comentado, al utilizar la función 06hex se añade automáticamente
el oﬀset de 40001 a la dirección introducida para leer en la tabla correcta. De esta
forma el usuario utiliza solamente la dirección de memoria en la que quiere escribir
Respuesta: 11 06 0001 0003
Lectura de varios registros analógicos
Petición: 11 03 006B 0003
11: El ID del esclavo al que va dirigido (11 hex = dirección 17).
03: El código de la función
006B: La dirección del primer registro (006Bhex = 107 + 40001 oﬀset = registro
40110).
0003: El número de registros que quiero leer, del 40108 al 40110, ambos incluidos.
Es decir, Con está petición le estoy pidiendo al esclavo número 11 que acceda a su
tabla de registros de lectura y me devuelva los datos de los tres registros 40108,
40109 y 40110.
Respuesta: 11 03 06 AE41 5652 4340
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11: El ID del esclavo que responde (11 hex = dirección 17).
03: El código de la función
06: El número de bytes que siguen (3 registros * 2bytes = 6 bytes).
AE41: El contenido del registro 40108
5652: El contenido del registro 40109
4340: El contenido del registro 40110
En este caso Modbus no especiﬁca cual es el byte mas signiﬁcativo dentro del valor
de cada registro.
CRC byte: CRC son las siglas de Cyclic Redundancy Check. Son dos bytes situados
al ﬁnal de cada mensaje Modbus para detectar si ha habido un error. Se utiliza
cada byte del mensaje para calcularlo, es por esto que cuando un dispositivo recibe
el mensaje Modbus, lo primero que hace es calcular el CRC del mensaje y ver
si coincide con los dos últimos bytes del mensaje. De no ser así, se ha perdido
información durante el camino. La introducción o no del CRC al ﬁnal de cada
mensaje es opcional, es por esto que se ha omitido de los mensajes de ejemplo
mostrados anteriormente.
2.6. Apache y phpMyadmin
El servidor HTTP Apache[4] es un servidor web HTTP de código abierto para plata-
formas Unix (BSD o GNU/Linux entre otros), Windows, Mac y otras, que implementa
el protocolo HTTP/1.1 y la noción de sitio virtual. Es el servidor más utilizado a día de
hoy. Sus principales ventajas es que es modular y de código abierto, además de multi-
plataforma. Debido a su popularidad y a que es de código abierto, cuenta con una amplia
comunidad para conseguir ayuda o soporte.
phpMyadmin[3] es una interfaz escrita en PHP que facilita la administración de MySQL
en bases de datos. Es capaz de crear y eliminar bases de datos, crear, eliminar y alterar
tablas, borrar, editar y añadir campos a estas, ejecutar cualquier sentencia SQL, adminis-
trar claves en campos, administrar privilegios y exportar varios formatos. Ahora mismo
es una herramienta gratuita y se encuentra disponible bajo la licencia GPL Versión 2.
La utilización de phpMyadmin facilita mucho la creación de la base de datos gracias a
su interfaz gráﬁca. Conectándose al host local y con un navegador web se puede acceder
a la base de datos y desde ahí, editar los campos con total facilidad.
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Capítulo 3
Enviguard Port: Funcionalidad y
organización interna
3.1. Introducción
En este capítulo se va a analizar entrando en más detalle la funcionalidad del Envi-
guard port así como la estructura de su sistema operativo. Debido al amplio número de
especiﬁcaciones y tareas que debe realizar, se ha decidido dividir este capítulo en cuatro
grandes apartados, centrando cada uno de ellos en una tarea especíﬁca del Enviguard
Port. Por este motivo, se comenzará hablando de la organización interna general del dis-
positivo, el por qué se han elegido las tareas del FreeRTOS y como están programadas
cada una de las funciones.
Los siguientes tres apartados hacen mención a las diferentes tareas del dispositivo,
divididas en Comunicación con los sensores, Comunicación con la base de datos y alma-
cenamiento en la memoria. Dentro de cada apartado se especiﬁcan los aspectos técnicos
de la programación y funcionalidad del Enviguard Port.
Es importante aclarar que a lo largo de esta sección se va a hacer uso de ﬂujogramas
para representar los diferentes comportamientos.
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3.2. Estructuración software del dispositivo
3.2.1. Inicialización de las cookies
Durante la inicialización del dispositivo se realizan las tareas representadas en la ﬁgu-
ra 3.1. En esta parte es donde se llama a las funciones que inicializan el hardware. Cuando
se habla de hardware en el Enviguard Port se hace referencia a los distintos periféricos de
cada capa de las Cookies. En este caso, hay que inicializar el micro ATSAM y el reloj que
estemos utilizando, la capa de comunicación ethernet y la memoria ﬂash.
Figura 3.1: Tareas de inicialización de las cookies
A continuación se detallan cada una de las funciones de inicialización del hardware.
board-init(): Esta función inicializa todos los puertos necesarios para la cookie
ARM, que es la cookie de procesamiento que se está utilizando para el Enviguard
Port. Como se ha comentado anteriormente, el micro que se está utilizando tiene
una gran cantidad de puertos y registros para poder controlar una gran variedad
de periféricos. Es muy importante tener claro cuales van a ser los periféricos y las
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interfaces que se van a utilizar.
A continuación se enumeran las interfaces que se inicializan
• Conﬁguración de leds de depuración: Sirven para dar una visión al usuario de
en que estado se encuentra el Enviguard Port
• Conﬁguración del botón de Reset
• Conﬁguración de la UART (Universal Asynchronous Receiver-Transmitter).
• Conﬁguración de pines ADC
• Conﬁguración de los pines SPI: Los cuales van a ser necesarios a la hora de
utilizar el módulo W5200.
• Conﬁguración de los pines EBI (External Bus Interface): Se encarga del ma-
peo de los registros en la Matrix del micro para su uso posterior con algunas
interfaces 1
• Conﬁguracion de los pines HSMCI: Necesarios para la lectura y escritura en la
memoria SD.
La conﬁguracion de los pines se hace utilizando una API gpio, que permite una
fácil identiﬁcación de los registros etiquetándolos bajo un nombre facilitado por el
usuario.
sysclk-init(): Sirve para conﬁgurar la fuente del reloj del sistema
ethernet-init(): En esta función se inicializa la parte del hardware destinada a la
comunicación ethernet. La inicialización se hace de acuerdo a las especiﬁcaciones
detalladas en la datasheet del módulo W5200. Podemos dividirla en tres partes
diferentes:
Inicialización del SPI como maestro
Como ya se ha comentado previamente, la comunicación entre el módulo W5200 y
el micro ATSAM se realiza mediante la interfaz SPI. Este tipo de comunicaciones
tienen dos partes claramente diferenciadas:
• Maestro: Es el encardado de dar las órdenes a los diferentes esclavos.
• Esclavos: Reciben las órdenes del master y envían los resultados al mismo
En este caso, el microprocesador se va a comportar como master, mientras que el
módulo W5200 será el esclavo. Otro aspecto importante para la conﬁguración es el
ancho del bus de datos, ya que ambas partes de la comunicación deben coincidir con
la misma conﬁguración.
Activar el nReset para el W5200
Una vez que se ha indicado que el módulo W5200 se va a comportar como un esclavo,
es necesario resetearlo. Para ello, se desactiva el nReset(ya que es activo por nivel
bajo). Según las especiﬁcaciones del módulo, es necesario dejar como mínimo el
nReset desactivado durante un segundo. Como tampoco es una cantidad de tiempo
que comprometa el funcionamiento del Enviguard Port durante su inicialización, se
ha optado por realizar un bloqueo de un segundo tras la desactivación del nReset.
Así sabemos con certeza que se supera el tiempo mínimo indicado.
1En el caso de este proyecto se va a utilizar la SMC del microprocesador.
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Conﬁguración del ethernet a nivel de software
Una vez inicializado el hardware del módulo W5200, se da paso a la inicialización
de las constantes necesarias para la conexión ethernet. En esta parte se inicializan
los siguientes campos:
• Dirección MAC del Enviguard Port.
• Dirección subred del Enviguard Port.
• Dirección IP Local.
• Gateway.
• Direcciones IP de destino y puertos: Se conﬁguran las tres direcciones IP de
los tres diferentes sensores.
• Direccion IP de la base de datos y puerto.
Es importante destacar que debido a la falta de información por parte externa del
proyecto de Enviguard, las simulaciones del Enviguard Port se han generado con la
dirección IP donde está situada la base de datos para depuración. Por este mótivo
las direcciones y los puertos son:
Dirección IP sensor = 138.100.74.84
Dirección IP base de datos = 138.100.74.84
Puerto comunicación MODBUS = 502
Puerto comunicación HTTP = 80
init-external-ﬂash(): Esta función se encarga de inicializar la memoria externa
utilizada en la ARM Cortex. Al tratarse de una memoria NAND no necesita inicia-
lización de Hardware, por lo que esta sección trata exclusivamente sobre su inicia-
lización a nivel de software.
Para el acceso a la memoria es necesario conocer algunos valores, como el ancho
de página, número de bloques o páginas por bloque. Hay varias formas de obtener
estos datos. Una de ellas es la obtención directa desde la hoja de características o
datasheet de la memoria escogida y guardar directamente los valores en constantes
del programa. Debido a la modularidad que se quiere conseguir en el Enviguard
Port, esta opción fue descartada. En su vez se optó por una función que acceda al
ID de la memoria, en el cual se encuentra toda la información respecto a sus tamaño,
bloques y páginas.
Por ese motivo, está función se encarga de acceder al ID de la memoria para obtener
la información, consiguiendo así una mayor ﬂexibilidad ante futuros cambios de la
memoria ﬂash.
Tras obtener el ID y la información necesaria, se realiza un borrado general de la
memoria para vaciarla de cualquier dato residuo que pueda contener y que pueda
diﬁcultar su uso en el futuro.
init-software-variables(): Como se ha comentado anteriormente, el programa ha-
ce uso de varias máquinas de estado gestionadas por variables globales que marcan
en todo momento en que estado se encuentra cada una de las tareas. Esta función
no hace otra cosa que inicializar todas esas variables estado a su estado de reset.
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3.2.2. Inicialización del freeRTOS
En este punto de la inicialización el hardware y los dispositivos que se van a utilizar
están ya operativos. Es el momento de conﬁgurar el sistema operativo FreeRTOS y crear
las tareas que se van a utilizar tras el arranque. Por especiﬁcaciones del sistema opera-
tivo, es necesario inicializar antes las tareas que se van a utilizar que el scheduler y su
conﬁguración.
3.2.2.1. Inicialización de las tareas
Como se va a comentar más adelante con más detalle, se han desarrollado cinco tareas
diferentes para poder cubrir todas las funcionalidades del Enviguard Port. La inicializa-
ción de las tareas es necesaria realizarla antes de la inicialización del scheduler ya que en
su conﬁguración se deben especiﬁcar algunos aspectos relacionados con las tareas previa-
mente inicializadas.
La inicialización de una tarea consta de dos partes principales:
inicialización de semáforos y listas utilizados por la tarea.
Inicialización de la tarea en sí. En esta parte es donde se especiﬁca el nombre, el
tamaño y la prioridad de la tarea entre otros aspectos.
3.2.2.2. Conﬁguración del freeRTOS
Como se ha comentado anteriormente. El orden de ejecución de las tareas en el sistema
operativo viene determinado por un Scheduler. Este Scheduler se encarga de dar paso a
unas tareas o a otras en función del número de prioridad que se le haya asignado a
cada una. Por este motivo es necesaria la creación de una tarea denominada idletask
con la prioridad menos importante de todas. Esta tarea no debe realizar acción alguna,
pero le indica al scheduler a que tarea dar paso en caso de no haber ninguna en estado
"preparada".
Resumiendo, la idletask es necesaria ya que siempre tiene que haber una tarea en
ejecución. Al darle la menor prioridad, esta se ejecutará solamente cuando ninguna otra
tarea necesite ser ejecutada.
Esta tarea se crea en la conﬁguración inicial del freeRTOS junto con la conﬁguración
del scheduler. Algunos de los campos que se conﬁguran son:
Scheduler individual o compartido
Selección de tareas general u optimizada.
tickless idle
Conﬁgurar la frecuencia de reloj
Conﬁgurar la frecuencia de interrupción
Conﬁgurar prioridades máximas para cada tarea
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Conﬁgurar el stack size de cada tarea
Conﬁgurar el máximo tamaño del nombre de las tareas
Conﬁgurar el uso de semáforos
Conﬁgurar el uso de semáforos recursivos
Conﬁgurar tamaño máximo de colas
Conﬁgurar dirección estática y dinámica de la memoria
Conﬁgurar el uso de co-rutinas y sus prioridades
Conﬁgurar el uso de timers
3.2.3. Estructura y comportamiento general
Como se ha comentado en apartados anteriores, el Enviguard Port tiene la función de
almacenamiento de datos y subida a la base de datos web. Además dota de inteligencia
a toda la red de sensores, ya que organiza los tiempos de medida y ofrece un feedback al
obtener información del estado de los sensores.
A parte, como se puede recordar, uno de los principales requisitos del Enviguard Port
era la modularidad. Por este motivo y dado que la red va a contar con tres tipos de sensores
diferentes, se ha optado por la inclusión de tres tareas completamente diferenciadas.
Los detalles más importantes en la elección de la estructura fueron la diferencia de
los tiempos de muestreo y la funcionalidad de los sensores. Dichos sensores se encuentran
desactivados en su estado de Reset y es tarea del Enviguard Port decidir cada cuanto
tiempo se va a realizar la medida. Cada sensor tiene un tiempo de medición diferente por
lo que tras el comienzo de la medición, el Enviguard Port consultará periodicamente el
estado del sensor. Dicha función se desarrolla periodicamente debido a que el sensor no
puede enviar señales sin que el dispositivo lo solicite.
Figura 3.2: Los tiempos que las tareas permanecen dormidas
Se han desarrollado cuatro tareas diferentes para poder cubrir todas las funcionalidades
del Enviguard port. Como se puede ver en la ﬁgura 3.3 va a haber una tarea por sensor
más una tarea adicional, la WEBtask.
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Cada tarea va a tener tres máquinas de estados diferentes, una encargada para cada
tarea. Como se puede apreciar en la ﬁgura 3.3, se ha desarrollado una máquina de estados
para la comunicación Modbus con el sensor, otra para el almacenamiento y una última
para obtener la localización GPS. La WEBtask se encarga de subir los datos a la base de
datos web, por lo tanto es crucial que esté al tanto del estado de cada tarea. Si se ejecuta
la WEBtask y alguna de las tareas de los sensores aún no ha guardado exitosamente los
datos en la memoria, está debe de saberlo para no subir datos erroneos o a medias a la
base de datos. Es por este motivo que se han generado tres variables globales que guardan
la información del estado de cada tarea en todo momento. Así, cuando la WEBtask se
ejecute, solamente subirá los datos a la base de datos si la variable de estado de la tarea
está ready.
Figura 3.3: Funcionamiento general de las principales tasks del proyecto
En la ﬁgura 3.4 se muestra el proceso de la tarea PHOSDI-task elegida para explicar
el funcionamiento general del Enviguard port, ya que los tres sensores funcionarán de
manera similar.
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El funcionamiento comienza con una consulta para ver si se ha establecido o hay abierta
alguna conexión con el sensor, en el caso de no haberla, se procede a su inicialización.
En cuanto se establece la conexión, se accede al estado del sensor. Si el sensor tiene
la medida preparada, se procede a su obtención, seguido de la orden de comenzar una
medida nueva. Tras este comando, se ﬁnalizará la conexión y se codiﬁcarán los datos en un
orden especíﬁco para su posterior almacenaje. Cuando el dato esté codiﬁcado, se cambia
la variable global del sensor al estado measure-ready indicando así que la medida ha sido
correctamente procesada y dando lugar a su almacenado cambiando la variable estado de
la memoria.
Una vez en este estado, se procede a almacenar el dato ya codiﬁcado en la memoria,
cambiando después la variable global a web-ready para indicar al la WEB-task que la
medida ha sido correctamente almacenada y que está disponible para subirla a la base
de datos. Es importante aclarar que para no interrumpir el proceso de obtención de la
medida, la variable global del estado volverá a su estado inicial en el momento en el sensor
indique que su medición está lista.
Figura 3.4: Funcionamiento de la tarea para el PHOSDI sensor
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3.3. Comunicación Modbus con los sensores
En los siguientes subapartados se explica entrando el detalle el funcionamiento de la
comunicación del Enviguard Port con los sensores. Debido a que los tres sensores tendrán
una estructura muy similar, se ha decidido utilizar el PHOSDI-sensor como ejemplo para
mostrar el funcionamiento.
3.3.1. Implementación de Modbus en el Enviguard Port
Para la implementación del protocolo Modbus en el Enviguard Port se ha desarrollado
una estructura de capas o niveles. En la capa más externa encontramos la aplicación más
accesible a nivel de usuario, es decir, está formada por las funciones de cada sensor en
particular. La idea es hacer transparente al usuario todo el funcionamiento del protocolo
Modbus, creando así funciones tipo get-medida y obtener la medida en un vector sin
preocuparse del funcionamiento del protocolo.
En el segundo nivel en cambio, se encuentran las funciones que manejan que tipo de
función se desea enviar por Modbus, escribir en un registro o leer varias colas. En este
nivel se gestionan también las funciones de envío y recepción de datos del módulo W5200.
Por último, en el tercer nivel se gestionan las funciones que van preparando el paquete
Modbus para su envío según las especiﬁcaciones dadas por las capas superiores.
A continuación se comenta en más detalle cada uno de estos niveles y la forma en la
que se comunican entre ellos. El primer nivel o nivel de usuario está particularizado para
cada sensor, por lo que habrá un archivo de funciones para cada sensor. En la ﬁgura 3.5
se puede ver de una manera más visual estos tres niveles mencionados.
Figura 3.5: Estructura de capas implementada en el Enviguard Port
3.3.1.1. Funciones de paquete Modbus:
Este es el nivel más profundo de los tres. En este nivel se trabaja con un vector vacío
con componentes de valor 1byte. Esto facilita después la decodiﬁcación ya que cada com-
ponente representa dos caracteres del sistema hexadecimal y muchos bytes característicos
del protocolo ocupan simplemente 1 byte.
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Es importante destacar que esta biblioteca está basada en la biblioteca Modbus-rtu
para Linux, de la cual se han extraido algunas funciones creando las modiﬁcaciones nece-
sarias o programando algunas nuevas. Algunas de las funciones que se pueden encontrar
en esta libreria son:
Las tablas utilizadas para la creación del CRC del paquete Modbus.
La función que calcula el CRC.
La función que introduce el ID del esclavo al se quiere enviar la petición.
Una función que rellena la parte del mensaje Modbus que hace referencia a la comu-
nicación TCP. Como se vio en la ﬁgura 2.6, esta función rellena el ID del mensaje
Modbus y un byte con la información de la longitud del mensaje Modbus.
Una función que une en un mismo vector los resultados de las funciones anterior-
mente mencionadas.
3.3.1.2. Funciones Modbus:
En esta capa se combinan dos funcionalidades diferentes. La encargada de juntar cada
parte característica del paquete Modbus en un mismo vector y la que envía y recibe vía
ethernet (utilizando el módulo W5200) los paquetes de datos.
Cada función sigue el mismo esquema de funcionamiento, como se puede apreciar en
la ﬁgura 3.6. Primero se calcula la longitud total del mensaje y se añade el byte del ID
del esclavo. A continuación se añade la parte que hace referencia al TCP/IP y se aumenta
el ID del Modbus en una unidad. Después se añade la parte de la función que se quiere
enviar y los datos del paquete necesarios acorde a esa función. Si se va a utilizar el CRC
en la comunicación, se añade el último byte mientras que la comunicación funciona sin
CRC se dejá tal y como está.
En este momento en el que el vector está preparado, el sistema operativo entra en modo
atómico (no puede ser interrumpido durante este proceso) y se envía el paquete Modbus.
En este momento el sistema operativo está a la espera de recibir la respuesta del esclavo.
Es importante destacar que el proceso debe ser atómico debido a que la comunicación
Modbus-RTU funciona con unos delays que marcan el ﬁnal del mensaje.
Cuando se ha recibido el paquete Modbus se guarda en un vector la parte de los
datos (se desprecia la parte TCP/IP) y se comprueba que se ha recibido correctamente
utilizando la componente del vector que contiene la información del número de bytes del
mensaje Modbus enviado.
Se podría pensar que el bloqueo realizado durante la operación atómica afecta a los
delays de la comunicacióm Modbus. Esto no ocurre ya que el módulo W5200 contiene un
buﬀer de memoria donde va almacenando los datos según los recibe. El Enviguard Port
recibe el dato completo del sensor, pero se almacena en el buﬀer del W5200. Una vez
allí, los tiempos no son tan importantes. Por este motivo la operación de lectura desde el
buﬀer del W5200 al programa no se hace de manera atómica.
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Figura 3.6: Funcionamiento genérico de las funciones Modbus
La ﬁgura 3.6 representa un ﬂujograma genérico para cada una de las funciones de
Modbus. Todas ellas siguen en cierto modo el ﬂujograma de la ﬁgura, pero con diferentes
cambios. A continuación se enumeran las funciones habilitadas para la comunicación (ya
que no se va a hacer uso de todas las funciones del protocolo) y las diferencias que siguen
respecto al ﬂujograma.
Lectura de colas digitales: Es el ejemplo mostrado en el ﬂujograma anterior,
por lo que su funcionalidad está ya descrita. Corresponde con el código 01hex en el
protocolo Modbus.
Escritura de una cola digital: Esta función hace referencia a la petición con
código 05hex del protocolo Modbus. El paquete se crea de la misma manera que la
mostrada en el esquema, mientras que la comprobación es diferente. En este caso, el
esclavo responderá con un mensaje idéntico al enviado por el máster. Cuando este
es recibido, se comprueba que sea igual al mensaje enviado para asegurarnos de que
la petición se ha realizado con éxito.
Escritura de un registro analógico: La escritura de un registro analógico sigue
la misma estructura que la función de escritura en una cola digital. La comprobación
Alejandro García Gener 39
3.3. COMUNICACIÓN MODBUS CON LOS SENSORES
se realiza comparando en mensaje enviado y recibido. Esta función corresponde con
la petición de código 06hex del protocolo.
Escritura de varias colas digitales: En esta función (código 15hex del protocolo)
es necesario calcular antes de enviar la petición la cantidad de bytes de datos que
se va a recibir ya que la longitud del vector variará según el número de colas en
las que queramos escribir. Al ser una petición de escritura, la comprobación de
que se ha realizado correctamente la escritura se hace como en los casos anteriores,
comparando el mensaje enviado con el recibido
Escritura de varios registros analógicos: Función con código 16hex del proto-
colo. Se desarrolla de la misma manera que la función de escritura en varias colas
digitales. Tanto la comprobación como el cálculo de la longitud del mensaje recibido
siguen la misma estructura.
3.3.1.3. Funciones del PHOSDI-sensor
Este nivel es el nivel más superﬁcial de los tres. Como se ha comentado anteriormente,
este nivel está pensado para que cualquier usuario pueda conectarse con el sensor PHOSDI
sin preocuparse del protocolo Modbus y su funcionalidad. Como se muestra en la ﬁgura 3.7,
la idea es introducir el socket TCP previamente abierto y los datos necesarios para cada
función, es decir, el esclavo al cual se dirige el mensaje, el vector donde guardar los datos
de lectura o si el mensaje va con CRC o sin él.
Figura 3.7: Funcionamiento genérico de las funciones Modbus
Por este motivo, se ha desarrollado una biblioteca con las funciones principales que se
van a utilizar para conectarse con el sensor PHOSDI. Estas funciones corresponden con
las peticiones que el Enviguard Port realizará al sensor. A continuación se detallan dichas
funciones, mostrando su arquitectura y objetivos.
get-serial-number: La función envía una petición de lectura del serial number
y devuelve el MB-STOP si se ha recibido correctamente todo. Si ha habido error,
devuelve un -1.
param[in] socket-A previamente abierto para el TCP.
param[in] mb-id el id del mensaje. Empieza en 1 para la comunicación y se suma
cada mensaje.
param[in] mb-setup struct donde se indica el esclavo al cual vamos a hablar.
param[in] crc-state si queremos crear el frame con o sin CRC. CRC-ON o CRC-OFF.
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param[in] *mb-string el vector donde nos viene la version. Debe ser de al menos 20
componentes.
return -1 si ha habido error o MB-STOP si todo ha ido bien.
get-version-number: La función envía una petición de lectura de la version del
software y devuelve el MB-STOP si se ha recibido correctamente todo. Si ha habido
error, devuelve un -1.
param[in] socket-A previamente abierto para el TCP.
param[in] mb-id el id del mensaje. Empieza en 1 para la comunicación y se suma
cada mensaje.
param[in] mb-setup struct donde se indica el esclavo al cual vamos a hablar.
param[in] crc-state si queremos crear el frame con o sin CRC. CRC-ON o CRC-OFF.
param[in] *mb-string el vector donde nos viene el serial number. Debe ser de al
menos 20 componentes.
return -1 si ha habido error o MB-STOP si todo ha ido bien.
start-measurement: La función envía una petición de escritura para empezar a
medir y devuelve el MB-STOP si se ha recibido correctamente todo. Si ha habido
error, devuelve un -1.
param[in] socket-A previamente abierto para el TCP.
param[in] mb-id el id del mensaje. Empieza en 1 para la comunicación y se suma
cada mensaje.
param[in] mb-setup struct donde se indica el esclavo al cual vamos a hablar.
param[in] crc-state si queremos crear el frame con o sin CRC. CRC-ON o CRC-OFF.
return -1 si ha habido error o MB-STOP si todo ha ido bien.
stop-measurement: La función envía una petición de parada y devuelve el MB-
STOP si se ha recibido correctamente todo. Si ha habido error, devuelve un -1.
param[in] socket-A previamente abierto para el TCP.
param[in] mb-id el id del mensaje. Empieza en 1 para la comunicación y se suma
cada mensaje.
param[in] mb-setup struct donde se indica el esclavo al cual vamos a hablar.
param[in] crc-state si queremos crear el frame con o sin CRC. CRC-ON o CRC-OFF.
return -1 si ha habido error o MB-STOP si todo ha ido bien.
wait-measurement: La función envía una petición de escritura para devolver el
sensor a su estado inactivo. Devuelve el MB-STOP si se ha recibido correctamente
todo. Si ha habido error, devuelve un -1.
param[in] socket-A previamente abierto para el TCP.
param[in] mb-id el id del mensaje. Empieza en 1 para la comunicación y se suma
cada mensaje.
param[in] mb-setup struct donde se indica el esclavo al cual vamos a hablar.
param[in] crc-state si queremos crear el frame con o sin CRC. CRC-ON o CRC-OFF.
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return -1 si ha habido error o MB-STOP si todo ha ido bien.
emergency-stop: La función envía una petición de escritura de parada de emer-
gencia y devuelve el MB-STOP si se ha recibido correctamente todo. Si ha habido
error, devuelve un -1.
param[in] socket-A previamente abierto para el TCP.
param[in] mb-id el id del mensaje. Empieza en 1 para la comunicación y se suma
cada mensaje.
param[in] mb-setup struct donde se indica el esclavo al cual vamos a hablar.
param[in] crc-state si queremos crear el frame con o sin CRC. CRC-ON o CRC-OFF.
return -1 si ha habido error o MB-STOP si todo ha ido bien.
get-err-code: La función envía una petición de lectura del error code y devuelve el
MB-STOP si se ha recibido correctamente todo. Si ha habido error, devuelve un -1
param[in] socket-A previamente abierto para el TCP.
param[in] mb-id el id del mensaje. Empieza en 1 para la comunicación y se suma
cada mensaje.
param[in] mb-setup struct donde se indica el esclavo al cual vamos a hablar.
param[in] crc-state si queremos crear el frame con o sin CRC. CRC-ON o CRC-OFF.
param[in] *mb-error donde queremos guardar el dato de error.
return -1 si ha habido error o MB-STOP si todo ha ido bien.
get-status: La función envía una petición de lectura del estado de la medida y
devuelve el MB-STOP si se ha recibido correctamente todo. Si ha habido error,
devuelve un -1.
param[in] socket-A previamente abierto para el TCP.
param[in] mb-id el id del mensaje. Empieza en 1 para la comunicación y se suma
cada mensaje.
param[in] mb-setup struct donde se indica el esclavo al cual vamos a hablar.
param[in] crc-state si queremos crear el frame con o sin CRC. CRC-ON o CRC-OFF.
param[in] *sensor-status donde queremos guardar el dato.
return -1 si ha habido error o MB-STOP si todo ha ido bien.
get-measure: La función envía una petición de lectura de las medidas en concen-
traciones y devuelve el MB-STOP si se ha recibido correctamente todo. Si ha habido
error, devuelve un -1.
param[in] socket-A previamente abierto para el TCP.
param[in] mb-id el id del mensaje. Empieza en 1 para la comunicación y se suma
cada mensaje.
param[in] mb-setup struct donde se indica el esclavo al cual vamos a hablar.
param[in] crc-state si queremos crear el frame con o sin CRC. CRC-ON o CRC-OFF.
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param[in] *n-measures Vector que contiene en cada componente que sensor quiero
leer.
param[in] *conc-res-chan un vector donde en cada componente tienes los datos de
los sensores pedidos.
return -1 si ha habido error o MB-STOP si todo ha ido bien
get-units: La función envía una petición de lectura de las unidades (mg, ml, L...)
y devuelve el MB-STOP si se ha recibido correctamente todo. Si ha habido error,
devuelve un -1.
param[in] socket-A previamente abierto para el TCP.
param[in] mb-id el id del mensaje. Empieza en 1 para la comunicación y se suma
cada mensaje.
param[in] mb-setup struct donde se indica el esclavo al cual vamos a hablar.
param[in] crc-state si queremos crear el frame con o sin CRC. CRC-ON o CRC-OFF.
param[in] *n-measures Vector que contiene en cada componente que sensor quiero
leer [1,2,3,...,12].
param[in] *conc-unit-chan un vector [j][k] donde en cada ﬁla tienes la cadena de
caracteres (k=20) y j igual al número de sensores que quiero leer.
return -1 si ha habido error o MB-STOP si todo ha ido bien.
Alejandro García Gener 43
3.4. ALMACENAMIENTO DE DATOS EN MEMORIA
3.4. Almacenamiento de datos en memoria
Una de las funcionalidades del Enviguard Port es el almacenamiento provisional de las
medidas que recoge de los sensores para su posterior envío a una base de datos. Debido a la
falta del conexión continua con dicha base de datos, es necesario disponer de una memoria
lo suﬁcientemente grande para almacenar los datos hasta que la conexión con la base de
datos esté disponible. A continuación se detallan tanto el uso como el funcionamiento de
dicha memoria externa y su implementación y utilización en este proyecto.
3.4.1. Memoria externa NAND ﬂash
3.4.1.1. Características[5]
Se ha escogido la memoria NAND ﬂash TOSHIBA TH58NVG4S0HTA20 para la
realización de este proyecto. Es una memoria NAND de 16 Gbit de tipo serie que utiliza
los pines I/O para el envío de datos, comandos y direcciones de memoria. En la ﬁgura
3.8 se puede ver la distribución de todos los pines en su totalidad. Aquellos nombrados de
la forma NC no se utilizan y por lo tanto, no son relevantes para el uso de la memoria.
Figura 3.8: Asignación de pines de la memoria ﬂash
Los pines que gestionan el funcionamiento de la memoria son los siguientes:
CE: Chip enable. La memoria entra en modo de bajo consumo mientras el CE esté
activo. Cada vez que se vaya a hacer uso de la memoria, es necesario poner a cero
el CE correspondiente.
WE: Write enable. Esta señal es utilizada para el control de la adquisición de datos
a la memoria desde el puerto I/O.
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RE: Read enable. Controla la salida de datos por el puerto serial. El dato está
disponible tras un ﬂanco de bajada en la señal RE.
CLE: Command latch enable. Esta señal se utiliza para indicar que el dato introdu-
cido por el puerto serie hace referencia a un comando (ya sea de lectura o escritura).
ALE: Address latch enable. Esta señal es utilizada para guardar información en
el registro de direcciones. Indica que el dato introducido por el puerto serie hace
referencia a una dirección
WP : Write protect. Esta señal se utiliza para proteger a la memoria de programa-
ciones o borrados de memoria accidentales.
RY/BY: Ready/Busy. Indica si la memoria está ocupada realizando una operación
o está lista para realizar una nueva.
I/O(1 to 8): Los ocho pines utilizados para transferir datos, comandos y direcciones
a la memoria.
Vcc: Alimentación a 3.3V
La memoria está distribuida en dos grandes bloques de 8Gbit independientes entre
ellos. Cada CE habilita una parte u otra. Si se hace una petición de lectura con el CE1
habilitado, la lectura se hará en el primer bloque de la memoria de 8Gbit, mientras que
el CE habilitado es el 2, la lectura se hará en el segundo bloque. Para este proyecto
basta con una memoria de 8Gbit. Por este motivo solamente se hará uso del CE1 y de la
primera sección de la memoria ya que se estima que esta cantidad será suﬁciente para los
propósitos del proyecto.
Dentro de la primera sección de memoria se observa que esta está dividida en bloques,
como se muestra en la ﬁgura 3.9. Cada uno de estos bloques a su vez está dividido en
páginas con un ancho de 4352 bytes cada una, de los cuales 4096 están destinados al
almacenamiento y los restantes 256 a la redundancia u otros usos.
Cada bloque cuenta con un total de 64 paginas y a su vez, cada sección de la memoria
con 4096 bloques diferentes. Lo cual da unos números de:
1 pagina = 4352 bytes.
1 bloque = 4352 bytes x 64 páginas = (256K + 16K) bytes.
1 sección = 4352 bytes x 64 páginas x 4096 bloques = 1Gbyte o 8Gbit.
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Figura 3.9: Distribución de la memoria ﬂash
Los diferentes modos de operación están gestionados por los pines anteriormente ex-
plicados. Por el puerto serie de 8 bits de ancho se va a transmitir la información tanto de
los datos, como de los comandos, como de las direcciones. La forma de diferenciar entre
unos y otros es a través la ﬁgura 3.10.
La H indica que el pin debe estar activo (nivel 1, HIGH) mientras que la L indica lo
contrario (nivel 0, LOW). El WE en la ﬁla del command input indica que se activa por
nivel acto. En cambio, el RE en el Serial data Output es activo por nivel bajo. El asterisco
indica que la situación de ese pin no es relevante para esa función en concreto.
Figura 3.10: Lógica de las diferentes funciones de la memoria ﬂash
Las principales diferencias son que el pin CLE y el ALE gestionan si el dato que se
está introduciendo es un comando, una dirección o un dato. Como ambos son funciones
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de tipo input, el RE debe estar a nivel alto y con la subida de ﬂanco del WE se indica en
que momento se está escribiendo. Por otro lado, la función de lectura tiene el WE activo
mientras que indicamos cuando leer con el ﬂanco de bajada del RE.
Además de las funciones de la ﬁgura 3.10, la memoria puede realizar operaciones más
especíﬁcas, como leer una pagina en concreto, borrar un bloque, etc. Estás funciones tienen
un ID único que indica a la memoria que operación se quiere realizar. En la ﬁgura 3.11
se enumeran las funciones disponibles en este dispositivo con sus ID correspondientes.
Figura 3.11: Diferentes funciones de la memoria ﬂash
Es importante ver que hay varias funciones cuyo ID ocupa dos bytes. En estos casos,
la escritura del comando se debe hacer en dos ciclos de escritura diferentes, tal y como
muestra la propia ﬁgura 3.11. Aunque a la hora de la implementación solo se haga uso
de unas pocas funciones, es importante el conocimiento de todas ellas para poder escoger
después las más adecuadas para el Enviguard Port.
La introducción de datos por el puerto serie se hace utilizando los 8 bits destinados
a la entrada y salida, siendo el I/O8 el más signiﬁcativo, tal y como se puede ver en la
ﬁgura 3.12
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Figura 3.12: Diferentes funciones de la memoria ﬂash
A la hora de utilizar una memoria NAND ﬂash hay que tener muy en cuenta los
tiempos durante los cuales las señales se mantienen activas o no. Cada memoria tiene una
tabla donde indica los máximos y mínimos que debe estar activa o no cada señal durante
las distintas funcionalidades. Este dato es importante ya que es necesario programar el
microprocesador con los ciclos de reloj especíﬁcos para los tiempos de cada memoria.
3.4.1.2. Ejemplos de funciones de lectura y escritura
Se ha hablado de las distintas partes y funcionalidades de la memoria que son ne-
cesarias conocer para su correcto funcionamiento. A continuación se muestran algunos
diagramas temporales para una mejor comprensión del funcionamiento de la memoria.
Además, es necesario el estudio de los diagramas temporales para la correcta programa-
ción.
Escritura de función
Figura 3.13: Diagrama temporal de la escritura de comando en la ﬂash
Como se va a proceder a la escritura de una orden, el CLE debe estár activado mientras
que el ALE está a cero. La señal que da la orden de lectura es WE, en su ﬂanco de subida
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el CE debe estar desactivado y el comando en el puerto serie. La escritura se da lugar
justo en el ﬂanco de subida de la señal WE.
Escritura de una dirección
Figura 3.14: Diagrama temporal de la escritura de dirección en la ﬂash
Cuando indicamos una dirección a la memoria, lo hacemos a un bloque y página
determinados. La dirección entera contiene 5 bytes, dos de ellos para el bloque y el resto
para la página. Por este motivo, la escritura de una dirección se debe hacer en cinco ciclos
diferentes de escritura, tal y como se ve en la ﬁgura 3.14. Al ser una dirección, la señal
ALE se mantiene activa durante todo el proceso de escritura (los cinco ciclos) al igual que
la señal CLE se mantiene desactivada.
El CE puede estar tanto activo como inactivo siempre que se encuentre a cero durante
la escritura. Lo importante es la señal WE. Esta señal deberá tener cinco ﬂancos de
subida diferentes, uno de ellos para cada byte de la dirección, por lo que es impresicindible
coordinar los ocho puertos I/O con esta señal. Las lineas verticales del diagrama muestran
los cinco ciclos de escritura en la memoria.
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Escritura de datos
Figura 3.15: Diagrama temporal de la escritura de datos en la ﬂash
Al igual que el caso anterior, la escritura de datos se hace en varios ciclos de escritura.
Como estamos introduciendo datos, las señales CLE y ALE deben estar a nivel bajo, al
igual que el CE. El WE se deberá coordinar junto con los pines I/O para cada periodo
de escritura de datos.
Lectura de datos
Figura 3.16: Diagrama temporal de la lectura de datos en la ﬂash
En este caso se va a leer la información del puerto I/O, por lo que las señales ALE
y CLE no son relevantes. Al igual que en las anteriores funciones, el CE debe estar
desactivado. En este caso es el ﬂanco de subida de la señal RE la que marca los ciclos de
lectura.
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Lectura del ID de la memoria
Figura 3.17: Diagrama temporal de la lectura de datos en la ﬂash
Este es el primer ejemplo que se muestra de una operación completa. Se puede observar
en la ﬁgura 3.17 como primero se envía el comando, en este caso, el 90hex. Como el
comando solo ocupa 1 byte se puede realizar su escritura en un solo ciclo. Durante este
ciclo el CLE se encuentra activo (ya que se está introduciendo un comando) y el ALE
a nivel bajo. El CE se puede desactivar al principio de la función y dejarlo desactivado
durante todo el proceso para evitar complicaciones innecesarias. Como ya se ha visto en
otros ejemplos, el ﬂanco de subida del WE marca el momento exacto de la escritura.
Tras la escritura del comando, se activa el ALE para dar paso a la dirección de la
memoria y se desactiva el CLE. Se vuelve a realizar un segundo ﬂanco de subida del WE
para introducir la dirección de memoria. Al querer leer el ID de la memoria, la dirección
se podrá expresar como 00hex, por lo que, por segunda vez, se puede escribir en un solo
ciclo.
Una vez introducida la orden y la dirección, se desactivan las señales ALE, CLE y WE
ya que solo queda la parte de lectura de la función. El ID tiene 5 bytes diferentes, por
lo que serán necesarios cinco ﬂancos de subida de la señal RE correctamente coordinados
con los pines I/O.
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3.4.2. Uso del SMC para la comunicación con la ﬂash
El SMC (Static Memory Controller) es un periférico del ATSAM3S8C que actua de
controlador y se encarga de generar las señales que controlan el acceso a memorias externas
o dispositivos periféricos. Admite dispositivos de memoria como SRAM, PSRAM, PROM,
EPROM, EEPROM, NOR ﬂash y NAND ﬂash, así como módulos LCD.
El SMC contiene 4 Chip selects, un bus de 24 bits de direcciones y un bus de 8 bits de
datos. Además, cuenta con dos señales (NRD y NWE) para la lectura y escritura en los
periféricos. Se pueden conectar hasta 4 periféricos diferentes, como muestra la ﬁgura 3.18.
Figura 3.18: Conexiones generales para cuatro dispositivos mediante SMC
El SMC maneja la lógica del dispositivo ﬂash. En este proyecto se ha utilizado un
dispositivo NAND ﬂash, por lo que solo se utilizarán dos de los 24 bits de direcciones, el
NCS, NRD, NWE y los 8 puertos I/O de datos. La conexión hardware de la memoria se
muestra en la ﬁgura 3.19
Figura 3.19: Conexiones generales para cuatro dispositivos mediante SMC
Como se puede apreciar en la ﬁgura 3.19 se ha conectado el CE de la memoria a un
puerto PIO del microprocesador. Esto se debe a que se ha elegido la opción de que el
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usuario tome el control del CE, activándolo y desactivándolo cuando decida. Es decir, se
ha conﬁgurado el SMC para que no controle el NCS, si no que lo haga el usuario.
Para poder utilizar con éxito la memoria ﬂash desde el SMC es necesario seguir ciertos
pasos de conﬁguración de software:
Asignar el SMC-NFCS0 al registro CCFG-SMCNFCS en el BMUI (Bus Matrix User
Interface). Así indicamos al microprocesador que el dispositivo está conectado en el
NCS número 0.
Reservar los pines A21 y A22 para las funciones de ALE y CLE ya que van a ser
controlados por el SMC.
NRD y NWE van a estar multiplexadas con las lineas PIO. Por lo que al inicializar
esos pines, deben inicializarse en modo periférico. En este modo el dispositivo va a
decidir si son entradas o salidas. Al conectar la memoria en el primer NCS, se deben
inicializar en el periférico A.
Conﬁgurar la linea PIO encargada de la señal RY/BY como entrada.
Conﬁgurar los tiempos del SMC de acuerdo a los tiempos de la memoria ﬂash
escogida. Este punto debe conﬁgurarse con exactitud ya que la sincronización es
estrictamente necesaria durante la utilización de la memoria ﬂash.
En este punto se debe decidir si la señal que activa el ciclo de lectura y escritura es
el NRD o el NCS. Debido al modelo de memoria seleccionado, en este proyecto el
NRD y el NWE tienen esta función. Por lo tanto, el SMC seguirá un esquema como
el mostrado en las ﬁguras 3.20 y 3.21
Figura 3.20: Esquema temporal del SMC para la lectura en la ﬂash
Los campos conﬁgurables para los tiempos de acceso a la memoria son:
Setup-time: Hace referencia a los ciclos de reloj que pasan antes de activar las señales.
Pulse-time: En este campo se conﬁgura el tiempo que está activa cada señal en ciclos
de reloj.
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Hold-time: Ciclos de reloj restantes una vez que las señales se han desactivado. Es
importante detallar que a nivel de Hardware este campo no se conﬁgura, siendo en
su lugar el tiempo total de ciclo el conﬁgurable. De esta forma se puede obtener el
Hold-time con la resta del tiempo de ciclo menos los dos campos anteriores.
Figura 3.21: Esquema temporal del SMC para la escritura en la ﬂash
3.4.3. Organización de la memoria
Volviendo a la funcionalidad del Enviguard Port, una vez obtenida la medida y codiﬁ-
cada en el formato que se desea, se deja paso al almacenamiento en memoria. Este alma-
cenamiento está controlado por una variable de estado (storage-phosdi-status). Cuando
se activa esta variable, se guarda el dato en la memoria y se incrementan las variables
globales que gestionan la memoria.
Como se ha mencionado anteriormente, la sección de memoria a la que accedemos
tiene 4092 bloques diferentes. Se ha decidido dividir estos bloques en cuatro subgrupos,
uno para cada sensor y un cuarto para los futuros datos del GPS. Por lo que la división
de memoria quedaría de la siguiente forma:
del 0 al 1024: Bloques para los datos del PHOSDI-sensor.
del 1025 al 2048: Bloques para el BIOLOGICAL-sensor.
del 2049 al 3072: Bloques para el CHEMICAL-sensor.
del 3073 al 4096: Bloques para los datos GPS.
Teniendo en cuenta que un bloque tiene 64 páginas de 4096 bytes cada una, da un total
de 500Mbytes de capacidad para cada sensor. Si cada medida ocupa solo una página, se
tiene espacio suﬁciente para 65.536 medidas entre subida y subida a la base de datos. Si
en un futuro es necesaria más capacidad, solamente hay que habilitar la segunda mitad
de la memoria con el CE2.
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Figura 3.22: Estructura de la memoria ﬂash en el Enviguard Port
Hay un par de variables globales para cada sensor, ya que cada uno accede a zonas
diferentes de la memoria y trabajan de forma independiente. Las variables globales que
controlan las direcciones de memoria son:
PHOSDI-block: Se encarga de llevar la cuenta del bloque del PHOSDI-sensor. Su
valor oscila entre 0 y 1024.
PHOSDI-page: Lleva la cuenta de la pagina siguiente que se debe de escribir. Su
valor oscila entre 0 y 64.
Una de las ventajas del uso del SMC es conseguir hacer transparente el funcionamiento
de las señales que controlan la memoria para el usuario. Por este motivo, a la hora de
programar basta solo con preocuparse de gestionar las variables de estado creadas para
las direcciones de memoria. Cabe destacar que estas variables pueden estar gestionadas
por el SMC al igual que la lectura y escritura, pero dado que en este proyecto se tienen 4
módulos independientes accediendo a la memoria y que el SMC solo nos proporciona la
gestión de una variable de control de direcciones, se ha decidido controlarlas a nivel de
usuario.
Las funciones utilizadas en el Enviguard Port para la gestión de la memoria son:
Escribir-página(): Las variables globales funcionan como punteros que apuntan a
la dirección de memoria a la cual se quiere escribir. Por este motivo, esta función
escribe en la página seleccionada el dato a guardar e incrementa en una unidad la
página para apuntar al siguiente espacio vacío. Si se ha llegado a la última página
del bloque, se inicia a cero y se aumenta el bloque.
Leer-página(): Como las variables están apuntando a la siguiente dirección de
memoria para escribir, es necesario primero reducir a la página anterior las variables.
Una vez hecho esto se leerá el dato de la página a la que se está apuntando. No es
necesario aumentar después las variables, ya que se sobreescribe el nuevo dato sobre
la página apuntada.
Es importante destacar que ambas funciones se desarrollan de forma atómica, es decir,
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no pueden ser interrumpidas. Esta funcionalidad es necesaria debido a la precisa conﬁgu-
ración de los tiempos de la memoria NAND ﬂash.
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3.5. Servidor web y comunicación HTTP
Esta sección hace referencia a la comunicación vía HTTP con la base de datos de
Enviguard. Debido a que algunas partes del proyecto Enviguard aún se encuentran en
fases iniciales de desarrollo, no es posible cargar las medidas a la base de datos ﬁnal
del proyecto, por lo que para poder probar en funcionamiento del Enviguard Port se ha
desarrollado una base de datos en un servidor local que recoge las medidas del Enviguard
Port temporalmente. Además, este servidor puede ser empleado dentro del Centro de
Electrónica Industrial para recogidas de datos con la plataforma cookies.
Esta sección va a dividirse en dos partes principales. La primera describirá el com-
portamiento del Enviguard Port para el envío de las medidas a la base de datos. En la
segunda se describe el funcionamiento del servidor y la base de datos local creada para la
depuración.
3.5.1. Implementación de envío de mensajes HTTP
3.5.1.1. HTTP, ¾Cómo funciona?
HTTP (Hypertext Transfer Protocol) es un protocolo de comunicación del nivel de apli-
cación (según el modelo OSI de capas) basado en la comunicación TCP/IP. Es utilizado
para enviar datos (archivos HTML, imágenes, resultados de consultas, etc.) en internet
(World Wide web). Además, el protocolo HTTP especiﬁca como los clientes deben contruir
las peticiones al servidor y como estos responden a esas peticiones.
Por lo tanto, podemos aﬁrmar que la comunicación HTTP consta de dos roles:
Cliente: El cliente HTTP envía una petición al servidor siguiendo la estructura de
una petición HTTP.
Servidor: El servidor se encarga de responder la petición. En su mensaje se incluye
información del servidor y la respuesta a la petición.
Las peticiones y respuestas HTTP usan el formato genérico RFC 822 para transferir
los datos. Este formato de mensajes consiste en los cuatro siguientes puntos.
Una linea de comienzo.
Cero o más lineas de cabecera seguidas del carácter salto de linea y retorno de carro
(CRLFhex).
Una linea vacía (con el carácter CRLF) indicando el ﬁnal de las lineas de cabecera
El cuerpo del mensaje que es opcional.
Linea de comienzo de mensaje
Esta linea será diferente si estamos escribiendo un mensaje de petición o de respuesta.
En el caso de peticiones HTTP, esta linea estará compuesta por el método utilizado para
la petición seguido de la dirección URI del servidor. Después se indica la versión del
protocolo utilizado y por último el caracter CRLF.
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Existen varios métodos de peticiones en HTTP, aunque en este proyecto solo se van a
analizar los más utilizados.
GET: Este método es utilizado para pedir información del servidor. También se
puede enviar información al servidor pero de forma poco segura e ineﬁcientemente.
POST: Es el método por excelencia para enviar información al servidor. Se suele
utilizar la forma HTML aunque existen otras aplicaciones como JSON que permiten
enviar datos al servidor de manera más cómoda utilizando este método.
En el caso de las respuestas, la linea de comienzo del mensaje es diferente ya que
no se debe especiﬁcar ni el método ni la dirección del servidor. En este caso al ser una
respuesta a una petición, el mensaje estará compuesto de la versión del protocolo utilizado
y un código de estado. Este código está formado por 3 dígitos, siendo el primero el que
diferencia entre los distintos estados.
1xx: Información. Indica que la petición ha sido recibida y el proceso continua.
Solo aporta información.
2xx: Éxito. Signiﬁca que la petición ha sido recibida, entendida y aceptada con
éxito.
3xx: Redireccionamiento. Indica que se debe realizar alguna acción extra para
completar la petición.
4xx: Error del cliente. Indica que la petición contiene un error de sintaxis o que
no puede ser completada a causa de un fallo del cliente.
5xx: Error del servidor. Indica que el servidor ha fallado ante una aparente
petición válida.
Campos o lineas de cabecera
Los campos de cabecera dan información sobre la petición o respuesta, o el mensaje
enviado en el cuerpo. Hay cuatro tipos de cabeceras HTTP.
Cabecera general: Las cabeceras de este campo se utilizan tanto para las peticio-
nes como para las respuestas.
Cabecera de petición: Cabeceras que solo se aplican para los mensajes de peti-
ciones.
Cabecera de respuesta: Cabeceras que solo se aplican para los mensajes de res-
puestas.
Cabecera de entidad: Estas cabeceras aportan meta información sobre el mensaje
del cuerpo si este no está vacío.
Todas las cabeceras mencionadas siguen el mismo formato que consiste en el nombre
de la cabecera seguido del valor del campo separado por dos puntos (:). A continuación
se muestran algunos ejemplos de cabeceras de mensajes HTTP:
User-Agent: curl/7.16.3 libcurl/7.16.3 OpenSSL/0.9.7l zlib/1.2.3
Host: www.example.com
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Accept-Language: en, mi
Date: Mon, 27 Jul 2009 12:28:53 GMT Server: Apache
Mensaje del cuerpo
Esta parte es opcional para el envío de mensajes HTTP. Es muy utilizado en peticiones
de tipo POST ya que es el lugar donde se indican los datos que se quieren transmitir. En
cambio, el mensaje del cuerpo es utilizado por los servidores ante peticiones de tipo GET.
Cuando se va a enviar un mensaje HTTP con cuerpo, se suelen utilizar las cabeceras
Content-Type yContent-Length para especiﬁcar el protocolo del cuerpo y su longitud.
3.5.1.2. Mensajes HTTP
A continuación se muestran algunos ejemplos de sentencias HTTP para su análisis y
posterior comprensión.
Petición con método POST
1 POST / cgi−bin / proce s s . c g i HTTP/1 .1
2 User−Agent : Moz i l l a /4 .0 ( compatible ; MSIE5 . 0 1 ; Windows NT)
3 Host : www. t u t o r i a l s p o i n t . com
4 Content−Type : app l i c a t i o n /x−www−form−ur lencoded
5 Content−Length : l ength
6 Accept−Language : en−us
7 Accept−Encoding : gzip , d e f l a t e
8 Connection : Keep−Al ive
9
10 l i c en s e ID=s t r i n g&content=s t r i n g&/paramsXML=s t r i n g
Código 3.1: Petición POST HTTP
En el ejemplo se puede distinguir claramente los distintos campos que componen el
mensaje HTTP. La primera linea de código indica que la petición es de tipo POST, que
va dirigida a la dirección /cgi-bin/process.cgi y utiliza la versión 1.1 del protocolo HTTP.
Los siguientes campos son las lineas de cabecera. En ellas se facilita información del
servidor o del Host. Como el mensaje HTTP va a tener un mensaje en el cuerpo, es necesa-
rio poner los campos Content-Type y Content-length. Algunos otros campos importantes
a mencionar son el Connection o el Accept-Language, que aportan información sobre el
lenguaje del mensaje o del tipo de conexión que se desea con el servidor.
Tras la linea en blanco se puede ver la información que se desea enviar al servidor
codiﬁcada bajo la aplicación x-www-form-urlencoded que se analizará en su sección co-
rrespondiente.
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Respuesta a una petición POST
1 HTTP/1 .1 404 Not Found
2 Date : Sun , 18 Oct 2012 10 : 36 : 20 GMT
3 Server : Apache /2 . 2 . 1 4 (Win32)
4 Content−Length : 230
5 Connection : Closed
6 Content−Type : t ex t /html ; cha r s e t=i so −8859−1
7 <!DOCTYPE HTML PUBLIC "−//IETF//DTD HTML 2.0//EN">
8
9 <html>
10 <head>
11 <t i t l e >404 Not Found</ t i t l e >
12 </head>
13 <body>
14 <h1>Not Found</h1>
15 <p>The reques ted URL / t . html was not found on this s e r v e r .</p>
16 </body>
17 </html>
Código 3.2: Respuesta HTTP
En este ejemplo se muestra una respuesta del servidor ante una petición POST. Se
aprecia fácilmente como la primera linea del mensaje aporta información sobre la versión
del protocolo y el mensaje de error. En este caso no ha sido posible encontrar el archivo
indicado.
Los siguientes campos, al igual que en el mensaje de la petición, son las lineas de
cabecera. En este caso devuelven información sobre el tipo de servidor y la hora en la que
se ha atendido la petición. La linea Connection indica que se ha cerrado la conexión ya
que la petición ha sido respondida. Los campos restantes hacen referencia al mensaje del
cuerpo. La diferencia con el ejemplo de la petición es que en este caso el mensaje está
codiﬁcado en HTML.
Tras la linea en blanco se puede ver el mensaje que envía el servidor. En este caso
devuelve un código HTML indicando que la URL solicitada no se ha encontrado.
3.5.1.3. Formatos HTTP: JSON
Los formatos HTTP son útiles a la hora de transmitir datos en el mensaje del cuerpo,
por ejemplo, para rellenar los campos de una base de datos. En los anteriores mensajes
HTTP se han visto diferentes ejemplos de formatos. En esta sección se van a analizar
los dos utilizados en el Enviguard Port, atendiendo a su funcionalidad y ventajas de uno
respecto al otro.
Formato x-www-form-urlencoded
Es una de los formatos más extendidos del protocolo HTTP. Es muy útil cuando se
desea subir un pequeño número de campos a un servidor. Si el número de campos y datos
es signiﬁcativamente grande, este formato se puede volver pesado y tedioso a la hora de
programar. Otro inconveniente importante para destacar es la imposibilidad de cargar
caracteres ASCII. Es posible enviar cadenas de caracteres siempre y cuando estos estén
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dentro de los caracteres que representan la letras del abecedario, ya que otro caracter
diferente puede ser malinterpretado.
Su implementación es bastante sencilla. Cada campo debe tener una etiqueta y un
valor y cada campo va separado del anterior por el caracter (&). Para aclarar el concepto
se muestra la ﬁgura 3.23 en la cual se muestra una base de datos y como se va rellenando
con la sentencias HTTP enviadas desde el cliente.
Figura 3.23: Estructura de la memoria ﬂash en el Enviguard Port
Este formato se ha utilizado para enviar las medidas a la base de datos local. Además
permite una implementación más sencilla si el usuario se encarga de desarrollo de ambas
partes (tanto servidor como cliente). Además, el proyecto simula el funcionamiento con
las medidas del sensor PHOSDI, cuyos campos no son demasiado extensos, facilitando
este tipo de aplicación.
Formato JSON
JSON es un formato que deriva de Javascript. Permite enviar información a diversos
campos de una base de datos a la vez. Además, permite enviar todo tipo de datos a
todo tipo de campos (cadenas de caracteres, datos booleanos, números, objetos, campos
NULL). Incluso permite la introducción de subtablas de datos dentro de un campo de
una tabla de datos de forma sencilla y cómoda. Al ser una aplicación estandarizada, es
un buen recurso para comunicarse con servidores externos de los cuales se desconozca la
forma de procesamiento de los datos.
JSON envía los datos por objetos. Cada objeto puede estar formando desde un solo
campo con su etiqueta y valor hasta estructuras más complejas formadas por vectores
dentro de vectores, etc. A continuación se muestran algunos ejemplos de como estructura
JSON los campos y como se programan.
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Ejemplo 1 JSON
1 { "NombreFruta" : "Manzana" , "Cantidad" :20 }
Código 3.3: Ejemplo 1 JSON
Figura 3.24: Estructura del ejemplo 1 JSON
Se observa como tanto los nombres de las etiquetas como los valores van entre comillas
y separados por el caracter (:). Además cada campo está separado del resto con una coma.
En este caso tenemos un objeto con dos campos con sus respectivos valores.
Ejemplo 2 JSON
1 {
2 "Frutas " : [
3 { "NombreFruta" : "Manzana" , " cant idad " :10 } ,
4 { "NombreFruta" : "Pera" , " cant idad " :20 } ,
5 { "NombreFruta" : "Naranja" , " cant idad " :30 }
6 ]
7 }
Código 3.4: Ejemplo 2 JSON
Figura 3.25: Estructura del ejemplo 2 JSON
En este caso se observa un objeto con un vector que contiene tres componentes. Cada
componente tiene dos campos, uno de nombre y otro de cantidad. Si se quiere acceder,
por ejemplo, a la cantidad de manzanas se deberá escribir: json['Fruta'][0]['Cantidad']
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Ejemplo 3 JSON
1 {" Frute r i a " :
2 [
3 {"Fruta" :
4 [
5 {"Nombre" : "Manzana" , "Cantidad" : 10} ,
6 {"Nombre" : "Pera" , "Cantidad" : 20} ,
7 {"Nombre" : "Naranja" , "Cantidad" :30}
8 ]
9 } ,
10 {"Verdura" :
11 [
12 {"Nombre" : "Lechuga" , "Cantidad" : 80} ,
13 {"Nombre" : "Tomate" , "Cantidad" : 15} ,
14 {"Nombre" : "Pepino" , "Cantidad" :50}
15 ]
16 }
17 ]
18 }
Código 3.5: Ejemplo 2 JSON
Figura 3.26: Estructura del ejemplo 3 JSON
En este ejemplo se tiene un objeto que contiene un vector de dos componentes llamado
frutería del cual cada componente es otro vector de 3 componentes por 2 campos en cada
componente, dándonos la estructura de la ﬁgura 3.26
En este caso la consulta necesaria para acceder a la cantidad de manzanas que tenemos
no varía demasiado respecto al ejemplo anterior ya que solo hay que añadir un campo
más. la consulta quedaría:
json['Fruteria'][0]['Fruta'][0]['Cantidad']
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3.5.1.4. Estructura del Enviguard HTTP comunication
Figura 3.27: Flujograma de la funcion WEBtask
Al igual que en la comunicación Modbus con los sensores, la WEBtask es la encargada
en este caso de establecer la comunicación ethernet con el servidor. Como la consulta de si
la medida está preparada o no se hace una vez establecida la conexión con el servidor, es
probable que esta conexión se abra y se cierre sin ninguna petición. Para evitar conexiones
innecesarias, se ha decidido comprobar si hay alguna medida lista antes de establecer la
conexión.
Una vez establecida la comunicación TCP con el servidor se recoge el dato de la
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memoria y se envía al servidor. En la ﬁgura 3.27 se puede ver el ﬂujograma que explica
el funcionamiento de la WEBtask.
Hay varios aspectos importantes a comentar en el ﬂujograma de la ﬁgura. En el se pue-
de ver el funcionamiento de la WEBtask simplifado para un solo sensor. La comprobación
inicial hace referencia a la comprobación anteriormente mencionada para cada sensor. Es
decir, antes de establecer la conexión con el servidor nos garantizamos que hay alguna
medida lista para ser enviada a la base de datos ya que de no ser así la comunicación
estará totalmente vacía de peticiones.
Para establecer la conexión TCP con el servidor se sigue el mismo esquema que con los
sensores. Se va a hacer uso del módulo W5200 pero abriendo un socket diferente conectado
a una IP diferente y un puerto distinto. Si atendemos a la funcionalidad completa, el
módulo W5200 tendrá cuatro sockets diferentes, siguiendo una clasiﬁcación de letras (de
la A a la D) para cada comunicación TCP. Tres de ellos hacen referencia a los tres sensores
y el cuarto se utiliza para la conexión con el servidor web. La conﬁguración se realizará
con la IP correspondiente, ya sea la IP de la base de datos de Enviguard como la IP de
la base de datos local. En ambos casos el puerto utilizado será el 80 ya que es el puerto
deﬁnido en el estándard para mensajes HTTP.
Una vez estabilizada la conexión con la base de datos, se comprueba cual de los tres
sensores tiene la medida lista y se procede a su lectura y envío.
Las variables globales PHOSDI-page y PHOSDI-block estarán apuntando a la siguiente
dirección de memoria para escribir. La función que lee de la memoria es la misma que la
mencionada en el apartado anterior del uso de la memoria ﬂash, por lo que antes de su
lectura se reducen ambas variables.
Otro detalle importante a destacar es que cada envío de página se envía en peticiones
HTTP independientes. Como se desconoce la cantidad de medidas que se van a subir a la
base de datos, los mensajes HTTP serían variables si se subiesen en una misma petición.
De esta forma las peticiones son iguales sin importar el número de medidas que haya que
enviar, tan solo varía el número de peticiones al servidor.
Tras analizar ambos formatos de la comunicación HTTP se ha optado por la imple-
mentación del formato JSON para el envío de medidas a la webtool de Enviguard y el
formato x-www-form-urlencoded para el envío de información al servidor local que
se ha habilitado para este proyecto. La elección de estos formatos no es aleatoria ya que
la webtool de Enviguard hace funcionar su servidor con JSON. Para dotar de mayor
modularidad a la plataforma, se ha decidido implementar ambos formatos y ambas comu-
nicaciones. De esta forma el dispositivo podrá conectarse tanto a a plataforma webtool
de Enviguard como a cualquier servidor que haya generado un script para la recogida de
los datos.
En esta sección se analizan con detalle ambas comunicaciones y la estructura en la
que se han planteado.
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Comunicación con la webtool mediante JSON
Este primer tipo de comunicación consiste en la utilización del protocolo HTTP uti-
lizando la aplicación JSON para en envío de las medidas. La plataforma utilizada por el
proyecto Enviguard requiere de una identiﬁcación previa antes del envío de los datos. Este
ID deberá ser utilizado en las futuras consultas al servidor.
Las funciones desarrolladas para la implementación de la comunicación HTTP con
JSON son:
get-http-status: Esta función no es especíﬁca de la aplicación JSON. Su función es
aislar el código de estado del mensaje HTTP. Devuelve los tres números que deﬁnen
el estado de la respuesta. No tiene utilidad a nivel de usuario ya que esta función es
llamada por otras funciones más genéricas.
get-id: Esta función se encarga de aislar el identiﬁcador enviado desde el servidor.
Como ya se ha visto anteriormente, las respuestas del servidor a las peticiones HTTP
no son siempre iguales. No podemos predecir la longitud del mensaje del servidor
y por lo tanto no podemos predecir donde se encuentra el ID. Esto quiere decir
que no podemos saber de antemano en que componentes del vector del mensaje se
encuentra el ID.
Figura 3.28: Algoritmo de búsqueda de palabras
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Por este motivo se ha desarrollado una función con un algoritmo de búsqueda de
palabras inspirado en el algoritmo de Boyer-Moore para optimizar el código. Si la
palabra clave a buscar tiene una longitud de 10 caracteres por ejemplo, la idea
consiste en ir consultando las componentes del mensaje de 10 en 10 viendo a ver si
la componente elegida coincide con alguno de los caracteres de la palabra clave.
Si no coincide se salta 10 caracteres más lejos y se vuelve a comprobar. En el caso
de que el caracter coincida, se realiza una busqueda en función de que caracter sea
de la palabra. Por ejemplo, como se muestra en la ﬁgura 3.28, la componente 10
contiene el caracter (i) que tiene dos posiciones en la palabra clave.
• 5o posición.
• 9o posición.
Se diferencia entre los dos casos ya que la comprobación de las componentes que
rodean al caracter son diferentes. Si coinciden todas las componentes que acompañan
al caracter selecionado para formar la palabra clave, se ha localizado la palabra con
éxito.
Una vez que se tiene la palabra localizada, se localiza la componente del comienzo
del mensaje del ID y se lee, componente tras componente, hasta que se localice el
caracter (;) que marca el ﬁnal del ID.
get-sessionid: Esta función envía una petición POST HTTP al servidor de Envi-
guard para recibir el id necesario en las siguientes consultas. En este caso el mensaje
de petición del id es el mismo para cada consulta, detalle que facilita su implemen-
tación en el programa. El mensaje HTTP enviado se muestra a continuación.
1 POST /web/ s e s s i o n / authent i ca t e HTTP/1 .1
2 Host : webtool . malagat ic . com
3 Content−Type : app l i c a t i o n / j son
4 Content−Length : 131
5
6 {" j sonrpc " : " 2 .0 " , "method" : " c a l l " , "params" : { "db" : "Enviguard_UPM" , " l o g i n " : "
in fo@malagat ic . com" , "password" : " test_password" } , " id " : nu l l }
Código 3.6: Petición POST del id de sesión
En el se puede apreciar con facilidad todos los campos ya mencionados y el mensaje
codiﬁcado en JSON.
• En la primera linea se indica el archivo del servidor que recoge los datos de la
autentiﬁcación /web/session/authenticate
• En la segunda linea se especiﬁca la IP del servidor, ya sea con su dirección
como con su dominio (webtool.malagatic.com 2)
• En las siguientes lineas se especiﬁca la aplicación JSON y la longitud del men-
saje
• El mensaje codiﬁcado en JSON indica la versión de la aplicación y el método.
Después se crea un objeto con los parametros a introducir para recibir el id.
2 URL de la base de datos del proyecto Enviguard
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La respuesta del servidor varía según la hora de respuesta o la información que
devuelva el servidor, por eso no es posible predecir la longitud del mensaje ni donde
se encuentra cada elemento. A continuación se muestra una respuesta por parte del
servidor de Enviguard a una petición del id.
1 HTTP/1 .1 200 OK
2 Date : Mon, 15 May 2017 12 : 28 : 53 GMT
3 Server : Apache /2 . 2 . 1 4 (Win32)
4 Last−Modif ied : Wed, 22 Mar 2017 19 : 15 : 56 GMT
5 Content−Length :272
6 Content−Type : app l i c a t i o n / j son
7 se s s i on_id : bce7b8c7276cd7c113b355f97f6ca22a8a1d7233 ;
8 Connection : Closed
9
10 {" j sonrpc " : " 2 .0 " , " id " : nu l l , " r e s u l t " : {"username" : " in fo@malagat ic . com" ,
" user_context " : {" lang " : "en_GB" , " tz " : "Europe/Madrid" , " uid " : 8} , " uid "
: 8 , "db" : "Enviguard_UPM" , "company_id" : 1 , " s e s s i on_id " : "
bce7b8c7276cd7c113b355f97f6ca22a8a1d7233 "}}
Código 3.7: Respuesta del servidor con el id solicitado
Figura 3.29: ﬂujograma de la función get-sessionID
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Una vez recibida la respuesta, la función llama a get-id para obtener el id en una
variable a parte. Tras la obtención del Id se hace una llamada a la función que recoge
el estado del mensaje. Si concuerdan con el código correcto (200) se devuelve un
1, mientras que si el código es diferente, se devuelve un cero indicando que algo ha
ido mal. El caso de la obtención del estado es más simple ya que la primera linea
siempre será de la misma forma, es decir, antes del código se indica la versión HTTP
del mensaje y si no hay cambios en el servidor, debería ser la versión HTTP/1.1,
dejando el código de estado en las componentes 10, 11 y 12.
En la ﬁgura 3.29 se muestra un ﬂujograma con la estructura de esta función. Al
igual que con la comunicación modbus, en envío y la recepción de los mensajes
HTTP debe ser atómico debido a que el servidor cierra la conexión si pasa un cierto
tiempo entre peticiones.
La preparación del mensaje no es más que la inicialización de las cadenas de carac-
teres que después se van enviar al servidor.
post-data: Esta función tiene como parámetro de entrada el id anteriormente obte-
nido y los datos de las medidas que se quieren enviar. El mensaje HTTP es bastante
parecido al enviado en el caso anterior salvo que es necesario añadir un nuevo campo
de cabecera donde se introduzca el id de la sesión.
1 POST /web/ datase t /call_kw HTTP/1 .1
2 Host : webtool . malagat ic . com
3 Content−Type : app l i c a t i o n / j son
4 Content−Length : 255
5 Cookie : s e s s i on_id=bce7b8c7276cd7c113b355f97f6ca22a8a1d7233 ;
6
7
8 {" j sonrpc " : " 2 .0 " , "method" : " c a l l " , "params" : { "model" : "pathogen . un i t " , "method
" : " c r e a t e " , " args " : [ { "measure_id" : 222 , "upload_time" : false , " va lue " :
222 .2 , "node_id" : 222 , " l o c a t i o n " : "mylocat ion222 " , "measure_type" : 3 , "
measure_type_id" : false , " a c t i v e " : 1 } ] , "kwargs" :{}}}
Código 3.8: Petición POST envío de datos
En este caso analizar el mensaje de respuesta es más sencillo, ya que echando un
vistazo a la primera linea del mensaje HTTP ya es posible conocer si la petición se
ha realizado con éxito o no. El ﬂujograma es bastante parecido a la función anterior,
como se muestra en la ﬁgura 3.30, salvando que la preparación del mensaje es algo
más compleja ya que hay que concatenar cadenas para introducir el id de la sesión.
1 HTTP/1 .1 200 OK
2 Date : Mon, 15 May 2017 12 : 29 : 45 GMT
3 Server : Apache /2 . 2 . 1 4 (Win32)
4 Last−Modif ied : Wed, 22 Mar 2017 19 : 15 : 56 GMT
5 ses s i on_id : bce7b8c7276cd7c113b355f97f6ca22a8a1d7233 ;
6 Connection : Closed
Código 3.9: Respuesta del servidor al envío de datos
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Figura 3.30: Flujograma de la función post-data.
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Comunicación con la base de datos local
Este segundo método de comunicación también incluye el protocolo HTTP con un
servidor salvo por la diferencia de que no se hace uso del JSON. Se ha decidido imple-
mentar esta funcionalidad ya que no todos los servidores utilizan la aplicación JSON. De
esta forma se consigue una mayor funcionalidad al poder enviar datos a cualquier futuro
servidor preparado para recibir la información. Además, en esta parte del proyecto se
ha desarrollado tanto el servidor como el dispositivo, por lo que la implementación de
este tipo de aplicación es más sencilla tanto para la programación del servidor como del
dispositivo.
Para este caso solo se ha implementado una función debido a su simplicidad denomi-
nada PHOSDI-data-localweb. Está función envía los datos al script insert.php creado
en el servidor que procesa los datos y los guarda en la base de datos. El mensaje HTTP
en este casó será:
1 POST / t f g / i n s e r t . php HTTP/1 .1
2 Host : 1 38 . 1 00 . 74 . 84
3 Content−Type : app l i c a t i o n /x−www−form−ur lencoded
4 Content−Length : 304
5 Connection : Keep−Al ive
6
7 conc_desc_1chan=MyChannel1&conc_res_1chan=3001.01&conc_unit_1chan=g/L&
conc_desc_2chan=MyChannel2&conc_res_2chan=296.345&conc_unit_2chan=g/L&
conc_desc_3chan=MyChannel3&conc_res_3chan=50.1432&conc_unit_3chan=g/L
Código 3.10: Petición POST al servidor local
La preparación del mensaje no es trivial por varios motivos. En primer lugar, se desco-
noce la cantidad de decimales y de la longitud de las descripciones, por lo que no se puede
predecir la longitud del mensaje. En segundo lugar, el sensor nos facilita las medidas en un
ﬂoat pero el servidor solo recoge enteros o cadenas de caracteres, por lo que es necesario
la conversión de las medidas a cadenas.
Por este motivo la preparación del mensaje sigue el siguiente orden:
Se pasa el dato en ﬂoat a cadena utilizando la función sprintf
Una vez con todos los datos en cadenas, se concatenan cadenas para crear el mensaje
del cuerpo en una misma cadena
Con el mensaje ya concatenado en una cadena, se calcula su longitud.
Añado la longitud del mensaje a la cadena con la información Content-length: de
cabecera
Una vez esté el mensaje preparado en sus diferentes cadenas, se procede a su en-
vío de la misma forma que la información Modbus o los mensajes JSON mencionados
anteriormente.
Cuando se recibe el mensaje se comprueba el estado de la respuesta del servidor y
si coincide con el código correspondiente (200 si ha ido todo bien), se devuelve un valor
indicando que la escritura se ha realizado con éxito.
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El ﬂujograma de la función es muy parecido a los mencionados anteriormente, salvando
las diferencias de la preparación del mensaje.
Figura 3.31: Flujograma de la función post-data.
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3.5.2. Creación del servidor local
Debido a que la base de datos de Enviguard aún no está operativa se ha tenido que
crear un servidor local con una base de datos similar para poder probar el funcionamiento
del dispositivo Enviguard Port. Como se ha mencionado anteriormente, la base de datos
de Enviguard estará preparada para recibir datos en formato JSON. En este proyecto se ha
implementado tanto el envío de datos mediante JSON como mediante formato urlencoded
estandar. De esta forma se pretende dotar al dispositivo de una mayor funcionalidad ya
que estará habilitado a enviar datos no solo a la base de datos de Enviguard, si no a
cualquier otra que esté preparada para recoger los datos. Además se pretende utilizar
dicha base de datos en el futuro para diversas aplicaciones del internet de las cosas (IoT
en sus siglas en inglés) en el Centro de Electrónica Industrial.
En esta sección se detalla la creación de un servidor local, así como de una página web
para mostrar los datos de forma más visual.
3.5.2.1. Base de datos con PHPmyAdmin
Para la implementación del servidor se ha optado por utilizar el paquete de instala-
ción XAMPP. Este paquete está desarrollado por Apache Friends, proyecto creado para
promocionar el servidor de web Apache, y aporta a la vez la gestión de bases de datos
MySQL como el servidor web Apache y los interpretes para lenguajes como PHP o Perl.
Desde su panel de control (que se muestra en la ﬁgura 3.32) se puede tanto activar de
forma fácil y cómoda las distintas funciones que ofrece como ver los puertos disponibles
para cada función
Figura 3.32: Panel de control del paquete XAMPP
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Una vez activado el módulo MySQL podemos acceder a la base de datos del servidor
desde cualquier navegador utilizando la siguiente URL:
http://localhost/phpmyadmin/
Una vez en la interfaz de phpMyAdmin se puede encontrar información sobre el servidor
de la base de datos, el servidor web y las bases de datos creadas junto con su estructura. La
información del servidor de la base de datos es importante debido a que va a ser necesario
utilizar un email de conﬁrmación a la hora de subir la información a la base de datos.
Figura 3.33: Información del servidor de la base de datos
Para asemejar la base de datos local lo máximo posible con la de Enviguard, se han
elegido los mismos nombres para las etiquetas. De esta forma, la base de datos se de-
nominará cookie-database y contará con una tabla phosdi-data. En este proyecto se ha
implementado solamente un sensor para poder probar la funcionalidad del recorrido com-
pleto del Enviguard Port, desde la recolección de medidas hasta el envío a la base de
datos.
La tabla phosdi-data cuenta con cinco columnas para catalogar los datos el PHOSDI-
sensor. No todos los datos provienen del sensor, ya que algunos campos los rellena el
servidor.
Number: Es un campo autoincremental para ordenar las medidas del sensor. Ade-
más hace la función de campo primario, es decir, el campo que toda medida debe
tener si o si y que debe ser diferente al resto de medidas para servir como identiﬁ-
cador.
conc-desc-chan: Una cadena de caracteres de longitud 40 que contiene la descrip-
ción del canal utilizado por el sensor. Para esta fase de depuración los tres canales del
sensor PHOSDI se denominarán como MyChannel1, MyChannel2 y MyChannel3.
conc-res-chan: Cadena de caracteres de longitud 10 donde se guarda el valor de
la medida. La medida del sensor se recoge en formato tipo ﬂoat. El dispositivo
Enviguard a la hora de preparar el mensaje, transforma el valor ﬂoat a una cadena
de caracteres, siendo cada número un caracter diferente, incluido el (.) que separa
números enteros y decimales.
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conc-unit-chan: Es un campo de longitud 10 caracteres que contiene la información
sobre las unidades de las medidas recogidas por el sensor. En esta fase de depuración
se muestran las mismas unidades para los 3 canales diferentes, g/L.
time: Este campo es rellenado por el servidor debido a que la funcionalidad del GPS
en el dipositivo Enviguard aún no está operativa. Sirve para etiquetar las medidas
en el tiempo y facilitar su representación en la interfaz gráﬁca.
En la ﬁgura 3.34 se pueden los diferentes campos de la tabla phosdi-data tal y como
la muestra la interfaz de phpMyAdmin mientras que en la ﬁgura 3.35 se muestran las
ﬁlas de la base de datos con algunos datos ya guardados del sensor y enviados por el
dispositivo Enviguard port.
Figura 3.34: Tabla phosdi-data de la base de datos local.
Figura 3.35: Tabla con algunas medidas de ejemplo recogidas por el Enviguard Port.
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3.5.2.2. Funcionamiento del servidor
El paquete XAMPP genera una carpeta en el ordenador que sirve como almacenamien-
to de archivos del servidor. Todos los scrips, imágenes y demás archivos del servidor se
alojan en esta carpeta cuya dirección varia según la dirección donde se guarde el programa
tras su instalación.
Dentro de esta dirección se puede crear todas las subcarpetas que se precisen, teniendo
cuidado luego a la hora de direccionarlas en el navegador para acceder a los diferentes
scripts, como el archivo insert.php encargado del procesamiento y subida de información
a la base de datos o los archivos necesarios para la implementación de la pagina web.
El archivo insert.php que se muestra a continuación prepara una consulta SQL para
introducir los datos en la base de datos. Para ello se hace uso de la clase PDO de PHP.
Esta clase precisa del nombre de la base de datos a la que se quiere acceder, la dirección IP
del servidor, el usuario y de forma opcional una contraseña. Por esta razón la información
del servidor de la base de datos es importante ya que debemos rellenar los campos de
forma correcta. Los campos serán:
mysql:dbname=cookie-database.
host=localhost.
usuario=root.
1 <?php
2 $dsn="mysql : dbname=cookie_database ; host=l o c a l h o s t " ;
3 $usuar io=" root " ;
4 $gd = new PDO( $dsn , $usuar io ) ;
5 $time=date ( 'Y−m−d H: i : s ' ) ;
6 $consu l ta=
7 "INSERT INTO ` phosdi_data `  ( ` number ` ,  ` conc_desc_chan ` ,  ` conc_res_chan
` ,  ` conc_unit_chan ` ,  ` time ` )  VALUES (NULL,  ' " .$_POST[ '
conc_desc_1chan ' ] . " ' ,  ' " .$_POST[ ' conc_res_1chan ' ] . " ' ,  ' " .$_POST[ '
conc_unit_1chan ' ] . " ' ,  ' " . $time . " ' ) ,  (NULL,  ' " .$_POST[ '
conc_desc_2chan ' ] . " ' ,  ' " .$_POST[ ' conc_res_2chan ' ] . " ' ,  ' " .$_POST[ '
conc_unit_2chan ' ] . " ' ,  ' " . $time . " ' ) ,  (NULL,  ' " .$_POST[ '
conc_desc_3chan ' ] . " ' ,  ' " .$_POST[ ' conc_res_3chan ' ] . " ' ,  ' " .$_POST[ '
conc_unit_3chan ' ] . " ' ,  ' " . $time . " ' ) ; " ;
8 $re su l tadoConsu l ta=$gd−>prepare ( $consu l ta ) ;
9 $resu l tadoConsu l ta−>execute ( ) ;
10 ?>
Código 3.11: Archivo insert.php del servidor local
Se puede utilizar como host el localhost ya que el archivo insert.php está alojado en
el mismo servidor que almacena la base de datos, luego la sentencia desde este archivo se
realiza en el mismo host. Al no haber creado ningún usuario para el acceso a la base de
datos, se puede acceder con el usuario root genérico.
Tras la preparación de la clase PDO con los campos indicados, se obtiene la fecha y la
hora y se prepara la consulta SQL. Esta consulta será de tipo INSERT, eso quiere decir
que se debe indicar la tabla donde se va a insertar la información y los campos que se van
a insertar.
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Recordando los apartados anteriores, el dispositivo Enviguard port envía los datos
mediante una consulta POST HTTP a este archivo, eso quiere decir que tras la consulta,
los datos enviados se almacenan en una variable llamada $_POST. Esta variable contiene
tantos componentes como valores se hayan enviado. Además, cada componente cuenta con
una etiqueta que coincide con la etiqueta enviada desde la petición POST. Es decir, si la
sentencia enviada por HTTP es la siguiente:
1 POST / t f g / i n s e r t . php HTTP/1 .1
2 Host : 1 38 . 1 00 . 74 . 84
3 Content−Type : app l i c a t i o n /x−www−form−ur lencoded
4 Content−Length : 304
5 Connection : Keep−Al ive
6
7 e t i que ta1=va lo r1&et i que ta2=va lo r2&et i que ta3=va lo r3
Código 3.12: Petición POST de ejemplo
Los valores en el vector $_POST se almacenarán como muestra la ﬁgura 3.36, es
decir, podemos acceder a cada componente del vector utilizando la etiqueta utilizada.
Figura 3.36: Ejemplo de estructura de la variable $_POST.
La preparación de la consulta debe hacerse en una misma cadena, luego utilizando
las componentes de vector $_POST (que también son cadenas) y concatenándolas a la
cadena principal se puede formar la sentencia correctamente. Hay que tener en cuenta que
el lenguaje SQL es muy estricto con la sintaxis y cualquier pequeño error puede signiﬁcar
una secuencia mal escrita y, por lo tanto, una consulta errónea a la base de datos..
El archivo insert.php introduce los datos en la tabla de tres en tres debido a que tres
es el número de canales del sensor. Como se puede apreciar en el código, cada medida va
acompañada de la descripción del canal y las unidades. En la ﬁgura 3.35 se ve un ejemplo
de como se almacenan los datos en la tabla.
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3.5.2.3. Interfaz visual con HTML y Javascript
Para facilitar la comprensión de las medidas del sensor a nivel de usuario, se ha desa-
rrollado una interfaz gráﬁca accesible desde cualquier navegador, es decir, una página web
que muestra en pantalla las medidas del sensor gráﬁcamente. A continuación se detallan
los diferentes archivos que completan la pagina web completa así como algunos aspectos
de su código.
Figura 3.37: Pagina web que muestra los datos del año actual.
Figura 3.38: Pagina web que muestra los datos del día.
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En las ﬁguras 3.38 y 3.37 se muestran dos capturas de pantalla de la página web. La
primera muestra los datos recogidos a lo lago del año actual, mientras que la ﬁgura 3.38
muestra las medidas recogidas a lo largo del día.
El menú vertical situado a la izquierda y el menú horizontal superior son ﬁjos a todas
las páginas. Ambos contienen enlaces para cambiar de unas páginas a otras. El menú
superior tiene un desplegable en la pestaña PHOSDI-sensor que muestra las distintas
gráﬁcas disponibles como se ve en la ﬁgura 3.39
Figura 3.39: Menú superior desplegado.
Si se analiza la pagina de las medidas del año se aprecia el año actual que se está
mostrando. A la derecha se muestra la leyenda de la gráﬁca. Esta leyenda se completa
con las etiquetas de los canales del sensor. En este caso hay tres canales con sus etiquetas
correspondientes, MyChannel1, MyChannel2, MyChannel3. La gráﬁca está creada con un
script de javascript, por lo que es interactiva. Si se pasa el ratón por cualquiera de sus
puntos se muestra la fecha y la hora exacta en la que fue tomada la medida, el nombre
del canal, las unidades y el valor exacto.
Figura 3.40: Gráﬁca de las medidas anuales del sensor.
Analizando la ﬁgura 3.38 se aprecian las medidas tomadas en ese mismo día. En la
parte superior de la gráﬁca sale el día que se está mostrando en las gráﬁcas. A la derecha
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al igual que en la ﬁgura 3.37 se muestran los nombres de los tres canales. En este caso al
posar el ratón sobre alguna medida se muestra solamente la hora de la obtención de la
medida ya que la fecha viene en la parte superior de la gráﬁca.
Las páginas de la semana y del mes funcionan exactamente de la misma manera salvo
que muestran las medidas de la semana actual o del mes actual respectivamente. Para
acceder a la página que visualiza todas las medidas obtenidas se debe hacer click sobre la
pestaña tabla-datos del menu superior horizontal.
Para analizar con más detalle la página web se va a coger de ejemplo el archivo que
genera la tabla con todas las medidas anuales tabla-anual.php
La parte HTML y CSS del archivo no es muy relevante para el funcionamiento del
script de la gráﬁca ya que lo componen las funciones de diseño de los menús e imágenes.
Sin embargo, la parte Javascript y PHP que contiene una estructura algo más compleja.
A continuación se muestra un script sencillo que muestra los datos de una gráﬁca
genérica. En este script se introducen los datos directamente en el código, por lo que
introducir un nuevo dato implicaría un cambio en el código del script. Este código sirve
para entender como funciona la gráﬁca. En la primera ﬁla de la matriz se introducen los
nombres del eje horizontal y de los campos que se van a representar. Las siguientes ﬁlas
de la matriz son los datos que se representan en la gráﬁca. Cuantas más ﬁlas, más datos.
1 <s c r i p t type=" text / j a v a s c r i p t ">
2
3 goog l e . char t s . load ( ' cur rent ' , { ' packages ' : [ ' c o r e cha r t ' ] } ) ;
4 goog l e . char t s . setOnLoadCallback ( drawChart ) ;
5
6 func t i on drawChart ( ) {
7 var data = goog le . v i s u a l i z a t i o n . arrayToDataTable ( [
8 [ ' Year ' , 'Mychannel1 g/L ' , 'Mychannel2 g/L ' , 'Mychannel3 g/L ' ] ,
9 [ ' 2017 ' , 193 .4 , 100 .45 , 2 5 . 4 ] ,
10 [ ' 2018 ' , 153 .4 , 200 .45 , 7 5 . 4 ] ,
11 [ ' 2019 ' , 200 .4 , 50 .79 , 1 00 . 3 4 ]
12 ] ) ;
Código 3.13: Script de una gráﬁca sencilla de ejemplo
En este proyecto, los datos que se quieren representar están almacenados en una base
de datos, por lo que será necesario hacer una consulta a dicha base de datos mediante PHP
e ir imprimiendo los datos en el script de la gráﬁca de la forma correcta. A continuación
se muestra la ﬁgura 3.41 para ayudar a la comprensión de este concepto ya que es un poco
compleja la mezcla de dos lenguajes (PHP y Javacript) interactuando entre ellos.
Como se muestra en la ﬁgura4 3.41 se quiere obtener en el archivo javascript una ma-
triz. El lenguaje PHP funciona como un código en C, ejecuta funciones de forma trans-
parente al código HTML o Javascript, de esta forma, una vez iniciado el PHP podemos
escribir el código que queramos sin entorpecer al HTML. Salvo por las funciones echo();.
Estas funciones imprimen su contenido directamente en el código HTML, por lo que sir-
ven de enlace entre ambos códigos. Las ﬂechas de la imagen muestran esta transmisión
de información entre códigos.
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Figura 3.41: Gráﬁca de las medidas anuales del sensor.
Se prepara la consulta SQL en PHP (SELECT FROM phosdi-data) que indica que
se va a seleccionar todas las ﬁlas de la tabla phosdi-data disponibles. Acto seguido se
imprimen al código Javascript la primera ﬁla de la matriz indicando los ejes que se van
a utilizar para la representación de la gráﬁca. Este punto no tiene por qué realizarse
después de la consulta, también podría haberse introducido en el código Javascript. Tras
esta función se obtiene la fecha actual y el número de ﬁlas de la bae de datos. Esta
información es importante ya que los últimos valores de la matriz se tienen que imprimir
de forma diferente.
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En este punto da comienzo la función ﬂoreach. Esta función se repite en bucle tantas
veces como ﬁlas tenga la base de datos. Además, cada vez que se repita, va a guardar la
información de la ﬁla en un vector denominado $ﬁla (o con el nombre que el programador
elija). Es decir, en cada bucle de repetición vamos a poder trabajar con una ﬁla diferente
de la base de datos. Además, este vector también es accesible mediante las etiquetas al
igual que el vector $_POST mencionado anteriormente.
En este punto la funcionalidad va a ser muy parecida para cada bucle. En la imagen
solo se muestra un ejemplo del bucle para tres ﬁlas. Lo primero que se hace al entrar al
bucle es reducir el contador de ﬁlas en 1. Tras esta reducción se comprueba si la fecha de
la medida correspondiente pertenece al año, semana o día seleccionado (Se recuerda que
se ha obtenido la información de la fecha anteriormente) y si el contador de ﬁlas aún no ha
llevado al ﬁnal. De ser así, la siguiente comprobación se realiza con la componente 1 del
vector. Si la medida corresponde al canal 1, se deberá imprimir en la primera componente
de la matriz junto con la fecha, si es del canal 2 en la componente central y por último,
si es del canal 3, en el último lugar, cerrando con un corchete la ﬁla de la matriz.
Para la última ﬁla de la base de datos es diferente ya que el último valor del canal 3
debe cerrar no solo la ﬁla de la matriz, si no la matriz entera con un corchete adicional.
Una vez ﬁnalizado el código PHP solo queda conﬁgurar algunos parámetros de la
gráﬁca, tal y como se muestra en el código siguiente.
1 var opt ions = {
2 <?php
3 $time=date ( 'Y ' ) ;
4 echo ( " t i t l e :  'PHOSDI_sensor $time ' , " ) ;
5 ?>
6 hAxis : { t i t l e : ' time ' , t e x tPo s i t i on : ' none ' , t i t l eT e x t S t y l e : { c o l o r :
'#333 ' }} ,
7 vAxis : {minValue : 0} ,
8 exp l o r e r : { ax i s : ' h o r i z on t a l ' }
9 } ;
10
11 var chart = new goog le . v i s u a l i z a t i o n . AreaChart ( document . getElementById (
' chart_div ' ) ) ;
12 chart . draw ( data , opt ions ) ;
13 }
Código 3.14: Conﬁguaración de la gráﬁca
El código PHP simplemente introduce en el título la fecha actual. Los campos siguien-
tes son parámetros de la conﬁguración de la gráﬁca como el color y el estilo del texto,
colocación de ejes, etc.
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Conclusiones, resultados y lineas
futuras
4.1. Conclusiones y resultados
En el Trabajo Fin de Grado presentado se ha mostrado el funcionamiento de un
dispositivo gateway y concentrador de datos con conexión a internet para la actualización
de la información en una base de datos externa. Al comienzo del proyecto se consideró
la utilización de un sistema operativo en tiempo real para la gestión de los datos, de
esta forma se podía garantizar la obtención de la información en un periodo de tiempo
especíﬁco. A día de hoy se conoce que el orden de magnitud del tiempo de medida de
los sensores es mucho más grande del esperado (del orden de decenas de minutos) por lo
que la utilización del sistema operativo es opcional. Finalmente se decidió mantener esta
tecnología por un motivo:
Dotar al dispositivo de una mayor modularidad: De esta forma el dispositivo no solo
sería apto para gestionar dicha red de sensores, si no que se podría estandarizar
la estructura del dispositivo como concentrador de datos sin importar el orden de
magnitud del tiempo de sensado.
Además, el dispositivo contiene en su código una biblioteca particular de codiﬁcación
y decodiﬁcación del protocolo Modbus totalmente compatible con el sistema operativo
FreeRTOS y con cualquier microcontrolador que soporte dicho sistema operativo.
Atendiendo al apartado de comunicación HTTP con la base de datos, es importan-
te destacar la implementación de varias aplicaciones que permiten diferentes modos de
comunicación HTTP dependiendo del servidor. Al igual que con el protocolo Modbus,
se ha desarrollado una biblioteca particular para sistemas embebidos que funcionen bajo
FreeRTOS para enviar paquetes de datos HTTP a servidores.
En conclusión, este proyecto no solo deﬁne el funcionamiento del Enviguard Port, sino
que se ha decidido ir un paso más lejos creando un dispositivo concentrador de datos y
master de comunicaciones Modbus capaz de gestionar una red de sensores (sin importar
tiempos de medición) y almacenar sus datos. Si además se dispone de conexión TCP/IP
se podrán enviar los datos a una base de datos mediante mensajes HTTP siempre que
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el servidor esté preparado para ello. Todos estos datos se han recogido en un artículo
titulado Network Coordinator and Gateway for Autonomous Data Acquisition in Distri-
buted Ocean Monitoring Applications enviado a la conferencia Design of Circuits and
Integrated Systems Conference. DCIS2017 que se celebrará en Barcelona del 22 al 24 de
Noviembre.
4.2. Lineas futuras
Como ya se ha comentado a lo largo del proyecto, el dispositivo Enviguard Port es parte
fundamental del proyecto europeo Enviguard. Dicho proyecto se encuentra en su tercer
año de ejecución de los cinco previstos, por lo que el desarrollo de algunas funcionalidades
aún no está totalmente ﬁnalizado.
En la actualidad, el Enviguard Port es capaz de gestionar el funcionamiento de tres
sensores, guardar la información en una memoria externa y subirla posteriormente a una
base de datos. Debido a que solamente se ha ﬁnalizado el desarrollo de un sensor, se
ha simulado el funcionamiento de los otros dos restantes en base al ya ﬁnalizado. De
esta forma se pretende acercar el estado actual del dispositivo a la versión ﬁnal. En
cuanto el desarrollo de los dos sensores restantes ﬁnalice, se introducirán las bibliotecas
correspondientes para realizar las funciones apropiadas (leer estado, leer medida...)
Continuando con la linea de comunicación HTTP, el dispositivo es capaz de subir la
información a una base de datos con un servidor preparado para ello, ya sea utilizando la
aplicación JSON o la estandar de HTTP. En el momento en el que la base de datos esté
operativa, se procederá a realizar las pruebas necesarias para recoger el ID de sesión y su
uso en los mensajes HTTP posteriores. Además, para mejorar la autonomía del dispositivo
Enviguard port, se quiere actualizar la comunicación con la base de datos mediante el uso
de un módulo 3G, y así no depender de una fuente externa que nos proporcione la conexión
TCP/IP
Para mejorar la información sobre el estado de los océanos, se pretende añadir una
capa extra de sensado a las cookies. Esta capa de sensado contará con un dispositivo GPS
que obtendrá tanto la información de la situación actual, como del momento exacto en el
que se realiza la medida. De esta forma se podrá representar en la base de datos un mapa
con todas las medidas situadas en el espacio y en el tiempo, pudiendo monitorizar de una
forma más exacta el estado de los océanos.
Para ﬁnalizar. Es importante mencionar que las lineas futuras comentadas en este
apartado son totalmente compatibles con el funcionamiento actual del dispositivo.
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Planiﬁcación temporal y estudio
económico
5.1. Planiﬁcación temporal
Como se ha comentado anteriormente, este proyecto se centra en el desarrollo del
dispositivo Enviguard Port. Por este motivo, la planiﬁcación temporal se ve bastante
afectada por diversos factores externos que inﬂuyen directamente en su evolución.
Al principio del proyecto se valoraron los objetivos del mismo y los pros y contras de
diferentes tecnologías a emplear. Dado que el proyecto ya se encontraba en una fase de
desarrollo, la mayoría de estas tecnologías ya se estaban determinadas. Después se procede
a empezar con el estudio de las diferentes funcionalidades y en el desarrollo de las mis-
mas. Unas semanas más tarde, debido a que el sensor PHOSDI tenía su interfaz Modbus
preparada, se decidió empezar a desarrollar primero esa funcionalidad del dispositivo.
Como se puede observar en la EDP del proyecto, cada subelemento del proyecto se
divide en tres partes:
Implementación: Hace referencia a la implementación de la funcionalidad en el
código del dispositivo. Para esta tarea es necesario conocer como funciona dicha
tecnología y como implementarla en el microprocesador.
Desarrollo de bibliotecas: Una vez implementada la funcionalidad, se le dota de
bibliotecas para hacer más fácil y asequible su utilización. Para realizar esta tarea
es necesario conocer los objetivos y el funcionamiento ﬁnal del dispositivo.
Pruebas: Una vez implementado, se procede a probar la funconalidad siempre que
el entorno lo permita. Por ejemplo, no se puede probar la comunicación con los
sensores si no hay sensores que respondan.
Tras ﬁnalizar las pruebas con el dispositivo PHOSDI de sensado, se procedió a la
implementación de la comunicación HTTP. Debido a la falta de desarrollo por parte de
la base de datos, se optó por comenzar con la simulación de un servidor al cual poder
subir la información recogida por el sensor. De esta forma no solo se consigue no retrasar
el desarrollo del proyecto, si no dotarlo de una mayor modularidad al hacerlo compatible
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con otro tipo de servidores.
Tras probar ambas comunicaciones, se procedió a la implementación del almacena-
miento de datos en la memoria externa. Tras veriﬁcar el correcto funcionamiento de las
tres funcionalidades por separado, se realizaron las pruebas conjuntas para comprobar
que el dispositivo respondía correctamente. Una vez ﬁnalizada la demostración de dicho
dispositivo, se comenzó a redactar el proyecto junto con sus resultados y conclusiones.
El proceso descrito anteriormente se ve reﬂejado en el siguiente diagrama de Gantt,
en el cual se muestra una evolución temporal de las distintas tareas de trabajo. La des-
composición de dichas tareas se ve reﬂejada en la EDP del proyecto, también descrita a
continuación.
Figura 5.1: EDP del proyecto
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Figura 5.2: Diagrama de Gantt del proyecto
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5.2. Estudio económico
A continuación se procede a detallar el presupuesto requerido para el desarrollo del
proyecto. Los presupuestos se dividen en tres tipos diferentes en función de su origen.
Gasto en recursos humanos: Donde se introduce el dinero empleado en el sueldo
de las personas encargadas del proyecto.
Gasto en componentes: En este campo se introducen los gastos correspondientes
a la compra y fabricación de los componentes necesarios.
En cuanto a los recursos humanos, debido a que este proyecto se ha realizado bajo la
monetización de una beca universitaria, se ha tomado como medición dicha beca junto con
las horas de trabajo aportadas. El presupuesto del tutor se ha contabilizado en función
del sueldo de un ingeniero.
Tabla 5.1: Costes recursos humanos
Concepto Horas Precio Unitario Total
Sueldo Becario 450 5 euros/hora 2250 euros
Sueldo tutor 30 45 euros/hora 1350 euros
El coste de la anterior tabla asciende a un coste total de 3.600 euros.
A continuación se detalla el gasto necesario para la fabricación y elaboración de las
cookies utilizadas. En esta tabla se incluye la fabricación de los tres niveles necesarios
(Alimentación, procesamiento y comunicación)
Tabla 5.2: Costes de fabricación
Concepto Cantidad Precio unitario Importe
Componentes 174 0.54 euros 93.96 euros
Nivel procesamiento 1 80 euros 80 euros
nivel comunicación 1 40 euros 40 euros
nivel alimentación 1 50 euros 50 euros
En el precio del material mostrado en la anterior tabla no se representa el IVA.
En conclusión, el coste total del proyecto es de 3.863 euros.
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