Abstract-Loop scheduling is an important problem in parallel processing. The retiming technique reorganizes an iteration; the unfolding technique schedules several iterations together. We combine these two techniques to obtain a static schedule with a reduced average computation time per iteration. We first prove that the order of retiming and unfolding is immaterial for scheduling a data-flow graph (DFG). From this nice property, we present a polynomial-time algorithm on the original DFG, before unfolding, to find the minimum-rate static schedule for a given unfolding factor. For the case of a unit-time DFG, efficient checking and retiming algorithms are presented.
INTRODUCTION
OW to efficiently and optimally schedule iterative or recursive algorithms is an important problem in VLSI high level synthesis and compilers for parallel machines like VLIW or Data-Flow machines. For example, given a signal flow graph of any filter (it may have many cycles), we would like to know how to obtain a schedule such that a resultant synthesized hardware can achieve the highest pipeline rate. We combine two techniques, retiming and unfolding, to maximize the execution rate of static schedules. This combination technique turns out to be very simple and efficient, and has great potential to be generalized to other applications. In this paper, we study some fundamental theorems of this combination, and provide efficient algorithms.
The input algorithm is described as a data-flow graph (DFG), which is widely used in many fields; for example, in circuitry [1] , in program descriptions [2] , [3] , [4] , etc. In a DFG, nodes represent operations and edges represent precedence relationships. The graph G in Fig. 2a is an example of DFG, where the number attaches to a node is its computation time. A DFG is called a unit-time DFG if the computation time of every node is one unit. A certain delay count is associated with each edge to represent interiteration precedences.
Although our results are quite general to many applications which use the model of DFGs, in this paper, we specifically consider the problem of multiprocessor scheduling for a recursive or iterative algorithm, as being studied in [5] , [4] , which is particularly useful in DSP applications (DFGs are usually called signal-flow graphs in DSP). Fig. 1 shows an innermost body of a loop program, and the DFG in Fig. 2a is its corresponding DFG. A schedule 1 for G is shown in Fig. 2b , which takes three time units (equals the cycle period of G) to complete an iteration. Since we can use this schedule repeatedly for each iteration, we call such a schedule a static schedule. The retiming technique has been effectively used to improve static schedules by rearranging the delays [1] , [6] . The retimed DFG, denoted by G r , in Fig. 3a corresponds to a faster static schedule in Fig. 3b . Static schedules can be further improved by using the common unfolding technique. The unfolding technique is studied in [4] , [6] , and generalized to handle switches in [7] . The original DFG is unfolded f times, so the unfolded graph, denoted by G f , consists of f copies of the node set and the edge set. Each instance of a static schedule contains f iterations, and its computation time is called the cycle period. Therefore, the iteration period, which is the average computation time per iteration (cycle period/f) can be reduced. This f is called an unfolding factor.
A static schedule can be obtained from an unfolded graph, and executed repeatedly for every f iterations. The amount of memory needed to store a static schedule is proportional to the unfolding factor. For general DFGs, Parhi and Messerschmitt [4] show that, if the unfolding factor is the least common multiple of all the loop delay counts in DFG, a rate-optimal schedule can be achieved. An iterative algorithm is designed in [6] to find the minimum unfolding factor to achieve a given iteration period. 1 . Under the assumption that there are enough resources available, each node is scheduled as early as possible. Like most previous works [4] , [6] , we assume that the scheduler can only operate on integral grids, i.e., each operation starts at an integral instant of time. The rate-optimal scheduling and unfolding factors for a fractional-time scheduler, which can start an operation at any fractional time instant, are discussed in [8] . The size of program code or control unit is proportional to the unfolding factor. A synthesis system should provide many alternatives, such as the pairs of unfolding factors and their corresponding minimum iteration periods under retimings.
The designer can choose the most suitable pair among them. For a given maximum unfolding factor F from the design requirement, we present efficient algorithms to find these pairs on the original DFG. One obvious way is to unfold the original DFG first, and then do retiming to find the minimum iteration period. Instead, we show that we can perform retiming directly on the original DFG, and obtain the same minimum iteration period without working on a large unfolded DFG. This nice and counter-intuitive property is shown in Section 3 by proving that the order of retiming and unfolding does not matter for obtaining the minimum iteration period.
The results for unit-time DFGs are obtained in Section 4. A simple inequality is derived as a necessary and sufficient condition for the existence of a retiming to produce a schedule with unfolding factor f and cycle period c. The minimum iteration period for a given unfolding factor can be evaluated from this inequality. And, there is an efficient algorithm which runs in time O(|V| ¹ |E|) for finding such a retiming, where V is the node set and E is the edge set.
As for a general-time DFG, the necessary and sufficient condition can not be characterized in a simple formula as that for unit-time DFGs. For getting the pair of an unfolding factor f and its corresponding minimum iteration period, we present our retiming algorithm in Section 5 which runs in time When we want to obtain all the pairs of unfolding factors which are less than F, and the corresponding minimum iteration periods, the nice thing for the preprocessing algorithm is that it only needs to be performed once for the maximum unfolding factor F, instead of F times. Note that all the algorithms in the paper are easily implemented, since they are mainly variations of general shortest path algorithms. We first describe definitions and properties of retiming and unfolding. Then, we prove the order of retiming and unfolding is immaterial in Section 3. The algorithms and results for unit-time DFG are presented in Section 4 and, for general-time DFG, in Section 5. Finally, we make some concluding remarks in the last section. Since detailed proofs are sketched or omitted due to space limitations, interested readers are referred to [9] , [10] . Interiteration data dependencies are represented by weighted edges. An edge e from u to v with delay count d(e) means that the computation of node v at iteration j depends on the computation of node u at iteration j d(e). The set of edges without delay composes a directed acyclic graph, which represents data dependencies within the same iteration. 2 We define one iteration to be an execution of each node in V exactly once. The computation time of the longest path without delay is called the cycle period. For example, the cycle period of the DFG in Fig. 2a is three from the longest path, which is from node B to C. An edge e from u to v with delay count d(e) means that the computation of node v at iteration j depends on the computation of node u at iteration j d(e).
DEFINITIONS AND PROPERTIES
For the sake of convenience, we use the following notation. . The total computation time of a path p is
The Retiming Technique and Retimed Graphs
The retiming technique [1] moves delays around in the following way: A delay is drawn from each of the incoming edges of v, and then, a delay is pushed to each of the outgoing edges of v, or vice versa. A retiming r of a DFG G is a function from V to the integers. The value r(v) is the number of delays drawn from each of the incoming edges of node v and pushed to each of the outgoing edges. The edges without delay in G r give the precedence relations of the new loop body. Although the prologue and epilogue are introduced by retiming, the size of prologue and epilogue can be controlled by adding simple constraints to the proposed retiming algorithms [9] .
Under the definition of retiming [1] , there is no distinction between recursive (cyclic) and nonrecursive (acyclic) parts in the DFG. If the input/output behavior needs to be preserved, a host can be introduced in the DFG so that there is an edge from the host to every input node and an edge from every output node to the host. After this transformation, our 2. For the graph to be a meaningful data-flow graph, the delay count of any loop should be nonzero.
3. Note that r(v) is positive if delays are pushed along the direction of edges.
algorithms can be applied to the DFG without special considerations for the nonrecursive part.
The Unfolding Technique and Unfolded Graphs
Let f be a positive integer. An unfolded graph with unfolding factor f, denoted G f , consists of f copies of node set V and represents the same precedence relations in G by delay counts on edges. We say the unfolded The unfolded graph gives a more global view to the data dependencies with a manageable graph size. We use the subscript f to represent the correspondences between G and G f . For a node v (resp. edge e) in G, v f (resp. e f ) represents any copy of v (resp. e) in G f . For a path p f in G f , there is a unique path p in G corresponding to p f . Let Z be the set of integers and [0, f) the set of integers 0, 1,
One cycle in G f consists of all computation nodes in V f . The period during which all computations in a cycle are executed is called cycle period.
During a cycle period of G f , f iterations of G are executed. Thus, the iteration period of G f is equal to (G f ) /f, in other words, the average computation time for each iteration in G. For the original DFG G, the iteration period is equal to (G). An algorithm can find (G) for a DFG in time O(|E|) [1] .
Some properties of the unfolded graph have been studied in [4] . A procedure has been proposed to generate the unfolded graph. However, the relationship between d(e) and d f (e F ) is not clear. We characterize some properties of the unfolded graph in the following, which will be used in the proofs of this paper. Though Property 1d has been We prove a similar property for the unfolded graphs in the following lemma. The value of (G f ) is obtained from the original DFG G, and we show that the cycle period in the unfolded graph G f is the maximum total computation time among all paths where the total delay count is less than f in the original graph G. Let G be a DFG, c a cycle period, and f an unfolding factor. Although the retimed graph in Fig. 3 achieves the minimum cycle period with unfolding Factor 1, MCP(1), the graph G r,f where f = 2 has a cycle period 4, which is not MCP (2) . In this paper, retiming algorithms are designed to find a retiming achieving MCP(f) without unfolding a DFG first. For the above example, our algorithm will find another retiming r shown in Fig. 6 , which is optimal with both unfolding Factors 1 and 2. The cycle period of G r equals MCP (1) . From Lemma 2.2, we know the cycle period of G r, f with f = 2 is three, which is the minimum.
THE ORDER OF RETIMING AND UNFOLDING
In this section, the relationship between G f r f , and G r, f for a fixed unfolding factor is explored. Intuitively, it seems that the DFG G f r f , provides finer retimings on the unfolded node set and gives better flexibility on retiming. However, we show that the order of retiming and unfolding is not essential. More precisely, we prove
Therefore, in the next two sections, we focus on finding a retiming r to achieve MCP(f) for a given unfolding factor f on DFG G r, f .
for every edge e = (u,v) in E do begin The following lemma says that any cycle period which is obtained by retiming the unfolded graph G f can be achieved by retiming on the original graph G directly, while Lemma 3.3 proves the converse. Since r f is a legal retiming, it is easy to show that r is also a legal retiming. Then, we prove that
, from Lemma 2.1, we know for The following lemma proves that G f and G r,f are structurely isomorphic, which means that there is a one-to-one correspondence among edges and nodes of the two graphs, and the mapping is to circularly shift every copy of node v in V by the amount r(v). Actually, this lemma gives a way of constructing DFG G r,f directly from G with given r and f, instead of constructing G r first and then unfolding it. We consider that G f and G r,f have the same node set, denoted V f , but different edge sets, denoted E f and E r,f respectively, and different delay functions, denoted d f and d r,f respectively. 
where r f (v f ) for v f ° G f are unknown variables and d r,f (e r,f ) and d f (e f ) are constants. We show that the linear system is consistent and has an integer solution r f .
Since G f r f , is equivalent to G r,f , the retiming r f is certainly a legal retiming. The lemma is proved. V
The following theorem is derived from Lemma 3.1 and Lemma 3.3. It seems that retiming on the unfolded graph tends to have better iteration period, because finer retiming functions can be found. However, this theorem tells us that, for a fixed unfolding factor, the minimum iteration period can be found no matter which unfolding or retiming is performed first. Obviously, a retiming on the original graph saves time and space, which is the focus of the rest of the paper. 
UNIT-TIME DFGS
It is well known that any DFG which involves loops, feedbacks or recursions has a lower bound on the iteration period [11] . This iteration bound (G) for a DFG G is given by
where T(l) is the sum of computation time in loop l, and D(l) is the sum of delay counts in loop l. For a unit-time DFG, it takes O(|V||E|) to compute the bound (G). The loop which gives the iteration bound is called critical loop, l cr . For example, the (G) in Fig. 2a is 4/3. A schedule is rate-optimal if the iteration period of this schedule equals to the iteration bound.
In this section, we show that c/f (G) is a necessary and sufficient condition for the existence of a retiming to produce a schedule with unfolding factor f and cycle period c. The minimum cycle period for a given unfolding factor is derived
. An efficient O(|V||E|)-time algorithm is design to find such a retiming.
Let G x = (V, E, d′, t) be the graph modified from G = (V, E, d, t) where d′(e) = d(e) x for every edge e in E. Note that G x may have nonintegral, even negative, delay counts if x is not an integer. The next lemma shows the relation of G f/c and the lower bound (G). For the if part, we assume that there is no loop with negative delay count. We construct a retiming for the DFG as follows: We first add a new node v 0 in the graph G f/c, where v 0 is connected to all the nodes with delay 0, and compute all the shortest paths from v 0 to other nodes. Let Sh(v) be the length of the shortest path from v to v 0 . We choose the retiming r of node v equals the ceiling of Sh(v) for every v in V. It is easy to prove that r is a legal retiming and (G r,f ) c, which is similar to the proof in [1] .
V From this lemma, we have a retiming algorithm to find a retiming r such that (G r,f ) c, as shown in Fig. 7 . We adopt the single-source shortest path algorithm introduced in [12] to find the shortest paths For a pair of given integers f and c, if there exists a legal retiming r such that (G r,f ) c, we say the pair is feasible. From Theorem 2, the designer only needs to check the inequality c/f (G) in order to decide the feasibility of a pair of f and c. For an unfolding factor f, the minimum feasible c from the inequality is MCP f f G ( ) ( ) ¹ . Thus, all the pairs of f and MCP(f) are easily generated, and the designer may choose the suitable pair according to its requirement. A legal retiming r for such a chosen pair can be found merely in time O(|V| |E|). The corresponding schedule can be generated from the graph G r,f . The maximum difference between the iteration period of the chosen pair and the iteration bound (G) is less than 1/f. As a consequence of Theorem 2, the minimum rate-optimal unfolding factor, which produces a rate-optimal schedule, can be derived as D(l cr ) / gcd(T(l cr ), D(l cr )) [9] , [10] . And, the corresponding rate-optimal schedule can be easily derived from our algorithm.
GENERAL-TIME DFGS
We first design an algorithm to find a retiming r such that (G r,f ) c, if possible, for a given unfolding factor f and a given cycle period c. A preprocessing algorithm is performed first in order to find a set of critical paths, which is presented in the second subsection. In the first subsection, some properties about these critical paths are derived in order to represent the above problem in a simple Linear Programming (LP) form, which can be solved in time O(|V| 3 ) by a general shortest path algorithm. Then, by binary search on all the O(f|V| 2 ) possible cycle periods, we can find a legal retiming r which achieves the minimum cycle period on DFG G r,f for a given unfolding factor f in time O((f|V| 2 + |V| 3 ) log(f|V|)).
Retiming Algorithm
Since the delay count of every path from u to v is changed by the same amount r(u) -r(v) after the DFG is retimed by r, the quantities defined below specify a set of critical paths for all paths from u to v such that we only need to look at these quantities in order to decide whether (G f ) c. One interesting result shows that unfolding before retiming or after retiming has no effect on the iteration period. Therefore, we do not need to unfold DFG first to obtain results; instead, we can do operations directly on the original DFG. We present an efficient algorithm for finding the minimum iteration period from an unfolding factor f which runs in time O((f|V| 2 + |V| 3 ) log(f|V|)) for retiming. When we consider the unit-time DFG, which is applicable to RISC multiprocessors, software pipelining, unit-time parallel pipelines, etc., more surprising results are obtained. For any pair of cycle period c and unfolding factor f, as long as c/f is no less than the iteration bound (G), there exists such a schedule, i.e., there exists a retiming r to derive this schedule. The retiming algorithm runs in time O(|V||E|) The result in Theorem 2 is generalized in [8] to obtain rate-optimal schedules for general-time DFGs under various models.
After we understood the fundamental properties in this paper, we successfully applied these results to a scheduling problem with resource constraints in [14] . One important open question is to measure the minimum iteration period under resource constraints for an unfolding factor from the results without resource constraints. These fundamental properties and best schedules can be used to derive approximation algorithms.
