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Abstract—Connected and automated vehicles (CAVs) provide
the most intriguing opportunity to improve energy efficiency,
traffic flow, and safety. In earlier work, we addressed the
constrained optimal coordination problem of CAVs at different
traffic scenarios using Hamiltonian analysis. In this paper, we
investigate the properties of the unconstrained problem and
provide conditions under which different combination of the state
and control constraints become active. We present a condition-
based computational framework that improves on the standard
iterative solution procedure of the constrained Hamiltonian
analysis. Finally, we derive a closed-form analytical solution of the
constrained optimal control problem and validate the proposed
framework using numerical simulation. The solution can be
derived without any recursive steps, and thus it is appropriate
for real-time implementation on-board the CAVs.
I. INTRODUCTION
A. Motivation
The implementation of an emerging transportation system
with connected automated vehicles (CAVs) enables a novel
computational framework to provide real-time control actions
that optimize energy consumption and associated benefits.
From a control point of view, CAVs can alleviate congestion
at different traffic scenarios [1], reduce emission, improve fuel
efficiency [2], [3] and increase passenger safety. Urban inter-
sections, merging roadways, highway on-ramps, roundabouts
and speed reduction zones along with the driver responses to
various disturbances are the primary sources of bottlenecks
that contribute to traffic congestion. Several research efforts
have used optimal control theory to investigate how CAVs
can potentially improve energy efficiency and travel time in
these traffic scenarios.
B. Literature Review
Early efforts [4], [5] considered a single string of vehicles
that was coordinated through a traffic conflict zone with a
linear optimal regulator. Shladover et al. [6] discussed the
lateral and longitudinal control of CAVs for the automated
platoon formation. In 1993, Varaiya outlined the key features
of a automated intelligent vehicle/highway system, and pro-
posed a basic control system architecture [7]. In 2004, Dresner
and Stone [8] proposed the use of the reservation scheme to
control a signal-free intersection of two roads. Since then,
several research efforts [9]–[12] have extended this approach
for coordination of CAVs at urban intersections. Alonso et al.
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[13] proposed a control framework where a CAV can derive its
safe crossing schedule to avoid collision with a human-driven
vehicle.
Several approaches for coordinating CAVs that have re-
ported in the literature proposed the use of a central controller
[9]–[11], [14]–[18]. Some approaches have focused on coordi-
nating CAVs at intersections to improve traffic flow [19]–[21],
while other approaches have formulated the optimal control
problem considering travel time as the cost function [22]–[25].
Mahler and Vahidi [26] proposed an energy optimal scheme
for CAVs using a probabilistic prediction of traffic lights at
an intersection. A model predictive control based approach
is presented by Kim and Kumar [21], which allows each
vehicle to optimize its movement locally with a given cost
function. Makarem et al. [27] formulated the optimal control
problem as a linear quadratic regulator, and solved it using
predictive control. Qian et al. proposed a hierarchical control
framework using a high level CAV coordination and a low-
level multiobjective optimization scheme.
Min et al. [28] considered a platoon-based approach to
coordinate CAVs through a merging roadway, and solved
the constrained optimization problem with distributed model
predictive control. A virtual platoon-based cooperative control
approach was discussed in [29] for on-ramp coordination. An
optimal framework to minimize travel time was proposed in
[30], where an optimization problem is solved to find the mini-
mum time once the merging sequence is determined. Kamal et
al. [31] proposed numerical algorithms based on Pontryagin’s
minimum principle for CAV coordination in a signal-free
intersection. Dynamic programming was used in [26], [32],
[33] to compute the optimal control input, which is inherently
not feasible for real-time application due to high computational
effort. Sciarretta et al. [34] developed an eco-driving controller
for CAVs for adaptive cruise control maneuver, where the
optimal problem minimizes the energy consumption with
speed constraint. A speed advisory system was proposed by
Wan et al. in [35] to minimize fuel consumption without
considering the state and control constraints. A cloud-based
roundabout coordination system was proposed in [18], where
a two-level combinatorial optimization problem is formulated.
Han et al. [36] proposed a safety based eco-driving control
for the CAVs. Wang et al. [37] formulated the multi-objective
optimization problem for the CAVs approaching intersection,
and derived the analytic solution based on the Pontraygin’s
minimum principle. Ozatay et al. [32] provided a speed pro-
file optimization framework for minimizing fuel consumption
without considering any safety or acceleration/deceleration
constraints.
A decentralized optimal control framework was presented in
[3], [38], [39] for coordinating online CAVs at different traffic
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2scenarios such as on-ramp merging roadways, roundabouts,
speed reduction zones and signal-free intersections. The frame-
work uses a hierarchical structure consisting of an upper-level
vehicle coordination problem to minimize travel time and a
low-level energy minimization problem. The state and control
constrained CAV coordination problem has been addressed
in [3], [40] by incorporating the constraints in the low-level
optimization problem, and in [41], [42] by incorporating the
constraints in the upper-level optimization problem.
Detailed discussions of the research reported in the literature
to date on coordination of CAVs can be found in [43].
C. Objectives and Contributions of the Paper
In earlier work [44], we reported some preliminary results
about the conditions for state and control constraint activa-
tion for the problem formulation of coordinating CAVs at
signal-free intersections presented in [3]. In this paper, we
extend the results presented in [44] and establish a rigorous
framework that yields a closed-form analytical solution for
the formulation in [3] without any recursive steps, and thus
it is appropriate for real-time implementation on-board the
CAVs [45]. The objectives of this paper are (i) to simplify the
recursive procedure required to derive the optimal constrained
solution of the Hamiltonian analysis for the low-level energy
minimization problem, and (ii) to increase the computational
efficiency of the derivation of the solution in (i) by eliminating
numerical computations.
Specifically, the contributions of this paper are: (1) an in-
depth exposition of the properties of the different combinations
of the state and control constraint activation cases and a set of
a priori conditions to identify the constrained solution without
any recursive steps, and (2) an explicit expression of the
junction point between the constrained and unconstrained arcs
leading to a closed-form analytical solution of the constrained
optimal control problem.
D. Comparison With Related Work
The proposed framework advances the state of the art in
the following ways. First, the solution to the state and control
unconstrained control problem presented in [39], [46] shows
acceleration spikes (jerk) at the boundaries of the optimization
horizon, possibly exceeding the vehicle’s physical limitation
and giving rise to undesired driving experience. In addition,
the unconstrained solution can only guarantee that none of the
constraints become active at the boundaries of the optimization
horizon only. In our proposed framework, we can guarantee
that none of the the state and control constraints become active
throughout the entire optimization horizon. Second, in contrast
to some approaches [32], [35], [36] reported in the literature,
where only either the state, or control constrained optimal
control problem was addressed, our framework addresses all
both state and control constraint cases. Moreover, we explicitly
include the state and control constraints in the Hamiltonian
analysis as opposed to [37] where the state and control
constraints were addressed using a feasibility zone approach.
Third, several approaches [41], [42] have either incorporated
the constraints in the upper-level vehicle coordination problem,
or considered free terminal time [37], [47] to address the
state/control constraints within the optimization horizon. In
contrast, in our framework, we incorporate the constraints in
the low-level energy minimization problem with the fixed time
horizon. Fourth, the solution of the optimal control problem
considering state and control constraints presented in [3], [40],
[47] requires piecing the unconstrained and constrained arcs
together resulting in recursive numerical computation until
all of the constraint activation cases are resolved. In our
proposed framework, we eliminate this recursive procedure
to derive a real-time, implementable, closed-form analytical
solution. Finally, the solution of the constrained optimization
problem using Hamiltonian analysis presented in [3], [40], [47]
only addresses different constraint activation cases without
exploring the interdependence between multiple constraint
activation. In this paper, we explore the interdependence of the
combination of the constraint activation cases and explicitly
provide the conditions for their realization.
E. Organization of the paper
The remainder of the paper is organized as follows. In
Section II, we introduce the problem formulation and present
the unconstrained case. In Section III, we discuss different
aspects of the state and control constrained formulation in
detail. In Section IV, we provide the closed-form analytical
solution of the constrained optimal control problem. In Section
V, we evaluate the effectiveness of the proposed approach in
a simulation environment. Finally, we draw conclusions and
discuss next steps in Section VI.
II. PROBLEM FORMULATION
We consider CAVs cruising through a traffic network con-
taining a four-way signal-free intersection, as shown in Fig. 1.
Although our analysis can be applied to any traffic scenario,
e.g., merging at roadways [46] and roundabouts, passing
through speed reduction zones [39], we use an intersection
(Fig. 1) as a reference to present the fundamental ideas and
results of this paper, since an intersection provides unique
features making it technically more challenging compared to
other traffic scenarios. We define the area illustrated by the red
square of dimension S in Fig. 1 as the merging zone where
possible lateral collision of CAVs can take place. Upstream
of the merging zone, we define a control zone of length L
inside of which CAVs can coordinate with each other until
they enter the merging zone. The intersection has a coordinator
that can communicate with the CAVs traveling inside the
control zone. Note that the coordinator does not make any
decisions for the CAVs. When a CAV enters the control zone,
the coordinator receives its information and assigns a unique
identity i ∈ N to it. The objective of each CAV i is to derive
its optimal control input (acceleration/deceleration) to cross
the intersection without any lateral or rear-end collision with
the other CAVs, and without violating any of the state and
control constraints.
A. Vehicle Dynamics and Constraints
Let N (t) = {1, . . . , N(t)}, where N(t) ∈ N is the number
of CAVs inside the control zone at time t ∈ R+, be the queue
3Fig. 1: A traffic network of connected automated vehicles
approaching a four-way signal-free intersection.
of CAVs inside the control zone. We model each CAV i ∈
N (t) as a double integrator
p˙i(t) = vi(t), v˙i(t) = ui(t), i ∈ N (t), (1)
where pi(t) ∈ Pi, vi(t) ∈ Vi, and ui(t) ∈ Ui denote the
position, speed and acceleration (control input) of each CAV
i ∈ N (t). The sets Pi, Vi, and Ui, i ∈ N (t), are complete
and totally bounded subsets of R. Let xi(t) = [pi(t) vi(t)]T
denote the state vector of each CAV i, with initial value x0i =[
p0i v
0
i
]T
taking values in Xi = Pi × Vi. The state space Xi
for each CAV i is closed with respect to the induced topology
on Pi×Vi and thus, it is compact. Each CAV i ∈ N (t) enters
the control zone at t0i , enters the merging zone at t
m
i , and
eventually exits the merging zone at tfi .
To ensure that the control input and speed of each CAV
are within a given admissible range, we impose the following
constraints
ui,min ≤ ui(t) ≤ ui,max, and
0 ≤ vmin ≤ vi(t) ≤ vmax, ∀t ∈ [t0i , tfi ], (2)
where ui,min, ui,max are the minimum and maximum accel-
eration for each CAV i ∈ N (t), and vmin, vmax are the
minimum and maximum speed limits respectively. Without
loss of generality, we assume homogeneity in terms of CAV
types, which enables the use of the same maximum accel-
eration umax and minimum acceleration umin for any CAV
i ∈ N (t). To ensure the absence of rear-end collision of two
consecutive CAVs traveling on the same lane, we impose the
rear-end safety constraint
si(t) ≥ δi(t), i ∈ N (t), ∀t ∈ [t0i , tfi ], (3)
where si(t) := pk(t) − pi(t) is defined as the distance
between CAV i, k ∈ N (t), where CAV k is physically located
immediately ahead of CAV i, and δi(t) minimum safe distance
which is a function of speed vi(t). For each CAV i ∈ N (t),
we define the set Γi
∆
= {t | t ∈ [tmi , tfi ]}. Lateral collision
between any two CAVs i, j ∈ N (t) can be avoided if
Γi ∩ Γj = ∅, i, j ∈ N (t), ∀t ∈ [tmi , tfi ]. (4)
In the modeling framework described above, we impose the
following assumptions:
Assumption 1. Communication among CAVs occurs without
any delays or errors.
Assumption 2. Only single lane trajectory is considered for
each CAV i ∈ N (t) within the control zone.
Assumption 3. None of the state constraints are active at time
t0i when each CAV i ∈ N (t) enters the control zone.
Assumption 1 may be strong, but it is relatively straight-
forward to relax as long as the noise in the measurements
and/or delays is bounded. For example, we can determine
upper bounds on the state uncertainties as a result of sensing or
communication errors and delays, and incorporate these into
more conservative safety constraints. Assumption 2 ensures
only the control of longitudinal vehicle dynamics with sim-
plified route. Our analysis can be extended to the case with
multiple lanes using the appropriate vehicle model dynamics.
Finally, Assumption 3 ensures that, for each CAV i ∈ N (t),
the initial state is feasible.
Since we adopt the hierarchical optimization framework
presented in [3], each CAV i ∈ N (t) upon entry to the control
zone solves an upper-level throughput maximization problem
followed by a low-level energy minimization problem. The
solution of the upper-level problem yields the optimal time
tm
∗
i that each CAV i ∈ N (t) enters the merging zone. Several
approaches [3], [38], [39] have been reported in the literature
to determine tm
∗
i guaranteeing lateral and rear-end safety
collision avoidance for all t ∈ [t0i , tfi ]. In our exposition, we
consider that the optimal time tm
∗
i is given, and we focus only
on the low-level energy minimization problem that yields for
each CAV i ∈ N (t) the optimal control input u∗i (t) to achieve
the optimal merging time tm
∗
i .
B. Low-level Energy Optimization Problem
For each CAV i ∈ N (t) traveling inside the control zone,
we formulate the following optimal control problem
min
ui∈Ui
Ji(ui(t)) =
∫ tmi
t0i
1
2
u2i (t) dt, (5)
subject to : (1), (2), pi(t0i ) = 0, pi(t
m
i ),
and given t0i , vi(t
0
i ), t
m
i .
Here, we consider the L2-norm of the control input, i.e.,
1
2u
2
i (t), as the cost function so that transient engine operation
is minimized which directly leads to minimization of fuel
consumption [3]. Note that we do not explicitly include the
lateral (4) and rear-end (3) safety constraints. The lateral
collision constraint is enforced by selecting the appropriate
merging time tmi for each CAV i in the upper-level through-
put maximization problem. The activation of rear-end safety
4constraint can be avoided under certain conditions as discussed
in [39].
In our formulation, the state constraints are Si(t, xi(t)) :=[
vi(t)− vmax
vmin − vi(t)
]
≤ 0. Note that, Si(t, xi(t)) is not an
explicit function of the control input ui(t). Thus, to formulate
our Hamiltonian function, we need to take successive time
derivatives of Si(t, xi(t)) until we obtain an expression that
is explicitly dependent on ui(t) [48]. If q time derivatives
are required, we refer to each constraint in S(q)i (t, xi(t)) as
the qth-order state variable inequality constraint. In our case,
we have 1st-order speed constraint, e.g., S(1)i (t, xi(t), ui(t)) =[
ui(t)
−ui(t)
]
.
To derive an analytical solution of the optimal control prob-
lem in (5) for each CAV i ∈ N (t), we formulate the adjoined
Hamiltonian function Hi
(
t, xi(t), ui(t)
)
, for all t ∈ [t0i , tmi ],
as follows,
Hi
(
t, xi(t), ui(t)
)
=
1
2
u2i (t) + λ
p
i (t) · vi(t) (6)
+λvi (t) · ui(t) + µTi (t) · Ci(t, xi(t), ui(t)) + ηTi (t) · Si(t, xi(t))
=
1
2
u2i (t) + λ
p
i (t) · vi(t) + λvi (t) · ui(t)
+µai (t) · (ui(t)− umax) + µbi (t) · (umin − ui(t))
+ηci (t) · (vi(t)− vmax) + ηdi (t) · (vmin − vi(t)), ∀i ∈ N (t),
where, λpi (t), λ
v
i (t) are the co-state components correspond-
ing to the state vector xi(t), and µTi (t) is the path co-vector
for control constraints consisting of the Lagrange multipliers
with the following conditions,
µai (t) =
{
> 0, ui(t)− umax = 0,
= 0, ui(t)− umax < 0, (7)
µbi (t) =
{
> 0, umin − ui(t) = 0,
= 0, umin − ui(t) < 0, (8)
and ηTi (t) is the path co-vector for state constraints consisting
of the Lagrange multipliers,
ηci (t) =
{
> 0, vi(t)− vmax = 0,
= 0, vi(t)− vmax < 0, (9)
ηdi (t) =
{
> 0, vmin − vi(t) = 0,
= 0, vmin − vi(t) < 0. (10)
The Euler-Lagrange equations are
λ˙pi (t) = −
∂Hi
∂pi
= 0, (11)
λ˙vi (t) = −
∂Hi
∂vi
=

−λpi (t), vi(t)− vmax < 0 and
vmin − vi(t) < 0,
−λpi (t)− ηci (t), vi(t)− vmax = 0,
−λpi (t) + ηdi (t), vmin − vi(t) = 0,
(12)
and
∂Hi
∂ui
= ui(t)+λ
v
i (t)+µ
a
i (t)−µbi (t) = 0, ∀t ∈ [t0i , tmi ]. (13)
If the inequality state and control constraints (2) are not
active, we have µai (t) = µ
b
i (t) = µ
c
i (t) = µ
d
i (t) = 0. Applying
the necessary conditions, the optimal control u∗i (t) can be
derived from u∗i (t) + λ
v
i (t) = 0, i ∈ N (t). From (11) and
(12) we have λpi (t) = ai, and λ
v
i (t) = −
(
ai · t + bi
)
, where
ai and bi are constants of integration corresponding to each
CAV i ∈ N (t). Therefore, the optimal control input u∗i (t) is
u∗i (t) = ai · t+ bi, ∀t ≥ t0i . (14)
Substituting the last equation into (1) we find the optimal speed
and position for each CAV i ∈ N (t), namely
v∗i (t) =
1
2
ai · t2 + bi · t+ ci, ∀t ≥ t0i (15)
p∗i (t) =
1
6
ai · t3 + 1
2
bi · t2 + ci · t+ di, ∀t ≥ t0i , (16)
where ci and di are constants of integration corresponding
to each CAV i ∈ N (t). The constants of integration ai, bi,
ci, and di can be determined from (14)-(16) using the initial
and boundary conditions imposed in (5). Note that, we can
either compute ai, bi, ci, and di only once at time t = t0i and
apply the solution throughout optimization horizon [t0i , t
m
i ],
or update the constants of integration by recomputing (14)-
(16) at each time step in t ∈ [t0i , tmi ] to account for any
disturbance within the control zone. For the remainder of the
paper, we reserve the notations ai, bi, ci, and di only for the
unconstrained optimal solution given in (14)-(16).
Remark 1. For the case where the constants of integration
ai = 0 and bi = 0, we have the trivial solution of the
unconstrained problem (14)-(16) as u∗i (t) = 0, v
∗
i (t) =
ci, p
∗
i (t) = ci · t + di, for all t ≥ t0i . This implies that if
the speed is constant and the speed constraint is not active
at time t = t0i (Assumption 3), none of the state and control
constraints becomes active for all t ∈ [t0i , tmi ]. If ai, bi 6= 0,
we have u∗i (t
0
i ) 6= 0.
In what follows, we only consider the non-trivial case of
the constrained optimization problem (5) where ai, bi 6= 0.
III. ANALYSIS OF THE CONSTRAINED OPTIMAL CONTROL
PROBLEM
To derive the constrained analytical solution of (5), we
follow the standard methodology used in optimal control
problems with interior point state and/or control constraints
[48], [49]. Namely, we first start with the unconstrained arc
and derive the solution using (14)-(16). If the solution activates
any of the state or control constraints, then the unconstrained
arc is pieced together with the arc corresponding to the
activated constraint, and we re-solve the problem with the
two arcs pieced together at the junction point between the
constrained and unconstrained arcs of the constrained solution
(5). The two arcs yield a set of algebraic equations which are
solved simultaneously using the boundary conditions of (5)
and the interior conditions between the arcs. If the resulting
solution, which includes the determination of the junction
point from one arc to the next one, activates another con-
straint, then the last two arcs are pieced together with the arc
corresponding to the new activated constraint, and we re-solve
the problem with the three arcs pieced together. The three
arcs will yield a new set of algebraic equations that need to
be solved simultaneously using the boundary conditions of (5)
5and interior conditions between the arcs. The resulting solution
includes the junction point from one arc to the next one. The
process is repeated until the solution does not violate any other
constraints. This process can be computationally intensive for
the following reasons. First, the recursive solution process
to resolve all possible combinations of constraint activation
might lead to intensive computation that prohibits real-time
implementation. Second, each of the aforementioned recursion
needs to be solved numerically due to the presence of implicit
functions. To address both issues, we introduce a condition-
based framework for the optimal control problem in (5) which
leads to a closed-form analytical solution without this recursive
procedure.
A. Condition of Constraint Exclusion
For the optimal control problem in (5), we have two state
and two control constraints leading to 15 possible constraint
combinations in total that can become active within the
optimization horizon [t0i , t
m
i ]. In this section, we show that
it is only possible for a subset of the constraints to become
active in [t0i , t
m
i ]. Therefore, it is not necessary to consider all
the cases in (5). In what follows, we delve deeper into the
nature of the unconstrained optimal solution given in (14)-
(16) to derive useful information about the possible existence
of constraint activation within the control zone.
Lemma 1. For each CAV i ∈ N (t), let ai and bi be the
constants of integration of the unconstrained solution of (5)
corresponding to the optimal control input u∗i (t) for all t ≥ t0i .
If the speed vi(t) is not specified at tmi , then
ai · tmi + bi = 0, tmi > t0i ≥ 0. (17)
Proof. For all i ∈ N (t), since the speed vi(t) at tmi > t0i is
not fixed, we have λvi (t
m
i ) = 0, which implies u
∗
i (t
m
i ) = 0,
and the result follows.
Corollary 1. The constants of integration ai and bi of the
unconstrained solution of (5) have opposite signs.
Proof. Since tmi is a positive and non-zero, the result follows
from (17).
Corollary 2. The optimal control input u∗i (t) is either increas-
ing or decreasing with respect to time, and u∗i (t
m
i ) = 0.
Proof. From (14), u∗i (t) is a linear function with u
∗
i (t
0
i ) 6= 0
for the non-trivial case (Remark 1), and u∗i (t
m
i ) = 0 (Lemma
1), so the result follows.
Remark 2. The constants of integration ai and bi of the un-
constrained solution of (5) represents the slope of u∗i (t), t ∈
[t0i , t
m
i ], and the initial value of the control input u
∗
i (t) at time
t = t0i .
Lemma 2. Let vi(t0i ) be the initial speed of CAV i ∈ N (t)
when it enters the control zone at pi(t0i ) and cruises up to
the entry of the merging zone at pi(tmi ). Then the nature of
the unconstrained optimal control input u∗i (t) can be charac-
terized using the following conditions based on the boundary
conditions of vi(t0i ), pi(t
0
i ) and pi(t
m
i ): (i) The unconstrained
optimal control input u∗i (t) is linearly decreasing if vi(t
0
i ) <
(pi(t
m
i )−pi(t0i ))
tmi
. (ii) The unconstrained optimal control input
u∗i (t) is linearly increasing if vi(t
0
i ) >
(pi(t
m
i )−pi(t0i ))
tmi
.
Proof. From (15) and (16), we can write vi(t0i ) =
1
2ai ·(t0i )2+
bi · t0i + ci and pi(t0i ) = 16ai · (t0i )3 + 12bi · (t0i )2 + ci · t0i + di.
Without loss of generality, if we let t0i = 0, we have
ci = vi(t
0
i ), di = pi(t
0
i ). (18)
Evaluating (16) at t = tmi , we have pi(t
m
i ) =
1
6ai · (tmi )3 +
1
2bi · (tmi )2 + ci · tmi + di. Substituting (17) and (18) in the
above equation and solving for ai, we have
ai =
3(vi(t
0
i ) · tmi − (pi(tmi )− pi(t0i )))
(tmi )
3
. (19)
For tmi > 0, we have a non-positive constant of integration
ai, if (vi(t0i ) · tmi − (pi(tmi ) − pi(t0i ))) < 0. From Corollary
2 and Remark 2, a non-positive ai indicates a negative slope
for u∗i (t), which implies that u
∗
i (t) is a linearly decreasing
acceleration, and the proof is complete. The second part of
Lemma 2 can be proved following similar steps, hence it is
omitted.
Remark 3. When the CAV i ∈ N (t) cruises with its initial
speed v0i throughout the control zone, we have v
0
i · tmi =
(pi(t
m
i )−pi(t0i )). From (19), this implies that ai = 0, referring
to an optimal control input u∗i (t) with horizontal slope. Since
u∗i (t
m
i ) = 0 (Lemma 1), u
∗
i (t) = 0 for all t ∈ [t0i , tmi ].
Lemma 3. For the unconstrained optimal solution of (5), if
any constraint from the set {vi(t)−vmax ≤ 0, ui(t)−umax ≤
0} becomes active at any time t ∈ [t0i , tmi ], none of the
constraints from the set {vmin−vi(t) ≤ 0, umin−ui(t) ≤ 0}
can become active in [t0i , t
m
i ]. The reverse also holds.
Proof. Let u∗i (t) = ai · t+ bi ≥ 0 > umin, for all t ∈ [t0i , tmi ].
Since u∗i (t
m
i ) = 0 (Lemma 1), the constraint umin − ui(t) ≤
0 can not become active at any time in t ∈ [t0i , tmi ]. Thus,
µbi (t) = 0, for all t > t
0
i in (8). The corresponding quadratic
optimal speed profile v∗i (t) in (15) is a parabolic function of
degree 2 with y-symmetric axis located at tmi in the speed-
time graph. Applying the necessary and sufficient condition
of optimality in (15), we have
v˙∗i (t) = ai · t+ bi = 0, v¨∗i (t) = ai, ∀t ∈ [t0i , tmi ]. (20)
Solving the first equation of (20), we have the inflection point
at t = − biai which corresponds to the vertex of the parabola
of (15). Whether this point corresponds to the maximum or
minimum of the (15) can be determined from the second part
of (20). If u∗i (t) is decreasing, ai < 0 (Corollary 3). Thus, the
second equation of (20) yields a maximum value at the vertex
tmi , indicating a concave quadratic profile of v
∗
i (t). Since the
inflection point is located at tmi and vmin < vi(t
0
i ) < vmax,
for all t ≥ t0i , we have v∗i (t) > vmin, for all t ≥ t0i . Therefore,
the constraints vmin− vi(t) ≤ 0 can not become active at any
time t ∈ [t0i , tmi ], and the proof of the first part of Lemma
3 is complete. If u∗i (t) is increasing for all t ∈ [t0i , tmi ], then
u∗i (t) < 0 in t ∈ [t0i , tmi ]. Since u∗i (tmi ) = 0 (Lemma 1),
umin − ui(t) ≤ 0 can not become active. In addition, u∗i (t)
yields a concave quadratic speed profile with vertex at t =
6tmi . Since the inflection point is located at t
m
i and vmin <
vi(t
0
i ) < vmax (Assumption 3), vi(t) < vmax, for all t ≥ t0i ,
which implies that the state constraint vi(t)−vmax ≤ 0 cannot
become active.
Corollary 3. The sign of ai corresponding to the uncon-
strained solution of (5) dictates the activation of either set
{vi(t)− vmax ≤ 0, ui(t)− umax ≤ 0} or {vmin − vi(t) ≤ 0,
umin − ui(t) ≤ 0}.
Proof. Since ai is the slope of the optimal control input u∗i (t)
(Remark 2), the sign of ai determines whether u∗i (t) is positive
and decreasing or negative and increasing, which, in turn,
determines the constraint activation criteria in Lemma 3.
Remark 4. The sign of ai can provides direct insight on which
of state and control constraints becomes active, and thus it
can reduce the cardinality of the set of possible constrain
activation cases.
Based on Lemmas 2 and 3, we now present the following
result which provides the condition under which the state
and control constraints become active. Note that the condition
is based on the initial and final conditions that enable the
determination of the possible constraint activation set without
solving the unconstrained optimization problem in (5).
Theorem 1. Let CAV i ∈ N (t) enter the control zone with
initial speed vi(t0i ) and travel with the unconstrained optimal
control input u∗i (t), t ≥ t0i . Then, (i) vmin − vi(t) ≤ 0
and umin − ui(t) ≤ 0 do not become active, if vi(t0i ) <
(pi(t
m
i )−pi(t0i ))
tmi
for all t ∈ [t0i , tmi ], and (ii) vi(t) − vmax ≤ 0
and ui(t) − umax ≤ 0 do not become active, if vi(t0i ) >
(pi(t
m
i )−pi(t0i ))
tmi
for all t ∈ [t0i , tmi ].
Proof. If vi(t0i ) <
(pi(t
m
i )−pi(t0i ))
tmi
, then from (19) ai < 0,
hence u∗i (t) is linearly decreasing (Lemma 2). Therefore, from
Lemma 3, vmin − vi(t) ≤ 0 and ui(t)− umin(t) ≥ 0 can not
become active in t ∈ [t0i , tmi ], which concludes the proof of
the first part.
For the second part of Theorem 1, suppose that vi(t0i ) >
(pi(t
m
i )−pi(t0i ))
tmi
. Hence ai > 0 (Lemma 2), and u∗i (t) is linearly
increasing. Therefore, from Lemma 3, vi(t)−vmax(t) ≤ 0 and
ui(t) − umax(t) ≤ 0 can not become active in [t0i , tmi ], and
the proof is complete.
Remark 5. Theorem 1 aims at reducing the possible set of
constraint activation cases. For example, if the condition in
part (i) of Theorem 1 holds, then from the 15 possible cases
of constraint activation, we only need to consider 3 cases: (a)
vi(t) − vmax(t) ≤ 0, (b) ui(t) − umax(t) ≤ 0, and (c) both
vi(t) − vmax(t) ≤ 0 and ui(t) − umax(t) ≤ 0. Similarly, if
the condition in part (ii) of Theorem 1 holds, then from the
15 possible cases of constraint activation, we only need to
consider 3 cases: (a) vmin− vi(t) ≤ 0, (b) umin−ui(t) ≤ 0,
and (c) both vmin − vi(t) ≤ 0 and umin − ui(t) ≤ 0.
Although Theorem 1 aims at reducing the possible con-
straint activation cases, it does not lead to the identification
of the exact constraint activation of the unconstrained solution
of (5). In what follows, we provide the conditions that can
be used to extend the results of Theorem 1 and identify the
activation of any constraint case in [t0i , t
m
i ].
B. Conditions of Constraint Activation
We start our exposition with some results that contain es-
sential properties of the state and control constraint activation.
Lemma 4. If neither ui(t)−umax ≤ 0 nor umin−ui(t) ≤ 0
is active at t = t0i , then it is guaranteed that neither of them
will become active for all t ∈ [t0i , tmi ].
Proof. Suppose that the unconstrained optimal solution of (5)
yields u∗i (t) = ait + bi with ai < 0. From Corollary 2
and Remark 2, u∗i (t) decreases with respect to t, and at t
m
i ,
u∗i (t
m
i ) = 0. Therefore, if u
∗
i (t
0
i ) < umax, then u
∗
i (t) < umax,
for all t ∈ [t0i , tmi ]. The second part of Lemma 4 can be proved
following similar steps, hence it is omitted.
Lemma 5. If either vi(t) − vmax ≤ 0 or vmin − vi(t) ≤ 0
becomes active in t ∈ [t0i , tmi ], then it will remain active until
t = tmi .
Proof. Suppose that the unconstrained optimal solution of
(5) yields u∗i (t) = ait + bi with ai < 0. From Corollary
2 and Remark 2, u∗i (t) decreases with respect to t, and at
tmi , u
∗
i (t
m
i ) = 0, which implies that v
∗
i (t) is monotonically
increasing, i.e., v∗i (t
m
i ) ≥ v∗i (t), for all t ≥ t0i . Therefore,
vi(t)− vmax ≤ 0 will remain active until t = tmi . The second
part of Lemma 5 can be proved following similar steps, hence
it is omitted.
Remark 6. Lemma 4 implies that the entry of the control-
constrained arc can be only at t = t0i , while Lemma 5 implies
that there is no exit point in [t0i , t
m
i ] of the state-constrained
arc after it becomes active.
The following results provide the conditions for which state
and control constraint activation cases can be identified for the
optimal control problem (5) a priori.
Theorem 2. Let u∗i (t) = ait + bi, t ≥ t0i , be the optimal
control input of CAV i ∈ N (t) for the unconstrained solution
of (5). Then, (i) for ai < 0, vi(t)− vmax ≤ 0 becomes active
if tmi ≤ 3(pi(t
m
i )−pi(t0i ))
vi(t0i )+2vmax
, and (ii) for ai > 0, vmin− vi(t) ≤ 0
becomes active if tmi ≥ 3(pi(t
m
i )−pi(t0i ))
vi(t0i )+2vmin
.
Proof. For ai < 0, suppose that there exists a time
tsi ∈ (t0i , tmi ] at which vi(t) − vmax ≤ 0 becomes ac-
tive. Then, from (15) and (18), we have 12ai · (tsi )2 +
bi · tsi + vi(t0i ) = vmax. Solving the quadratic equa-
tion for tsi , we have t
s
i =
−2bi±
√
4b2i−8ai·(vi(t0i )−vmax)
2ai
,
which yields either ts,1i = t
m
i +
√
4b2i−8ai·(vi(t0i )−vmax)
4a2i
,
or ts,2i = t
m
i −
√
4b2i−8ai·(vi(t0i )−vmax)
4a2i
, using the re-
sult from Lemma 1. The solution ts,1i is not feasi-
ble since
√
4b2i − 8ai · (vi(t0i )− vmax) > 0, hence it
yields ts,1i > t
m
i . Since t
s,2
i ≤ tmi , we need to have√
4b2i − 8ai · (vi(t0i )− vmax) ≥ 0 resulting in ai ≤
72(vi(t
0
i )−vmax)
(tmi )
2 and combining with (19), the proof of the first
statement of Theorem 2 follows.
For ai > 0, suppose that there exists a time tsi ∈ (t0i , tmi ] at
which the state constraint vmin − vi(t) ≤ 0 becomes active.
Then, from (15) and (18), we have 12ai · (tsi )2 + bi · tsi +
vi(t
0
i ) = vmin. Solving the above equation for t
s
i , we have
tsi =
−2bi±
√
4b2i−8ai·(vi(t0i )−vmin)
2ai
. Since tsi ≤ tmi , we need to
have
√
4b2i − 8ai · (vi(t0i )− vmin) ≥ 0, and combining with
(19), the proof of the second statement of Theorem 2 follows.
Theorem 3. Let u∗i (t) = ai · t + bi, t ≥ t0i , be the optimal
control input of CAV i ∈ N (t) for the unconstrained solution
of (5). Then, (i) for ai < 0, ui(t) − umax ≤ 0 becomes
active if tmi ≤ −3vi(t
0
i )+
√
9(vi(t0i ))
2+12umax·(pi(tmi )−pi(t0i ))
2umax
,
and (ii) for ai > 0, umin − ui(t) ≤ 0 becomes active if
tmi ≥ −3vi(t
0
i )+
√
9(vi(t0i ))
2+12umin·(pi(tmi )−pi(t0i ))
2umin
.
Proof. From Lemma 4, the control constraint can become
active only at t = t0i . For ai < 0, without loss of gen-
erality, we let t0i = 0. Given vi(t
0
i ) = v
0
i and pi(t
m
i ) −
pi(t
0
i ) = L, we will show that t
m
i determines whether
ui(t) − umax ≤ 0 becomes active or not. Let tˆmi be the
value that ui(t) − umax ≤ 0 becomes active at t0i , and aˆi,
bˆi the corresponding constants of integration. Then from (17)
and (19), we can write bˆi = − 3(v
0
i ·tˆmi −L)
(tˆmi )
2 = umax, where
L = pi(t
m
i )−pi(t0i ) = pi(tˆmi )−pi(t0i ), which can be reduced
to umax(tˆmi )
2 + 3v0i · tˆmi − 3L = 0. The solution of the last
equation yields tˆmi =
−3v0i±
√
9(v0i )
2+12umax·L)
2umax
. Since tˆmi > 0,
tˆmi =
−3v0i+
√
9(v0i )
2+12umax·L)
2umax
. Hence, for any tmi such that
tmi ≤ tˆmi , ui(t)− umax ≤ 0 becomes active, and the proof of
the first statement of Theorem 3 is complete.
For ai > 0, without loss of generality, we let t0i = 0. Let tˆ
m
i
be a value that umin−ui(t) ≤ 0 becomes active at t0i , and aˆi,
bˆi the corresponding constants of integration. Then from (17)
and (19), we can write bˆi = − 3(v
0
i ·tˆmi −L)
(tˆmi )
2 = umin, where L =
pi(t
m
i ) − pi(t0i ) = pi(tˆmi ) − pi(t0i ), which can be reduced to
umin(tˆ
m
i )
2+3v0i ·tˆmi −3L = 0. The solution of the last equation
yields tˆmi =
−3v0i±
√
9(v0i )
2+12umin·L)
2umin
, from which we have
the only admissible result tˆmi =
−3v0i+
√
9(v0i )
2+12umin·L)
2umin
.
Hence, for any tmi such that t
m
i ≥ tˆmi , ui(t) − umin ≤ 0
becomes active, and the proof of the second statement of
Theorem 3 is complete.
C. Interdependence of Constraint Activation Cases
We have discussed so far the conditions under which any
of the state and control constraints become active. Using
these conditions, we can derive the analytical solution of
(5). However, the resulting solution might activate additional
constrained arcs. Therefore, we need to be able to identify
beforehand under which conditions any additional constrained
arcs may become active. Next, we provide a set of conditions
based on the junction point that transition between the con-
strained and unconstrained arcs occur.
Theorem 4. For CAV i ∈ N (t), let τ∗s ∈ (t0i , tmi ] be the
junction point that either vi(t) − vmax ≤ 0 or vmin −
vi(t) ≤ 0 becomes active. Then, (i) vi(t) − vmax ≤ 0
may cause ui(t) − umax ≤ 0 to become active, if τ∗s ≤
−3vi(t0i )+
√
9(vi(t0i ))
2+12umax·(p∗i (τ∗s )−pi(t0i ))
2umax
, and (ii) vmin −
vi(t) ≤ 0 may cause umin − ui(t) ≤ 0 to become active,
if τ∗s ≥ −3vi(t
0
i )+
√
9(vi(t0i ))
2+12umin·(p∗i (τ∗s )−pi(t0i ))
2umin
.
Proof. Suppose that vi(t) − vmax ≤ 0 becomes active at τ∗s ,
where t0i < τ
∗
s ≤ tmi . Then from (1), u∗i (t) = 0 for all
t ∈ [τ∗s , tmi ] and pi(τ∗s ) = pi(tmi )− vmax · (tmi − τ∗s ). We will
determine whether any control constraint ui(t) − umax ≤ 0
becomes active in t ∈ [t0i , τ∗s ]. From Lemma 4, the control
constraint becomes active at t = t0i . Let tˆ
m
i be the value that
ui(t)− umax ≤ 0 becomes active at t0i , and aˆi, bˆi the corre-
sponding constants of integration. Without loss of generality,
if we let t0i = 0, then from (17) and (19) we can write, bˆi =
− 3(v0i ·tˆmi −(p∗i (τ∗s )−pi(t0i ))
(tˆmi )
2 = umax, where pi(τ∗s ) − pi(t0i ) =
pi(tˆ
m
i ) − pi(t0i ), which can be reduced to umax · (tˆmi )2 +
3v0i · tˆmi − 3(p∗i (τ∗s ) − pi(t0i )) = 0. The solution of the last
equation yields tˆmi =
−3v0i±
√
9(v0i )
2+12umax·(p∗i (τ∗s )−pi(t0i )))
2umax
.
Since tˆmi > 0, tˆ
m
i =
−3v0i+
√
9(v0i )
2+12umax·(p∗i (τ∗s )−pi(t0i )))
2umax
.
Hence, for any tmi such that t
m
i ≤ tˆmi , ui(t) − umax ≤ 0
becomes active, and the proof of the first statement of Theorem
4 is complete.
Suppose that vmin − vi(t) ≤ 0 becomes active at τ∗s ,
where t0i < τ
∗
s ≤ tmi . Then from (1), u∗i (t) = 0, for all
t ∈ [τ∗s , tmi ] and pi(τ∗s ) = pi(tmi ) − vmin · (tmi − τ∗s ). Let
tˆmi be the value that umin − ui(t) ≤ 0 becomes active
at t0i , and aˆi, bˆi the corresponding constants of integration.
Without loss of generality, if we let t0i = 0, then from (17)
and (19) we can write, bˆi = − 3(v
0
i ·tˆmi −(p∗i (τ∗s )−pi(t0i ))
(tˆmi )
2 =
umin, where pi(τ∗s ) − pi(t0i ) = pi(tˆmi ) − pi(t0i ), which
can be reduced to umin · (tˆmi )2 + 3v0i · tˆmi − 3(p∗i (τ∗s ) −
pi(t
0
i )) = 0. The solution of the last equation yields tˆ
m
i =
−3v0i±
√
9(v0i )
2+12umin·(p∗i (τ∗s )−pi(t0i )))
2umin
, where the only admis-
sible result is tˆmi =
−3v0i+
√
9(v0i )
2+12umax·(p∗i (τ∗s )−pi(t0i )))
2umin
.
Hence, for any tmi such that t
m
i ≥ tˆmi , umin − ui(t) ≤ 0
becomes active, and the proof of the second statement of
Theorem 4 is complete.
Theorem 5. For CAV i ∈ N (t), if either ui(t) − umax ≤ 0
or umin − ui(t) ≤ 0 become active, then (i) ui(t)− umax ≤
0 may cause vi(t) − vmax ≤ 0 to become active, if tmi ≥
τ∗c +
2(vi(τ
∗
c )−vmax)
umax
, and (ii) umin − ui(t) ≤ 0 may cause
vmin−vi(t) ≤ 0 to become active, if tmi ≤ τ∗c + 2(vi(τ
∗
c )−vmin)
umin
,
where τ∗c ∈ (t0i , tmi ] is the exit time of the control constrained
arc.
Proof. Suppose that ui(t) − umax ≤ 0 becomes active at t0i
(Remark 6) with an exit time at τ∗c ∈ (t0i , tmi ]. Then from
(1), u∗i (t) = umax, for all t ∈ [t0i , τ∗c ]. Consequently, we
have vi(τ∗c ) = vi(t
0
i ) + umax · τ∗c . We will determine whether
any state constraint vi(t) − vmax ≤ 0 becomes active for
the unconstrained arc within t ∈ [τ∗c , tmi ]. Suppose that there
8exists a time tsi ∈ (τ∗c , tmi ] at which vi(t) − vmax ≤ 0
becomes active in [τ∗c , t
m
i ]. Without loss of generality, if
we let τ∗c = 0, then the constants of integration aˆi, bˆi
are given by aˆi = −umaxtˆmi and bˆi = umax (Remark 2),
where tˆmi := t
m
i − τ∗c . From (15) and (18), we have
1
2 aˆi · (tsi )2 + bˆi · tsi + vi(τ∗c ) = vmax. Solving the quadratic
equation for tsi , we have t
s
i =
−2bˆi±
√
4bˆ2i−8aˆi·(vi(τ∗c )−vmax)
2aˆi
,
which yields either ts,1i = tˆ
m
i +
√
4bˆ2i−8aˆi·(vi(τ∗c )−vmax)
4aˆ2i
,
or ts,2i = tˆ
m
i −
√
4bˆ2i−8aˆi·(vi(τ∗c )−vmax)
4aˆ2i
, using the re-
sult from Lemma 1. The solution ts,1i is not feasi-
ble since
√
4bˆ2i − 8aˆi · (vi(τ∗c )− vmax) > 0, hence it
yields ts,1i > tˆ
m
i . Since t
s,2
i ≤ tˆmi , we need to have√
4bˆ2i − 8aˆi · (vi(τ∗c )− vmax) ≥ 0 resulting in aˆi ≤
2(vi(τ
∗
c )−vmax)
(tˆmi )
2 . By using the value of aˆi in the above equation
and simplifying, the proof of the first statement of Theorem 2
follows.
For the second statement of Theorem 5, suppose that there
exists a time tsi ∈ (τ∗c , tmi ] at which vmin − vi(t) ≤ 0
becomes active in [τ∗c , t
m
i ]. Without loss of generality, if
we let τ∗c = 0, then the constants of integration aˆi, bˆi
are given by aˆi = −umintˆmi and bˆi = umin (Remark 2),
where tˆmi := t
m
i − τ∗c . From (15) and (18), we have
1
2 aˆi · (tsi )2 + bˆi · tsi + vi(τ∗c ) = vmin. Solving the quadratic
equation for tsi , we have t
s
i =
−2bˆi±
√
4bˆ2i−8aˆi·(vi(τ∗c )−vmin)
2aˆi
,
which yields either ts,1i = tˆ
m
i +
√
4bˆ2i−8aˆi·(vi(τ∗c )−vmin)
4aˆ2i
,
or ts,2i = tˆ
m
i −
√
4bˆ2i−8aˆi·(vi(τ∗c )−vmin)
4aˆ2i
, using the re-
sult from Lemma 1. The solution ts,1i is not feasi-
ble since
√
4bˆ2i − 8aˆi · (vi(τ∗c )− vmin) > 0, hence it
yields ts,1i > tˆ
m
i . Since t
s,2
i ≤ tˆmi , we need to have√
4bˆ2i − 8aˆi · (vi(τ∗c )− vmin) ≥ 0 resulting in aˆi ≤
2(vi(τ
∗
c )−vmin)
(tˆmi )
2 . By using the value of aˆi in the above equation
and simplifying, the proof of the second statement of Theorem
2 follows.
Remark 7. The conditions in Theorems 4 and 5 depend on
the junction points τ∗s and τ
∗
c of the corresponding constraint
activation cases, which can be derived analytically from the
known boundary conditions of (5). Since the derivation of such
analytical solution requires additional information, we provide
the analysis in the following section.
IV. ANALYTICAL SOLUTION OF THE CONSTRAINED
OPTIMAL CONTROL PROBLEM
To derive the analytical solution of (5), we present a
condition-based framework consisting of the following steps.
We first evaluate the condition stated in Theorem 1 to reduce
the set of possible constraint activation cases (Remark 5).
Then using above result, we evaluate the conditions presented
in Theorems 2 and 3 to determine whether any constraint
has become active. If none of the constraints in (2) becomes
active, we simply derive the unconstrained solution using (14)-
(16) and terminate the process. However, if the conditions in
Theorems 2 and 3 indicate the activation of any constraint
cases, we need to evaluate further the conditions in Theorems
4 and 5 to determine whether any additional constraints may
become active within the constrained solution as a result of
the constraint cases identified from Theorems 2 and 3. Once
the nature of the final constraint activation case is identified
using Theorems 4 and 5, we then piece together the relevant
unconstrained and constrained arcs that yield a set of algebraic
equations which are solved simultaneously using the boundary
conditions of and interior conditions between the arcs.
Since we piece together multiple constrained and un-
constrained arcs, we denote the constants of integration
corresponding to each arc by a(p)i , b
(p)
i , c
(p)
i , d
(p)
i , p =
1, 2, . . . , Narc, where Narc ∈ N is the total number of arcs
pieced together in the constrained solution, represents the
position of the arcs in terms of their appearance in the optimal
solution starting from t0i to t
m
i . For Narc arcs, we have
(Narc− 1) junction points. At any junction point τ , the states
are continuous, namely,
pi(τ
−) = pi(τ+), vi(τ−) = vi(τ+), (21)
where, τ− and τ+ represent the time instance right before and
right after τ respectively.
In what follows, we present the closed form analytical
solution of different cases of state and control constraint
activation to derive the optimal input u∗i (t), t ≥ t0i , for each
CAV i ∈ N (t).
Case 1. Only the state constraint vi(t)− vmax ≤ 0 becomes
active.
In this case, we have µai (t) = µ
b
i (t) = η
d
i (t) = 0. From
(11), (12), and (13), we have ui(t) + λvi (t) = 0, λ˙
p
i (t) =
0, and λ˙vi (t) = −λpi (t)− ηci (t). By Lemma 5, CAV i ∈ N (t)
exits the constrained arc at t = tmi which leads to a single
junction point. Let τs, t0i < τs < t
m
i , be the junction point and
let τ−s and τ
+
s be the time instance just before and after time
τs. The optimal speed and control input on the constrained arc
as
v∗i (t) = vmax, u
∗
i (t) = 0, ∀t ∈ [τs, tmi ]. (22)
The jump conditions of the costates and the Hamiltonian at τs
are
λpi (τ
−
s ) = λ
p
i (τ
+
s ) + pii ·
∂
∂pi(t)
[
vi(t)− vmax
] ∣∣∣∣
t=τs
, (23)
λvi (τ
−
s ) = λ
v
i (τ
+
s ) + pii ·
∂
∂vi(t)
[
vi(t)− vmax
] ∣∣∣∣
t=τs
, (24)
Hi(τ
−
s ) = Hi(τ
+
s )− pii ·
∂
∂t
[
vi(t)− vmax
] ∣∣∣∣
t=τs
, (25)
where pii is a constant Langrange multiplier determined so
that vi(t) − vmax = 0 is satisfied. Note that, (23)-(25) imply
possible discontinuity of the costates and the Lagrangian of
9the Hamiltonian at t = τs. The state variables are continuous
at t = τs. From (25), we have
1
2
u2i (τ
−
s ) + λ
p
i (τ
−
s ) · vi(τ−s ) + λvi (τ−s ) · ui(τ−s )
+ηci (τ
−
s ) · (vi(τ−s )− vmax) =
1
2
u2i (τ
+
s ) + λ
p
i (τ
+
s ) · vi(τ+s )
+λvi (τ
+
s ) · ui(τ+s ) + ηci (τ+s ) · (vi(τ+s )− vmax). (26)
From the continuity of the states and since vi(τ+s ) =
vmax, ui(τ+s ) = 0, we have λ
p
i (τ
−
s ) · vi(τ−s ) = λpi (τ+s ) ·
vi(τ
+
s ). The Lagrange multiplier η
c
i (t) (9), yields η
c
i (τ
−
s ) ·
(vi(τ
−
s ) − vmax) = ηci (τ+s ) · (vi(τ+s ) − vmax) = 0. By
combining the above equations, (26) reduces to 12u
2
i (τ
−
s ) +
λvi (τ
−
s ) · ui(τ−s ) = 0, which implies that either ui(τ−s ) =
0 or 12ui(τ
−
s ) + λ
v
i (τ
−
s ) = 0, or both. Since the
second term contradicts ui(t) + λvi (t) = 0, we have
ui(τ
−
s ) = 0. The Lagrange multiplier η
c
i (t) is η
c
i (t) ={
0, if vi(t) < vmax, t ∈ [t0i , τs),
−λpi (t), if vi(t) = vmax, t ∈ [τs, tmi ].
Using the Euler-Lagrange equations, interior conditions,
the initial and final boundary conditions, and the terminal
condition of the costates, we can formulate a set of equations
by piecing the unconstrained and constrained arcs together at
time t = τs. This results in a total number of 9 equations that
we need to solve simultaneously to compute 4 + 4 + 1 = 9
variables corresponding to the constants of integration of
unconstrained and constrained arc, and the junction point τ∗s
respectively. From (14)-(16) and the boundary conditions in
(5), we receive the following 4 equations: 12a
(1)
i · (t0i )2 + b(1)i ·
t0i +c
(1)
i = vi(t
0
i ),
1
6a
(1)
i ·(t0i )3 + 12b(1)i ·(t0i )2 +c(1)i ·t0i +d(1)i =
pi(t
0
i ), a
(2)
i · tmi + b(1)i = 0, 16a(2)i · (t0i )3 + 12b(2)i · (t0i )2 + c(2)i ·
t0i + d
(2)
i = pi(t
m
i ). From the state and control continuity at
the junction point τs, we receive the remaining 5 equations:
1
2a
(1)
i · (τs)2 + b(1)i · τs + c(1)i = vmax, a(1)i · τs + b(1)i =
0, 16a
(1)
i ·(τs)3+ 12b(1)i ·(τs)2+c(1)i ·τs+d(1)i +vmax ·(tmi −τs) =
pi(t
m
i ),
1
2a
(2)
i ·(τs)2+b(2)i ·τs+c(2)i = vmax, a(2)i ·τs+b(2)i = 0,
where a(1)i , b
(1)
i , c
(1)
i , d
(1)
i and a
(2)
i , b
(2)
i , c
(2)
i , d
(2)
i are the con-
stants of integration for the unconstrained and constrained
arc respectively. The numerical solution of the above set
of equations depends on the choice of initial values, which
might cause several implications for real-time implementation.
However, if the junction point τ∗s can be derived as an explicit
function of the initial and final boundary conditions, then the
above set of equations can lead to a closed-form solution that
can be solved analytically in real time.
Lemma 6. For CAV i ∈ N (t), let τ∗s be the junction
point between the unconstrained and constrained arc of the
state constrained vi(t) − vmax ≤ 0 solution. Then τ∗s is an
explicit function of pi(tmi ), vmax, t
m
i , and vi(t
0
i ), and can be
expressed as τ∗s =
3(pi(t
m
i )−vmax·tmi )
(vi(t0i )−vmax) .
Proof. See Appendix A.
Case 2. Only the control constraint ui(t)−umax ≤ 0 becomes
active.
In this case, we have µbi (t) = η
c
i (t) = η
d
i (t) = 0. From (11),
(12), and (13), we have ui(t) + λvi (t) + µ
a
i (t) = 0, λ˙
p
i (t) =
0, and λ˙vi (t) = −λpi (t). By Lemma 4, CAV i ∈ N (t) enters
the constrained arc at time t = t0i and has a single exit junction
point. Let τc, t0i < τc < t
m
i , be the junction point where the
control constrained arc transitions into the unconstrained arc,
and let τ−c and τ
+
c be the immediate left and the right instance
of τc. The optimal control input u∗i (t) at the junction point is
u∗i (τc) = umax. The jump conditions are λ
p
i (τ
−
c )−λpi (τ+c ) =
0, λvi (τ
−
c )− λvi (τ+c ) = 0, and Hi(τ+c )−Hi(τ−c ) = 0, which
imply continuity of the costates and the Hamiltonian at the
junction point t = τc. The last jump condition leads to
1
2u
2
i (τ
−
c ) + λ
p
i (τ
−
c ) · vi(τ−c ) + λvi (τ−c ) · ui(τ−c ) + µai (τ−c ) ·
(ui(τ
−
c ) − umax) = 12u2i (τ+c ) + λpi (τ+s ) · vi(τ+c ) + λvi (τ+c ) ·
ui(τ
+
c ) + µ
a
i (τ
+
c ) · (ui(τ+c ) − umax). From the continuity of
the state and costate λpi at t = τc, we have λ
p
i (τ
−
c ) · vi(τ−c ) =
λpi (τ
+
c ) · vi(τ+c ). Moreover, (7) yields µai (τ−c ) · (ui(τ−c ) −
umax) = µ
a
i (τ
+
c ) · (ui(τ+c ) − umax) = 0, which after
simplification leads to either ui(τ+c ) = ui(τ
−
c ) or
1
2 (ui(τ
+
c )+
ui(τ
−
c )) + λ
v
i (τ
+
c ) = 0, or both. Both equations lead to
ui(τ
+
c ) = ui(τ
−
c ) = umax. The Lagrange multiplier µ
a
i (t)
is µai (t) =
{
0, if ui(t) < umax,
−λvi (t)− umax, if ui(t) = umax.
Using the Euler-Lagrange equations, jump conditions at the
junction point, the initial and final boundary conditions, and
the costate condition at t = tmi , we can formulate a set of
equations by piecing the constrained and unconstrained arcs
together at t = τc. In this case, we have a constrained arc
with constant parameters a(1)i , b
(1)
i , c
(1)
i , d
(1)
i , followed by an
unconstrained arc with constant parameters a(2)i , b
(2)
i , c
(2)
i , d
(2)
i
pieced together at junction point τc, leading to 4 + 4 + 1 = 9
variables that need to be determined. At time t = t0i and t =
τc, we have the following set of equations for the constrained
arc,
a
(1)
i · t0i + b(1)i = umax, (27a)
a
(1)
i · τc + b(1)i = umax, (27b)
1
2
a
(1)
i (t
0
i )
2 + b
(1)
i · t0i + c(1)i = vi(t0i ), (27c)
1
6
a
(1)
i (t
0
i )
3 +
1
2
b
(1)
i · (t0i )2 + c(1)i · t0i + d(1)i = pi(t0i ). (27d)
From (27a) and (27b), considering t0i = 0 without loss of
generality, we have a(1)i = 0 and b
(1)
i = umax. Substituting
in (27c), we have c(1)i = vi(t
0
i ). Finally, solving (27d), d
(1)
i =
pi(t
0
i ). The following set of equations aim to determine the
remaining constants of integration a(2)i , b
(2)
i , c
(2)
i , d
(2)
i of the
exiting unconstrained arc and the junction point τ∗c
a
(2)
i · τc + b(2)i = umax, (28a)
a
(2)
i t
m
i + b
(2)
i = 0, (28b)
1
2
a
(2)
i τ
2
c + (b
(2)
i − umax) · τc + c(2)i − v0i = 0, (28c)
1
6
a
(2)
i τ
3
c +
1
2
(b
(2)
i − umax) · τ2c + (c(2)i − v0i )τc
+(d
(2)
i − pi(t0i ) = 0, (28d)
1
6
a
(2)
i (t
m
i )
3 +
1
2
b
(2)
i (t
m
i )
2 + c
(2)
i t
m
i + d
(2)
i − L = 0. (28e)
Lemma 7. For CAV i ∈ N (t), let τ∗c be the junction point
between the unconstrained and control constraint ui(t) −
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umax ≤ 0 solution. Then τ∗c can be expressed as an explicit
function of pi(tmi ), umax, t
m
i , and vi(t
0
i ).
Proof. See Appendix B.
Case 3. Both state constraint vi(t)−vmax ≤ 0 and the control
constraint ui(t)− umax ≤ 0 become active.
If both ui(t) − umax ≤ 0 and vi(t) − vmax ≤ 0 become
active, we derive the analytical solution combining the steps
described in the previous two cases. In this case, we have
µbi (t) = η
d
i (t) = 0. From (11), (12), and (13), we have
ui(t) + λ
v
i (t) + µ
a
i (t) = 0, λ˙
p
i (t) = 0, and λ˙
v
i (t) =
−λpi (t) − ηci (t). Let τc be the junction point that CAV
i ∈ N (t) exits the control constrained arc and τs be the
junction point that i enters the state constrained arc such that
t0i < τc < τs < t
m
i . The optimal control input at the control
constrained arc is u∗i (t) = umax, for all t ∈ [t0i , τc]. In the
state constrained arc, we have v∗i (t) = vmax, u
∗
i (t) = 0,
for all t ∈ [τs, tmi ]. From the jump conditions at the junction
points τc and τs, we have continuity in the state and control
input. The Lagrange multipliers µai (t) and η
c
i (t) are given
by µai (t) =
{
0, ∀t ∈ (τc, tmi ],
−λvi (t)− umax, ∀t ∈ [t0i , τc],
}
, and
ηci (t) =
{
0, ∀t ∈ [tmi , τs),
−λpi (t), ∀t ∈ [τs, tmi ].
}
.
Solving (27a)-(27d), considering t0i = 0 without loss of
generality, the constants of integration a(1)i , b
(1)
i , c
(1)
i , d
(1)
i of
the control constrained arc are a(1)i = 0, b
(1)
i = umax, c
(1)
i =
v0i and d
(1)
i = pi(t
0
i ). The unconstrained arc with constants
of integration a(2)i , b
(2)
i , c
(2)
i , and d
(2)
i can consists of the
following set of equations,
a
(2)
i · τc + b(2)i = umax, (29a)
1
2
a
(2)
i · τ2c + (b(2)i − umax) · τc + c(2)i − v0i = 0, (29b)
1
6
a
(2)
i · τ3c +
1
2
(b
(2)
i − umax) · τ2c + (c(2)i − v0i )τc
+(d
(2)
i − pi(t0i )) = 0, (29c)
a
(2)
i · τs + b(2)i = 0, (29d)
1
2
a
(2)
i · τ2s + b(2)i · τs + c(2)i − vmax = 0, (29e)
1
6
a
(2)
i · (τs)3 +
1
2
b
(2)
i · (τs)2 + c(2)i · τs + d(2)i
+vmax · (tmi − τs) = pi(tmi ). (29f)
Finally, the state-constrained arc with constants of integration
a
(3)
i , b
(3)
i , c
(3)
i , d
(3)
i consists of the following set of equations,
a
(3)
i · tmi + b(3)i = 0, (30a)
a
(3)
i · τs + b(3)i = 0, (30b)
1
2
a
(3)
i · τ2s − b(3)i · τs − c(3)i − vmax = 0, (30c)
1
6
a
(3)
i · (tmi )3 +
1
2
b
(3)
i · (tmi )2 + c(3)i · tmi + d(3)i − pi(tmi ) = 0.
(30d)
From (30a)-(30d), we have a(3)i = 0, b
(3)
i = 0, c
(3)
i = vmax
and d(3)i = pi(t
m
i ) − vmax · tmi . The remaining constants of
integration a(2)i , b
(2)
i , c
(2)
i , d
(2)
i of the unconstrained arc, and
the junction points τ∗s and τ
∗
c can be determined by solving
the set of equations (29a)-(29f).
Lemma 8. The junction point τ∗s between the unconstrained
and the constrained arc if vi(t) − vmax ≤ 0 becomes active,
and the junction point τ∗c between the unconstrained and the
constrained arc if ui(t)− umax ≤ 0 also becomes active are
explicit functions of pi(tmi ), vmax, umax, t
m
i , and vi(t
0
i ).
Proof. See Appendix C.
Case 4. Only the state constraint vmin − vi(t) ≤ 0 becomes
active.
In this case, we have µai (t) = µ
b
i (t) = η
c
i (t) = 0. From
(11), (12), and (13), we have ui(t) + λvi (t) = 0, λ˙
p
i (t) =
0, and λ˙vi (t) = −λpi (t) − ηdi (t). Let t = τs be the junction
point that vmin−vi(t) ≤ 0 becomes active. The optimal speed
and control at the junction point are v∗i (t) = vmin, u
∗
i (t) = 0,
for all t ∈ [τs, tmi ]. The jump conditions are
λpi (τ
−
s ) = λ
p
i (τ
+
s ) + pii ·
∂
∂pi(t)
[
vmin − vi(t)
] ∣∣∣∣
t=τs
, (31)
λvi (τ
−
s ) = λ
v
i (τ
+
s ) + pii ·
∂
∂vi(t)
[
vmin − vi(t)
] ∣∣∣∣
t=τs
, (32)
Hi(τ
−
s ) = Hi(τ
+
s )− pii ·
∂
∂t
[
vmin − vi(t)
] ∣∣∣∣
t=τs
, (33)
where pii is a constant Langrange multiplier determined so
that vmin − vi(t) = 0 is satisfied. Note that, (31)-(33) imply
possible discontinuity of the costates and the Hamiltonian at
t = τs. The state variables are continuous at t = τs. From
(31) and (33), the position costate and the Lagrangian of the
Hamiltonian is continuous at t = τs.
Lemma 9. If the state constraint vmin − vi(t) ≤ 0 becomes
active, then the control input u(t) is continuous at the junction
point t = τs.
Proof. See Appendix D.
The Lagrange multiplier ηdi (t) are η
d
i (t) ={
0, if vmin < vi(t),
−λpi (t), if vi(t) = vmin.
}
. Using the Euler-
Lagrange equations, interior conditions, initial and final
boundary conditions, and the costate condition at t = tmi , we
can formulate a set of equations similar to Case 1 to solve
for 4 + 4 + 1 = 9 variables corresponding to the constants of
integration of the unconstrained and constrained arc, and the
junction point τs. The set of equations of the unconstrained
arc with constants of integration a(1)i , b
(1)
i , c
(1)
i , d
(1)
i are,
1
2a
(1)
i · (t0i )2 + b(1)i · t0i + c(1)i = vi(t0i ), 16a(1)i · (t0i )3 + 12b(1)i ·
(t0i )
2 +c
(1)
i · t0i +d(1)i = pi(t0i ), 12a(1)i ·(τs)2 +b(1)i ·τs+c(1)i =
vmin, a
(1)
i · τs + b(1)i = 0, and 16a(1)i · (τs)3 + 12b(1)i · (τs)2 +
c
(1)
i ·τs+d(1)i +vmin ·(tmi −τs) = pi(tmi ). The set of equations
of the state constrained arc with the constants of integration
a
(2)
i , b
(2)
i , c
(2)
i , d
(2)
i are
1
2a
(2)
i · (τs)2 + b(2)i · τs + c(2)i =
vmin, a
(2)
i · tmi + b(2)i = 0, a(2)i · τs + b(2)i =
0, and 16a
(2)
i · (t0i )3 + 12b(2)i · (t0i )2 + c(2)i · t0i + d(2)i = pi(tmi ),
which yield a(2)i = 0, b
(2)
i = 0, c
(2)
i = vmin and
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d
(2)
i = pi(t
m
i ) − vmin · tmi . The remaining constants of
integration a(1)i , b
(1)
i , c
(1)
i , d
(1)
i and the junction point τ
∗
s can
be determined numerically by solving simultaneously the
above set of equations.
Lemma 10. For CAV i ∈ N (t), let τ∗s be the junction point
between the unconstrained and constrained arc of the state
constrained vmin − vi(t) ≤ 0 solution. Then τ∗s is an explicit
function of pi(tmi ), vmin, t
m
i and vi(t
0
i ), and can be expressed
as τ∗s =
3(pi(t
m
i )−vmin·tmi )
(vi(t0i )−vmin)
Proof. The proof is similar to the proof of Lemma 6 (see
Appendix A), hence it is omitted.
Case 5. Only the control constraint umin−ui(t) ≤ 0 becomes
active.
In this case, we have µai (t) = η
c
i (t) = η
d
i (t) = 0.
From (11), (12), and (13), we have ui(t) + λvi (t) + µ
b
i (t) =
0, λ˙pi (t) = 0, and λ˙
v
i (t) = −λpi (t). Let τc > t0i be the
junction point that CAV i ∈ N (t) transitions from the
constrained arc to the unconstrained arc. The optimal control
at the junction point τc is u∗i (τc) = umin. From the jump
conditions, we have λpi (τ
−
c ) = λ
p
i (τ
+
c ), λ
v
i (τ
−
c ) = λ
v
i (τ
+
c ),
and Hi(τ+c ) = Hi(τ
−
c ).
Lemma 11. If the control constraint umin − ui(t) ≤ 0
becomes active, then the control input u(t) is continuous at
the junction point t = τc.
Proof. See Appendix E.
The Lagrange multiplier µbi (t) is µ
b
i (t) ={
0, if umin < ui(t),
−λvi (t)− umax, if ui(t) = umin.
}
. Using
the Euler-Lagrange equations, interior condition, initial
and final boundary conditions, and the condition of
costates at t = tmi , we have a set of equations of the
constrained arc: a(1)i · t0i + b(1)i = umin, a(1)i · τc + b(1)i =
umin,
1
2a
(1)
i (t
0
i )
2 + b
(1)
i · t0i + c(1)i = vi(t0i ), and 16a(1)i (t0i )3 +
1
2b
(1)
i ·(t0i )2 +c(1)i · t0i +d(1)i = 0., resolving which with t0i = 0
yields, a(1)i = 0, b
(1)
i = umin, c
(1)
i = vi(t
0
i ), d
(1)
i = pi(t
0
i ),
where a(1)i , b
(1)
i , c
(1)
i , d
(1)
i are the constants of integration
for the constrained arc. In addition, we have a set of
equations of the unconstrained arc: a(2)i · τc − b(2)i + umin =
0, a
(2)
i t
m
i +b
(2)
i = 0,
1
2a
(2)
i τ
2
c +(b
(2)
i −umin)·τc+c(2)i −v0i = 0,
1
6a
(2)
i τ
3
c +
1
2 (b
(2)
i − umin) · τc + (c(2)i − v0i )τc + d(2)i =
0, and 16a
(2)
i (t
m
i )
3 + 12b
(2)
i (t
m
i )
2 +c
(2)
i t
m
i +d
(2)
i −pi(tmi ) = 0,
where a(2)i , b
(2)
i , c
(2)
i , d
(2)
i are the constants of integration
for the unconstrained arc.
Lemma 12. For CAV i ∈ N (t), let τ∗s be the junction point
between the unconstrained and constrained arc of the control
constrained (umin − ui(t) ≤ 0) solution. Then τ∗c can be
expressed as an explicit function of pi(tmi ), umin, t
m
i , and
vi(t
0
i ).
Proof. The proof is similar to the proof of Lemma 7 (see
Appendix B), hence it is omitted.
Case 6. Both state constraint vmin−vi(t) ≤ 0 and the control
constraint umin − ui(t) ≤ 0 become active.
In this case, we can derive the analytical solution follow-
ing similar steps to Case 3. A control constrained umin −
ui(t) ≤ 0 arc with constants of integration a(1)i , b(1)i , c(1)i , d(1)i
is pieced together with an unconstrained arc with constants
of integration a(2)i , b
(2)
i , c
(2)
i , d
(2)
i at the junction point τc.
The unconstrained arc is pieced together with the state con-
strained vmin − vi(t) ≤ 0 arc with constants of integration
a
(3)
i , b
(3)
i , c
(3)
i , d
(3)
i at the junction point τs. The constants of
integration of the constrained and unconstrained arcs, and the
junction points τ∗s and τ
∗
c can be determined by a set of
equations similar to those derived in Case 3.
Lemma 11. The junction point τ∗s between the unconstrained
and the constrained arc when vmin−vi(t) ≤ 0 becomes active,
and the junction point τ∗c between the unconstrained and the
constrained arc when umin − ui(t) ≤ 0 becomes active are
explicit functions of pi(tmi ), vmin, umin, t
m
i , and vi(t
0
i ).
Proof. The proof is similar to the proof of Lemma 8 (see
Appendix E), hence it is omitted.
V. SIMULATION RESULTS
We validate the analytical solution of the optimal control
problem (5) through numerical simulation in MATLAB. We
consider the initial and final position to be pi(t0i ) = 0 m
and pi(tmi ) = 200 m, and the initial speed vi(t
0
i ) = 13.4
m/s. In this section, we only present the results considering
tmi = 10 s, where only the state constraint vi(t) − vmax ≤ 0
and control constraint ui(t) − umax ≤ 0 can become active
(Theorem 1). For each CAV i ∈ N (t), we enforce the
maximum speed limit and acceleration to be vmax = 22m/s
and umax = 1.8 m/s2 respectively. The standard procedure to
Fig. 2: Optimal control trajectory for the unconstrained (blue),
state constraint vi(t) − vmax ≤ 0 only (red) and both state-
control constraint (green) case.
solve the optimal control problem (5) is to identify whether
any of the state or control constraints become active and derive
the constrained solution in a recursive manner until none of the
constraints are active, as shown in Fig. 2. The unconstrained
solution (blue trajectory in Fig. 2) activates the state constraint
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vi(t) − vmax ≤ 0 only. The acceleration corresponding to
the state-constrained (vi(t) − vmax ≤ 0) solution is shown
by the red trajectory in Fig. 2, where the unconstrained and
constrained arcs are pieced together at the junction point
at t = 7.79 s. However, the state-constrained solution (red
trajectory in Fig. 2) has to be re-derived since the control
constraint ui(t) − umax ≤ 0, which was not active before,
becomes active now as shown by the red trajectory in Fig. 2.
The constrained optimal control input is derived by piecing
the state and control constrained arcs together, and it is shown
by the green trajectory in Fig. 2.
In our condition-based framework, we do not need to
consider the intermediate iterative steps above, i.e., the un-
constrained (blue trajectory) and state constrained solution
(red trajectory) in Fig. 2. We can directly derive the final
closed-form analytical solution (green trajectory in Fig. 2) by
sequentially checking the conditions in Theorems 1-5. First,
we start with Theorem 1 to reduce the possible constraint
activation set. Since the first statement of Theorem 1 holds
for tmi = 10 s and the boundary conditions, we only need
to consider whether vi(t) − vmax ≤ 0 or ui(t) − umax ≤ 0
become active, which reduces the possible constraint activation
cases from 15 to 3. Then, we use Theorems 2 and 3 to identify
the specific constraint activation case. In this case, part (i) of
Theorem 2 holds, indicating that vi(t) − vmax ≤ 0 becomes
active in (t0i , t
m
i ]. However, part (i) of Theorem 3 does not
hold indicating that ui(t)−umax ≤ 0 will not become active.
Using the result obtained above, we then check part (i) of
Theorem 4 which readily indicates that an additional and
initially non-existent control constraint becomes active within
the state-constrained solution, as shown by the red trajectory
in Fig. 2. Using the result of Theorem 4, we apply the analysis
presented in Case 3 to determine the complete state and control
constrained-optimal solution. Note that, if the first statement of
Theorem 4 does not hold, then none of the control constraints
can become active, and thus we can use the analysis presented
in Case 1 to determine the optimal solution.
Fig. 3: Optimal speed trajectory for the unconstrained (blue),
control constraint ui(t)−umax ≤ 0 only (red) and both state-
control constraint (green) case.
Next, we consider a different scenario to show the impact
when the control constraint (ui(t)−umax ≤ 0) becomes active.
In this case, we set the maximum speed vmax and acceleration
umax to be 23 m/s and 1.35 m/s2 respectively. Following the
above procedure, we check part (i) of Theorem 2 and 3. Since
only part (i) of Theorem 3 holds, we conclude that the control
constraint ui(t)−umax ≤ 0 will become active. We then check
part (i) of Theorem 5 to check whether any additional state
constraint will become active within the control constrained
solution. In this case, part (i) of Theorem 5 holds, as evident
from the control constrained state trajectory (red trajectory) in
Fig. 3. Therefore, we use the analysis presented in Case 3 to
derive the complete state- and control- constrained solution
as illustrated by the green trajectory in Fig. 3. Note that,
in Fig. 3, in the unconstrained solution (blue trajectory)
none of the state constraints become active. However, the
control-constrained solution (red trajectory) activates the state
constraint vi(t) − vmax ≤ 0. Based on our condition-based
framework, we can avoid the computation of the intermediate
solutions, i.e., the unconstrained trajectory (blue trajectory in
Fig. 3) and the control constrained trajectory (red trajectory in
Fig. 3), and directly derive the final constrained trajectory as
illustrated by the green trajectory in Fig. 3.
Similar results to those presented here can be derived for
the case where vmin−vi(t) ≤ 0 and umin−ui(t) ≤ 0 become
active.
VI. CONCLUDING REMARKS
In this paper, we addressed the state and control con-
strained optimal framework for coordinated CAVs at different
traffic scenarios, and provided a condition-based framework
to determine the constrained solution without requiring to
follow the standard recursive procedure. We mathematically
characterized the activation cases of different state and control
constraint combinations, and provided a priori conditions
under which different constraint combination can become
active. In addition, we presented the closed-form analytical
solution of the constrained optimal control problem that can
be derived and implemented in real time. We validated a subset
of constraint activation cases through numerical simulation and
showed how the proposed framework can identify the inter-
dependent constraint activation based on the boundary con-
ditions. By eliminating the intermediate steps of solving the
constrained optimal control problem, the proposed condition-
based framework improves on the standard methodology to
solve the constrained optimal control problem.
The proposed framework has certain limitations since it does
not consider the optimal control problem with constrained ter-
minal speed, which may result in multiple junction points lead-
ing to a more complex formulation. Ongoing work includes
further exposition into the the existence of the optimal solution
under different constraint combinations, and the consideration
of the terminal speed constrained formulation. Future work
will address the implementation of the proposed framework
under different penetration rates of CAVs.
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APPENDIX A
PROOF OF LEMMA 6
If vi(t) − vmax ≤ 0 becomes active, we have an uncon-
strained arc (with constant parameters a(1)i , b
(1)
i , c
(1)
i , d
(1)
i )
followed by a constrained arc (with constant parameters
a
(2)
i , b
(2)
i , c
(2)
i , d
(2)
i ) pieced together at the junction point
t = τ∗s . The constrained arc yields at t = τ
∗
s and t = t
m
i ,
a
(2)
i · τ∗s + b(2)i = 0, (34a)
a
(2)
i · tmi + b(2)i = 0, (34b)
1
2
a
(2)
i · (tmi )2 + b(2)i · (tmi ) + c(2)i = vmax, (34c)
1
6
a
(2)
i · (τ∗s )3 +
1
2
b
(2)
i · (τ∗s )2 + c(2)i · (τ∗s ) + d(2)i
+vmax · (tmi − τ∗s ) = pi(tmi ). (34d)
From (34a) and (34b), we have a(2)i = 0 and b
(2)
i = 0.
Substituting in (34c), we have c(2)i = vmax. Finally, from (34d)
we have d(2)i = (pi(t
m
i )− vmax · tmi ). The unconstrained arc
at the initial condition t = t0i yields the following equations:
1
2a
(1)
i · (t0i )2 + b(1)i · (t0i ) + c(2)i = vmax, 16a(1)i · (t0i )3 + 12b(1)i ·
(t0i )
2 + c
(1)
i · (t0i ) + d(1)i = pi(t0i ). Solving the above two
equations by considering, without loss of generality, t0i = 0,
we have c(2)i = vi(t
0
i ) and d
(2)
i = 0. At τ
∗
s , we have the
following set of equations for the unconstrained arc,
a
(1)
i · τ∗s + b(1)i = 0, (35a)
1
2
a
(1)
i · (τ∗s )2 + b(1)i · τ∗s + (vi(t0i )− vmax) = 0, (35b)
1
6
a
(1)
i · (τ∗s )3 +
1
2
b
(1)
i · (τ∗s )2
+(vi(t
0
i )− vmax) · τ∗s − (pi(tmi )− vmax · tmi ) = 0. (35c)
Substituting τ∗s = − b
(1)
i
a
(1)
i
from (35a) in (35b), we have
(b
(1)
i )
2
a
(1)
i
= 2(vi(t
0
i ) − vmax). Substituting τ∗s = − b
(1)
i
a
(1)
i
from
(35a) in (35c), we have 13
(b
(1)
i )
3
(a
(1)
i )
2
+
(b
(1)
i )
a
(1)
i
· (vmax − vi(t0i )) −
(pi(t
m
i ) − vmax · tmi ) = 0. From the last two equations, we
obtain τ∗s = − 3(pi(t
m
i )−vmax·tmi )
(vmax−vi(t0i )) , where τ
∗
s is an explicit func-
tion of the known parameters pi(tmi ), vmax, vi(t
0
i ) and t
m
i .
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If ui(t) − umax ≤ 0 becomes active, we have a con-
strained arc (with constant parameters a(1)i , b
(1)
i , c
(1)
i , d
(1)
i )
followed by an unconstrained arc (with constant parame-
ters a(2)i , b
(2)
i , c
(2)
i , d
(2)
i ) pieced together at the junc-
tion point t = τ∗c . Solving (28a) and (28c)-(28e), we
have a(2)i = −
√
(umax)3
3(tmi )
2·umax+6tmi ·vi(t0i )−6L . From (28a)
and (28b), τ∗c =
umax
a
(2)
i
+ tmi . Finally, substituting a
(2)
i
into the last equation, the junction point τ∗c is given by
τ∗c = t
m
i − umax√ (umax)3
3(tm
i
)2·umax+6tmi ·vi(t0i )−6L
, and can be sim-
plified to τ∗c = t
m
i −
√
3(tmi )
2·umax+6tmi ·vi(t0i )−6L
umax
, which
is an explicit function of the known boundary parameters
tmi , pi(t
m
i ), vi(t
0
i ), and umax.
APPENDIX C
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If ui(t) − umax ≤ 0 becomes active, we have a con-
strained arc with constants of integration a(1)i , b
(1)
i , c
(1)
i , d
(1)
i
followed by an unconstrained arc with constants of integra-
tion a(2)i , b
(2)
i , c
(2)
i , d
(2)
i , pieced together at the junction point
t = τ∗c . If vi(t) − vmax ≤ 0 becomes active, we have a con-
strained arc with constants of integration a(2)i , b
(2)
i , c
(2)
i , d
(2)
i
followed by a constrained arc with constants of integration
a
(3)
i , b
(3)
i , c
(3)
i , d
(3)
i pieced together at the junction point
t = τ∗s . Solving (27a)-(27d) for the control constrained
arc with t0i = 0, we have a
(1)
i = 0, b
(1)
i = umax,
c
(1)
i = vi(t
0
i ) and d
(1)
i = pi(t
0
i ). Solving (30a)-(30d) for
the state constrained arc, considering t0i = 0 without loss
of generality, we have a(3)i = 0, b
(3)
i = 0, c
(3)
i = vmax
and d(3)i = pi(t
m
i ) − vmax · tmi . From (29a) and (29d),
we have τ∗c =
umax−b(2)i
a
(2)
i
and τ∗s = − b
(2)
i
a
(2)
i
respectively.
Substituting the latter into (29b), (29c), (29e) and (29f), and
solving the system of equations, we have a(2)i = −umax ·√
− 1φ2 , and b
(2)
i =
umax(−2vi(t0i )
√
− 1φ2 +2vmax
√
− 1φ2 +1)
2 ,
where, φ2(tmi , pi(t
m
i ), vi(t
0
i ), umax, vmax) = −24(−tmi ·
umax·vmax+pi(tmi )·umax−vi(t0i )·vmax)+12(v2i (t0i )+v2max).
Substituting the last results into (29a) and (29d), the junction
points τ∗s and τ
∗
c are given as explicit functions of the known
parameters tmi , pi(t
m
i ), vi(t
0
i ), umax and vmax.
APPENDIX D
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From (33), we have
1
2
u2i (τ
−
s ) + λ
p
i (τ
−
s ) · vi(τ−s ) + λvi (τ−s ) · ui(τ−s )
+ηci (τ
−
s ) · (vi(τ−s )− vmax) =
1
2
u2i (τ
+
s ) + λ
p
i (τ
+
s ) · vi(τ+s )
+λvi (τ
+
s ) · ui(τ+s ) + ηci (τ+s ) · (vi(τ+s )− vmax). (36)
Since vi(τ+s ) = vmin and ui(τ
+
s ) = 0, and from the continuity
of state (21) and λpi (31), we have λ
p
i (τ
−
s ) ·vi(τ−s ) = λpi (τ+s ) ·
vi(τ
+
s ). From (9), we have η
d
i (τ
−
s )·(vmin−vi(τ−s )) = ηdi (τ+s )·
(vmin − vi(τ+s )) = 0. Hence, (36) reduces to 12u2i (τ−s ) +
λvi (τ
−
s ) ·ui(τ−s ) = 0, which implies that either ui(τ−s ) = 0 or
1
2ui(τ
−
s ) + λ
v
i (τ
−
s ) = 0, or both. Since the second term can
not hold, we have ui(τ−s ) = ui(τ
+
s ) = 0.
APPENDIX E
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Since Hi(τ+c ) = Hi(τ
−
c ), we have
1
2u
2
i (τ
−
c ) + λ
p
i (τ
−
c ) ·
vi(τ
−
c ) + λ
v
i (τ
−
c ) · ui(τ−c ) + µai (τ−c ) · (ui(τ−c ) − umax) =
1
2u
2
i (τ
+
c ) + λ
p
i (τ
+
s ) · vi(τ+c ) + λvi (τ+c ) · ui(τ+c ) + µai (τ+c ) ·
(ui(τ
+
c ) − umax). From the continuity of the state (21) and
λpi at t = τc, we have λ
p
i (τ
−
c ) · vi(τ−c ) = λpi (τ+c ) · vi(τ+c ).
From (7) we have µai (τ
−
c ) · (ui(τ−c ) − umax) = µai (τ+c ) ·
(ui(τ
+
c ) − umax) = 0. After simplifying, we have either
ui(τ
+
c ) = ui(τ
−
c ) or
1
2 (ui(τ
+
c )+ui(τ
−
c ))+λ
v
i (τ
+
c ) = 0. Both
the equations lead to the continuity in control input ui(t) at
time, i.e., ui(τ+c ) = ui(τ
−
c ).
14
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