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ABSTRACT OF THE DISSERTATION
Techniques for Spatial Analysis of C. elegans Anatomy and Reporter Expression
by
Nicolette Laird
Doctor of Philosophy in Biology and Biomedical Sciences
Computational and Systems Biology
Washington University in St. Louis, 2022
Professor Zachary Pincus, Chair
Professor Ting Wang, Co-Chair

Quantitative analysis of microscopy images is integral to investigating biological
phenomena. Despite a variety of tools to aid in analyzing C. elegans images, quantitative
microscopy studies are still difficult due to the flexible and deformable nature of the nematode.
These differences in posture and shape must first be corrected before analysis. Manual
approaches to solve these problems are time intensive and infeasible for large datasets.
Additionally, current automated tools rely on high-magnification imaging using labeled nuclei as
fixed markers for comparison. Labelling can be achieved either with transgenic animals or
fluorescent dyes; however, both of these can be impractical for some studies. Thus, there is a
need for a more generalized method for quantitatively analyzing C. elegans images without
requiring transgenic animals or fluorescent dyes.
ix

To address this need, I have developed a set of automated, machine-learning based tools to
locate and align anatomical landmarks in brightfield images of C. elegans. This allows for
effective correction of positional and anatomical differences among individuals and over time. A
key challenge in this work was identifying the best representation of anatomical landmark
positions with which to train the models. Image-to-image regression proved most successful in
this application. The toolkit described herein can be applied to many imaging modalities
(fluorescence, brightfield, etc.) as long as there is a corresponding brightfield image. I used these
methods to examine population variation in anatomy, to explore morphological changes over
time, and to analyze temporal and inter-individual trends in reporter fluorescence.
The work presented in this dissertation provides the foundation for a generalized image
analysis toolkit that can be used by the C. elegans community in studying a variety of biological
questions. In the second part of this dissertation, I outline additional uses for which this toolset
could be employed in the future. The tools are easy to use, train, and extend, and are publicly
available as an open-source Python package on GitHub.
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Chapter 1: Introduction
1.1 High-throughput approaches to study C. elegans
C. elegans is a model organism widely used to understand biological phenomena. They
are small self-fertilizing nematodes with optically transparent bodies, short lifespans and wellcharacterized developmental patterns (1). These characteristics make C. elegans an attractive
candidate for quantitative microscopy experiments. In the past decade a variety of highthroughput, image-based approaches have been developed to measure phenotypes in C. elegans.
They have been used to study motility (2,3), behavior (4–6), toxicology (7), development (8),
size (9), and lifespan (10–14). These systems produce large amounts of imaging data with
different magnifications, culturing environments, and time resolutions that must be processed
and analyzed. A key challenge in analyzing worm imaging data is that animals are often freemoving and can adopt many positional conformations, making it difficult to quantitatively
compare individuals across images. Some microfluidic devices solve this problem by physically
constraining animals in channels for imaging (4,6,8,15). On solid media, however, physical
constraint is not possible. Computational techniques to account for positional and anatomical
variation between animals are required to fully exploit the images generated by these systems.
Here I will describe some of the current high-throughput culturing systems that are employed by
C. elegans researchers.

1

1.1.1 Plate-based high-throughput imaging systems
Agar-based solid culturing systems are some of the most widely used in C. elegans
research, allowing large populations of animals to be grown on a single petri dish (16). Although
plate-based assays have been a staple of C. elegans researchers for years, it’s only recently that
high-throughput, plate-based systems have become more widely employed. These new systems
have become popular for motility (3,7), mortality (10–14), size (9), and behavioral studies (5,7).
High-throughput analysis systems offer a number of advantages to traditional methods.
Traditional methods relied on manual measurement of different phenotypes which can be time
consuming, tedious, and low-throughput. Recent advancements in high-throughput, plate-based
systems alleviate these challenges by automating different tasks. Typically, these systems
rely on either photographic or video monitoring of nematodes on plates to obtain phenotypic
data. Systems like the Parallel Worm Tracker (3), WormBot (14), WormScan (7), and MultiWorm Tracker (5) can monitor dozens of individuals simultaneously by imaging whole petri
dishes. Other systems, like the Lifespan Machine (11), use flatbed scanners to image multiple
plates of large populations of individuals. This allows more animals to be monitored, resulting in
an increased amount of imaging data per experiment. In addition, images can be acquired at time
intervals that would be infeasible manually. However, with this increase in imaging data comes
the need for new ways to analyze it.
A key challenge in analyzing data produced by these systems is that animals are freemoving and can adopt a variety of positional conformations, making it difficult to quantitatively
compare between individuals and across images. The first step in processing imaging data is to
2

identify regions of interest. Images produced by plate-based systems, contain multiple animals
whose corresponding pixels must be extracted, a process called segmentation, before quantitative
analysis. Luckily, at the magnifications employed by these systems, worms appear much darker
than their backgrounds, making segmentation easily feasible with a thresholding procedure
(3,5,7,14,17). To improve segmentation accuracy, some systems use a size exclusion threshold
(3,7,14,17) or a support vector machine to discriminate between worm and non-worm objects
(11).
After worm segmentation, further processing is performed to extract various features. For
example, in motility and behavioral assays, the posture and location of the worm is extracted to
measure animal speed, direction, and reactions to stimuli (3,5,17). For lifespan assays, the
location and position of the worm may be extracted to determine death (10–12,14).
Morphometric features, such as worm length and size, can also be determined in these steps
(9,11,12,14).

1.1.2 Parallel single-animal culturing systems
Another popular type of high-throughput image-based analysis system is single-animal
culturing systems. These systems, like the plate-based ones, allow analysis of many animals in
parallel. An advantage of single-animal culturing systems over their plate-based counterparts is
the ability to monitor individual C. elegans animals over potentially long periods of time. In
addition, worms are typically contained in specialized devices that are smaller than standard
petri-dishes, allowing higher magnification images to be taken (10,12,13,18). Single-animal
culturing systems have been successfully employed to study lifespan (10,12,13), morphological
changes (12), and behavior (18) in individual animals over time.
3

As with plate-based methods, single-animal culturing systems produce large amounts of
imaging data that must be analyzed and processed. As discussed previously, the first step in
analyzing imaging data is to segment pixels belonging to worms from the background. In some
systems, like the WorMotel (10) and HeALTH (18) systems, images are taken in such a way that
traditional image analysis techniques like thresholding, the watershed transform, and edge
detection, are effective in segmenting out worm pixels from the background. However, slightly
higher magnifications, like those employed by the Worm Corral (12,13), improve resolution of
internal structures but decrease the contrast between animal regions and the background, making
segmentation challenging. In these systems, more sophisticated deep-learning-based approaches
show promise in reliably segmenting worm pixels (19).
After segmentation, additional processing steps are required to extract phenotypic
features. As described earlier, worm position and location can be identified in order to measure
locomotion, behavior, and death. These same analyses have been employed in analyzing imaging
data from single-animal culturing systems (10,12,18). Where this analysis deviates from platebased systems is in higher-magnification images where the resolution of internal structures is
increased. With greater resolution, however, comes greater analytical power. At higher
magnifications, the internal organs of C. elegans can be easily seen (12,13). In addition, at this
magnification oocytes can also be visualized (12,13). This allows longitudinal analysis of
morphology and physiology in single individuals. However, to fully exploit the power of these
images, positional and anatomical differences between individuals must be corrected. This is the
gap in knowledge that my dissertation seeks to address.

4

1.1.3 High-throughput Microfluidic devices
Liquid media is another widely used C. elegans culturing method (16). Advancements in
microfluidic technologies have led to the development of high-throughput, liquid-based C.
elegans culturing systems (20). One of the main advantages of microfluidic devices is their
customizability. Each design is tailored to the objective of the experiment and can be fabricated
at the microscale, leading to increasingly specific and complex designs. Microfluidic devices
have been developed for monitoring animals through development and aging (6,8,15,21), for
sorting and screening mutants (20,22), and for studies of the nervous system (22). Like solidmedia systems, microfluidic devices produce a plethora of imaging data that needs to be
processed and analyzed.
A benefit of microfluidic systems over solid-media ones is the ability to physically restrain
animals. Recall that one of the key challenges in analyzing images from solid-media-based
systems was that animals were free-moving and could adopt a variety of positional
conformations, hindering comparison. Immobilization channels and control valves can be added
to microfluidic devices to restrict animal movement, removing positional variation across images
(6,8,15,20,22). The method designed by Keil et al. (8) uses gentle suction to pin animals to the
edge of the containment chamber, allowing for high-magnification imaging. The device designed
by Hulme et al. (15) uses tapered channels, or “worm clamps”, to immobilize animals for
imaging. WormSpa (6), on the other hand, uses pillars to tightly confine worms into a specific
posture. Segmentation tasks can also be improved in microfluidic devices by removing
background clutter. For example, the WormFarm (21) system uses a row of small channels and
constant flow of media to filter progeny from the viewing area and reduce clutter.
5

Another benefit of microfluidic devices is that tight control over the device dimensions
allows higher-magnification images to be taken. For example, in the system described by Keil et
al. (8), high-magnification Nomarksi and fluorescence images can be taken while an animal is
immobilized. With these images, the authors were able to track individual cells in developing
larvae and obtain cell-cycle statistics through vulval development (8). The WormSpa (6) system
allows spatiotemporal fluorescence patterns and pharyngeal pumping rates to be measured in
confined individuals. The spatial resolution is high enough that individual puncta indicating
nuclear localization of daf-16 can be observed (6). These measurements could not be easily
obtained on solid media.
Despite all these advantages, microfluidic devices are not the holy grail of high-throughput
C. elegans analyses. First, animals display different behaviors and physiology when placed in
liquid than on solid media (23,24). These include feeding less, disrupted egg-laying and
defecation, altered lifespan, and engaging in periods of vigorous swimming termed “thrashing”
(13,23,24). In addition, liquid culture has been shown to increase the rate of death from
matricidal hatching – a phenotype where one or more eggs hatch within the parent, resulting in
death (13,15).

1.2 Techniques to analyze C. elegans images
1.2.1 General challenges
Quantitative analysis of images is integral to investigating biological phenomena. Their
small size, transparency, and short lifespans make C. elegans well-suited for quantitative
microscopy (1). As discussed in the previous section, a number of high-throughput image-based
6

systems have been developed to aid quantitative microscopy of C. elegans. Despite the diversity
in imaging data produced by these systems, there are a few common challenges that need to be
addressed for important phenotypes to be extracted from images.
First, regions of interest must be identified in images, a process called segmentation.
Traditional image analysis methods, such as thresholding or edge detection, have been successful
in segmenting images where there is a strong difference in pixel intensity between the object and
the background (3,7,9,14,17,25–28). However, at higher magnifications, like those obtained in
the Worm Corral (12), there is less contrast between animal regions and the background, making
segmentation difficult. For these cases, deep-learning-based approaches show promise in reliable
worm segmentation (19).
In systems with free-moving individuals, differences in posture must be corrected to
enable comparison between images. A common way this is achieved is by computationally
straightening the curved worm body. Specifics on methods to perform pose estimation and worm
straightening are described in detail in later sections. As discussed earlier, some microfluidic
devices physically constrain worms to reduce positional variation. In some systems, such as the
WormSpa (6) and the device designed by Hulme et al. (15), worms are effectively straightened
when immobilized.
In addition to positional variation, a major challenge in quantitative comparisons across
individuals is anatomical variation. This is because C. elegans are inherently flexible creatures
that compress and stretch as they move (29). Additionally, inter-individual anatomical variation
can prevent anatomical features from coming into alignment across all animals (29). The process
7

of bringing images into spatial alignment is called image registration (30,31). Several tools for
analyzing C. elegans images at single-cell resolution have used image registration techniques to
account for inter-individual variation in the position of cellular structures across individuals and
over time (25,26,32–35). Many of these systems require high-magnification and fluorescent
staining or transgenic reporters to define landmarks (also known as fiducial markers) as fixed
markers of comparison (25,26,35,36). However, in systems with lower magnification or wholeworm imaging, image registration techniques have not been applied.
In the following sections I will describe the current methods that have been developed to
address these challenges.

1.2.2 Object recognition and segmentation
The first step in analyzing any imaging data is to identify regions of interest. Recent
advancements in computer vision have made object detection in images easier, but identifying
pixels belonging to individual worms, a process called segmentation, in noisy or cluttered images
is still a challenge. Traditional image analysis techniques like thresholding, watershedding, and
edge detection are effective at segmenting images where there is a strong difference in pixel
intensity between the background and the object (9,26,28,37). These techniques have been used in
many automated C. elegans software programs because at lower magnifications, worms appear
much darker compared to their backgrounds(9,28,37,38). Higher magnifications improves
resolution of internal structures, at the cost of low animal-to-background contrast, making
segmentation difficult. For example, segmentation using traditional techniques is about 80%
accurate in identifying worms from images taken in our Worm Corral system (12).
8

Some studies have tackled this challenge by using fluorescent stains to label cells within
the animal. Fluorescent stains can increase the animal-to-background contrast, making
thresholding more feasible. For example, Long et al. (26) and Peng et al. (27) used fluorescent
stains to identify the animal boundary in their images. However, fluorescent stains can harm
animals, preventing longitudinal imaging of individuals. In addition, these stains can confound
additional fluorescence measurements, such as expression from fluorescent reporters. Thus, the
best option is for segmentation using brightfield images. Fortunately, more sophisticated deeplearning-based approaches show promise in reliably segmenting worms from cluttered
backgrounds, like those obtained in our Worm Corral (19).

1.2.3 Pose estimation and straightening
In systems where animals are free-moving, differences in posture between animals is a big
challenge in analyzing images. Although several software packages have been developed to
automatically detect a variety of postures in images of C. elegans, they all use common approach,
as outlined in Figure 1.1 (26,27,37). As discussed earlier, the first step in any image-analysis
pipeline is to segment worm pixels from the background. The output from the segmentation step
is usually a binary image where the pixels corresponding to the worm are “True” and the
background, or non-worm pixels, are “False” (17). This binary image is often called a “mask”.
Using this mask, the centerline of the worm can be identified using a method called skeletonization
(17,26,27). Skeletonization is a thinning process that results in a ridge of pixels that are of equal
distance to two or more boundaries (39). The widths of the worm are the distance from the
centerline orthogonal to the boundary of the binary mask, illustrated in Figure 1.1 (26,27). Once
the centerline and widths are found, it is trivial to straighten the image by sampling along the
9

widths orthogonal to the centerline to produce a straightened image (26,27). Because each local
transform when sampling is a rigid rotation, the resolution loss is minimized (26,27).

Figure 1.1. Pose estimation and straightening. The steps are as follows: 1) Mask generation:
Custom object-recognition software creates a binary mask of the animal from the bright field
image. 2) Centerline identification: The centerline “backbone” of the animal is identified from
the mask using a thinning process called “skeletonization”. 3) Width Identification: Widths of
the animal are identified from the mask. Pixels are sampled perpendicular to the centerline to the
edges of the animal to produce a straightened image. 4) Straightening: Sampled pixels are
stacked along the straightened centerline to produce a straightened image. Because each local
transform when sampling is a rigid rotation, there is minimal resolution loss (Long et al., 2009;
Peng et al., 2008).
The biggest problems in pose detection arise when the animal is in a complex posture, such
as a coil (Figure 1.2A). Although coiling phenotypes don’t often occur in healthy individuals,
coiling mutants, older, and sick worms can display these non-self-avoiding phenotypes (28,40).
Anecdotally, we see these behaviors late in life, especially near death (Figure 1.2B). Being able to
detect these phenotypes in an automated fashion can help identify specific near-death or stressresponse behaviors (40). Several methods have been proposed to deal with these challenging cases
(28,40). For example, Nagy et al. (28) developed a generative statistical model to detect complex
coiling postures. The model works in two steps: 1) using a coarse statistical model to approximate
the centerline of the animal and 2) using a fine statistical model to identify the boundaries of the
animal. The first step identifies the midline of the animal subject to predetermined limits of the
maximal curvature and binary edges characteristic of the head and body regions. The second step
10

facilitates finding the boundaries, or widths, of the worm. Using the midline of the worm identified
in step one, edges of the worm are identified using a set of binary edges that describe orientations
of characteristic worm boundaries. True edges of the worm boundaries have orientations with high
probabilities and, conversely, edges with incorrect orientations are detected with low probabilities.
Nagy et al. (28) show that this statistical model works well for their images, yielding appropriate
midlines for around 90% of images. One thing to note, however, is that the authors optimized this
method to work with their images; this technique does not appear to be generalizable to other
datasets, such as the imaging data used in the Pincus Lab. A current workaround to dealing with
coiled worms is to manually annotate the backbone and widths along the worm. Our lab has
generated custom software to make this manual annotation feasible.

Figure 1.2: Challenging worm poses to straighten. A) An example of a coiled worm
straightened using the traditional skeletonization pose-estimation method. Even with a perfect
mask, the straightening doesn’t work. B) Examples of other self-intersecting poses that make
straightening challenging.
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1.2.4 Image registration and accounting for internal variation
Beyond overall posture, another major challenge in comparing across individuals is
anatomical variation. Due to their inherently flexible nature, C. elegans compress and stretch as
they move (29). Additionally, animals can grow and change morphologically if used for
longitudinal studies. Even in age-matched populations, inter-individual anatomical differences
can prevent anatomical features from being fully registered across animals (29). A way to correct
for anatomical variation is to use image registration, a process to computationally bring two
images into spatial alignment, often using nonrigid warping transformations (30,31). Image
registration techniques have been used in medical diagnosis and imaging, quantifying single-cell
gene expression in developing organisms, analyzing longitudinal changes in tissue and organ
morphology, and other non-biology-related fields (30,31,41). In C. elegans research, image
registration techniques have been used in analyzing images with single-cell resolution. By
accounting for inter-individual variation in the position of cellular structures, unique cells can be
identified in across individuals and over time (25,26,32–35,42). This has been useful in ensuring
individual cells are correctly identified in embryos (42,43), developing animals (25,26,33,36),
and neuronal studies (34,35,44,45).
One of the most important steps in image registration is deciding what fixed markers
(also referred to as landmarks or fiducial markers) will be used to bring images into spatial
alignment (30,31,41). Without these landmarks it is nearly impossible to align images to one
another. Many methods to account for anatomical variation in C. elegans images rely on highmagnification imaging and fluorescent staining or transgenic reporters to define landmarks
(25,26,35,36). For lower magnification or whole-worm imaging, however, such techniques have
12

not been employed, especially in conditions where it may be challenging to obtain images of
fluorescent landmarks.
Some tools have been developed to identify individual cells in C. elegans images without
fluorescent markers. In these cases, cells are identified by comparing sizes and shapes to a
reference set or using probabilistic and clustering models for a set number of cells (32,36). For
lower magnification or whole-body images without single-cell resolution, these methods are not
feasible. This is not to say that image registration is not possible for lower-magnification images,
but rather that other fiducial markers, such as anatomical landmarks from brightfield images,
may need to be employed to account for inter-individual variation across C. elegans images.

1.3 Automated image-processing and analysis in aging
studies
1.3.1 Introduction
In recent years, there has been a push to develop high-throughput culturing systems that
can measure lifespan and aging phenotypes (7,10–14,21). These systems rely on automated
longitudinal imaging data from which death and other phenotypes can be extracted. In some
systems, large populations of animals are cultured in the same confined area (7,11,14,21). While
these systems can examine the demographics of large populations, they unable to gather data at
the individual level. Single-animal culturing systems, however, allow monitoring of many
individuals in parallel (10,12,13). In these systems we can quantitatively measure interindividual variability in a variety of phenotypes, including lifespan, fecundity, movement, and
the amount of time spent in high physiological function, termed “healthspan” (10,12).
13

In the Pincus Lab, we are interested in using images obtained from the Worm Corral
system to study aging. Thus, one of the motivations for my dissertation was to develop an
automated image analysis pipeline to quantitatively process and analyze C. elegans images
obtained from our Worm Corral system. With the tools I have developed in this dissertation,
many questions about individuality and aging can be answered. This section describes some of
the outstanding questions in the aging field and provides a context with which the tools
developed here could be used to answer those questions.

1.3.2 Outstanding questions in aging
Aging is a universal phenomenon characterized by progressive declines in physiological
function, high risks of morbidity, and one hundred percent mortality (46,47). For many years,
aging was thought to be an entropic process of random decline (47,48). Now, however, it is
widely accepted that aging, like many other biological processes, can be modified via genetic
and environmental interventions (47). In humans, genetic differences account for less than 30%
of all variability in lifespan (49,50). The causes behind this inter-variability are not known.
Interestingly, even isogenic populations of C. elegans animals cultured in homogenous
environments experience differences in lifespans comparable to humans (51). One hypothesis is
that stochastic changes in gene expression early in life are responsible for the differences in
individual lifespan (29,51,52). These fast, stochastic changes in gene expression can affect slow
processes, like aging, by causing a cascade of events that result in stable differences in generegulatory states. Therefore, identifying these changes in expression can give insight into the
mechanisms that govern lifespan.
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C. elegans are complex organisms with connections between many different
physiological systems and the aging process can affect these systems differently. Age-related
decline in some of these systems is likely responsible for the differences in aging rate observed at
a population level, but the precise links between declines in different physiological systems and
the eventual rate of decline of the animal are not well-known. Does each system have its own
independent rate of decline or are they all correlated? What is the relationship between each
system’s decline rate and lifespan? By taking a tissue-level approach, one can explore how the
rate of decline in individual tissues can alter the rate of decline for the whole animal.

1.3.3 Stochastic changes in gene expression and their consequences
Stochasticity among individuals at the molecular level has been regarded as a noisy fact
about the natural state of the world. Much of phenotypic variation can be attributed to differences
in genetics, environment, or history, but even isogenic individuals in the same environment can
have varying phenotypes (53). At the molecular level, cell-cell variation can be due to the
random nature of chemical reactions (51–53). When large numbers of molecules are present,
chemical reactions happen quickly, but due to low copy numbers of biological components,
stochasticity can greatly affect gene expression (52,53). Variability among individuals can have
severe biological consequences, such as in development or cell signaling. Until recently, it was
not possible to quantify or visualize this inter-individual variability. Investigations using
fluorescent reporter constructs and single molecule detection techniques have linked interindividual variability to phenotypic outcome (29,51,52,54,55).
C. elegans have been used to study aging and longevity since the 1970s, but only recently
has been used to study variability in the context of aging and longevity (48,51,56). Rea et al. (54)
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published the first study showing how stochastic expression of one gene can have drastic effects
on and predict lifespan. They used a transcriptional fluorescent reporter to measure expression of
the heat shock protein, hsp-16.2 (54). They noted that synchronized isogenic populations
cultured in homogenous environments displayed a wide and normally-distributed range of
lifespans and GFP fluorescence after a mild heat stress. In addition, they showed that worms
expressing higher levels of the reporter were longer lived. Rea et al. (54) showed that the level of
expression of hsp-16.2 was not heritable, further suggesting that the variation in GFP expression
and lifespan is a stochastic process. Previous studies showed that heat stress increases the mean
population lifespan, so it is unclear whether the variation in lifespan is due to intrinsic
differences in unstressed animals or in the heat shock response (52,57). Subsequent studies have
investigated how other heat shock response genes affect lifespan, but few explored how interindividual variability of these genes affect individual lifespan (58–60).
A more recent paper by Sanchez-Blanco and Kim (55) identified how variation in
insulin-signaling activation in response to pathogenicity affects lifespan in C. elegans. In
standard culture C. elegans eat E. coli, which is mildly pathogenic (55). Ingesting E. coli
activates the insulin-signaling pathway via daf-16 FOXO activation. Sanchez-Blanco and Kim
(55) use a fluorescent transcriptional reporter to monitor DAF-16 activity and subsequently
individual responses to pathogenic stress (55). High levels of DAF-16 activity corresponded with
longer lifespans and potentially better stress responses. C. elegans grown on non-pathogenic
food sources (UV-killed E. coli, B. subtilis, and C. crescentus) had increased mean lifespans and
less DAF-16 activity, suggesting that insulin-signaling activation is a pathogenic response.
Animals grown on non-pathogenic food, however, still displayed a large variability in lifespan,
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suggesting that pathogenicity helps reveal pre-existing variability, rather than create it. Perhaps
different worms intrinsically express different amounts of DAF-16, resulting in varying levels of
stress responses to pathogenic E. coli and thus, varying lifespans (55). Although the insulinsignaling pathway was the first pathway to be implicated in regulating the aging process, not
much is known in how inter-individual variability of this pathway ultimately affects lifespan and
aging.
Another study by Pincus et al. (29) describe an “ingenious way” (52) to measure growth and
expression of three microRNA fluorescent reporters of individual organisms throughout their
lifetimes. Pincus et al. developed the Worm Corral (12,13), a high-density culturing system that
can culture individual C. elegans animals in isolation throughout their lifespan. Using automated
microscopy, brightfield and fluorescent images of hundreds of individual animals are acquired
from hatching until death in parallel (12,13,29). With this culturing system, Pincus et al. (29)
showed that variability in expression of three microRNA transcriptional fluorescent reporters
measured at early-to-mid adulthood (mir-71, mir-246, and mir-239) were predictive of lifespan.
Individually, expression levels were able to predict up to 47% of lifespan variability. In general,
expression of mir-71 and mir-246 correlate with lifespan and mir-239 anticorrelates. Given that
mir-71 and mir-246 act upstream in the insulin-signaling pathway and of other known longevity
pathways, variability in expression of these microRNAs could be a causal determinant of
lifespan (29,52).
Pincus et al. (29) are also the first to describe how inter-individual variability in tissuespecific gene expression patterns can determine lifespan. They note that there are distinct
spatiotemporal expression patterns of mir-71::GFP between longer-lived and shorter lived
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cohorts. Strong expression of mir-71 in the head, tail, and vulva was the most powerful and
robust predictor of future longevity described, explaining 47% of lifespan variability (29).
Although this is not the first experiment to link tissue-specific expression to longevity, it is the
first to look at how individual tissue-specific variability can determine lifespan, suggesting that
stochastic changes in gene expression can affect how tissues interact in establishing an animal’s
rate of aging and ultimate lifespan (48,61).

1.3.4 Tissue-specific mediation of lifespan
Like many other organisms, C. elegans is comprised of many tissues and cell types that
interact to regulate longevity (47,48,61,62). Removal of the germline cells either by laser
microsurgery or genetic mutants extend lifespan by about 60% (63,64). Some sensory neurons
shorten lifespan while others extend it, depending on the environment (48,65–69). For example,
nmur-1, a neuropeptide receptor, acts in specific sensory neurons to extend lifespan only when
animals are fed OP50 E. coli, but not HT115 E. coli; gustatory ASI neurons promote longevity
under dietary restriction conditions but inhibit longevity under normal well-fed conditions (65,69).
Degradation of intestinal nuclei and integrity is also implicated in the aging process (62,70).
Recent studies have shown that organ-specific changes in gene expression can extend
lifespan (61,69). Libina et al. (61) showed that restoring DAF-16 expression in the intestines of
daf-2;daf-16 mutants significantly extends lifespan by 50-60%, suggesting that the intestines may
regulate the aging process via the insulin-signaling pathway (61). This extension is not seen when
DAF-16 is expressed in other tissues. Since intestinal DAF-16 doesn’t fully restore the long-life
phenotype, it is hypothesized that other tissues are involved to extend lifespan in a DAF-16dependent manner. In addition, overexpression of daf-16 in the intestines of wild-type animals
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results in increased DAF-16 activity in tissues other than the intestine, including the epidermis,
head and body muscles, but not neurons (61). This suggests that the intestines are an important
signaling center that regulates the insulin-signaling pathway and thus, the rate of aging in other
tissues (61,62).
Although there are several lines of evidence suggesting stochastic changes in gene
expression affect lifespan, there are few studies that identify stochastic changes in specific
tissues that affect lifespan. Most studies, like the ones mentioned earlier, use tissue-specific
transgenic strains to identify tissues that alter lifespan. Generating transgenic strains for every
lifespan-altering gene in every tissue is time consuming and impractical. Libina et al. (61)
generated and characterized over twenty transgenic strains in their study. Currently, only one
study (29) has tried to identify how inter-variability in a tissue-specific manner can determine
lifespan. While the method Pincus et al. (29) used doesn’t fully pinpoint the tissues that miR-71
acts in to determine lifespan, it can give a sense of what to test. This method is also not suitable
for large numbers of images and requires a significant amount of manual labor.
Fortunately, the tools developed in this dissertation can be extended to include tissuespecific analyses can be extended. These tools allow automated phenotyping of tissue-specific
changes in individuals across time and can give an insight into the tissue-level contributions to
the rate of aging.

1.4 Summary of aims and motivation
One of the motivations for my dissertation was to utilize imaging data produced by the
Worm Corral to study aging. The Worm Corral (12,13) was developed relatively recently by the
19

Pincus Lab. This single-animal culturing system can produce large amounts of imaging data
from which many different phenotypes can be measured. Previous methods to process and
analyze Worm Corral data had limitations in scale and reliability. These methods were semiautomated but relied heavily on user input and manual annotation. In addition, some important
phenotypes, such as tissue-specific measurements or spatiotemporal analyses, could not be
performed without significant manual labor. Manual annotation of longitudinal images was
tedious and infeasible for large datasets. Thus, the broad goal of my work was to develop a suite
of tools for automated phenotyping of C. elegans images.
In addition to solving the specific challenges in analyzing Worm Corral images, I wanted
the tools I built to be easy to use and extendable. My hope was that these tools could be used by
the broader C. elegans community to investigate biological phenomena. To achieve this goal, I
needed to design a generalizable method that could be applied to many imaging modalities and
be extended to answer many questions. As described earlier, the two biggest challenges in
analyzing C. elegans images in general is correcting for positional and anatomical variation
across individuals. Current automated systems rely on high-magnification imaging using
fluorescently labeled nuclei as fiducial markers. However, the methods required to fluorescently
label these markers can be impractical for some studies.
In chapter 2 I describe the automated pipeline I developed to address these challenges.
The tools allow for high-throughput analysis of whole-body C. elegans images at relatively
lower magnifications without requiring transgenic animals for fluorescent dyes. Instead,
anatomical landmarks identified from brightfield images are used as fiducial markers. A key
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feature of the method I developed is that it can be applied to many imaging modalities as long as
there is a corresponding brightfield image.
In chapter 3 I offer some applications and extensions of the tools to answer questions
about C. elegans biology. As a proof of principle, I used the pipeline developed in chapter 2 to
examine population variation in anatomy, to explore morphological changes over time, and to
analyze temporal and inter-individual trends in reporter fluorescence. Because the Pincus Lab is
interested in aging, the other applications are framed within the context of investigating the
outstanding questions in the aging field. In accordance with my goal of designing useful
computational methods for the C. elegans community, the tools described herein are easy to use,
train, and extend, and are publicly available on GitHub.
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Chapter 2: Techniques for Spatial Analysis of
C. elegans Anatomy and Reporter
Expression
2.1 Abstract
The physiology of the nematode C. elegans can be visualized with many microscopy
techniques. However, quantitative microscopy of C. elegans is complicated by the flexible and
deformable nature of the nematode. These differences in posture and shape must be addressed in
some fashion in any automated or manual analysis. Manual approaches are time intensive and
require hand-labeling anatomical regions of interest. Automated tools exist, but generally rely on
high-magnification imaging using labeled nuclei as fiducial markers. Here we describe a new
toolkit that allows for high-throughput analysis of whole-body images, aligned using anatomical
landmarks identified from brightfield images. We show how these tools can be used in basic
morphometric tasks and examine anatomical variation and morphological changes in a
population over time.

2.2 Introduction
In the last decade, a variety of high-throughput, image-based approaches have been
developed to measure phenotypes in C. elegans. Systems like the Wormotel (1), Worm Corral
(2), and Lifespan Machine (3), produce large amounts of imaging data that must be processed
and analyzed. A key challenge with such systems is that the animals are often free-moving and
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can adopt a variety of positional conformations, making it difficult to compare images
quantitatively across individuals. Some microfluidic devices solve this problem physically, with
constricted channels into which individuals can be pulled for imaging (4–7). In other cases, such
approaches are not feasible, especially for culture of C. elegans on solid media. Computational
techniques to account for positional and anatomical differences among individuals are thus
critical to fully exploit images obtained in these systems.
The first step in computationally analyzing imaging data requires identifying the regions
of interest, a process known as “image segmentation”. Recent advances in computer vision have
made it easier to find objects in images, but identifying pixels belonging to individual worms in
noisy or cluttered images is still a challenge. Traditional image analysis techniques like
thresholding, the watershed transform, and edge detection have been effective at segmenting
images where there is a strong difference in pixel intensity between the background and the
object. These techniques have been used to automatically identify C. elegans animals in several
high-throughput assays because in many lower magnification imaging conditions, C. elegans
often appear much darker compared to their backgrounds (8–11). Slightly higher magnifications
and/or imaging through media with a refractive index closer to that of C. elegans improve
resolution of internal structures but often decrease the contrast between animal regions and the
background, making segmentation challenging. In such conditions, as arise in our Worm Corral
system (See 2.4 Methods), more sophisticated deep-learning-based approaches show promise in
reliably separating individuals from cluttered backgrounds (12).
However, distinguishing worm regions from the background is not sufficient to extract
morphological data from images. Due to their flexible and deformable nature, C. elegans can
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adopt a variety of complex postures, which can obscure automated feature detection. Several
algorithms have been developed to address this challenge by computationally straightening the
curved worm body (8–11,13–16).These algorithms tend to follow similar steps: I) identify the set
of image pixels corresponding to an individual C. elegans (via segmentation) II) use the
identified pixels to determine the centerline of the individual, III) use the centerline to
computationally straighten the curved worm body.
Beyond overall posture, a second major challenge in comparing image patterns across
individuals is internal anatomical variation. In the past, several tools for analyzing C. elegans
images at single-cell resolution have used image registration methods to account for variation in
the position of cellular structures across individuals and over time (8,9,17–23). The goal of
image registration is to bring two images into spatial alignment, often using nonrigid warping
transformations (24,25). Such methods have been employed in C. elegans to ensure individual
cells are correctly identified in embryos, developing animals, and neuronal studies (8,9,17–23).
Many of these methods rely on high-magnification imaging and fluorescent staining or
transgenic reporters to define landmarks (also known as fiducial markers) that are then used to
align images (8,9,20,26). For lower magnification or whole-worm imaging, however, such
techniques have limited applications, especially, in conditions where images of fluorescent
landmarks are hard to acquire.
Here we present a suite of fully automated tools to correct both positional and internal
variation across adult whole-body C. elegans images without the need for fluorescence imaging
(Figure 2.1A). Our method relies on identifying each animal’s centerline from a segmented
image, defining curving but locally orthogonal anterior–posterior (AP) and dorsal–ventral (DV)
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axes (Figure 2.1B). Given these axes, it is possible to transform original images in the
“laboratory frame of reference”, where the x and y coordinates refer the axes of the imaging
apparatus, into a “worm frame of reference”, where the animal’s AP and DV axes are warped to
align with the image’s axes; this produces an image in which the worm is computationally
straightened. By transforming between coordinates in the worm frame and lab frame of
reference, positional variation between individuals can be accounted for (Figure 2.1C). We next
automatically identify anatomical landmarks from brightfield images to further bring images into
register, addressing variations in internal anatomy across individuals. This allows the
straightening and internal alignment of any set of imaging data as long as corresponding
brightfield images are available. Finally, we demonstrate how this approach can be used to
quantify population trends in anatomical variation in a dataset comprising thousands of images
of a 118 individual worms observed from young adulthood until death.

2.3 Results
2.3.1 Accounting for positional variation
To compare image data across individuals and temporally, it is first necessary to account
for the effects of the animal’s orientation and posture within each image. This requires
identifying regions in separate images that correspond to the anatomical structures of interest.
Manual efforts such as circling the regions corresponding to a specific neuron across a set of
fluorescent images, for example, are a special case of this general task. A systematic
computational approach to the problem is to define a worm-local coordinate system, such that
each image pixel within the animal can be labeled with two coordinates: the pixel’s position
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nose-to-tail along the animal’s anterior–posterior (AP) axis, and in the case of 2D imaging of
animals crawling on solid media, its position along the dorsal–ventral (DV) axis, which is
locally orthogonal to the AP axis (Figure 2.1B). Locating an animal’s centerline (See 2.4
Methods for details) is sufficient for this task, as the centerline defines the AP axis and the
vectors normal to every point along the centerline define the DV axis. Once these axes are
determined, it is simple to generate a straightened “worm frame of reference” image by sampling
image intensities along a grid of anterior–posterior and dorsal–ventral positions (Figure 2.1B). In
this way, whole-animal images can be directly aligned and compared. Alternately, it is also
possible to measure localized image intensity patterns without any image transformation by
simply defining sub-regions of interest in the AP/DV coordinate system. These “worm-frame”
coordinates can be transformed back into pixel regions in any particular “lab-frame” image,
allowing raw, untransformed pixel values from those regions to be compared directly (Figure
2.1C).
Moreover, if a brightfield and fluorescence image are taken in quick enough succession
such that the worm has not substantially changed its posture, then the centerline and outline
found from the brightfield image can be applied to the fluorescence image as well.
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Figure 2.1: A method to establish point correspondences across C. elegans images. (A)
Overall pipeline. (B) General method for pose estimation and computational worm straightening.
A binary mask of the worm pixels is automatically generated from a brightfield image (the “lab
frame of reference”). The nose-to-tail centerline and perpendicular widths of the animal are
identified from the mask. These two axes define a new coordinate system local to the individual,
the position along its anterior-posterior and dorsal-ventral axes. In particular, these axes allow
the (x, y) coordinates in the original (“lab-frame”) image to be determined for any position
specified along the animal’s anterior–posterior (AP) and dorsal–ventral (DV) axes. This defines
a (nonrigid) coordinate transformation that allows the “lab-frame” image to be resampled along
the individual’s AP and DV axes, producing an image in the “worm frame of reference”. (C)
The worm frame of reference enables point correspondences to be made between different
images. Regions corresponding to specific anatomical locations can be defined in the worm
frame of reference and, for each image of interest, mapped back to the original lab frame of
reference. Measurements can then be made on the corresponding pixels of the original lab-frame
image without additional transformations or could be made directly on the worm-frame image.
33

2.3.2 Straightened “Worm-frame” images remain valid for quantitative
comparison
At its core, transforming an image from the lab frame into the worm frame is a sampling
problem. Computationally straightening the curved worm body involves mapping points from
one coordinate system (the lab frame of reference) to another (the worm frame of reference). A
potential problem arises, however, when mapping points along a highly curved shape like that of
a coiled animal. Because the arc length differs between the inner and outer edges of a curved
shape, sampling image intensities at single-pixel spacing along the centerline produces a relative
undersampling of pixel intensities along the outer edge and a relative oversampling of intensities
along the inner (Figure 2.2). This results in image intensities along the outer edges being underrepresented in worm-frame images, and those along the inner edges being duplicated. An
example is depicted in Figure 2.2A.
Such issues are often waived away by noting that computationally straightening curved
surfaces is an affine transformation, and is thus fully invertible (9,16). And indeed, it is equally
possible to map from the lab to worm frame and vice versa. This latter property is especially
useful for making tissue-to-tissue correspondences between two different worm images. Since
the origin of every pixel in the worm frame of reference is known, point-correspondences can be
made between any lab-frame image and another image from the worm frame of reference.
However, an invertible transformation does not mean that it is area-preserving, and as shown in
Figure 2.2A. Particularly, the inner edges of curves are expanded during straightening and the
outer edges are shrunken. This is of particular consequence for quantitative fluorescence
imaging: there is no guarantee that total fluorescence intensity in highly curved sections of an
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animal will be conserved during the lab-frame to worm-frame transformation. We thus found it
important to evaluate whether the size of this effect is a relevant practical problem.
We quantified the effects of computationally straightening C. elegans images using a
dataset of several thousand (n=6527) fluorescence images of adult Plin-4::GFP;spe-9(hc88)
animals (See 2.4 Methods). We measured the differences in area, total pixel intensity, and the
distribution of pixel intensities between fluorescence images before and after straightening (i.e.
in the lab and worm frames of reference). In all cases these statistics were calculated only over
pixels within the region corresponding to an individual C. elegans, ignoring background pixels.
To understand the scale at which such differences would become biologically meaningful we
compared these statistics to those calculated between unstraightened, lab-frame images of the
same individuals taken three hours later. We reason that worm size and GFP expression does not
vary greatly in adult Plin4::GFP animals over a three-hour interval. Thus, measured differences
between such images would be due to variability in the imaging process or changes in the
animal’s position/posture, and thus represent a level of variation that is safe to consider as
“biologically negligible”.
Therefore, we can conclude that the errors produced by the straightening procedure are
sufficiently small as to be biologically negligible if they are smaller than those observed between
consecutive lab-frame images taken at three-hour intervals. To define a scale at which image
differences are definitively non-negligible, we also compared lab-frame images of random pairs
of different, non-age-matched individuals.
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To measure the total amount of area and pixel intensity altered by the straightening
procedure, it was important to ensure that worm area/pixel intensity created on the inside of each
bend was not nullified by area/intensity removed on the outside of the same or other bends. Even
if net image intensity or area remains unchanged, we wanted to examine the extent to which
image measurements from any particular anatomical region might be distorted by straightening.
Therefore, we split the worm regions into a “checkerboard” pattern to ensure that the inside and
outside edges of each bend would be compared separately (Figure 2.2B). The size of the
checkerboard was chosen to be smaller than the size of typical worm bends. The differences in
area shown in Figure 2.2C are the sum of the absolute value of the difference in area of each
matching checkerboard section between a worm-frame and lab-frame image, or two different
lab-frame images. Similarly, the difference in total fluorescence intensity is the sum of the
absolute differences in total intensity between matching sections.
Image regions with the same total fluorescence intensity do not necessarily have identical
pixel patterns. For example, image warping might lead to the loss of a single very bright pixel
and the duplication of several dimmer pixels, leading to an identical total pixel intensity between
the warped and un-warped images. These images, however, would have very different
distributions of pixel intensities. We therefore also compared how similar or dissimilar the
distribution of intensities were across pairs of images, by first computing pixel intensity
histograms for each image and then calculating the Earth Mover Distance (EMD, also known as
Wasserstein Distance) metric to define the similarity of those histograms. This metric has been
used to measure image histogram similarity for color-based image retrieval, texture metrics, and
shape matching (27–33). The EMD calculates the amount of “transportation work” needed to
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transform one histogram into another, effectively penalizing differences in nearby histogram bins
less than differences that require moving histogram “mass” between more distant bins (34,35)
(Figure S2.1). For this measure, the total reported EMD between a pair of worm images is the
sum of each of the EMDs between matching checkerboard sections.
Using longitudinal brightfield and fluorescent image timeseries acquired using in our
Worm Corral system, we selected images from 3–7 days post hatch (corresponding to young
through mid-adulthood), resulting in a dataset of 6527 individual C. elegans images (36,37) (See
2.4 Methods). We defined three sets of image pairs to compare: lab-frame vs. worm-frame
images; consecutive lab-frame images of the same individual; and random pairs of lab-frame
images from different individuals. The worm-frame images were straightened as described above
and the above measures of differences among image pairs were calculated. Overall the
differences induced by the worm-straightening procedure were dramatically smaller than those
between lab-frame images of the same individual taken three hours apart (Figure 2.2C; Twotailed T-test of independent means p-values < 1e-30 in all cases). This finding suggests that the
changes in image intensity induced by computationally straightening curved worm bodies are
negligible compared to the other sources of biological and/or technical noise in the imaging
system. This result confirms the viability and accuracy of performing quantitative analyses in the
worm frame of reference.
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Figure 2.2: Quantifying the effects of straightening images into the worm frame of
reference. (A) Illustration of image distortions that arise when straightening a curved shape. The
curved shape on the left can be straightened by sampling across 7 evenly spaced points
perpendicular to the centerline (green line), depicted by the colored dots. Points of the same
color indicate the perpendiculars. To straighten, the intensity of the pixel each colored dot falls
on in the original curved surface is mapped to the corresponding coordinate in the straightened
image on the right, indicated by the corresponding colored dots. (In practice, image intensities
for positions away from pixel centers are linearly interpolated across the neighboring pixels,
reducing overt pixel-boundary effects. This does not eliminate the image distortions, however.)
Across the top edge of the shape, which is longer than seven units in the left, “lab-frame” image,
sampling at only seven positions leads to several pixels in the left image with intensities that are
omitted in the ”worm-frame” image at right (undersampling). These pixels are outlined in orange
and pink in the left image. Sampling the bottom edge, which is shorter than seven units in the left
image, leads to two pixels being doubly-represented in the right-hand image (oversampling).
These are outlined in yellow and blue. (B) Example of checkerboard sections used for analyzing
the effects of over- and under-sampling. (Here each image is shown divided into 20 distinct
sections for clarity; we used 40 sections for the full-resolution images we actually analyzed.)
Pixel-wise differences are computed for matching sections and their absolute values summed. In
this way, oversampling on the inside of curves and undersampling on the outside of curves
cannot simply cancel out, allowing us to estimate the total absolute image distortion.
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(C) Quantification of the effects of computationally straightening 6527 Plin4::GFP C.
elegans fluorescent images. For each of three difference measures, we examined the
distribution of the absolute values of the differences, summed across checkerboard squares
across three different image-to-image comparisons. At left, is the summed absolute
differences in area of matching checkerboard regions: between the worm-frame and lab-frame
images (left column); between lab-frame images at two consecutive timepoints (representing
the degree of variability that might be expected between individuals in essentially identical
biological states); and between two randomly-selected lab-frame images (representing the
dissimilarity expected between entirely unrelated images). At center the summed absolute
differences in total pixel intensity between matching checkerboard regions is shown. At right
is a more sophisticated comparison of the differences between per-checkerboard-region pixel
intensity histograms, the Earth Mover Distance. In all cases, the distortions induced by
transforming an image from lab frame to worm frame are smaller than those produced from
sequential images of the same individual in a different physical position.

2.3.3 Accounting for internal variation
Although straightening the body accounts for differences in overall posture, C. elegans
vary in size and shape, both in the same animal over time and among individuals. It is possible to
standardize all worm-frame images to the same pixel length by adjusting the sample spacing in
the AP dimension during the straightening procedure, uniformly compressing the worm-frame
images of longer individuals and stretching those of shorter individuals. Similarly, the sample
spacing along the DV axis can be adjusted to transform wider- or narrower-than-average
individuals to a pre-specified width. Moreover, this DV sample spacing can be adjusted
independently at each point along the AP axis to produce worm-frame images with a
standardized nose to tail “width profile”. Lab-frame images from individuals of variable shapes
and sizes can thus be standardized to enable direct comparison (Figure 2.3).
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However, shape standardization alone is not sufficient to account for individual variation
because individuals differ in their precise relative location of internal structures as well. This is
made apparent by highlighting the positions of a set of anatomical landmarks common to all
wild-type adult C. elegans: the anterior and posterior pharyngeal bulbs, the vulva, and a “tail”
landmark, which we define as the point after which there is no resolvable internal anatomical
structure in our brightfield images (Figure 2.3A). This “tail” point, at which the worm becomes
markedly more clear under brightfield imaging at the resolution employed in this study, can be
reliably located despite not corresponding to a specific internal anatomical feature per se. Even
in worm-frame images of age-matched isogenic individuals, warped to a standard size and shape,
there continues to be variation in the location of those anatomical landmarks (Figure 2.3C, left).
This indicates that, in addition to differences in posture, individual C. elegans are distinct in
terms of the precise position of internal anatomical structures, which poses a further challenge in
processing and analyzing such images.
To better account for inter-individual variation, we use the above anatomical landmarks
as fiducial markers to bring images into closer alignment across individuals. Instead of evenly
sampling the lab-frame image in the AP dimension, we calculate a variable sample spacing (See
2.4 Methods) that smoothly warps worm-frame images such that the location of each landmark is
placed at the population-average position (Figure 2.3B). For example, if an individual animal has
a large distance between the posterior pharyngeal bulb and the vulva compared to the average
worm, that portion of the lab-frame image will be sampled with a wider spacing to compress it
into fewer pixels in the worm-frame image. Note that the sample spacing is computed using a
smooth curve rather than linearly from landmark to landmark, to better model C. elegans as a
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compressible object and to avoid image discontinuities or artifacts at landmark positions (See 2.4
Methods).
This longitudinal (AP dimension) warping ensures that every worm-frame image has
approximately the same internal coordinates and allows coarse anatomical regions to be easily
identified and compared across images. Manually annotating the anatomical landmarks of 900
brightfield adult C. elegans images allows us to quantify the distribution of landmark locations
(Figure 2.3D). Without such landmarks, an average of these 900 brightfield images (warped to a
standard length and width) reveals only general anatomical structures, such as the pharynx and
intestinal lumen (Figure 2.3E, top). However, using the landmark positions to align the internal
coordinates produces an average image with greater resolution of anatomical structures (Figure
2.3E, bottom). This illustrates how aligning images via anatomical landmarks can better account
for internal variation and allow more precise comparisons among worm-frame images.
Moreover, better internal coordinates can also improve the ability to make correspondences
between different lab-frame images: for example, being able to define a region to compare across
every lab-frame image as “the portion of each animal from the tip of its nose to the center of the
anterior pharyngeal bulb” is more precise and biologically meaningful than comparing regions
defined as “the portion of each animal from the tip of its nose and extending 150 microns
posterior.”

41

42

Figure 2.3: Correcting for individual variation with anatomical landmarks. (A) We
identified four anatomical landmarks which can be reliably identified in whole-body brightfield
images: the anterior and posterior pharyngeal bulbs, the vulva, and a “tail” landmark
representing the posterior-most point with distinguishable internal structure. (B) These
landmarks can be used to bring different worm-frame images into more precise register. First,
anatomical landmarks are identified from worm-frame images. Next, the landmarks are brought
into alignment by longitudinally warping the worm-frame images, to account for worm-to-worm
internal variation. (C) Left: representative examples of worm-frame images of age-matched
isogenic individuals warped to a standard size and shape with anatomical landmarks identified
for each image. Dotted lines show how anatomical landmark locations can vary between
individuals. Right: the same animals are shown after the landmarks are brought into alignment.
(D) The distributions of the locations of each landmark across 900 brightfield images of isogenic
adult animals are shown. Locations are depicted as the fraction along the anterior–posterior axis,
rather than absolute pixel distances. (E) Top: the average of 900 brightfield worm-frame images,
warped to a standard shape and size but without landmark alignment reveals only general
anatomical structures, such as the pharynx and intestinal lumen. Bottom: the average of the
corresponding landmark-aligned image shows considerably more anatomical detail.

2.3.4 Automated identification of anatomical landmarks
Despite the utility of using anatomical landmarks as fiducial markers for image warping,
manually entering the position of each landmark in each image (lab- or worm-frame) is
infeasible for large image datasets. To address this, we developed a fully automated system to
identify the location of these landmarks from worm-frame images, depicted in Figure 2.4A. We
use a sequence of convolutional neural network models that take a brightfield worm-frame image
as input and produce as output the AP coordinate of the four anatomical landmarks (Figure
2.4A). As C. elegans can crawl on either their left or right sides, we first apply a binary
dorsal/ventral classifier to identify which side the animal is moving on (equivalently, whether the
vulva appears on the top or bottom of the worm-frame image) and flip the image if necessary to
ensure the same orientation for subsequent steps (38). We then employed a set of U-net
convolutional neural networks (U-net CNNs) to transform brightfield images into a set of
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“keypoint map” images. These keypoint maps robustly encode the AP coordinate of each
anatomical landmark in a way that is both easy to train CNNs to produce and easy to read out
with simple processing (39). We examined two different forms of keypoint maps: a 1D gaussian
“hot spot” placed over the AP position of the landmark, and a sigmoid function centered on the
AP coordinate of the landmark (Figure 4B). Further details regarding the network and its
training can be found in the Methods section.
This approach to identifying anatomical locations via keypoint maps was influenced by
the maps generated by DensePose, which establishes point correspondences between image
pixels and a 3D model of the surface of the human body (40). Wang et al. also adopted this type
of pixel-wise representation in their Celeganser segmentation tool, which encodes the AP and
DV position of each pixel in a lab-frame image as the image intensity value at that position in a
pair of output images (one for AP positions and one for DV positions) (12). Because identifying
the location of a landmark only along the anterior-posterior-axis is sufficient for anatomical
alignment between individuals, we trained our model only to identify the AP-coordinate of each
landmark.
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Figure 2.4: Automatic identification of anatomical landmarks. (A) Our overall process for
identifying anatomical landmarks is as follows. Input lab-frame images are transformed into the
worm frame of reference and warped to a standard shape and size (960x96 px). A Resnet-based
convolutional neural network (CNN) classifier is used to determine the dorsal and ventral sides
of the image, and images are flipped as needed to place the ventral side to the left. A U-net-based
CNN is trained to produce output images that encode the location of each landmark (“keypoint
maps”). These keypoint maps are then processed to recover the specific location of each
landmark along the anterior–posterior (AP) axis. (B) We examined two schemes for encoding
landmark locations in images, which the U-net classifier would be trained to reproduce. Left:
Gaussian “hotspot” images in which the landmark location is the center of a 1-dimensional
Gaussian function evaluated on the 2-dimensional image grid. Right: sigmoid images, in which
the landmark location is the zero-crossing of a 1-dimensional sigmoid function (mapping from -1
to 1) evaluated on the 2-dimensional image grid. (C) We also examined the effects of varying the
variance and slope parameters on the Gaussian and sigmoid images, respectively. Both
parameters, illustrated here, control how “sharply” vs. “fuzzily” the keypoint map encodes the
landmark location.

2.3.5 Keypoint map representations can accurately locate anatomical
landmarks
We evaluated the accuracy of our landmark-prediction CNNs by measuring the absolute
distance (in pixels) between the predicted AP coordinate and the manually annotated groundtruth value, using a test set of images that were not used at any point in training the CNNs. We
next compared the magnitude of these errors to the distances between the landmark positions in
our ground-truth dataset and the positions of those same landmarks as annotated by other human
raters (See 2.4 Methods). In the best case, an automated system would predict landmark
locations with no more imprecision than across human raters. In the worst case, a poorly trained
model would not use the input image at all, and simply blindly guess that each landmark is at the
average position across the training data.
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We then examined how our automated system performed with respect to these best- and
worst-case scenarios, across several different model parameters. For the gaussian keypoint maps,
we examined different variance parameters, resulting in larger or smaller hotspots (Figure 2.4C).
For sigmoid coordinates we varied the slope parameter, tailoring the sharpness of the transition
between positive and negative values (Figure 2.4C).
We found that both 1D gaussian keypoint maps and sigmoid coordinates are robust,
achieving accuracy as well as or better than human raters across a wide range of parameter
values (Figure 2.5). As a difference of one pixel translates to 1.3 microns in our optical system,
even the worst single error in the worst-performing model was less that 120 microns (or
approximately one tenth of the length of an average adult animal) from its true position (Table
S2). Based on these results we conclude that the sigmoid coordinate and 1D gaussian keypoint
maps are sufficient representations of anatomical landmark location. The sigmoid coordinate
map with a slope of 0.5 performed the best overall, with the lowest total error averaged across all
landmarks (Table S2). We therefore used this scheme throughout the subsequent experiments
and analyses.
Although the keypoint map representations were able to successfully be used to predict
the four anatomical landmarks, some landmarks were easier for the model to identify than others.
The two pharyngeal bulbs were the easiest anatomical landmarks for the model to locate while
the vulva was the hardest. Visual inspection of the worst-localized landmark shows that the
pipeline failed mostly on images where even human raters had difficulty identifying specific
structures (Figure S2.2).
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Figure 2.5: Keypoint map representations can accurately locate anatomical landmarks.
Shown are the distributions of distances between “ground truth” landmark locations (produced
by a single human rater) and the locations identified by other means. "Inter-human error” is the
distribution of distances between the 200 ground truth locations and those provided by four other
human raters. The mean value is marked with a dashed line for comparison with the other
distributions. “Intra-human error” is the distribution of distances between the ground-truth
locations and those provided by the same human rater several months afterward. “Choosing
average location” is the distribution of errors produced by simply choosing the mean landmark
location for each image, without reference to the image content at all. All other rows refer to
errors produced by U-net CNNs trained to reproduce keypoint map images with the stated
scheme (Gaussian or sigmoid) and parameter values. We found that the sigmoid coordinate
keypoint map with a slope of 0.5 was the overall best, consistently outperforming even human
raters on all landmarks.

2.4 Methods
2.4.1 C. elegans strains and single-animal culturing system
We obtained VT1072 (Plin-4::GFP) animals from the Caenorhabditis Genetics Center
(CGC), which is funded by NIH Office of Research Infrastructure Programs (P40 OD010440),
and crossed them into the temperature-sensitive sterile mutant BA671 (spe-9(hc88)) (47).
Longitudinal brightfield timeseries images of C. elegans animals were acquired using the singleanimal culturing system described by Pittman et al (36). Brightfield and fluorescent images were
acquired in succession every 3-6 hours from hatching until death. Timepoint images were taken
from multiple experiments where animals were cultured at 20°C or 25°C in the worm corral. At
20°C, reproduction was prevented through the use of pos-1 RNAi (36,48). For worms cultured at
25°C, the spe-9 mutation prevents fertilization. All anatomical variation experiments were
performed using animals cultured at 25°C.
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2.4.2 Worm finding and straightening
To identify centerlines from brightfield images, we applied a deep-learning based image
segmentation tool (12) to find both the set of pixels corresponding to a single individual, termed
the “pixel mask”, and estimates of the anterior-posterior and medio-lateral coordinates for each
pixel within this mask. To smooth these estimates, nose-to-tail centerlines of the animals were
identified from the mask using a thinning process called skeletonization, and separately from the
pixel-wise coordinate maps by tracing the local minima of the medio-lateral coordinates,
corresponding to the centerline. The best option was chosen and manually modified, as
necessary, by a human operator. The centerline was then fit to a 3rd degree parametric spline
x(c), y(c) representing the (x, y) coordinate in the original image of the point c pixels along the
centerline from nose to tail. The tangent to the spline was calculated via first derivatives and then
rotated 90° to define the local direction of the dorsal–ventral axis (though which side is dorsal vs.
ventral is determined later; see below). Specifically, this normal vector at point c is defined as (y′(c), x′(c)). At each pixel along the midline, the distance from the midline to the nearest edge of
the pixel mask was calculated via the Euclidian distance transform, defining a “width profile” of
each individual w(c) that provides the width in pixels of a given individual at point c. These
profiles were smoothed by fitting to a 3rd degree spline.
To straighten an image from the original “lab frame of reference” into the “worm frame
of reference,” we calculated the centerline coordinates (x(c), y(c)) and normal vector (-y′(c),
x′(c)) at one-pixel intervals from nose to tail, defining the length of the worm-frame image. For a
2k+1 pixel-wide image, for each point c we calculated the image coordinates along single-pixel
steps from -k to k pixels out from the centerline at point c, in the direction of the normal vector.
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Thus, at each point c along the anterior-posterior axis of the worm we calculated the (x, y)
coordinates in the lab-frame image of a strip of 2k+1 pixels running in the local dorsal-ventral
direction. The lab-frame image is then sampled at each of these coordinate positions, producing a
single column of pixels in the worm-frame image.
To produce worm-frame images with a standardized length and width profile that
matches that of the “average” worm, we sampled the lab-frame image with a different number of
steps along the centerline to “stretch” or “shrink” a given individual to a longer or shorter length,
and/or along the normal at any given point to stretch or shrink the width of the worm at that point
to match the average width profile. To warp the internal coordinates of an individual such that a
particular anatomical landmark at a position of c1 pixels along the centerline instead falls at a
new position c2 along the centerline, we fitted pairs of (coordinate-in, coordinate-out) points to a
Piecewise Cubic Hermite Interpolating Polynomial (49), as implemented in the SciPy software
package, using the points (0, 0), (c1, c2), (length, length) as input (50). We then calculated the
coordinate-out values for evenly spaced coordinate-in values from 0 to length, and evaluated
both the centerline spline (x(c), y(c)) and normal spline along the now-unevenly-spaced
coordinate-out values. Multiple landmarks required more pairs of (coordinate-in, coordinateout) points to be fit to the polynomial.

2.4.3 Landmark data collection and validation
To train and validate the CNN models, we selected images corresponding to adult
timepoints from the image dataset described above, resulting in a dataset of 6527 total images
from 155 individual C. elegans animals aged between 2 and 32.5 dph (or until death).
Centerlines and widths were identified from each brightfield image and straightened using the
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method described above for inages between 2 and 6 dph. The (x,y) coordinates of four
anatomical landmarks (anterior and posterior pharyngeal bulbs, vulva, and tail) were manually
labeled by an experienced C. elegans researcher using custom annotation software. These
annotations were used as the “ground-truth” in training the CNNs. Ground truth dorsal/ventral
classes for each worm image were established by the y-coordinate of the vulva, i.e. whether it
was above or below the centerline.
The criteria for annotating the anatomical landmarks were as follows:
•

Anterior pharyngeal bulb: the point on the animal’s midline at the most posterior end
of the anterior pharyngeal bulb was selected.

•

Posterior pharyngeal bulb: the midline point at the posterior end of the posterior
pharyngeal bulb.

•

Vulva: the point on the animal’s side at the middle of the vulva.

•

Tail: the end of visible tissue/texture where the worm tissue goes from more textured
to clear in our image data at the posterior end of the worm, generally slightly past the
anus, which is not always directly visible in our images.

We randomly grouped these annotated images into “train”, “validation”, and “test”
datasets (4515 “train” images, 1322 “validation” images, and 690 “test” images). These datasets
were used to train, evaluate, and benchmark the neural networks, respectively. During the
training process, the validation dataset was used to ensure the neural networks were not
overfitting to the training data. The test dataset, however, was never used during the training
process and was only used to benchmark the neural network performance. We ensured that all
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images from the same individual were grouped into the same datasets, to prevent overfitting to
the idiosyncrasies of particular individuals.

2.4.4 Checkerboard mask generation and analyses
“Checkerboard” mask regions were generated using full-body worm masks in the worm
frame of reference. The worm masks are sliced into 10 equal segments along the length of the
worm. Each region is further split along the centerline to create one dorsal and one ventral
region, for 20 total. The checkerboard regions are then transformed back into the lab frame of
reference to compare regions in the lab frame vs. worm frame.
Corresponding regions in the lab frame vs. worm frame were compared by calculating the
difference in area, the difference in mean pixel intensity, and the Earth Mover Distance
(Wasserstein distance) between pixel intensity histograms. To aggregate across all regions for a
given image, we computed the sum of the absolute values of each of these differences/distances.
All measurements were performed on flatfield-corrected images and were masked so that only
worm-associated pixels went into the analyses.

2.4.5 Network architecture and training
For the Dorsal/Ventral classifier we used ResNet34 with a binary output layer. We used a
cross entropy loss function when training as implemented by PyTorch (nn.CrossEntropyLoss).
We trained the classifier for 25 epochs with a batch size of 5 and saved the model with the
lowest error on the “validation” dataset at the end of the training epochs. We used the Adam
optimizer with a base learning rate of 0.0005, decreasing by half every 4 epochs. We performed
this training scheme eight times and chose the model that stochastically had the lowest error for
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the final pipeline. The final Dorsal/Ventral classifier achieved an average accuracy of 96.12% on
the “test” images (data not shown). Note that the model was neither trained on any images from
the “test” dataset, nor were those images used to select among different models.
For the anatomical landmark prediction models we adapted the “Coordinate Regression”
neural network architecture described by Wang et al. (12). The model has a U-Net architecture
with each step in the U implemented as a ResNet34 encoder and a decoder with skip connections
to the encoder and upsampling layers, resulting in a single output image that is the same size as
the input (12,39). To train the model we used a per-pixel L1 loss, calculated only on pixels
corresponding to the “worm” image regions. Like Wang et al., we calculated the loss at each skip
connection layer with multiple scales, again masked to include only worm image pixels (12). For
each image we summed the loss calculated over all scales. We trained independent models for
each landmark, resulting in four landmark models for the full pipeline. Each anatomical
landmark prediction model was trained for 25, 50, and 150 epochs (data not shown for 50 and
150 epochs) with the same batch size and base learning rate as above. Unlike the Dorsal/Ventral
classifier, we only trained the models a single time per parameter change. For the 50 and 150
epoch training schemes the learning rate decreased by half every 5 and 15 epochs respectively.
All input and subsequently output images were 960 x 96 pixels.
All CNNs were implemented in PyTorch and trained on a single NVIDIA 1080TI.

2.4.6 Keypoint map generation
“Keypoint map” images served as the target images that the U-Net was trained to produce
based on input brightfield images. The original anatomical landmarks were specified by a human
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annotator on a worm-frame-of-reference image, in terms of pixels along the anterior–posterior
(AP) axis, and pixels dorsal–ventral (DV) to the midline. The AP coordinate of each landmark
was normalized to our standard worm length (960 pixels) by multiplying by a factor of
!"#
$%&' )*+,-.

, where the length of each individual worm was calculated as the total arc length of

the centerline spline. For the vulva keypoint map, the DV coordinate of the landmark was set to
the width of our standard worm at the calculated AP coordinate. For the other landmarks, the DV
coordinate was set to zero (i.e. the centerline). Given the AP and DV coordinates for each
landmark, the keypoint map images were generated as follows.
Gaussian keypoint maps. We used the SciPy stats package to generate a normal
distribution centered at the anatomical locations in the keypoint map coordinate system with the
variances specified in the text. We use the SciPy package to generate the normal distributions
(scipy.stats.norm).
Sigmoid keypoint maps. To get the sigmoid centered at the anatomical landmark AP
coordinate, we first generated a grid of the indices with the shape of the input image and then
subtracted the landmark AP coordinate from this grid. This ensured that the landmark location
would be at zero. Then we applied a sigmoid function to the index grid such that the pixel
intensity value 𝐼/ of the keypoint map at pixel (x,y) in the standard worm coordinates is given by:
𝟐

𝑰𝒙 = −𝟏 + 𝟏3𝒆!𝒔𝒙
where s is the slope parameter specified in the text.
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2.4.7 Anatomical location keypoint map processing
We first smoothed the output keypoint maps produced by the U-Net by applying a
gaussian filter with a standard deviation of one pixel and removed negative values by setting any
pixels less than half of the smoothed maximum value to zero. For the gaussian keypoint maps,
we employed the simple moment method described by Anthony and Granick (51) to identify the
center-point of the gaussian in a fashion more robust than simply selecting the location of the
maximum pixel. With this method, the AP coordinates of the output landmark position, xc, are
calculated as:

𝑥5 =

∑6(𝑥6 ⋅ 𝐼6 )
∑6 𝐼6

where 𝑥6 is the AP coordinate of pixel i and 𝐼6 is the intensity of the pixel at a given
index (51).
For the sigmoid coordinate output maps, we first transformed the pixel intensities into a
range suitable to calculate landmark positions using the moment method. Specifically, we
transformed image intensities to place the landmark, originally where the sigmoid map is zerovalued, at the maximum intensity instead: 𝐼%7- = 𝑀 − |𝐼6+ |, where M is the maximum pixel
intensity across the image. Essentially, this changes the sigmoid coordinate output map into a
hotspot map. After this transformation, we identified the AP coordinate as described above.
To convert the AP coordinates from the standard worm (960 pixels long, with a
standardized width profile) to those of any specific individual, we multiply by
worm length is calculated as above.
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$%&' )*+,-.
!"#

, where

2.4.8 Inter-rater agreement
As a benchmark, we compared the distance between the human-annotated ground-truth
landmark locations and either the locations generated by our neural network models or those
annotated by other human raters. We asked 3 raters well versed in C. elegans anatomy to identify
the four anatomical landmarks in 200 worm-frame images sampled from the full dataset. As
worms age their organs become more visibly disordered, making it increasingly difficult to
identify the anatomical landmarks. The 200 images were thus equally sampled from 10 age bins
ranging from young to old adulthood to ensure images from all ages were represented.
To account for systemic bias in each human rater’s annotations (e.g. perhaps one rater
systematically annotates the pharynges as ten pixels anterior of where another would), we first
calculated a bias term, defined as the average signed distance between a rater’s annotations and
the ground-truth landmark coordinates for each anatomical landmark. This bias term was
subtracted from the human rater’s annotated anatomical landmark locations before calculating
absolute error metrics. The absolute error was then calculated as the distance between the APcoordinates of the bias-corrected human-annotated landmarks and the ground-truth landmarks.
This absolute error was averaged across all raters to obtain the “human error” shown in the
figures.

2.5 Code Availability
Source code is available as a part of the open-source Python package Elegant:
https://github.com/zplab/elegant. Pose estimation code and trained model parameters are part of
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the “Cegmenter” module. Anatomical landmark identification code and trained models are
included in the “Keypoint Annotation” module.
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2.7 Supplemental Figures and Tables

Figure S 2.1: Earth mover distance (EMD) is used to compare the distance between two
distributions. (A) Toy example to explain the EMD metric. If each distribution is imagined to
be a pile of dirt, the EMD metric (distinguished by the blue and black arrows) describes the
amount of “work” it would take to change one distribution to the other. (B) To measure EMD
between images, the histogram of pixel intensities is taken from a checkerboard region in each
image. An EMD metric is calculated from these histograms.
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Figure S 2.2: Worst absolute error predictions from test set images. Examples of the input
images from the test set with the worst absolute error when using the production pipeline
(sigmoid keypoint map with 0.5 slope). Landmark locations predicted by the pipeline are shown
as red points on the brightfield worm image. Ground truth landmark locations are shown in cyan
for reference. The image output by the pipeline is shown to the right of the input image

60

Figure S 2.3: Coefficient of variation over time for Plin4::GFP animals. Anatomical
landmarks were identified from animals 2-6.5 days-post-hatch (n=118). Points represent the
population coefficient of variation averaged across every half day.
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Figure S 2.4: Atlas-based tissue identification. The steps are as follows: 1) Straighten the
curved worm body 2) Identify fiducial anatomical keypoints 3) Align target image to the
reference unit worm. 4) Use the reference atlas to label tissues in the target image. Different
tissues are denoted in different colors.
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1.03E-01

2.35E-02

1.76E-01

4.57E-02

1.15E+00

2.22E-01

4.95E-01
3.47E+00

2.37E-01

1.35E-01

1.90E-01

1.25E-02

1.29E-02

3.81E-02

8.74E-03

7.18E-02

consecutive
timepoint

warp to
unwarped

worm vs
random
worm

4.55E-01

1.10E+01

5.17E-01

3.72E-02

worm vs
random
worm

Difference in Pixel Intensity

consecutive
timepoint

Difference in Area

3.81E+02

6.07E+03

7.53E+02

1.41E+02

warp to
unwarped

4.90E+03

5.88E+04

7.98E+03

3.21E+02

consecutive
timepoint

8.56E+03

8.03E+04

1.81E+04

1.70E+03

worm vs
random
worm

Earth Mover Distance

Table S2.1: Quantifying the effects of straightening. Table with results from Figure 2.2

Max
5.302E+01
5.302E+01
1.077E+02
8.214E+01
9.255E+01
1.162E+02
1.276E+02
1.451E+02
1.528E+02
1.458E+02
1.485E+02

Mean

8.610E+00

1.103E+01

1.452E+01

7.509E+00

7.553E+00

7.683E+00

7.260E+00

8.148E+00

8.472E+00

8.590E+00

8.508E+00

Tail
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1.218E+01

1.167E+01

1.126E+01

1.037E+01

7.519E+00

7.859E+00

7.465E+00

7.401E+00

1.146E+01

8.336E+00

7.375E+00

Standard
Deviation

1.239E-02

2.805E-03

6.115E-03

6.701E-03

1.146E-02

1.197E-02

1.242E-02

9.168E-03

2.988E-02

9.318E-03

6.491E-03

Min

4.846E+00

4.672E+00

4.919E+00

4.293E+00

5.930E+00

3.809E+00

3.771E+00

3.789E+00

1.055E+01

5.350E+00

5.067E+00

Mean

Total Error

1.692E+02

1.030E+02

1.553E+02

9.222E+01

5.758E+01

5.560E+01

4.964E+01

6.625E+01

6.853E+01

5.845E+01

6.946E+01

Max

Table S2.2: Summary statistics of data shown in Figure 2.5. Additional information on
benchmarking the automated landmark finding models.
Standard
Deviation

Max

Mean

Min

Measurement

2.34E-02

2.19E-01

8.36E-02

2.63E-02

warp to
unwarped

65

3.104E+00
3.401E+00

5.849E+01
4.729E+01
3.600E+01
3.473E+01
3.547E+01

3.667E+00
8.531E+00
2.503E+00
2.496E+00
2.486E+00
2.706E+00
3.028E+00
2.811E+00
3.408E+00
3.245E+00

1.873E-03

1.400E-02

1.041E-02

1.780E-03

1.726E-03

7.417E-03

4.790E-03

1.010E-02

2.047E-03

4.286E-03

4.832E+01

4.817E+01

4.647E+01

4.005E+01

3.809E+01

4.742E+00

5.849E+01

3.685E+00

1.873E-03

5.900E+00

6.604E+00

3.991E+00

4.442E+00

3.387E+00

3.154E+00

6.568E+00

5.620E+00

Standard
Deviation

Max

Mean

Min

Posterior Bulb

1.610E-02

4.681E-03

1.076E-02

4.463E-03

1.378E-03

2.543E-04

6.999E-03

3.027E-03

7.840E-03

3.245E-03

3.245E-03

Min

4.989E+00

3.731E+00

5.470E+00

3.304E+00

2.544E+00

2.802E+00

2.734E+00

2.766E+00

1.343E+01

3.579E+00

4.617E+00

Mean

Max

4.420E+02

1.697E+02

3.845E+02

1.385E+02

4.088E+01

4.972E+01

5.076E+01

1.128E+02

8.255E+01

9.179E+01

1.351E+02

Vulva

2.571E+01

1.083E+01

2.287E+01

9.319E+00

4.576E+00

5.409E+00

5.131E+00

7.081E+00

1.137E+01

8.904E+00

1.176E+01

Standard
Deviation

2.543E-02

1.418E-03

2.300E-03

1.722E-02

8.501E-03

4.583E-02

4.038E-02

1.966E-02

7.994E-02

2.849E-02

1.924E-02

Min
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2.369E+01
4.527E+01
3.738E+01
4.854E+01
3.791E+01

1.121E+01
2.693E+00
2.924E+00
2.957E+00
2.640E+00

3.574E-03
5.144E-04
8.730E-05
2.855E-02
3.274E-04
1.302E-03
3.073E-03
3.738E-03

Sigmoid map Slope 1
Sigmoid map Slope 0.5
Sigmoid map Slope 0.25
Sigmoid map Slope 0.01
1D Gaussian map 200
variance
1D Gaussian map 100
variance
1D Gaussian map 50
variance
1D Gaussian map 25
variance

2.265E+00

2.302E+00

2.376E+00

2.103E+01

2.051E+01

3.405E+01

3.657E+01

1.774E-02

Choosing average location

5.741E+00

3.667E-03

Intra-human Error

3.050E+01

3.123E+01

3.356E+00

1.601E-03

Inter-human Error
3.129E+00

Max

Mean

Min

Model

Anterior Bulb

4.812E+00

5.454E+00

5.321E+00

5.093E+00

4.185E+00

2.900E+00

3.078E+00

3.397E+00

5.032E+00

4.401E+00

4.167E+00

Standard
Deviation
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8.29E+02
8.34E+02
8.38E+02
8.36E+02
8.26E+02

6.31E+02
6.43E+02
6.48E+02
5.77E+02
5.65E+02

4.39E+01

4.56E+01

5.13E+01

5.82E+01

8.31E+02

6.86E+02

3.85E+01

4.39E+01

8.21E+02

6.77E+02

3.80E+01

8.26E+02

7.92E+02

5.53E+02

4.71E+01

6.84E+02

7.23E+02

4.37E+02

7.29E+01

4.15E+01

Mean

Min

Standard
Deviation

Tail

1.96E+03
2.18E+03
2.27E+03
2.36E+03
3.06E+03
3.85E+03

9.52E+02
9.48E+02
9.54E+02
9.53E+02
1.00E+03
1.01E+03

7.51E-02

6.60E-02

5.79E-02

5.70E-02

5.63E-02

5.36E-02

6.20E+01

5.52E+01

4.85E+01

4.76E+01

4.66E+01

4.43E+01

4.36E+01

5.25E-02

1.91E+03

9.72E+02

5.01E+01

6.33E-02

4.24E+01

7.39E+01

1.02E-01

5.16E-02

Standard
Deviation

Coefficient
of variation

1.80E+03

2.52E+03

5.47E+03

Variation

9.62E+02

9.22E+02

8.53E+02

Max

Length

Table S2.3: Summary statistics for absolute population-level anatomical landmark locations
over time. The numbers here reflect the anatomical landmark locations in absolute pixel values
and the plots in Figure 6B Left.
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6.20E-02
6.16E-02
6.27E-02
7.02E-02
8.06E-02

7.89E+02

8.25E+02

1.04E+03

1.33E+03

5.74E-02

6.81E+02

7.95E+02

5.67E-02

6.57E+02

6.02E-02

6.85E-02

8.94E+02

7.44E+02

1.10E-01

Coefficient
of variation

1.90E+03

Variation

Vulva

3.65E+01

3.21E+01

2.87E+01

2.81E+01

2.82E+01

2.73E+01

2.61E+01

2.56E+01

2.99E+01

4.35E+01

Standard
Deviation

5.35E+02

5.27E+02

5.88E+02

5.92E+02

5.71E+02

6.44E+02

6.44E+02

6.37E+02

5.10E+02

3.77E+02

Min

7.62E+02

7.72E+02

7.75E+02

7.74E+02

7.75E+02

7.78E+02

7.84E+02

7.78E+02

7.51E+02

6.85E+02

Mean

8.96E+02

8.96E+02

8.85E+02

8.91E+02

8.94E+02

8.93E+02

8.93E+02

8.83E+02

8.54E+02

8.12E+02

Max

3.39E+03

2.64E+03

2.08E+03

1.93E+03

1.93E+03

1.72E+03

1.48E+03

1.45E+03

2.22E+03

5.33E+03

Variation

7.63E-02

6.64E-02

5.89E-02

5.67E-02

5.67E-02

5.33E-02

4.91E-02

4.88E-02

6.27E-02

1.06E-01

Coefficient
of variation
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4.30E+01
5.18E+01
8.07E+01

1.39E+02
1.38E+02
1.43E+02
1.53E+02

1.15E+02

1.15E+02

1.15E+02

1.14E+02

4.51E+01

4.73E+01

4.44E+01

1.36E+02

1.30E+02

1.13E+02

4.45E+01

1.15E+02

1.29E+02

1.12E+02

4.61E+01

5.36E+01

1.27E+02

1.10E+02

5.73E+01

1.37E+02

1.24E+02

1.06E+02

Variation

1.14E+02

Max

Mean

7.84E-02

6.25E-02

5.68E-02

5.85E-02

5.99E-02

6.42E-02

5.90E-02

5.97E-02

6.19E-02

7.13E-02

Coefficient
of variation

Posterior bulb

8.98E+00

7.19E+00

6.55E+00

6.71E+00

6.87E+00

7.32E+00

6.66E+00

6.66E+00

6.78E+00

7.56E+00

Standard
Deviation

3.23E+02

3.02E+02

3.43E+02

3.49E+02

3.29E+02

3.65E+02

3.56E+02

3.67E+02

2.96E+02

2.37E+02

Min

4.52E+02

4.58E+02

4.58E+02

4.55E+02

4.54E+02

4.53E+02

4.54E+02

4.51E+02

4.36E+02

3.95E+02

Mean

5.40E+02

5.37E+02

5.32E+02

5.32E+02

5.29E+02

5.13E+02

5.11E+02

5.11E+02

5.11E+02

4.80E+02

Max
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6.35E+01
6.36E+01
6.33E+01

4.04E+01
4.47E+01
4.34E+01
4.09E+01

4.70E+02

4.68E+02

4.66E+02

4.74E+02

6.28E+01

6.28E+01

6.20E+01

3.81E+01

3.51E+01

4.70E+02

6.18E+01

4.69E+02

3.51E+01

4.71E+02

6.10E+01

6.28E+01

3.70E+01

4.71E+02

5.92E+01

3.81E+01

3.05E+01

3.99E+02

Mean

4.71E+02

Min

n images

9.93E+01

8.50E+01

8.44E+01

8.92E+01

8.92E+01

8.38E+01

7.78E+01

7.85E+01

8.69E+01

7.65E+01

Max

3.76E+01

3.01E+01

2.71E+01

2.69E+01

3.15E+01

3.07E+01

2.45E+01

2.47E+01

2.83E+01

2.72E+01

Variation

Anterior Bulb

9.67E-02

8.63E-02

8.19E-02

8.25E-02

8.93E-02

8.81E-02

7.98E-02

8.03E-02

8.72E-02

8.81E-02

Coefficient
of variation

6.12E+00

5.48E+00

5.20E+00

5.18E+00

5.61E+00

5.53E+00

4.95E+00

4.96E+00

5.31E+00

5.21E+00

Standard
Deviation

7.33E+01

8.82E+01

8.56E+01

9.00E+01

8.50E+01

8.07E+01

6.65E+01

6.65E+01

7.72E+01

5.50E+01

Min

1.67E-02
1.74E-02
1.89E-02

1.76E-02
1.84E-02
2.01E-02

2.78E-04
3.03E-04
3.60E-04

9.90E-01
9.97E-01
9.92E-01

9.49E-01
9.47E-01
9.44E-01

8.79E-01

8.47E-01

8.25E-01
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2.14E-02
2.14E-02
2.18E-02

2.32E-02
2.32E-02
2.36E-02

4.60E-04
4.59E-04
4.78E-04

9.93E-01
9.93E-01
9.91E-01

9.24E-01
9.24E-01
9.24E-01

8.42E-01

8.02E-01

8.42E-01

2.04E-02

2.20E-02

4.19E-04

9.87E-01

9.28E-01

8.13E-01

1.89E-02

2.02E-02

3.58E-04

9.92E-01

9.35E-01

8.52E-01

1.85E-02

3.41E-04

9.92E-01
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Table S2.4: Summary statistics for normalized population-level anatomical landmark locations
over time. The numbers here reflect the normalized anatomical landmark locations and the plots
in Figure 6B Right.
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Supplemental Table 2.4: Summary statistics for population-level anatomical landmark locations
over time. The numbers here reflect the normalized anatomical landmark locations and the plots
in Figure 6B Right.
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Chapter 3: Pipeline Applications
3.1 Introduction
With a generalizable method to computationally correct positional and anatomical
variation among individual C. elegans, a variety of biological questions can be asked. The
pipeline I designed can be applied to several imaging modalities, as long as there is a
corresponding brightfield image. This is especially useful when investigating morphological
changes, tissue-specific differences, or spatiotemporal gene expression patterns between
individuals and across time. In this chapter I will describe a few applications of the tools
developed in this dissertation. Since the Pincus lab is interested in studying aging, I will frame
these in the context of aging. Although completion of some of these applications is outside the
scope of this dissertation, I hope these thoughts will provide a framework from which
researchers can extend my toolkit for future scientific discoveries.

3.2 Anatomical variation across individuals and over time
In addition to transforming the images into a common frame of reference, our
automated pipeline allows analysis of basic morphometric tasks, examining growth, shrinkage,
and organ/tissue scaling. We used these tools to examine how, at both the individual and
population levels, C. elegans change morphologically with age. We straightened and identified
the anatomical landmarks from brightfield images of isogenic, age-matched Plin4::GFP;spe9(hc88) individuals between 2 and 6 days post-hatch (dph) (See 2.4 Methods). Worm postures
and anatomical landmark locations were manually corrected as needed. This dataset allowed us
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to examine early age-related phenotypes: at 2 dph, worms are young adults just beginning to lay
eggs, while by 6 dph the shortest-lived individuals have died.
To visualize the variability in anatomical landmark locations across an age-matched
population, we plotted a kernel density estimate of the distribution of landmark locations at 3.5
dph (Figure 3.1A, left). At this age, worms have reached their maximum length and remain
generally healthy with high levels of mobility and physiological function (41–44). Moreover, at
3.5 dph, the population variation in landmark locations is the smallest compared to other ages
(Figure S2.3, Table S2.3). All anatomical landmark distributions were approximately normal
(Shapiro-Wilks p-values for normality all < 0.002). At this age, the tail position and worm length
measurement were the most variable, and the anterior and posterior pharyngeal bulb positions the
least variable. The anatomical landmark locations can also be presented normalized to the total
worm length, effectively representing each locations as a of the distance along the AP axis
(Figure 3.1B, right). The two pharyngeal bulbs are located at around 11% and 19% of the total
length, respectively, while the average vulval position is at 50% of the worm length. The tail
location (which as above does not refer to a specific anatomical structure but rather the last point
of optical density visible at 10× magnification in our system) is also consistently around 94% of
the worm length (Figure 3.1B right, Table S4). Using units of either absolute pixels or of relative
percentages does not dramatically change the distributions (Figure 3.1A left vs. right); the
coefficients of variation for each landmark distribution are very similar in either unit (Table S3
vs Table S4). This similarity results from both the low variability in length across the population
and the overall stereotypy in relative landmark positions, and suggests that either set of units are
appropriate for use.
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We next examined how anatomical landmark locations change over time. C. elegans
increase in size through early adulthood (41–43) (Figure 6B left). During this young adult
growth, the average anatomical landmark positions track with total length. Overall, the relative
anatomical positions remain constant when normalized to total worm length, despite the increase
in total worm size throughout young adulthood (Figure 6B right). This consistency suggests that
all the anatomical compartments of C. elegans that we measured grow proportionally in the first
few days of adulthood. If this were not the case, and, for example, the intestine was the site of
the most growth, then one would expect that the relative position of the anterior and posterior
pharynges would shrink proportionally. The flatness of lines in Figure 6B (right) indicates that,
instead, growth is evenly distributed across the entire animal.
We next asked whether deviations from the average size of each anatomical compartment
are correlated across individuals. This would provide evidence as to whether the developmental
programs that determine each compartment’s size are coupled vs. proceed largely independent of
one another. If, for example, the pharynx and intestine/gonad sizes were determined by coupled
processes, then larger-than-average worms would typically have both pharynges and
gonads/intestines that were larger than average. Alternatively, if the sizes of these compartments
were determined by independent processes, above-average body length could be driven by
above-average pharyngeal size, above-average intestinal and/or gonad size, or both (at a
correspondingly lower rate). To address this question, we examined whether pharyngeal size was
correlated with the size of the rest of the body, mostly determined by the intestinal and gonad
size (Figure 3.1C, top). The correlation between pharyngeal and remaining body length was
modest at best (Figure 3.1C, left), suggesting that there is only a weak coupling between the
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developmental programs that determine pharynx size and those that determine the sizes of the
intestine, gonad, and other organs.
We also examined the related question of where the vulva is placed within the
intestine/gonad. The intestine/gonad compartment is defined as the region between the posterior
pharyngeal bulb and the tail landmarks (Figure 3.1C, top). We examined vulval placement within
this region by comparing the lengths of the intestine/gonad anterior to and posterior to the vulva.
If the placement of the vulva was tightly coupled with the rest of gonad and intestinal
development, we might expect to see that the length of that compartment anterior and posterior
to the vulva would vary in fixed proportion. We also only observed a modest correlation between
these lengths (Figure 3.1C, right). Overall, these results suggest that there is neither tight
developmental coupling between the relative scaling of the pharynx compared to the remaining
body (Figure 3.1C, left) nor the position of the vulva with respect to the intestinal/gonad
compartment (Figure 3.1C, right).
A subset of individuals died or came to within 1 day of death during the timeline of our
dataset (2–6 days post-hatch). Near-death changes in body volume have been observed
previously, with a sharp decrease in body size about a day prior to death followed by a recovery
of pre-death size after death (3,44). We observed this decrease in body length among the shortlived subset of individuals, beginning approximately two days prior to death (Figure 3.1D, left).
We next examined whether this shrinkage occurs only in one or another set of tissues and/or
organs. The largest shrinkage in absolute terms occurs in the intestinal/gonad compartment
(Figure 3.1D, left); however, that also represents the largest compartment in the worm body. By
expressing anatomical landmarks in terms of their relative position from anterior to posterior
83

(Figure 3.1D, right), it is clearly visible that there is effectively no change in the relative position
of each anatomical landmark during near-death shrinkage. The decrease in size is proportional
across the entire body, with each region between pairs of landmarks shrinking by almost the
same degree as each other.
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Figure 3.1: Individual and population anatomical variation. (A) Distributions of the
anatomical landmark locations of isogenic age-matched Plin4::GFP animals at 3.5 days-posthatch, in absolute (left) and relative (right) units. (B) Population averages of anatomical
landmark locations 2–6.5 days-post-hatch. Standard deviations are shown in shaded regions.
Left: absolute pixel locations, which show a previously observed early-adulthood growth phase
between 2-4 days-post-hatch. Right: relative landmark locations (normalized by total worm
length) show that there is no change in anatomical landmark positions relative to one another and
to the animals’ length, suggesting that early-adult growth is proportional across the whole body.
(C) Left: pharynx size is not strongly correlated to the remaining body size in animals 3.5 dayspost-hatch, suggesting that the size of the pharyngeal and gonad/intestinal body compartments
are not tightly coupled. Right: anterior and posterior gonad/intestine (defined by the location of
the vulva) are also not strongly correlated, suggesting that there is not tight control over the
relative position of the vulva within that compartment. (D) Population averages of anatomical
landmark locations for short-lived individuals from 4.5 days to 1 day prior to death. Left:
absolute pixel locations show a characteristic pre-death decrease in worm length Right:
normalizing by total worm length shows there is no change in relative landmark locations despite
this shrinkage, that it is due to a proportional decrease in size across all body compartments.

3.2 Analyzing spatiotemporal reporter expression patterns
An advantage of the pipeline designed here is that it can be applied to many imaging
modalities as long as there is a corresponding brightfield image. This is especially useful in
analyzing spatiotemporal expression patterns of fluorescent reporter genes. As shown in figure
2.3, removing positional and anatomical variation allows for greater resolution of internal
structures when averaging images. This would also be the same for fluorescent images (Figure
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3.2 left). By accounting for positional and anatomical variation, spatial patterns of expression can
be quickly compared between many individuals. Additionally, for longitudinal studies, changes
in gene expression between individuals and across a population can be easily analyzed using
worm-frame images (Figure 3.2 right).
As a proof of principle, I averaged fluorescent images of Plin4::GFP adults from 3.5-6.5
dph with and without correcting for anatomical variation. Like what was seen when averaging
brightfield images, accounting for positional and anatomical variation allows for greater
resolution of spatial patterns. Although the spatiotemporal patterns of the strain chosen are not
dramatic, a slight decrease in lin-4 expression can be observed in the pharynx between 3.5 dph
and 6.5 dph.

Figure 3.2: Population level Plin4::GFP expression patterns over time. Average fluorescence
image of 118 Plin4::GFP individuals from 3.5-6.5 days-post-hatch (dph) warped to a standard
shape and size reveals a general stereotyped expression pattern (left). Using the anatomical
landmarks to further align the images produces an average with greater resolution of
spatiotemporal expression patters (Right).
Fluorescent reporter genes have been used in all realms of C. elegans research, to study
development, molecular processes, and aging (6–13). In aging studies, fluorescent reporters are
especially useful in identifying biomarkers of longevity – measurable phenotypes that can predict
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an individual’s future lifespan better than chronological age (7–10). It is hypothesized that
stochastic changes in gene expression can affect slow processes like aging, by causing a cascade
of events that result in stable differences in gene-regulatory states. Indeed, several genes have
been identified whose expression has been shown to predict future lifespan in isogenic C.
elegans, long before death (7–10,14,15).
Although fluorescent reporter genes have stereotyped spatial patterns of expression, the
levels of expression can vary across tissues. Several studies have shown that organ-specific
changes in gene expression can extend lifespan (6,12,16–19). Despite this, there are few studies
that have investigated how tissue-specific stochastic changes in gene expression can affect
lifespan. Most studies use either tissue-specific overexpression or tissue-specific rescue strains to
identify tissues that alter lifespan (6,12). However, generating transgenic strains for every
lifespan-altering gene in every tissue/tissue combination is time consuming and impractical.
Thus, a general high-throughput approach that can identify distinct spatial patterns of gene
expression that affect lifespan is needed to understand the complex interactions between tissuespecific gene expression and the aging process.
Work performed by our lab has laid the foundation for analyzing spatiotemporal patterns
of fluorescent reporter expression during aging. Using the Worm Corral, our lab has identified
several microRNA promoter::GFP constructs that can effectively predict lifespan (8). In
addition, using manual techniques we have begun to characterize how these microRNAs may
interact with each other to affect aging. For example, by identifying regions of interest in
fluorescent images of a dual microRNA promoter::GFP strains, Kinser et al. (8) were able to
show that expression of Pmir-47::GFP may provide lifespan-predictive information downstream
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from Pmir-793::GFP or Pmir-240-786::GFP. This suggested that these microRNAs may work
in a similar pathway to determine lifespan (8). The key to this experiment was distinct spatial
expression of the reporter genes, such that a human annotator could manually delineate the
location of each expression. If the expression patterns had been subtly different, this analysis
would not have worked.
Another study done by Pincus et al. (7) used principal components analysis of
fluorescence images to show that there are distinct spatiotemporal expression patterns of mir71::GFP between longer-lived and shorter lived cohorts (7). Strong expression of mir-71 in the
head, tail, and vulva was the most powerful and robust predictor of future longevity described,
explaining 47% of lifespan variability (7). Similar to the method described in this dissertation,
Pincus et al. warped the curved worm body in each fluorescence image to a standard frame of
reference before analysis. However, the method employed required a decent amount of manual
input and would not be feasible for analyzing large datasets. The tools I developed could
improve this process, making it possible to identify and characterize spatiotemporal reporter
expression patterns in a high-throughput manner. Although it is outside the scope of this
dissertation, a future direction is to use my pipeline combined with the principal components
analysis described by Pincus et al. to characterize the spatiotemporal expression patterns of
lifespan-predicting microRNA promoter::GFP constructs identified by Kinser et al.
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3.4 Tissue-specific analyses
As shown in Figure 2.3 in chapter 2, correcting both positional and anatomical variation
allows for greater resolution of anatomical structures when averaging images. This property can
be used to identify specific regions or tissues of interest, creating an “atlas” of labeled regions
that can be used for tissue-specific analyses (Figure 3.3). The labelled regions from the atlas can
also be propagated to other imaging modalities like fluorescence images, allowing quantification
of tissue-specific expression without the need for tissue-specific reporter genes. Additionally, by
removing positional and anatomical
variation, the worm frame of
reference can be used to analyze
morphological changes between
individuals and across time in
brightfield images.
The Pincus Lab is interested
in using C. elegans to study aging
and individuality. An atlas-based
extension of my pipeline would be
very useful in studying
morphological changes that occur
during aging. In the future, we are
excited to implement this extension

Figure 3.3: Atlas-based tissue identification. The steps
are as follows: 1) Straighten the curved worm body 2)
Identify fiducial anatomical keypoints 3) Align target
image to the reference unit worm. 4) Use the reference
atlas to label tissues in the target image. Different tissues
are denoted in different colors.

for use in analyzing tissue-specific
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Figure 3.4: Atlas-based tissue identification.
The steps are as follows: 1) Straighten the curved worm
body 2) Identify fiducial anatomical keypoints 3) Align

contributions to aging. In general, tissues seem to deteriorate in appearance over time. Agerelated decline in some of these tissues is likely responsible for the differences in aging rate
observed at a population level, but the precise links between declines in different tissues and the
eventual rate of decline of the animal are not well understood. Here I will describe a potential
extension of our pipeline to elucidate the relationship between aging rate of individual tissues
with other tissues and lifespan.
Since the first longevity mutants were discovered in 1983 (20), many physiological and
morphological changes have been identified in aging C. elegans (6,17–19,21). Tissue-specific
morphological changes in the gonad, pharynx, muscle, hypodermis, and intestines have been
described during the aging process (6,17,18,22–25). In general, tissues seem to deteriorate in
appearance over time (26,27). There is also evidence that individual tissues deteriorate at
different rates (6). It is unclear whether the temporal rates of individual tissue-deterioration are
conserved across individuals. There is evidence, however, that the overall aging rates even across
multiple longevity mutants are temporally scaled, suggesting an invariant organism-wide aging
process (28). Perhaps tissues age autonomously and the rate of change in a subset of tissues can
correlate with lifespan better than others. By measuring the age-related change in individual
tissues from brightfield images, one can determine if the aging rates of these tissues are
independent.
In general, temporal physiological measurements have been characterized using highmagnification or invasive techniques (17,18,23,26,27). At lower magnifications, changes in
tissue appearance are observed in brightfield images over time (7,23,29). This suggests that the
physiological changes seen at higher magnification contribute to the changes seen in brightfield
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images. Tissue-specific changes observed in brightfield images can give information on the
physiological aging process (7,29). Using the pipeline developed in this dissertation and the
tissue atlas described earlier, individual tissues can be segmented out from brightfield images
and assigned a “degradation score” – a quantitative measurement of the decline based on the
appearance of that tissue. This score could be derived from a classifier that takes in a wormframe brightfield image as input and outputs a prediction of the remaining days left of life for
each tissue. With a culturing system like the Worm Corral, lifespan for individual animals can be
annotated and used as the true value to validate the accuracy of the classifier. By extending the
tools developed here, we can begin to ask new questions about C. elegans biology.
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Chapter 4: Conclusions
4.1 General Conclusions
With many high-throughput C. elegans culturing systems now available, a key challenge
is analysis and automated interpretation of the large image datasets that such systems can
produce. One major barrier to automated comparisons among many individual C. elegans is their
flexible and deformable nature. This positional and anatomical variation among individuals must
be accounted for to compare brightfield or fluorescent image patterns across the population
and/or over time. Here we describe an automated pipeline to perform these tasks in whole-body
images of adult C. elegans, without the need for fluorescent fiducial markers (from cellular stains
or transgenic reporter animals). This machine-learning approach can be applied to fluorescence
or other imaging modalities provided there is a corresponding brightfield image. Further, we
propose that the underlying neural network could also be retrained to identify landmarks directly
from many different classes of fluorescence images.
An important step in developing machine-learning driven image analysis tools is to
determine the best data representation on which to train. I found empirically that regression
techniques to transform an input image directly into a list of (x, y) coordinates for each image
landmark, which have been successfully applied on images of human faces and other similar
tasks (1, 2), did not function well in this setting. Instead, I found that image-to-image regression
where the output was not the coordinates of the location of the landmark, but instead an image
that implicitly and robustly encoded that location, was more successful. Ultimately, this
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approach was able to predict anatomical landmarks with the same accuracy as experienced
human annotators, but with substantially reduced time and effort.
In this work, I demonstrated how automatically identified landmarks can be used for
basic morphometric tasks, examining growth, shrinkage, and organ/tissue scaling. However,
these tools have wider applicability. Specifically, accounting for internal anatomic variability can
greatly improve the fidelity of fluorescent image analyses. As depicted in Figure 2.3, removing
both positional and anatomical variation allows for greater resolution of anatomical structures
when averaging images. The same would be true for fluorescent images, both in terms of
calculating average images and performing principal components on images to calculate
correlated modes of variation in fluorescent intensity around those averages.
In addition, an average brightfield worm image can be used to manually identify specific
regions or tissues of interest, creating an atlas of regions which can be used for tissue-specific
analyses (Figure S2.4). Specifically, labeled regions from the atlas can be propagated to
accompanying fluorescent images, either in the worm frame of reference, or mapped back into
the lab frame of reference to analyze tissue-specific expression. Finally, after removing
positional and internal anatomical variation, images in the worm frame of reference can be used
to examine morphological changes between individuals and across time from brightfield images
or to investigate spatiotemporal gene expression patterns from fluorescent images. Overall,
correcting for positional and anatomical variation, as described in this work, can improve the
fidelity of many different classes of C. elegans imaging tasks.
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