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Abstract 
Most real-world engineering optimization problems are implicitly or explicitly multi-objective, and approaches to 
find the best feasible solution to be implemented can be quite challenging for the decision-maker. In this kind of 
problem, either the analyst determines a single solution or identifies a set of nondominated solutions, often referred 
to as Pareto-optimal set. Although, several methods for solving multi-objective optimization problems have been 
developed and studied, little prior work has been done on the evaluation of results obtained in multi-objective 
optimization. This selection stage is often referred as post-Pareto optimality. This paper presents a method based on 
preferences rankings provided from the decision-maker. The method is clearly advantageous because there is no 
need to provide specific weight values; the only requirement is to provide a non-nominal ranking. Several examples 
are used to show the performance of the algorithm. 
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1. Introduction  
Multiple-objective optimization problems can be found in many areas and fields such as economics, biology, 
engineering, etc. Almost all the optimization problems in real life involve more than one objective to be optimized, 
and normally those objectives are in conflict to each other. This situation is very easy to observe in real life. For 
instance, a very high performance product is also a high cost product, and a customer always seeks a product with 
high performance, but at the lowest cost. This dilemma is also found in engineering problems. Hence, the 
development of a method to find a solution to multiple objective optimization problems has been the topic of many 
research papers and books[1] 
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Generally, there are two primary approaches to solve multiple-objective optimization problems: mathematical 
methods and meta-heuristic methods. The first approach involves the aggregation of the attributes into some kind of 
overall composite objective function; while the second approach involves populating a number of feasible solutions 
along the Pareto frontier, and the final solution is a set of non-dominated solutions. Some examples of mathematical 
methods used to solve multiple objective optimization problems are: goal programming, the lexicographic method, 
the weighted sum method and utility functions and some meta-heuristic methods are: Tabu-search, neural networks, 
particle swarm, ant colony and genetic algorithms, among others. 
Most of meta-heuristic methods obtain as a solution a set of Pareto optimal solutions based in the Pareto 
dominance concept.  The idea of the Pareto-Front is to compare all solutions against each other, where the best fitted 
solutions dominate the weaker which in turn are said to be dominated [2]. The set of non-dominated solutions is 
known as the Pareto-Front. A solution x1 dominates a solution x2 if and only if the two following conditions are true: 
 
x ࢞ͳ is no worse than ࢞ʹ in all objectives, i.e.݂ሺ࢞ଵሻ ൑ ݂ሺ࢞ଶሻ׊݅ǡ ݅ א ሼͳǡʹǡ ǥ ǡ ݊ሽ 
x ࢞ͳ is strictly better than ࢞ʹ for at least one objective, i.e. ࢌሺ࢞ͳሻ ൏ ݂ሺ࢞ʹሻ for at least one ݅ 
Therefore the solution of a multiple objective optimization is a set of nondominated solutions. Sometimes, the 
Pareto set can contain a large number (in some cases, thousands) of solutions. From the decision-maker’s 
perspective, consideration of all the nondominated solutions can be prohibitive and inefficient. The selection of 
solutions from the Pareto set is called post-Pareto optimality analysis, in the present work a non-numerical ranking 
preferences method is presented with the objective to “prune” or obtain a smaller sub-set of preferred solutions from 
the large Pareto-optimal set. In section 2, the literature review about post-Pareto optimality analysis is presented, in 
section 3 the proposed non-numerical ranking preferences method is developed, in section 4 an example applying 
the method is presented followed by the conclusions in section 5. 
 
2. Literature review 
There are several methods for solving multi-objective optimization problems. However, just little work has been 
done on post-Pareto analysis in order to reduce in an educated way the number of solutions in the Pareto-set. 
Korhonen & Halme (1990) [3] suggested the use of a value function to help the decision-maker identify the most 
preferred solution in multi-objective optimization problems. Venkat, et al. (2004) [4] addressed the problem 
introducing a Greedy Reduction (GR) approach.  Their method works by obtaining a sub-set of Pareto optima from 
a large set and is based on maximizing a scalarized function of the vector of percentile ordinal rankings of the Pareto 
optima within the large Pareto set. Padhye, et al.(2009) [5] proposed a mutation driven hill climbing local search 
using achievement scalarizing function to refine the solutions from the Pareto set. Kacem, et al [6] developed a 
hybrid between Fuzzy Logic and evolutionary algorithms (EAs) in order to obtain a satisfactory set of solutions.  
These previous works address the problem by reducing the number of solutions in the Pareto set by eliminating not 
satisfactory solutions.  
 Another approach consists in groping similar solutions into clusters that contain similar solutions, there are 
several clustering methods that have been developed to classify large data sets which have been used for post-Pareto 
optimality analysis, for example ,Taboada et al [7] used the k- means method for post-Pareto analysis. Another 
similar approach was presented by Runkler [8] using a fuzzy c- means clustering model that is also based in the k-
means model. All the previously developed models which are based in k-means algorithms have one important 
disadvantage since the number of clusters or groups has to be defined at the beginning of the procedure. The 
valuation of silhouettes values [9] have been used for several authors to define what number of clusters is 
appropriate for a specific set of data. However a method that automatically defines the number of clusters is desired.  
 Many classification methods can be classified as self organization methods. Self-organization is the process 
where a pattern appears in a system without a central authority or external element imposing it through planning. 
Some of the main theory of self organization is presented by Heylighen (2001) [10], Heylighen (2009) [11]. In his 
works, he presents an analysis about the complexity of self organization.  In brief Self-organization is a process 
where a pattern of the data of being classified emerge s solely from interactions among the lower-level components 
of the system [12]. The rules of the interactions among the data of the system are executed using only local 
information without reference to the global pattern. Examples of this behaviour include wide range of processes in 
physical and biological systems such as sand grains assembling into rippled dunes, patterns on sea shells, etc. 
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 In some sense the classification of solutions from the Pareto set can be modelled as a self-organization system 
where a pattern that classifies solutions can emerge without the need of external authority.  
 The method proposed in this work is based on a non-numerical ranking of the objective functions based on their 
relative importance. The strength of this method is precisely that the decision-maker only ranks non-numerically (in 
order of relative importance) the objective functions but does not have to select specific weight values. However the 
method adds a threshold parameter that provides flexibility to the algorithm. This pruning method helps the 
decision-maker select solutions that reflect his/her preferences. The next section explains all the details of the 
proposed algorithm and how the pruning of solution is performed. 
 
3. Non-numerical ranking preferences method 
 
This is a post-Pareto optimality method proposed and developed by Taboada and Coit (2008)[7].Initially the 
objective functions are scaled and then ranked non-numerically by the decision maker. Afterwards based on the 
random weight rankings 1 2( , , , )nw w w w  , an n-dimensional probability density p.d.f. function  wf w  is 
developed; function which is the stem to obtain the iw  values provided they satisfy 1 2 1nw w w }   as is 
shown below for a multiobjective optimization problem with three component functions. Indeed, let Eq. 1 be the 
three dimensional p.d.f which will provide the iw  values 
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The above p.d.f. can be reduced to a two dimensional case Eq. 2 simplifying the calculations to get 
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Moreover its cumulative distribution function (c.d.f) is Eq. 4: 
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Finally we are ready to calculate  1w   using the probability integral transformation Eq. 5 
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Similarly to calculate   2w   , derive and use the inverse probability transformation of  its (c.d.f)  to obtain Eq. 6 
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To finalize the process solve for 3w   from the equation 1 2 3 1w w w   . Once the weights are obtained the algorithm 
used to prune Pareto optimal solutions is shown below: 
 
3.1 Pseudo code 
Step 1.Rank the objective component functions 1 2 1 2n nf f f w w w ! ! !     
Step 2.Convert the original  problem into a minimization problem and scale the '
i
f s  
Step 3.Randomly generate weights based on the following scheme: 
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(v) whatever path is selected above calculate, calculate  3 1 21w w w    
(vi) repeat all steps until n iterations to generate sets of weights 
1 2 3,w w and w . 
Step 4.Sum weighted objectives to form 1 1 n nf w f w f    
Step 5.From the Pareto optimal set, find the solutions which: 
0f where is a prunning value thresholdD D  f  
 
Step 6. Repeat Steps 2-5, 1000 times (user defined) 
Step 7. Determine pruned Pareto optimal sets  selecting various threshold values. 
4. Numerical Example 
 In order to show the performance of the algorithm it will be applied into a set of non dominated solutions. The 
Pareto set was obtained from the work presented by Taboada and Coit (2007) [13]. The problem solved in this work 
is a well-known problem called redundancy allocation problem (RAP). The RAP refers to a system of s subsystems 
in series. For each subsystem, there are mi functionally equivalent components, with different levels of cost, weight, 
reliability and other characteristics, which may be selected. There is an unlimited supply of each of the mi choices. 
The objective of the problem is to find how many components to set in parallel in each subsystem and of which 
supplier in order to optimize three different objectives in this specific case the objectives considered were: reliability 
cost and weight. Table 1 shows the Pareto-set of solutions obtained in [13]. The Pareto sets consists of 75 solutions. 
 
Table 1. Non dominated Solutions 
 
The algorithm was applied to the data presented in Table 1. All values are normalized. Three different thresholds 
were used, the values were: [0.05, 0.03, 0.01]. These values correspond to the sum of the products of each 
normalized objective value. Table 2 shows the pruned solutions for all the cases. 
 
 
 
 
 
Solution 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Reliability 0.6820 0.7204 0.7571 0.7886 0.8432 0.8596 0.8604 0.8645 0.8753 0.8771 0.8821 0.8833 0.8884 0.8932 0.9012
Cost 13 16 19 17 19 21 21 23 31 23 25 27 29 33 34
Weight 13 16 19 17 19 21 21 23 31 23 25 27 29 33 34
Solution 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
Reliability 0.9016 0.9156 0.9172 0.9196 0.9262 0.9342 0.9360 0.9426 0.9447 0.9451 0.9619 0.9623 0.9636 0.9684 0.9702
Cost 35 33 34 36 37 35 36 36 38 39 38 39 39 40 41
Weight 22 28 27 28 26 32 31 32 29 30 36 34 35 40 39
Solution 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45
Reliability 0.9730 0.9734 0.9746 0.9797 0.9808 0.9822 0.9824 0.9826 0.9828 0.9835 0.9844 0.9851 0.9860 0.9864 0.9905
Cost 42 43 42 44 43 52 45 53 54 46 50 48 54 55 56
Weight 34 32 41 38 47 35 45 33 39 46 42 44 43 41 37
Solution 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60
Reliability 0.9911 0.9921 0.9923 0.9943 0.9949 0.9980 0.9981 0.9981 0.9984 0.9988 0.9990 0.9990 0.9991 0.9991 0.9994
Cost 58 59 57 58 60 68 69 73 75 72 77 79 80 82 62
Weight 41 37 50 45 49 45 43 55 47 67 51 69 69 73 82
Solution 61 62 63 64 65 66 67 68 69 70 71 72 73 74 75
Reliability 0.9996 0.9996 0.9997 0.9997 0.9998 0.9998 0.9999 0.9999 0.9999 0.999962 0.999977 0.999982 0.999994 0.999998 0.999999
Cost 81 64 70 74 68 76 85 87 88 90 94 119 121 125 143
Weight 77 85 89 91 92 94 81 85 85 89 105 110 113 121 120
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Table 2. Pruned solutions 
 
5. Conclusions 
     The non-numerical ranking preferences method was successfully applied in the RAP problem. The results 
obtained by the algorithm provided a threshold value reduces the optimal Pareto set in such way that gives the 
decision maker collections of values to select simplifying his or her election task. 
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