Reed-Solomon (RS) codes are widely used in distributed storage systems. In this paper, we study the repair bandwidth and sub-packetization size of RS codes. The repair bandwidth is defined as the amount of transmitted information from surviving nodes to a failed node. The RS code can be viewed as a polynomial over a finite field G F(q ) evaluated at a set of points, where is called the sub-packetization size. Smaller bandwidth reduces the network traffic in distributed storage, and smaller facilitates the implementation of RS codes with lower complexity. Recently, Guruswami and Wootters proposed a repair method for RS codes when the evaluation points are the entire finite field. While the sub-packetization size can be arbitrarily small, the repair bandwidth is higher than the minimum storage regenerating (MSR) bound. Tamo, Ye, and Barg achieved the MSR bound but the sub-packetization size grows faster than the exponential function of the number of the evaluation points. In this paper, we present code constructions and repair schemes that extend these results to accommodate different sizes of the evaluation points. In other words, we design schemes that provide points in between. These schemes provide a flexible tradeoff between the sub-packetization size and the repair bandwidth. In addition, we generalize our schemes to manage multiple failures.
On the Sub-Packetization Size and the Repair Bandwidth of Reed-Solomon Codes For a given erasure code, when each node corresponds to a single finite field symbol over F = G F(q ), we say the code is scalar; when each node is a vector of finite field symbols in B = G F(q) of length , it is called a vector code or an array code. In both cases, we say the sub-packetization size of the code is . Here q is a power of a prime number. Shanmugam et al. [5] considered the repair of scalar codes for the first time. Recently, Guruswami and Wootters [6] proposed a repair scheme for RS codes. The key idea of both papers is that: rather than directly using the helper nodes as symbols over F to repair the failed node, one treats them as vectors over the subfield B. Thus, a helper may transmit less than symbols over B, resulting in a reduced bandwidth. For an RS code with length n and dimension k over the field F, denoted by RS(n, k), [6] achieves the repair bandwidth of n −1 symbols over B. Moreover, when n = q (called the fulllength RS code) and n − k = q −1 , the scheme provides the optimal repair bandwidth. Dau and Milenkovic [7] improved the scheme such that the repair bandwidth is optimal for the full-length RS code and any n − k = q s , 1 ≤ s ≤ log q (n − k).
For the full-length RS code, the schemes in [6] and [7] are optimal for single erasure. However, the repair bandwidth of these schemes still has a big gap from the minimum storage regenerating (MSR) bound derived in [8] . In particular, for an arbitrary MDS code, the repair bandwidth b, measured in the number of symbols over G F(q), is lower bounded by b ≥ (n − 1) n − k .
An MDS code satisfying the above bound is called an MSR code. In fact, most known MSR codes are vector codes, see [9] [10] [11] [12] [13] [14] [15] . For the repair of RS codes, Ye and Barg proposed a scheme that asymptotically approaches the MSR bound as n grows [16] when the sub-packetization size is = (n − k) n . Tamo et al. [17] provided an RS code repair scheme achieving the MSR bound when the sub-packetization size is ≈ n n . The repair problem for RS codes can also be generalized to multiple erasures. In this case, the schemes in [18] and [19] work for the full-length code, [20] and [21] work for centralized repair, and [22] proposed a scheme achieving the multiple-erasure MSR bound.
Motivation: A flexible tradeoff between the subpacketization size and the repair bandwidth is an open problem: Only the full-length RS code with high repair bandwidth and the MSR-achieving RS code with large sub-packetization are established. Our paper aims to provide more points between the two extremes -the full-length code and the MSR code. One straightforward method is to 0018-9448 c 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
apply the schemes of [6] and [7] to the case of > log q n with fixed (n, k). However, the resulting normalized repair bandwidth b (n−1) grows with , contradictory to our intuition that larger implies smaller normalized bandwidth.
The need for small repair bandwidth is motivated by reducing the network traffic in distributed storage [8] , and the need for the small sub-packetization is due to the complexity in field arithmetic operations, discussed below. It is demonstrated that the time complexity of multiplications in larger fields are much higher than that of smaller fields [23] . Moreover, multiplication in Galois fields are usually done by pre-computed look-up tables and the growing field size has a significant impact on the space complexity of multiplication operations. Larger fields require huge memories for the look-up table. For example, in G F(2 16 ), 8 GB are required for the complete table, which is impractical in most current systems [24] . Some logarithm tables and sub-tables are used to alleviate the memory problems for large fields, while increasing the time complexity at the same time [24] , [25] , [26] . For example, in the Intel SIMD methods, multiplications over G F (2 16 ) need twice the amount of operations as over G F (2 8 ) , and multiplications over G F (2 32 ) need 4 times the amount of operations compared to G F(2 8 ), which causes the multiplication speed to drop significantly when the field size grows [25] .
To illustrate the impact of the sub-packetization size on the complexity, let us take encoding for example. To encode a single parity check node, we need to do k multiplications and k additions over G F (q ) . For a given systematic RS(n, k) code over G F(q ), we can encode k log 2 q bits of information by multiplications of (n − k)k log 2 q bits and additions of (n − k)k log 2 q bits. So, when M bits are encoded into RS(n, k) codes, we need M/(k log 2 q) copies of the code and we need multiplications of M(n − k) bits and additions of M(n − k) bits in G F(q ) in total. Although the total amount of bits we need to multiply is independent of , the complexity over a larger field is higher in both time and space. For a simulation of the RS code speed using different field sizes on different platforms, we refer the readers to [27] . The results suggest that RS codes have faster implementation in both encoding and decoding for smaller fields.
Besides the complexity, the small sub-packetization level also has many advantages such as easy system implementation, great flexibility and bandwidth-efficient access to missing small files [28] , [29] , which makes it important in distributed storage applications.
As can be seen from the two extremes, a small subpacketization level also means higher costs in repair bandwidth, and not many other codes are known besides the extremes. For vector codes, Guruswami, Rawat [28] and Li, Tang [30] provided small sub-packetization codes with small repair bandwidth, but only for single erasure. Kralevska et al. [31] also presented a tradeoff between the subpacketization level and the repair bandwidth for the proposed HashTag codes implemented in Hadoop. For scalar codes, Chowdhury and Vardy [32] extended Ye and Barg's MSR scheme [16] to a smaller sub-packetization size, but it only works for certain redundancy r and single erasure.
Contributions: In this work, we first design three singleerasure RS repair schemes, using the cosets of the multiplica-tive group of the finite field F. Note that the RS code can be viewed as n evaluations of a polynomial over F. The evaluation points of the three schemes are part of one coset, of two cosets, and of multiple cosets, respectively, so that the evaluation point size can vary from a very small number to the whole field size. In the schemes designed in this paper, we have a parameter a that can be tuned, and provides a tradeoff between the subpacketization size and the repair bandwidth.
• For an RS(n, k) code, our first scheme achieves the repair bandwidth a (n−1)(a−s) for some a, s such that n < q a , r n − k > q s and a divides . Specifically, for the RS (14, 10) code used in Facebook [33] , we achieve repair bandwidth of 52 bits with = 8, which is 35% better than the naive repair scheme. • Our second scheme reaches the repair bandwidth of (n − 1) +a 2 for some a such that n ≤ 2(q a − 1), a divides and r < a. • The first realization of our third scheme attains the repair bandwidth of r (n + 1 + (r − 1)(q a − 2)) when n ≤ (q a − 1) log r a . Another realization of the third scheme attains the repair bandwidth of
. The second realization can also be generalized to any d helpers, for k ≤ d ≤ n − 1. We provide characterizations of linear multiple-erasure repair schemes, and propose two schemes for multiple erasures, where the evaluation points are in one coset and in multiple cosets, respectively. Again, the parameter a is tunable.
• We prove that any linear repair scheme for multiple erasures in a scalar MDS code is equivalent to finding a set of dual codewords satisfying certain rank constraints. • For an RS(n, k) code with e < 1 a−s log q n erasures, our first scheme achieves the repair bandwidth e a (n−e)(a−s) for some a, s such that n < q a , r = n − k > q s and a divides . • For an RS(n, k) code, our second scheme works for e ≤ n − k erasures and n − e helpers. The repair bandwidth depends on the location of the erasures and in most cases, we achieve e d−k+e (n − e + (n − k + e)(q a − 2)) where ≈ a( n q a −1 ) ( n q a −1 ) and a divides . • We demonstrate that repairing multiple erasures simultaneously is advantageous compared to repairing single erasures separately. The comparison of our schemes, as well as the comparison to previous works, are shown in Tables I and II , and are discussed in more details in Sections III-D and IV-D.
The paper is organized as follows. In Section II, we briefly review the linear repair of RS codes and provide the preliminaries used in this paper. In Section III, we present three RS repair schemes for single erasure. Then, we discuss the repair schemes for multiple erasures in Section IV. In Section V, we provide the conclusion.
Notation: Throughout this paper, for positive integer i , we use [i ] to denote the set {1, 2, . . . , i }. For integers a, b, we use a | b to denote that a divides b. For real numbers a n , b n , which are functions of n, we use a ≈ b to denote lim n→∞ a n b n = 1. For sets A ⊆ B, we use B/A to denote the difference of A from B. For a finite field F, we denote by F * = F/{0} the corresponding multiplicative group. We write [16] , [17] [22] E ≤ F for E being a subfield of F. For element β ∈ F and E as a subset of F, we denote β E = {βs, ∀s ∈ E}. A T denotes the transpose of the matrix A.
II. PRELIMINARIES
In this section, we review the linear repair scheme of RS code in [6] , and provide a basic lemma used in our proposed schemes.
The Reed-Solomon code RS(A, k) over F = G F(q ) of dimension k with n evaluation points A = {α 1 , α 2 , . . . , α n } ⊆ F is defined as
where deg() denotes the degree of a polynomial, f (x) = u 0 + u 1 x +u 2 x 2 +· · ·+u k−1 x k−1 , and u i ∈ F, i = 0, 1, . . . , k−1 are the messages. Every evaluation symbol f (α), α ∈ A, is called a code word symbol or a storage node. The sub-packetization size is defined as , and r n − k denotes the number of parity symbols.
Assume e nodes fail, e ≤ n − k, and we want to recover them. The number of helper nodes are denoted by d. The amount of information transmitted from the helper nodes is defined as the repair bandwidth b, measured in the number of symbols over G F(q). All the remaining n − e = d nodes are assumed to be the helper nodes unless stated otherwise. We define the normalized repair bandwidth as b d , which is the average fraction of information transmitted from each helper. By [8] , [34] , the minimum storage regenerating (MSR) bound for the bandwidth is
As mentioned before, codes achieving the MSR bound require large sub-packetization sizes. In this section, we focus on the single erasure case. Assume B ≤ F, namely, B is a subfield of F. A linear repair scheme requires some symbols of the subfield B to be transmitted from each helper node [6] . If the symbols from the same helper node are linearly dependent, the repair bandwidth decreases. In particular, the scheme uses dual code to compute the failed node and uses trace function to obtain the transmitted subfield symbols, as detailed below.
Assume f (α * ) fails for some α * ∈ A. For any polynomial p(x) ∈ F[x] of which the degree is smaller than r , (υ 1 p(α 1 ), υ 2 p(α 2 ), . . . , υ n p(α n )) is a dual codeword of RS(A, k), where υ i , i ∈ [n] are non-zero constants determined by the set A (see for example [2, Thm. 4 in Ch.10]). We can thus repair the failed node f (α * ) from
The summation on the right side means that we add all the i elements from i = 1 to i = n except when α i = α * . The trace function from F onto B is defined as
where β ∈ F, B = G F(q) is called the base field, and q is a power of a prime number. It is a linear mapping from F to B and satisfies tr F/B (αβ) = αtr F/B (β)
for all α ∈ B. We define the rank rank B ({γ 1 , γ 2 , ..., γ i }) to be the cardinality of a maximal subset of {γ 1 , γ 2 , ..., γ i } that is linearly independent over B. For example, for B = G F(2) and α / ∈ B, rank B ({1, α, 1 + α}) = 2 because the subset {1, α} is the maximal subset that is linearly independent over B and the cardinality of the subset is 2. Assume we use polynomials p j (x), j ∈ [] to generate different dual codewords, called repair polynomials. Combining the trace function and the dual code, we have
In a repair scheme, the helper f (α i ) transmits
Suppose {υ α * p 1 (α * ), υ α * p 2 (α * ), . . . , υ α * p (α * )} is a basis for F over B, and assume {μ 1 , μ 2 , . . . , μ } is its dual basis. Then, f (α * ) can be repaired by
Since υ α * is a non-zero constant, we equivalently suppose that
In fact, by [6] any linear repair scheme of RS code for the failed node f (α * ) is equivalent to choosing p j (x), j ∈ [], with degree smaller than r , such that { p 1 (α * ), . . . , p (α * )} forms a basis for F over B. We call this the full rank condition:
The repair bandwidth can be calculated from (7) and by noting that
We call this the repair bandwidth condition. The goal of a good RS code construction and its repair scheme is to choose appropriate evaluation points A and polynomials p j (x), j ∈ [], that can reduce the repair bandwidth in (10) while satisfying (9) .
The following lemma is due to the structure of the multiplicative group of F, which will be used for finding the evaluation points in the code constructions in this paper. Similar statements can be found in [3, Ch. 2.6] .
where β is a primitive element of F.
Proof:
The q − 1 elements in F * are {1, β, β 2 , . . . , β q −2 } and E * ⊆ F * . Assume that t is the smallest nonzero number that satisfies β t ∈ E * , then we know that β k ∈ E * if and only if t|k. Also, β k 1 = β k 2 when k 1 = k 2 and k 1 , k 2 < q − 2. Since there are only |E| − 1 nonzero distinct elements in E * and β q −1 = 1, we have t = q −1 |E|−1 and the t cosets are E * = {1, β t , β 2t , . . . , β (|E|−2)t },
III. REED-SOLOMON REPAIR SCHEMES
FOR SINGLE ERASURE In this section, we present our schemes in which the evaluation points are part of one coset, two cosets and multiple cosets for a single erasure. From these constructions, we achieve several different points on the tradeoff between the subpacketization size and the normalized repair bandwidth. The main ideas of the constructions are:
(i) In all our schemes, we take an original RS code, and construct a new code over a larger finite field. Thus, the subpacketization size is increased.
(ii) For the schemes using one and two cosets, the code parameters n, k are kept the same as the original code. Hence, for given n, r = n − k, the sub-packetization size increases, but we show that the normalized repair bandwidth remains the same.
(iii) For the scheme using multiple cosets, the code length n is increased and the redundancy r is fixed. Moreover, the code length n grows faster than the sub-packetization size . Therefore, for fixed n, r , the sub-packetization decreases, and we show that the normalized repair bandwidth is only slightly larger than the original code.
A. Schemes in One Coset
Assume E = G F(q a ) is a subfield of F = G F(q ) and B = G F(q) is the base field, where q is a prime number. The evaluation points of the code over F that we construct are part of one coset in Lemma 1.
We first present the following lemma about the basis. 
which is in contradiction to the assumption that {ξ 1 , ξ 2 , . . . , ξ } is a basis for F over B.
The following theorem shows the repair scheme using one coset for the evaluation points.
where q is a prime number and a, s satisfy n < q a , q s ≤ n − k, a|.
Proof: Assume a field F = G F(q ) is extended from E = G F(q a ), a | , and β is a primitive element of F. We focus on the code RS(A, k) of dimension k over F with evaluation points A = {α 1 , α 2 , . . . , α n } ⊆ β m E * for some 0 ≤ m < q −1 q a −1 , which is one of the cosets in Lemma 1. The base field is B = G F(q) and (6) is used to repair the failed node f (α * ).
Construction I: Inspired by [6] , for s = a − 1, we choose
where {ξ 1 , ξ 2 , . . . , ξ a } is a basis for E over B. The degree of p j (x) is smaller than r since q s ≤ r . When x = α * , by (4) we have
So, the polynomials satisfy
When
is a constant independent of j , we have
Let {η 1 , η 2 , η 3 , . . . , η /a } be a basis for F over E, the repair polynomials are chosen as
Since p j (x) ∈ E, we can conclude that
satisfies the full rank condition, and for
From (10) we can calculate the repair bandwidth b = a (n − 1).
Construction II: For s ≤ a − 1, inspired by [7] , we choose
where
It is easy to check that the degree of p j (x) is smaller than r since q s ≤ r . When x = α * , we have
Since
For
Let {η 1 , η 2 , η 3 , . . . , η /a } be a basis for F over E, then the polynomials are chosen as (21) and (23) we know that p j (x) ∈ E, so we can conclude that
satisfies (9), and for
Now from (10) we can calculate the repair bandwidth
Combining (19) and (27) will complete the proof of Theorem 1. Rather than directly using the schemes in [6] and [7] , the polynomials (12) and (20) that we use are similar to [6] and [7] , respectively, but are mappings from E to B. Moreover, we multiply each polynomial with the basis for F over E to satisfy the full rank condition. In this case, our scheme significantly reduces the repair bandwidth when the code length remains the same. Our evaluation points are in a coset rather than the entire field F as in [6] and [7] . It should be noted that a here can be an arbitrary number that divides and when a = , our schemes are exactly the same as those in [6] and [7] . Note that the normalized repair bandwidth b (n−1) decreases as a decreases. Therefore, our scheme outperforms those in [6] and [7] when applied to the case of > log q n. Example 1. Assume q = 2, = 9, a = 3 and E = {0, 1, α,
Therefore the repair bandwidth is b = 36 bits as suggested in Theorem 1. For the same (n, k, ), the repair bandwidth in [7] is 48 bits. For another example, consider RS (14, 10) code used in Facebook [33] , we have repair bandwidth of 52 bits for = 8, while [7] requires 60 bits and the naive scheme requires 80 bits. Remark 1. The schemes in [6] and [7] can also be used in an RS code over E with repair bandwidth (n − 1)(a − s), and with /a copies of the code. Thus, they can also reach the repair bandwidth of a (n − 1)(a − s). It should be noted that by doing so, the code is a vector code, however our scheme constructs a scalar code. To the best of our knowledge, this is the first example of such a scalar code in the literature.
B. Schemes in Two Cosets
Now we discuss our scheme when the evaluation points are chosen from two cosets. In this scheme, we choose the polynomials that have full rank when evaluated at the coset containing the failed node, and rank 1 when evaluated at the other coset.
where q is a prime number and a satisfies n ≤ 2(q a − 1), a|, a ≤ n − k. Proof: Assume a field F = G F(q ) is extended from E = G F(q a ) and β is the primitive element of F. We focus on the code RS(A, k) over F of dimension k with evaluation points A consisting of n/2 points from β m 1 E * and n/2 points
In this case we view E as the base field and repair the failed node f (α * ) by
Inspired by [6, Theorem 10], for j ∈ [ a ], we choose
The degree of p j (x) is smaller than r when a ≤ r . Then, we check the rank in each case.
so
Since m 2 − m 1 = q s and {1, β, β 2 , . . . , β a −1 } is the polynomial basis for F over E, from Lemma 2 we know that
Therefore, { p j (α * ), j ∈ [ a ]} has full rank over E, for any evaluation point α * ∈ A. For x from the coset containing α * , the polynomials have rank /a, and for x from the other coset, the polynomials have rank 1. Then, the repair bandwidth in symbols over B can be calculated from (10) 
Thus, the proof is completed.
It is easy to check that when x ∈ βE * the polynomials have full rank and when x ∈ E * the polynomials have rank 1. The total repair bandwidth is 100 bits. For the same (n, k, ), the repair bandwidth of our scheme in one coset is 117 bits. For the scheme in [6] , which only works for /a = 2, we can only choose a = 6 and get the repair bandwidth of 114 bits for the same (n, k, ).
C. Schemes in Multiple Cosets
In the schemes in this subsection, we extend an original code to a new code over a larger field and the evaluation points are chosen from multiple cosets in Lemma 1 to increase the code length. The construction ensures that for fixed n, the sub-packetization size is smaller than the original code. If the original code satisfies several conditions to be discussed soon, the repair bandwidth in the new code is only slightly larger than that of the original code. Particularly, if the original code is an MSR code, then we can get the new code in a much smaller sub-packetization level with a small extra repair bandwidth. Also, if the original code works for any number of helpers and multiple erasures, the new code works for any number of helpers and multiple erasures, too. We discuss multiple erasures in Section IV.
We first prove a lemma regarding the ranks over different base fields, and then describe the new code.
a and are relatively prime and q can be any power of a prime number. For any set of
Assume we get F by adjoining β to B. Then, from [36, Theorem 1.86] we know that {1, β, β 2 , ..., β −1 } is a basis for both F over E, and F over B. So, any symbol y ∈ F can be presented as a linear combination of {1, β, β 2 , ..., β −1 } with some coefficients in E. Also, we know that there is an invertible linear transformation with coefficients in B between {γ 1 , γ 2 , ..., γ c , γ c+1 , γ c+2 , ..., γ } and {1, β, β 2 , ..., β −1 }, because they are a basis for F over B.
Combined with the fact that {1, β, β 2 , ..., β −1 } is also a basis for F over E, we can conclude that any symbol y ∈ F can be represented as
Since B ≤ E, we also have
The proof is completed.
Theorem 3. Assume there exists a RS(n , k ) code E over F = G F(q ) with evaluation points set A . The evaluation points are linearly independent over B = G F(q). The repair bandwidth is b and the repair polynomials are p j (x). Then, we can construct a new RS(n, k) code E over F = G F(q ), = a with n = (q a − 1)n , k = n − n + k and
Proof: We first prove the case when a and are necessarily relatively prime using Lemma 3, the case when a and are not relatively prime are proved in Appendix A. Assume the evaluation points of E are A = {α 1 , α 2 , . . . , α n }, then from Lemma 3 we know that they are also linearly independent over E, so there does not exist γ i , γ j ∈ E * that satisfy α i γ i = α j γ j , which implies that {α 1 E * , α 2 E * , . . . , α n E * } are distinct cosets. Then, we can extend the evaluation points to be
and n = (q a − 1)n . We keep the same redundancy r = n − k for the new code so k = n − r .
Assume the failed node is f (α * ) and α * ∈ α i E * . Then, for the node x ∈ α i E * , because the original code satisfies the full rank condition, we have
then we can recover the failed node with p j (x), and each helper in the coset containing the failed node transmits symbols over E. For a helper in the other cosets, x ∈ α E * , = i , by (43),
then every helper in these cosets transmits b n −1 symbols in E on average.
The repair bandwidth of the new code can be calculated from the repair bandwidth condition (10) as
which completes the proof. Note that the calculation in (48) and (38) are similar in the sense that a helper in the coset containing the failure naively transmits the entire stored information, and the other helpers use the bandwidth that is the same as the original code.
As a special case of Theorem 3, when b = r (n − 1) matching the MSR bound (1), we get
where the second term is the extra bandwidth compared to the MSR bound. Next, we apply Theorem 3 to the near-MSR code [16] and the MSR code [17] . The first realization of the scheme in multiple cosets is inspired by [16] . Proof: We first prove the case when a and are relatively prime using Lemma 3, the case when a and are not necessarily relatively prime are proved in Appendix A. We use the code in [16] as the original code. The original code is defined in F = G F(q ) and = r n . The evaluation points are A = {β, β r , β r 2 , . . . , β r n −1 } where β is a primitive element of F .
In the original code, for c = 0, 1, 2, . . . , − 1, we write its r -ary expansion as c = (c n c n −1 . . . c 1 ), where 0 ≤ c i ≤ r − 1 is the i -th digit from the right. Assuming the failed node is f (β r i−1 ), the repair polynomials are chosen to be p j (x) = β c x s , c i = 0, s = 0, 1, 2, . . . , r − 1, x ∈ F . (50) Here c varies from 0 to − 1 given that c i = 0, and s varies from 0 to r − 1. So, we have polynomials in total. The subscript j is indexed by c and s, and by a small abuse of the notation, we write j ∈ [ ].
In the new code, let us define E = G F(q a ) of which a and are relatively prime. Adjoining β to E, we get F = G F(q ), = a . The new evaluation points are A = {βE * , β r E * , β r 2 E * , . . . , β r n −1 E * }. Since A is part of the polynomial basis for F over B, we know that {β, β r , β r 2 , . . . , β r n −1 } are linearly independent over B. Hence, we can apply Lemma 3 and the cosets are distinct, resulting in n = |A| = (q a − 1) log r a . In our new code, let us assume the failed node is f (α * ) and α * ∈ β r i−1 C, and we choose the polynomial p j (x) with the same form as p j (x),
For nodes corresponding to x = β r t γ ∈ β r t E * , for some γ ∈ E * , we know that
Since p j (β r t ) ∈ F , from Lemma 3, we have
which satisfies (43). Since the repair bandwidth of the original code is b < (n + 1) r , from (48) we can calculate the repair bandwidth as
where the second term is the extra bandwidth compared to the original code.
Example 3.
We take an RS(4, 2) code in G F(2 16 ) as the original code and extend it with a = 3, |E * | = 7 to an RS (28, 26) code in G F (2 48 ) with normalized repair bandwidth of b (n−1) < 0.65. The RS (28, 26) code in [16] achieves the normalized repair bandwidth of b (n−1) < 0.54, while it requires = 2.7 × 10 8 . Our scheme has a much smaller compared to the scheme in [16] while the repair bandwidth is a bit larger.
In the above theorem, we extend [16] to a linearly larger sub-packetization and an exponentially larger code length, which means that for the same code length, we can have a much smaller sub-packetization level.
Next, we show our second realization of the scheme in multiple cosets, which is inspired by [17] . Different from the previous constructions, this one allows any number of helpers, k ≤ d ≤ n − 1. The sub-packetization size in the original code of [17] satisfies ≈ (n ) n when n grows to infinity, thus in our new code it satisfies ≈ a(n ) n for some integer a. Proof: We first prove the case when a and are relatively prime using Lemma 3, the case when a and are not necessarily relatively prime are proved in Appendix A. We use the code in [17] as the original code, where the number of helpers is d . We set n − k = n − k and calculate the repair bandwidth for d helpers from the original code when d = d − k + k . Let us define F q (α) to be the field obtained by adjoining α to the base field B. Similarly, we define F q (α 1 , α 2 , . . . , α n ) for adjoining multiple elements. Let α i be an element of order q i over B. The code is defined in the field F = G F(q ) = G F(q sq 1 q 2 ...,q n ), which is the degree-s extension of F q (α 1 , α 2 , . . . , α n ). The evaluation points are A = {α 1 , α 2 , . . . , α n }.
Assuming the failed node is f (α i ) and the helpers are chosen from the set R , |R | = d , the base field for repair
and η t ∈ F , t ∈ [q i ], are constructed in [17] such that {η t p j (α i ), t ∈ [q i ], j ∈ [s]} forms the basis for F over F i . The repair is done using
In our new code, we define E = G F(q a ) = F q (α n+1 ) where a and are relatively prime, and α n+1 is an element of order a over B. Adjoining the primitive element of F to E, we get F = G F(q ), = a . The new code is defined in F. We extend the evaluation points to be A = {α 1 E * , α 2 E * , . . . , α n E * }. Since {α 1 , α 2 , ..., α n } are linearly independent over B, we can apply Lemma 3 and the cosets are distinct. So, n = |A| = (q a −1)n .
Assuming the failed node is f (α * ) and α * ∈ α i E * and the helpers are chosen from the set R, |R| = d, the base field for repair is F i , which is defined by
and η t is the same as that in the original code. Then, we repair the failed node by
For x ∈ αE * , α ∈ A , we have
for some γ ∈ E * . If x / ∈ R ∪ {α * }, since g(x) = 0, no information is transmitted from node x. Next, we consider all other nodes.
which satisfies (43).
When k ≤ d < n − 1, assuming the helpers are randomly chosen from all the remaining nodes, the average repair bandwidth for different choices of the helpers can be calculated as
Here in (64) the second term corresponds to the helpers in the failed node coset, the first term corresponds to the helpers in the other cosets, and in (65) we used d − k = d − k.
In the case of d = n − 1, the repair bandwidth of the code in Theorem 5 can be directly calculated from (48) as
In (65) and (66), the second term is the extra repair bandwidth compared to the original code. In Theorems 4 and 5, we constructed our schemes by extending previous schemes. However, it should be noted that since we only used the properties of the polynomials p j (x), we have no restrictions on the dimensions k of the original codes. So, in some special cases, even if k is negative and the original codes do not exist, our theorems still hold. Thus, we can provide more feasible points of (n, k) using our schemes. This is illustrated in the example below. Example 4. Let us take the RS(12, 8) code as an example. We set q = 2, s = 4, q 1 = 5, q 2 = 9, q 3 = 13 and a = 7. Then, = 2340 and = 16380. Assuming the failed node is f (α * ) and α * ∈ α 1 C, then we repair it in F 1 and set the polynomials in (59). We can easily check that when x ∈ α 1 C, rank F 1 ({η t p 1 (x), η t p 2 (x), . . . , η t p s (x) : t ∈ [5]}) = 20 and when x in other cosets, rank F 1 ({η t p 1 (x), η t p 2 (x), . . . , η t p s (x) : t ∈ [5]}) = 5. Therefore, we transmit 100 symbols in F 1 , which can be normalized to b (n−1) = 0.4545. Compared with the scheme in [17] , which need = 2.4 × 10 19 and b (n−1) = 0.25, we provide a tradeoff between and b.
It should be noted that in this example, the RS(12, 8) code needs to be extended from an RS(3, −1) code, which does not exist. However, since we only used the properties of the polynomials p j (x) and p j (x), the new RS(12, 8) code still works.
D. Numerical Evaluations and Discussions
In this subsection, we compare the existing and the proposed schemes. Table I shows the repair bandwidth and the code length of each scheme. For the comparison, we first show in Figures 1 and 2 the performance of each scheme when the sub-packetization changes, given (n, k) = (12, 10) and (12, 8) , respectively. We only consider n −1 helpers. Two single points (log 2 () = 53.5, b
(n−1) = 0.50) in RS(12, 10) codes and (log 2 () = 64.4, b (n−1) = 0.25) in RS (12, 8) codes are not shown in the figures, they can be achieved by both our second realization in multiple cosets and [17] . We make the following observations. 1) For a fixed (n, k), we compare the normalized repair bandwidth b/[(n − 1)] in different sub-packetization The scheme by Chowdhury and Vardy is in [32] , the scheme by Ye and Barg is in [16] , and the full-length code is in [6] and [7] . sizes. In our schemes in multiple cosets, we have a parameter a to adjust the sub-packetization size. From Theorems 4 and 5 we know that for the two schemes, = a · r n q a −1 and ≈ a · ( n q a −1 ) ( n q a −1 ) , respectively, which means that increasing a will decrease the subpacketization . In our schemes in one coset and two cosets, the parameter a is determined by code length n, and will not be changed by increasing , neither will the normalized repair bandwidth. When q = 2, a = 1, the two schemes in multiple cosets coincides with [16] and [17] , respectively.
2) The scheme in [32] also achieves one tradeoff point in Figure 2 , which can be viewed as a special case of our scheme in multiple coset 1. 3) For fixed n, k, our schemes are better than the full-length code in [6] and [7] for all , except when = 4, for which our scheme in one coset is identical to the fulllength code. 4) While the repair bandwidth of the full-length code grows with , our schemes in one coset and two cosets have a constant normalized bandwidth, and our schemes in multiple cosets have a decreasing normalized bandwidth with . 5) For small : the schemes in one coset and two cosets are better than those in multiple cosets; when n = 12, k = 10, 4 ≤ ≤ 48, the scheme in two cosets provides the lowest bandwidth; when n = 12, k = 8, 4 ≤ ≤ 768, one can show that the scheme in one coset has the smallest bandwidth. 6) For large : the first realization in multiple cosets has better performance than the second realization in multiple cosets, but our second realization works for any number of helpers.
IV. REED-SOLOMON REPAIR SCHEMES FOR MULTIPLE ERASURES In this section, we first present two definitions of the repair schemes for multiple erasures in a MDS code: linear repair scheme definition and dual code repair definition. We prove the equivalence of the two definitions. Then, we present two schemes for repairing multiple erasures in Reed-Solomon codes, where the evaluation points are in one coset and multiple cosets, respectively.
A. Definitions of the Multiple-Erasure Repair
Let us assume a scalar MDS code E over F = G F(q ) has dimension k and code length n. Let a codeword be (C 1 , C 2 , ...C n ). Without loss of generality, we assume {C 1 , C 2 , ..., C e } are failed, e ≤ n − k, and we repair them in the base field B = G F(q), where q can be any power of a prime number. We also assume that we use all the remaining d = n − e nodes as helpers. The following definitions are inspired by [5] for single erasure.
Definition 1.
A linear exact repair scheme for multiple erasures consists of the following.
1) A set of queries Q t ⊆ F for each helper C t , e+1 ≤ t ≤ n. The helper C t replies with {γ C t , γ ∈ Q t }. 2) For each failed node C i , i ∈ [e], a linear repair scheme that computes
where {μ i1 , μ i2 , ..., μ i } is a basis for F over B and coefficients λ im ∈ B are B-linear combinations of the replies
with the coefficients β imγ t ∈ B. The repair bandwidth is
In the following definition, we consider e dual codewords of E , and index them by i ∈ [e], j ∈ [], denoted as (C i j 1 , C i j 2 , . . . , C i j n ). Since they are dual codwords, we know that n t =1 C t C i j t = 0. Definition 2. A dual code scheme uses a set of dual codewords {(C i j 1 , C i j 2 , . . . , C i j n ) : i ∈ [e], j ∈ []} that satisfies: 1) The full rank condition: Vectors
are linearly independent over B.
2) The repair bandwidth condition:
We repair nodes [e] from the linearly independent equations
(72)
Here we use the same condition names as the single erasure case, but in this section, they are defined for multiple erasures. Theorem 6. Definitions 1 and 2 are equivalent.
The equivalence of Definitions 1 and 2 follows similarly as arguments in [6] , except that we need to first solve e failed nodes simultaneously and then find out the form of each individual failure (67). The detailed proof of Theorem 6 is shown in Appendix B, part of which uses Lemma 4 in Section IV-B.
Remark 2.
In this paper, we focus on repairing RS code and apply Theorem 6 to RS code. From [2, Thm. 4 in Ch. 10] we know that with the polynomial p i j (x) ∈ F[x] for which the degrees are smaller than n − k, (υ 1 p i j (α 1 ), υ 2 p i j (α 2 ), . . . , υ n p i j (α n )) is the dual codeword of RS(n, k), where υ i , i ∈ [n] are non-zero constants determined by the evaluation points set A. So, in RS code, Definition 2 reduces to finding polynomials p i j (x) with degrees smaller than n − k. In what follows we use p i j (α t ) to replace the dual codeword symbol C i j t in Definition 2 for RS code. One can easily show that the constants υ i , i ∈ [n] do not affect the ranks in the full rank condition and the repair bandwidth condition.
B. Multiple-Erasure Repair in One Coset
There are several studies about the multiple erasures for full-length RS codes [18] and [19] . Inspired by these works, we propose our scheme for multiple erasures in one coset.
From Theorem 6, we know that finding the repair scheme for multiple erasures in RS code is equivalent to finding dual codewords (or polynomials) that satisfy the full rank condition and repair bandwidth condition. Given a basis {ξ 1 , ξ 2 , ..., ξ } for F over B, we define some matrices as below. They are used to help us check the two rank conditions according to Lemmas 4 and 5, whose proofs are shown in Appendices C and D, respectively. Let the evaluation points of an RS code over F be A = {α 1 , . . . , α n }. Let p i j (x), i ∈ [e], j ∈ [], be polynomials over F, and B a subfield of F. Define
. . . . . . . . .
Lemma 4. The following two statements are equivalent:
Theorem 7. Let q be a prime number. There exists an RS(n, k) code over F = G F(q ) of which n < q a , q s ≤ r and a|, such that the repair bandwidth for e erasures is b ≤ e a (n − e)(a − s) measured in symbols over B, for e satisfying a ≥ e(e−1) 2 (a − s) 2 . Proof: We define the code over the field F = G F(q ) extended by E = G F(q a ), where β is the primitive element of F. The evaluation points are chosen to be A = {α 1 , α 2 , . . . , α n } ⊆ E * , which is one of the cosets in Lemma 1. Without loss of generality, we assume the e failed nodes are {α 1 , α 2 , . . . , α e }. The base field is B = G F(q). Construction III: We first consider the special case when s = a − 1. In this case, inspired by [19, Proposition 1], we choose the polynomials
where {μ 1 , μ 2 , . . . , μ a } is the basis for E over B, and δ i ∈ E, i ∈ [e], are coefficients to be determined. From [19, Theorem 3], we know that for a > e(e−1) 2 , there exists δ i , i ∈ [e] such that p i j (x) satisfy the full rank condition: the vectors V i j = ( p i j (α 1 ), p i j (α 2 ), . . . , p i j (α e )), i ∈ [e], j ∈ [a] are linearly independent over B and the repair bandwidth condition: 
Also, we know that there does not exist nonzero b i j w ∈ B that satisfies i, j b i j w V i j = 0, so we have that vectors {η w V i j , w ∈ [/a], i ∈ [e], j ∈ [a]} are also linearly independent over B. So, from Definition 2, we know that we can recover the failed nodes and the repair bandwidth is
Construction IV: For s ≤ a − 1, consider the polynomials
, are coefficients to be determined.
When x = α i , we have
Since q s −1 ε=1 w −1 ε is a constant, from Lemma 2 we have (w −1 ε ) is a constant independent of j , we have
which means that p i j (x) can be written as
where {λ 1 , λ 2 , ..., λ a−s } are linearly independent over B, ρ j v ∈ B, and they are determined by δ i , μ j and x − α i . From Lemma 4, we know that if the matrix S in (74) has full rank, then we can recover the e erasures. It is difficult to directly discuss the rank of the matrix, but assume that the polynomials above satisfy the following two conditions: 1) S ii , i ∈ [e] are identity matrices.
2) For any fixed i ∈ [e],
Then, it is easy to see that through Gaussian elimination, we can transform the matrix S T to an upper triangular block matrix, which has identity matrices in the diagonal. Hence, S has full rank.
Here, we choose {ξ 1 , ξ 2 , ..., ξ } to be the dual basis of
Therefore, S ii , i ∈ [e] are identity matrices. We set δ 1 = 1, and recursively choose δ i after choosing {δ 1 , δ 2 , ..., δ 
where λ v , v ∈ [a − s], are determined by δ i , μ j and α t − α i .
As a special case of Lemma 5, we have
Then, from (84) we know that the rank of S t y is at most a − s, which means in (89) we only need to consider p corresponding to the independent a −s columns of S t y . So, (89) is equivalent to (a − s) 2 
Thus, the proof is completed. In our scheme, we have constructions for arbitrary a, s, such that a | , s ≤ a − 1, while the existing schemes in [18] and [19] mainly considered the special case = a. It should be noted that the scheme in [19] can also be used in the case of s = a − 1 over E with repair bandwidth (n − e)e − e(e−1)(q−1)
And, with /a copies of the code, it can also reach the same repair bandwidth of our scheme. However, by doing so, the code is a vector code, but our scheme constructs a scalar code.
C. Multiple-Erasure Repair in Multiple Cosets
Recall that the scheme in Theorem 5 for a single erasure is a small sub-packetization code with small repair bandwidth for any number of helpers. When there are e erasures and d helpers, e ≤ n − k, k ≤ d ≤ n − e, we can recover the erasures one by one using the d helpers. However, inspired by [22] , the repaired nodes can be viewed as additional helpers and thus we can reduce the total repair bandwidth. Finally, for every helper, the transmitted information for different failed nodes has some overlap, resulting in a further bandwidth reduction.
The approach we take is similar to that of Section III-C. We take an original code and extend it to a new code with evaluation points as in (44). If a helper is in the same coset as any failed node, it transmits naively its entire data; otherwise, it transmits the same amount as the scheme in the original code. After the extension, the new construction decreases the sub-packetization size for fixed n, and the bandwidth is only slightly larger than the original code.
The location of the e erasures are described by
We assume the erasures are located in h 1 cosets, and after removing one erasure in each coset, the remaining erasures are located in h 2 cosets. Then, for the remaining erasures, removing one in each coset, we get the rest of erasures in h 3 cosets, and so on. Figure 3 also shows the erasure locations described above.
In our scheme, we first repair h 1 failures, one from each of the h 1 cosets. Then, for 2 ≤ i ≤ e, we repeat the following: After repairing h 1 , h 2 , ..., h i−1 failures, we view these repaired nodes as helpers and repair next h i failures, one from each of the h i cosets.
The repair bandwidth of the scheme is showed in the following theorem. , where q i is the i -th prime number that satisfies s|(q i − 1), s = (n − k)! and a is an integer. For e erasures and 
where h i , i ∈ [e] are the parameters that define the location of erasures in Fig. 3 .
Proof:
We first prove the case when a and are relatively prime using Lemma 3, the case when a and are not necessarily relatively prime are proved in Appendix A. We use the code in [22] as the original code. Let F q (α) be the field obtained by adjoining α to the base field B = G F(q). Similarly let F q (α 1 , α 2 , . . . , α n ) be the field for adjoining multiple elements. Let α i be an element of order q i over B and h be the number of erasures in the original code. The original code is defined in the field F = G F(q ) = G F(q sq 1 q 2 ...q n ), which is the degree-s of extension of F q (α 1 , α 2 , . . . α n ). The evaluation points are
In the original code, we assume without loss of generality that there are h failed nodes f (α 1 ), f (α 2 ), . . . , f (α h ). Consider the polynomials for failed node f (α i ), 1 ≤ i ≤ h, as
for R ⊆ A , |R | = d being the set of helpers. The set of repair polynomials are [22] to ensure that
Then, the failed nodes are repaired one by one from
. . α h }, p i j (x) = 0 and no information is transmitted. Once f (α i ) is recovered, it is viewed as a new helper for the failures i + 1, i + 2, . . . , h.
Since F [h] ≤ F i , the information transmitted from the helper α can be represented as
are the dual basis for F i over F [h] . We used the fact that
The original code satisfies the full rank condition for every i ∈ [h], and each helper α transmits [22] rank
symbols over F [h] , which achieves the MSR bound. In our new code, we extend the field to F = G F(q ), = a , by adjoining an order-a element α n+1 to F. We set
Assume first that each coset contains at most one failure, and there are h failures in total. We assume without loss of generality that the evaluation points of the h failed nodes are in {α 1 E * , α 2 E * , . . . , α h E * }, and they are α 1 γ 1 , α 2 γ 2 , . . . , α h γ h for some γ w ∈ E, w ∈ [h]. Let the set of helpers be R ⊆ A, |R| = d. We define the polynomials
The set of repair polynomials are
where η it ∈ F are the same as the original construction. We use field F i as the base field for the repair.
. . α h γ h }, p i j (x) = 0 and no information is transmitted. Next, we consider all other nodes. If x = α i γ for some γ ∈ E * , we have
Since η it , α i ∈ F and g i (x) is a constant independent of j , we have 
Using the fact that g i (x) is a constant independent of j , x ∈ F [h] and η it ξ im ∈ F , from Lemma 3 we know that
where the last equality follows from (99) and d − k = d − k. So, each helper in the other cosets transmits h d−k+h symbols over B.
Using the above results, we calculate the repair bandwidth in two steps. Suppose that e failures are to be recovered. Compared to the naive strategy which always uses d helpers to repair the failures one by one, our scheme gets a smaller repair bandwidth since the recovered failures are viewed as new helpers and we take advantage of the overlapped symbols for repairing different failures similar to [22] .
In the case when n e(q a − 1), or when we arrange nodes with correlated failures in different cosets, we can assume that all the erasures are in different cosets, h 1 = e, h 2 = h 3 = ... = h e = 0. For example, if correlated failures tend to appear in the same rack in a data center, we can assign each node in the rack to a different coset. Under such conditions, we simplify the repair bandwidth as
Indeed, one can examine the expression of (94). With the constraint that e i=1 h i = e, the first term h 1 (q a − 1) − e) is an increasing function of h 1 and the second term
is a decreasing function of h 1 . Under the assumption that n is large, the second term dominates, and increasing h 1 reduces the total repair bandwidth b. Namely, h 1 = e corresponds to the lowest bandwidth for large code length.
In particular, when d = n − e, h 1 = e, we have
where the second term is the extra repair bandwidth compared with the MSR bound. Fig. 4 . Comparison of the schemes, q = 2, n = 16, k = 8, e = 2, x-axis is the log scale sub-packetization size, y-axis is the normalized repair bandwidth. The scheme by Mardia, Bartan and Wootters is in [19] , and the scheme by Ye and Barg is in [22] .
D. Numerical Evaluations and Discussions
In this subsection, we compare our schemes for multiple erasures with previous results, including separate repair and schemes in [19] and [22] .
We first demonstrate that repairing multiple erasures simultaneously can save repair bandwidth compared to repairing erasures separately. Let us assume e failures happen one by one, and the rest of n − 1 nodes are available as helpers initially when the first failure occurs. We can either repair each failure separately using n − 1 helpers, or wait for e failures and repair all of them simultaneously with n − e helpers. Table III shows the comparison. For our scheme in one coset, separate repair needs a repair bandwidth of e a (n − 1)(a − s) symbols in B, simultaneous a repair requires bandwidth of e a (n − e)(a − s). For our scheme in multiple cosets, we can repair the failures separately by n − 1 helpers with the bandwidth of e n−k [n − 1 + (n − k − 1)(q a − 2)], and with simultaneous repair we can achieve the bandwidth of e n−k [n − e + (n − k − e)(q a − 2)]. One can see that in both constructions, simultaneous repair outperforms separate repair.
Nest we compare our scheme for multiple erasures with the existing schemes. Figure 4 shows the normalized repair bandwidth for different schemes when n = 16, k = 8, e = 2, q = 2. Table IV shows the comparison when n = 64, k = 32, e = 2, q = 2. We make the following observations:
1) For fixed (n, k) and our scheme with multiple cosets, we use the paremeter a to adjust the sub-packetization size. From Theorem 8, we know that ≈ a ·( n q a −1 ) ( n q a −1 ) , [22] which means that increasing a will decrease the subpacketization . In our schemes with one coset and two cosets, the parameter a is determined by the code length n, so increasing will not change a or the normalized repair bandwidth. When q = 2, our code with a = 1 coincides with that of [22] . 2) For small and full-length code ( = log 2 n), the scheme in [19] has the smallest normalized repair bandwidth.
(Our scheme in one coset also achieves the same point as Scheme 1 in [19] when = log 2 n.) 3) When grows larger (4 < < 2.1 × 10 7 in Figure 4 , 6 < < 3.3 ×10 11 in Table IV) , our scheme in one coset has the smallest repair bandwidth. 4) For extremely large ( ≥ 2.1 × 10 7 in Figure 4 , ≥ 3.3 × 10 11 in Table IV ), our scheme in multiple cosets has the smallest repair bandwidth. 5) The scheme in [22] also achieves one point in both Figure 4 and Table IV , which can be viewed as a special case of our scheme in multiple cosets.
V. CONCLUSION
In this paper, we designed three Reed-Solomon code repair schemes to provide a tradeoff between the sub-packetization size and the repair bandwidth. Our schemes choose the evaluation points of the Reed-Solomon code from one, two, or multiple cosets of the multiplicative group of the underlying finite field. For a single erasure, when the sub-packetization size is large, the scheme in multiple cosets has better performance, it approaches the MSR bound. When sub-packetization size is small, the scheme in one coset has advantages in repair bandwidth. The scheme in two cosets has smaller repair bandwidth with certain parameters in between the other two cases. For multiple erasures, our scheme in one coset has constructions for arbitrary redundancy n −k and our scheme in multiple cosets reduced the sub-packetization size of an MSR code. The two schemes together provided a set of tradeoff points and we observe similar tradeoff characteristics as in the single erasure case. In spite of several tradeoff points we provided in this paper, the dependence of the sub-packetization size versus the repair bandwidth is still an open question.
APPENDIX A PROOF OF SCHEMES IN MULTIPLE COSETS
FOR THE CASE OF ARBITRARY a AND In this section, we first introduce a lemma similar to Lemma 3 that does not require a and to be relatively prime. By applying this lemma, our constructions in multiple cosets for single and multiple erasures can be generalized when a and are arbitrary integers.
We note that a finite field F = G F(q ) is also a vector space over G F (q) . Let E be a subspace of F. Define the subspace spanned by a set of elements {γ 1 , γ 2 , . . . , γ i } ⊆ F over E as span E {γ 1 , γ 2 , . . . ,
The rank rank E ({γ 1 , γ 2 , ..., γ i }) is defined to be the cardinality of a maximal subset of {γ 1 , γ 2 , ..., γ i } that is linearly independent over E. Lemma 6. Let B = G F(q), F = G F(q ), F = G F(q ), = a , and q be any power of a prime number. Define the subspace E = span B {β 1 , β 2 , . . . , β a }, where {β 1 , β 2 , . . . , β a } is a basis for F over F . For any set of {γ 1 , γ 2 , ..., γ } ⊆ F ≤ F, we have rank E ({γ 1 , γ 2 , ..., γ }) =rank B ({γ 1 , γ 2 , ..., γ }).
(109)
Proof: Assume rank B ({γ 1 , γ 2 , ..., γ }) = c and without loss of generality, {γ 1 , γ 2 , ..., γ c } are linearly independent over B. Then, we can construct {γ c+1 , γ c+2 , ..., γ } ⊆ F to make {γ 1 , γ 2 , ..., γ c , γ c+1 , γ c+2 , ..., γ } form a basis for F over B.
Since {β 1 , β 2 , . . . , β a } is the basis for F over F , we know that {β i γ 1 , β i γ 2 , ..., β i γ c , β i γ c+1 , β i γ c+2 , ..., β i γ : i ∈ [a]} is the basis for F over B. Then, we have F = span E {γ 1 , γ 2 , ..., γ c , γ c+1 , γ c+2 , ..., γ }, namely, {γ 1 , γ 2 , ..., γ c , γ c+1 , γ c+2 , ..., γ } is a basis for F over E, hence {γ 1 , γ 2 , ..., γ c } are linearly independent over E, rank E ({γ 1 , γ 2 , ..., γ }) ≥c =rank B ({γ 1 , γ 2 , ..., γ }).
Since B ⊆ E, we also have rank E ({γ 1 , γ 2 , ..., γ }) ≤rank B ({γ 1 , γ 2 , ..., γ }).
(111)
The proof is completed. For the schemes in multiple cosets when a and are not relatively prime, we just use the subspace E = span B {β 1 , β 2 , ..., β a } to replace the subfield G F(q a ). We denote by E * = E\{0} for the subspace E. The evaluation points of the new code are {γ E * : γ ∈ A } where A ⊆ F is the set of evaluation points for the original code. In the proofs, we use Lemma 6 instead of Lemma 3. For example, from Lemma 6 we know that the new evaluation points are all distinct if the elements in A are linearly independent over B.
APPENDIX B PROOF OF THEOREM 6
In this section, we prove the equivalence of Definitions 1 and 2. We first show that the dual code scheme in Definition 2 reduces to a linear repair scheme as in Definition 1 in Lemma 7. Then, we show that Definition 1 reduces to Definition 2 in Lemma 8 and Lemma 9. (112)
Here, C i j t can be written as
where {ξ 1 , ξ 2 , . . . , ξ } and {ξ 1 , ξ 2 , . . . , ξ } are the dual basis for F over B. Then, we can rewrite (112) in matrix form as
where S it ∈ B × is called the repair matrix defined as
Let
for all δ m ∈ F. In particular, let δ m , m ∈ [], be a basis for F over B, Then,
which in turn implies that θ i j t also satisfies (121). Note that the repair bandwidth (122) also satisfies b = n t =e+1 
