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ABSTRACT
This thesis has three objectives. First, the thesis evaluates the alternative indirect
methods of measuring or identifying Iran's comparative advantage through revealed
trade performance. Secondly, it seeks to identify Iran's export potential by
considering similar and comparable economies. Thirdly, it explores the potential
volume and direction of fran's trade flows by using a gravity model.
The thesis primarily provides a review and an evaluation of the theory and
empirical robustness of the law of comparative advantage. The application of
indirect methods proves to be useful in identifying Iran's activities of comparative
advantage. Alternative indices of revealed trade performance are used to measure
Iran's revealed comparative advantage (RCA) for non-oil exports. The results based
on these three measurements are found to be consistent, and also show that Iran has
export characteristics which reflect the endowments of this natural-resource-
abundant developing country. Iran's exports tend to lie in natural-resource-intensive
goods, mostly agricultural products, and generally labour-intensive products.
Relatively weak export performance is identified in capital-intensive and human-
capital-intensive products.
Upon determining the commodities in which Iran has a revealed comparative
advantage, the thesis investigates how Iran's export composition may be expected to
evolve in future. Export similarity indices and the revealed export performance of
comparator countries are used to identify the scope for intra- and inter-industry
export diversification.
Finally, a gravity model is estimated in order to compare the actual and
potential volume and direction of Iran's trade. The results show that Iran's current
actual trade is larger than that predicted by the model. The current 'over-trade'
figures arise from fran's oil exports to a few industrial countries. Actual trade with
the developing countries as a whole is by contrast lower than predicted.
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Chapter 1
Introduction
1.1. Background
Most models of international trade explain the commodity composition and direction
of trade in terms of the law of comparative advantage: countries tend to export those
goods which have the lowest relative costs and, therefore, prices under autarky.
Different models focus on particular commodity characteristics and/or country
characteristics to determine the pattern of relative autarkic costs; for instance
technological factors in the case of the Ricardian model and factor
intensity/endowment differences in the case of the Heckscher-Ohlin model. However
the concept of comparative advantage is difficult to quantify and test directly:
relative prices under autarky are not observable for countries that have long engaged
in international trade, and even if they were, the law does not imply a simple
deterministic relationship between comparative advantage and the volume of trade.
Despite these difficulties, and given the central nature of concept of
comparative advantage to both theoretical and policy discussions, economists have
persisted in their attempts to apply it to real-world circumstances. These involve
indirect methods which use information derived or revealed from post-trade
situations and assumptions about the relationship between observable and
unobservable variables. Such indirect approaches are often concerned with
explaining trade patterns in terms of a particular model, that is of a particular set of
trade determinants, rather than with the explicit assessment of comparative
advantage. It is on the attempts to assess the latter, that is to 'measure' revealed
comparative advantage in the context of fran, that this thesis initially focuses.
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Iran as a developing country faces a particularly interesting situation amongst
Middle East countries. Trade is most important to Iran because it is a major oil
producing country and is, therefore, dependent on oil as a source of export income
as is also the case in other oil producing developing economies. Iran needs to
promote non-oil goods along with oil-based products as the source of trade. In
recent years, the Iranian economy has faced severe pressures on her capacity to
export and consequently the Iranian government has implemented certain economic
reforms to cope with these pressures.
Iran has experienced considerable fluctuations in economic prosperity as the
real price of oil has changed, especially after the oil price increase in 1973. In
addition, the war between Iran and Iraq over the period 1980 to 1988 eroded the
country's productive capacity. Despite the adverse effects of war, Iran has
experienced in the post war period increased productive capacity and increased
exports of raw materials as well as agricultural and manufactured goods.
Following a relatively harsh recession during the war, economic recovery
started and the economy experienced growth from 1989. In 1991 the first Five Year
Economy and Social Development Plan was implemented comprehensively.
Strengthening the economic structure of the country through making investments in
the infrastructure and raising output were among the major goals targeted by the
government's economic policies.
Following the implementation of policies for promoting and facilitating
industrial production, manufacturing activities sharply increased their outputs. The
measures adopted to liberalise industries, such as the facilitation of the import of raw
materials, machinery and spare parts, and the gradual elimination of pricing and
distribution controls, impacted heavily on the expansion of manufacturing activities.
With the utilisation of additional productive capacity of the existing establishments as
well as the newly-started units, the production of the large manufacturing
establishments grew by 29 per cent in 1990. The growth of production has
accelerated in all industrial sub-sectors in general, and in basic metals, fabricated
metal products plant and machinery, and chemicals in particular. The production of
major agricultural products experienced considerable growth such that the growth of
the value-added in this sector reached 8 per cent: this growth was mainly due to the
increase in wheat production. The increase in non-oil exports under 'import through
the free market without the allocation of foreign exchange" which served to raise the
rate of foreign exchange contracts was among the major factors behind the increase
1 i.e. freedom to import without needing to obtain permision from the goverment.
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in non-oil exports. Moreover, the effects of the policies adopted at the end of 1990,
aimed at facilitating the promotion of non-oil exports, such as the exemption from/or
concessions in depositing surrender requirements for certain exports were, the other
reasons for the increase in non-oil exports in 1991. In addition to the above policies,
to promote non-oil exports new policies were adopted in early 1992, which in line
with the plan for the 'sale of foreign exchange at floating rate to the exporters' 2, to
settle all of their surrender requirements, played a significant role in promoting
exports.
These characteristics of production, and exports in particular after the war
with Iraq can be partially interpreted by adopting the narrower, more specific
approach of analysing Iran's comparative advantage. This approach will be adopted
in this study. Such knowledge is useful for policy-makers who set target levels of
exports and make adjustments in the utilisation of resources in the light of the
international comparative advantage of Iran in the case of basic agriculture
commodities and manufactured exports. Since foreign trade has grown
proportionately more than the domestic economy over the past seven years in the
post war period, it seems likely that trade may have served as a major engine of
economic growth.
The important issue for the future concerns how much, and in what direction,
to further increase in these activities, and to what extent Iran's current trade can be
sustained. This thesis attempts to evaluate the RCA indices by investigating the
nature of each index individually and then examining the issues with respect to Iran's
exports. It aims to determine the commodities in which Iran has a comparative
advantage, to model the volume of trade, and finally to ascertain where the markets
may exist for Iran's exports. Within each part of the thesis we try to draw some
conclusions and policy implications from the empirical results.
1.2. Aim and Methodology
The most fundamental problem encountered in measuring comparative advantage is
that the empiricist has no information on autarkic prices from which to construct
estimates of comparative advantage. Therefore, indirect methods of measurement
which use information derived from trade performance will be employed in order to
determine Iran's revealed comparative advantage.
2 The exporter is subsidied by the government for whatever amount the market rate exceeds the
official rate.
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After considering indirect methods and the conceptual issues and problems
involved in testing and measuring comparative advantage, we aim to ascertain the
nature of commodities that Iran can and should export in order to realise her
comparative advantage. The first empirical section of this thesis will examine this
issue. The concept of revealed comparative advantage is used to examine Iran's
current export performance in an attempt to determine if any useful characteristics
can be identified for predicting future trends. Part of this task entails attempting to
determine whether Iran's exports are now following lines previously taken by oil-
exporting developing countries or whether significant differences exist. A product-
by-product analysis of Iran's revealed comparative advantage is undertaken in order
to identify those categories in which Iran has a comparative advantage. 67 categories
in 9 sections at 2-digit SITC (R3) are included in the empirical analysis. We compare
RCA indices over 1986-9 1 with indices a period before the Iranian revolution, 1977-
79, in order to study any differences in Iran's exports pattern between the two.
The results suggest that Iran mostly has export characteristics similar to those
of oil-exporting developing countries. Iran's export performance lies in natural-
resource-based manufactured goods, often agricultural products, and generally
labour-intensive products. Iran's poorest export performance lies in capital-intensive
and human-capital-intensive products in which the difficulties Iran is facing are very
obvious.
After determining the commodities in which Iran has a revealed comparative
advantage, it is important to explain Iran's trade pattern as a developing country in
order to investigate the potential future areas of comparative advantage. Revealed
comparative advantage, which is based on past performance, is of course a possible
starting point. But in looking to the future we need to consider how the economy's
resource endowments, and therefore comparative advantage and competitiveness,
may change. The study looks at three analytically separate but interrelated aspects of
the process of identifying comparative advantage and export potential: the
identification of similar or comparator economies, the identification of products with
export potential and the identification of potential export markets. As the analysis is
primarily aimed at establishing the potential exports for the Iranian economy, we
look at six different countries with relatively similar stages of development.
Evaluation of the results reveals considerable similarities between the Iranian and
Turkish economic structures. The results suggest that if Iran wants to reach the same
position as Turkey, it has to increase the efficiency of labour-intensive industries
which are linked to traditional activities and of agro-based industries.
1.4
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Finally, the major policy issue for Iran is how much and in what direction and
to what extent her current exports can be sustained. This part of the thesis aims to
answer this question by exploring the potential volume and direction of Iran's trade
by using a gravity model.
Export and import patterns are allocated through cross-country regressions
based upon 76 countries, and then used to predict the value of trade flows of Iran
with all these 75 countries. Data of bilateral trade flows between these 76 countries
and the data of GDP and population for each individual country in 1990 are
analysed. We also utilise the data pertaining to the distance between the countries'
commercial activity centres. The gravity model explains bilateral international flows
by economic forces (a country's production capacity and income and its population
size) and the costs of transportation and other natural trade obstacles. We also divide
the sample of trade flows into four sub-sample groups: intra-industrial-countries'
trade flows, intra-developing-countries' trade flows, industrial countries' exports to
developing countries and developing countries' exports to the industrial countries.
We believe that the variables included in our model may affect trade flows differently
if countries are in different stages of development. We run the regression for each
sub-sample group and obtain the coefficient for each variable and then test the
equality of the coefficients across sub-sample groups. We conduct a number of
further tests to derive a preferred model and then use this as our basis for predicting
Iran's trade flows. The results based on this model show that Iran's current actual
trade is larger than predicted trade. The current 'over-trading' figures arises from
Iran's oil exports to a few industhal countries. Actual trade with the developing
countries as a whole is by contrast lower than expected. The over trading results
relate to non-oil trade flows with both industrial and developing countries.
1.3. Structure of the Study
This study is organised into nine chapters. Chapter 1 explains the objectives, aims
and methodology of the thesis.
Chapter 2 describes Iran's main economic sectors and in particular the
structure of trade and its direction as well as policy toward/and composition of trade
viewed from a recent historical perspective. The discussion concerns trade statistics
from 1977 to 1991. It also discusses the important issues and macro economic
policies relating to trade policy after the Iranian revolution (1979).
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Chapter 3 provides a review and an assessment of the Ricardian theory or law
of comparative advantage, the source of comparative advantage and the empirical
robustness of the Heckscher-Ohlin model.
Chapter 4 considers the measurement of comparative advantage. We review
several measures of comparative advantage based on production, consumption,
import and export data. Because of a problem of consistency between statistics of
production and trade, we consider trade data only. Chapters 3 and 4 can be viewed
as a basis for the model formulation and testing which is set out in chapter 5.
Chapter 5 examines empirically the evolution of revealed comparative
advantage indices for Iran. Alternative indices are used to evaluate Iran's revealed
comparative advantage in both the oil and non-oil exports sectors. We compare our
calculated RCA indices of 1986-91 with the indices for the two years before the
revolution in order to explore any differences in the pattern of exports between these
two periods.
Chapter 6 undertakes an empirical analysis of Iran's potential comparative
advantage. This examines how information on the trade performance of similar
economies can be used as a guide to Irarfs export potential. The study then
investigates three analytically separate but interrelated aspects of the process of
identifying comparative advantage and export potential: the identification of similar
economies, the identification of products with export potential and the identification
of potential export markets. The analysis considers the trade performance of similar
or comparator economies.
Chapter 7 provides a review of gravity modelling principles and describes the
structure of the gravity equation for international trade flows in a bilateral model and
then a multi-country model.
Chapter 8 explores the potential volume and direction of Iran's trade by
estimating a gravity model. The analysis defines export and import patterns through
cross-country regressions based upon 76 countries, and then predicts the expected
value for Iran's trade flows with all these 75 countries in 1990. The analysis divides
the equations into four sub-samples: intra-industrial-countries' trade flows, intra-
developing countries trade flows, industrial countries' exports to developing
countries and developing countries' exports to industrial countries for zero and non-
zero flows separately.
Finally chapter 9 presents a summary of the empirical results and some of their main
policy implications.
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Chapter 2
An Overview of the Iranian Economy
2.1. Introduction
The Iranian economy is basically divided in two major sectors. Apart from the oil
sector which is the main source of income, agricultural products account for the
largest proportion of foreign trade. Iran was a predominantly agricultural economy
before the beginning of oil production, therefore we describe the structure of the
economy on an oil versus non-oil basis. In this chapter the main economic sectors
which are directly relevant to our empirical analysis of the Iranian economy are
selected. This chapter is organised in the following form: Section 2 briefly reviews
the structure of the Iranian economy and presents the main economic. This is
followed with the policy and framework of the trade sector in section 3. Finally
section 4 offers a summary of the study.
2.2. The Structure of Main Economic Sectors
The economic structure of Iran from the mid nineteenth to the early twentieth
century was one of the integration of a pre-capitalist economy into the world market
under a free trade regime. With the system agreed through a treaty with Russia, and
subsequent treaties with other trading partners, the state lost its tariff autonomy and
this was not regained until 1928.' From the early nineteenth century up to the eve of
the First World War there was a rapid growth in foreign trade which particularly
I According to these treaties all imports and exports were subject to a single 5 per cent ad valorem
duty, and foreign merchants were exempt from all inland and transit duties. The 5 per cent duty
was, however, a maximum; competition between different customs farmers would normally drive
the rates down to less than 2 per cent. In 1902 and during the 1920s separate tariff treaties were
signed with Britain and Russia, but they did not substantially alter the import duties.
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accelerated from the 1 850s. Total trade (exports plus imports) in real terms is
estimated to have increased by three times in the first half of the century, and by four
times during the 1860-1914 period (Issawi 1971, pp. 130-1). Though this rate of
growth was less than the increase in the foreign trade of other Middle Eastern
regions during the same period, it was nevertheless significant enough to bring about
important transformations in the Iranian economy.2
To sum up, though the integration of the Iranian economy into the world
market brought about a once and for all increase in the level of output - especially in
the agricultural sector - it failed to create the conditions for the development of an
internally dynamic economic structure due to a lack of organisation between
different economic sectors. On the contrary, the forms of production which
developed in the agricultural and manufacturing sectors not only prevented the
possibility of self-sustained and mutually interacting growth in these two sectors in
the subsequent periods, but also concentrated their capacity to respond to external
demand. In the manufacturing sector, although the restrictive regulations of the
traditional guild system were undermined, competition from cheap imported
manufactures did not allow the development of the industrial market, nor did the
simple commodity-producing sector which replaced the traditional guild system
achieve the kind of internal dynamism which characterised the European industries.
The problem of a lack of dynamism in the manufacturing sector, however, was not
solely confined to the deficiency of demand. Even if external demand conditions had
been favourable, one would have expected the prevailing semi-feudal relations of
production and stagnant labour productivity in the agricultural sector to check the
process of industrialisation at an early stage.
2.2.1. Agriculture
The early agricultural strategy was based on the assumption that it alone
underpinned economic expansion and growth. All other economic policies and
programs had to be formulated in direct relation to agriculture. Industry itself was
primarily to serve agriculture's needs for light and heavy machinery, and other
sectors were also to support agricultural production towards self-sufficiency. To
serve this strategy the policies pursued by the government included subsidies at the
2 During the 1800-1913 period, Egypt's foreign trade is estimated to have increased by 50 to 60 fold
in real terms and that of Turkey by 15 to 20 fold, and 'the available figures for Iraq and Syria also
indicate a much higher rate of growth than Iran' (Issawi 1971, PP. 70-1). In 1915 per-capita foreign
trade of Iran, Turkey, and Egypt, were $9, $15 and $24, respectively (Issawi 1981, p.68), while the
figure for the underdeveloped world as a whole was $8 (Bairoch 1981, p.109).
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producer and consumer levels, price controls, import restrictions and export
promotion.
State intervention in the agricultural sector has involved import restrictions
through quantitative quotas or exchange rationing of luxury items (e.g., exotic fruits,
coffee, chocolate, etc.). Production and exports of traditional items in turn were
encouraged by allowing exporters to sell part or all of their exchange earning in the
free market or to import scarce items without exchange permits.
The policy on agriculture and food subsidies began to undergo marked
changes after the cease-fire with Iraq in 1988. In 1989, the government's farm
policies shifted toward price decontrol and market deregulation. Farmers were
generally freed from the obligation of selling their produce to the state purchasing
centres, Of all farm commodities, price controls were kept on only 20 products
including wheat. Price adjustments were also allowed in the case of farm machinery,
both locally produced and imported, with a view to raising prices of many
agricultural products to international levels.
2.2.2. Industry
Iranian industries include handicrafts, small rural and urban workshops, large-scale
consumer-goods enterprises, and modern heavy industries. Handicrafts have
historically represented Iran's creative and artistic endeavours: Persian carpets; silk
cotton, felt and wool textiles; embroidered cloth; coloured glassware; gold; silver
and copper metalwork; inlaid woodworks; enamelled items; and leather goods.
These products have traditionally met domestic demand, and exports have earned
foreign currency. An estimated 90 per cent of the raw materials used in these crafts
are home-grown and an adjunct to agricultural activities.
Small industrial workshops - those employing 9 individuals or less - dot the
rural and urban landscapes. Rural cottage-level industries are nearly all household
units where mostly female members provide their service communally without formal
or regular payment. A majority of these units are engaged in hand-made carpet
weaving and textiles, and the rest in food and other activities. 3 Total value-added by
this subsector to the non-oil GDP is low.
Medium and large-scale manufacturing enterprises, employing at least 10 and
upward of 1,000 workers, comprise 9 major categories: food, beverages and
3 There are reportedly more than one million carpetlooms in the country, providing income to some
8 million workers. Kavhan Havai, June 17, 1992, p. 2.
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tobacco; textile, apparel and leather; lumber and wood products; pulp and paper;
chemicals and petrochemicals; non-metals and minerals; basic metals; machinery and
transport equipment; and others. In 1990-91, while there were an estimated 352,000
urban industrial units in fran, no more than 13,000 were classified as medium or
large enterprises. Despite their relatively small number, however, medium and large
companies accounted on average for about 50 per cent of value-added in the
industrial sector.4 fran's heavy industries are still the weakest sector in the economy.
Aluminium is a high-cost, high-energy-using operation, heavily dependent on foreign
materials. Copper has little domestic use, and its exports are subject to intense
competition in the world market.
2.2.3. oil and Gas
The Iranian economy produces and consumes a vast variety of energy materials: oil,
gas, coal, and traditional fuels. Due to Iran's enormous resources of hydrocarbons,
and comparative advantage in their derivative products, petrochemicals are also
discussed.
The 1979 revolution brought about significant changes in the structure and
policy direction of Iran's petroleum industry. In fact, no other sector of the Iranian
economy was as thoroughly affected by the 1979 revolution, and subjected to so
many conflicting internal policies. Similarly, no other factor influenced the behaviour
and performance of the domestic economy as much as petroleum output and
exports. The country's policies regarding the production, export, marketing and
pricing of crude oil during the 1 980s were heavily influenced by the Iraq-Iran war.
Within a 14-year period, crude oil prices tripled during the first year of the
revolution, fell to one-fifth of the early peak in 1986, and shot up again to near the
early 1980 level after the Persian Gulf war, before settling down to a mid-range
between the two extremes. Official figures put crude oil production in 1980 at 1.48
million barrels per day (mb/d) on average, showing a massive 57 per cent decline
from 1979. Crude exports amounted to 762,000 b/d on average - a 70 per cent drop
the year before. Part of the decline was due to the government's deliberate decision
to reduce overall oil output; another part was due to reduced demand for high-priced
Iranian crude. On the eve of the Iraq-Iran war in September 1980, crude exports
stood at about 700.000 barrels a day.
see Comprehensive Industrial Statistics 1988, Statistics of Industrial Workshops 1987, and
Statistics of Large Industrial Units under the Management of Public Sector in Iran (Tehran: Iranian
Statistical Centre. 1985 and 1990) and for a summary, see Iran Focus, December 1989, p. 14.
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Since the cease-fire with Iraq in 1988, extensive and concerted efforts have
been made by the government to repair war damages to oil terminals, platforms and
other export facilities. With the intention of expanding sustainable production
capacity to 4 mb/d by March 1993, 4.5 mb/d by March 1994, and 5.5 mb/d by the
turn of the century, a three-pronged pian was put into action. The first phase of the
plan was to increase drilling activities, including the drilling of new wells and the
repair of damaged ones. The number of rigs rose from 8 in 1989 to 50 in 1990 and
was expected to reach 60 in the following year. In the second phase the number of
oil fields was increased to 47 as mandated by the five-year plan, and the number of
wells to 800.
2.3. The Structure of Foreign Trade
Iran's foreign economic relations and policies under the Islamic Republic were
influenced by five factors: the early revolutionary ideology; diplomatic disputes with
the United States and the West; the war with fraq; instability in the global oil market;
and domestic political uncertainties. Ideology has had a contentious impact on the
conduct of foreign trade. Quarrels with Washington resulted in the freeze on Iran's
dollar reserves held abroad, and international sanctions on Iranian imports and
exports. The Iran - Iraq war reduced oil exports and increased war-related imports.
Oil market fluctuations had a serious impact on the country's export earnings and the
government's budgetary planning. Political uncertainties encouraged capital flight,
and impaired access to world capital markets.
Confronted with these internal and external challenges, the authorities'
response was a pragmatic mixture of controls and restrictions. As a result, the
former regimes relatively liberal exchange system gradually became restrictive,
bilateral, complex, and inefficient. Trade became largely restricted and regulated, and
the exchange system became multiple and controlled. Imports became a virtual state
monopoly for most of the 1980s.
2.3.1. Ideological Legacy
It is argued that Iran's large land area, a good variety of climatic conditions, excellent
productive capacity, and ample mineral and marine resources provide a solid base for
self-sustained growth. An enlightened and caring leadership, it is held, could unleash
the nation's actual and potential capabilities. Under proper planning and with
judicious use of technology and education and given that Iran has the appropriate
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resources, self-sufficiency in agriculture, industry, and business management could
be attained. It was maintained that the previous regime's devotion to foreign powers,
and the economy's heavy dependence on oil had turned the country's economic
direction against the interests of the poor and the deprived. It was claimed that none
of the major economic sectors - industry, mining, constructions, services,
agriculture, and livestock - could operate efficiently without imports of raw
materials, semi-processed goods, and capital machinery. There was a pressing need
for a structural reorganisation of the economy, and particularly of foreign trade.
In line with this ideological precondition for basic self-sufficiency and inward-
oriented growth, a strong faction pressed hard for the nationalisation of foreign
trade, and the strict public management of imports and exports. Control over foreign
trade thus became a major issue between the conservative right and the radical left
among top policy makers. As mandated by Article 44 of the 1977 Constitution, a bifi
designed to place fran's imports and exports totally in the government's hands was
passed by the first Parliament in 1981. The Foreign Trade Nationalisation Act
required the government to submit enabling legislation within two months in order to
properly implement the constitutional provision. A subsequent bill, duly proposed by
the government within this time, envisaged a virtual government monopoly over
foreign trade. Specialised public agencies in charge of imports, exports, commercial
services, and other trade activities were to be established in the public sector.
The Foreign Trade Nationalisation Act of 1981, when duly reviewed by the
Council of Guardians, was rejected as both unlslamic and unconstitutional. To meet
the Council's objections, the Parliament approved a revised version of the bill in
1984, cancelling the states' total monopoly over imports, but assigning four-fifths of
the import trade in all essential goods to the government, to be implemented within
four years. Non-governmental importers had to be approved by the Ministry of
Commerce and were to proceed within a system of quota allocation and price
supervision. Exports were also to be placed in state hands within four years. The
objectives of the revised law were declared to be: freedom from foreign domination
and independence from politico-economic polarity; expansion of trade with Moslem
and Third World countries; protection of home industries; redirection of imports
from conspicuous consumption to Islamic patterns; improvement of quality and
diversification of exports; and balance-of-payments equilibrium. The new law was
passed. No further legislative action was subsequently taken on the issue. Dominance
and control over external trade by the government was later achieved through the
allocation of exchange and the annual regulation of imports and exports.
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Over the following years, the government became in practice the prime
importer of goods and services, gradually replacing the private sector. The
administrative device that had been set up earlier in anticipation of a foreign trade
takeover was retained under the wartime exigency powers. As a first step toward the
nationalisation of foreign trade, a limited number of centres was established. The
centres' task was to supervise and control the provision of national import needs and
the distribution of imported goods through proper channels at controlled prices. The
centres had an exclusive monopoly over the import of metals, textiles, pulp and
paper, machinery, spare parts, electrical equipment, foodstuffs, plastic materials,
chemicals, and electronic wares. All importers had to go through the centres in order
to obtain authorisation to open letters of credit with banks; they also had the
obligation to sell at least 30 per cent of their imports through the centres. The
government's centres could also import those goods on their own and distribute them
to various consumer co-operatives, guilds, wholesale outlets and licensed retail
stores. Goods imported directly by the centres or authorised by them had to be sold
at the invoice cost plus 5 per cent profit. In practice, the centres' own direct imports
and direct distribution were overshadowed by their control and regulation authority
over all importers.
2.3.2. The Trade System
The trade system that gradually evolved within the framework of the administration
possessed four essential characteristics. It was quantitatively restrictive, and
protective of domestic industries; anti-consumerist in intent, and against luxury
imports in practice; selective in the choice of foreign trade partners; and increasingly
controlled by the state. Imports for commercial purpose were allowed under import
licensing, and were subject to customs duties, a commercial profit tax, a tax on
letters-of-credit registration, a surcharge on certain items (for example, private
automobiles), and various fees and charges earmarked for specific purpose.
Quantitative restrictions on imports were exercised essentially through exchange
allocation. For both ideological and practical reasons, certain items that were
regarded as luxuries. harmful, or non-essential were not legally allowed entry into
the country. Deliberate attempts were made to divert trade away from the United
States and towards Third World countries. And through a set of laws and
regulations, an increasing portion of import trade was transferred from the private
sector to the state.
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2.3.3. Trade Policy
In addition to specific prescriptions contained in the annual Rules and Regulations of
Imports and Exports published by the Ministry of Commerce, the broad aspects of
foreign trade policy were announced through official pronouncements and policy-
makers' periodic declarations. Based on these signals, Iran's foreign trade policy was
anchored on the following criteria: a policy of non-alliance, non-dependence, and
relative self-sufficiency vis-à-vis both East and West; purchasing of the country's
import needs on the basis of mutual respect and healthy bilateral benefits;
diversification of sources of imports both politically and geographically so as to
minimise harmful over-reliance on any foreign power for supplies; close ties with
Islamic , non-aligned, Third World, and oppressed nations; and the acquisition of
high technology and modern technical skills and know-how from countries that were
politically sympathetic to the Islamic Republic, not hostile to Iran's interests, and
willing to establish bilateral relationships on the basis of mutuality of treatment and
equality of status.5
These fundamental criteria for establishing economic relations with foreign
countries admittedly favoured politics first and economics second. The closeness of
relations depended on the partner's 'ranking' with respect to politics, ideology,
Islamic affinity, and economic advantage in that order. By these criteria, Iran's trade
direction, which had previously been concentrated on Western industrial countries at
the alleged expense of the Third World and the Eastern bloc, had to change.6 In line
with this declared policy, the government gradually concluded a dozen or so bilateral
and trilateral agreements with Third World and socialist countries, some of which
were still in effect in 1992.
In addition to regarding political aspects of trade, the Islamic Republic's policy
involved a complicated range of tariff and non-tariff regulations. Tariff rates,
approved by the parliament, ranged from 5 to 100 per cent of import values. The
'commercial profit tax', imposed annually by the government, commonly had a
spectrum of 5 to 400 per cent on top of customs duties. Actual assessment collected
See 'Irans Foreign Economic Policies', Ettela'at, 31 Bahman 1362, p.5.
6 Four years into the revolusion, Third World and Moslem countries acquired a 25 per cent share of
total Iranian trade, and socialist countries accounted for 11 per cent, with the West's share reduced
to about 65 per cent (compared with pre-revolution percentages of 10, 5, and 85 respectively). The.
US portion was down to a weak flow.
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as the percentage of total imports, however, were quite modest - 30 per cent on
average - due to generous exemptions granted to a number of importing agencies.
Non-tariff barriers included outright prohibitions, quantitative allocations, various
conditions attached to the import of specific products, and, until recently, review by
the public agencies concerned. Effective protection against foreign competition was
enjoyed by industries where there were security or welfare considerations (for
example, industries manufacturing food and beverages, chemical, apparel, heavy
machinery, motor vehicles, and assembly-type products). Protection was also offered
through input subsidies to prioritised sectors, and rebates to non-oil exports. By
assigning different rates of exchange to different categories of imports, the
government was also able to regulate both the amount and the relative cost of
different imported goods. Essential goods could be imported more cheaply by
obtaining exchange at the official rate, while importers of less basic wares had to
purchase foreign currencies at various higher rates. On the export side, non-oil
exports were subject to regulations, they were required from time to time to
surrender part or all of their export proceeds to the banking system at designated
exchange rates. Until late in 1989, exporters were also required to obtain permits for
basic industrial exports in order to prevent domestic shortages.
A series of trade liberalisation measures was adopted in the aftermath of the
war in 1988, and the launching of the new five-year development plan and
restructuring policy. As from January 1991, importers no longer needed a specific
import license or prior approval from the relevant organisations. In July 1991,
imports of 'authorised' items were freed from quantitative restrictions as long as the
foreign exchange was provided by the markets. At the same time, private imports of
all motorised vehicles (banned, or heavily restricted, since 1979-80) was once again
authorised as long as no exchange had to be supplied by the government. The
government's ruling included passenger cars, trucks, buses, minibuses, vans, tractors,
and construction machinery. Further import liberalisation measures were put into
effect after exchange-rate 'unification' in 1993.
2.3.4. Trade Developments
The volume of trade, which in 1973, after the oil shock, began on an upward trend
that continued for five years, moved downward during the latter part of 1978. The
falling trend in imports was accelerated in 1979 due to revolutionary turmoil, flight
of capital, the multiplicity of power centres, falling confidence in the private sector,
and lack of fiscal and commercial organisation.
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On November 14, 1979, ten days after a number of US diplomats in fran were
taken hostage, US Treasury officials learned that fran was planning to withdraw
Iranian funds from American banks in the United States and abroad. Such an action
posed an imminent threat to the already weak dollar, a potential loss to major
American banks that kept Iranian deposits as collateral on their sizeable loans to
Iranian enterprises, and a possible blow to international financial stability.
Consequently, the US government blocked Iranian assets in the United States.
The freezing of Iran's assets did not involve confiscating Iran's reserves,
imposing a trade embargo, or a trade blockade. In fact, US insisted that the freeze
was not designed to 'impair normal commercial relationships' between the two
countries. The action affected the assets of the Iranian government and its agencies,
but not those of private Iranian citizens or private corporations. The initial US
reaction to the taking of American hostages in Tehran was limited to the suspension
of military exports and a ban on the import of Iranian oil. It did not involve an
embargo on food shipments. Iran at the time was importing nearly 3 million tons of
farm products - 30 per cent of its total needs - much of it from the United States.
2.3.5. Volume and Composition of Trade
Drastic changes in the magnitude and mix of foreign trade were promised by the
Islamic government. As far as possible, the economy had to become self-reliant.
Imports had to be restricted to capital and intermediary goods, and turned away
from consumer wares, particularly luxury items. The intention was to reduce not
only 'non-essential' imports, but also aggregate consumption in order to shift
resources towards increased productive capacity. Non-oil exports had to be
stimulated so that the country's nearly total reliance on oil exports would be
progressively diminished.
Under the banner of anti-consumerism and anti-profligacy, a ban was
announced on expensive 'luxury' imports including cosmetics, toys, costume
jewellery, furs, food delicacies, crystal, designer cloths, and certain wood and leather
items. In the exchange budget, priorities were granted to essential imports. Non-oil
exports were supported in a number of different ways. These policies, however,
were affected by certain exogenous factors.
The volume of imports was influenced by political turmoil and fluctuations in
exchange earnings. The revolution itself cut deeply into foreign trade in 1978 and
1979, reducing total value of imports by an average of 18 per cent a year as GDP
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and oil revenues reached lower levels. With the resumption of oil exports at much
higher prices and the gradual improvement in economic conditions, imports resumed
their pre-revolution upward trend in 1981, amounting to more than $1 billion a
month on average. With war needs on the rise and oil revenues growing, total import
values reached a post-revolution peak in 1983, partly due to higher prices.7
Therefore, the collapse of oil prices in the mid 1980s, and damage to oil installations
and facilities, triggered a sharply downward movement in imports.
Generally speaking, the magnitude of Iranian imports for most of the 1980s
was influenced mainly by the availability of foreign exchange, namely the revenues
from oil exports. Accordingly, import controls and exchange restrictions were
periodically intensified or eased in response to foreign currency supplies. As oil and
gas export revenues increased from $11.7 billion in 1980 to over $21.1 billion in
1984, merchandise imports were allowed to rise from nearly $11 billion to $18
billion in the same period. With a downward trend in annual oil export earnings after
1984, and the dramatic drop in oil income to only $6.2 billion in 1986, a strong
brake was applied to imports, and the volume of foreign purchasing was gradually
reduced to $10.6 billion in 1988. Since the end of the Iran-Iraq war, an improvement
in the exchange position helped liberalise import controls, and merchandise imports
headed toward $25 billion in 1991 compared with the planned target of $16 billion.
Tables 2.1 and 2.2 show the value and composition of exports and imports over the
years.
The composition of imports under the revolution has shown no appreciable
change from earlier years. The rapid rise in population and the weak performance of
GDP, particularly in the manufacturing sector, coupled with war-related shortages,
stimulated the demand for imported consumer goods. Despite the government's
professed intentions, the share of consumer goods in total recorded imports did not
alter measurably. For much of the 1980s, while the value of annual imports
experienced sharp fluctuations - soaring by 44 per cent between 1982 and 1983, and
then decreasing by 42 per cent between 1983 and 1988 - there were similar changes
in the import structure. Consumer goods, which accounted for about 18 per cent of
total imports in 1977, rose to 23 per cent in 1981, before falling back to 18 per cent
in 1989. Capital goods and intermediate items underwent corresponding fluctuations
(Table 2.3). Thus, despite a declining standard of living during the 1980s, the much-
This happened via sanctions, hikes in insurance and transport rates in the Persian Gulf, and the
increased commissions of middlemen.
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criticised dependence on the import of consumer goods in the pre-revolution period
continued unchanged.
The government's intention to sharply increase non-energy exports was also
prevented by unfavourable circumstances and ineffective policies. Non-oil exports
had a depressed market at the very beginning, but gradually improved their
performance. Volume rose by about 8 per cent a year on average between 1978 and
1991. The value of non-oil exports declined by 25 per cent between 1977 and 1985,
but began to rise after the war in 1988 and registered a remarkable growth after
1990. Primarily responsible for the post-cease-fire rise in non-oil exports have been
such factors as: a realistic valuation of exports; the exporters' freedom to sell their
exchange proceeds on the free market; official recording of exports that were
previously smuggled out of the country to avoid selling the proceeds to the
government at less than free market rates; and the lack of access by productive
enterprises to favourable exchange rates, making them seek independent sources of
exchange for their needs through exports.
Despite the dramatic improvement in foreign sales, however, the objective of
changing the composition of non-oil exports, from traditional items to industrial
goods, is still far from being realised. The upward trend in industrial exports that had
begun in the mid-1970s was reversed in the mid-1980s, and the composition of non-
oil exports shifted toward traditional goods and raw materials, and away from
industrial wares. While industrial goods such as chemicals, detergents, apparel,
shoes, and construction materials accounted for nearly 22 per cent of total non-oil
exports in 1977, this ratio fell to less than 14 per cent in 1990, largely due to the
depressed conditions in the domestic industrial sector for most of the 1980s. Carpets
continue to be fran's largest non-oil export. Between 1978 and 1991, Iran exported
some $4.5 billion worth of carpets. But strong competition from neighbouring
countries cut into fran's lead in this item. Iran's share of the international handmade
carpet market had dropped from 90 per cent in 1980 to about 25 per cent in 1990.
Pistachio exports provide the second largest non-oil exports earners with an
estimated $365 million and caviar exports constitute the bulk of the 300-ton annual
production, worth S90 million in 1991.
In addition to the change in composition, the terms of trade also turned against
the country during the 1980s. With some 150 per cent increase in the total volume of
annual exports between 1979 and 1990, the total value rose by less than 100 per
cent. Moreover, in view of the substantial increase in Iran's imports price index
during the 1980s (estimated at a cumulative 138 per cent), the purchasing power of
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exported goods was down to only 42 per cent in real terms. Part of the reason for
this reversal was the increasing share of raw materials in total exports when those
items faced a depressed global market. The government's policy of holding down
domestic prices was also partly responsible. However, the obligation of exporters to
sell the proceeds of their exports to the government at less than free-market
exchange rates was probably the main factor.
Iran's first five-year plan (1990-95) forecasts $17.8 billion of non-oil exports -
or about 15 per cent of total exchange revenues. To remove the impediments that
kept these exports at low levels during the 1980s, the government has decided to
make full use of existing capacity, standardising quality, and using modern
technology; and to remove harmful bureaucratic and customs regulations, freeing
exporters from selling their proceeds to the government at fixed rates, and expanding
international marketing through trade fairs and other means. 8 These measures, on
top of the removal of quantitative restrictions, highly generous tax exemptions
granted to incomes from non-oil exports, and the ability of non-oil exporters to sell
their proceeds at the floating rate, have been partially effective.
2.3.6. Direction of Trade
The direction of external trade has reflected ideological preferences as well as certain
harsh economic and political realities. As indicated in the second section, the choice
of Iran's trade partners was supposed to be made on the basis of their political and
doctrinal attachment with the Islamic government. This distinct inclination for
expanding economic relations with Moslem and Third World countries was
subsequently given an additional boost by Western countries' trade sanctions. In
order to reduce these sanctions, the government in 1981 began to send scores of
delegations to some countries in Asia, Africa and Latin America to seek economic
relations. Co-operation with neighbours - the Soviet Union, Turkey and Pakistan -
was particularly intensified. Due to war-related difficulties in Persian Gulf shipping,
transportation by trucks, rail and sea through Turkey and the Soviet Union was also
considerably improved. Trade with Israel and South Africa was officially banned.
Reflecting the preferences, and externally imposed restrictions, the direction of
Iran's trade thus underwent considerable changes. A comparison of the lists of the
top 25 exporters to Iran in 1977 and 1990 reveals some notable differences. First,
the United States, as the third largest exporter of goods and services to Iran before
8 The First 5-Years Economic, Social, Cultural Macro Development Plan of Iran (1990 - 1995).
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the revolution, lost its position, and its overall trade became negligible. Second, such
countries as Finland, India, Kuwait, Sweden and Taiwan, on the list in 1977, were
replaced by newcomers like Argentina, Brazil, Canada, and Denmark. Third, the
United Arab Emirates replaced the United States as the third largest exporter to fran
at the end of the decade - mostly as a convenient channel, and a third-party trans.-
shipper. Fourth, imports from the Soviet Union and other former socialist countries
decreased slightly, while some countries like Syria and Yugoslavia, which previously
had negligible trade with Iran, became more active traders. Fifth, while Germany and
Japan retained their top ranking positions, their share of exports to Iran fell
considerably. Finally, the share of the United Kingdom, and that of France, was
measurably cut, while Turkey's share rose from a negligible 0.2 per cent to 3.9 per
cent during the period. In the second half of the 1980s, the newly industrialised
countries such as Argentina, Brazil, South Korea, Thailand and Yugoslavia increased
their share of exports to Iran at the expense of Japan and the European Community.
By 1992-93, Germany, with a reported $5 billion of exports was Iran's number one
trade partner, followed by Japan and Italy.
On the export side, during the period under review, the US, Israel, Iraq, South
Africa and Afghanistan reduced their imports from Iran to zero or a negligible
amount. Saudi Arabia and Kuwait, who were the fourth and sixth most important
customers for Iran's non-oil products in 1977, failed to make the list of the top 19
countries in 1990. The United Arab Emirates, on the other hand, rose from 9th to
2nd position, while the Soviet Union lost its number one position, and fell to 9th. In
the second half of the decade, the European Community increased its share from 40
per cent to 54 per cent. The Federal Republic of Germany remained the number one
purchaser of Iran's non-oil products after 1978, although on a reduced scale, while
the United Arab Emirates replaced the United States as the second largest export
destination. Italy, Japan, Switzerland and the United Kingdom raised their shares
while France and Russia lost part of theirs. Sales to South Asia and the Pacific fell,
but exports to a number of OPEC members increased.
Trade between Iran and the US, which peaked in 1977 with American exports
of $3.7 billion and imports of $23 billion, plunged in 1980 to merely $23 million and
$458 million respectively. American exports edged up to $95 million in 1982 and
$200 million in 1983; imports reached more than $1 million in 1983. Before the
revolution, practically every major US corporation in world trade was involved in
Iran. None was directly active after 1979. After the end of the war in 1988, trade
sanctions were somewhat relaxed, and some US oil companies were allowed to buy
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crude oil directly from Iran on the provision that they deposited the proceeds in
special accounts. According to reports, the United States became Iran's fourth
largest supplier of goods in 1992, with S750 million of direct sales, and indirect
supplies of well over $1 billion. 9
 In 1993, US oil companies replaced Japanese firms
as Iran's main customers. During the 1980s, Australia and New Zealand became
large exporters of lamb, wheat and wool to Iran, while, in Europe, Austria, Spain
and Sweden became favoured trading partners. Trade was also increasingly diverted
toward a barter basis until 1990.
2.4. Summary
The Iranian economy is fortunate to be endowed with large reserves of oil and gas
which have put it in the position of being one of the principal suppliers of oil and
related products in the world. In addition to this, it is also has various other natural
reserves such as copper and iron. Over the last decades and before, it has produced a
variety of agricultural goods including cereals and fibres. In turn this has supplied the
traditional industries which specialise in hand-made carpets and associated textiles.
Iran has traditionally traded with the UK and Russia, due to political as much
as economic reasons. However during the revolution it was decided that more
emphasis needed to be placed on encouraging trade links with countries that have
religious or political sympathies with fran. Thus other muslim states and former
communist countries enjoyed closer relations with fran. These has also been a move
towards other Middle Eastern countries that are in the same region as Iran. Since
economic relations have been restored with the USA, she has again started trading
with fran (following political problems during the 1980s). Germany and Japan are
now the two most important trading partners with Iran.
The policy towards imports is greatly affected by the export of oil, as about
85% of revenue from exports come from the oil sector. Thus any change in the price
of oil directly affects the revenues available to spend on imports. Emphasis has been
on capital goods at the expense of consumer goods, although this policy has had
little impact on the actual goods imported. Over the 1980s the price of oil has
fluctuated widely, which has meant imports have suffered similarly.
MEED. Nov. 15, 1991, Feb. 21, 1992 and July 9. 1993; and US-Iran review, April 1993. Us trade
regulations impose a nearly complete embargo on imports from Iran. But sales of US products to
Iran are allowed for non-strategic, non-military items ! (e.g. oil field equipment, spare parts,
construction machinery, and medical products).
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Chapter 3
The Law of Comparative Advantage
3.1. Introduction
Economics as an organised science can be said to have originated with the
publication in 1776 of the "Wealth of Nations' by Adam Smith. However, writing
on international trade preceded this date in such European countries developed into
modem national states. During the seventeenth and eighteenth centuries a number
of people wrote essays on international trade that advocated an economic
philosophy known as mercantilism.
The mercantilists maintained that the way for a nation to become rich and
powerful was export more than it imported. The resulting export surplus would
then be settled by an inflow of bullion, or precious metals, primarily gold and silver.
They advocated strict government control of all economic activity and preached
economic nationalism because they believed that a nation could gain in trade only at
the expense of other nations. These views are important because the ideas of Adam
Smith and David Ricardo can best be understood if they are regarded as reactions
to the mercantilists views on trade and the role of the government.
This chapter is organised as follows: section 2 describes the Ricardian model
of comparative advantage. Section 3 examines the source of comparative
advantage. The comparison between Ricardian and Heckscher-Ohlin models is
discussed in chapter 4. Section 5 analyses of empirical robustness and multi-
dimensionality of comparative advantage and fallow with a brief implication of non
The Law of Comparative Advantage
Heckscher-Ohlin theories of trade. The final section will be a summary and
conclusion.
3.2. The Ricardian Model
Ricardo is usually recognised as the first economists to analyse comparative
advantage in international trade. To make the pure example more concrete, he used
England and Portugal as examples in his demonstration; the two goods they
produced being wine and cloth. Ricardo assumed that Portugal was more efficient
in making both cloth and wine: Table 3.1 summarises his assumption about the cost
conditions in the two countries.
Table 3.1: Cost Comparison
Labour cost of production (in hour)
Country	 1 unit of wine	 1 unit of cloth
Portugal	 80	 90
England	 120	 100
According to the table. Portugal has an absolute advantage in the production
of wine as well as in the production of cloth, because the labour cost of production
for each unit of the two commodities is less in Portugal than in England.
Nevertheless the differences of opportunity costs for producing wine and cloth in
Portugal and in England provide scope for profitable trade. Table 3.2 gives the
opportunity costs of producing wine and cloth in Portugal and in England,
constructed on the basis of the information given in Table 3.1.
Table 3.2: Opportunity Cost
Opportunity cost for
Country	 wine	 cloth
Portugal	 80/90=8/9	 90/80=9/8
England	 120/100=12/10	 100/120=10/12
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Table 3.2 shows that Portugal has the lower opportunity cost of the two
countries in producing wine - that is, foregoes fewer units of cloth in order to
produce an additional units of wine - while England has the lower opportunity cost
in producing cloth. A country has a comparative advantage in producing a good if
the opportunity cost for producing that good is lower at home than in the other
country. Thus, Portugal has a comparative advantage in the production in wine and
England has a comparative advantage in the production in cloth.
The prices of cloth and wine in the two countries under autarky are
determined by their respective costs of production. In England it takes 120 hours of
labour to make one unit of wine, while it takes only 100 hours to make one unit of
cloth, clearly wine is more expensive per unit than cloth - one unit of wine with cost
1.2 unit of cloth. In Portugal it takes 80 hours of labour to make one unit of wine
and 90 hours to make a unit of cloth; cloth is more expensive than wine - one unit
of wine will cost 0.89 units of cloth. When we open trade between England and
Portugal, at least one country would gain by trading at relative prices different from
those it has under autarky. If England could import one unit of wine at a price less
than 1.2 unit of cloth, she could gain by doing so. If Portugal could import more
than 0.89 units of cloth for one unit of wine, she would gain. Therefore, if the
international price of one unit of wine is somewhere between 1.2 and 0.89 units of
cloth, both countries would gain by trading. Thus, each country shifts towards the
goods in which it has a comparative advantage. England is comparatively more
efficient in cloth than in wine, whereas Portugal is more efficient in wine than in
cloth. In this simple example, the law of comparative advantage states that country
A will export good w if and only if
rA	 rA
L,W	 J_,c
T B	 TB
L,W	 -c
where L' is the input requirement for good j in country i. In the two country and
two commodity model, Equation 3.1 may also be expressed as
T A	 TB
1-, w	 LW
T A	 rB
J_ C 	 A-'c
which implies that country A exports the good for which its input requirements
relatively lower than those of country B.
International trade takes place because some goods are available more
cheaply from abroad than at home. Ricardo's model explains the pattern of trade by
(3.1)
(3.2)
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relating prices to certain fundamental features of the economies concerned. His
precise formulation requires the following assumptions:
I. one factor of production i.e. labour
2. its productivity, i.e. the production technology, differs between countries
3. labour is perfectly mobile between industries within a country but perfectly
immobile between countries
4. constant costs - unit costs are independent of the level of output. The
combination of a single factor constant costs ensures that neither demand nor
the level of factor suppiy makes any difference to the equilibrium commodity
price ratio in a closed economy. The reason is that the resulting production
possibility curve is not strictly convex, but characterised by a constant rate of
transformation.
5. no impediments to trade - transportation costs and/or tariffs do not exist.
The immediate cause of the direction of trade is relative price, but Ricardo's
assumptions let relative prices be determined by relative labour productivity.
Considering the case of two countries but many commodities, the following
equation can be used to express the chain of comparative advantage:
Lt L L	 L'	 AL,i< zrzr"	 ......<_	 (33)
Equation 3.3 states that, of all goods, good 1 requires the least inputs in
country A relative to country B, and so on. The two-by-two theory generalises that
country A will produce and export goods to the left of the chain (where is
comparative advantage is the greatest) and country B will export those to the right.
At most, one good could be produced in both countries where the labour input ratio
equals the terms of trade. This is to say that there will be a chain in which all
commodities are ranked in terms of their comparative factor-productivity ratios
such that it will always be true that each of a country's exports will have a higher
factor-productivity ratio than each of its imports. The precise point at which the
chain is 'broken', whether there is a common good, and terms of trade all depend on
the structure of demand as well as of productivity.
Considering the situation of two commodities but many countries, the
equation is expressed as the following:
3.4
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(3.4)
InL L L	 L	 L
Equation 3.4 states that country I has the greatest comparative advantage in
wine relative to cloth, etc. The chain will again be broken by demand, but if country
j exports wine so too will every country to the left of it in Equation 3.4, those to the
right export cloth. At most one country faces no change in prices from autarky, the
world terms of trade equal its autarky ratio and it gains nothing from trade. But
nothing here determines bilateral trade links. Jones (1961) stated that in a
multilateral setting, country i has a (multilateral) comparative advantage in
producing commodity j relative to commodity k compared with the rest of the
world if and only if the sacrifice of one unit of commodity k in country i yields a
greater increase in the production of commodity j than would a sacrifice of one unit
of commodity k in the rest of the world.
3.3. The Heckscher-Ohlin Model
We now consider the Heckscher-Ohlin theory of trade. According to this theory,
trade results from the fact that different countries have different factor endowments.
The core of the Heckscher-Ohlin theory is that in any country under autarky the
factor which is relatively abundant will be relatively cheaper, and the good which
uses this factor relatively more intensively in its production will be relatively
cheaper as well. Therefore, we should expect a country to have its comparative
advantage in goods relatively intensive in the use of those factors which are in
relatively abundant supply there.
The Heckscher-Ohlin theory is usually formulated in terms of a two factor,
two countries and two commodities model, with labour and capital as the factors of
production, the relative proportions of these in the initial endowment determining
trade. Before studing the definition of factor abundance, we shall explain some of
the more general assumption of the Heckscher-Ohlin trade theory. The following
assumptions are essential to the analysis:
1. there are no transpor costs or other impediments to trade;
2. there is perfect competition in both commodity and factors of production
markets;
3. fixed endowment quantities of two homogeneous factors of production,
capital and labour, which are fully employed in each country;
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4. technology is identical across countries;
5. the production functions are such that the two commodities show different
factor intensities and constant return to scale but diminishing marginal returns
to any single factor;
6. factors of production move costlessly between industries within a country,
but are completely immobile between countries;
7. the balance of factor-intensity reversals, goods differ in their requirements
of different factor inputs if one good requires more labour than another, it
does so at all set of factor prices.
The assumption of no transport cost or other impediments to trade implies that
commodity prices under trade will be the same in both countries. This assumption is
an abstraction to facilitate the analysis. The assumption of perfect competition
means that the factors of production will be allocated in an optimal way. The role of
the assumption of identical technology across countries is that differences in trading
patterns and pre-trade price ratios are ascribable to differences in factor
endowments or the supply side and/or to differences in demand conditions, rather
than to differences in technology. This assumption is quite a strong one; it amounts
to assuming that knowledge travels freely; in other words, the best techniques of
production in the world are known to everyone.
Heckscher-Ohlin (H-O) model depends on the factor abundance: two
definitions of factor abundance have been used. One definition runs in terms of
factor prices, the other is in terms of quantity. Ohlin's definition of relative
abundance rests on the pre-trade ratio of factor prices in the two countries, this
definition says that country A is capital-rich compared with country B if capital is
relatively cheaper in country A than in country B under autarky. This can be
expressed as:
(3.5)
TA rB
where w and r refer to wage rate and rental on capital respectively. The second
definition compares overall physical amounts of labour and capital. It says that
country A is relatively capital abundant if it is endowed with a higher proportion of
capital to labour than the other country. Thus country A is relatively capital-rich if
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(3.6)
LA LB
where the bars denotes the fixed factor quantities available in each country. These
two alternative definitions are not equivalent. Pre-trade factor-price ratios are
determined both by conditions of supply and demand and are uniquely related to
pre-trade commodity price ratios, whereas factor endowments is purely quantitative
terms may be outweighed by dissimilarities in demand in influencing price ratios.
Differences in relative endowments impart a bias on the supply side, but not
sufficient to insure validity of the H-O theorem if the definition of physical factor
abundance is used.
we will now show how the Heckscher-Ohlin proposition follows by using
Ohlin's definition of factor abundance in terms of price. If capital is relatively cheap
in country A, the country is abundant in capital and then country A will export the
capital-intensive good. If labour is relatively cheap in country B, the country is
abundant in labour then country B will export the labour-intensive good. If the
strong factor-intensity properly (for any set of factor-price ratios optimal resource
allocation in each country entails that one commodity; x is always produced with a
greater amount of capital per unit of labour; Px than the capital/labour ratio Py
employed in the other commodity; y) holds, the assumptions underlying the Ohlin
theory imply a unique relationship between factor price ratios and commodity price
ratios. Equality of commodity prices with trade must involve an equalisation of the
returns to the same factor in each country provided that is incomplete specialisation.
Furthermore, any given factor-price ratio is associated uniquely with a particular
ratio of commodity prices. The fact that capital is relatively cheaper in country A
before trade implies that the capital-intensive commodity (x) is relatively less
expensive in that country. Thus, when trade is opened up, the capital-rich country
will export the capital-intensive commodity. Starting from the definition of factor
abundance in terms of factor prices, it is easy to establish the Heckscher-Ohlin
theorem. The reverse of the theorem also holds, i.e. if a country exports the capital-
intensive good, we may deduce that capital is its relatively cheap factor of
production. As Soderston (1981) argued, stating the Heckscher-Ohlin theorem in
terms of factor price is not very interesting because factor prices themselves are
results of a complicated interplay of economic forces. They are, for instance, not
only determined by supply factors, but are also influenced by demand factors. It is
not possible to say anything about factor prices from the knowledge of factor
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endowments alone. It seems that a more natural definition runs in terms of physical
amounts.
By the definition of factor abundance in physical terms, if country A is
abundant in capital, it implies that country A has a bias in favour of producing the
capital-intensive good. If country B is abundant in labour, it means that country B
has a bias in favour of producing the labour-intensive good. Suppose that good I is
the capital-intensive good and good II is the labour-intensive good. If the output of
the two commodities is in the same proportion in both countris, the relatively
capital abundant country will be able to expand its production of the capital
intensive commodity at a lower opportunity cost than the other country. In other
words, the opportunity of expanding production of good I is lower in country A
than in country B, and vice versa for good II. From the production side, country A,
the capital-rich country, has a bias in favour of producing the labour-intensive good.
The production bias may not be sufficient to insure that before trade capital
and capital intensive commodity are relatively cheaper in Country A than in country
B, however. That is to say it does not follow from this, that the labour-rich country
will export the labour-intensive good, because demand factors might offset the bias
from the production side. If demand in country A is biased toward the capital-
intensive good I and demand in country B is biased toward the labour-intensive
good II. Thus in isolation good I is relatively more expensive in country A than in
country B. Differences in tastes outweigh differences in factor endowments and the
Heckscher-Ohlin theorem using the price definition of factor abundance does not
hold. Without specifying demand conditions it may be invalid to infer factor
endowment proportions from the pattern of trade.
3.4. The Comparison Between the Ricardian and H-O Models
We now compare comparative advantage in the Ricardian and in Heckscher-Ohlin
trade models. In the Ricardian model the only factor of production is labour and
comparative advantage is determined by international difference in production
functions. But the Heckscher-Ohlin model explicitly postulates the international
identity of production functions and assumes two factors - labour and capital and
makes the international differences in factor endowments the crucial and sole factor
determining comparative advantage. In other words, in a Ricardian, one factor,
constant returns world, technology alone determines which commodity is exported
from each country. Furthermore, each country is said to possess a comparative
advantage in producing that commodity. In the neo-classical, two-factor, variable
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proportions model of trade, these two conditions do not always apply. Under the
assumptions and employing the Ohlin definition of factor abundance in terms of pre-
trade factor prices, it is possible to define the capital-rich country to have a
comparative advantage in the export of the capital-intensive goods. But it is trivial to
state that each country exports that commodity in the production of which it enjoys a
comparative advantage, because we can not infer from production conditions alone
anything about factor prices. Then, regarding the definition of factor abundance in
terms of physical amounts of factors of productions, we find that it is the other way
around. This definition takes into account only production conditions. This definition
implies that the capital-rich country may have a comparative advantage in producing
the capital-intensive goods, but we can not use this definition to guarantee that the
country physically abundant in capital will export the capital-intensive good.
3.5. Empirical Robustness and Multi-Dimensionality
The Heckscher-Ohlin theory of international trade in this standard two-commodity,
two-factor version has dominated international trade theory for several decades. But
this dominance has long been made uneasy by a widespread suspicion that world
commerce does not accord well this particular theoretical structure. The easiest
extension of the Heckscher-Ohlin model is n>2 commodities, m>2 countries and
two factors. With more commodities than factors of production the fundamental
indeterminacy of production and trading patterns remains, if all the assumptions of
the model are maintained. However, it will again be the case that a country exports a
combination of commodities which embody (on average) relatively more of its
abundant factor than those that are imported. We can overcome this indeterminacy
problem by relaxing specific assumptions of the model. For example, when factor
prices are not equalised between countries, each country tends to produce a range of
commodities in the chain of comparative advantage. Consider Figure 3.1.
Isoqu ants for some of the n commodities (1.. .n) are ranked in order of
increasing capital intensity, from commodity 1, the least capital intensive, to n, the
most. If relative factor prices for the extreme countries are shown by AB (the most
labour-abundant country) and CD (the most capital-abundant country), and if factor
endowments for these two countries are shown by (K/L) and (K/L) respectively,
then commodity i is the only intermediate commodity that will be produced in both
countries.
The capital-abundant country W produces this commodity with a higher
capital-labour ratio than country U because of the factor price differences. (Compare
3.9
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factor intensities at tangency points i and ia .) By extension, any other commodities
produced by country W will have higher K/L ratios than that at i, and by country
U will have lower K / L ratios than that at i. Thus commodities can be ranked by
factor intensities and the Heckscher-Ohlin theorem holds for a chain of comparative
advantage that will be dependent on factor endowment ratios.
K
0	 D	 B
Fig. 3.1
It is more difficult to generalise the model in the above manner where more
than two factors are considered, since factor-intensity characteristics can not be
ranked in a simple manner. One possible restriction is to mark each commodity
consistently according to only one factor (j). Once factor-intensities of commodities
have been defined, then the commodity form of the Heckscher-Ohlin theorem holds
as an average relationship: a relatively j-abundant country will export a set of
commodities that on average embody relatively more of factor j than those which are
imported.
One of the most widely publicised empirical tests in economics was undertaken
by Wassily Leontief in order to examine the validity of the basic (H-O) model of the
determination of the structure of international trade . In 1951, he used the United
States data for the year 1947. Since the United States physically was the most K -
abundant nation in the world, Leontief expected to find that it exported K-intensive
commodities and imported L-intensive commodities. For this test, Leontief utilised
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the input-output table of the US economy to calculate the amount of labour and
capital in a representative bundle of S 1 million worth of United States exports and
imports substitutes for the year 1947. He had to resort to United States import-
competing sectors to estimate the capital and labour requirements of other countries.
This procedure is legitimate only if production functions in the United States and
abroad are identical. This is an assumption which the Heckscher-Ohlin theory makes
in its most rudimentary form. Productions that are not produced in the United States,
such as coffee, tea and jute. are excluded. The same is true of service industries
which do not enter into international trade, like trucking, railroad transportation,
warehousing, retail trade, banking, etc. Also, it must be assumed that the
composition of exports and imports stays constant over the range of variations
studied.
The United States was generally acknowledged to be the most caçital
abundant country in the world. Consequently, the Heckscher-Ohlin theory predicts
that the United States will tend to export commodities which are intensive in her
abundant factor, namely, capital, while importing commodities which could be
produced at home only by the intensive utilisation of her scarce factor of production,
labour. The Leontief results contradict this prediction however, because the United
States is shown to export commodities which used only $ 13,991 of capital per man
year of labour, while importing commodities which require $18,184 of capital per
man year. The data could be interpreted to show that the United States tries to
econornise on the factor of production capital by trading internationally. Leontief did
not measure only the ratios of capital to labour in trade. Instead, for equal values of
exports and import substitutes, he found more labour in exports than in imports and
more capital in imports than in exports. If trade were balanced, that United States
must be endowed with a higher fraction of the world's labour than its capital, and the
paradox remains.
An important step toward resolving the paradox was provided recently by
Learner (1980) who noted that the US. in Leontiefs data was a net exporter of both
capital and labour services. This could have happened either because US. trade was
unbalanced, or because factors other than capital and labour were involved. Consider
the case when trade is not balanced: the case is still correct, but its interpretation
differs.
A trade surplus, for example, makes it possible for a country to be a net
exporter even of the services of factors with which it is relatively poorly endowed.
Learner also shows by counter example that when this happens, the ratios of factors
3.11
The Law of Comparative Advantage
embodied in exports and imports need bear no particular relationship to relative
factor endowments. Thus a capital abundant country need not, after all, embody a
higher ratio of capital to labour in its exports than its imports and Leontief's results
are not paradoxical in all studies (Deardorff 1984).
Table 3.3
Domestic capital and labour requirements for production
of $1 million US exports and imports
Factor	 Exports	 Imports
Capital (1947 prices)	 S 2,550,780	 S 3,091,339
Labour ( man - years)	 182	 170
Capital	 S 13,991	 S 18,184
Labour	 man - year	 man - rear
Source: W. Leontief 'Domestic Production and Foreign Trade';
Proceedings of the American Philosophical Society, September
1953
Instead Learner shows that a valid test of the pattern of unbalanced trade must
be stated in terms of the factor ratios embodied in production versus consumption,
rather than exports versus imports. Taldng this approach to Leontief 's data he finds
that the US. was a net exporter of both labour and capital services and that the
capital-labour ratio embodied in production was indeed greater than that embodied
in consumption. The presumed abundance of US. capital relative to labour is
supported after all and the paradox disappears.
Learner also pointed out that the Leontief paradox rests on a simple conceptual
misunderstanding. Learner stated that if there were only 2 goods and 2 factors, the
accuracy of the H-U model could be easily determined. The model predicts that a
country would export the commodity that uses intensively the relatively abundant
resource. However, the multifactor, rnultigood model does not generate predictions
about which goods are exported and which are imported. The H-O model sets
relations between factor intensities and trade and resource endowments. Most
studies of trade have used measures of two of these sets of variables and have
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inferred the third. Leontiefs (1953) test takes measures of trade and factor intensities
and from them infers the factor abundance. Using Leontiefs 1947 US data, both are
positive; the United States exported both capital services and labour services. In that
event, the ordering Kx/ Lx <Km / Lm (Kx, Lx, Km and Lm are capital and labour
services embodied in exports and imports) reveals nothing about the relative
magnitudes or resource endowments K I Kw and L / Lw where K and L are the factor
endowments of the country in question, Kw and Lw are the world's factor
endowments. Learner states that a proper procedure, when Kt >0, is to compare Kt I
Lt with K I L or with Kc / Lc, where Kt, Lt, Kc, and Lc are capital and labour
services embodied in net exports and consumption. If Kt / Lt > K IL, or Kt I K> Lt /
L, a country that is an exporter of both labour services and capital services is
revealed by trade to be relatively capital abundant if trade is more capital intensive
than production, or equivalently, if the share of capital exported exceeds the share of
labour exported. A country that is an exporter of both labour services and capital
services is revealed by trade to be relatively capital abundant if the capital intensity of
net exports exceeds the capital intensity of consumption, and a country that is an
importer of both capital and labour services is revealed by trade to be capital
abundant if the capital intensity of net exports is less than the capital intensity of
consumption, Kt / Lt < Kc / Lc. The results turn out, by using Leontief's data, that Kt
I Lt > K / L , The United States is revealed by trade to be relatively abundant in
capital compared with labour.
Another concern stems from the fact the largest part of world trade involves
the exchange of roughly similar products between similar economies, whereas the
factor endowment theory - and comparative cost theory generally - teaches us to
look to international dissimilarities for the causes of trade and implies that countries
either import or export a good, not both. A large part of this actual trade is classified
as intra-industry even with significant disaggregation. Economies of scale and
imperfect competition are used to explain the intra-industry trade. Helpman's (1981)
model of trade in differentiated products assumes that there is one standardised
product with constant returns to scale and a continuum of differentiated products,
each with an identical production function subject to increasing returns. Each
country then produces different varieties of a non-standardised product, and
consequently there is potentially (they all need to consumer many varieties) intra-
industry trade. But net trade is predicted by Heckscher-Ohlin theory: if the
standardised product is labour intensive, then the labour abundant country exports
the standardised product and has net imports of the non standardised product.
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Many international trade theoreticians have tried to relax the assumptions of
Heckscher-Ohlin trade theory and observe whether the results which Heckscher-
Ohlin theory predicts hold up or not. As Learner (1984) stated, a particularly
troubling observation is the great international disparity in wage rates. He gave as an
example that the agricultural wage rates reported in 1972 varied from a low of
$0.046 per hour in India to a high of $2.04 per hour in Denmark. Part of these
differences might be explained by skill differences, but Learner argued that
agricultural wages seem unlikely to include a reward for skills that is sufficiently
variable to account for the difference in wage rates between countries. This
observation encourage a search for assumptions that do not necessarily imply factor
price equalisation.
Regarding the assumption of dimensionality, there are surely more than two
commodities, and more than two factors. In an inter-temporal model one might
conceivably suppose that there are only two factors, labour and land and the
combinations of these primary factors can produce capital goods. But even these
factors ought to be disaggregated along several quality dimensions. At any instant
there will be many types of capital that are relatively well suited to the production of
particular commodities. However, an explanation of trade in terms of exceedingly
fine measures of capital would be too close to a tautology to be very satisfying; on
the other hand, simple distinctions between human and physical capital are appealing.
It is clear there are more than two factors of production, and it is essential that the
model be enlarged.
Ethier (1984) surveyed some of the work extending dimensionality and found
that to the large extent the basic messages of elementary theory still come through.
He stated that some results (the law of comparative advantage, Heckscher-Ohlin
theorem, and the directional comparative-statistics predictions based on factor-
intensity) survive as correlation, or in an average sense.
Regarding the law of comparative advantage in high dimensions, the question
is whether the 2 x 2 results remain fairly valid in some respect, say as regards the
pattern of trade. In two dimensions the law of comparative advantage states that a
comparison of home and foreign relative autarkic prices predicts the pattern of trade.
pA pA
When will the pairwise comparison ---- >- -4- . (where A refers to home country
p3
and A' refers to the rest of the world) necessarily imply, by itself, that in free trade
the home country will export good j to the rest of the world in exchange for i? The
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answer can be seen from the following example. Assume there are three distinct
goods and index them so that,
A	 A
>- -- >- 
-7pAp	 j
A pairwise comparison between good i and k indicates that the home country
exports k whereas a pairwise comparison between k and j yields the contrary
conclusion that the home country imports k. It is important to increase
dimensionality beyond two goods. So with a chain of a number of n goods,
(3.7)
Ethier stated that instead of saying The home country will import good I and
export goodj, we make the conditional prediction that the home country will import
goods i if it imports goodj and will export goodj if it exports good i.' In a Ricardian
model, where an arbitrary number of goods is allowed but there is only one primary
factor, the terms in equation 3.8 coincide with relative labour requirements. When
the ratio of the domestic free trade wage to foreign is known, the home country must
import all these goods corresponding to terms in equation 3.9 strictly greater than
this ratio and export all those goods strictly less. The law of comparative advantage
attempts to link trade to price divergence and trade is but the difference between
production and consumption. If 1A denotes the autarkic price vector, Dt the free
trade consumption vector, UA utility in autarchy, V the factor endowment vector and
Xt the free trade production vector1 (duality equation),
P ADT > e(P4,UA) = y(PA V) >	 (3.9)
Y (P, V) is the national product function which records the maximal income that a country can
achive if facing the vector P of commodities prices and if endowed with the vector V of primary
factors. e(P,U) is the national expenditure function which records the minimum that must be spent
at commodity prices P to purchase a consumption bundle yielding utility no less than U.
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since free trade consumption Dt yields at least of utility, and the free trade
production vector Xt can be produced from V. Then PAM >-O where M = Dt - Xt,
which denotes net imports. Balanced trade requires that PtM = 0 so that:
( p A _pT)MO	 (3.10)
equation 3.10 indicates that imports are positively correlated with the excesses of
autarkic prices over free trade prices. Thus autarkic price differences do indeed
predict the trade pattern in the average sense of a positive correlation between two.
Ethier (1984) also examined the Heckscher-Ohlin theorem, which explains the
pattern of comparative advantage on the basis of factor endowments. Ethier first
examined factor abundance as revealed by autarkic factor prices, and stated that
countries tend to have a comparative advantage in goods intensive in their use of
relatively abundant factors and countries on average tend to import goods that make
relatively intensive use of relative scarce factors. Then Ethier examined factor
abundance in terms of the quantity version, making use of an assumption of identical
homothetic demand across countries. Ethier produced a correlation which states that
countries tend to have relatively low autarkic prices for those factors which have
relatively large endowments. Ethier further stated that a country tends on average to
import those goods which make relatively intensive use of its relatively scarce factors
in a quantity sense, where a factor is scarce or abundant according to whether the
home country accounts for a smaller or a greater supply of that factor than of factors
in general (evaluated at the common factor prices).
Transportation costs greatly impede the international exchange of most goods
and services, tariffs, subsidies and quotas impede the international flow of
commodities and can alter the composition of trade. Travis (1964, 1972) has argued
that the introduction of impediments to trade, and particularly of tariffs, can alter the
pattern of trade, causing goods that would have been exported to be imported and
vice versa. Deardorff (1980) argued that while this is possible for particular goods, it
can not be true, in the absence of intermediates, for so many goods as to reverse the
average relationship that must hold between comparative advantage and trade.
Deardorff (1980) tried to establish a negative correlation between any
country's relative autarky prices and its pattern of net exports. He stated that on
average, high autarky prices are associated with imports and low autarky prices are
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associated with exports. In stating the role of comparative advantage, the problem is
the meaning of 'relative autarky prices'. With many countries, there is no single set of
foreign autarky prices with respect to which one country can be compared.
Deardorff solves this problem by using world prices with trade as the basis for
comparison. He compared autarky prices with world prices and established a
tendency for high autarky-priced items to be imported and for low-autarky-priced
items to be exported. He did not attempt to say anything about the pattern of trade
in any particular commodity or pair of commodities. The negative correlation
between autarky prices and trade demonstrates that 'comparative advantage is
nonetheless valid as at least as partial determinant of the pattern of trade overall.'
Brecher and Choudhri (1982) have pointed out that a slightly different paradox
still exists in Leontiefs data. They show, by an equation applied to labour, that a
country can be a net exporter of labour services only if its expenditure per worker is
less than in the rest of the world. Citing data that the latter is far from true for the
US, Brecher and Choudhri therefore argue that Leamer's observation that the US.
was a net exporter of labour services in Leontief 's data itself constitutes a paradox.
A selection of the results of Leontief and others is provided in Table (3.4). Each
column shows, for the particular study selected, various measures of factor content
of trade, production and consumption. Leontief 's initial results, and the original
paradox, are in the first column. The ratio of capital labour ratios in imports and
exports is shown in row (3c). The value of 1.30 for 1947 is dramatically larger than
one, indicating the paradox of relatively capital intensive imports.
Subsequent studies by Leontief (1956) and Baldwin (1971) are also reported in
that row and reconfirm the paradox with both 1951 and 1962 trade. However, still
more recent studies typified by Stern and Maskus (1981) of given country results2.
The table also shows another result that has been found by some but not all
investigators: that the ratio in row (3c) falls below one when natural resource
industries are excluded.
Column (2) of the table shows Learner 's calculations, from Leontief 's data, of
the factor intensities of production and consumption in 1947. As shown in rows (3e)
and (3f), US production was slightly more capital intensive than was consumption in
1947. These calculations were also made for later years by Stern and Maskus (1981).
2 Baldwin's (1979) re-examination of 1969 U.S. trade data had also shown the paradox biginning
to disappear.
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They too failed to find a paradox with 1972 data, but while it is not reported here,
their calculation for 1958 was paradoxical in spite of using Learner's method.
Finally, the indicator of paradox stressed by Brecher and Choudhri (1982) can
be seen in row (id), where the US is shown as a net exporter of labour services in
1947. This paradox too seems to disappear by 1972, when Stem and Maskus found
the sign to be reversed, although Brecher and Choudhri would argue that the size of
US. net imports of labour services is still paradoxically low. Table (3.2) also shows
two sets of calculations showing the human capital intensity of trade. While different
measures of human capital were used by Baldwin and by Stem and Maskus, both
found, in row (5c), that imports embody less of it relative to labour than do exports.
Thus whatever may be the roles of physical capital and labour in determining
US. comparative advantage, it seems clear that human capital intensity has a positive
effect. These statistics seem to indicate that the H-U theory does not yield
satisfactory predictions about the direction of trade in this particular case. These type
of tests conducted for a number of other countries.
Bharadwaj (1964) found that India tends to export labour-intensity and import
capital-intensity commodities. However, in trading with the United States, the most
capital abundant country, India is found to export capital-intensity commodities to
the United states while importing labour-intensity commodities is return.
Tatemoto and Ichirnura (1968) found that Japan, whose main economic
problem for decades has been her excess population exports capital-intensity
commodities to the rest of the world. While importing labour-intensity commodities.
However , this pattern is reversed for trade between Japan and the United States
alone , where Japan is shown to export labour - intensity commodities.
In the case of Canada, WahI (1971) found that Canadian exports are capital
intensive and imports labour intensive. As most of Canada's trade is with the United
States, this is contrary to what would be expected on the basis of pure theory.
Stolper and Roskamp (1979) have investigated the nature of East German
exports and imports. Compared to the rest of previous Eastern Europe, East
Germany may be considered capital abundant. It was found that its exports are
capital intensive and its imports labour intensity.
Finally, E. Learner (1984), sets up a carefully specified multi-factor, multi-
product and multi-country Hechscher-Ohlin model. He then tests it with data from
60 countries (20 industrial, 40 developing), distinguishing between ten aggregates of
goods including four aggregates of manufactures and eleven factors. There are
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measurements and econometric concerns that call for caution in the interpretation of
the results, the results do give support for the role of factor endowments in
explaining broad trade flows.
Overall the determinations of exports and imports as regards capital and labour
appear to vary not only between certain but also specific time periods. The Leontief
paradox which held in earlier studies, seem to be less certain now, as more recent
studies have given contrary results.
3.6. Implications of Non-(H-O) Sources of Trade
Heckscher and Ohlin based comparative advantage on the difference in factor
endowments among nations. This theory, however, leaves a great deal of today's
international trade unexplained. To fill this gap, there is a need new theories that
base international trade on economies of scale, imperfect competition, and
differences in technological changes among nations. Relaxing most of the
assumptions only modifies but does not invalidate the Heckscher-Ohlin theory.
Relaxing the assumptions of constant economies of scale, perfect competition, and
no differences in technological changes among nations, however, requires new trade
theories to explain the significant portion of international trade that the H-O model
leaves unexplained. Even if two nations are identical in every respect, there is still a
basis for mutually beneficial trade based on economies of scale. When each nation
specialises in the production of one commodity, the combined total world output of
both commodities will be greater than without specialisation when economies of
scale are present. With trade, each nation then shares in these gains. A large portion
of international trade today involves the exchange of differentiated products. Such
intra-industry trade arises in order to take advantage of important economies of scale
in production, which result when each firm or plant produces only one or a few
styles or varieties of a products. Intra-industry trade can be measured by an index.
With differentiated products, the firm faces a downward-sloping demand curve,
produces in the downward-sloping portion of its average cost curve, and breaks
even. The more similar nations are in factor endowments, the greater is the
importance of intra-relative to intra-industry trade.
According to the technological gap model, a firm exports a new product until
imitators in other countries take away its market. In the meantime, the innovating
firm will have introduced a new product or process. According to the related
product cycle model, a product goes through five stages: the introduction of the
product, expansion of production for export, standardisation and beginning of
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production abroad through imitation, foreign imitators underselling the nation in
third markets, and foreigners underselling the innovating firms in their home market
as well. Most trade between developed and developing countries is inter-industry
trade, while an increasing share of trade among developed countries is inira-industry
trade.
3.7. Summary and Conclusion
Early trade policies reflected the docthne of mercantilism, which set a goal of
accumulation of gold and silver. Such accumulation was facilitated, at least in the
short run, by encouraging exports and restricting imports. Trade was viewed as a
zero-sum game that distributed the available gold among countries; whatever one
country gained came at the expense of another. Adam Smith and David Ricardo
challenged the zero-sum view of the nature of trade. Following the insights of Smith
and Ricardo, this chapter has demonstrated how the possibility of trading
internationally allows a country to separate its production decision from its
consumption decision. Gains from trade arise when a country is able to specialise its
production according to comparative advantage and then trade with other countries
to obtain its preferred set of goods for consumption. A country has comparative
advantage in production of a good when the opportunity cost of that good is lower
there than in the trading partner. When the possibility of trade is allowed, each
country will specialise in and export the good in which it has comparative advantage.
But international trade is too complex a phenomenon to be completely
explained based upon one simple theory. In this chapter, the ability of the Heckscher-
Ohlin model to explain observed trade patterns was explored, along with several
alternative theories of trade. The Heckscher-Ohlin model does a fair job of
explaining a large share of trade once the definitions of inputs are refined to account
for complex modern production processes. Then Leontief's empirical study, intended
to confirm the Heckscher-Ohlin theorem as derived from a 2 x 2 x 2 formulation,
yielded instead the paradoxical result that the United States tended to import capital-
intensive goods and export labour-intensive goods. While there are a number of
possible explanations of the paradox, one that appears to be empirically important
and consistent with the spirit of the Heckscher-Ohlin model involves recognising the
existence of more factors of production than homogeneous capital and homogeneous
labour. Specially, trade patterns appear to be importantly influenced by supplies of
other factors, such as skilled labour and natural resources. The United States may
export 'labour-intensive' goods because the high salaries that accrue to its abundant
supply of skilled labour, which should from an analytic point of view be considered a
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return to human capital, are computed statistically as labour income. Similarly, the
exports of many countries reflect their exploitation of particular natural resource
endowments.
Indeed, there is now a substantial literature concerned with examining the
theoretical robustness of the Heckscher-Ohlin theorem when the dimensions of the
model are increased. The multi-factor, multi-product and multi-country framework
does pose difficulties for the generalisation of the theorem. But some specific
restrictions or relaxation of the assumptions of the model that are empirically
credible do allow us to make predictions about a chain of comparative advantage.
When empirically tested in higher dimensions, the Heckscher-Ohlin model appears to
be more robust than the earlier 'paradoxical' results suggested. But these recent
applied studies suggest that we should view factor endowments as explaining broad
sectoral patterns of trade and specialisation. Additional factors may be important in
explaining trade patterns at a more disaggregated level. Reality inevitably diverges
from the convenient assumptions of the basic Heckscher-Ohlin model. Some of the
theoretical elegance and simplicity is lost by relaxation of these assumptions or by
extending the dimensions of the model, but the richness of the model is increased as
a result. The specific factors approach offers an alternative model that may be
particularly useful in analysing the short run.
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Chapter 4
Empirical Measures and Indicators of Comparative
Advantage
4.1. Introduction
In the last chapter we argued that despite logically irrefutable and widely accepted
theoretical advances of comparative advantage which explore the relations between
nations, problems arise since the theories are based on a concept that is difficult to
quantify and to test directly since relative prices under the autarky condition are not
observable for countries that have been engaged in international trade for a
significant period of time. Economists have persisted however in their attempts to
apply such concepts to circumstances which arise in the real world. These attempts
involve indirect methods which use information derived or revealed from post trade
situations and assumptions concerning the relationship between observable and
unobservable variables. Such indirect approaches are often taken to explain trade
patterns in terms of a specific model (i.e. of a particular set of trade determinants)
rather than with the explicit assessment of comparative advantage.
This chapter is concerned with assessing the latter: that is to measure revealed
comparative advantage in the context of developing countries that ultimately will be
achieved via a case study of Iran. This chapter is organised as follows: section 2
explains the concept of revealed comparative advantage (RCA). Section 3 considers
conceptual consequences and problem involved in the testing and measuring of
comparative advantage. A review of principles and empirical evidences relatively to
the use of revealed trade performance is then presented. Section 4 considers the
Empirical Measures and Indicators of Comparative Advantage
methods of measuring comparative advantage. Section 5 discusses the dynamic
aspect of comparative advantage and fallow with the methodological issues in
revealed comparative advantage in section 6. The final section offers a summary of
analysis.
4.2. Revealed Comparative Advantage
With trade data generated by trade flows in post-trade equilibria, empirical
researchers may wish to ask questions pertaining to the degree of advantage
exhibited by a particular country over various goods, where many goods are being
exported and imported. Similarly, with a number of countries trading in the same
goods, the empirical researchers may wish to enquire into the degree of advantage
exhibited by various countries with respect to a particular traded good. Hiliman
(1980) tried to use a measure of revealed comparative advantage to answer these
questions. Hiliman considered the relation between the index of export share
measure of RCA and comparative advantage as indicated by pre-trade relative
prices. Hiliman first compared the export share index:
E•• = Xif/1
Ii
where Xij is the value of country f's exports of good i, Xj is the value of country j's
total exports, Wi is the value of total world trade in good i, and W is the value of
total world trade. He asked whether Eij> E2j implies that before trade, good 1 is
relatively cheaper than good 2 in country j. It is concluded that Eij values are
independent of comparative advantage as indicated by pre-trade relative price.
Hiliman's analysis is as follows: Imagine there are at least three traded goods,
but consider only the two goods to be exported. Figure 4.1 depicts the economy's
transformation frontier for a country. Two income-consumption paths for the world
price are RR' and QQ' . The exogenous world terms of trade are given as P, and
the GH is the required transfer in terms of good I. International trade makes for a
production-consumption efficiency separation such that the production equilibrium
A is independent of preferences. The respective free-trade consumption equilibrium
for the alternative preferences QQ' and RR' would be at M and N. The preference
under QQ' yield good 2 as relatively less expensive domestically in the economy's
autarkic equilibrium corresponding to M, while the preference underlying RR' yield
good 1 as relatively less expensive before trade. Since these values are the same
(4.1)
4.2
GH
0 Food
Empirical Measures and Indicators of Comparative Advantage
independent of the nature of underlying preferences, they are independent of
whether good 1 or good 2 was relatively less expensive in the autarkic equlibrium.
Cloth
J
Figure 4.1: Comparison of RCA index
The post-transfer consumption equilibrium point C is the same for both sets
of preferences; for at the point C the income-consumption paths interest. So the
value of Eij is independent of the nature of underlying preferences, they are
independent of whether good 1 or good 2 is relatively less expensive in the autarkic
equilibrium. From Figure 4.1 we can see that Hillman assumed that preferences are
non-homothetic, which is reflected in Figure 4.1.
Hilimans model can be extended by assuming that preferences are
homothetic. Figure 4.2 is the same as Fi gure 4.1, except that preferences are
assumed to be homothetic. So the two alternative domestic preference orderings are
depicted from the origin in Figure 4.2. If no transfer were made, the respective free-
trade consumption equilibrium for the alternative preferences orderings OQ and OR
would be at M and N . At point M, good 2 is relatively cheaper, while at point N,
good 1 is relatively cheaper.
At the post-transfer consumption equilibrium point C' under the income-
consumption path OQ, the economy would export quantities AB' and BC' of good
I and good 2 to arrive at C'. But at post-transfer consumption equilibrium point C
under the income-consumption path OR, the economy would export quantities AB
and BC to arrive at C. That is, under preferences ordering OR, good 1 is relatively
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cheaper before trade, and the economy exports more of good I. However, at point
C', the opposite holds. So the value of Eij is dependent on the nature of underlying
preferences at point C under the preference OR, good 1 is relatively less expensive
in the autarkic equilibrium. Country j would export more of good I than good 2
and Eij> E2j.
Cloth	 0
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Figure 4.2: Comparison of RCA index
Then Hiliman considered application of the export performance ratio of
revealed comparative advantage to a comparison across countries with respect to
given exported goods. That is whether Eu > Ei implies that good i is relatively less
expensive in country l's autarkic equilibrium than it is in country 2's. Firstly,
Hillman compared two economies with the same technology and factor
endowments (i.e. same production possibilities), but with different preferences, an
alternative to that of comparing two goods within one economy.' The conclusion
that good i in country 1 has relative comparative advantage, while it is comparative
disadvantage in country 2 under autarkic. Secondly, Hillman compared two
economies with identical homothetic preferences, with identical technologies and
identical capital-labour endowment ratios, but with different absolute factor
endowments such that the two economies would be identical except for a scalar.
The RCA values for Eu and Ei2 are the same in these two economies. Denote by Q
the factor proportionality by which economy 1 is scaled-up version of economy 2;
then:
l it is the same as the Figure 2-1. Take the two preference curves as two economies.
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E• -
	 - QX2/Wi
11 
Xj/W - QX2/W =E
2	(4.2)
Finally, Hillman considered the case in which country 1 has the larger relative
endowment of labour and commodity i is relatively labour-intensive. Good i is
relatively less expensive before trade in country 1, there are potential gains from
trade between the two economies. Country 1 exports good i which is relatively
labour-intensive and country 2 exports good n which is relatively capital-intensive.
Since the consequence of the differences in factor endowments is a comparative
advantage according to pre-trade relative prices for country 1 in good i and for
country 2 in good n, correspondence of RCA with pre-trade indicated comparative
advantage would entail:
as	 1?J^12	 (4.3)
where Pij is the autarkic relative price of good i in country j.
Hillman further ascertained whether country l's increased exports of good i
due to its endowments change would affect the RCA values in the symmetric
manner indicated by the inequalities. Country l's RCA measure for the good i can
also be expressed as:
E11=I x1,(x1^fl
x 1 + i) x1+ )
	
(4.4)
where 14, W and Xj are world trade in good i, world exports and country l's total
exports respectively, all exclusive of country l's exports of good i. Exports Xii
having increased, differentiate equation 4.4 with respect to Xii, the outcome is:
E11 
= (	 X11	
..&Lx 1i.	 IL)	 (4.5)
E 1
	JX, 1	 4) X1
	WI
Since the sign of equation 4.5 is indeterminate, Hiliman stated that the
correspondence between RCA and pre-trade relative prices hypothesised in
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equation 4.3 does not necessarily obtain for cross-country comparisons with respect
to a specific product. However, Hiliman stated that there exists a necessary and
sufficient condition for equation 4.5 to hold. The condition, from equation 4.5, is:
	
1— ..&L>LLx 11- --')	 (4.6)
X1	W)
He stated that from general approximation, the share of country l's exports in
total world exports may be small, so that (1 -Xi / W) may be close to unity. Equation
4.6 can be written as:
(j	 LL'1 >	 iLL	 (4.7)
1 wJx1
If the economy specialises in good i in its exports, then Xii = Xi and hence
Xii/Xi=1 > (l-(Xii / Wi)). If the economy has a monopoly in good i in the
international market, then Xii = Wi and equation 4.7 requires Xii / Xi <0 which
contradicts Xii > 0, Xi> 0. His conclusion is that if a country's exports of a
particular good are simultaneously neither overly prominent in its total exports nor
overly prominent in total world trade in that good, the export share index measure
of revealed comparative advantage is consistent with comparative advantage
indicated by pre-trade relative prices. The qualification is that reference countries
have identical homothetic preferences.
There are many developing countries that either export or seek to increase
their exports of abundant resource-based commodities. Due to this kind of trade
policy and in particular our case study, fran, for which oil and natural resources
make up a large proportion of exports, the alternative export share index can be
utilised to describe the nature of country's foreign trade.
4.3. Concepts, Issues and Problems of Revealed Comparative Advantage
Most international trade models are designed to answer specific questions such as:
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1) Why is there trade between countries and what explains the observed
pattern of trade i.e. why are some countries net exporters and others net
importers of a particular good?
2) What are the consequences of international trade? Who gains and who
loses?
3)Is it possible for a country to be worse off as a result of international trade
than it would be with no trade?
Most models give an answer to such questions in terms of the law of comparative
advantage or the structure of autarkic relative prices which is an immediate
determinant of the pattern of commodity trade. There are various problems which
arise when we are measuring revealed comparative advantage.
The major and fundamental problem encountered in testing the hypothesis is
that we cannot observe the pre-trade prices which would prevail under conditions
of autarky. In the real world, countries do trade with each other and hence they are
already engaged in international trade. Therefore, structuralised direct estimates of
comparative advantage cannot exist; but can economic analysts infer anything from
information derived from the post-trade situation in order to assist the policy
maker?
Clearly, we can assume the trade models themselves without a direct measure
of comparative advantage. The models explain comparative advantage in terms of
factors which are themselves observable. If the model is constructed such that the
vector of an economy's relative autarky prices (P) is linearly related to country
characteristics (contained in vector a):
(4.8)
then we can derive a relationship between trade and the characteristics of countries
which is independent of the relationship between trade and (P). Thus in the context
of the Heckscher-Ohlin model autarkic prices will be relatively low for those goods
whose production is (relatively) intensive in the country's (relatively) abundant
factor: the country will tend to export these goods of comparative advantage.
Testing the H-O theorem requires data therefore on trade, factor intensities and
factor endowments but no direct measure of comparative advantage. Given that
each trade model implies a ( derivable ) relationship between the observable
determinants of trade and the resulting ( and also observable) post trade pattern of
trade, production and consumption, is it also legitimate to use revealed patterns
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trade and production (e.g. trade performance) to assess or measure comparative
advantage?
There is not, however, a simple, deterministic relationship between trade and
autarkic relative prices () or comparative advantage. It would be convenient if it
could be established that the volume of trade in commodities was linearly related to
P. In the Ricardian model for example we can show that with free and costless
trade the direction of trade in a particular commodity does depend upon autarkic
prices, but the volume of trade does not. The volume of trade depends on the
foreign demand for the commodity and the domestic capacity to produce the good.
The story is further complicated by the inclusion of trade barriers, insurance and
transport costs, and by higher dimensionally issues (such as multi-product and
multi-factor conditions) in the case of the Heckscher-Ohlin model.
In the simplest H-O model with only two countries, two commodities and two
factors, it is relatively straightforward to derive a deterministic relationship between
comparative advantage and revealed trade performance. But the real world does not
look like the textbook H-O model and therefore a deterministic link no longer
holds.
The usual bilateral rule of comparing relative prices under autarky to
determine the pattern of trade is not in general valid for the multi-commodity world.
In addition, the equilibrium world price ratio need not fall between the
corresponding price ranges under autarky. Such a paradox disappears under gross
substitutability when the third commodity is a non-tradable. For the case of tradable
goods, an alternative bilateral rule to determine the pattern of trade is proposed.
Since the classical constant cost case has been heavily discussed in the literature, we
confine ourselves to the neo-classical case (Drabiky and Takayama, 1979).
Such problems are often conveniently forgotten in the empirical analysis on
trade, where a continuous, rather than binary, dependent variable is used in
regressions of the volume of trade against the hypothesised determinants of
comparative advantage. Can we draw some conclusions from the theoretical
analysis discussed above to identify comparative advantage and test this theory in
the real world? There is a large body of empirical works which have used regression
analysis and which yield evidence that is consistent with the existence of a fairly
systematic relationship between trade and its proposed determinants and this
provides an incentive to seek further evidence. We can evidence some support from
4.8
Empirical Measures and Indicators of Comparative Advantage
the theoretical work that has concentrated on weaker forms of the relationship
between trade and comparative advantage.
Deardorff (1980) for example demonstrated how the law of comparative
advantage may break down when applied to individual commodities or pairs of
commodities in a world of many commodities. The law is nonetheless valid if
restated in terms of an average across all commodities. Specifically, a theorem and
several corollaries are derived, which establish a relationship between vectors of
trade and vectors containing relative-autarky-price measures of comparative
advantage. These result are derived within a general many-commodity model that
allows for tariffs, transport costs and other impediments to trade.
For instance, he has, within the context of a fairly general model, shown that
several forms of the proposition may be proved, which can all be summarised by the
statement that a negative correlation between any country's relative autarky prices
and its pattern of net exports exist. Thus, on average, high autarky prices are
associated with high levels of exports. We can define these negative relationship as
follows:
PT=aXT-<O	 (4.9)
Where a represents the relative characteristics of the country and X and T
represent relative product characteristics and net exports respectively. The above
result implies that there are testable propositions which can be derived from any
trade model based on the law of comparative advantage . The issue remains,
however, over the extent to which the pattern of trade will diverge from a
deterministic relationship between trade and its determinants. We can presuppose
that the deterministic relationship is plausible to the extent that one can justify the
cautious use of trade performance indices as a way for revealing comparative
advantage. The theory however gives no reason to assume a clearly identifiable
relationship between observable variables and autarkic prices. This fact has been
demonstrated by Hillman (1980), who shows that the use of the Revealed
Comparative Advantage (RCA) statistic as a basis for cross-industry comparisons
of a given country will not necessarily yield a consistent measure of comparative
advantage. Nevertheless, Hillman notes that when the approach is used in cross-
country comparisons of specific commodities, RCA estimates may provide
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consistent results in certain circumstances. This hypothesis can be expressed in
terms of a qualitative response model as follows:
PiP(yi=i)=G(fi 3 O)	 (4.10)
where:
i = commodity group or industry
yi = dichotomous random variable which takes the value of 1, if the sample
value of Kendal's correlation coefficient between RCA and relative capital
endowment across countries is positive and significant and the value of 0
otherwise,
Pi = probability of the event Yi = 1,
fi = relative capital intensity of i,
e = vector of unknown parameters,
G = function ofe
Bowen (1983) has demonstrated that imposing the assumption that a country
does not produce every commodity invalidates the theoretical basis for the common
interpretation that values of trade intensity and revealed comparative advantage
indices above or below unity indicate relative advantage (disadvantage). In addition,
two indices for revealing comparative advantage based on net trade were derived.
This analysis indicated that to interpret values of a trade intensity index as
measuring deviations in actual trade from the trade expected in a neutral world of
no relative advantages should be used, the proper computation which is based on
the ratio of net trade to expected production. His conclusions are similar to those of
Hillman (1980) who examined whether a cross-industry ranking of RCA for a
particular commodity reflects comparative advantage as indicated pre-trade prices.
Webster (1991) argued that in the light of recent evidence such measures
appear to yield poor results which is reinforced by recent theoretical developments.
Samples of many countries have produced a ranking which is inconsistent with
those provided by the single-country case. A study incorporating many-
commodities presents serious problems for the measurement of comparative
advantage. The analysis suggests that the problems of measurement are not
however the most likely cause of these difficulties. The two most obvious
candidates are examined below,
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1) Trade in any country at any point in time is likely to be balanced in
aggregate.
2) The use of industry indexes in RCA may result in inconsistent weighting
procedures across countries.
4.4. Methods of Measuring Revealed Comparative Advantage
The literature offers a variety of proxies for the measurement of RCA based upon:
I) The use of production, consumption and trade statistics.
2) The use of actual trade statistics only.
3)Deviations between actual and expected production and consumption
values.
4.4.1. RCA based on Production, Consumption and Trade Statistics
In the first case, analysts have assumed that post-trade measures, such as trade (7),
production (P), consumption (C) and perhaps other statistics can be used to
construct an index of revealed comparative advantage (RCA) which will
approximate the true pattern of comparative advantage (CA). The relationship
implied by such an approach might be depicted as:
CA—T,P,C--RCA	 (4.11)
In the simplest case, involving only two countries, two commodities and two
factors, a straightforward application of the (RCA) model can be expected to yield a
deterministic relationship between CA and T, P and C. In a world populated by
many countries, products and factors, however, deterministic links between two
sets of variables no longer hold (Drabicki and Takayama, 1979). Ballance (1988)
has illustrated this point by using data for the steel industry in Brazil and South
Korea. Table 4.1 provides figures on trade, production and consumption along with
several crude measures of RCA which can be constructed from the data.
A country's comparative advantage could be expected to vary proportionately
with the share of exports in production (/) or the share of net exports in
production (A/). The same type of relationship would be expected for a measure
showing the share of production (P )in consumption (C) where the latter is defined
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as production plus imports less exports. Finally, comparative advantage could vary
inversely with the share of imports in consumption (M//c,).
Three of these four expressions indicate that South Korea has a comparative
advantage greater than Brazil. When RCA is measured by the share of exports in
production, the difference between Korean and Brazilian steel producers is
significant. The distinction between the two countries is less pronounced when the
share of net exports in production is the basis for comparison, and is further
reduced if RCA is expressed as the share of production in total consumption of
steel. When RCA is measured by the share of exports in production, the difference
between Korean and Brazilian steel producers is significant. The distinction
between the two countries is less pronounced when the share of net exports in
production is the basis for comparison, and is further reduced if RCA is expressed
as the share of production in total consumption of steel. The situation becomes even
more ambiguous when the fourth expression, imports as a share of total
consumption (M1/c), is considered. In that case Brazil, rather than South Korea, is
shown to have the greater comparative advantage.
The comparisons in Table 4.1 not only illustrate some of the ambiguities faced
by users of the RCA approach but also suggest the need to consider more closely
the manner in which the results are to be interpreted. Theories of comparative
advantage imply that any set of estimates for a particular product or industry should
provide an indication of the absolute differences in the comparative advantage
between each country. Such indicators would be described as 'cardinal' measures of
comparative advantage. In view of the theoretical and empirical problems
associated with RCA however, a less stringent interpretation of the results may be
desirable. One alternative is to treat the measures as indicators of the degree of
comparative advantage enjoyed by one country relative to another without drawing
inferences about absolute differences in the magnitudes of the two measures (e.g.
Balassa, 1979; UNCTAD, 1983). This interpretation would result in a ranking of
countries according to their degree of comparative advantage, and is referred to as
an 'ordinal' measure.
The following relationship: CA - T, P, C -* RCA; empiricists must take
account of some problems. One concerns the fact that countries are of widely
different sizes. A large country with only a minor cost advantage (i.e. a small degree
of comparative advantage) can still be a relatively important exporter in comparison
to a smaller country that enjoys a significant cost advantage. Ideally, indicators of
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cost advantage or disadvantage would be needed in order to distinguish between the
two countries. But such indicators require data on the domestic costs that would
prevail in the absence of trade . Since actual costs are incurred in the presence of
trade, this line of reasoning-like the search for autarkic prices-is not promising. Two
obvious alternatives for way out of the dilemma are; (a) to relate exports to
domestic production, or (b) to relate imports to domestic consumption.
The second problem arises from the fact that trade statistics are not available
for each and every trade item. The available countries are shown as both importers
and exporters of the same product category. In such cases the most common
method of adjustment is to express the revealed comparative advantage in terms of
net exports. If a country's comparative advantage in one product exceeds its
comparative disadvantage in another, exports of the first should exceed imports of
the second, and net exports would be positive.
The third possibility of distortion in the estimates of comparative advantage is
that the level of data aggregation can be so great as to obscure the true pattern of
comparative advantage. Researchers have attempted to minimise the aggregation
problem by using data for more narrowly defined product categories. Their efforts
are complicated by the fact that most countries employ different classification
systems for production and trade. detailed production data is not available and
exports data does not exist in a disaggregate level for some countries. In order to
study comparative advantage for narrowly defined products, it is usually necessary
to construct measures of revealed comparative advantage which rely solely on trade
data.
As a result most countries are shown as importers and exporters of the same
product category. In such cases crude indices of comparative advantage might
reveal that a country would have a comparative advantage and a comparative
disadvantage in the same product category. Thus, in addition to standardising for
country size, it may be appropriate to account for 'two way' or intra - industry trade.
4.4.2. RCA bases on Actual Trade Statistics
There are several variants of RCA based on actual trade statistics measure that can
be identified. The original formulation put forward by Balassa (1965) and retained
in his subsequent work (Balassa, 1977a, 1977b, 1979) expresses RCA as the share
of country i's exports in world trade of product j divided by the countries share of
world trade in manufactures. Thus, if a ratio of country i's share in the world
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exports of a particular commodity j to its share in the world exports of all
manufactured goods is 1.10 (0.90), it means that country i's share in a particular
product category is 10% higher (lower) than its share in all manufactured exports.
The index can be expressed as the following equation:
Balassa measure of(RCA)=-& -i_Xim	 (412)
XwjX
where X = exports, i = country, j = commodity, m = total manufactures, and w =
world.
This index is used and interpreted by UNIDO (1982) as an export
performance ratio to deal with 129 industries and 47 countries. A problem with this
ratio is that it depends on a country's degree of diversification of exports of
manufactures. The indicator of export performance ratio shows an upwards bias in
the case of a country with a high concentration of exports in a few industries, as can
be see from the definition. When we compare a value of the export performance
ratio for a specific product category of two countries, we know that the
denominator of this index Xw3 is the same for each country, the difference of the
Xwn
index for two countries derives from the difference in the numerator of the index
XI;1/x i and X2,i/ . If country l's manufactured exports base is relatively
narrow, export industries are concentrated on a few manufactured goods, it is
possible that X1;i//x is larger than X23/ 2m , then the value of the comparative
advantage index for country 1 of commodity j must be higher than that of country
2. On the other hand, the narrow exports base in country I derives from the fact
that country I has comparative advantage in only a few sectors. UNDO (1982)
argued that useful comparisons can be made only between countries with similar
degree of export diversification. There are another three indices which use trade
data only. The net export ratio is also examined by LJNIDO (1982). This is:
Xij - MijNet Export Ratio =
	
	
(4.13)
Xij + Mij
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The net export ratio expresses net exports of a commodity group as a
percentage of total trade of this group for each country i, where a negative sign
indicates net imports.
The index employed by Donges and Riedel (1977) defines revealed
comparative advantage as the ratio between the share of country i's net exports of
product j in its total trade (exports plus imports) of product j divided by the
corresponding share for all manufactured products. This is expressed as the
following equation:
r(XiJ_MiI/
I	 / Xuj+Mjj) - 1 x sign(xim - Mim)	 (4.14)RCA(DR)=I(Xim_Mim/
[	 /Xim+Mim1	 ]
where sign (Xim - Mim) is either plus or minus. Donges and Riedel stated that the
RCA concept rests on the assumption that a country's imports indicate which of the
domestic industries are uncompetitive, whereas the country's exports point out the
industries which display comparative competitiveness. According to the above
formula on RCA, a coefficient value greater than zero indicates that the industrial
branch has a comparative advantage, while for values less than zero the opposite
holds.
UNDO (1986) carried out a study of revealed comparative advantage using a
slightly different expression which reflects the apparent theoretical preference to
focus on net exports. This formulation serves to normalise net exports with respect
to the value of the country's total trade in manufactures and the weight of the
product in world trade in manufactures. This can be shown as the following
equation:
	
Normalised Net Export Ratio = Xij— Mij x_Twj	 (4.15)
Tim	 Twm
X^M
where T=
2
The measurements of the revealed comparative advantage using both export
and import data can be criticised, because they rely on import data which may be
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greatly influenced by the system of protection used in a country. Various forms of
tariffs and non-tariff protection may bias trade away from the underlying
comparative advantage pattern of a country.
4.4.3. Deviations Between Actual and Expected RCA
The final set of estimates adopts a probabilistic framework where RCA is expressed
in terms of the deviation between actual and expected levels of trade, production
and consumption. This category of indices has been derived using the levels of
trade, production and consumption that would exist in a hypothetical "comparative
advantage neutral" world (Bowen 1983). In such a world as Bowen described, the
relative pre-trade prices would be identical and no country would give enjoy any
comparative advantage. Under these conditions trade would not occur and
production would equal consumption for each country and each commodity. Using
the levels of trade, production and consumption in this hypothetical world as a
norm, revealed comparative advantage indices can be expressed as deviations from
the norm.
Bowen's idea of a 'comparative adyantage neutral' world is mainly derived
from Kunimoto (1977). In Kunimoto's study the deviations between actual and
expected levels of trade, production and consumption are expressed as:
(Nij-ENiJ)_—(Qij- EQij)— (Cii- ECu)
	 (4.16)
where N, Q and C are trade, production and consumption of commodity j in
country i, EN, EQ and EC are expected values. In a world where relative autarkic
prices are everywhere identical, EMJ = 0, so the equation can be written in terms of
deviation as:
Nij = (Qij-EQiJ)— (Cij-ECi 3)	 (4.17)
In order to relate the concept of expected value to observable variables,
Bowen (1983) assumes a hypothetical world where the consumer preferences of
countries are not only identical but also homothetic, each country's consumption of
conmiodity j is proportional to the world's consumption (production) of commodity
j. He introduces two indices as follows:
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Tif	 (4.18)
—xQj
Qij
12=Yi	 (4.19)
—xQj
where Q/ = world production of commodity j, Qif = country i's production of
commodity j, Yi = country i's GNP, and Y = world GNP, Tif = Qij - Cij, net trade.
J '. is defined as the "net trade intensity" index and J . is defined as the "production
intensity" index.
The assumption of identical homothetic preferences means that each country's
consumption of commodity j is proportional to world's consumption (production)
of commodity j. Hence, Ci] can be written as:
Cij=Six Qi	 (4.20)
where Q/ is world production of commodity], and Si the ratio of country i's GNP
(Yi) to world GNP (Y). This is onit\true under free trade (common relative prices).
Equation 4.20 can be written as: J
TjJ=QjJJ!X Qj
	
(4.21)
then i = i –1. The net trade intensity index, It" takes both positive and
negative values and is zero when there is no comparative advantage or
disadvantage. The production intensity index, U 2 takes only positive values and
equals one when there is no comparative advantage or disadvantage. Since values of
the production intensity index above (below) unity indicate comparative advantage
(disadvantage), it is plain that both indices may be used as indicators of comparative
advantage.
An appealing feature of this line of reasoning is, as Ballance (1986)
mentioned, that it highlights the fact that comparative advantage depends on the
interaction between consumption and production. The assumption that preferences
are identical and homothetic is in line with the popular Heckscher-Ohlin theorem of
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comparative advantage. Its extension to the real trading world, however, has been
questioned as a result of empirical studies involving actual patterns of trade,
production and consumption (Ballance, Forster and Murray 1985).
The Ballance et al. test is based on the equation I = ( j Q - i) restated in
regression form as:
Ti]	 Qij
=a+p	 +Eij
ECij	 ECij (4.22)
where ECU = Si x Qj and is referred to as expected consumption of commodity j by
country i under the homothetic preferences hypothesis. Coefficients a and 3 are
the intercept and slope of a simple regression model, with Eij, the random
disturbance term, assumed to be normally and independently distributed with zero
mean and constant variance. Ballance et a!. note that under the homothetic
preferences hypothesis and with free trade:
a =-1
	 (4.23)
1 =+1
	 (4.24)
They run a commodity-specific cross-country regression for 13 commodities
providing 596 country-commodity observations. The data refer to 1980 and are all
expressed in physical units. The countries included in their sample are the countries
which reported production and also export and import data. They reported the
estimated coefficients, the sample F-statistic for testing the joint hypothesis that
a = -1 and f3 = +1, and the R2 statistic. From their results they pointed that ".... the
hypothesis that consumer preferences are identical and homothetic across countries
was uniformly rejected for every industry in our sampl&' (Ballance, Forster, Murray
1985 p.347).
Trade theory and empirical analysis in the Heckscher-Ohlin tradition have
generally assumed that preferences are identical and homothetic across countries.
Trade is then due solely to differences in production and its underlying
determinants, such as factor endowments. This 'neutralisation' of demand is of
course a perfectly appropriate assumption to make if one wishes to concentrate on
the consequences of some aspect of production. However, Hunter and Markusen
(1988) point out that empirical estimation of demand systems consistently shows
large deviations from homotheticity (i.e. that certain commodity classes absorb a
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much larger budget share at low per-capita income than at higher income). Such
results statistically reject the homotheticity hypothesis. Their conclusion is that
differences in demand resulting from differences in per-capita income probably do
contribute in a significant way to the overall volume and direction of trade.
Hunter and Markusen identify two sources or bases for trade. One is from
factor endowments which determine the production side and results in non-
homothetic preferences across countries. Hunter and Markusen stated that there is
nothing from their empirical results to suggest that the per-capita income effect
cannot dominate in every aspect, so that it is possible for a country to be observed
importing the good using intensively the abundant factor. In order to show how
per-capita income can serve as a basis for trade, Hunter and Markusen estimated a
simple Linear Expenditure System (LES) by using international cross-section data
and use the results to assess both 'the statistical and economic' significance of
deviations from homotheticity. Their estimation is formed for thirty-four countries
with eleven commodities. Two restricted versions are also estimated for use in
likelihood ratio tests. In version one all relative price terms are collapsed into a
single constant term. In the other version all non-income terms are suppressed so
that expenditures are estimated as a function of income only. Their results show that
income elasticity for the eleven commodities deviated significantly from unity which
indicates that preferences deviate from homotheticity.
Hunter and Markusen construct a volume-of-trade counterfactual experiment
to test the effect of income per capita on the volume and the direction of trade.
They suppose that all thirty-four countries are endowed with the eleven
commodities in the same proportions, which reverses the normal argument and
neutralises the production side as a possible cause of trade. Using fitted values of
consumption from the estimated LES (eliminating trade caused by differences in
tastes and differences in domestic prices), they calculate the equilibrium level of free
trade that must occur given the proportional production assumption. The
equilibrium level of trade they estimated accounts for 14.4% of combined total
consumption expenditures of the 34 countries. Hunter and Markusen stated that 'we
regard this (counterfactual) level of trade, caused only by the systematic differences
in demand resulting from differences in per-capita income, as a significant result.
That is, we tentatively conclude that the demand source of trade may indeed
contribute in a significant way to the overall volume and direction of trade'.
Hunter and Markusen suppose that the labour-abundant South produces
labour-intensive homogeneous goods, which it trades for capital-intensive
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differentiated manufactured goods from the North. They further assume that the
labour-intensive goods have high minimum consumption requirements. Then they
state that the South specialises in both consuming and producing the same set of
goods, and trade between the South and North is accordingly reduced below what
should be provided by the Heckscher-Ohlin model.
4.4.4. The Consistency of the RCA Indices
Given the wide range of methods and indicators employed to measure comparative
advantage, Ballance (1986) tried to test whether these many versions yield
consistent results. The results suggest that a high degree of coasistectcy arnog
ordinal measures of revealed comparative advantage exists, but that the degree of
inconsistency is greater when a cardinal interpretation of the indices is adopted.
Ballance stated that in addition to the traditional interpretation of revealed
comparative advantage indices (that each index quantifies the commodity-specific
degree of comparative advantage enjoyed by one country vis-à-vis any other
country), two other interpretations should be considered. One provides a
commodity-specific ranking of countries by degree of comparative advantage.
Another provides a demarcation between countries that enjoy a comparative
advantage in a particular commodity and those countries that do not. These three
alternative interpretations will be refereed to as cardinal, ordinal and dichotomous
measures respectively. Ballance did three consistency tests for revealed comparative
advantage indices as cardinal measures, as ordinal measures and as dichotomous
measures. The trade-only indices and trade-consumption-production indices were
examined separately using different samples because of data concordance problems.
He used 6-digit International Standard Industrial Classification (ISIC) to calculate
trade-consumption-production indices. The consistency test for the trade-only
indices were conducted at three different levels of product aggregation, range from
3-digit S1TC to more narrowly 4-digit and 5-digit S1TC categories.
The three tables, Table 4.2, Table 4.3 and Table 4.4 show the results
estimated by Ballance. He compared correlation coefficients for alternative pairs of
revealed comparative advantage indices and found that revealed comparative
advantage indices as cardinal measures are not highly consistent.
The results also show a high degree of consistency among the net export
indices as well as between Donges-Riedel's index and Balassa's export
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performance ratio index, when revealed comparative advantage indices are
treated as ordinal measures.
For the consistency tests for revealed comparative advantage indices as
dichotomous measures, he found that the indices based on net trade export are pair-
wise perfectly consistent and highly consistent with the other indices such as
Balassa's export performance ratio and Donges-Riedel's index. Thus, he stated that
'such consistency implies that the empirical distinctions between countries that enjoy
comparative advantage and those that do not is not too sensitive to the choice of
revealed comparative advantage index'.
4.5. The Dynamic Aspect of Comparative Advantage
As well as the wide range of methods and indicators employed to measure
comparative advantage, researchers have also considered dynamic aspects of
comparative advantage. Researchers have explicitly linked their estimates of
revealed comparative advantage with other information on factor endowments
and/or factor intensities. An underlying assumption is that the relative abundance of
a particular factor, in conjunction with the intensity of the factor's use in production
processes, will have an impact on comparative advantage and all these things
change. Such studies attempt to provide some means for anticipating future change
in revealed comparative advantage on the basis of additional knowledge regarding
patterns of factor endowments and inter-industry differences in factor intensity.
Balassa's 'stages' approach to comparative advantage (1979) adopts the
existing commodity composition of trade as a frame of reference and relates
changes in comparative advantage to changes in countries' factor endowments. The
argument of the stages approach suggests that competitive abilities will change as a
result of the steady accumulation of physical capital, the formation of human capital
(or labour skill) and growing technological sophistication.
As time passes, the cost advantages of manufactures in the more advanced
LDCs will shift away from products I industries in which cheap, unskilled labour is
the dominant input in favour of other which are more capital-intensive, more skill-
intensive and more technologically sophisticated. Thus LDCs can be expected to
move along a scale of comparative advantage as development proceeds. This view
is supported by Learner's ladder of development concept (Learner 1984). In
Learner's study (1984 pp.86-1 08) manufactured aggregates are ordered to suggest a
4.21
Empirical Measures and Indicators of Comparative Advantage
development process that begins with the export of labour-intensive aggregates,
which requires primarily low skilled workers.
The next runs up the ladder of commodities is machinery, which requires
capital, and the top of ladder is the chemical products, which require highly skilled
labour. A large number of developing countries have moved up the ladder of
developments over time by exporting labour-intensive and capital-intensive
products and in turn pushing the most industrialised countries out of these markets.
The more advanced countries, which are abundant in skill and capital, stand at the
top and export machinery and chemicals which require highly skilled labour and
capital.
Ballance et al. (1982) used data for 79 industries and 28 countries during the
periods of the mid-I 960s and mid-i 970s to test the possibility of a stage-like
change in comparative advantage. These 28 countries were arranged into four
groups according to their level of development - LDCs, NICs, recently developed
countries, and industrial countries. They compared each group's pattern of
comparative advantage and found that revealed comparative advantage for recently
developed countries, NICs and other LDCs converged over time, but the other
three groups diverged from industrial countries. They did not find strong support
for a stage-like development, which may be due to statistical problems or reflect the
fact that the evolution of comparative advantage often appears to be discontinuous,
at least when only a limited number of countries and development stages are
considered.
Other researchers have made use of the product cycle model to assess
patterns of change. Products requiring fairly large amounts of skilled labour are
thought to be 'new products' still in the early phase of their life cycle. Products
requiring little skilled labour are described as 'mature products', whose production
utilises many unskilled workers. This approach suggests that the production of new
products requires large amount of skilled labour in the form of scientists, engineers,
professional managers and skilled craftsmen. Once these new products enter the
markets, they experience a phase of rapid growth and the reliance on skilled labour
gives way to more capital-intensive techniques of production. Production
techniques eventually mature and products are standardised. At that point inputs of
semi-skilled and unskilled labour play a greater role in the production of mature
products. Such systematic changes in the input requirements are thought to affect
the location of production facilities. LDCs may enjoy a comparative advantage in
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products produced with standardised techniques and comparatively large amounts
of semi-skilled and unskilled labour.
4.6. Methodological Issues in RCA analysis
Much of the empirical work has consisted of straightforward estimates of revealed
comparative advantage, which are then used as a basis for gauging changes in
comparative advantage. Among the studies attempting to measure comparative
advantage through the use of revealed comparative advantage, one of the most
wide-ranging investigations is by UNDO (1982).
In UNIDO's study, three indicators of revealed comparative advantage were
employed. They are Sij, share in total exports of manufactures, nXij, net export as
percentage of total trade and Eij, export-performance ratio. A list of 145 specially
identified 3 digit or 4 digit SITC sectors covering a wide range of processing stages
of manufactured goods was chosen as manufactures to be measured for revealed
comparative advantage. These 145 industries include both non-resource-based and
resource-based industries with little value-added content (because in many of the
developing countries concerned in the UNDO study processed raw materials play
an important part in the trade). To account for diversity in market conditions and
production processes, UNDO adopted a specific definition, in accordance with the
majority of similar studies, which associates 'industiy' with a three-digit SITC
category. Only a few exceptions to this concept were made in including several
four-digit SITC categories and by merging two or three 3-digit SITC categories
into one industry. 129 commodity groups remained in UNIDO's study. Among
these 129 commodity groups, 48 are resource-based industries and 81 are non-
resource-based manufactures. UNDO divided its sample of 47 countries into three
groups according to their levels of development. These three country groupings are
developed market economies and Yugoslavia, NICs and other developing countries.
Their results showed that of the resource-based industries, trade in petroleum
products (SITC 332) dominates the exports of each country group. However, the
composition of exports by resource-based industries differs significantly between
country groupings. Organic chemicals (SITC 512) are the major export of the
developed market economies, followed by paper board (SITC 641) and meat and
meat preparations (SITC 011-013). The NICs have specialised in exports of
feeding-stuff for animals (SITC 081), meat and meat preparations and fixed
vegetable oils and fats (SITC 421, 422). For the other developing countries other
than NICs, petroleum products accounted for 43% of all exports by resource-based
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industries. Other important exports are copper (SITC 682) and sugar and honey and
sugar preparations (SITC 061, 062).
Among the non-resource-based industries, the developed market economies
relied heavily on the exports of new industrial products requiring large amounts of
skilled labour, while the NICs depended on new, labour-intensive product exports
which are mature industries employing relatively standardised production processes.
Among the developing countries, mature industries accounted for a small share of
exports of manufactures; trade performance depended predominantly on their
export of resource-based products. This can be seen from an examination of Table
4.5. All 'classes' of developing countries show a much greater tendency to reveal
comparative advantage in labour-intensive/standardised than capital-intensive!
standardised goods (compare rows 5 and 6) and there is a much greater incidence
throughout of comparative advantage in standardised than non-standardised
products. This pattern of revealed trade performance is consistent with a factor
endowments explanation of trade; relative to the industrialised countries the
developing countries have large amounts of unskilled labour and little technological
expertise.
Note, however, that the results are consistent with the 'ladder' of development
view of comparative advantage; the NICs are less dependent on natural resource-
based activities than other developing countries and the recently developed
countries show greater evidence of breaking into capital-intensive and less
standardised product ranges.
4.7. Summary and Conclusion
The discussion has considered the extent to which estimates of revealed
comparative advantage can introduce a relatively operational element into the law
of comparative advantage. The law of comparative advantage represents a
universally applicable conceptual framework for interpreting international patterns
of specialisation. Despite the obvious difficulties of bridging the gap between the
theoretical concept of comparative advantage and an operational measures, it is
evident that empirical estimates of revealed comparative advantage can, if used
judicially and in an ordinal manner, add to our understanding of the international
differences in sources of relative efficiency, competitiveness and international
patterns of specialisation and trade. They also allow us to understand, in part at
least, how these sources of trade change over time. The principle that relative rather
than absolute costs largely determine trade patterns is a theoretically robust
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principle, and there is, as this chapter shows, a large amount of empirical evidence
that is consistent with the orthodox view of the broad determinants of comparative
advantage. Developing countries do reveal a comparative advantage in those
products which are apparently relatively intensive in the factors with which they are
assumed to be relatively well endowed. Policy makers in developing countries
should not ignore the principle or the evidence. Indeed they should consider this
when formulating the broad trade strategy and trade policy environment. They may
also use evidence about revealed comparative advantage when seeking to lower
policy or market distortions that restrict changes in relative factor endowments.
However to assume that RCA indices can serve as a basis for specific policy
decisions about which activities to promote, and which not to promote, would be
wholly unjustifiable.
There are several measurements of comparative advantage by using
production, consumption, import and export data. Because of the problem of
consistency between production and trade statistics, most researchers have used the
trade data only. However, using import data is subject to criticism because a
country's import level may be very sensitive to the effects of national protection
measures for a few products. The export ratio which we are going to use to
measure fran's comparative advantage can shed some light on ban's trade
performance. In the next chapter, we will estimate and analyse fran's export
performance to asses the country's revealed comparative advantage.
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Table 4.1
Comparative advantage in Brazil and South Korea steel industries
1979-80
Detail	 Brazil I S.Korea	 Brazil I S.KoreaRatiosS US million __________ 	 in_percentage
	
Production (P) 7144
	 4403	 X/P	 11.7	 33.4
+ Imports	 (M) 551	 1073	 M/C	 8.0	 26.8
X-M
= Total supply (S) 7695	 5475	 4.0	 9.1
_________________ _______ ________	 P	 _______ _______
- Exports	 (X)	 834	 1473	 P/C	 104.1	 110.0
X-M
= Consumption(C) 6861	 4003	 20.4	 15.7
X+M
Source: Trade Performance as an Indicator of Comparative Advantage;
Robert H . Ballance (1988) Table 2.1
Table 4.2
Correlation among RCA Indices
SITC	 (T/XM): BAL	 (T/XM) : D-R	 BAL: D-R
5-digit	 0.53	 0.45	 0.29
4-digit	 0.56	 0.40	 0.26
3-digit	 0.57	 0.32	 0.18
Notes:
T / XM net export ratio (T = net export, XM = exports plus imports)
BAL denotes Balassas formulation
D-R represents Donges and Riedel's formulation
Their results based on the Spearman Rank correlation coefficient
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Table 4.3
Consistency Tests for Ordinal Indices
SITC	 (T/XM) : BAL (T/XM) : D-R	 BAL:D-R
5-digit	 0.79	 0.51	 0.54
4-digit	 0.76	 0.43	 0.45
3-digit	 0.87	 0.45	 0.51
Table 4.4
Consistency Tests for Dichotomous RCA Indices
SITC	 (T/XM):BAL (T/XM):D-R [_BAL:D-R
5-digit	 0.86	 0.95	 0.86
4-digit	 0.87	 0.95	 0.87
3-digit	 0.90	 0.95	 0.89
Notes:
T / XM net export ratio ( T = net export, XM = exports plus imports)
BAL denotes Balassas formulation
D-R represents Donges and Riedels formulation
Their results based on the Spearman Rank correlation coefficient
Source: All figures in these three tables come from Ballance (1986)
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Table 4.5
Share of Manufactured Exports (SME) with Average Increase (Al) in Revealed
Comparative Advantage (RCA) in different types of developing countries
(percentage)
Factor	 RCA2	 NIC3	 other LDS
Product category	 -
orientation	 A!	 SME A! SME Al SME
1	 labour - intensive	 25.5 21.0 103.2 32.5 192.5 22.6
	
MatureProducts - ______________ ____ ____	 ____ ____ -
2	 capital - intensive	 265.3	 7.7 177.4	 1.8	 94.6 1.7
	
3 labour - intensive	 58.5	 4.3 156.0 5.3	 209.2 0.6
	
NewProducts - _____________ ____ ____	 ____ ____ -
	
4 capital - intensive	 63.1	 0.6	 91.4	 0.1	 268.5 0.4
	
Standardised	 labour - intensive	 30.4 22.3 115.9 34.6	 311.9 20.3
	
products	 6 capital - intensive	 129.0	 3.1 140.0 0.7	 216.8 13
	
Unstandardised	 7 labour- intensive	 44.8	 2.9 161.8 3.2	 59.2 2.9
	
products	 8	 capital - intensive	 297.7	 5.2 169.2 1.2	 50.6 0.6
Notes:
1) RCA index exceeded anormalised level of 100 by at least 50%
2) Recently developed countries such as Greece and Portugal
3) Newly Industrialising Countries includes Argentina, Brazil , Hong Kong
Mexico, Singapore, South Korea and Turkey
Source: Adopted from Ballance, Ansari and Singer (1982). pp 151
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Analyses of Iran's Comparative Advantage
5.1. Introduction
In this chapter we will calculate indirect measures of Iran's comparative advantage. As
discussed in chapter 4, the most fundamental problem in measuring comparative
advantage is that the concept is expressed in abstract terms based on relative prices
which would prevail in the complete absence of trade. All countries engage in some
amount of international trade and consequently the empiricist has no information on
autarkic prices from which to construct estimates of comparative advantage. Indirect
methods of measurement which use information derived from post-trade equilibrium
events will be employed. This analysis uses information concerning Iran's trade with
member countries of the Organisation of Economic Co-operation and Development
(OECD) for the period 1986-199 1.
Although the empirical work is not comprehensive if it does not cover Iran's
trade with all major industrial economies, the OECD was used partly because of data
availability. Also it provides a fair geographical distribution of countries globally.
These include the United States and Canada in the Northern Hemisphere and
Australia in the south. The OECD provides the most important market for fran's
exports, in particular the European Community (EC), European Free Trade Area
(EFTA), Turkey and Japan.
The OECD barriers to trade in semi-manufactures and agricultural production
from developing countries can be generally classified into three broad categories. The
first are tariff barriers. The effects of the nominal tariff structure, which is most often
escalated by stages of processing, needs to be assessed in terms of the varying degrees
of effective protection provided to import substitutes in the OECD countries, at
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successive stages of processing. It is also necessary to take account of any differential
barriers to the exports of developing countries, arising from the levying of specific
rather than ad valorem duties on imports into various OECD countries. For, to the
extent that, developing countries exports cheaper qualities of the same goods as
developed countries, these specific duties could imply a higher effective ad valorem
tariff on the similar goods from developing countries as compared with those from
developed ones.
The second major form of trade barriers are various non-tariff barriers (NTB) in
the OECD countries. These include quantitative import restrictions, voluntary export
restraints, special import charges and various health, sanitary and licensing
regulations.
Finally, it has been argued (Finger and Yeats 1976) that the structure of
international shipping rates also discriminates against exports of agricultural
production from developing countries, as these freight rates typically escalate by stage
of processing.
Apart from these barriers in the OECD market, there are a variety of other
restraints whose influence appears to be at least the equal of tariffs. For example,
evidence suggests that agricultural exports from developing countries are often
severally curtailed by the complicated system of non-tariff barriers in industrial
markets. Specifically, a comprehensive study of the EC system (Yeats 1978) found
that domestic farmers were protected from foreign competition by at least 15 different
kinds of non-tariff measures ranging from global or bilateral quotas to production
subsidies and variable import levies. Similarly, in the area of textiles, where
developing countries are acknowledged to have a real comparative advantage in
production, developed country have effectively limited imports through complex
systems of quotas and other forms of export restraints.
In spite of this policy among the industrial countries, the OECD markets are
also generally competitive and Iran's trade with the OECD may well be less policy-
distorted than with many non-OECD countries. In 1991 Iran's trade with the OECD
countries represented 85% and 78% of Iranian exports and imports respectively. In
this respect, the OECD is a reasonable approximation of Iran's total world trade.
The chapter comprises five main sections. Section 5.2 presents general aspect of
Iran's trade with the OECD. As a main theme, this section also includes an
exploratory study of the institutional influences on comparative advantage of
agricultural production. Section 5.3 indicates methodological framework of revealed
comparative advantage. Section 5.4 reports the estimated RCA indices by using net
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trade ratios. Section 5.5 provides and analyses alternative RCA indices (based on
relative export shares), and a summary of the analysis is set out in the last section.
5.2. Trade Performance with the OECD
5.2.1. Commodity pattern of trade
\Vhile primary and semi-processed products dominate Iran's exports, the most striking
feature of the export mix has been the long term shift towards exports of
manufactured products. In 1991, exports of manufactured goods accounted for 55 per
cent of fran's non-oil merchandise exports, up from 31 per cent in 1986 (Table 5-1).
Fuels continue to be fran's most prominent export item. Their share in total
merchandise exports increased from the 86 per cent level reached to around 89 per
cent in 1991. Within fuels, there has been a shift from exports of crude oil towards
sales of natural gas and refined products.
Textile yarn, fabrics and related products (SITC, section 6) and food and live
animals (SITC, section 0) are most the important non-fuel export items, earning more
than US $ 1.2 billion in foreign exchange in 1991. Exports of textile products have
increased steadily in line with the government's policy to increase value added and
discourage exports of unprocessed yarn. Other important primary export commodities
are hides and skins (SITC, section 2). Overall the value of primary commodities in
total exports of merchandise goods has fluctuated between 1986 and 1991, due to
volatility in commodity markets.
In the period of study, export growth occurred in manufactured goods (S1TC,
section 6) see Table 5-1 . For example, exports of textile yarn and clothing rose from
some US $ 400 million in 1986 to nearly US $ 643 million in 1991. Major increases
were also recorded in SITC, section 0 (food and live animals). Major increases were
also recorded in mineral fuels in section 3. Export volumes of items such as natural
gas and manufactured and refined petroleum have risen considerably. As a product
group, the export share of section 8 (miscellaneous manufactured articles) semi-
manufactures remained unchanged at 2 per cent of total non-oil merchandise exports
in the period 1986-91.
5.2.2. Regional Pattern of Trade
Among the OECD countries, Japan, Germany and the United Kingdom are Iran's
main trading partners. Together they account for nearly 70 per cent of merchandise
exports and more than 62 per cent of imports. Germany alone is the destination for
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more than 40 per cent of Iran's merchandise exports, and the source of one quarter of
total imports. Fuels are mainly exported to Japan (in 1991, 76 per cent of the total)
and Germany (17 per cent). This largely explains the high concentration of frarfs trade
with these three countries and is also a reason why trade expansion with other
countries lagged behind that of Japan, Germany and the UK, particularly on the
export side. The relatively weak export performance reflects a decline in the dollar
value of exports of fuels, which was not fully offset by expanding exports of non-oil
products to those countries. Dynamic growth occurred in Iran's trade with EC
members, in particular France and Italy, as well as Turkey. Until 1988, Saudi Arabia
was an important supplier of certain types of crude oil and refined petroleum
products. Since then, such imports have been mostly under counter-purchase
arrangements with Iraq. In 1991, Australia, Canada and the remaining countries in the
OECD combined accounted for less than 30 per cent of Iran's merchandise trade.
5.2.3. Time Period
The period of study in this analysis extends from 1986 to 1991, but there is also a
general study with pre-revolutionary data from 1977 to 1991. This is important if one
wishes to explore and compare trade developments since the Iranian revolution of
1979 with previous years. The main focus of the empirical analysis is for the period
1986 to 1991. This is because a comparative study of Iran's trade flow with OECD
countries needs to be carried out which specially compares pre-revolutionary flows
with post 1986-9 1 flows.
This permits us to compare the situation before the war between fran and Iraq
in 1988 with the years following the war, until 1991. In addition to this period, we
also consider Iran's trade position in 1977; the last year for which disaggregated data
up to the five digit SITC is available. The information for 1977 is also compared to
the pre-post war features of Iran's revealed comparative advantage. This is more of a
cross sectional study as each five year group is used as a separate observation and
also the trade behaviour in the group are analysed over the period as a whole.
5.2.4. The Data Set
In 1950, the UN's Economics and Social Affairs Department recommended that
governments of member countries compile trade statistics by using the Standard
International Trade Classification (SITC)'. The department published guidelines for
the classification in the form of a revised SITC 2. In the revised SITC, there are 1312
Statistical paper, series M, No. 2. 2nd edition
2 Statistical paper, series M, No. 34
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basic items (5 digit code), all of which may be further subdivided, if desired, for
national use. The items are summarised into 625 sub-groups (identified by code
numbers of four digits). The sub-groups are summarised into 177 groups (3 digit
code) which provide the data most commonly discussed in international compilations
of external trade statistics. The groups, in turn, are assembled into 56 division (2 digit
code) and these divisions are finally consolidated into 10 sections (1 digit code). The
export and import data used in the empirical analysis are based on the SITC system.
Unfortunately, after the Iranian revolution in 1979 Iran's export and import data are
recorded only in terms of the one and two digit classification. Before 1979, however
we can collect data on trade figures up to and including the five digit. In SITC (rev.3)
at 2 digit level, there are 51 categories that we have examined in this study. SITC 22
(oil seeds and oleaginous fruits), 24(cork and wood) and 41(animal oils and fats) were
excluded from the analysis, because there is no complete information for some years
in the period of study.
5.2.5 Agricultural Performance
We know that from 1988 onward when the conflict between Iran and Iraq came to an
end, Iran's economic restructuring phase commenced, which suggests that the
economic policies embraced in economic restructuring seem to have triggered off
changes in revealed comparative advantage. This is of interest to the present study
because comparative advantage in recent years (as well as over the last decade) is
revealed in the agricultural sector. We shall now explain the main key factors which
have influenced into the production and export to the world market. These factors
could be land reform followed by agriculture mechanisation, and then agricultural
development in some parts of the country.
Over the last decades, when many Asian countries embarked on development
programmes, Iran failed to industrialise. Consequently the country turned into an
agricultural country, selling primary produce to the advanced states of the OECD
market. Various attempts were made at industrialisation, but they were relatively
unsuccessful and the fundamental structure of the country's economy remained
unchanged. Agriculture continued to be its most important sector. As a result of the
increased output of oil, the relative importance of agriculture in the national economy
declined. For example, in the first quarter of this century agriculture was estimated to
have made up as much as 80 to 90 per cent of GNP, whilst by 1956 its contribution
had fallen to 33 per cent.
However, agriculture continued to rank first in the sectoral contributions to
GNP until 1967, when oil production took first place (Bharier, 1971). Except for oil
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which, for example. accounted for 73 per cent of total exports in 1959, agricultural
produce was the most important item, constituting 87 per cent of total non-oil exports
in 1961. The agricultural sector also absorbed the largest proportion of the country's
labour force. For example, at the beginning of the century, agriculture employed 90
per cent of the total working population and in 1966, 46 per cent (Bharier, 1971).
Until the land reforms of 1962 one of the characteristics of Iranian agriculture
was its unchanging nature. Large areas of the country had belonged to large
landowners and owner-farmers' lands had occupied only 10 per cent of the total.
Although various types of land ownership e.g. private ownership, iqta, vaqf khaliseh-
had come into existence (the proportion of each. varJig rit penois') no
substantial change in the relationship between landowner and peasant had taken çilace
and the long-standing order continued. The share -cropping system was predominant
and the production team system known as boneh4, had continued to exist for a [ong
period of time.
As far as agricultural methods were concerned, following the technical
innovation in irrigation, which took place in the eighth century BC, no significant
developments occurred before recent modernisation. Archaic traditional farming
methods were employed for a long time, contributing considerably to the stagnation in
Iran. Never in the country's history has agriculture provided any impetus to encourage
change. However, after the late I 950s Iranian agriculture began to change due to the
development of agricultural mechanisation and the implementation of land reform.
Mechanisation advanced from the early period of the last decade onwards in one part
of the country, changing the agricultural environment drastically.
Land reform was enforced from 1962 onwards, contributing to the dramatic
change in the long standing land tenure system and political situation of Iran. In
addition, land reform facilitated the rapid development of mechanisation throughout
the country and significantly changed traditional agricultural methods. Mechanisation
and land reform in the agricultural sector are reviewed as the most significant factors
leading to increased production and consequently rising exports to the world market.
3. Vaqf: endowment land
Khaliseh: domain land
Iqta: devided land
4. The boneh is a system peculiar to Iran. Under this system. share-croppers are grouped into a
certain number of units and all of the unit members work together under the supervision of their
landowner or his bailiff.
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As in many other countries, the land tenure system in Iran was reformed after
the Second World War. From 1952 onward the lands belonging to the large-owner
were sold to the peasants, and after 1962 land reform was carried out all over the
country. These reforms were enforced under strong American influences in order to
survive the contemporary political crisis, and were in fact politically motivated. In the
short term the reforms achieved their purpose for the government and America,
bringing about political stability, reinforcement of the government's power, and the
prerequisites for rapid industrialisation.
The land reform of 1962 contributed to the elimination of traditional large land
owners and to a change in the long-standing landlord-peasant relationship. Another
effect of land reform was the relative development of agricultural mechanisation. Thus
land reform not only released peasants from the old landlord-peasant relationship, but
also freed land owners from the old, paternalistic duty of land management. Although
their agricultural income did not actuall y increase following the reform, peasants
obtained the freedom to decide what to cultivate and how to work their land. Land
owners also now became free to decide how to manage their lands.
Previously, under the paternal landlord-peasant relationship, any changes often
used to be met by resistance from the peasants. Land reform made it possible for land
owners to more flexible and market-led. Some of them even extended their activities
to commerce or industry. Others, seeing the management of mechanised farms to be
profitable, became agro-capitalists, operating mechanised farms on the lands which
they were allowed to hold. Generally speaking in the early stages at least, they were
able to earn considerable amounts from a griculture, thanks to the favourable prices of
farm produce. This new type of agriculture was not only carried out on cultivated
lands, but also extended to unutilised lands. After the Land Reform Law was
introduced, many landlords turned their attention towards cultivating new land
(Lambton, 1969). Employing hired labours, they managed this new reclaimed land by
mechanised means, introducing machinery as much as possible.
The government which had adopted the policies of modernisation, deemed
agricultural mechanisation to be a key measure in its modernisation and promoted the
import of tractors and other agricultural machinery. In 1967, a government-sponsored
tractor assembly plant was established, and tractors were sold to farmers on
favourable credit terms. Between 1969 and 1973, as many as 25,000 tractors were
marketed by this plant (Salmanzadeh, 1980). This government measures greatly
facilitated the development of farm mechanisation. In the pre-land reform period,
tractor ploughing was, except in a few advanced areas like Gorgan (in the North of
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Iran), not prevalent. Indeed, the number of tractors in operation in 1963 was
estimated to be only 6,400 (Okazaki, 1968).
However, after the reforms, farming activities by land owners and the
modernising policy of the government brought about the relatively rapid development
of agricultural mechanisation. Such increasing mechanisation of agricultural
production inevitably resulted in the reduction of the number of hired workers needed
and the total working hours available for those employed. Thus, landless labourers
and even poorer peasants suffered a great loss in labour opportunities, being
compelled to migrate away from the villages toward the urban areas in search of jobs
(Hooglund, 1982).
One of the interesting points to be noted in Iranian mechanisation lies in the fact
that the government had fulfilled a very important role in facilitating it. The
government's aim during 1980s was the dismantling of the old institutions and their
replacement by modern ones. In this connection, the creation of up-to-date farming
methods was one of the important targets in the modernisation of agriculture, which
was the most significant part of Iran's trade policies. The government tended to
attribute the low level of production to the backwardness of farming methods and
believed that the development of mechanisation would bring about an increase in
production (Hooglund, 1982). Consequently, in order to finance the purchase of
machinery, the government allocated considerable funds, made possible by increased
oil income. This greatly contributed to the development of farm mechanisation.
Agricultural mechanisation brought about various changes in Iranian agriculture. Vast
unutilised lands began to be cultivated due to the fact that mechanised farming had
also been extended to virgin lands. With increased investment in irrigation projects,
agricultural mechanisation was a key factor to increasing the area under cultivation
after the Second World War. Furthermore, in some regions, cultivation became more
intensive and land came to be used annually without leaving it fallow (Salmanzadeh,
1980). Also, mechanisation caused considerable changes in the agricultural labour
market. This had two contradictory aspects.
On the one hand, in the case of previously uncultivated lands, mechanisation
created employment opportunities; for example, mechanised farms in Gorgan, set up
on uncultivated lands and involved in labour-intensive cotton cultivation, were of
relatively high importance in providing employment for poor villagers in remote,
underdeveloped areas. On the other hand, in the case of cultivated lands,
mechanisation brought about unemployment. Thus, mechanisation came to be an
important factor in agricultural production and consequently in the export sector.
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These elements mentioned above could affect Iran's agricultural productivity,
particularly after the war and could increase Iran's export capacity. This is why Iran
has achieved comparative advantage in some areas of agricultural productions.
5.3. Methodological Framework
This section provides the design and methodology for studying fran's comparative
advantage. The section is divided into two parts. The first part explains the problems
of the trade classifications used in the period 1977-91, and derives a uniform
classification to be used for all data. The second part discusses the evidence on Iran's
revealed comparative advantage.
5.3.1. War Effects
The major problems of an empirical study of Iran's comparative advantage is the
effects of the conflict between fran and fraq from 1980 to 1988. The conflict has
created two problems for the study. First, for any country facing war and domestic
crisis, a lot of information and economic data series that are normally published, are
instead treated by the authorities as a secret and confidential matter. As a result, the
data may not be published and/or they may be of low quality.
Second, war tends to distort the pattern of economic activity; resources being
drawn towards military production to support the war effort. As a result of this change
in production, the economy of Iran was different during the period as compared to
peace-time. Thus the pattern of comparative advantage revealed post-war may be
distorted. This is an particularly important consideration if we are to use the empirical
analysis as a guide to economic policy.
5.3.2. Definition of Years
The definition of the Iranian calendar is not consistent. In most editions of the United
Nations Yearbooks, Iranian data are shown for years starting on 21 or 22 of March,
but for the years from 1977 to 1986 the data are presented in rough accordance with
the Gregorian calendar, with the years ending on the 20 December. Therefore we have
converted these years' data to fit in with the data that we have for the rest of the years
in the period.
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The comparison between the Iranian and Gregorian calendar is explained in
Table (5-3). In this table, we illustrate the data for the year 1355 (Iranian calendar)
which corresponds to the Gregorian years 1977 to 1978. In order to render the data
homogeneous, we have made calculations for the Iranian year beginning in 1977 based
on two parts; parts one runs from 21 March up to 20 December 1977; and part two
runs from 21 December 1977 up to 21 March 1978. Note that in the tables, following
the UN conventions, for imports the transaction value is the value at which the goods
were purchased by Iran plus the cost of transportation and insurance in the frontier
(C.I.F) and for exports the transaction value is the value at which the goods were sold
by Iran including the cost of transaction and insurance to bring the goods on to the
transporting vehicle at the frontier (F.O.B). Note, however, that the balance of imports
and exports are not shown in the tables.
5.3.3. Valuation
All items in our tables are valued in thousands of US dollars, the measure used by the
UN for years from 1977. In such years, the data were published in terms of Iranian
Rials (Iranian currency). We have, therefore converted the total amount of exports and
imports to US dollars, using exchange rate information from the ]MF International
Financial Statistics Yearbook.
5.3.4. Data Consistency
One problem of our empirical study is the consistency of data sources. For example, in
some years we used data from the JMF and in others we used data from the World
Bank. We found these different sources sometimes gave small differences in the
reporting of Iran's exports and imports.
5.4. Results and Evaluation of the Indices
In this section, we shall pursue three themes. First, we will analyse and interpret the
measured net trade indices between Iran and the OECD, and the changes in the index
for the period 1986-91 for the categories in which a comparative advantage is
revealed.
Second, we will conduct the first analysis of the ratio of Iran's export share with
the OECD in the same time period, for fifty categories of two digit SITC. This
measurement is relevant for our study because we wish to compare it with the
alternative measurement of Iran's export share, which is the main empirical model of
Iran's comparative advantage used here. As we discussed in chapter 4, various
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economists have proposed different indices for measuring the comparative advantage
from trade patterns between countries.
The first group, associated with the work of Balassa, is derived from trade data
only, while the other group employs trade, production and consumption data. Because
the bulk of Iran's export are concentrated in crude materials and agricultural
productions and, on the other hand, restrictions in data availability, our analysis is
restricted to looking at trade statistics.
The first index which is used in equation (5.1) makes reference to the Iran's net
trade performance (for the period 1988 to 1991 and 1977), and recognises the
possibility of simultaneous exporting and importing within a particular product
category. The index ranges from -1 (Xij 0 and revealed comparative disadvantage)
to +1 (Mj = 0 and revealed comparative advantage). Around zero values for RCA1
there is ambiguity. (Indeed the limitations of this particular index are evident when we
consider that any specific value of the index) say a, is consistent with any volume of
trade satisfying both the following relationships;
RCA] = Xij - Mu	 (5.1)
Xii + Mj
(1+ct'\	 .X11 =	 )Mj where X = export, M = import, i = country, j = commodity
The second index used to estimate hans comparative advantage is set out in
equation (5.2). The ratio of export share is the original equation used by Balassa
(Balassa, 1965) and retained in his subsequent work. if ban's share of the OECD
exports of commodity j (Xij / Xwj) is greater than Iran's share of the OECD exports
(of all goods or all goods of a certain type e.g. manufactured goods; (Xim / Xwm)
then RCA2 is greater than one and a comparative advantage is revealed.
/Xij
	
RCA2 = - 4-/	 .'	 (5.2)
	
Xwj/	 Xzj
	/ 	 ii
where w is world.
As we explained in the first section, the Iranian economy and particularly trade
sector, is concentrated in the production of oil during the period of study from 1986 to
1991. In 1991, Iran's export of oil and petroleum production to the OECD market is
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estimated as 85% of total exports. Therefore, the analysis is in two sections. The first
section, examines the structure of Iran's export share of the OECD countries using
data observations which include petroleum. The second section explains Iran's
revealed comparative advantage by using the ratio of export shares excluding
petroleum. This alternative method in measuring comparative advantage is described
by equation 5.3. In this equation Iran's and the OECD's total exports exclude
petroleum production over the time period.
RCA2a =
/	 >XiJ - Pt(IR)
Xzj/ _______________
Xwj /
	
Xij - Pt( OECD)
I	 ii
(5.3)
where Pt = petroleum, IR = Iran
Revealed comparative advantage indices have been calculated for 50 categories.
The results have been aggregated into 10 sections and estimates have been made for
the years 1986-1991 to permit examination of changes in revealed comparative
advantage.
5.4.1. Evidence on Net Trade Indices
We concentrate on an analysis of the results obtained from calculating the net export
to total trade index (eq 5.1). The main objective of this sub-section is to compare the
results achieved for the latest year of our study (1991) with the period 1986-9.
Comparative advantage is revealed if the index is positive and comparative
disadvantage is suggested when the index is negative.
Table (5.4) provides the results obtained for the net trade index. Those
categories in which Iran has a comparative advantage, are contained in the categories
in which the role of labour is more significant than others. Iran has an abundant labour
supply and the price of this factor is relatively low compared with that of the OECD.
As a result Iran has a major competitive advantage in its level of wages. Secondly, fran
enjoys some favourable natural conditions which work as advantages in the export of
these categories. For example, Iran has a comparative advantage in the export of
vegetables and fruit, due to a suitable climate.
Those categories in which Iran has a comparative advantage can be separated
into two parts; intermediate commodities and consumption goods. The main
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characteristic of these intermediate goods is that they are exported to the OECD
market as a natural resource. On arrival in the OECD countries, many of these natural
resources are converted into intermediate goods and consequently are in the same
category when imported back into Iran. Crude petroleum is the best example in our
study, because Iran has a revealed comparative advantage in the production and export
of this good. Although, products processed from crude oil are also consumed in other
sectors of the economy either as a final manufactured good or as a intermediate good.
The role of physical capital in the process of production is more visible than
other factors. Perhaps, this is an exceptional case of Iran's export to the OECD
market. Most of Iran's non-oil exports to the world market tend to use a relatively
labour abundant method of production.
Despite this situation, Iran has a large amount of oil imports at the two digit
SITC level. These include paraffin, refined petroleum and petrochemical products (i.e.
relatively capital intensive goods). Intra-industry trade in oil is recorded therefore at
two digit level of SITC. Based on more disaggregated data, this would tend to
disappear.
One of the most significant of fran's exports to the OECD in terms of export
income is non - ferrous metals. They include such metals as zinc, lead and nickel.
According to UN Broad Economic Categories Classification, the structure of these
products is predominately labour-intensive.
Commodity Groups
Intermediate goods
Labour-intensive
Capital-intensive
Capital goods
Labour-intensive
Capital-intensive
Consumer durables
Labour-intensive
Capital-intensive
Consumer non-durables
Labour-intensive
Capital-intensive
5(excl. 515, 54, 55), 61, 621, 63, 641, 662, 663, 664, 693,
694
661, 691, 692, 698, 812
695, 712, 714, 715, 717, 718, 719, 731, 733, 861
711, 722, 723, 726, 729, 732, 734, 735
667, 697, 82, 83, 864, 891, 897
724, 725, 862, 863, 869
64, 65, 665, 666, 696, 84, 85, 892, 893, 894, 899
54, 55, 629, 895
Source: UN Broad Economic Categories
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It is obvious that the influence of natural resource endowments is more
significant than labour force ones; and Iran exports the natural resource-based
products to the OECD market as raw materials. The exceptional cases are the
manufactures of copper and aluminium. From 1982, Iran constructed the biggest
copper industry in the Middle East. These exports may be viewed therefore as more
physical capital-intensive goods. Generally, Iran's intra-industry trade has typically
been very low. This is for two basic reasons. First, Iranian exports have been
dominated by one raw material. i.e. oil, especially after 1973. The rest of the exports
comprise mostly other raw materials and traditional goods. In contrast, Iran imported
mainly manufactured goods (sections 5-8 of the SITC). Second, domestic production
is not big enough to cover domestic consumption in some industries or commodities;
in other industries or commodities, especially those needing advanced knowledge, Iran
is not capable of production at all because of a lack of technology. Therefore, in
manufactured goods, except copper and aluminium, Iran has a low level of exports and
a high level of imports. Intra-industry trade is not expected to be at a high level in Iran.
The third group of categories for which Iran has a revealed comparative
advantage is found in those consumption goods which are labour intensive. They are
divided into two separate sectors. The first sector includes agricultural production
which experiences intra - industry trade. In recent years, Iranian investment in the
agriculture sector has increased and subsequently exports from the South and North -
West of Iran to the world market.
The fact that the agricultural sector in Iran is characterised by labour-intensive
production should mean that Iran has a comparative advantage in the export of this
category. It is found, however, in Table (5.4) that the export of vegetables and fruit
(category 05) has a relatively low level of comparative advantage (0.45). The main
reason for this may be due to the high level of trade barriers against imported
agricultural products to the OECD market5.
The second sector contains carpets and textiles of which carpets are a traditional
export, and exhibit a high level of revealed comparative advantage (0.97). Although,
the production of textiles tends to be more capital intensive than carpets, especially in
Iran, the production of carpets is unambiguously a traditional labour intensive product.
Apart from these seven categories in which Iran has a revealed comparative
advantage, in others, comparative disadvantage is otherwise revealed. These
Current tariffs of the OECD countries are unevenly distributed across product groups. Fresh fruit
and vegetables are characterised by imports duties averaging more than 35 per cent of products value,
textiles and foodstuffs (primary commodities) about 17 and 11 per cent and also extensive nontariff
restraints such as quatas, prohibitions. export restraints, variable levies and so on (Yeats and
Sampson, 1977)
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categories included consumption goods, intermediates and capital goods, all of which
are relatively more capital-intensive (Appendix 1). The sixteen observations with a
value of (-1) are those for which Iran either has no exports or an insignificant amount.
These categories are almost all capital-intensive.
We refer to Graph 5.1, the horizontal and vertical axes of which represent the
average comparative advantage indices in 1986 and 1987, and in 1991 and 1992
respectively. All points in the first quadrant ( A) refer to categories which have a
comparative advantage in both 1986-87 and 1991-92. Points in quadrant B refer to
categories which have a comparative advantage in 1991-92 but not in 1986-87. The
third quadrant (C) comprises categories which do not have a comparative advantage in
both time periods and the fourth quadrant consists of categories which have a
comparative advantage in 1986-87 but not in 1991-92. The 45-degree line represents
group of commodities whose comparative advantage indices have not changed
between the two time periods. Points above and below this line respectively indicate
categories whose comparative advantage indices have increased and decreased.
We find that most of categories have negative comparative advantage indices.
This is not surprising as Iran is a net importer of most of these goods. In 1986-87,
petroleum, textile yarn, vegetables and fruit, are categories with a comparative
advantage. By 1991-92 the same categories plus tea and manufactures thereof, non-
ferrous metals and miscellaneous manufactured articles have a comparative advantage.
From Graph 5-1 there is a change in the pattern of comparative advantage.
Some categories' indices have become less negative. Metalliferous ores (code 28),
miscellaneous manufactured articles (code 89) and office machines (code 75), crud
fertilisers paper, paper board (code 64) have relatively high percentage decreases in
their negative comparative advantage indices. Articles of apparel (code 84) and
professional apparatus (code 87) are close to becoming categories having a
comparative advantage in 1991-92. On the other hand, among the categories with
positive comparative advantage indices, tea and manufactured thereof (code 07) and
non-ferrous metals registers the largest percentage fall, followed by petroleum (code
33) and textile yarn (code 65).
5.4.2. Evidence on Relative Export Shares (RCA)2
In addressing the concept of comparative advantage indices as a scale of trade value
between Iran and the OECD , there is sufficient evidence that Iran has a revealed
comparative advantage for petroleum and the some manufactures thereof in the last
year of the period of study.
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As shown in Table 5.6, Iran has a revealed comparative advantage in oil and
agricultural products. Apart from those categories in some codes, the measures are
close to (RCA)2 index (RCA2 greater than unity). They include codes 29 (crude
animal and vegetable material), 03 (fish and preparation thereof). In spite of the
abundance of labour in the production of these commodities, the critical situation after
the war between Iran and Iraq tended to diminish the exports of codes 29 (crude
animal and vegetable), 05 (vegetables and fruit), and 26 (textile fibres). In the case of
code 29 it seems the poor condition of water supply in the recent years is the major
problem.
Consequently, as a brief view of 52 observations which have been aggregated in
Table 5-6 and Table 5-7, Iran has a revealed comparative advantage in those
categories which the role of human capital and natural resource are more intensive
than others. These contain natural resource based intermediate goods and extend to
with physical human resource base consumption commodities.
In those categories which Iran has a revealed comparative disadvantage the role
of physical capital is significant. They include firstly processed goods and then capital
commodities that are capital intensive which Iran has had little success in exporting to
the OECD market in 1991.
The highest measures are revealed for code 33 (petroleum and petroleum
product). The proportion of code 33 exports to the OECD market in 1986 as a total
of Iran's export in value term was found to be 86.5%. The large scale of the Iran's oil
export measure by export share index was found to be 36.23 in 1987. Despite national
attempts to diversify the Iranian economy into non-oil areas, the importance of the
petroleum sector has relatively declined over recent years.
Oil remains a major sector of the Iranian economy. Iran is also one of the
world's largest exporters of natural gas. Exports of natural gas are planned to increase
from 1989 to 1991. Crude oil and natural gas are regulated products that can only be
exported by registered or approved exporters.
The second highest value of comparative advantage is revealed for code 21
(hides and skins). The measure rose by 21.11% in 1991 compared with the first year
of study. The index in 1988 is emphasised in which Iran has exported category 21 at
8.7% of total exports to the OECD market.
Code 65 (textile yarn and fabrics) has a relatively consistent situation among the
other categories. The value of code 65 exports to the OECD market was found to be
47.5% of Iran's non-oil exports in 1986. This measure has a rate of growth of 16.8%
from 1988 to 1991, since the war between Iran and Iraq was finished. The scale has
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diminished at 4.1% in the last year of study (Table 5.4). There are no detailed sub-
categories data accessible for this code. The exception is, however, carpets, textiles
and clothing which have data published separately by official references.
The textiles industry is Iran's most important export - oriented manufacturing
activity. It expanded rapidly between 1988 and 1991, experiencing annual growth of
value added and employment of 18 and 9 per cent, respectively. This has been
accompanied by export growth rates of above 12.2 per cent per annum up to 1990.
Similar growth has been experienced in the clothing sector.
Except for the year 1986, code 05 (vegetables and fruit) has a revealed
comparative advantage over the period. Comparative advantage is revealed at 1.22 in
1987. The exports of this category makes approximately 16.1% of Iran's total exports
to the OECD market. The measure generally has an annual rate of growth of 16.2%
until 1991. This category covers a wide range of commodities, such as fruits,
vegetables and tropical beverages. Fruit output in Iran accounts for 18 per cent of
total agricultural production. About half of this production is apples. The next most
important items are oranges and lemon which together account for a further one -
quarter of all fresh fruits produced. Other fruits include grape, pear and tangerine.
Practically half of fruit production in Iran is consumed domestically.
Production of fresh vegetables accounts for 14 per cent of Iran's output of
agricultural commodities. The main vegetables grown, onions and garlic, together
account for over 38 per cent of production. Other important vegetables are tomatoes,
potato, cucumbers and cabbages.
Although, the measure of category 29 (crude animal and vegetables) as an index
of export share is not valuable but there is not too mach gap for the value of the index
except for the last year of study. The high value of the measurement was appeared at
1.02 which makes a rate of growth at 3.9% in comparison with 1986 index. The
measure has decreased after the war between Iran and Iraq at an average annual rate
of 31.5%, and consequently reached 0.50 in 1991. The proportion of code 29 export
to the OECID market in 1988, as a propoetion of Iran's exports in value term, is
estimated to be 3.8%. The value of the measurement is increasing approximately at
4.7% in the last year of study.
Table 5.7 indicates those measures which are not more than unity. For these
categories, it seems that the value of Iran's export to the OECD market has increased
annually but the proportions of these amount of exports in comparison with other
exporter to the OECD market are low and have a rate of growth for some categories
such as codes 26 (textile fibres), 68 (non-ferrous metals) and 06 (sugar and honey).
Apart from categories 03 (fish and preparation thereof), 28 (metalliferous ores and
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metal scrap), 07 (coffee, tea, and manufactures thereof) that are less than unity overall
they have an annual rate of growth at different level of exports to the OECD market.
5.4.3. Evidence on Relative Export Share Index (RCA)2a ( Non-Oil Exports)
This alternative measure of comparative advantage is given by relative export share
index (eq. 5.3) of fifty one categories by two-digit SITC (excluding petroleum).
Referring to the first column of Table (5-8) all three categories include code 21 (hides,
skins and furskins), 05 (vegetables and fruit), 65 (textile yam and carpet) indicate the
group of commodities which have high levels of revealed comparative advantage. The
second column which presents two categories, SITC 29 (crude animal and vegetable
materials) and 03 (fish and preparation thereof), which reveal cotuparative ada'.ta.
Graph 5-2 shows the categories with a comparative advantage and the industries
with a comparative disadvantage in the first two years and the last two years of the
period. Textile fibres (code 26), metalliferous ores (code 28) and power generating
(code 71) have lost their comparative advantage, while fish and preparation thereof
(code 03) has emerged to become a category with a revealed comparative advantage
in 1990-91. It can also be seen that approximately half the categories' comparative
advantage indices have risen and half have declined. Categories whose comparative
advantage indices have risen include codes 21 (hides, skins and furskins), 03 (fish and
preparation thereof), 28 (metalliferous ores and metal scrap). Furthermore code 21
has experienced the largest percentage increase in its comparative advantage index.
Code 05 (vegetable and fruit) has the largest absolute increase and moreover a
comparative advantage in 1991.
Thus far, we have only considered changes in comparative advantage between
the two periods. The first section is from 1977 to 1988 (when the war between fran
and Iraq finished) and the second period is from 1989 to 1992. Comparative
advantage trends between these end periods will enable us to comment further on
inter-category changes in comparative advantage. A plot of these category trends
reveals that 1988-89 is the most successful in comparative advantage for a number of
commodities. Table 5.9 identifies six categories according to their trend behaviour.
The categories without any clear trend are omitted from this table. We find that there
are five categories with declining trends of comparative advantage, three of them
declining from 1988 onward.
In contrast, there are six categories with rising trends from 1986, only one of
which , namely metalliferous ores (code 28), rises from 1988. Unfortunately the
unavailability of data restricts our interpretation and comparison of the results
obtained in Table 5.9 for the (RCA)2a measure of comparative advantage.
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The latest year for which we are able to obtain trade data at more than the 2-
digit SITC is 1977. We employ codes 05, 21, 26 and 65 for analysis as show in Table
5.10 This level of disaggregation allows us to discuss the importance of each specific
commodity in the total measure of comparative advantage. For example, if we take
category 65 (textile yarns, fabrics) we find using the RCA2a measure of comparative
advantage that the most significant commodity in this category is carpet. In 1991,
however, this level of disaggregation is unavailable. As a consequence when we
compare measures of RCA2a between 1977 and 1991, although we can state whether
the Iran's comparative advantage has increased or decreased for a particular
commodity we are unable to determine accurately what has happened to the
disaggregated categories of SITC 65 (floor covers, tapestries and carpets, knotted).
This is true for all commodities in Table 5.10. However, for all categories in Table
5.10, the two-digit SITC, are made-up from one main export. For example, for
category 65 (textile yarn and fabrics) the main commodity is knotted carpets (6575).
Therefore, we can generalise and argue that if the comparative advantage for the two-
digit SITC has increased between 1977 and 1991 then it has probably increased for
the specific disaggregated category.
5.5. Factor Intensity
In contrast to the previous sections, which present an analysis of the commodity
pattern of comparative advantage in Iran, this section focuses on the sources of
comparative advantage, particularly with respect to factor intensity issues.
Drawing upon the theoretical literature reviewed in chapter 3, a commodity
characteristic relevant to the main body of trade theory is the factor intensity of
production of tradable goods. One of the chief objectives of Iran's economic policy
from 1988 has been to encourage the growth and establishment of higher value-added
in manufacturing. However, it has not been clear whether export growth is to be
promoted in specific categories.
We note that emphasis on skill training in Iran commenced in the late 1970s and
early 1980s. There is normally a time lag between the commencement of training and
the impact of the training on production and exports. For these reasons, we expect
changes in revealed comparative advantage to be relatively insensitive to the pattern of
skill intensity during the period of study. We therefore concentrate our analysis on
two main factor intensities, namely, physical capital intensity and labour intensity.
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Commodity Groups
Factor intensity	 SITC groups
Labour-intensive 66(661. 662, 663, 664, 665, 666, 667),
82(821), 83(831), 84(841, 842), 85(851), 89.
91(911), 93(931), 96(961)
Capital-intensive	 61(611, 612, 613), 62(621, 629), 65(651, 652,
653, 654. 655, 656, 657), 67, 69(691, 692
698). 81(812)
Source: adopted from Learner, E (1994), 'Sources of international comparative advantage'
5.5.1. Capital Intensity
There are various measures of physical capital intensity in the empirical literature.
These include physical capital per worker, perhaps the most commonly used measure.
A frequently used measure is physical capital per unskilled worker, which does not
differ much from the former measure if unskilled workers form a sufficiently large
proportion of all workers in each production. Unfortunately, Iran faces a lack of input-
output data which would provide the information for this calculation. Therefore, we
consider the general aspect of factor content, based on Learner's classification of
factor content in developing countries, and describe the pattern of Iran's revealed
comparative advantage with respect to this classification over the period of study. The
analysis shows that the index has generally been increasing throughout 1977-91, more
so from 1988-91. Let us first study changes in the average of this ratio during 1977
and 1978 and during 1990 and 1991. Graph 5-3 shows physical capital intensity of the
eighteen categories (petroleum excluded) in 1986-87 and 1991-92. Points above the
45-degree line indicate that the comparative disadvantage with physical capital
intensity of a category has increased over the period. Generally, industries with a high
capital intensity have a smaller increase, suggesting that the ranking of categories has
remained unchanged over the period 1986-87 to 199 1-92. This is a general conclusion
however; there are specific exceptions. Industries with relatively high physical capital
intensity (Leamer 1984) comprise code 74 (general industrial machinery and
equipment), code 62 (rubber manufactures and code 54 (medical and pharmaceutical
products).
This is consistent with the fact that fran is known to have been labour abundant
until the end of Iran's second five-year plan (1998), when economic restructuring
policies were implemented to foster the transition toward labour rationalisation and
capital - intensive production.
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The alternative 'ratio of export shares' measure shows that comparative
disadvantaged categories, whose ratios have been increasing, tend to be industries
with higher physical capital intensity. However, industries whose export share ratios
have been declining include industries with both higher and lower physical capital
intensity. The pattern of measurement is less clear between the 'net exports to total
trade' and the alternative export share index.
5.5.2. Labour Intensity
Regarding the Learner (1984) experiments, we preview the indices which yield more
interesting results of countries which have some similarity with fran 6. The results
reveals that labour intensity is virtually in highest degree for code 21 (hides, skin and
furskins), code 65 (textile yam and carpets), code 29 (crude animal and vegetable
materials), code 28 (mettaliferous ores) and code 26 (textile fibres), in all of which
Iran has a revealed comparative advantage in 1991.
This can be seen from Graph 5-4 where except for the above categories, non-
metallic mineral manufactures (code 66), furniture (code 82), travel goods and
handbags (code 83), other categories tend to exhibit a general increase in comparative
disadvantage during the period of study. Although in general consideration, the
ranking of labour intensity and human capital intensity has changed more over the
period than that of physical capital intensity, we can still draw a general conclusion
that categories with labour intensity tend to have larger increases in their measures.
Categories which are relatively highly-human-capital intensive (skilled labour)
are code 12 (tobacco and tobacco manufactures), code 67 (iron and steel), code 51
(organic chemicals) and code 79 (transport equipment). Industries with low human
capital include, leather (code 61), footwear (code 85), plastic products (code 57),
miscellaneous manufactures (code 89) and furniture (code 82). There is some overlap
between categories intensive in physical capital and human capital. This is not
unexpected as the two factors are complementary to some extent.
Comparing Graphs 5-2 and 5-3 with Graph 5-4, with the exception of
petroleum, comparative advantage in the period tends to be found in categories with
high labour intensities. More interestingly, categories with high human capital (skilled
labour) tend to be comparative disadvantaged codes, but ones whose alternative ratios
of export shares are increasing and whose net exports to total trade ratios are
becoming less negative. On the other hand, the categories with high human capital
tend to be those whose alternative ratios of export shares are declining. This latter
6 Countries such as Thailand, Turkey and Egypt
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relationship appears to be weaker with the net exports to total trade measure of
comparative advantage.
We have pointed out that in the majority of categories either Iran has a
comparative advantage or one will a value just below unity, the proportion of labour
force is more significant. They comprise code 21 (hides, skins and furskins), code 05
(vegetables and fruit), code 65 (textile yarn and carpet) and code 26 (textile fibres and
fabric).
Categories whose revealed comparative advantage index have changed from
1986 include those with labour intensities as well as those with human capital
intensities, suggesting that economic reconsidering policies after the war between fran
and Iraq have a direct influence on comparative advantage indices independent of the
categories factor intensities.
5.6. Summary and Conclusion
In this chapter we have examined the pattern and evolution of indices of revealed
comparative advantage for fran. the indices included net trade, relative export shares,
and alternative export share indices. The analysis suggest that those categories in
which Iran has a comparative advantage are in labour-intensive activities. Iran has an
abundant labour supply and the price of this factor is relatively low compared with
that of export partners in the OECD. fran also enjoys some favourable natural
resource conditions which offer a source of advantage in the export of these products.
The categories in which fran has a comparative advantage can be separated into two
parts: intermediate commodities and consumption goods.
Category	 Code (RCA)! (RCA)2 (RCA)2a
5.35
4.77
10.64
1.44
1.30
Vegetables and fruits
Textile yarn and carpets
Hides, skins and furskins
Petroleum and related materials
Crude animal and vegetable materials
Fish and fish preparation
Textile fibres
Non-ferrous metals
Metal ores
Miscellaneous manufactured articles
05	 0.45	 1.85
65	 0.97	 -
21	 -	 3.66
33	 0.83	 26.66
29	 -	 -
03	 -	 -
26	 -	 1.64
68	 0.91	 -
28	 0.49	 -
89	 0.21	 -
The main characteristic of primary goods is that they are exported to industrial
markets as raw materials, On arrival, many of these products are converted into
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intermediate goods and consequently may be in the same category when they are
imported back into Iran. Crude oil provides an example of this. Iran has a revealed
comparative advantage in the production and export of this product, but products
processed from crude oil are also consumed in other sectors of the domestic economy
either as final manufactured or intermediate goods.In the above table the effects of
three different indices on the ten categories are listed. The number of indices which
groups to each category varies, but the result in all cases are consistently acceptable
e.g. vegetables and fruits have revealed comparative advantage in these indices,
whereas metal ores has just the one. The highest value for each index varies between
categories e.g. textile and carpets have the highest value for (RCA)1 and petroleum
for (RCA)2 index and finally hides and skins for (RCA)2a index
Agricultural products are also relatively labour-intensive in production but
appear to have a low level of comparative advantage. This may be due to the high
trade barriers of OECD markets against imported agricultural products. A high level
of comparative advantage is revealed for carpets and textiles; the former in particular
is a traditional export and typically involves labour-intensive manufacture. In sum the
cross-category analysis for 1991 suggests that Iran's comparative advantage is
revealed for labour-intensive intermediate goods and consumption categories, and that
there is a trend to revealed comparative disadvantage for capital-intensive
consumption, intermediate and capital goods.
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0.74
0.94
0.63
0.06
-0.49
-0.50
1986
1987
1988
1989
1990
1991
0.35
0.48
0.63
0.97
0.97
0.97
0.99
0.93
0.92
0.32
0.40
0.45
-0.60
0.55
0.39
0.19
0.21
0.21
-0.20
-0.53
0.92
0.98
-0.50
0.91
-0.54
0.25
0.80
-0.73
0.92
0.91
1986
1987
1988
1989
1990
1991
-0.82
0.50
0.27
0.82
-0.95
-0.82
0.98
-0.60
-0.72
-0.80
-0.62
-0.16
0.83
-0.24
-0.56
-0.59
-0.55
-0.48
-0.98
-0.99
0.94
-0.94
-0.96
-0.99
-0.20
-0.73
-0.17
0.99
0.60
0.49
-0.98
-1.00
-0.95
-0.98
0.73
-0.97
Table 5.5
Time Series Net Trade Indices for Iran's Trade with the OECD
(Selected Categories)
1986 - 1991
SITCi
2-digit	 65	 05	 07	 89	 68	 03
(R3)
SITCi
2-digit	 26	 28	 71	 21	 75	 51
(R3)
1. Standard International Trade Classification. Revision 3 (R3)
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Table 5.6
Export Share Indices (RCA)2 for Iran's Trade with the OECD (1991)
Category	 Code	 >2	 1.99 - 1.75	 1.75 - 1
Petroleum and petroleum product	 33	 26.66
Hides and skins	 21	 3.66
Vegetables and fruit	 05	 1.85
Textile fibres and their wastes
	 65	 1.64
Table 5.7
Time Series Export Share Indices for lran's Trade with the OBCD (1986 - 91)
SITCi
	
2-digit	 33	 21	 65	 05	 29	 26
(R3)
	
1986	 19.85	 4.61	 1.71	 0.95	 0.98	 0.77
	
1987	 36.23	 3.67	 1.81	 1.22	 0.83	 0.67
	
1988	 30.11	 4.75	 2.14	 1.86	 1.02	 0.67
	
1989	 30.80	 4.64	 1.68	 1.89	 0.91	 0.63
	
1990	 26.89	 3.77	 1.31	 1.55	 0.73	 0.19
	
1991	 26.66	 3.66	 1.64	 1.85	 0.50	 0.31
SITC 1
2-digit	 03	 28	 68	 71	 06	 07
(R3)
1986
	
0.39
	
0.20
	
0.30
	
0.45
	
0.69
	
0.08
1987
	
0.43
	
0.33
	
0.12
	
0.20
	
0.16
	
0.16
1988
	
0.72
	
0.36
	
0.18
	
0.07
	
0.14
	
0.26
1989
	
0.61
	
0.30
	
0.15
	
0.06
	
0.00
	
0.34
1990
	
0.41
	
0.36
	
0.04
	
0.01
	
0.20
	
0.19
1991
	
0.45	 0.34
	
0.09
	
0.04
	
0.00
	
0.23
1. Standard International Trade Classification, Revision 3 (R3)
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Table 5.9
Relative Export Share Indices (RCA)2a. Categories with Clear Trends of Comparative
Advantage
(I) Rising Trend 1977 - 91 	 SITC	 (II) Declining Trend 1977 - 91	 SITC
1.	 Vegetables and fruit	 (05)	 1.	 Textile fibres	 (26)
(III) Rising Trend up to 	 (IV) Declining Trend from
1988-89	 l98-89
1. Hides,	 skins	 and	 (21)	 1.	 Hides, skins and furskins	 (21)
furskins
2.	 Textile fibres
	
(26)
2. Crude animal and	 (29)	 3. Crude animal and vegetable	 (29)
vegetable materials
	 materials
(65)	 4.	 Fish and preparation thereof 	 (03)
3. Textile yarn, fabrics	 5.	 Coffee, tea and manufactures 	 (07)
thereof
(V) Rising Trend from	 (VI) Declining Trend up to
1988 - 89	 1988 - 89
1.	 Metalliferous ores	 (28)	 Nil
Note: Figures in parenthesis refer to category codes used in the graph and text. Categories
which do not exhibit any clear trends of comparative advantage are not shown in the
table.
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Table 5.11
Time Series Relative Export Share Indices for Iran's Trade with the OECD
(Selected Categories)
Year	 21
	
65
	
29
	
05
	
26
1986
	
11.34
	
4.21
	
2.41
	
2.35
	
1.90
1987	 13.31
	
6.58
	
3.01
	
4.42
	
2.45
1988
	
12.48
	
5.63
	
2.69
	
4.90
	
1.75
1989
	
14.66	 5.30
	
2.88
	
5.96
	
1.99
1990
	
13.15
	
4.56	 2.56
	 5.42	 0.96
1991
	
10.64	 4.77	 1.46
	
5.37
	
0.90
Year	 03	 28	 07	 71	 06
1986
	
0.95
	
0.48
	
0.20
	
1.11
	
1.69
1987
	
1.57	 1.19	 0.58
	
0.74
	
0.57
1988
	
1.90
	
0.95
	
0.68
	
0.19
	
0.36
1989
	
1.92
	
0.96
	
1.08
	
0.18
	
0.01
1990
	
1.43
	
1.25	 0.68
	
0.05
	
0.71
1991
	
1.30
	
0.99
	
0.68
	
0.12
	
0.01
5.33
max 0.96934
0.00
1986-87
Graph 5-1
Iran's Export Share Indices (RCA)2 by Average Value
(Including Petroleum)
1986-87 and 1991-92
1991 - 92
mm -0.98940
	
0.00	 max 0.96934
5.34
max: 11.34
1.00
1986-87
Graph 5-2
Relative Export Share Indices (RCA)2a by Average Value
(Excluding Petroleum)
1986-87 And 1990-91
1990-91
mm: 0.01	 1.00	 max: 11.34
A: Categories with a comparative advantage during 1986-87 only
B 1: Categories with decreasing comparative advantage over both
periods
B2: Categories with increasing comparative advantage over both periods
C: Categories with a comparative advantage during 1990-9 1 only
Dl: Categories with increasing compative disadvantage during both
periods
D2: Categories with decreasing comparative disadvantage during both
periods
5.35
max: 11.34
1.00
Graph 5.3
Physical Capital Intensive Categories (Excluding
Petroleum) by 2- Digit SITC 1
1986-87 and 1991-92
199 1-92
1986-87
min:0.001
	
1.00	 max: 11.34
1. Standard International Trade Classification
Revision 3 (R3)
5.36
Graph 5.4
Labour Intensive Categories (Excluding Petroleum) by 2 -
Digit SITC1
1986 -87 and 1991-92
1991 - 92
max: 11.34
1.00
1986-87
mm: 0.0001
	 1.00	 max: 11.34
1. Standard International Trade Classification
Revision 3 (R3)
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Chapter 6
Iran's Potential Exports
6.1. Introduction
In the previous chapter we found that there were changes in the pattern of
comparative advantage between 1977-78 and 1991-92. We also found that these
changes were related to differences in factor intensities. These observations suggest
that the H-O factors are relevance in explaining the changes in revealed comparative
advantage in Iran. The analysis in Chapter 5 is of Iran's current revealed
comparative advantage. This chapter investigates Iran's export potential. Iran's
revealed comparative advantage (i.e. past trade performance) is of course a possible
starting point. But in looking to the future we need to consider how the economy's
resource endowments and therefore its comparative advantage and competitiveness
may change.
There is a considerable amount of evidence of developing countries such as
Iran either wishing or being encouraged to promote particular activities: promotion
which increases exports of existing products and/or diversifies exports into non-
traditional manufacturing activities. The government should be cautious about
trying to pick or identify specific activities, whether it is for the domestic or export
market. There are many examples of the failure of governments in identifying
appropriate activities. Instead, a primacy needs to be placed on demonstrating the
responsibility of governments for creating an environment conducive to facilitating
efficient resource allocation; for example, the encouragement of exports may
require reductions of anti-export bias in incentive structures induced by existing
policies (see, for example, Greenaway and Milner, 1986b, 1987). The creation of
Iran's Potential Exports
more neutral incentive structures is likely to be a major element in export
promotion.
The rest of the chapter is organised as follows. Section 2 examines how
comparative advantage and the factor content of trade may involve over time with
the process of development. Section 3 explains how information on the trade
performance of similar economies can be used as a guide to Iran's export potential.
Section 4 presents evidence on measured similarity. Section 5 considers the trade
performance of a specific comparator economy, namely Turkey, and investigates
the extent to which its changing pattern of revealed comparative advantage
provides a guide to Iran's potential comparative advantage. Finally, section 6 offers
conclusions in the light of the economic development of Iran.
6.2. Factor Content and the Stages Approach
The empirical analysis of trade flows and revealed comparative advantage shows
that trade is about much more than the processing of local raw materials into final
goods that are consumed. Some countries produce and export raw materials to
others where they are processed into intermediate goods that are then exported for
further processing. The complexity of this process depends upon the location of raw
materials, the nature of the product and the factor input requirements of each stage
of processing. Consider the case of textiles and clothing. The developing countries
tend to be net importers of textile fibres, to have a more competitive position in
intermediate processing (i.e. yarns and fabrics), and to enjoy a clear comparative
advantage in the final stage of labour-intensive production of apparel for the mass
market. But this is only a stylised generalisation. Countries like Hong Kong and
Mauritius are large net importers of yams and textiles, and exporters of made-up
apparel, while other NICs and industrialising countries are highly specialised in
specific processing operations, importing cotton and man-made fibres from
elsewhere. This is not a permanent pattern. There are dynamic aspects to
comparative advantage which mean that the pattern of international specialisation
shifts and relative resource endowments change, as technologies and market needs
change. Thus in the case of clothing there is now some tendency for the location of
cutting and making-up clothing processes to shift back to the industrialised
countries. Computer-controlled processes ensure reliability and quick response to
changing market needs.
Such variations in competitiveness at different stages of production and
changes in them over time are typical of many manufacturing activities. There are
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systematic links between the factor endowments of countries and the factor
intensities or contents of production processes. There also appear to be systematic
patterns of change in countries' factor endowments, and therefore their comparative
advantage, that provide us with some guidance as to how we might anticipate
comparative advantage to change.
6.2.1. Stages Approach to Comparative Advantage
Balassa (1979b) argues that a country's comparative advantage will systematically
change as a result of the accumulation of physical and lutman capital acd iiczsisx'
technological sophistication in production. Thus with the passage of time the
competitive advantage of the more advanced developing countries will be lost in
those processes that required a relative abundance of cheap, unskilled labour, and
will shift instead to those processes and products which require more capital and
skill input and are technologically more sophisticated. Most developing countries
can probably expect in this model to move along a ladder of comparative advantage
as development proceeds. Certainly the post-war experience of Japan and other
Asian NICs would appear to be in general accord with this interpretation of the
dynamic aspects of comparative advantage.
There is also wider cross-country evidence (Leamer, 1984) on the sources of
comparative advantage that show the industrialising countries losing their revealed
comparative advantage first in labour and then in capital-intensive activities, as
newly industrialising countries displaced them in these areas. But the support for a
smooth, systematic transition appears to exist only for very broad aggregates of
goods/activities. Using data for 79 industries in 28 countries during the mid-1960s
and mid-1970s, Ballance, Ansari and Singer (1982) were unable to find support for
a sequential evolution of comparative advantage. This is probably not surprising
given the problems of measuring revealed comparative advantage, and of testing the
'stages' hypothesis. It does indicate however that developing countries should be
cautious about using the approach in a prescriptive manner. It does not provide a
rationale for governments of countries that have had export successes in some
labour-intensive products to believe that they should promote further export growth
and diversification through the general promotion/subsidisation of capital- and
technologically-intensive activities. The analysis of the commodity pattern of trade
is not only the way to measure a country's revealed comparative advantage; the
evaluation of factor content analysis can be studied as an alternative. It is necessary
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to know first what the factor content of existing exports are. This issue will be
discussed in the next section.
6.2.2. Constraints on Factor Content Analysis
The effects of a country's existing factor endowments on its comparative advantage
can be inferred from the factor content of its current trade, to the extent that the
Heckscher-Ohlin-Samuelson (H-O-S) model of trade applies. Factor content
analysis seeks to convert trade in goods (and services) into the implied trade in the
services (direct and indirect) of factors of production embodied in that trade, on the
assumption that:
F.T=Ek-E.Wk	 (6.1)
where F = matrix of coefficients of direct or direct and indirect quantities of
each factor per unit of gross output;
T = vector of net exports;
E = vector of world endowments of factors;
Ek = country k's vector of factor endowments;
Wk =	 scales indicating country k's share of world factor
endowments.
Calculation of (F.T) is equivalent to measuring the net export of country k's
endowment of factor services, if trade is balanced. If trade is imbalance it is
necessary to measure the factor content of net trade relative to that of domestic
consumption. Thus factor j will be a source of comparative advantage for the
country if its net exports require more j per unit than its consumption.
There are a number of practical difficulties in applying factor content analysis
to developing countries. First, the F matrix (the technological coefficients or the
Leontief-inverse matrix depending on whether direct-only or gross inputs are
measured) can only be identified if there is an input-output table available that is
reasonably reliable, up-to-date, and sufficiently disaggregated, to match with how
we would wish to define net exports by 'industries' in vector T. Second, if an
appropriate table is available, then there may be difficulties in applying the table for
the present purpose if the economic activities are limited to a few areas and/or
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highly distorted. If there is no domestic production of many imported goods, it will
not be possible to measure the factor content of net exports. Alternatively if the
technological relationships in the economy are severely distorted by import
substitution policies, then we would be measuring the effect of policy rather than
free trade on the use of factors. Estimating undistorted from distorted technological
coefficients is difficult and requires a considerable amount of information on the
nature and extent of the policy distortions and of the elastisities of substitution.
Third, measures of factor inputs or con tent may not be available or may not be
available with much disaggregation or reliability.
For these reasons factor content analysis has tended to focus on the trade of
developed economies. Even here much of the work has been involved with low
dimension versions of the H-O-S model, and with the verification or otherwise of
the 'Leontief paradox'. Certainly for commenting on potential comparative
advantage much higher dimensions are required, with meaningful breakdowns of
each type of factor input (e.g. breakdown of labour inputs into skill types). More
recently there has been some factor content analysis work which is of a much richer
form than the investigations of H-O-S model, but it relates to the developed
countries. Work with relevance to the developing countries is much more less
sophisticated and partial in nature. 1
 It often relates to developing countries' bilateral
trade with a particular industrial country, and for data limitation reasons looks at
the factor content of their imports.2
Clearly there is a need for much more systematic factor content work on the
trade of developing countries, as production data becomes more comprehensive and
reliable. In the meantime there is some scope for basing analysis on the assumption
that technologies are internationally invariant. Thus detailed (and probably more
comprehensive) input-output information from an industrialised country (e.g. the
US or UK) where policy distortions are limited could be used to proxy 'world'
production techniques. A developing country's net exports (for which information is
more likely to be available) could then be applied to this technological information
to measure the factor content of the developing country's trade, as if 'world'
production techniques were operative. Empirical work of this kind on Trinidad and
Tobago for example (Maxwell Stamp, 1991) has produced results that are
consistent with the country's factor endowments, and the information content of
which is valuable for policy purposes. Much more work of this kind is needed, if we
This evidence is surveyed in Greenway and Mimer (1987b)
2 There is some more comprehensive evidence for India for example (Bhagwati and
Bharadwaj, 1967), but here again there is limited factor disaggregation.
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are to understand the complex interactions between the characteristics of economies
and of products or processes that determine international competitiveness.
6.3. Export Similarity and Comparative Trade Performance
As was argued in Chapter 2, trade performance measures have in fact been widely
employed to comment on comparative advantage on a cross-country basis. We have
seen in the previous section how comparative advantage may systematically change
with progress up the ladder of development. Thus we may be able to employ trade
performance information from an appropriate comparator country for the
identification of export potential.
There are three analytically separate, but inter-related, aspects of the process
of identifying comparative advantage and export potential: the identification of
similar or comparator economies; the identification of products with export
potential; and the identification of potential export markets. For each of the goods
produced or producable by a developing country, we can ask the following
question: may we expect this country to complete with similar goods from other
countries in third market(s)?
6.3.1. Identification of Similar Economies
A central feature of this approach is the prior identification of comparator countries;
countries that due to their local resource endowments, stage of industrial
development and/or revealed export performance are likely to be guides to export
possibilities. These countries may have or have had similar resource endowments,
and therefore compete for inward investment; they may export similar but not
identical products. These dissimilarities can therefore become a source of
information for the country concerned with export potential. They may export
similar products but to different markets; the comparison again offers information
on potential for market diversification.
The method used here for identifying potential competing countries in export
markets is in two stages: initial selection of a number of countries based on
qualitative judgements and subsequent discrimination between the selected
countries using export similarity indices.
Following the qualitative selection of potential, comparator countries, it is
possible to measure the revealed similarity between the home country's actual
exports and those of the selected countries. An export similarity index (ES) is
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defined as a measure of the similarity of the exports of any two countries to the
world market in general or to a specific third market:
ES 
=	
mm [Xj(ac).Xj(bc)]. 100	 (6.2)
where a = home country
b = the selected comparator country
c = world (or specific) market
Xj = share of industry j exports in country's total exports.
If the industry distributions of country a and b's exports to market c are identical
(i.e. Xj (ac) = Xj (bc) for all j ) , there is total (scaled) similarity and the index will
take on a value of 100. If there is total dissimilarity in the product or industry
pattern of a and b's exports (i.e. Xj (ac) or (Xj (bc) equal zero for all j) the index
will take on a value of 0. Note that the exports of each country are scaled relative
to total exports and as a result the index compares only patterns of trade across
product categories and not absolute levels. This is a useful characteristic which
makes comparison between countries of different size and stage of development
possible1.
Although the index utilises actual export data, it is capable of application in a
way that may indicate potential export products and markets. For instance, where
there is a 'high' degree of measured (scaled) export similarity between two counthes
(with perceived similar resource endowments) at the industry level of aggregation,
then:
i) differences in the absolute level of the competitor country's exports can be
identified. Such information may be indicative of the scope for export growth
through the displacement of existing suppliers.
ii) differences in the detailed product breakdown of each industries' exports may
indicate scope for product diversification of exports, i.e. for intra- or inter-industry
diversification of exports.
1 An export similarity index was first articulated by Finger and Kreinin (1979) and has also been
used by Pomfret (1981) to examine the similarity of manufactured exports to the EEC from Spain,
Greece and Portugal. The index has been employed fairly widely in trade analysis.
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iii) differences in the geographical composition, i.e. direction of exports may
indicate the opportunities for export expansion through diversification.
Thus a range of issues may be judicially tackled with the aid of export similarity
indices. The attraction of such an index is that it requires only international trade
data. Indices can be calculated for total exports (to the world or specific markets)
and for exports excluding significant primary products at for example the third digit
level or more detailed product level.
6.3.2. Product Identification
In addition to the information on export similarity indices, complementary analysis
entails the identification of revealed comparative advantage. The sources of
revealed comparative advantage can then be compared with those for competitor
countries. Thus if other similar economies (in terms of prior expectation about
resource endowments and in terms of recorded export similarity) have a
comparative advantage in certain industries/product ranges that the country of focus
has not so far revealed, again we have an indicator to potential product
development for that country. This may identify potential for export diversification
of an inter- as opposed to intra-industry nature.
6.3.3. Market Identification
The final stage of the methodology is to identify potential markets for these
products. There are two features of market identification which are relevant to the
question of export promotion: one is the identification of new markets for the
current or similar export product range; the other is the identification of market
potential for new export products. It was mentioned earlier that export similarity
and revealed comparative advantage indices could be used to identify competing
exporters and how the geographical pattern of exports of similar economies might
identify currently untapped markets for the home country's current exports.
6.3.4. Identification of Comparators
Iran is a large, natural-resource-abundant economy. In today's world economy, Iran
is important for several different reasons. Among them are its geographical location
in the Middle East, its natural wealth, and its large size in both land and population.
The huge area occupied by present-day Iran covers 628,000 square miles. Besides
being located in an important part of the world, Iran is also a rich country. Its
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proven oil reserves in 1983 were estimated at 7,000 billion tons, much higher than
those of Iraq (5,800), Abu Dhabi (4,000), Venezuela (3,600), Nigeria (2,300), and
Libya (2,600) billion tons respectively.
In addition to oil, Iran has by far the second largest gas reserves in the world.
As well as gas and petroleum, fran has also considerable mineral reserves, including
lead, tin, uranium and copper. She is becoming a major copper and aluminium
producer on the basis of the development of these deposits. Iran has by far the
largest population of any Middle Eastern country except Turkey and Egypt. In
1986, fran's population was estimated to be around 52 million; and those of Turkey
and Egypt were 57 and 59 million respectively.
In 1991 Iran's gross national product per capita, at average 1989-91 price,
was estimated at $ 2320. During 1980s, in terms of constant prices, GDP increased
by an estimated annual average rate of 2.5 per cent. Agriculture including forestry
and fishing contributed 21% of GDP in 1990. About 29.6 % of the labour force
were employed in agricultural sector in 1991. The principal cash crop is fresh and
dried fruit, which accounted approximately 24 % of non-petroleum export earnings
in 1990. The principal subsistence crops are wheat, rice, barely, sugar beet and
sugar cane. Production of mutton and lamb, and of poultry meat, is also important.
According to FAO statistics, agricultural production increased by an annual average
of 4.5% during 1980-89. In 1990 agricultural production increased by 11.9%,
compared with the previous year and in 1991 by 5.3 per cent.
Industries including mining, manufacturing, construction and power
contributed 21% of GDP in 1990. Metal ores are the major non-hydrocarbon
mineral exports, and coal, magnesite and gypsum are also mined. In 1991
manufacturing contributed 12% of GDP. During 1980s the output of the
manufacturing sector (excluding petroleum refineries) increased at an average rate
of 0.3% per year. The most important sectors, in terms of value added are textiles,
food processing and transport equipment. In 1989, han recorded a visible trade
surplus of $101m, while there was a deficit of $1,868m, on the current account of
the balance of payments. In 1991, the principal source of imports was Germany,
while Japan was the principal market for exports. Other major trading partners are
the United Kingdom, Italy, France, and the USA. The principal export in 1991 was
petroleum and petroleum products, agricultural and traditional goods and metal
ores.
6.9
Iran's Potential Exports
Given the above characteristics of the Iranian economy, the initial set of
potential comparator countries selected are Egypt, Turkey, Algeria, Indonesia,
Saudi Arabia and Venezuela.
Clearly the larger the number of countries in the initial selection then the
smaller the possibility of random errors and distortions undermining the robustness
of the later analysis. Some prior criteria for selection of counthes (e.g. relating to
size, development and structural characteristics) could also be used. In this case
there are countries at similar (e.g. Egypt, Indonesia) and higher stages of income
and industrial development (e.g. Turkey and Venezuela). It includes other relatively
(underdeveloped) natural resource abundant countries (e.g. Algeria and Indonesia).
In terms of per capita incomes, Saudi Arabia, Venezuela and Algeria are very
similar to the Iran. Venezuela, with its high level of dependence on fuel and mineral
exports and its subsequent diversification of exports, may offer some guidelines for
Iran. Alternatively, Turkey's industrial and export growth may be informative.
Egypt has the largest population and the second largest economy (after Saudi
Arabia) in the Middle East. In 1991, according to estimates by the World Bank,
Egypt's per capita gross national product measured at average 1980-90 prices was
$600. Agriculture including forestry and fishing contributed 17% of GDP in 1990
and employed an estimated 41% of the labour force. The principal crops include
cotton, rice, wheat, sugar cane and maize. Exports of food and live animals
accounted for about 9% of total exports in 1988. Mineral resources include
petroleum, natural gas, phosphates, manganese, uranium, coal, iron ore and gold.
The petroleum industry contributed 16.1% of GDP and 28.7% of total export
earning in 1990. Manufacturing contributed 16% of GDP and employed 12.7% of
the working population in 1990. Food processing, petroleum-refining and textiles
are the most important industries.
Turkey has the second largest population in the Middle East and a per capita
income of $1460 in 1990. Agriculture (including forestry and fishing) contributed
15.5% of GDP in 1992. The country is self-sufficient in most basis foodstuffs. The
principal agricultural exports are cotton, tobacco, wheat, fruit and nuts. Other
important crops are barley, sunflower and other oilseeds, maize, sugar beet,
potatoes, tea and olives. The raising of sheep, goats, cattle and poultry is also an
important branch of the economy. Mining contributed 1.7% of GDP and engaged
0.7% of the employed population in 1991. Chromium, copper and borax are the
major mineral exports. Coal, petroleum, natural gas, bauxite, iron ore, manganese
and sulphur are also mined. The most important sectors, measured by gross value of
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output, are textiles, food processing, petroleum relmeries, iron and steel, and
industrial chemicals. By 1992 the textiles and clothing sector accounted for 35% of
Turkey's total export revenues.
The third comparator country is Algeria. In 1991, according to estimates by
the World Bank, Algeria's per capita income measured at average 1989-91 prices
was $2020. Agriculture sector is an important sector of the Algerian economy,
employing 24.4% of the country's working population and contributing 13% of
GDP in 1991. The principal crops are grapes, wheat, barley and oats. Olives, citrus
fruits and tobacco are also grown. During 1980s agricultural production increased
at an average annual rate of 1.7%. The mining sector provides almost all of
Algeria's export earnings. The major mineral exports are petroleum and natural gas.
Reserves of iron ore, phosphates, lead and zinc are also exploited. In addition,
Algeria has deposits of antimony, tungsten, manganese, mercury, copper and salt.
Manufacturing engaged 12.2% of the employed population and provided 12% of
GDP in 1990. The most important sectors, measured by gross value of output, are
food-processing, machinery and transport equipment and textiles.
Indonesia is the world's fifth most populous nation. This country has a very
diversified natural resource base, with plentiful primary energy resources, significant
mineral deposits, large timber potential and a developed system of agricultural
commodity production and export. In 1991, according to estimates by the World
Bank, Indonesia's gross national product measured at average 1981-91 prices was
equivalent to $610 per head. Agriculture contributed an estimated 23.4% of GDP
and engaged 47.6% of the employed labour force in 1991. Indonesia's principal
mineral resource is petroleum, and the country is the world's leading exporter of
liquefied natural gas. In 1991, Indonesia was the largest producer of tin, bauxite,
nickel, copper, gold and coal are also mined. Manufacturing contributed 18.4% of
GDP and engaged 10.7% of employed labour force in 1990. Apart from petroleum
refineries, the main branches of the sector (in terms of output) are textiles, food
products, tobacco, chemicals and wood products.
Venezuela's per capita GNP, measured at average 1989-91 prices, was
equivalent to $2610. In 1991 agriculture (including hunting, forestry and fishing)
contributed 6% of GDP and employed 11.6% of the labour force. The principal
crops are sugar cane, bananas, plantains, maize, rice, sorghum, cassava and
oranges. The country imports nearly 30% of its total food requirements. Mining and
quarrying employed just over 1% of the labour force in 1991. Petroleum production
is the most important industry in Venezuela, providing about 80% of export
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revenue in 1990. The most important manufacturing products are refined petroleum
products, petrochemicals, metals (mainly aluminium), pig-iron and steel arid motor
vehicles.
The final country in this set is Saudi Arabia. In 1990 according to World
Bank estimates, per capita GDP measured at average 1988-90 prices, was
equivalent to $7070, the highest amount among the peer group. Mining and
quarrying contributed 27.8% of GDP in 1989. The sector in dominated petroleum
and natural gas, which provided 27.2% of GDP in that year. The production of
petroleum and petroleum products is the most important industry in Saudi Arabia,
providing 90.3% of total export revenue in 1990. The country's proven recoverable
reserves of petroleum were equivalent to about one quarter of the world's proven
oil reserves. Other mineral produced are limestone, gypsum, marble, clay and salt,
while there are substantial deposits of gold and other metals. Manufacturing
contributed 8.2% of GDP and the most important product is refined petroleum.
Agriculture contributed 7.3% of GDP and employed an estimated 38% of the
working population at mid-1991. The principal crop is wheat. From the late 1980s a
large wheat surplus was exported. Barley, sorghum, millet, tomatoes, dates and
grapes are also significant crops. Saudi Arabia is self-sufficient in many daiiy
products, and in eggs and broiler chickens. In 1988, agricultural exports accounted
for about 40% of non-oil export to the world market.
In sum, as regards to the GNP per capita, the values are fairly similar except
Saudi Arabia which is almost three times as large as the second largest country, and
Egypt and Indonesia which both have significantly lower values. In the agricultural
sector the values are again similar except Venezuela and Saudi Arabia which are
significantly lower than the others. In the petroleum sector there is no overall trend
with the percent or GDP varying from %1.4 up to %34.8. In the industry sector
there are two distinct groups; Algeria, Venezuela and Saudi Arabia, which have
large GDP values, and the rest.
6.4. Evidence on Measured Similarity
The scaled exports for Iran at the two digit of the SITC and for the five countries
where their exports matched those of Iran are set out in Table 6.2. These export
shares can be applied to equation 6.2 to calculate export similarity indices. The
resulting indices are as follows:
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In terms of total exports (including crude petroleum), therefore, the structure
of the Iran's exports appears to be most similar to those of Venezuela, and Saudi
Arabia. In these cases and for Indonesia and Algeria, however, the similarity is
substantially accounted for by the shared importance of crude oil exports. The
export shares in 1991 for the five countries being: Iran (89.2%), Venezuela
(81.8%), Saudi Arabia (90.4%), Indonesia (25.9%) and Algeria (36.8%). By
contrast, the index for overall similarity with the Turkey is 12.27 but only 2.4% of
the Turkey's exports in 1991 were petroleum. In terms of excluded petroleum, the
structure of Iran's exports appears to be most similar to that of Turkey. In this case,
however, the similarity is substantially accounted for by the shared importance of
textile manufactures and carpet. The export shares in 1991 for the two countries
being: Iran (11.6%) and Turkey (11.9%).
6.4.1. Product Identification
For such two digit categories significant exports by Iran, revealed comparative
advantage indices greater than unity (i.e. comparative advantage is revealed) are
shown in Table 6.5. Thus, comparative advantage is revealed for Iran in SITC as:
21 (hides, skins and furskins), 05 (vegetables and fruit), 65 (textile yarn and related
products), and 33 (Petroleum and productions thereof). By implication, all the other
categories listed in Table 6.5 have indices below unity. As we argued in Chapter 5,
these results are not at all unexpected, given Iran's resource endowments. Natural
resource- and labour intensive products predominate in the exports of this relatively
natural resource- and labour abundant economy.
Table 6.6 shows, revealed comparative advantage for Iran and Turkey are
much similar. Except for code 21 (skins and furskins) which Turkey has a revealed
comparative disadvantage, and code 07 (coffee, tea and manufactures thereof)
which Iran's comparative disadvantage is revealed, others indicates identical results
for the ranking of categories. The comparative information on revealed comparative
advantage set out in Table 6.6 can be used to identify possibilities for both intra-
and inter-industry export promotion.
6.4.2. Intra-In dustry Export Potential
Iran reveals comparative advantage at the two digit level in SITC (R2) categories
65 (textiles and related products), 61 (leather, leather manufactures) and 57
(plastics in primary forms), 21(hides, skins and furskins), 05(vegetables and fruit),
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29(crude animal and vegetable materials), and 03(fish and fish preparations). In
each case a detailed analysis of the product composition and market direction of
exports by the comparator countries in each of the two digit categories could be
undertaken. To the extent that the competitor countries are exporting related, but
different, products or are exporting identical products to different markets, this is
valuable information for existing export industries.
6.4.3. Inter-Industry Export Diversification
The comparator countries are also shown in Table 6.6 as having revealed
comparative advantage for two digit categories for which fran does not at present.
Given the similarity achieved in other categories, it is possible that similarity may be
achievable in these areas if resource endowments are indeed sufficiently similar (and
any technological and policy constraint can be overcome). Thus, we have abasis for
investigating the scope for export diversification. The activities with revealed
comparative advantage in the similar countries particularly Turkey which might for
example achieve comparative advantage in fran are 84(articles of apparel and
clothing accessories), 07 (tea, and manufactures thereof), 68 (non-ferrous metals),
55 (essential oils and perfume materials), 63 (cork and wood manufactures), and 64
(paper, and paperboard).
To the extent that aggregate or overall 'similarity' between countries (possibly
on different steps of the development ladder) is accounted for by the similarity of
relative factor endowments, more detailed comparisons of the revealed trade
performance of these similar economies may provide a useful initial guide to
potential for export growth and diversification. Where comparator economies
reveal mutual activities of comparative advantage at a specific level of aggregation
or industry-proxy, evidence of dissimilarity in the composition and direction of
exports at a higher level of disaggregation may indicate potential for product and
market diversification. Similarly, revealed comparative advantage in competitor
countries which is not matched in the reference country might indicate future scope
for new export industries.
Of course, there are dangers in using this approach. Revealed similarity does
not ensure that there is actual similarity of resource endowment and market
opportunities. The actual trade flows of 'similar' and 'dissimilar' economies are likely
to be subject to the influence of distortions, in particular policy ones in both the
exporting and importing countries. But it is not always obvious which distortions
should be taken as given. In which case, basing analysis on revealed evidence is not
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necessarily unsatisfactory. The methodology, in any case, only seeks to identify
possibilities for export potential. It offers a search methodology and export
potential can only be expected to turn into actual exports if appropriate resource
allocation criteria are applied and if an appropriate policy environment is created.
This 'heath-warning' needs to be attached to any such procedure. The proposed
approach - one which places an emphasis on resource and market constraints on
export opportunities - is preferable to one in which non-economic and
administrative influence predominate. International comparisons serve to focus
attention on some of the critical issues: the nature of techniques of production and
costs, and the nature of incentives to inward investment in comparator countries,
for example.
The study for Iran does in fact provide results that conform with prior
expectations about the importance of relative resource endowments. The scope for
expansion and diversification of manufactured exports appears to be constrained in
the shorter term. Recognition of the constrains on industrial export growth in a
country like Iran should not necessarily be viewed with pessimism, however.
Natural resource- and labour intensive and traditional exports should not be
discouraged for the sake of non-traditional exports, if this is not consistent with
prevailing relative resource endowments. Acceptance of the 'ladder of development'
principle is not an argument for the continuation of the status quo, but rather a
recognition of the need for specific steps or stages of development to be fulfilled.
6.5. Potential Comparative Advantage and Comparative Evidence for Turkey
This section focuses on Turkey's comparative advantage, and its evolution over the
recent past years, because of the potential similarity with the Iranian economy. This
section comprises three main elements. The first presents the principal statistics for
manufacturing industries for period 1980 - 1991. It draws attention to specific
industries central to the structural changes within this sector. The second part
discusses the profile of revealed comparative advantage in manufacturing. It
answers the question: what has been the changing pattern of comparative advantage
in manufacturing in Turkey? In seeking an explanation of this pattern, selected
category characteristics are related to Iran's revealed comparative advantage. The
third part evaluates the significance of factor intensity among categories and
examines the influence this has on the pattern of comparative advantage.
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6.5.1. Characteristics of Manufacturing Sector in Turkey
In order to recognise a group of categories in which Turkey has a revealed
comparative advantage, it is necessary to introduce some industry characteristics.
In the light of this analysis, the number of manufacturers out of total amount
of producers will be presented and put into context. This explanation is an
additional analysis to the discussion introduced earlier on the estimation of Turkey's
export share (RCA)2a index.
Sectoral statistics, including value-added by which the structural change index
in Turkey's economy is measured, will be discussed. The industry with the largest
number of establishments in 1991 was Food, comprising 19.94 per cent of the total
number of manufacturing industries (Appendix 6.2). Manufacture of textiles
composing 12.85 per cent, shared second place while fabricated metal products
ranked third in 1991. However in 1980, food products had the largest number of
establishments, followed by the manufacture of textiles and fabricated metal
products. Manufacture of textiles was the largest employer in 1980. Together with
the second largest employer food industries, they absorbed 36.39 per cent of the
total manufacturing workforce. In 1991, textile and food industries had the largest
number of workers and composed 19.83 per cent and 14.55 per cent of the
manufacturing workforce respectively. Steel and transport equipment were
respectively the third and fourth largest employers, taking up another 12.61 per cent
of all workers in manufacturing.
Petroleum products alone accounted for 1.91 per cent of total manufacturing
output in 1980. By 1991, this share had increased to 3.05 per cent. Food
manufacturing's share in total output decreased from 14.96 per cent to 13.51 per
cent over the same period. Manufacture of textiles had remained unchanged, its
output share being 11.65 per cent in 1980 to 11.36 in 1991. On the other hand Iron
and steel, the industry with the highest share of total output in 1980 namely 7.46
per cent, ranks fourth in 1991, accounting for 8.99 per cent of total output. Output
of non-ferrous metals declined from 2.34 per cent of total manufacturing output in
1980 to only 1.1 per cent in 1991. Textile products also had the highest value-
added share in 1980, amounting to 14.16 per cent, but falling to 12.41 per cent in
1991, placing it in second position. The petroleum refining industry had a relatively
high and rising proportion of import. The value-added share of tobacco products
has risen from 4.31 per cent to 8.14 per cent in the same period, making it the top
contributor to total manufacturing value-added. Another growing industry was
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apparel, whose value-added share has climbed from 0.56 per cent in 1980 to 1.63
percent in 1991.
In contrast, food's share in total manufacturing value-added fell from 10.93
per cent to 9.66 per cent and iron and steel processing from 7.22 per cent to 6.83
per cent. Other industries with declining value-added shares include non-electrical
machinery, fabricated metal products and plastic processing. Petroleum refineries
had the fast growing value-added averaging 4.5 per cent per annum during 1980-
90. The industry had one of the lowest value-added in the early 1970s. Food, has a
relatively large value-added and had the second highest value-added growth,
averaging 3.2 per cent per annum. Textiles, by far the largest industry in terms of
value-added, recorded an annual average value-added growth of 2.8 per cent per
annum, ranking third among the thirty manufacturing industries.
6.5.2. Turkey's Revealed Comparative Advantage
Turkey is a non-oil exporting country and seems that the appropriate index for
measuring comparative advantage can be (RCA)2a which introduced as an index for
non-oil exports. This measure of comparative advantage is given by the ratio of
export share for manufactures by two-digit SITC 3 . Table 6.7 shows how Turkey's
revealed comparative advantage changes over the period 1980-91. Referring to the
four columns, indicate all five categories including code 05 (vegetables and fruit),
29 (crude animal and vegetable materials), 65 (textile yarn and carpet), 03 (fish and
preparation thereof) and 84 (articles of apparel and clothing accessories) which
reveal comparative advantage. For the rest of categories comparative disadvantage
is revealed.
According to Table 6.7 half of the categories' comparative advantage indices
have risen and half have declined. Sectors whose comparative advantage indices
have risen include wearing apparel, textiles and textile manufactures which has the
largest percentage increase in its comparative advantage index. Wearing apparel and
footwear has the largest absolute increase and a comparative advantage.
Thus far we have only considered changes in comparative advantage between
the two periods. Comparative advantage changes within these periods will enable us
to comment further on inter-industry changes in comparative advantage. Table 6.7
identifies six category of industries according to their trend behaviour. The
industries without any clear trend are omitted from our analysis. We find that there
This study used 2-digit SITC for measuring Iran's RCA.
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are two industries with trends of comparative advantage which declined from 1986.
In contrast, there are three industries with rising trends, one of which, namely
wearing apparel, rises sharply from 1986. We know that 1986 is the commencement
of Turkey's economic restructuring phase, which points to a possible influence that
economic policies embraced in economic restructuring may to have played in
inducing changes in the inter-industry comparative advantage. The subsequent
section undertakes an analysis of industry characteristics to help illuminate the
differential response of industries to economic restructuring policies.
6.5.3. Factor Intensities and Turkey's Comparative Advantage
One of the chief objectives of Turkey's economic policy from the early 1 980s was to
encourage the growth and establishment of higher value-added, higher capital and
technology- intensive industries. However, it has not been clear that export growth
was achieved in those industries. This section aims to provide an inter-industry
profile of selected factor intensities. It then seeks to relate patterns of the selected
factor intensities with the inter-industry patterns of comparative advantage.
6.5.4. Physical Capital Intensity
Using a direct measure of capital/labour ratio, comparative advantage fluctuates
during 1980-91. The indices show that the ratios have generally been increasing
throughout the period of time. Let us first study changes in the average of this ratio
during 1980 and 1986 and during 1988 and 1991. Petroleum refineries' physical
capital is way higher than that for all other industries. It is obvious that cement and
industrial chemicals are industries with the next highest capital per worker. As it is
an exception to the other industries, petroleum is omitted from Graph 6.2.
Graph 6.2 shows categories with physical capital intensity in 1980-86 and
1988-91 g. Points above the 45-degree line indicate that the categories with physical
capital intensity have increased over the period. It can be seen that physical capital
intensity of all manufacturing has increased. Generally, industries with a lower ratio
have a smaller increase. Suggesting that, the ranking of categories have remained
unchanged over the period of study. According to Learner (1984) industries with
relatively high physical capital ratios comprise electrical and electronic machinery,
industrial chemicals and iron and steel. Low physical capital intensive industries
include apparels, leather, footwear, rubber processing, furniture and miscellaneous
4 The kind of category with respect to factor intensity adopted from Learner (1984).
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manufactures. This is consistent with the fact that Turkey is viewed as relatively
labour abundant; this was especially the case until the late 1980s when economic
restructuring policies were implemented to foster the transition toward greater
labour rationalisation and more capital-intensive production.
6.5.5. Human Capital Intensity
There are two indicators of human capital intensity for which country data are
available. They are value-added per worker and the capitalised value of wage
differentials per worker. We preview these indices, which yield more interesting
results for Turkey.
Human capital intensity is low for articles of apparel and clothing accessories
(code 84), leather and leather manufactures (code 61) and footwear (code 85).
Except for the above three categories, non-metallic mineral manufactures (code 66),
furniture (code 82), travel goods and handbags (code 83), the other categories tend
to exhibit a general rise in comparative disadvantage during the period of study.
We can draw a general conclusion that industries with higher values of human
capital tend to have larger increases in their ratios. Industries which are highly
human capital intensive are tobacco, iron and steel, industrial chemicals and
transport equipment. Industries with low human capital include leather (code 61),
footwear (code 85), plastic products (code 57), miscellaneous manufactures (code
89) and furniture (code 82). There is some overlap between physical capital and
human capital intensities in industries. This is not too surprising, given the
complementarity between the two factors.
Comparing Graph 6.1 and 6.2 (which excludes petroleum), comparative
advantage in both periods 1980-86 and 1988-9 1 tends to be found in industries with
lower human capital intensities. More interestingly, industries with high ratios of
human capital tend to be comparatively disadvantaged industries, but ones whose
ratios of export shares are increasing and whose net exports to total trade ratios are
becoming less negative. On the other hand, the industries with low ratios of human
capital tend to be those industries where export shares are declining. It seems that
the latter relationship appears to be weaker with the 'net exports to total trade'
measure of comparative advantage.
We have pointed out that the majority of industries experience a rising trend
in their human capital ratios during 1980-9 1. For most of these industries, the
increase occurs from 1986, indicating once again that economic restructuring
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policies have had their desired effects on the human capital of manufacturing
industries in general. Industries whose revealed comparative advantage trends have
changed from 1986 include those with high human capital intensities as well as
those with low human capital intensities, suggesting that economic restructuring
policies might to have an influence on comparative advantage indices independent
of the industries' human capital intensities.
In next section we evaluate Turkey's restructuring policy, which may give us a
possible insight in why Turkey's trade performance has bettered that of fran. But the
Turkish experience may also give some guidance as to activities of potential
comparative advantage in Iran.
6.5.6. Restructuring Policy and Policy Implications
The objective of this chapter was three fold. First, to investigate the extent of
changes in revealed comparative advantage of countries which in some respects
have similarity with Iran. Secondly, to analyse the trend of Turkey's revealed
comparative advantage over the time. Thirdly, to explore whether fran, if it were to
adopt policies similar to those of Turkey in 1980, might expect to achieve similar
results.
This concluding section essentially contributes to the third of these objectives.
Initially a comparison between factor intensity and comparative advantage indices is
presented. Secondly' Turkey's restructuring and trade liberalisation policy and policy
implications for Iran's exports are discussed.
The effects of physical capital and human capital on comparative advantage
are neither totally distinct nor similar in the case of Turkey in the 1980s. There is
thus a strong possibility that the two types of capital intensity are complementary.
This is not surprising since much of the physical capital growth is due to the inflow
of foreign direct investment which also generates a transfer of human capital. At the
same time, the production technology of a better educated and trained work force
generally requires a high ratio of physical capital intensity.
Economic restructuring policies implemented from 1986-87 have caused an
increase in physical capital more for relatively physical capital intensive industries.
The policies' impact on human capital is relatively more uneven. Nevertheless,
inter-industry changes in physical and human capital intensities have generally not
severely altered their inter-industry rankings in 1990-91, compared to 1980-81.
With the exception of petroleum refineries, Turkey's comparative advantage, as
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indicated by both indices, lies in relatively low physical capital intensive industries
and relatively low human capital intensive industries. Although this is true in 1980-
81 as well as in 1990-9 1, the ratio of export shares has been increasing for
industries with high physical capital intensities and industries with high human
capital intensities.
In contrast, the ratio has been clearly decreasing only for industries with
relatively low human capital . Finally, it appears that economic restructuring
policies, independent of physical capital or human capital intensities are a
determinant of changes in the pattern of comparative advantage. The next section
explores the relationship between Turkey's economic policies and comparative
advantage and whether this is a reasonable guide to Iran's potential comparative
advantage in the coming decades.
6.5.7. Trade Liberalisation and Pattern of Comparative Advantage
Turkish experience offers a more recent example of a country successfully shifting
from an inward-oriented to an outward-oriented development strategy.
Industrialisation in Turkey had been oriented towards the domestic market and
made inflexible by the dominant position of state enterprises whose products were
uncompetitive on world markets. By the end of the 1970s exchange scarcity had led
to ever-tighter import restrictions, such that less than one-sixth of total imports
were exempt from the complicated system of quantitative restrictions. Moreover,
importers were required to pay an interest-free advanced deposit in order to obtain
an important licence (by 1979 the deposit was 20 per cent for imports for industrial
use and 40 per cent for imports for commercial purposes) and imports were subject
to a variety of taxes (i.e. tariffs, stamp duty, wharf charges), all of which raised the
rate of return in import-substitute industries. The bias against exports was
exacerbated by an overvalued exchange rate, and only partially and unevenly offset
by tax rebates, credits and other export incentives. Most primary goods and some
industrial exports were also subject to export price controls and licensing.
The 1980 liberalisation package had four component parts: a large nominal
devaluation, simplification of import licensing procedures, reduced levels of
protection, and credit subsidies for exports. In January 1980 the lira was devalued
from TL47 to TL7O per dollar and after several subsequent adjustments a crawling
peg replaced the fixed exchange rate in May 1981, and by 1983 free purchase and
sale of foreign exchange were permitted; the real effective exchange rate fell by 23
per cent in 1980 and then by an average of 3 per cent per annum over the next five
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years (Kopits, 1986). Advanced deposits were reduced and quantitative restrictions
replaced by licensing requirements. The major change in import policies, however,
occurred with the announcement of Import Regime, under which all goods still
subject to restrictions of licensing were specially listed (rather than listing only those
imports permitted without licences). This was accompanied by a downward revision
of tariff rates, and the total effect was a much less protective import regime than the
pre-1980 one. Subsidised export credits increased rapidly between 1980 and 1984,
but were then replaced by a direct subsidy of up to 4 per cent of the export value.
Other export incentives, especially preferential foreign-exchange allocation and
retention schemes, were also important in the early 1980s, but were then cut back in
late 1983, although income tax benefits for exporters remained in place.
The Turkish liberalisation episode thus moved very quickly through two
stages. First, substantial incentives to import-substitute producers were balanced by
substantial direct export incentives in 1980-84. In the second stage, greater reliance
was placed on the exchange rate as the major trade policy instrument with some,
but more modest, tariff and subsidy elements remaining. In this process Turkey
avoided the unrealistic hope that devaluation alone could reverse the bias against
exports, but experienced the problems of trying to balance incentives in a complex
system. Thus, while import-substitute producers inevitably complained about
reduced protection, people took advantage of increased export subsides to make
fictitious exports (Akter, 1987). Enforcement and equity issues provided a strong
incentive to liberalise imports as fast as possible in order to prevent a complex
export-subsidy system from becoming too set in place, although pressure on the
government budget provided the immediate incentive for reducing direct export
subsidies.
It is apparent that the Turkey's government has played an influential role in
achieving relatively full employment in the early 1980s. Since 1986-87, the
government has made concerted efforts in steering the economy, including
manufacturing towards higher value-added per worker and research and
development oriented activities. Since the start of industrialisation in the 1970s, the
government has always identified certain priority industries eligible for special
economic and financial assistance. In principle, these industries are selected
primarily according to current and expected resource scarcity of the economy, the
market potentials of the products and the industry's efficiency. Efficient refers to
returns over and above the apparent best alternative use of the resources and
includes factors such as economies of scale, learning curves and technological
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innovation. In the 1980s, priority industries are primarily high employment
generating activities.
Economic and financial assistance takes various forms, from offering a whole
range of consultation services and training grants to export assistance, such as
export insurance guarantees. The extent, selectivity and degree of assistance varies,
not only from industry to industry, but from time to time. Perhaps the most
important financial assistance in terms of consistency and scale of implementation
throughout the twelve year period is the industries' finance scheme. Under the
scheme, approved establishments are exempted from paying corporate income tax
for a period of five to ten years and in some cases even longer. Details of the
scheme vary from establishment to establishment, depending on the type of
products produced, production and export capacity, value of fixed assets,
technological sophistication and specialised skills involved.
The significance of some industries is revealed by the fact that since early
1980s, labour and skill labour intensive establishments are responsible for over
eighty per cent of manufacturing's exports and over sixty per cent of
manufacturing's value-added and gross-fixed assets. When compared with the
average manufacturing establishment, the average of these establishments has a
higher value-added and is characteristically more labour-intensive and export-
oriented. We now consider other important economic restructuring policies.
The importance of wage policy stems from the policy's influence across
industries. Effective wage increases hit exports of relatively labour-intensive
industries more than others. The effects are compounded by subsidies in the form of
low interest loans for mechanisation which favour the exports of relatively capital-
intensive and I or large scale industries. The combination of these latter two policies
probably explains the decline from 1986, in the export shares ratio of apparel and
clothing accessories. However, the ratios of export shares of textile manufacturing
and iron and steel both physical and human capital intensive industries, have also
declined. This is probably because both industries, each with relatively few
establishments, were set up with government participation primarily to serve as a
supplementary supply source to the domestic construction industry, particularly in
the construction of housing. The industries have not been offered much export
assistance probably because they are relatively late-corners in the world markets and
lack the advantages of scale such manufacturing enjoy in industrial countries.
The granting of tax concessions under the restructuring exercise favours
exports of physical capital intensive industries and human capital intensive
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industries. In addition, there is a host of specific incentives made available to
priority industries found primarily in physical capital intensive industries and human
capital intensive industries. \Vhether an establishment is able to benefit from these
incentives is conditional upon the qualifications required.
The Turkish experience has not been without successes. Merchandise export
volume more than tripled between 1980 and 1985, and exports were diversified as
the industrial goods; share increased from about one- third to three-quarters. Thus
Turkey experienced an export-led economic recovery at a time of substantial
deterioration in her terms of trade and generally weak demand conditions in the
major world markets. Turkey was helped by favourable demand trends in Middle
East markets (i.e. Iran, Iraq and the Arabian oil-producers), but demand in these
markets was for different goods than those which Turkey sold to the EC.
At present, relatively labour-intensive industries still have a relatively high
proportion of establishments enjoying tax concessions, which probably explains why
their comparative advantage indices have not declined. As it is impossible to
accurately quantify the economic restructuring tools implemented since 1986-87,
they are reflected in quantitative analysis on inter-industry comparative advantage.
In general, comparative advantage in Turkey has shifted away from relatively
labour-intensive industries to relatively human-capital-intensive industries.
6.5. Summary and conclusion
This chapter has outlined and discussed the empirical study of Iran's potential
comparative advantage. In a sense that it investigated Iran's export potential and
revealed comparative advantage i.e. post-trade performance as a possible starting
point. There are considerable amounts of evidence of developing countries wishing
or being encouraged to promote particular activities which would involve an
increase in exports of existing products and/or diversifying exports into non-
traditional manufacturing activities. But in looking at future prospects,
consideration is required of how the economy's resource endowments have been
managed, and how comparative advantage and competitiveness may change, which
would pave the way for a better understanding. As the analysis is primarily aimed at
establishing the product structure of the export potential of the Iranian economy,
we have looked at different countries which are in relatively similar stages of
development.
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As long as the Iranian oil resources are finite and limited, the crucial question
which still has to be answered, and which the chapter has tried to emphasise, is how
a balance can be achieved between a policy based on exports of oil and a policy
grounded in exports of manufactured products in which Iran has a revealed
comparative advantage. Upon evaluating the results emerging from the analysis
undertaken in the chapter, considerable similarities are found between Iran's and
Turkey's economic structures. These similarities relate to size and the general
economic circumstances, in particular the factor endowment and the resource
scarcities of both economies.
Relying on the argument illustrated throughout the chapter, it is found that if
Iran wants to accomplish the same position as Turkey, it has to increase the
efficiency in labour-intensive industries through pursuing those activities which are
linked to the traditional and agro-industrial activities. The results have supported
the reason for such a suggestion.
They are consistent with the explanations of comparative advantage in respect
to the traditional factor endowment. To conclude it is obvious that the existing
sector activities at this stage of the Iranian development involve concentrating
resources in agricultural productions. Such a trade strategy produces less dramatic
growth in industrial activity than what has occurred in the seventies. However, the
growth can be more sustainable because it can cause less dislocation and be
relatively uninhibited by the infrastructure bottlenecks. The gradual removal of such
bottlenecks must be a medium-term policy objective. In the short term, the aim
would be to establish agriculture on a sound footing, thus improving its efficiency
and also to develop industrial activities to the extent that Iran can accomplish a
comparative advantage in those areas it would be expected to have such an
advantage.
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Table 6.1
Sectoral Indicators for Iran and Comparative Economies (1991)
	
GNP	 Agriculture	 Petroleum	 Industry
Per-Capita	 % of GDP % of GDP	 % of GDP
Iran	 2023
	
23.6
	
8.1
	
21
Egypt	 600
	
18
	
16.1
	
30
Turkey	 1460	 15.5
	
1.4
	
29.7
Algeria	 2020
	
13
	
50
Indonesia	 610
	
25
	
11
	 36
Venezuela	 2610
	
5
	
23.5
	
47
Saudi Arabia (2)	 7070
	
6.3
	
34.8
	
50.9
Notes:
1. Including mining, manufacturing, construction and power.
2. Data are for 1988.
Source: The Europa World Year Book (1994).
Table 6.2
Export Similarity of Iran and Competitor Economies
ES	 ESa
	
Iran / Venezuela	 83.34	 5.45
Iran/Turkey	 12.27	 21.99
Iran / Saudi Arabia	 89.64	 1.84
Iran / Indonesia	 31.47	 8.31
Iran/Algeria	 37.18	 0.77
Note:
ES is degree of similarity by percentage including crude
petroleum and ESa accounted for by without oil.
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Table 6.3
Scaled Exports of Iran and Potential Competitor Countries in Matched Categories
(1991)
SITC'
Digit 2
	
Iran	 Venezuela	 Turkey	 Saudi	 Indonesia	 Algeria
R3	 Arabia
03
05
07
08
21
26
27
28
29
33
51
59
61
65
68
71
84
87
89
0.00345
0. 03 2 64
0.00101
0.00003
0.00476
0.00094
0.0002 1
0.00175
0.00286
0.89 133
0.00030
0.00013
0.00013
0.05 187
0.00175
0.00097
0.00038
0.00029
0.00063
0.00864
0.00346
0.00258
0.00000
0.00009
0.00043
0. 007 8 8
0.03524
0.00015
0.81722
0.00480
0.00026
0.00110
0.00141
0.04488
0.00087
0.00105
0.00008
0.00224
0.00612
0.14005
0.00337
0.00040
0.000 14
0.02033
0.03548
0.00723
0.01187
0.02328
0.00641
0.00026
0.00042
0.11567
0.00850
0.00582
0.37001
0.00095
0.01012
0.00005
0.00001
0.00000
0.00001
0.00018
0.00014
0.00074
0.00176
0.00007
0.90361
0.01286
0.00001
0.00039
0.00006
0.00023
0.00308
0.00005
0.00205
0.00349
0. 046 8 6
0.01034
0.03114
0.00604
0.00034
0.00016
0.00057
0.03181
0.00148
0.25875
0.00371
0.001 19
0.00174
0.03210
0.01273
0.00 100
0.05486
0.000 19
0.01467
0.00015
0.00104
0.00000
0.00022
0.00000
0.00000
0.00144
0.00 132
0.00008
0.36718
0.00193
0.00003
0.00002
0.00001
0.00021
0.00062
0.00004
0.00014
0.00044
1. Standard International Trade Classification, Revision 3 (R3)
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Table 6.4
Scaled Exports of Iran and Potential Competitor Countries in Matched Categories
(1991)
(Excluding Petroleum)
SITC1
Digit 2	 Iran	 Venezuela Turkey	 Saudi	 Indonesia	 Algeria
R3	 Arabia
03
05
07
08
21
26
27
28
29
51
59
61
65
68
71
84
87
89
0.00769
0.07266
0.00226
0.00007
0.0106 1
0.00209
0.00048
0.00391
0.00637
0.00068
0.00030
0.00029
0.11548
0.00390
0.002 17
0.00086
0.00064
0.00141
0.04732
0.01893
0.0 14 11
0.00002
0.0005 1
0.00236
0.043 14
0.19285
0.00083
0.02629
0.00 142
0.00602
0.00771
0.24556
0.00478
0.00576
0.00047
0.01229
0.00627
0.14339
0.00345
0.00041
0.00014
0.02082
0.02609
0.00740
0.0 12 16
0. 0065 6
0.00026
0.00043
0.11843
0.00870
0.00596
0.37882
0.00098
0.01036
0.00052
0.000 19
0.00003
0.00018
0.00196
0.00146
0.00777
0.01828
0.00080
0.13347
0.00014
0.00408
0.00067
0.00244
0.03 198
0.00054
0.02128
0.03627
0.06322
0.01395
0.04202
0.00814
0.00025
0.00021
0.00077
0.04291
0.00200
0.00500
0.0016 1
0.00235
0.04331
0.01717
0.00136
0.11448
0.00025
0.01982
0.00024
0.00 164
0.00000
0.00034
0.00000
0.00000
0.00228
0.00208
0.00013
0.00305
0.00005
0.00003
0.00003
0.00033
0.00098
0.00007
0.00023
0.00070
I. Standard International Trade Classification, Revision 3 (R3)
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03
05
07
21
26
27
28
29
33
61
65
68
71
0.03
0.08
0.00
0.00
0.00
0.62
0.34
0.02
14.72
0.01
0.00
0.01
0.03
1.50
0.26
0.79
0.10
0.19
3.39
9.18
0.04
32.77
0.54
0.06
3.14
0.05
0.45
1.85
0.23
3.66
0.31
0.09
0.34
0.50
26.66
0.05
1.64
0.09
0.04
0.01
0.00
0.00
0.19
0.06
0.32
0.46
0.02
36.23
0.19
0.00
0.02
0.17
1.06
10.26
1.03
0.15
9.00
10.94
1.88
2.79
0.93
0.21
4.90
0.59
0.32
8.11
0.78
9.52
0.20
0.07
0.25
8.29
0.35
10.38
0.85
1.36
0.89
0.06
Table 6.5
A Comparison of the Export Share Index (RCA)2 of Iran's Revealed Comparative
Advantage and Similar Economies
(1991)
SITC	 Iran	 Venezuela Turkey	 Saudi	 Indonesia Algeria
2-digit	 Arabia
iVotes:
1.Revealed comparative advantage indices greater than unity
2. (RCA)2 is the export share index of revealed comparative advantage which included
petroleum
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Table 6.6
A Comparison of the Relative Export Share Indices (RCA)2a of Iran's Revealed
Comparative Advantage i and Similar Economies
(1991)
SITC
	
Iran Venezuela Turkey	 Saudi Indonesia Algeria
Revision	 Arabia
3
03
05
07
21
29
51
54
55
57
61
63
64
65
66
68
71
84
0.09
0.01
0.01
1.97
0.18
0.00
0.01
0.00
0.03
1.95
0.00
0.01
0.03
0.63
0.17
1.71
0.02
1.31
5.42
0.68
10.72
1.47
0.03
0.02
0.01
1.01
0.14
0.01
0.01
4.80
0.01
0.27
0.72
0.89
7.89
1.40
4.21
0.52
0.19
0.43
0.18
0.73
0.61
2.88
0.04
0.19
0.32
0.67
16.73
0.26
0.54
1.05
10.56
1.02
0.15
2.77
1.19
1.07
1.48
1.04
0.21
1.93
1.34
4.86
1.05
1.01
0.32
16.33
10.66
1.03
12.53
0.26
0.46
1.80
1.72
1.43
3.53
1.12
0.78
2.01
1.79
1.09
1.17
0.07
8.04
0.04
0.12
0.00
0.00
0.03
0.01
0.00
0.00
0.03
0.02
0.00
0.01
0.00
0.24
0.01
0.05
0.00
Notes:
1.Revealed comparative advantage indices greater than unity
2. (RCA)2a is the export share index which excluded petroleum
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Table 6.7
Relative Export Share Indices (RCA)2a for Turkey's Trade
(Selected Categories)
SITC	 RCA2a	 RCA2a	 RCA2a	 RCA2a
Revision 3
	 (1980)	 (1986)	 (1988)	 (1991)
03
05
07
08
21
29
51
54
55
59
61
63
64
65
66
68
71
75
79
84
87
89
2.43
21.34
0.69
0.42
0.03
4.49
0.13
0.51
0.60
0.08
0.02
1.19
0.78
4.34
0.43
0.03
0.14
0.00
0.01
2.02
0.02
0.11
2.21
12.07
0.71
0.35
0.03
2.82
0.38
0.83
0.95
0.02
0.05
1.23
1.19
4.61
0.81
0.26
0.16
0.01
0.21
10.94
0.12
0.17
1.77
12.82
0.74
0.18
0.05
2.90
0.85
0.60
1.30
0.23
0.16
1.90
1.03
5.89
0.73
0.58
0.28
0.03
0.10
16.40
0.18
0.27
1.05
10.56
1.02
0.14
0.15
2.77
1.19
1.07
1.48
0.03
0.20
1.93
1.34
4.86
1.05
0.59
0.32
0.09
0.25
16.33
0.08
0.33
Notes:
1. Revealed comparative advantage indices greater than unity
2. Standard International Trade Classification. Revision 3 ( R3)
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Chapter 7
Modelling the Volume and Direction of Trade
The Gravity Model
7.1. Introduction
The gravity model has been frequently and successfully used for nearly thirty years
to further understanding of the determinants of bilateral export flows across
countries and subsequently to analyse commercial policy measures. The model stems
from Linnemann (1966), who proposed it as a pragmatic way of combining three
sets of determinants of the size of bilateral international trade flows: the importer's
demand, the exporter's supply and the costs of transportation. Its theoretical
foundation has been used regularly since 1966 for a wide range of tasks - e.g. Aitken
(1973), Slama (1983), Bergstrand (1985), and Brada and Mendez (1985).
This chapter is organised as follows: section 2 provides a general study of the
traditional gravity model. Section 3 describes the structure of gravity equation for
international trade flows in a bilateral model and is followed by a multi-country
model. Section 4 reviews the theoretical robustness of the gravity model. The
summary conclusion are set out in section 5.
7.2. The Traditional Gravity Model
The gravity model analyses the size of the trade flows between countries. The model
specifies that the trade flow from a particular origin to a particular destination is
determined by supply factors in the origin, demand factors in the destination and also
by various stimulating or restraining factors relating to the specific flow in question.
Modeling the Volume and Direction of Trade - The Gravity Model
The originator of the gravity model introduced it in terms of the potential demand
and supply of foreign trade. Linnemann defined the potential demand for and
potential supply of international trade as the demand and supply which would occur
if all impediments to trade were absent. In practice, no country can realise
completely its foreign trade potentialities, but the shortfall below 100% realisation
almost certainly differs from country to country. A country whose products meet
higher than usual trade obstacles or which imposes higher than usual barriers on
others' trade will realise a smaller part of its foreign trade potential than other
countries.
Potential foreign trade was defined by Linnemann as that part of a country's
production which is not oriented towards domestic needs. If all countries were
subject to exactly the same trade resistance in their dealing with the world market,
the cost of bringing a unit of any product to the 'world market' (all countries taken
together) would be equal for all exporting countries. That is to say, the incidence of
all trade obstacles together would be the same for all countries, per unit of supply.
7.2.1. Comparative Advantage
Comparative advantage factors are not traditionally included in the gravity model.
Comparative advantage changes with technology; that is to say that technological
change both creates and destroys comparative advantage. Comparative advantage
contributes more to an understanding of the trade structure rather than size of trade
flows or the magnitude of potential foreign supply. The gravity model emphasises
the analysis of the size of trade flows, and not the structure of the trade flows which
is the subject matter of comparative advantage analysis.
Leamer (1974) points out that the size of the foreign sector in a general-
equilibrium context will be determined by GNP, resource endowments, utility
structure, and resistance factors such as taxes and tariffs. He argues that all
countries have roughly the same resource endowments and demand structure except
in so far as the countries differ in population and income, so population and income
are used as proxies for resource endowments and utility structure. If only capital and
labour are considered as resource endowments, countries at similar levels of
economic development - that is to say countries within the same per capita income
group - have roughly the same resource endowments. Countries with higher GNP,
i.e. more developed economies have more capital relative to labour. Countries with
large population and relatively low GNP have more labour relative to capital. In this
sense, GNP and population can proxy resource endowments.
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7.2.2. Openness Ratio
Typically, a country's production takes place partly for the domestic market and
partly for foreign markets'. Countries aim to produce as much of their requirements
as possible at home, in order to avoid the transportation costs, etc. The limiting
forces to such a tendency are the size of the domestic market and the high cost or
impossibility of finding a substitute for certain factors of production or conditions
that are absent at home (e.g. technical skills lacking in many developing countries).
The domestic-market to foreign-market ratio, the openness ratio, shows a strong
tendency to vary negatively with population between countries. In other words,
differences in openness can be at least partly explained by differences in population
size. The population variable proxies the physical size of the economy - and hence
arguably the extent to which it might satisfy its own needs under autarchy. Writers
such as Chenery (1960), Deutsch et al (1960), Kuznets (1960), Chenery and Syrquin
(1975) and Balassa (1986), all show that population has a strongly negative effect
on the openness ratio, which is most plausibly justified in terms, first, of economies
of scale and second, of positive correlation between population and geographical
size and between the latter and natural resource endowments.
Consider two countries with different levels of income per capita, but the same
population size, the higher per capita income in one will lead to an increased
demand for all, or nearly all commodities, produced both domestically and abroad.
Because of demand diversification at higher per capita income, higher per capita
income implies demand for new products which can not be made in the country itself
because the market is not large enough, and perhaps the demand for goods of
particular quality and design which may be demanded for the very fact of their being
foreign-made. The two tendencies - the increasing demand for domestic products
and the increasing demand for foreign products - will probably largely offset each
other, so that the openness ratio corresponding with a given population size is
virtually the same for different levels of per capita income.
Considering two countries with different population size, but with the same
level of per capita income, it is obvious that the bigger country will reach or surpass
the minimum market size for efficient domestic production in more lines of
production than the smaller country does, even though the structure of demand will
it is also a policy, however, that some countries produce specific commodities for export purposes
only. Alternatively, some developing countries may produce specific goods in order to limit or even
prevent imports of these commodities.
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be the same. The domestic-market to foreign-market production ratio will be higher
for the country with a large population than that for the smaller country.
Very similar arguments pertain to the import side of the trade flow. Higher
income suggests higher demand while higher population suggests greater self-
sufficiency.
The importance of population size for the domestic-market to foreign-market
production ratio has been researched by several authors since the 1960s. Chenery
(1960) analysed per capita imports during 1952-4 for 62 countries and used per
capita income and population size to explain per capita imports. Later, Chenery and
Syrquin (1975) used the ratio of imports to the GDP as the dependent variable and
per capita income and population as independent variables. Income per capita and
population size are taken to represent economic development and domestic market
size in their study. The latter results show that the import-income ratio is invariant
with respect to per capita income and that both imports per head and the import-
income ratio are negatively related to a country's population size.
Balassa (1986) analysed the relationship between the ratio of imports to GDP
and various country characteristics in industrial countries. The industrial countries
included in his analysis were selected on two criteria. One was that their income per
head was $2,200 or higher in 1973. The other was that their share of manufactured
goods in total exports was at least 20% in 1973. Based on these conditions, 18
countries were included. All these countries except for Israel are also included in the
empirical analysis below. Balassa chose the period 1973-83 for his estimation
period. As well as GDP per capita and population size, he added two other
explanatory variables: the share of primary commodities in total imports and
transportation costs. His hypothesis is that the more limited the domestic availability
of primary resources, reflected in the share of primary commodities in total imports,
the higher will be the overall imports levels. He also assumed that imports would be
reduced by the cost of transportation. He made separate estimates for industrial
countries' imports from the world, from industrial countries and from developing
countries.
Balassa's results suggest that the ratio of total imports to GDP tends to decline
with increases in GDP per capita, and that the population variable also has a
negative effect on this ratio. In each individual group - imports from world, from
industrial countries and from developing countries - the coefficient of population
variable is negative and highly significant. He explained the negative effect of
population on the ratio of total imports to GDP and indicated that in addition to
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economies of scale obtainable in larger markets, the explanation may lie in the fact
that in larger countries internal trade represents a greater proportion of total
transactions. The coefficient of GDP per capita is negative and highly significant in
the group of imports from industrial countries and imports from the world, but this
negative effect is much smaller and not significant in the group of imports from
developing countries. Balassa explained that the ratio of total imports to GDP
declines with the increases in income due to the domestic production of a wider
range of manufactured goods at higher levels of industrial sophistication. With
regard to the imports from developing countries, Balassa argued that increase in the
gains from trade associated with inter-country differences in factor endowments,
represented by the per capita income variable may have contributed to the observed
results.
Kuznets (1960) used 1931-7 data on 53 countries to analyse the correlation
(a) between the size of country as measured by population, and the ratio of exports
to total production plus imports, and (b) between population size and the import to
total production ratio. His results show that both coefficients were statistically
significant at a demanding level of confidence and suggested that, by and large, the
smaller the country, the larger the ratio of exports or imports to total products.
Kuznets also reported that a similar correlation coefficient existed between per
capita income and the import ratio, and between per capita income and the export
ratio. However, his results show that neither of them was statistically significant and
the indication was that there is no significant association between trade ratio and the
level of per capita income. In a latter research, Kuznets (1960) selected 60 countries
and these countries were divided into higher-per-capita-income group and low-per-
capita-income group, with 30 countries in each group. With one exception, the ratio
of foreign trade to national income increases as the average size of population
declined, and the result held the same when foreign trade is related to national
income or to gross national product plus imports. His results also show that there is
no clear association between the ratio of foreign trade to per capita income. These
conclusions held true for each group, but within the group of low-per-capita-income
countries, the foreign trade ratios show less variation with differences in population
size than within the high-per-capita-income group. Kuznets reported that 'this
finding suggests as might have been expected that foreign trade by the less
developed countries is subject to the more accidental influences of availability of
world-wide marketable resources. Some of the larger nations may, because of that
circumstance, be as heavily engaged in foreign trade as (or more than) the small
units in the array' (Kuznets, 1960, p. 19-20).
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Linnemann argued that Kuznet's results meant 'that the population-size effect
is stronger in high-income than in low-income countries', (Linnemann, 1966, p.14.)
disregarding again the fact that the original data are not standardised on the basis of
equal trade resistance and fragmentation of production processes. Linnemann
explained this result in terms of economies of scale, although the explanation seems
to be much more appropriate for manufacturing industries than agriculture. In low
income-per-capita countries the demand for agricultural products will be
proportionately a more important element of total domestic needs than in countries
with a high-income-per-capita, according to Engel's law. Consequently, the demand
structure of richer countries offers more opportunities for realising economies of
scale when population expands than is the case with poorer countries where primary
needs are more important.
An analysis by a Yale University research team, Deutsch, Bliss and Eckstein
(1960), tried to explain the ratio of foreign trade to gross national income with the
help of a number of variables. The most significant explanatory variable they found
was the population size. They also found that the effect on the ratio of foreign trade
to gross national income of a change in population size was the same for countries
with a low per capita income and for those with a higher income per capita. In their
study, they compared the foreign trade of three groups of countries with different
GNP per capita levels (less than $225 per annum, between $225 and $600, and more
than $600).
Recently Wang (1992) tries to use recent data to replicate Chenery's test. Both
per capita imports and the imports to GDP ratio used as dependent variables in turn;
GDP per capita and population are the explanatory variables. The regressions are for
all 76 countries together, for 19 industrial countries, and for 57 developing
countries. The results shown in the first column of Table 7.1 indicate that both
population and GDP per capita have a significant effect on imports per capita; a 1%
increase in population lowers per capita imports by 0.3 - 0.4%. The coefficient on
the population variable is highly significant in all the three regressions. In the
regressions for the 76 countries and the 57 developing countries, the coefficient of
GDP per capita is positive and highly significant, but for the sample of industrial
countries group it is positive but not significant at 5% level.
The results in the second column of Table 7.1 show that an increase in
population leads to a decrease in the ratio of imports to GDP - the coefficient on
population is very significant statistically. The coefficient of GDP per capita on the
other hand is not only small but also not significant statistically. Hence the ratio of
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imports to GDP is invariant to income level in the analysis. Wang also uses these
recent data to repeat Deutsch et al.'s test. The results, shown in the third column in
Table 7.1, show that the ratio of total foreign trade (imports plus exports) to GDP
can be explained by population, but not by GDP per capita. The coefficient of the
population variable in each country grouping is highly significant and negative. The
coefficient of GDP per capita on the other hand is not uniform or constant across the
three groupings. In the 76 countries group and in the developing countries group,
the coefficient of GDP per capita has a positive sign while it is negative in the
industrial countries group.
Summarising the analyses of the openness ratio, it can be seen that it is mainly
determined by a country's population size. Regarding the effect of the level of
income per capita on the openness ratio, Balassa's results suggest that GDP per
capita has a relatively high negative effect on this ratio, and that is very significant
statistically. However, Chenery (1960), Chenery and Syrquin (95, DeutscYi, 'ñss
and Eckstein (1960), and their results all suggest that the openness ratio, measured
by their the ratio of imports or total trade to GDP ratio, is unaffected by the level of
income per capita. However, Helpman (1984) argues that the extent of intra-
industrial trade increases with the increase of income per capita, and Helpman
(1987) shows that the trade-income ratio may rise as the relative country size,
measured by GDP. rises over time.
7.2.3. Natural Trade Resistance
Trade resistance can be divided into trade obstacles and artificial or policy trade
impediments. The main natural obstacles to international trade are transactions costs
and the cost of transportation. The policy trade obstacles are import duties and
quantitative constraints.
Although transportation costs are different for different types of commodities,
they will tend to average out over the whole of the country's export bundle: i.e. the
impact of an unusual commodity on a country's average transportation costs is
limited, except for countries which export only one or two commodities. Yeats
(1977) estimated the international transportation costs of 21 commodities exported
to the United States classified according to Standard International Classification
(SITC). The highest transportation cost was for rubber goods, where the
transportation cost accounted for 15.6% of the rubber export value. The lowest one
was for lead at 1.4% . For five of these 21 commodities, transportation costs
accounted for more than 10% of their export value individually. For a further eight,
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transportation costs accounted for between 5% and 10% of export value
individually. For all the other commodities, their transportation cost accounted for
less than 5% of their export value.
When we consider the natural obstacles to trade, we not only consider
transportation costs, but also the other two types of factors. One is the time element
involved in transportation. Time of transportation element constitutes an obstacle to
trade, not only for perishable goods and not only because of the interest cost
involved. Time in transportation implies losing the possibility of immediate
adoptation to changing conditions, and may increase the irregularities in supply. The
other trade-reducing factor is related to the 'economic horizon' of a country. It is
commonly held that people are better informed about conditions prevailing in near-
by countries: proximity leads to better business information, greater familiarity with
laws, institutions, habits, and language of the partner country, more similarity in the
way of life and in the preference pattern between the countries. All these effects
were considered by Roemer (1977).
According to Roemer, 'distance of course is a proxy for many variables other
than transportation costs - the degree of communication, similarity in tastes and so
on - all of which impinge upon the openness of trade channels and the potential for
trade' (Roemer, 1977, p.318). Roemer tried to analyse the effect of economic
distance or 'sphere of influence factors', which include factors beyond transportation
costs, such as historical and cultural ties between traders, the tying of aid, the setting
up of multinational subsidiaries etc., on the trade flow between countries. His
hypothesis was that countries tend to market their weakest sectors of manufactures
disproportionately in their spheres of influence. He gave some example to illustrate
the phenomenon and listed the sectors of highest area intensity for the United States
in its three strongest market areas: Canada, Latin American LDCs, and Japan. For
Canada, there were four sectors (ships, furniture, domestic electrical equipment and
iron) for which the United States had a share at least seven times higher in Canada
than on the world market as a whole. For Latin America, in seven sectors (footwear,
clothing, furniture, handbags, domestic electrical equipment, leather and textiles) the
United States had at least five times its world share. For Japan, four sectors (ships,
footwear, iron and steel, wood) were listed in which the United States had seven
times its world share. US shares in the world market of all these sectors were
relatively low. The reasons for this biased sectorial pattern of trade were given by
Roemer as follows:
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1. Transportation costs: a country would tend to market its weaker sectors
disproportionately in its closer areas;
2. communication channels: the weak sector may only be marketed only where
businessmen have well-established trade channels;
3. preferential tariffs and other forms of discrimination such as tied aid,
multinational subsidiaries and tastes. This applies to brand-name goods and
highly differentiated products but probably applies even more generally for
cultural and historical reasons.
Roemer stated that the United Kingdom provided an example where sphere of
influence factors are clearly more important than transportation costs in shaping
trade. He also pointed out that a serious problem in assessing the importance of
sphere of influence factors as contrasted with distance is that sphere of influence
relations do not generally hold between areas of the world, but between countries. In
fact what Roemer analysed could be classified as some sort of kinship relation
between partners; these could be solely economic relation such as the European
Economic Community (EEC), or cultural and historical in addition, such as the
British Commonwealth.
Summarising, these three elements (i.e. transportation costs, transportation
time and economic horizon), tend to be related to the distance between the two
trade partners. Hence the geographic distance between any pair of countries, which
can be measured very accurately, can be used as a good proxy for the natural
obstacles to trade. More specifically, the indicator of the impact of natural trade
barriers on a particular trade flow will be the shortest practical distance between the
economic centres of the countries concerned. The distance stands for a variety of
factors constituting together the obstacles to trade due to the existence of space: it is
a 'proxy variable' for the total natural trade impediments in their wider sense.
Countries are expected to have more trade with their neighbours, with which they
share a land border. This reflects reductions in both cultural and transportation
friction between adjacent countries over and above the effect of distance. The effect
of distance is supplemented in many empirical studies, however, by an adjacency
dummy which non-zero if i and] share a common land border.
The principal artificial obstacles to trade are trade policies; they may take the
form of tariffs, quantitative restrictions, exchange controls, or a combination of
these. We cannot estimate the effect of tariff and / or non-tariff barriers to trade on
trade flows because of the difficulties involved in collecting and interpreting the
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data, especially from developing countries. The critical issue, however, is the extent
to which such barriers affect flows differentially and hence it probably suffices:
1. to omit from the estimation any trade flows that are known to be distorted
for political reasons and,
2. to make allowance for explicitly preferential trading arrangements. The
latter is done by including a series of dummy variables.
7.2.4. Trade Preferences
The preference variables refer to colonial and economic integration preferences,
unilateral preferences from the industrial countries to developing countries, and EC
aid to some developing countries. In the empirical analysis they are represented by
dummy variables. The effect of colonial preferences on trade flows between
countries is different from that of an integration agreement, but both share the
characteristic of stimulating trade flow between the related countries. Although a lot
of colonies have been independent for many years, the trade patterns imposed under
colonialism may continue to exist long after the termination of direct colonial role.
Colonial territories are thought to trade with their metropolitan countries to a
greater extent than they would have done in the absence of colonial domination.
Roemer (1977) stated that 'on the average, the 26 British territories depended on the
United Kingdom for about two fifths of their exports and only slightly less of their
imports. The share of the metropolitan country was even higher in French
territories.' From Livington's paper (1976), we can also see the importance of the
colonies on British and French trade, although the main thrust of Livington's work is
to consider the loss of markets in British ex-colonies. He stated that Britain's poor
economic performance in the early 1970s was associated with slow export growth
which could be partly explained by the steady loss of markets in British ex-colonies.
Livingtone compared Britain's and France's market shares in their colonies both
before and after independence. He noted that the French were apparently much more
successful 'colonialist', obtaining a mean share colonial imports of 67% in 1960,
compared to Britain's pre-independence share of 27%. They were also apparently
much more successful 'neo-colonialists', retaining a mean share of 42% in 1972,
compared to Britain post-independence share of 20%. However, the share of the
United Kingdom in the trade of its dependencies was three times higher than might
have been expected on the basis of its share in the trade of all less developed areas
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(Roemer 1977). Trade flows between Britain and her colonies and between France
and her colonies are higher than those without these colonial relations.
7.3. The Gravity Equation
At the beginning of this chapter, the factors which contribute to a quantitative
explanation of the size of the trade flow between any pair of countries were
classified under three headings:
1. factors indicating total potential supply (i.e. export supply) of the exporting
country on the world market;
2. factors indicating total potential demand (i.e. import demand) of the
importing country on the world market;
3. factors representing the resistance to a trade flow between the two
countries concerned.
Linnemann (1966) combined these three elements into one expression that
explains the size of the individual trade flow. The symbol E' is used for potential
supply of overall goods, M 1' for potential demand and R for resistance. Apparently
the trade flow from country i to country j will depend on Ef and M5 but the
question arises as whether the joint effect of the two variables is additive (e.g.
cLiE1P+a2M) or multiplicative, e.g. (Ef) '(Mc) 2 It is difficult - if not
impossible - to make a definite and unquestionable choice between these
alternatives on theoretical grounds. Linnemann (1966) quotes from Ferber and
Verdoorn (1962), who remark that 'interactions in economic life are often of
geometric rather than of arithmetic form' (Ferber and Verdoorn, 1962, p.85-86).
Therefore, the latter formulation is chosen which implies a constant 'elasticity' of the
size of the trade flow in respect of potential supply and potential demand rather than
a constant 'propensity'. Indicating the trade flow from country i to country j by Xij,
the trade flow equation would then combine the three determining factors in the
following way:
(Et)'(M) (7.1)Xij=f3o
(R ii)
where 13o is constant and 1. 32 and 3 are coefficients which are expected to have
positive signs.
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In its simplest form, with all exponents equal to 1, this formula is similar to the
transport and communication formula introduced by G.K. Zipf (1949), and often
referred to by location economists.
The three explanatory factors in equation 7.1 should now be replaced by the
following variables:
Y= gross national product
= population size
v = national income (or product) per capita
D = geographical distance
P = preferential-trade factor.
The earlier discussion of previous section has shown that E is a function of Y
and \. and possibly of y. Thus:
E1 -'yo 11 N 12	(7.2)
in which 1= 1, according to the earlier theory, and 'y2 is negative. If per capita
income is included, in spite of its approximately limited empirical significance, as one
of the explanatory variables, we have:
E =o Y 11 N' 2 y'3	 (7.3)
However, as y = Y / N, the coefficients of this equation would not be
independent. Per capita income will not be introduced as an individual variable.
Rather it will be incorporated 'automatically' in the exponents of the two other
variables:
E' = 7° Y 1' N 12	 (7.4)
The same is true for the potential demand, M, which is determined by
identical forces:
=y4 Y J 5 N 16	 (7.5)
The trade-resistance factor R is simply replaced by the two variables D (with a
negative exponent) and P (with a positive exponent). For the latter variable several
other variables may be substituted if we want to distinguish between various types of
preferential trading areas. The trade flow equation, then, becomes:
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y' y.3 p.
X if =	 .'	 (7.6a)
N2 N54 D
or
Xij = 6 o Y ' N2 Y NTö D -	 (7.6b)
3	 3	 13	 13
This equation is very
 similar to that proposed by Tinbergen (1963) and by
Pulliainen( 1963). In comparison to the Linnemann formulation both studies ignore
the population-size variable, and Pulliainen does not include the preferential-trade
variable.
7.3.1. International Trade Flows in a Bilateral Model
In this section bilateral trade is analysed in a theoretical model and is a simplified
form of the previous model.
The basic model which introduced in the last section may be simplified in
several respects. Firstly, the two variables that together determine a country's
foreign trade potential - national income or product, and population size - may
conveniently be replaced by one variable Wi which is assumed to be the same
function of Yi and Ni for all countries:
Wi=W(Yi,Ni)	 (7.7)
Secondly, total supply of country i may be combined with the domestic
demand of the products of country i, so that we retain one equation for foreign
supply, for country i and foreign demand in country j:
X[F = Xf _X'	 (7.8)
Thirdly, the demand equations may be simplified by excluding the individual
competitive prices and trade resistances; this procedure can be justified by the
traditional argument that for individual countries the 'general world price level' is
given, so that Pi may be defined and measured in terms of the world price level.
Therefore, if country 1 is the exporter, and country 2 the importer, we have:
Xj = Dj2 (W2 ,i,ti2)	 (7.9)
xf = s (w1 , p,)	 (7.10)
xfç=xj	 (7.11)
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It is clear that in this model the equilibrium value of X12 depends on Wi, W2,
and ti 2, and on these variables only - just as in equation (7.6).
The demand and supply relations can be specified as log-linear equations with
the same parameters for all countries, and the model can be solved explicitly.
The equations (7.9) and (7.10) are replaced by the two relations:
x1 ? = 7 WF t	 (7.9')
X=	 4jlt	 (7.10')
in which the parameters have the following meaning:
S = trade potential coefficient of demand;
c = price coefficient of demand;
Q = trade resistance coefficient of demand;
c = trade potential coefficient of supply;
7,0) = scale factor, or constant term, of the demand equation and the supply
equation, respectively.
Through elimination of Pi, we get for Xij
( .! J (2k) (:.) (J ()
=	
t-c Q) 7t E W.lt £ w.
	
£ t..7t_	 (7.11)
	
3	 ii
Introducing = 1 /(it- ), we may rewrite equation (7.11) as:
Xj = y1t () E W_G WJ	 (7.12)
and for Pi we can write:
1	 Wjt,)	 (7.13)
So far, it has not been indicated whether Xij is considered to be a 'value'
variable or a 'volume' variable. According to the previous definition of the symbol
Xzj, the variable should be considered as a 'value' figure. It is indeed somewhat
unusual to work with demand and supply equations - such as (7.8) and (7.9) - in
which the value demanded or supplied is explained; in principle, however, it is
certainly possible to modify the traditional equations describing market behaviour.
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For the volume of the trade flow (represented by xij), we arrive at an expression
which is identical (7.12):
x j
 = 'y CO	 WJ t,.	 (7.14)
Multiplying (7.14) by the equilibrium price found in (7.13), it can be shown as:
(ic + '	 —(e + i),	 —(c + i)a	 (t + i)i	 ( +X,=1x=y	 Co	 W ti.1
(7.15)
Equation (7.15) corresponds with (7.12), except that the values of the price
elasticities have been raised by one. This finding is self-explanatory, in view of the
difference in the interpretation of (7.9) and (7.10).
Irrespective of the interpretation of the demand and supply equation, the
model yields a trade-flow equation in which only the three variables Wi, Wj, and tij
occur. A similar result would have been obtained for a linear model. Does this mean
that the theoretically acceptable and satisfactory link has been established between
the trade-flow equation and traditional demand-and-supply analysis in international
trade? This conclusion would be premature. The model under discussion comprises
two countries only, and it is due to this fact that the desired result could be found so
easily. How should be a model based on the assumption of a complete fragmentation
of the world market be evaluated? The first factor to be observed is that the
introduction of a separate 'micro' supply equation for each country of destination
makes it impossible to identity a single export price Pi; the equilibrium price found in
this model is a price Pu, instead of Pi. This may be a realistic feature in so far as
competition on the world market is heterogeneous rather than homogeneous.
Secondly, it should be noted that in the present-day world there are tendencies
towards bilaterally balanced trade. Exports tend to adapt themselves (as far as they
are really shiftable from the seller's point of view) to the country's pattern of import
requirements. The result is that the 'micro' equations might be in actual fact fairly
important on the supply side as well. Thus, it would seen that the model with
bilateralism in trade relations is not necessarily unrealistic.
A problem created by the present model is that -because of the variations in
the individual price levels - ( Pij) the identification of the effect of the trade resistance
factor is made difficult. It may be assumed that in the long run individual prices will
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not deviate much from the world average. so that in fact the magnitude of this
identification problem would be limited. From a theoretical point of view, however,
this solution is not particularly elegant.
7.3.2. The Log - Linear Model for More Than Two Countries
Maintaining the three simplifying assumptions stated at the beginning of section 3,
now the implications of a specified logarithmic-linear model for n countries is
introduced. The parameters of the demand and of the supply equation are again
assumed to be the same for all countries; the explanation of the symbols has already
been given in the previous discussion. Hence the equation system is as follows:
Wpt1	 (^)	 (7.16)
= U)	 (7.17)
1	 1	 £
Pt
X!F =X	 (7.18)
j
For any country i, the model (7.16) - (7.18) consists of (n+i) equations,
comprising of (n-I) equations (7.16), one equation (7.17), and one equation (7.18).
Together they determine (n+I) unknown variables: (n-i) variables X and Xf and
Pi . The equilibrium value for Pi can be calculated as follows:
-E	 (7.19)
Substituting this result in equation (7.16), and again writing for (it 
—e )',
trade flow equation is obtained:
(1+	
w	 w t9 I w t9	 (7.20)X1. ='y	 0)	
£	 if	 i)ft
This equation may be compared with equation (7.12) of the bilateral model.
The independent variables are again Wi , Wj , and t , which is of course not
surprising. However, there is now a part of the 'constant' term that changes with i;
this is the summation appearing in brackets in the right-hand side of equation (7.20).
The term under discussion contains a summation over all countries except i;
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therefore one reason why the value of the term changes with i is that Wi is excluded
from the summation. Nevertheless this is not the main source of variation, as one
factor Wi is relatively small in comparison to the remaining (n-i) variables Wj. The
principal source of variation lies in the trade-resistance factor, since the trade
resistance met by one country in its dealings with the world at large may be
persistently higher or lower than for another country. The significance of the
variations of the total quantity (the summation in brackets)is reduced by raising the
sum total to a power lower than one, in absolute value. It can be easily verified that
for it = 8 -assuming It positive and e negative - the value of the exponent,
is	 For it >.-c , even smaller absolute values of the exponent, and
consequently a more stable value of the expression under consideration, will be
found. But it remains true that the term in brackets 'disturbs' the trade flow equation
and may complicate the estimation procedure.
The model consisting of equations (7.16) to (7.18) comprises one balance
equation and n behavioural equations. The (n-i) demand equations are of the 'micro'
individual, or heterogeneous-competition type; the supply function is a 'macro' or
homogeneous-competition equation when interpreted as describing aggregate supply
of a large number of producers in the exporting country. The model is also
determined if we replace the (n-i) demand equations by one aggregate demand
equation, while making the supply relations of the 'micro' type (which implies
introducing the tij in the supply equations instead of on the demand side). Solving
the latter model for Xij, we find
	
-	 W	 Wt0'1	 .	 (7.21)
(1— ire)	 —it
	
ij_	 i	 jU i
The similarity between this equation and (7.20) is clear. Is it possible,
therefore to make a general statement about the relative appropriateness of the
'macro' equation versus the 'micro' equation for describing demand and supply
behaviour? For the import trade, i.e. the demand side, - the 'micro' equation
(indicating the existence of product differentiation) is probably to be preferred as
being closest to reality; nevertheless, substituting one source of supply for another
always remains possible, especially in the long run. It seems to be more in the nature
of a country's exports to be described by a 'macro' supply function; this is
understandable when we bear in mind that for most countries the commodity
concentration is greater in exports than in imports. From the exporter's point of
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view, substitution of one trade partner for another probably does not meet with
great objections, although in reality the potential for substitution is not unlimited
either. Therefore, demand would seem to be more 'micro' (heterogeneous) than
'macro' (homogeneous), and that the opposite is true for supply.
If economic considerations made it desirable to distinguish between the
homogeneous export position of country i vis-à-vis k importing countries, and its
heterogeneous or 'discriminating' position vis-à-vis the remaining (n-k-i) countries,
these supply functions can be combined with k individual demand functions, and one
aggregate demand equation for the (n-k-i) countries. All (n-i) trade flows from
country i would be determined, but basically in this case, two models and two
different price levels can exist: one for k countries, and one for (n-k-i) countries. As
observed before, it depends on the market structure for the commodities and
countries concerned, whether or not the above distinction between homogeneous
and heterogeneous competition should be made.
With (n-i) 'micro' relations, each of them referring to a different variable
x j (j ^ i) and incorporating the corresponding tif, the two complementary models
were just determined. Additional 'micro' equations can be accommodated in the
models ad libitum , as long as the total number of 'micro' -supply equations does not
surpass (n-i), and similarly for the 'micro' -demand equations. However, the
introduction of 'micro' equations for both supply and demand with regard to the
same trade flow implies that a separate and isolated market is created for the
product traded between the two countries concerned. A part of the world market is
effectively split off and is made to function independently; the equilibrium price pj
will differ from the general equilibrium price pi prevailing on the (rest of the) world
market.
In order to prepare the ground for the estimation of the parameters of the
relation, the trade flow equation has to be formulated now in terms of measurable
magnitudes. Instead of potential foreign trade, the two variables national income and
population size will be used. Equation (7.6) may be specified as a log-linear
relationship:
W. = X Y. NY	 (7.22)
1	 ii
in which V equals the coefficient (elasticity) of the domestic-market creating effect
of population size, and X represents a scale factor. Substituting for W in equation
(7.11) in the right-hand side of (7.22), and replacing t by its two components
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distance (D) and preferential ties (P), we arrive at equation (7.6) again. The explicit
mentioning of the minus sign of some of the coefficients - as was the case in (7.6) -
is discontinued, and from this point onwards the symbol a will be used for all
coefficients of the trade flow equation. Thus, finally the gravity equation is
expressed as the following:
X13 =a YN1P2YJ3NJP4D1JP5461	 (7.23)
where:
Xij = the value of trade flow from country ito countryj
Yi = the Gross National Product (GNP) of country i
Ni = the size of population of country i
YJ = the GNP of countryj
NJ = the size of population of countryj
Dif = the distance between country i and countryj
Ail = a dummy variable representing adjacency
P11k = a dummy variable representing the kth relationship of preference
between countries i andj
a, 13m ,and ?k are parameters.
From the equation we can see that the first two factors (Yi and Ni) indicate
country i's (exporting country) potential foreign supply. The second two factors (1']
and NJ) express country j's (importing country) potential demand. The last three
factors represent resistance or stimulation to a trade flow between two countries i
andj. Higher GDP means higher capacity to export and higher demand for imports,
while a larger population, larger domestic market leads to greater self-sufficiency.
Overall, therefore, we would expect 13 , 133 ^ 0 and 132' ^ 0. Other things
being equal, the greater the distance is between countries, the smaller the trade flow.
We therefore would also expect 135 is negative.
7.4. The Theoretical Robustness of the Gravity Model
Several commentators have argued that the gravity model suffers from the absence
of a convincing paradigm based on economic theory. As Deardorff (1984) notes, the
gravity equation tells us something important about what happens in international
trade, but it does not tell why. Several authors have tried to provide the model with
such a theoretical underpinning, notably Anderson (1979), Bergstrand (1985) and
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Helpman and Krugman (1985). However, none of these paradigms generates the
gravity model exactly as formulated in the main gravity equation. For our purpose
the important issue is the empirical application of the model to trade flows for Iran
and other countries, and hence we are more concerned with the model's empirical
robustness than with its theoretical purity. Nonetheless, theoretical soundness is
comforting, and so we briefly review some of the theoretical structures that have
been proposed to underpin the gravity model.
In general, a basic view of the models developed by Helpman and Krugman
(1985) is that trade patterns reflect comparative advantage plus additional
specialisation to realise economies of scale. This view in turn suggests two
conclusions and three related hypotheses. The first conclusion is about the volume of
trade, and the second about the behaviour of the share of intra-industry trade. The
three hypotheses are:
1. on average the more similar countries are in per capita income, the larger
the share of intra-industry trade in their bilateral trade volume;
2. the more similar the factor endowments (represented by per capita income)
of a group of countries become, the larger the share of intra-industrial trade
within the group;
3. the trade-income ratio may rise as the relative country size, measured by
GDP, increases over time.
The model of the volume of trade based on 2 x 2 x 2 economies derived by
Helpman and Krugman may be summarised as the following three principles:
Firstly, they assumed that all products have homothetic production functions
with constant return to scale. In this case, large volumes of trade are associated with
large differences in factor endowments. Differences in relative size as measured by
GDP, on the other hand, have no particular effect. They stated that '... in the
economy with homogeneous products, relative country size had no independent
effect on the volume of trade (other than through its effect on the difference in
factor composition, ...)' (Helpman and Krugman, 1985, p.163).
Secondly, they introduced differentiated products with increasing returns to
scale into the model. In the model, both differentiated products and homogeneous
products exist simultaneously. They further assume that all varieties of the
differentiated products are demanded in every country and this implies that if there is
any production specialisation there is intra-industry trade. The existence of a
differentiated product introduces a new dimension to the determinant of the volume
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of trade, i.e. relative country size. The volume of trade is larger, the larger the
difference in factor composition and smaller the difference in relative size (GDP).
Helpman and Krugman (1985) stated that '...the existence of trade in differentiated
products introduces a major link between the volume of trade and relative country
size' (p.163).
Thirdly, they assumed that all products are differentiated, with increasing
returns to scale. In this case each country imports from its trading partner a fixed
share of the output of all commodities type produced by the partner. The model
indicates that relative country size becomes the sole determinant of the volume of
trade.
The bilateral trade between country i and country j, Vii, is expressed by
Helpman and Krugman as the following equation:
V j = s GDP+s GDPJ	 (7.24)
where sj is the share of country j in world spending and GDPJ is gross domestic
product of country j. They further assumed a balanced in trade between both
countries and the volume of trade equals twice the exports of the home country as
well as twice the exports of the foreign country. This yields a version of the gravity
model:
V,=	 ss1 GDP	 (7.25)
where GDP is the income level of the integrated world economy (in two countries'
model, GDP = GDJ + GDPJ
 ). Then they analysed the volume of trade within a
sub-set of countries A, V A . The formula is:
V A =	 sj s GDP =	 JS S GDPA (7.26)
leA jeA
	
GDP
GDP.
Where s =	 ' is the within group share of country j A's total gross
domestic product, GDPA =	 GDPJ
Since S'A = I - s , i ^ j, and putting in into equation 7.26, we get:
= 
4 [i_( )2] GDPA	 (7.27)
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where s4
	
	
GDPA 
is the share of the group in the world gross domestic
GDP
product. 1 -	
) 2
 is interpreted as a measure of (the absence of) dispersion in
relative country size.
They supposed that this group countries was industrial countries and stated
that the industrial countries maintain an approximately fixed relative size in the
world economy that sA is a constant share world income; then the within group
volume of trade will grow faster than the group's income if the dispersion index of
relative country size [l_(s 
)2] 
grows over time.
Helpman (1987) used 14 industrial countries data during the years 1956-8 1 to
test the hypothesis that the change over time in relative country size can explain the
rising trade income ratio. He calculated the trade-income ratio as the within-group
volume of trade divided by the group's income. He concludes that the decline in the
spread of relative country size partially contributes to the explanation of the
differential rates of trade and income growth for this group of countries. This implies
that the openness ratio will increase as income level increases and the dispersion of
the countries GDP decrease. This conclusion is opposite to the conclusion drawn by
Chenery (1960) and Kuznets etc. But as Helpman states, the evidence derived from
his 14 industrial countries sample is no substitute for a proper statistical test of the
hypothesis and also the evidence is sensitive to country composition. From the
analysis of Helpman and Krugman it can be concluded that intra-industrial trade and
I or differentiated products can determine bilateral trade flows and openness ratio.
Anderson (1979) used the properties of the simple Cobb-Douglas expenditure
systems to underpin the gravity model using the maintained hypothesis of identical
homothetic preferences across regions. His approach requires three steps. In the first
the Cobb-Douglas function's fixed expenditure shares make Xij proportional to Yf
(the importer's GNP), and applying the balance of payments constraint also
proportional to Yi (the exporter's GNP)2. The second step observes that there are
large interregional and international variations in the shares of total expenditure
accounted for by traded goods, and these variations are related to income and
population (N), even across regions or countries where spending patterns are
reasonably similar. Anderson's final step allows for trade frictions. 3
 With consumers
2 This is essentially the point reached by Helpman and Krugman (1985) in their model of trade
with differentiated products: 	 = s, Y where Si IS } /	 , i.e. i's share of world
expenditure.
This representation is not Anderson's explanation, although it is based on it.
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having fixed expenditure shares for goods from each supplier, cost-increasing trade
friction reduces the amount of trade observed: the greater the friction, the higher the
proportion of the given expenditure that goes on costs rather than the good itself. if
trade friction were log-linearly related to distance, such that ( i-it ) = D, 6 , where
it 1 represents the proportional wastage between expenditure on flow ij and observed
trade Xij, distance is easily introduced. The Anderson's steps can be examined now
in details.
Anderson's simplest gravity-type model stems from a rearrangement of a
Cobb-Douglas expenditure system. The assumptions of this simplest model are the
following:
1. Each country is completely specialised in the production of its own good;
2. There are no tariffs or transportation costs;
3. Because this is a cross-section analysis, prices are constant at equilibrium
values and units are chosen such that they are all unity.
Imports of good i by countryj are:
M 
= ft
	 (7.28)
where 13 , refers to the fraction of income spent on the product of country i and is the
same in all countries, Yj is income in country j. The requirement that income must
equal sales implies:
= ft [Y.YJJ	 (7.29)
Solving equation 7.30 for 13, and substituting into equation 7.29 produces the
following equation:
M, 
= (12;)^1I1YJJ
	
(7.30)
Hence deriving a gravity equation from identical Cobb-Douglas preferences,
implies identical expenditure shares across countries and that the gravity equation
income elasticities are unity.
Anderson next modified the Cobb-Douglas expenditure system for traded
goods by adding a country-specific traded-nontraded goods division. This produces
an unrestricted (i.e. non-unit income elasticity)gravity equation. He distinguished
between goods as either traded (for international exchange) or nontraded (for
domestic consumption). He mentioned that countries actually produce tradeables
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(for domestic consumption and international exchange) and nontradeables (only for
domestic consumption). The assumption of identical preferences across countries is
still used here. Demand for i's tradable goods in countryj is:
M = 8.	 (7.31)
where is the share of expenditure on all traded goods in total expenditure of
country j, t = F(YJ , Ni ), and 8, is the share of expenditure on country i's
tradable good in total expenditure on tradables. 0, is assumed fixed and constant
across all countries j. The balance of trade relation for country i implies:
=
	 (7.32)
Solving equation 7.32 for and substituting into equation 7.31 results in
equation:
M=(4 Y4, Y)^(4 1 y1 )=(,	 (7.33)
With the trade potential of country i, F(Yi , Ni), taking a log-linear form,
equation 7.31 is the deterministic form of the gravity equation with the distance term
suppressed and a scale term appended.
Anderson next generalised the model to consider many commodities, with a
full set of national tariffs in each country, and transport costs proxied by distance.
He made the following assumptions:
1. preferences for traded goods are identical across countries and homothetic;
2. the share of traded goods in total expenditure is a function of income and
population;
3. within each commodity class, goods are considered to be differentiated by
place of origin:
4. transit costs of all kinds of goods are an increasing function of distance. In
other words, transport cost factors depend on distance not on commodity
group.
Country j's demand for commodity class k goods produced in country i is:
MUk 8k()4J	 (7.34)
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where Ti:jk is the transit cost factor for flow of commodity k from country i to
country j, Tj is the vector which determines the transit cost for country j. The
aggregate trade flows between i andj are thus:
4k (i
M =M k =o 11	 (7.35)
IC	 k	 'jk	 J
Foreign port value of country js demand for all of i's goods equals country j's
total expenditure of traded goods, times the common aggregate traded-goods
expenditure share for i's goods deflated by the transit cost factor. The equation can
be expressed as:
Md = ( e Ik ) J Y,^F(D,)	 (7.36)
where q Y equals country j's total expenditure on traded goods (in home prices)
8tk 
refers to the common aggregate traded-goods expenditure share for i's
goods, F(Dij) relates to Tilk and refers to transit costs factor.
Anderson himself shows that once stochastic errors and I or multiple
commodities are introduced, the derivation is no longer precise - the log-linear
relation is difficult to support. Anderson states that 	
IC 
(1 ^ i k )e, (Ti) is a
weighted average of such shares across all countries j and this will cause bias of
unknown sign in the gravity equation parameter estimator based in the stochastic
version (Anderson, 1979, p.1 13). He pointed that other factors being equal, the bias
would be less the more closely the transit costs resemble one another. Similarly
transit costs should be a criterion for selecting countries in the cross-section sample.
He further stated that the use of the gravity model was at the widest limited to
countries where the structure of traded-goods preference is very similar and
additionally where trade tax structures and transport cost structures are similar.
Anderson also mentioned that balance of payments disequilibrium could be
treated as part of the error terms in the estimation. The use of the model is best
restricted to equilibrium years, however, since error terms due to disequilibrium may
be correlated with Yi and Ni, and therefore cause errors in estimation. In addition, he
did not rationalise the relationship between openness and the population, or more
importantly between openness and GNP or GNP per head. He stated in his paper
that 'traded goods shares of total expenditure vary widely across regions and
countries. Hollis Chenery and others subsequently have found that in cross-section
data such shares are "explained" rather well by income and population.' He also
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mentioned that 'trades share of budget is dependent on income and population.
While this is a well-established empirical relation...' (Anderson, 1979, p.114.).
A related derivation of a "generalised" gravity model is due to Bergstrand
(1985, 1989). Bergstrand (1985) addressed the microeconomics foundations of the
gravity equation. His general equilibrium model of world trade derived from utility
and profit-maximising agent behaviour in N countries. He pointed out that the
reduced-form from this system specifies the trade flow from i to j as a function of all
countries' resource availabilities for a given year, as well as trade barriers and
transport cost factors among all pairs of countries. The reduced-form is not a gravity
equation because the gravity model must include importer and exporter income as
exogenous variables. In order to introduce incomes as exogenous variables into the
function and make this function a gravity equation, Bergstrand applies certain
assumptions additional to those necessary for deriving demand and supply functions.
The equation of the gravity model derived by Bergstrand (1985) is expressed as
follows:
(7.37)
where:
PXiJ = the value of trade flow from i to j, Yi and Yj are country i's and j's
income respectively;
Dij = the transport-cost factor proxied by the distance between economic
centres of country i and countryj and a dummy for adjacency;
Tif = tariff variable between i and j, proxied by dummy variables indicating the
presence of preferential trading arrangements;
Elf = the exchange rate index indicating i's currency value of a unit of j's
currency since the common base period;
Pi = country i's export unit value index;
Pj = countryj's export unit value index;
Ki = i's GDP deflator and Kj isj's GDP deflator.
From equation 7.37, it can be seen that Bergstrand introduced price variables
into the equation and excluded population variables. The reason for including price
variables given by Bergstrand is that aggregate trade flows are differentiated by
national origin. On the demand side, consumers choose first between domestic
products and imports and then choose among import suppliers. On the supply side,
suppliers first choose between domestic market and foreign markets and then choose
among the foreign markets. Bergstrand used Pi and Ki as indicators of how
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suppliers choose between domestic or foreign markets on the supply side, and Pj
and Kj as indicators which consumers choose between domestic and importables on
the demand side. He further stated that the price variable can be used as a
measurement for the supplying behaviour and consuming behaviour only in the case
in which the quality of the product is the same.
The inclusion of prices raises two difficulties: first it undermines the model's
long-run equilibrium nature, for it implies that a country's price level determines its
trade in a way quite foreign to the tradition of barter trade usually employed for the
very long run. Second, it raises insoluble measurement difficulties. As specified,
Bergstrand's predications depend on the relative prices charged by different suppliers
at a single point of time, but he can measure, and uses in his estimation, only the
changes in prices through time measured for each country independently. Hence in
explaining trade in, say, 1966 he uses the wholesale price index for 1966 with 1960
base - essentially each country's inflation since 1960. There is no way in which such
data can say whether the absolute prices of different suppliers are converging or
diverging or whether one exceeds another. Hence their role is spurious. 4 The
composition of every country's exports is different from each other. The aggregate
unit value of exports is significantly affected by the composition of exports. The
aggregate unit value index can not reflect the different price level of either imports
or exports in different country. The same argument generalise to the import unit
value index.
In the empirical analysis of the gravity model, total trade flows between
countries are included. Thus trade flows between countries include not only inter-
industry trade but also intra-industry trade, and include manufactured products as
well as raw materials. The composition of each country exports or imports is
different from one another. The unit value index of total exports or total imports in
Bergstrand's model can not be used as an indicator which express the difference in
price level in different country, rather it represents change of price within country
from a base year.
Bergstrand (1989) derived a semi-reduced form equation for bilateral trade
flows from a general equilibrium model based on non-homothetic Stone-Geary
utility functions and products differentiated by both place of production and place of
Bergstrand argues that if their base year is relatively normal he can extract relative price
information from price index numbers. Since he uses no other data refering to the base year
anywhere in his equation this is incorrect. If, for example, he included base year trade he might
then claim that differences in prices between 1960 and 1966 might explain changes in trade
patterns between those two years. But he does not.
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sale. His object was to integrate the Heckscher-Ohlin model with a model of
bilateral trade and he obtained a final equation describing bilateral flows of a good
from i to j as a mutiplicative function of: i's income measured in units of capital, j's
income and income per head, trading cost variables, complex price terms, and
various endowment and factor intensity variables. The importer's population enters
via its income per head, which, in turn, appears because of the non-homotheticity of
demands; the exporter's population enters only via its labour endowments variable.
Bergstrand's model is loosely related to the gravity model as specified in the
main gravity equation. The exporter's income and population enter only via related
variables (capital and labour endowments); the importer's population enters
Bergstrand's equation differently form from main gravity equation, and Bergstrand
includes prices in his models. A serious imperfection of the gravity model is the
absence of substitution caused by economic integration agreements between flows.
Bikker (1987) tried to establish an extended gravity model to examine this problem.
We compare the extended gravity model and traditional gravity model.
The extended gravity model which Bikker (1987) established is expressed in
the following equation:
(7.38)
where all factors Xij, Y, N, D, P are defined as in the gravity model. The only
difference between the gravity model and the extended gravity model is that there
are two more variables Ai and Bj in the extended gravity model. Ai and Bj are
interpreted as follows: Ai is an index of the attractiveness of country i's (exporting
country) sales in its various markets weighted by the distance of those markets from
i; Ai depends upon the potential foreign demand weighted by the distance. Country j
will be a more attractive market to country i, the less competition that i faces from
other exporting countries. Bj is an index of the distance. The attractiveness indices
try to indicate why exporting country i likes to sell its goods to country j and why
importing countryj prefers to buy products from country i. Both of these indices are
weighted by the distance and preferential trading arrangements between countries i
andj.
Bikker further stated that 'the coefficients I 
—y, and 1 —a, are interpreted as
the degree of substitution between flows of similar origin and similar destination,
respectively.' He assumed that 'if, owing to economic integration, trade preference
between two countries, say i and j, doubles, thus Pi/ = 2, the term of Ai and Bj,
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which correspond to the trade flow between i and j, also contain the factor Pij.' The
problem of Bikker's extended gravity model becomes evident at the estimation stage.
The estimation procedure used by Bikker is as following:
I. using the equation LnXzj = EiLnDij + E2LnPi1 + Uij to obtain the
coefficients Ei and E2.
2. putting the coefficients, Ei and E2, into the equation below to get Ai and Bj:
A1. =	 D' DE2	 (739)ii lii
B1
 = aJ'E, Dff'P 2	 (7.40)
where and are the equilibrium values of and Ei, given Ei and E2, and observable
variables: Ei, Dij and Pij. Ai and Bj can be calculated.
3. estimating the two equations and obtaining the coefficients of income and
population variables.
LnE1
 = 'j + 'y i LnA, + y 2 Ln} + ( LnN1 + V	 (7.41)
LnL = a LnB1 + a 2 LnY, + a 3LnIV + W,	 (7.42)
From his estimation and interpretation of the substitution of trade flows, we
can identify two problems in Bikker's extended gravity model.
1.The measurement of the degree of substitution: From Bikker's interpretation
about the degree of substitution between trade flows, we can see that his
substitutions are derived from both the dummy preference variables and the
distance variable. There is no doubt that substitution between trade flows can
be caused by trade preferences. But the degree of the substitution may differ
from one commodity to another. In addition the substitution between trade
flows due to economic integration is caused by changes in relative prices as
tariff rates between member countries are reduced. The effect of substitution
can hardly be measured without considering the change in these tariffs, but
Bikker's extended gravity model does not include these.
2. The attractiveness indices emphasise country specific factors not commodity
specific ones. Exporting country i likes to sell its goods to country j and
importing country k likes to buy country l's goods; this is not only because of
considering the distance between import and exporting countries, beyond the
reason of distance, there are also other factors which relate the characteristics
of the commodity, such as quality, brand, consumption preference etc., may
affect the attractiveness indices.
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7.5. Summary and Conclusion
The discussion has reviewed most theoretical robustness of the gravity model and
considered different method of trade flows estimation to find out a relatively
comprehensive equation for the empirical purpose. The study started by seeking the
traditional gravity model and extended to recent development of the model. The
main consideration focus on openness ratio that is mainly determined by a country
population size. Regarding the effect of the level of income per capita on the
openness ratio, Balassa's results suggest that GDP per capita has a relatively high
negative effect on this ratio, and that is very significant statistically. However,
Chenery (1960), Chenery and Syrquin (1975), Deutsch, Bliss and Eckstein (1960),
and the results all suggest that the openness ratio, measured by their the ratio of
imports or total trade to GDP ratio, is unaffected by the level of income per capita.
But Helpman (1984) argues that the extent of intra-industrial trade increases with
the increase of income per capita, and Helpman (1987) shows that the trade-income
ratio may rise as the relative country size, measured by GDP, changes over time.
The key factor on trade resistance can be divided into trade obstacles and
policy trade impediments. The main natural obstacles to international trade are
transaction costs and the cost of transportation. The policy trade obstacles are
import duties and quantitative constraints. The basic view of the models presented
such suggestions that on average the more similar countries are in per capita income,
the larger the share of intra-industry trade in their bilateral volume. The more similar
the factor endowments which represent by per capita income for a group of
countries become, the larger share of intra-industrial trade within the group and the
trade-income ratio may rise as the relative country size, measured by GDP, changes
over time. Trade flows between countries include not only inter-industry trade but
also intra-industry trade, and include manufactured products as well as raw material.
The unit value index of total exports or total imports can not be used as an indicator
which express the differences in price level in different country, rather it represents
change of price within country from a base year.
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Table 7.1
The determinants of openness
(1)	 (2)	 (3)
Imports per capita	 Imports	 Total trade
_________	 GDP	 GDP	 I
Icoefficient	 t value	 coefficient I t value	 coefficient t value
Sample of 76 countries
N	 -0.284	 -6.208	 N	 -0.248	 -6.208	 N	 -0.267	 -
	
1.108	 22.301	 GDP	 0.018	 0.386	 0.079	 6.642
N	 N	 N
1.974Cons.	 -0.811	 -	 Cons.	 2.144	 -0.811 Cons.
	
-0.662
	
21.144	 -
_______________ _______ ______ ________ ______ ______ ________ 
1.993
0.882 _______ _______ 0.33 1 ______ ______ 0.394 ______
Sample of 19 industrial countries
N	 -0.461	 -3.121	 N	 -0.461	 -3.121	 N	 -0.318	 -
	
0.866	 1.986	 GDP	 -0.134	 -0.308 .P!.	 -0.004	 2.714
N	 N	 N
Cons.	 0.778	 0.243	 Cons.	 0.778	 0.243	 Cons.	 0.114	 -
0.012
______ ________ _______ _______ ________ _______ ______ ________ 0.045
______ 0.385 
_______	
2	 0.372 _______ ______ 0.279 ______
Sample of 57 developing countries
N	 -0.267	 -4.233	 N	 -0.267	 -4.233	 N	 -0.238	 -
	
0.919	 GDP	 0.081	 -0.648	 0.061	 4.334
N	 N	 N
0.564Cons.	 -0.253	 -0.290	 Cons.	 -2.253	 -0.290 Cons.
	
-0.65 1
_______ _________ ________ ________ _________ ________ _______ _________ 0.858
______ 0.764 _______ _______ 0.330 _______ ______ 0.397 ______
Note:
N = Population. GDP / N = GDP per capita
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Chapter 8
Application of the Gravity Model to Iran's Trade
8.1. Introduction
This chapter aims firstly to employ the gravity model to analyse the international
trade flows between countries and examine the relative importance of trade between
theses countries. In the course of doing so it will ask whether there is any difference
in the importance of these factors that determine the trade flows among countries in
different stages of development, and if there is, what it is and why it exists. The
second objective is to use the equations obtained from the gravity model to explore
the potential for Iran's trade flows to the rest of the world.
An empirical survey of the gravity model will be given in section 2 and section
3 will analyse the empirical results for the trade flows between different economic
groups using the gravity model. Section 4 will explore the predicted level of Iran's
trade and a comparison of a comparator economy. Finally section 5 provides a
summary and conclusion of this study.
8.2. Empirical Survey of the Gravity Model
In the last chapter, we found that the gravity model has been used frequently to
analyse bilateral trade flows. The equation used is similar in all studies and has the
following general specification:
Application of the Gravity Model to Iran's Trade
CLI CL2	 CL3	 CL4	 as	 CL6	 7'
x1 =a 0(i) () (N1) (N1) (Do) (A 1) (Fj) U1	(8.1)
where Xij is the value of the trade flow from country i to country j; Yi and Yj are the
values of nominal GDP in i and j; Ni and Nj are the size of population in both
countries; Dij is the physical distance from the economic centre of country i to that
of country j; Aij is any other factor either aiding or hindering trade among i and j; Pij
is trade preferences among the countries, and Uij is a log-normally distributed error
term with E(ln Uij) =0.
The GDP of the exporting country measures productive capacity, while that of
the importing country measures absorptive capacity. These two variables are
expected to be positively related to trade. Physical distance and country adjacency
dummies are proxies for transportation costs. Among the other variables affecting
trade, the most frequently used have been dummies for the integration systems in
which countries participate; total population of importing and exporting countries as
well as their per capita income levels. Population is used as measure of country size,
and since larger countries have more diversified production and tend to be more self-
sufficient, it is normally expected to be negatively related to trade. As pointed out by
Prewo (1978) and Bergstrand (1986), there is an inconsistency in this argument, as
larger populations allow for economies of scale which are translated into higher
exports; therefore, the sign of the coefficient of the exporting country would be
indeterminate. This section summarises some of the previous empirical results. The
aim is to find similarities and differences between the trade flow in 1990. To apply
the basic gravity model as presented in Table 8.1, it is completed with a log-normally
distributed error term.
Table 8.1 presents econometric estimates of the logarithmic gravity model for
the period 1958-1986 which covers most empirical research that has been done on
the gravity model of international trade. The 1950's part of Table 8.1 indicates that
the coefficient a i has a value close to one and a 2 is somewhat lower in spite of the
differences with respect to the composition of the sample and the addition of dummy
variables. The coefficients for the population variables (when included) are negative
and between zero and one half.
The estimated coefficients for a 3 and CX 4 are strongly influenced by the
composition of the sample. Apart from the Aitken result and Linneman (b) the a 5
estimate (distance) is around -0.80.
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The Aitken estimates are based on a data set of 5 EEC countries and 7 EFTA
nations, i.e., 132 observations. The equation estimated including three dummy
variables: an adjacency dummy, a dummy for intra-EEC trade and a dummy for
intra-EFTA trade. In both years 1958 and 1959 the Aitken estimates for a 1 are
somewhat higher than one and the estimates for a 2 a little below. The sample used
by Aitken, concentrated on the EEC and EFFA nations, presenting the distance
between countries parameter that is low and not very precise. The sample countries
are close together.
With 42 developed and developing countries (1,722 observation) the
Tinbergen sample is a better reflection of world trade flows than the Aitken sample.
The model includes one EEC preference dummy and one Benelux (PB) preference
dummy. The value of a 1 is a little above unity and a 2 a little below unity.
The Linneman sample includes bilateral trade flows of 80 countries accounting
for 83 per cent of total world trade in commodities (excluding trade with and within
the Communist bloc). The three cases present three variants based on the same data.
The model includes estimates for a British Commonwealth dummy, a French
Community Preference dummy and a Belgian-Portuguese colonial preference
dummy variable. Case (a) consists of 3,532 (non-zero) trade flows. The trade flows
in the Linnemann model are averages over the years 1958, 1959 and 1960.
The common approach is case (a). Zero trade flows, incompatible with the
logarithmic specification, are excluded here. Again a i is close to one and a 2 a
little lower. In case (b) a correction is made for zero trade flows. These may be
really zero, e.g. with boycotts, or only too small to be measured. Linnemann
accounts for zeroes by estimating in two rounds. First he estimates on non-zero
flows only. Then the trade flows are simulated with the help of the estimated model.
If the actual trade flow is zero and the explained one is non-zero and above a value
of US$ 150000 a second round takes account of these explained non-zero flows.
These second round estimates are presented in case (b). The procedure clearly
affected the estimates. Both cx i and a 2 jump far above unity, though a 1 remains
higher than unity. Case (c) adds a new variable to the equation: the matching of the
export basket of the exporter with the import basket of the importer. The variable is
a measure of commodity composition of the bilateral trade flows (Linnemann, 1966,
p. 141 for a description of this variable).
The Bergstrand estimates are based on a basic gravity model without
population variables but including dummy variables for the EEC, EFFA and
adjacency. The sample consists of 15 OECD countries: Canada, USA, Japan,
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Belgium-Luxembourg, Denmark, France, west Germany, Italy, Netherlands, UK,
Austria, Norway, Spain, Sweden and Switzerland with 210 observations. It is
remarkable that the Bergstrand estimate uses for fewer observations than other
estimations of the same model.
The model estimated by Sapir does not use nominal GDP of the exporter i but
YMi = nominal manufacturing output of i. The sample consists of 9 EEC importers
and 20 exporters (10 developing countries and 10 developed countries). The number
of observations is 180. The income-elasticity estimates are less reliable and far above
one, especially a 2. The estimates in 1970s reveal very similar income coefficients to
the previous decade. The coefficients with respect to the distance variable are less
reliable in the 1970s as compared to the 1960s. It is remarkable that in the Sapir
sample of 1976 the (significant) coefficient a s is even less than minus one. The
Bergstrand results are based on an even more selective sample, as it consists only of
developed countries. His results indicate more stability when comparing the 1960s
and the 1970s. The impression even arises that the four samples (1965, 1966, 1975,
1976) are similar. Coefficient ai is the higher estimate, but both a 1 anda 2 are
lower than the other results. The correlation coefficients have the same high value
(0.8) as in the Tinbergen sample.
The model estimated by Van Bergeijk is the traditional gravity model and is
based on 25 countries, selected from the West, East and developing countries. The
number of observation is 529 for 1970 and 504 for 1985. The composition of the
sample is rather broad and also includes Eastern European countries. Both income
coefficients are numerically and statistically close to one. Coefficient cx 1 is
somewhat higher than a 2. The Van Bergeik estimates in 1985 reveal the same
pattern as previous estimates, but for a 2 which here is above unity and even beyond
this value.
The estimates of Van Beers and Linnemann in 1991 are based on a sample of
34 developing countries as exporters with, as importers (i.e. two way trade), these
34 nations together with 13 developed countries. The equation (a) is a basic gravity
model. Its estimates for a 1 and a 5 are higher in absolute terms than elsewhere.
Equations (b) and (c) include commodity composition of trade variables. This
sample is strongly dominated by the developing country exporters. The a 1 estimate
is rather high (above one) while the importing country's income coefficients are
around 0.9. The (b) and (c) cases yield lower cx 2 coefficients and which are more
unpredictable.
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The Biessen model includes two dummies accounting for barriers in East-West
and West-East trade. The sample consists of 21 countries (8 EEC countries, 6
EFTA countries and 7 CACM countries). The number of observations for 1980 is
417 and for 1986 is 354. Biessen's results are remarkably in line with existing results
as based on broadly composed samples. The estimated income-elasticities are close
to one, although the 1986 estimates have lost the traditional dominance of the a i-
estimate over the a 2 estimate.
The estimate of Wang is based on a sample of 75 countries, selected from
developed and developing countries. The model estimated by Wang is the basic
gravity model. The number of observations is 4057 for non-zero trade flows. The
model includes 8 preference dummies and the country's distance variable is divided
by three separate variables. The value of ai is a little above and a 2 is equivalent to
unity. In summary Table 8.1 indicates that estimates of a i are found to be
approximately one. The distance variable a 5 has an estimated coefficient in the
neighbourhood of 0.8. The estimated coefficient on the population variables are
found to be relatively small and negative in all studies. The overall explanatory
power of models is relatively high with an average R2 value for all studies of 0.65,
indicating that approximately 65% of the variables in exports can be explained by the
models. If, however, the sample of counthes are more selective in that they consist
of locally concentrated countries the value of a 1 tends to be high while that of a
is found to have a lower value. The value of the R2 is also found to be high in the
type of study.
8.3. The Empirical Results for the Gravity Model
This section examines the estimated gravity model. In particular it examines whether
the factors indicated in the gravity equation make a significant contribution to an
explanation of the world trade flows. This analysis has two series of computations:
one based on all bilateral trade including zero trade flows with due substitutions',
and the other excluding all zero trade flows. In each series of computations, the
numerical values of the parameters that appear in the relationship explain the size of
trade flows between different groupings of countries that will be estimated.
Table 8.2 to Table 8.6 show the results of the estimations based on the data
with zero trade flows replaced by a small value (0.025 US mil $) as well as the
results of estimation without zero trade flows. (In Appendix 7 zero trade flows are
1 Values of 0.05 * 0.025 and 0.0001 were substituted for countries with zero trade flows.
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replaced by three small values i.e. 0.05, 0.025. and 0.0001). The results in each table
also show the results for:
1) bilateral trade among all the 76 countries;
2) bilateral trade among 19 industrial countries;
3) bilateral trade among 57 developing countries;
4) industrial countries' exports to developing countries;
5) developing countries' exports to industrial countries.
The economic structure and the level of economic development differs between
these different grouping of countries. The difference in economic structure and
economic development among these countries may cause the effects of the variables
such as GDP, population and distance, etc., on trade flows to differ from one group
to another. In other words, the estimated coefficients of the explanatory variables
may vary in different country groups. First, the results obtained for the trade of the
entire group of the counties are reported and followed by an analysis of the results
for the four country groups.
8.3.1. Methodological Framework
The characteristic of a cross-section approach is to employ import or export data for
many countries at a single point in time. To ensure the widest possible country
coverage, data from the years 1986 and 1990 form the basis for our empirical work.
These two years have been chosen for the following reasons:
a) The data which we need are readily available.
b) The years chosen will offer a comparison of war-time and post-war
conditions.
c) During these two years there were no major fluctuations in the trade cycle in
the countries concerned in this study. They can more be considered as normal
years.
The empirical analysis should be based on a maximum geographical coverage
of world trade flows. Unfortunately, for a variety of reasons, we can not include all
the countries of the world and have been obliged to omit some countries in this
study. The following countries have been excluded:
a) The former centrally-planned economies.
b) Countries which can only be considered as 'market place'. They are usually
considered to include free ports offering special tax facilities. Linnemann
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viewed Hong Kong and Singapore as a 'market place' and thus excluded them
from his analysis.
c)Countries where import and export data are either completely lacking, or
unreliable.
There axe two possibilities for measuring the size of a trade flow: at the point
of export or at the point of import. Apart from the well-known differences in
valuation - exports are valued at free-on-board prices, and imports usually at cost-
insurance-freight prices - and apart from minor differences due to the time-lags
between the recording of exports by the exporting countly and the recording of the
same flow as an import by the importing country, these two measurements should
produce the same results.
As this analysis use mostly export data, most of them obtained from the UN.
International Trade Statistics Yearbook, which more disagreegated data are
collected from the Directory of International Trade and also from OECD Statistics
for most industrial countries.
This study uses domestic product rather than national product as the factor
determining a countly's potential foreign trade. As Linnemann (1960) pointed out, in
respect of exports, domestic product is, no doubt, the more proper concept because
all domestically produced goods that leave a country are counted as exports -
whether produced by national factors of production or by foreign factors of
production. For imports, imports of current producer goods and capital are related
to domestic product, but those of consumer goods probably more related to national
product or income. Data on domestic product and population are available for
subscribers to Datastream and Purchasing Power Parity on the Penn World Table
(PWT 5.5).
The distances between each two countries are measured in nautical miles by
the shortest navigable distance between the main ports of the respective countries.
The navigable distances between the main ports of the respective countries are taken
from Reed's Marine Distance Table (latest publication in 1991)
The relationship between the trade flows on the one hand and the various
explanatory variables on the other hand will be estimated by Ordinary Least-Squares
(OLS) regression methods. The variables are measured in the following units:
Trade flows (X) : in millions of US dollars;
Domestic Product (Y): in million of US dollars;
Population (N) : in millions of inhabitants;
8.7
Application of the Gravity Model to Iran's Trade
Distance (D) : in thousands of nautical miles;
Adjacency dummy Aij takes value 2 for the countries which share the same
land border, otherwise 12;
Preference factor (P) takes value 2 if preferential treatment between the trade
partners exists, otherwise it has the value 1. The samples of preferential
agreements in the analysis are as follows:
PEc : European Community
PEFTA : European Free Trade Association
PASEAN : Association of South East Asian Nations
PEAPAT: East African Preference Arrangement of Trade
PAd': EC preferences to ACP countries
PEco : Economic Co-operation Organisation (Iran, Pakistan and Turkey).
83.2. Estimates Based on the Entire Group Data
The estimates for the entire group of countries confirm the hypotheses put forward
in the previous section. All the regression coefficients in Table 8.2 except for road
distance in non-zero flows have the expected sign, and most including the non-
dummy variables are statistically different from zero. Significant coefficients for GDP
in the first stage of the analysis confirm that international trade is strongly affected by
the trading partners' incomes. The negative signs on the population variables (Ne and
Ni) indicate that a country with a large population size has a minimum efficient scale
and less motivation in international trade, relative to a small country. The three
negative and significant coefficients of the distance variables i.e. road distance (DR),
see distance (DS), and commercial centre distance (DC) indicate the trade bather
impact of transportation costs, but the extent of trade flows between countries can
increase if the countries share a land border (i.e. there is a positive sign on the
adjacency variable). The negative coefficient on the distance between the port and
the economic centre imply that on average a country faces higher trading costs if the
port is not an the economic centre. The coefficient on road distance is positive, and
lower in absolute terms than on sea distance, implying that one unit of road
transportation is more expensive than that of sea transportation. However, the
difference in the effects of sea transportation costs on trade flows is not
economically significant. Most preference variables are statistically significant at the
0.99 confidence level, but Economic Co-operation Organisation (ECO) and Andean
2 1 and 2 are used insted of 0 and 1 because it is not possible to take the log of 0 in a log linear
equation.
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Group (AG) preferences are not significant even at the 90% level of confidence in
the both samples. The insignificant coefficients on the dummy variables such as ECO
integration (Iran, Turkey and Pakistan) suggest that this economic integration
scheme is not sufficiently deep to influence the mutual trade between member
countries significantly. The positive signs of preference coefficients indicate that
participation in integration schemes stimulate mutual trade. The significance and size
of the coefficients for the ASEAN (PA), EC (PE), and EFTA (PT), suggest that
these arrangements are important to these members' performance.
The coefficients on the preference dummy variables have the expected sign.
The size of the ASEAN preference dummy variable is the highest among all
coefficients in both equation 1 and 2 in Table 8.2. The high value of this coefficient
may suggest that the economic integration effects of ASEAN are stronger than other
economic integration arrangement among developing countries. This is evidenced by
large share of mutual trade flows in ASEAN. The mutual trade flows among these
five countries accounted for 73% of total trade flows between ASEAN and other
developing countries concerned in the analysis. It certainly indicates greater trade
dependence for these countries than suggested by the gravitational pulls on their
trade. The French ex-colonial dummy variable has a positive effect on trade flows
between France and its related developing countries and the coefficient of the
dummy variable is significant at the 99% confidence level. But the British ex-colomal
dummy variable is significant at the 95% significance level. The insignificant
coefficient for Andean Group (AG) countries confirms the Thoumi (1989) point that
these countries the most ambitious plans for a system of integration. The frequent
balance of payments problems in particular for Bolivia and Peru, and in general,
suggest that the relevant trade policy as regards integrations is not yet in plan. The
statistical results show no relationship between AG membership and intra-regional
trade. Garay (1981) gives an analysis of most of the problems encountered in the
implementation of the AG provisions, particularly with respect to Colombia. These
five countries of AG concerned in this study are members of the LAIA, and AG
appears to have no additional effects. Sumniarising the results of the coefficients of
the preference variables, the strongest and best-defined effect concerns a regional
grouping of EC countries (Aitken, 1973) and a regional grouping of relatively small
countries (ASEAN). Outside the intra-developing country grouping, the French ex-
colonial (PF) and British ex-colonial (PB) links are very strong, but the effects of
larger preferential schemes are weak. This can be interpreted as meaning that it is
difficult and time consuming to build up effective trade preferences, especially
between richer and poorer countries.
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One problem encountered in estimating the model is heteroscedasticity, which
is usually formed in cross-sectional data where there are a large number of
observations because there is more chance of the variance of the error terms being
inconstant. In other words, there are some scale effects and on the other hand, the
variables tend to be of dissimilar orders of magnitude, because one generally collects
different data for the various variables over a single period of time. In this analysis
the test statistic for heteroscedasticity is greater than 100 whereas the critical value is
3.84 at 5% level (Table 8.2).
One solution can be to use the variable GDP-per-capita in the models
concerned, and it was found that the GDP-per-capita has a positive effect on trade
and heteroscedasticity is much lower instead of GDP and population in the model
(Appendix 2). The R 2 coefficients for the two equations are 0.626 and 0.634 and
are at satisfactory levels for cross section analysis; although they are somewhat
lower than those obtained in some other gravity equation applications to
international trade. These lower coefficients could be the result of the fact that a
specific region's exports are highly influenced by the manufactured products from
developed countries' markets and higher coefficients tend to occur with the industrial
countries.
8.3.3. Intra-Industrial Countries Trade Flows
The results for the trade flows of intra-industrial countries are presented in Table
8.3. Trade flows among the industrial countries did not contain any zero bilateral
flows.
The coefficients on the GDP variables of both importing and exporting
countries have positive and expected signs and are statistically significant. The
population variables again have negative signs as expected. They are significant at
the 99% confidence level. The absolute value of the coefficients on the distance
variables are rather small. This suggests that the distance obstacle to trade flows is
relatively low in the trade flows among developed countries, reflecting the fact that
transportation and communication among developed countries are much better than
those between developed and developing countries and among developing countries.
This may also reflect the higher unit of value of trade and lower proportionate
transport costs in intra-industrial country trade. The insignificant coefficient for road
distance has a positive sign and indicates the average cost of road transportation is
less than sea distance. The coefficient of port distance to the main centre of
economic activity is positive and implies that the most industrial countries on
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average may face less trading costs. Both DR and DC have opposite sign from that
which the theory predicted though they are insignfficant even at 90% confidence
level. The parameter of the adjacency dummy variable estimated for this group
indicates neighbouring countries undertake significant additional amount of
international trade.
In the year of this investigation, the EC included two less industrialised
members, namely Greece and Portugal. These countries were excluded from intra-
industrial trade flows analysis. Comparing the EC and the EFTA dummy variables, it
can be seen that both of them have positive sign in this regression indicating that
economic integration has a positive effect on trade flows among industrial countries.
The effect of the EC dummy variable is highly significant statistically, compared with
EFTA integration. The coefficient on the EC dummy variable is much higher than
that of the EFTA dummy variable, indicating that the effect of the economic
integration of the EC on trade flows is stronger than that of EFTA. The insignificant
parameters of the preference variable of EFTA reflects the fact that members of
EFTA need to be more specialised and have different types of economic structures.
Although the intra-industrial trade can be realised because of the higher income level
and small difference of GDP per capita among members of EFTA, another condition
of realising intra-industrial trade, that is diversified products, may not be satisfied
among EFTA members.
8.3.4. Intra-Developing Countries Trade Flows
Table 8.4 summarises the results for intra-developing country trade only. The
coefficient on the GDP variables of both importing and exporting countries are
positive and highly significant statistically. The coefficient on the income of the
exporting countries is higher than that of the importer in both equations. Therefore
intra-developing countries trade has a higher elasticity with respect to the income of
the exporter than the income of the importing countries. Thus, larger countries tend
to have bilateral trade surpluses with smaller ones. The population variables have
negative effects on trade flows among developing countries. The absolute value of
the distance coefficients obtained in this group is large, reflecting that transportation
and communication among most developing countries are generally more costly and
act as a significant barrier to trade. Cost-increasing trade frictions reduce the amount
of trade observed; the greater friction, the higher proportion of given expenditure
that goes on costs rather than the goods itself and the smaller the incentive for trade.
The road distance variable has the opposite sign from that which the theory
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predicted, but it is insignificant even at 90% level of confidence. The adjacency
dummies are highly significant in both equations, indicating that the extent of trade
flows between countries is, ceteris paribus, higher if these countries share a land
border. Considering the preference dummy variables, apart from the ECO (P0) and
AG (PN) economic agreements, the rest are significant.
8.3.5. Developed with Developing Countries Trade Flows
Table 8.5 contains the estimated parameter values for North-South trade flows only.
The GDP variables in both importing and exporting countries affect their trade flows
positively, with the former being larger and more significant statistically than the
latter. The parameters on population variables have the expected signs and are highly
significant statistically. The adjacency dummy is insignificant, not unexpected given
the general absence of neighbouring countries in this particular type of trade flow;
most industrial and developing countries are located well away from each other. The
coefficients of three preferential dummy variables have the expected signs and are
highly significant statistically. The significant of British and French ex-colonies
implies that the effect of industrial countries aid to developing countries can mostly
proxy the effect of their preferences to their colonies exports. But these ex-colonies
are still French main export markets among French exports to developing countries.
In the case of the British ex-colonies this is also the case; the ex-colonies providing
Britain with sources of raw materials, as well as markets. The R 2 coefficients range
between 0.572 and 0.657, and are at satisfactory levels for cross section analysis.
8.3.6. Developing with Developed Countries Trade Flows
Unexpected results have been obtained from the regression of developing countries'
exports to industrial countries i.e. 'South-North' trade. Regarding the supply side of
developing countries' exports to industrial countries, the export supply is strongly
positively related to its production capacity represented by GDP, as presented in
Table 8.6, and negatively related to its population size. With respect to the demand
side of developing countries' exports to industrial counthes, however, the GDP
coefficient of developed countries is rather small and is significant at 95% level of
confident. The coefficient of developed countries' population has a positive sign
which is not in line with theoretical expectation, but is insignificant even at the 90%
confidence level. This may reflect an excluded variable bias; that is, the structure of
trade between developed and developing countries may be influenced by factors
which are omitted from the gravity model. The dominant trade flows from
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developing countries to developed countries are raw materials and products with
relatively low level of processing i.e. they are resource-based and labour-intensive
products.
The industrial countries need to import labour-intensive products and or
resources which are scarce at home. It can be expressed by the significant effect of
industrial countries' GDP on their imports from developing countries. Apart from
road distance which deviates from the sign expectations but without significance,
other distance coefficients are highly significant statistically. The adjacency dummy
variable in this group is statistically insignificant reflecting the small number of
contiguous countries included in this data set.
8.4. Iran's Potential Trade
In this section, the model is explored to predict Iran's exports to all 76 countries. In
the past chapters, this study introduced the appropriate composition of commodity
patterns for Iran's trade with respect to the role of factor intensity and factor
abundance. One of the major factors for analysing Iran's trade involves the best
direction for trade between Iran and other countries. Existing natural resources and
factor abundance in the Iranian economy needs to be explored to improve fran's the
export capacity and in particular non-oil production needs to find new markets. This
approach involves analysing the differences between actual and predicted figures for
Iran's exports to the rest of the world. Therefore, in this analysis firstly, the method
of prediction will be explained, and secondly, the results of the predictions will be
presented. This study also will explore possible similarities between Iran and
Turkey's actual and predicted results.
8.4.1. The Method of Prediction
In the last section, we analysed six different equations on bilateral trade- an equation
based on the full sample and an equation of non-zero trade flows, both based on the
trade flows for entire sample of countries. The remaining four equations described
intra-sub-group trade relations.
The study concentrates on analysing the results of Iran's predicted total trade,
using the equation for 76 countries which replaced a small amount of mil.US$ 0.025
for zero trade flows in equation 8.2, because although the published figures states
there is zero flows, there is probably a small amount of trade occurring (Table 8.7).
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LnX1 = - 8.99+2.O2LnY1
 +1.63LnY— O.95LnN1— O.68LnN
+1.99Aj - O.49Ln!D1j +13.03X Fj + eif
ban's non-oil trade flows with industrial and developing countries are predicted by
using the developing - industrial countries equation (DI) and intra-developing
countries trade flows equation (DD) respectively. The main differences between
these equations derive from the preference dummy variables and differential dummy
slopes of the sea distance. That is, the natural obstacles affecting intra-developing
countries' trade flows and developing countries' exports to the industrial countries
appear slightly stronger in the equation for the entire group than the two sub-group
models. The results for the sub-group are different to those for the entire group.
Assuming that the coefficients in the entire group equation describe the main
determinants of the market economies' trade patterns, it can be applied to han's trade
data to predict export potential in 1990. The fundamental determinants of trade
patterns have not changed drastically since then, hence the figures generated provide
us with an indication of Iran's potential over the near future. The data for Iran's
population and GDP of 1990, the distance between Abadan Port and the other port
of the countries concerned is utilised to estimate bilateral trade with the
corresponding data for the 76 countries. ban's exports to oTher 9 itia
countries are predicted by using the five major coefficients (two coefficients for
population variables, two for GDP and one for sea distance in the DI model, plus
three preferential dummies and the coefficient of adjacency dummy variable equation
8.3).
LnX1 = - 7.00+1.62LnY +1.01LnY— 0.46LnNi + 0.26LnN
+ 0.25Aj+ O.17LnDjj+5.51Tjj+ ejj
The parameters in the DD model are used for the prediction of ban's non-oil
exports to 57 other developing countries. The differences between these two sets of
predictions derive from the of sea and road distance variables and the nature of six
differential slopes in the DD model (equation 8.4).
LnXjj=-7.11-i-1.63LnY1 -1-1.1OLnYJ— 0.72 LnN1— 0.S3LnN1
+ 0.35Aj—	 eU	
(8.4)
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1.2. Iran's Actual and Predicted Compared Trade
Looking at the results in Table 8.7., the ratio between actual and predicted values for
exports produces some conflicting results. This is because in some cases such as EC
and Japan the ratio is very high i.e. greater than 7, but in other countries it is very
low (such as with North America). This is because of political barriers to trade
between Iran and the U.S.A.
The predicted value of Iran's imports from these 76 countries and actual
values, the former is 61% lower than the latter. The lower predicted value of Iran's
imports than her actual imports is mainly because of lower predicted imports from
the EC and Japan. The actual value of Iran's imports from the developing countries
account for 40% of the actual one. Although the potential imports from the
industrial countries fall short of the actual ones at 30%.
Considering trade with the industrial countries as a whole in Table 8.7, Iran's
actual exports are greater than predicted. This is mainly due to trade with Japan,
which is mostly in oil. Iran's trade with members of EFTA broadly matches the
predicted values, while the estimates suggest that Iran over-traded with the EC and
Japan. The estimates suggest that Iran's current trade is less than predicted with the
United States. The high volume of Iran's exports to the EC countries results from the
fact that these industrial countries' natural resources and mineral deposits are scarce
and inadequate. Therefore these countries need to import natural resource base
products and in particular oil, which is a major in Iran's exports.
Turning to the trade with 57 developing countries, for 29 countries Iran's
predicted total export value is larger than the actual one in Table 8.8. Among these
countries, 10 are Western Hemisphere developing countries. They are Argentina,
Chile, Colombia, Costa Rica, Dominican Republic, Ecuador, Jamaica, Peru Trinidad
& Tobago and Venezuela. 11 are African countries - Algeria, Cameroon, Mauritius,
Morocco, Mozambique, Nigeria, South Africa, Sudan, Uganda, Zambia and
Zimbabwe. Three are Asian countries - Hong Kong, S.korea and Pakistan. 5 are
Middle East countries - Egypt, Iraq, Libya, Oman and Qatar. The shortfall of the
predicted trade relative to actual trade with the 19 industrial markets is largely derive
from the value of Iran's oil exports. These two contrasting results are also obtained
when the estimation is extended to non-oil exports in the DI prediction model. In 57
developing markets, there are nine countries in which Iran's exports are more than
$rnillion 90 individually, which combined accounts for 90% of her exports to the
developing countries. To each of these developing countries in general the predicted
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value of fran's total exports is lower than the actual one. A point worth mentioning
here is that the trade relationship between Japan and ban. Japan was the biggest
market for fraifs exports in 1990. The value of Iran's total exports to Japan was 54%
higher than that of exports to Italy. This was the second biggest market of Iran's
exports, and it was 61% higher than the value of Iran's exports to the France, which
was the third biggest market. Overall the results tend not to be particular consistent
when comparing oil and non-oil ratios. For instance Greece and USA have similar
values for these two ratios whereas Belgium and Italy have widely different values.
In general for most industrial countries, Iran is over trading when oil is included but
undertrading when it is excluded. The results for the developing countries suggest
that Iran is mostly undertrading even when oil is included
Among the Middle East countries, the United Arab Emimtt U.A.E) is The
major market for ban's total and non-oil exports. Most of Iran's exports to U.A.E
are re-exported by that country because of the lack of restrictions on trade as an
entrepot. In 1990, a quantity of exports were destined for the developing countries
with the U.A.E accounting for over $million 157 of this trade. The gravity model is
unable to explain appropriately why the bilateral trade flows between Iran and the
U.A.E, since the U.A.E's imports from Iran are not materially affected by the
U.A.E's income.
In order to explain the special trade relationship between Iran and the U.A.E,
the analysis split the proportion of U.A.E's total exports to the rest of the world with
respect to ban's export to the U.A.E and counted up for ban's exports to the other
countries and ran the regression of 75 x 74 non-zero trade flows. This exercise
exhibits difference to the size of the coefficients of the variables concerned in this
analysis. Hence the results of the prediction of Iran's trade flows with other 75
countries are lower than the actual trade data. On the other hand the estimates of
actual trade flows between Iran plus the U.A.E export proportion and the other
countries are higher than the initial results. The results have been adjusted in Table
8.9 by using ban's non-oil trade flows, in particular with 19 industrial counthes.
8.4.3. A Comparison Study of Trade Flows: Iran and Turkey
Following on from the comparison of Iran and Turkey's revealed comparative
advantage in chapter 6, is interesting to compare Turkey's predicted exports to the
major markets with that of Iran's exports, using the gravity model.
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With respect to predicted results in 1990, the choice has to be made about
which countries are more active members of ECO in making the estimates
comparable in the period of time. The trade flows from Iran and Turkey to the major
integration markets are examined. The model is identified by using the entire group
equation which is set out in equation 8.2.
Table 8.10 compares Iran's and Turkey's total exports to alternative regional
groupings. This can be demonstrated by dividing the first column by the second
column given the result in the third column and comparing it to the result of dividing
the 4th column by the fifth i.e. the result in the 6th column. Turkey's predicted
exports of manufactured commodities to the EC market exceeds that of Iran's
although Iran exports more to the EC than Turkey. This is remarkable since Turkey
is on its way to achieving member status in the EC. Geographically, Iran does not
have that advantage; in some areas of its non-oil exports it even has to overcome a
tendency towards protectionism in the EC. However, Iran has an opportunity to
expand its exports more than Turkey to the ASEAN. This can be perceived as a
successful policy as regards exports. One of the major export market of Iran and
Turkey is the EFTA. For the single year of study both countries were able to develop
their exports position with EFTA. By total export value, the improvement seems
somewhat stronger for Iran's exports to this market. Turkey has had the benefit from
the large rise in purchasing power in the oil states. It is clear from Table 8.10 that the
export position improved far more for Turkey than for Iran. According to the
predicted results, Iran can expand her non-oil manufactured exports to those
countries which are economically homogeneous.
8.5. Summary and Conclusion
This chapter has considered the volume and direction of Iran's trade using the gravity
model. The major issue in this analysis is to explore why Iran over or under-traded
with the 76 countries relative to the predicted trade flows of the model. The study
attempts to explore the reasons from the respect of both the model itself and Iran's
trade structure. This is done by analysing the results of different equations predicting
trade flows.
In the model, population has a negative affect on intra-developing countries'
trade flows. This can be seen in the DI and DD models with some developing
countries have huge populations but low incomes. Another negative coefficient is the
distance between developing and industrial countries in particular sea distances in the
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DI and DD models. Both variables reflect a lower trade potential for developing
countries.
The smaller negative effect of the sea distance coefficient as the main distance
variable in the whole sample and the DD model gives us an explanation for the
increase in trade flows between south and north. That both the GDP and population
of industrial countries have a positive effect on their imports from developing
countries suggests there is potential for higher trade between south and north. This is
especially true in the case of han's potential trade with large countries such as the
U.S.A and Japan.
Overall, the results suggest that Iran over-traded with most industrial
countries. The proposition is confirmed by the entire group model which included
oil. However Iran is under-trading when oil is excluded in the DI model. A general
development factor might explain the overall pattern of Iran's trade with industrial
countries. This refers to differences between Iran and developed countries in terms
of their natural resource endowments.
Considering the mining sector as a major natural resource based exporter to
the EC and ASEAN countries. As indicated for non-oil exports in DI and DD
models, Iran is well endowed with mineral resources in addition to oil and natural
gas. Among the many proven deposits are chromite, lead, zinc, copper, ferrous
oxide, iron, coal, manganese, tin, tungsten and gold. Significant reserves of
turquoise, fire clay and kaolin are also available and exploited commeitially.
Commercial development of copper pressed ahead rapidly and at one stage it was
hoped that copper would rival oil as the main source of ban's exports. Copper
exports are increasing from a negligible base and there is a clear prospect to increase
exports to industrial countries. Overall ban's potential for non-oil exports is
considerable.
ban's over-trade figure in the DD model, in particular for non-oil exports,
indicates a series of wide-ranging deregulation efforts since the Iran - Iraq war.
There have been significant strides toward developing a non-oil economic base.
Major deregulation packages have been implemented not only in trade policy but
also in financial and capital markets, tax policy and foreign investment regulations.
The beneficial results of these efforts have been obvious. Non-oil exports have
grown substantially over the last five-years, significantly contributing to overall
economic growth rates averaging over four percent per year since 1988.
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In summary Iran's over-trading with 13 industrial countries and 17 developing
countries has declined to 8 industrial countries but has remained unchanged in the DI
and DD models which exclude oil. There are three general aspects to be taken into
consideration. Firstly, relatively constant trade relations in both the 'whole sample
model' and excluding-oil DI model, demonstrates that the over-trade figure not only
depends upon fran's oil exports but also relates to traditional products. The
handicraft industry in fran maintains a remarkable resilience in the major towns, in
many villages and even in tribal areas. Carpet exports which faltered slightly at the
time of the revolution recovered later, only to face more severe international
competition from new or expanding traditional producers of hand woven rugs and
carpets.
Secondly, Iran's trade relations with regional countries is not remarkable.
Geography and the existence of cultural advantages influences the expansion of non-
oil exports to regional markets. The main factor input among Middle Eastern
industrial economies is petrochemical production. In 1991 Iran reportedly liad more
than 10 percent of total Middle East output capacity in petrochemical products.
These include fertilisers, pesticides, plastics, paints, rubber, detergents, PVC,
construction materials, food additives and textile fibres. By its exports of sulphur in
1990 Iran was among the world's top 10 sulphur suppliers. Petrochemical exports in
1992 reached $190 million up from $28 million in 1990.
Thirdly, the value of trade with countries which have a common geographical
border with fran is relatively limited. The privilege of geography and the existence of
trade preferences among ECO members could be expanded to cover Iran's potential
exports to neighbouring countries.
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Table 8.2
Estimated Gravity Model of Bilateral Exports (Whole Sample)
Variable	 Expected Positive Flows (1)	 Excluding Zero
Sian	 Flows
+
+
GDPe
GDPi
Ne
Ni
DR
DS
DC
Adjacency
PN
PL
PF
PB
P0
PA
PE
PT
Constant
Adjusted R2
F - ratio
1-leteroskedasticity
Sample size
2.02
(65.8 1)***
1.62
(53.27)***
-0.94
(29.34)***
-0.68
(1O.98)***
-0.14
(0.46)
-0.10
(1.97)**
-0.25
(4.61)***
1.99
(8.3 1)***
1.06
(1.58)
1.03
(2.53)**
2.66
(7.1 1)***
0.42
(2.48)**
1.30
(1.30)
2.78
(5.12)***
1.95
(7.95)***
1.79
(3. 14)***
-8.99
(26.99)***
0.6267
598.9 12
229.149
5700
1.65
(59.79)***
1.21
(44.85)***
-0.80
(27.89)***
-0.39
(5.59)***
0.64
(0.27)
-0.98
(1.50)
-0.28
(6.04)***
1.80
(9.41)***
0.69
(1.44)
0.26
(1.02)
2.15
(6.97)***
0.67
(4.70)***
0.37
(0.52)
2.37
(6.01 )***
1.69
(9.71)***
1.34
(3.34)***
-5.68
(21 .89)***
0.6348
443.733
163.006
4076
Notes: Estimates procedure OLS; T-values in parenthesis; *** ** and *
indicate coefficients are significant at 1% , 5% and 10% levels for a two
tail test. 1% and 5% critical point of x 2(1) are 6.63 and 3.84
respectively. Positive flow is assumed to be 0.025 (US mit $) for export
flows.
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Table 8.3
Estimated Gravity Model of Bilateral Exports (Intra-Industrial Countries)
Variable
GDPe
GDPi
Ne
Ni
DR
DS
DC
Adjacency
PE
PT
Constant
Adjusted R2
F- ratio
Heteroskedasticity
Sample size
Expected Coefficient
Sign	 (T - Ratio;
+	 1.97
(5.13)***
+	 1.79
(4.78)***
-1.38
(3.41)***
-1.18
(2.98)***
0.14
(0.39)
-0.51
(3.48)***
0.17
(1.17)
+	 1.36
(2.57)***
+	 1.69
(9.50)***
+	 0.43
(1.62)
-6.60
(433)***
0.6886
85.029
3 1.877
343
Notes: Estimates procedure OLS; 1-values in parenthesis; *** and *
indicate coefficients are significant at 1% , 5% and 10% levels for a two
tail test. 1% and 5% critical point of x 2(1) are 6.63 and 3.84
respectively.
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Table 8.4
Estimated Gravity Model of Bilateral Exports (Intra-Developing Countries)
Variable	 Expected
	
Positive (1)	 Excluding
Sign	 Flows	 Zero Flows
+
+
GDPe
GDPj
Ne
Ni
DR
DS
DC
Adjacency
PN
PL
PF
PB
P0
PA
Constant
Adjusted R2
F - ratio
1-leteroskedasticity
Sample size
1.62
(29.30)***
1.09
(19.86)***
-0.72
(14.37)***
-0.53
(10.7 1)***
0.23
(0.16)
-0.69
(5.1 8)***
-0.22
(2.76)***
2.34
(8.54)***
0.53
(0.72)
2.31
(5.1 1)***
2.26
(4.63)***
0.78
(3.87)***
2.06
(1.55)
3.87
(6.48)***
-7.11
(5.51 )***
0.3769
142.069
115.6 18
3082
1.54
(24.59)***
0.80
(13.46)***
-0.86
(15.58)***
-0.35
(6.58)***
0.42
(0.41)
-0.96
(6.19)***
-0.18
(2.13)**
1.81
(7.91)***
0.34
(0.63)
0.97
(2.87)***
1.71
(3.77)***
0.62
(3.42)***
0.84
(0.86)
2.93
(6.47)* **
-3.73
(3.86)***
0.3898
81.743
19.3 19
1644
Notes: Estimates procedure OLS; T-values in parenthesis; ** and * indicate
coefficients are significant at 1% , 5% and 10% levels for a two tail test. 1%
and 5% critical point of x 2(1) are 6.63 and 3.84 respectively. Positive flow
is assumed to be 0.025 (US mu $) for export flows.
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Table 8.5
Estimated Gravity Model of Bilateral Exports (Industrial to Developing Countries)
Variable	 Expected Positive (1)
	
Excluding
Sign	 Flows	 Zero Flows
+
+
+
^
GDPe
GDPi
Ne
Ni
DR
DS
DC
Adjacency
PF
PB
PE
Constant
Adjusted R2
F - ratio
Heteroskedasticity
Samtle size
2.75
(8.30)***
1.35
(23.57)***
-1.88
(5.47)***
-0.49
(9.13)***
0.46
(0.29)
-0.86
(5. 14)***
-0.59
(6.13)***
0.98
(0.59)
2.34
(3.46)***
1.44
(3.24)***
2.02
(4.37)* **
-8.85
(5.46)***
0.5726
144.465
29.015
1072
1.10
(4.37)***
1.11
(25.75)***
-0.21
(0.83)
-0.41
(10.27)***
-0.23
(0.20)
-0.76
(6. 19)***
-0.34
(479)***
1.56
(1.31)
1.88
(3.85)***
1.07
(3.32)***
1.81
(5.42)***
-4.43
(3.71)***
0.6574
198.071
16.323
1028
Notes: Estimates procedure OLS; T-values in parenthesis; ** and * indicate
coefficients are significant at 1% , 5% and 10% levels for a two tail test.
1% and 5% critical point of x 2(1) are 6.63 and 3.84 respectively. Positive
flow is assumed to be 0.025 (US mu $) for export flows.
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Table 8.6
Estimated Gravity Model of Bilateral Exports (Developing to Industrial Countries)
Variable
GDPe
GDPi
Ne
Ni
DR
DS
DC
Adjacency
PP
PB
PE
Constant
Adjusted R2
F - ratio
size
Expected	 Positive (1)
Sian	 Flows
+
	 1.62
(22.26)***
+
	 1.01
(2.54)**
-0.46
(7.05)***
0.25
(0.62)
0.77
(0.39)
-0.64
(6. 17)***
-0.60
(509)***
0.25
(0.12)
+
	 2.41
(2.87)***
+
	 1.48
(2.67)***
+
	 1.62
(3.21)***
-7.00
(3.52)***
0.573 1
144.244
24.839
1068
Excluding
Zero Flows
1.55
(24.98)***
0.84
(2.51)**
-0.51
(9.06)***
0.26
(0.75)
0.52
(0.32)
-0.59
(6.96)***
-0.50
(4.98)***
0.64
(0.37)
2.21
(3.19)***
1.33
(2.91)***
1.38
(3.3 1)***
-5.71
(3.46)***
0.6125
159.482
22.420
1004
Notes: Estimates procedure OLS; T-values in parenthesis; , ** and * indicate
coefficients are significant at 1% , 5% and 10% levels for a two tail test
respectively. 1% and 5% critical point of x 2 (1) are 6.63 and 3.84
respectively. Positive flow is assumed to be (US mu $) 0.025 for export flows.
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Table 8.8
Actual Flows and Prediction of Iran's Total Exports (oil and non-oil) Volumes, 1990,
million $ US
Country	 Including oil
	
Excluding oil
(entire group model)	 (sub-group models)
Actual Predicted (1) : (2) Mod. Actual Predicted (4) : (5)
(1)	 (2)	 (3)	 (4)	 (5)	 (6)
Industrial Countries
Greece
Belgium-Luxembourg
Netherlands
Portugal
Spain
Italy
France
Sweden
Austria
Germany
United Kingdom
Switzerland
New Zealand
Japan
Denmark
Norway
Canada
Australia
Finland
Ireland
USA
Sub. Total
Developing Countries
Kenya
Singapore
Indonesia
Brazil
Philippines
United Arab Emirate
Syria
Thailand
Tunisia
Malaysia
Jordan
Turkey
Kuwait
India
Bahrai n
Saudi Arabia
Cyprus
345
882
927
169
742
1435
1236
200
100
727
442
45
3151
8
5
18
8
2
0
2
10445
130
424
459
927
117
157
57
95
9
32
2
791
10
43
3
2
13
41
53
13
73
156
182
39
29
209
166
41
387
24
23
133
68
25
9
978
2663
11
19
52
7
12
7
19
3
13
442
6
27
2
2
21.15
17.49
13.00
10.16
9.20
6.79
5.1 3
3.48
2.66
1.09
1.00
0.33
0.22
0.14
0.12
0.08
0.01
0.01
3.92
130.00
38.55
24.16
17.83
16.71
13.08
8.14
3
1.79
1.67
1.59
1.50
1.00
1.00
2
38
64
18
175
453
492
31
22
583
460
27
6
1660
15
12
191
84
14
5
5930
10282
3
2
11
6
0
0
2
0
535
0
2
0
2
0
32.5
5.32
1.67
4.72
1.29
0.11
0.41
1.48
1.68
0.81
0.59
1.67
0.17
0.88
0.53
0.42
0.09
0.10
0.14
0.20
0.01
0.32
3.67
22.00
41.73
116.17
18.99
157.00
17.99
16.5
9.00
18.00
1.99
0.76
9.99
11.00
2.99
0.50
1.99
8.28
0.
0.00
3.30
3.75
Table 8.8 : Countinue
Country	 Including oil	 Excluding oil
(entire group model) 	 (sub-group models)
Actual Predicted (1) : (2) Sub.
	
Actual Predicted (4) : (5)
(1)	 (2)	 (3)	 (4)	 (5)	 (6)
0.79
0.38
0.08
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.01
0.16
3.67
0.25
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.01
0.00
0.00
0.00
0.01
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.01
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
2.22
0.74
Pakistan
Hong Kong
Korea
Algeria
Cameron
Mauritius
Morocco
Mozambique
Nigeria
South Africa
Sudan
Uganda
Zambia
Zimbabwe
Egypt
Iraq
Libya
Oman
Qatar
Argentina
Chile
Colombia
Costa Rica
Dominican Republic
Ecuador
Haiti
Jamaica
Mexico
Nicaragua
Pero
Trinidad & Tobago
Venezuela
Ethiopia
Guinea
Liberia
Somalia
Zaire
Sub. Total
Total
156
11
3
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
3429
13874
197
29
39
6
2
4
3
11
I
1
6
39
3
3
4
12
7
10
2
3
0
0
4
3
18
0
0
0
0
0
1039
3702
46
11
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
1968
5262
289
3
4
0
0
0
0
0
0
0
0
0
0
0
0
16
0
0
0
2
0
0
0
0
0
0
0
6
0
0
0
2
0
0
0
0
0
888
11170
Note: DI denotes developing - industrial countries equation and DD denotes intra-
developing countries equation. Ratios greater and less than unity denote over and
under trade figures respectively.
Source: Actual flows, IMF (1992) Direction of Trade Statistics Yearbook; potential
exports, author's calculation.
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Table 8.9
Actual Flows and Prediction of Iran's Non-Oil Exports Volumes, 1990, million $ US
Country	 Direct Export
	
Indirect Export
Actual Predicted	 Ratio	 Actual Predicted Ratio
Industrial Countries (DI)
Greece
Belgium-Luxembourg
Portugal
Austria
Netherlands
Switzerland
Sweden
Spain
Japan
Germany
United Kingdom
Denmark
Norway
France
Ireland
New Zealand
Finland
Italy
Australia
Canada
USA
Sub. Total
Developing Countries DD
United Arab Emirate
Brazil
Indonesia
Singapore
Philippines
Malaysia
Syria
Thailand
India
Kuwait
Tunisia
Kenya
Hong Kong
Bahrain
Jordan
Cyprus
Turkey
Saudi Arabia
Korea
Pakistan
Sub. Total
Total _________
	
65	 2
	
202	 38
	
85	 18
	
37	 22
	
107	 64
	
45	 27
	
46	 31
	
202	 175
	
1457	 1660
	
474	 583
	
272	 460
	
8	 15
	
5	 12
	
204	 492
	
0	 5
	1 	 6
	
2	 14
	
52	 453
	8 	 84
	
18	 191
	
2	 5930
	3292	 10282
- Positive Flows
	
157	 1
	
697	 6
	
459	 11
	
44	 2
	
19	 0
	
18	 1
	
18	 0
	
33	 2
	
22	 2
	
10	 0
	
9	 1
	
11	 3
	
11	 3
	
3	 0
	
2	 0
	
2	 0
	
407	 535
	1 	 2
	
1	 4
	
46	 289
	
1970	 862
	
5262	 11144
32.5
5.32
4.72
1.68
1.67
1.67
1.48
1.29
0.88
0.81
0.53
0.42
0.41
0.20
0.17
0.14
0.11
0.10
0.09
0.01
0.32
157
116.17
41.73
18.99
18.00
17.99
16.50
11.00
9.99
9.00
3.67
3.67
1.
1.
0.
0.2
0.1
0.4
	
65
	
2
	
204
	
38
	
86
	
20
	
37
	
23
	
109
	
65
	45
	
27
	
46
	
31
	
203
	
176
	
1536
	
1679
	
476
	
589
	
276
	
465
	
8
	
15
	
5
	
12
	
208
	
497
	0
	
5
	2
	
6
	
21
	
14
	
55
	
457
	11
	
85
	 8
	
194
	
10
	
6016
	
3421
	
10416
	
698
	
7
	
459
	
11
	
74
	
4
	
23
	
1
	
19
	
2
	
18
	
1
	
36
	
2
	
28
	
2
	
10
	
0
9
	
13
	
3
	
12
	
3
	
3
	
0
	
2
	
0
	
2
	
0
	
407
	
535
	2
	
2
	
9
	
6
	
47
	
289
	
1871
	
869
	
5292
	
11285
32.5
5.37
3.30
1.61
1.68
1.67
1.48
1.15
0.91
0.81
0.59
0.54
0.42
0.42
0.01
0.34
1.5
0.12
0.12
0.09
0.01
0.33
99.72
41.73
18.50
23.00
9.5.00
18.00
18.00
14.00
9.99
9.00
4.34
4.00
2.99
1.99
1.99
0.76
1.00
1.50
0.16
2.15
0.47
Note: DI denotes developing-industrial countries equation and DD denotes intra-
developing countries equation. Indirect export indicates Iran's exports via the
U.A.E. Ratios greater and less than unity denote over and under trade figures
respectively.
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Table 8.10
Iran and Turkey's Exports to the Different Markets, 1990, million $ US
Iran	 Turkey
	
Actual	 Predicted (1): (2)	 Actual	 Predicted	 (4) : (5)
	(1)	 (2)	 (3)	 (4)	 (5)	 (6)
EC
	 6171	 868
	
7.10	 5965	 1345	 4.43
EFTA
	
452
	
157
	
2.88
	
555
	
247
	
2.45
ECO
	
950
	
639
	
1.49	 615
	 525	 1.17
ASEAN
	
1127
	
119
	
9.47
	
73	 108
	
0.67
LALA
	
938
	
161
	
5.83
	
37
	
241
	
0.15
SADCC
	
2
	
0.50
	
1
	
2
	
0.50
Total
	
9538
	
1946
	
4.90
	
7245
	
2468
	
2.94
Source : Actual flows, IMF (1992) Direction of Trade Statistics Yearbook; potential exports,
author's calculation.
Table 8.11
Iran and Turkey's Total Exports to the Middle East Countries, 1990, million $ US
Country	 Iran	 Turkey
	
Actual	 Predicted	 Actual	 Predicted
Bahrain	 3
	
2
	
3
	
3
Iraq	 0
	
39
	
550
	
62
Jordan	 2
	
1
	
74
	
2
Kuwait	 10
	
6
	
111
	
10
Libya	 0
	
3
	
224
	
4
Oman	 0
	
3
	
3
	 5
Qatar	 0	 4	 11	 6
Saudi Arabia	 I
	
370
	
32
Syria	 57
	
7
	
62
	
77
United A. Emirate	 157
	
12
	
60
	
19
Total
	
230
	
78
	
1468
	
220
Source: Actual flows, IIMF (1992) Direction of Trade Statistics Yearbook; predicted flows, author's
calculation.
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Chapter 9
Conclusion and Policy Implications
9.1. Introduction
The measurement of comparative advantages is problematic. The empiricist has no
information on autarkic prices from which to construct estimates of comparative
advantage. The thesis has therefore employed indirect methods of measurement.
Iran used as a case study of the relative merit of indirect methods of measurement,
i.e. ones based on revealed trade performance.
Following an assessment of indirect methods of measuring the comparative
advantage, the thesis moved on to identify the nature of commodities for which Iran
has a revealed comparative advantage. This is set out in the first empirical section of
the thesis. The concept of revealed comparative advantage and its various related
indices are considered and used to explore Iran's current export performance. An
attempt was made to determine if any effective characteristics could be identified in
order to predict future trends. Part of this task entails determining now fran's exports
compare with those of other oil exporting developing countries.
A product-by-product analysis of Iran's revealed comparative advantage has
been undertaken. The task was to identify those categories in which Iran has a
revealed comparative advantage. 67 categories in 9 sections at 2-digit SITC (R3)
are included in the empirical analysis. In addition, those commodities containing
resource-based products are identified for measurement. These commodities account
for a large proportion of fran's non-oil exports. A comparison is made between the
RCA indices for the period 1986-91 with those for the pre-franian revolution period,
1977-79.
Conclusion and Policy Implications
After determining the commodities in which Iran has a revealed comparative
advantage, the possible evolution of Iran's trade pattern is considered. A stages
approach to comparative advantage is investigated as a measure of detecting
activities of potential comparative advantage. It is apparent that, although one has
to consider as a starting point the revealed comparative advantage, which is based on
past performance, one also has to consider the importance of how the economy's
resource endowments are actually interrelated. The need for such attention stems
from the fact that comparative advantage may well change over time.
The thesis has explored three analytically separate but interrelated aspects of
the process of identifying comparative advantage and export potential: These are the
identification of similar or comparable economies, the identification of products with
export potential and the identification of potential export markets. As the analysis is
primarily aimed at establishing the product structure of potential exports for the
Iranian economy, we look at six different countries that are at relatively similar
stages of development or have similar relative factor endowments.
Looking over the three processes of comparative advantage and identification
of export potential leads to another important discussion, that is, the policy issue.
The question at stake in this regard is how much, in what direction, and to what
extent does Iran manage in sustaining her current exports. The answer to this is
illustrated through the analysis of both potential volume and the direction of Iran's
trade, using a gravity model.
The export and import patterns are analysed through a cross-country
regression method, based upon 76 countries. The analysis is found to be an
improvement on a prediction of the actual value of fran's trade flows with all these
75 countries based on past values on trade. Data of bilateral trade flows between
these 76 countries and the data of GDP and population for each individual country in
1990 are analysed. Data relating to the distance between the countries' commercial
activity centres are also taken into account.
Generally, the gravity model explains the bilateral international trade flow
relationship such as, the economic situation (a country's productive capacity, income,
and geographical size), the costs of transportation, and other natural trade obstacles.
The sample of trade flows is divided into four sub-sample groups: intra-industrial
countries' trade flows, intra-developing countries' trade flows, industrial countries
exports to developing countries and developing countries' export to the industrial
countries.
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The explanatory variables included in the gravity model may have different
affects on the trade flows between countries in different stages of development. This
is allowed for by running a regression for each sub-sample group and then by
obtaining the coefficient for each variable, then testing then the equality of the
coefficients across the sub-sample groups. Further tests are carried out on a number
of cases to establish a basis for deriving a final equation, which can be used to
predict Iran's trade flows.
9.2. Export Performance and Revealed Comparative Advantage
The first stage of the empirical analysis was based on the concept of revealed
comparative advantage (RCA). The operationalisation of the RCA concept went
through the activities of 'trade-only indices'; namely a) the net trade index, and b) the
export share index. In the latter case the analysis distinguishes between the export
share index with and without oil exports.
The results are not sensitive to the choice of index. In particular, Iran's
exports tend to lie in natural-resource-based goods often agricultural products, and
labour-intensive products. Further, Iran's revealed disadvantages lies in capital-
intensive and human-capital-intensive products. This pattern would appear to be
consistent with the prediction of the H-O-S model i.e. as appears acceptable.
The main characteristic of this type of goods is that they are exported to
industrial markets as raw materials. On arrival, many of these products are
converted into technical intermediate goods and are consequently positioned in the
same category when imported back into Iran. Crude petroleum is one example. It
is found to be one of the best examples in the indices, taking into account the fact
that Iran has a revealed comparative advantage in the production and export of this
product. Having said this, one should not forget that part of the products processed
from crude oil are consumed in other sectors of the domestic economy either as
intermediate or final manufactured goods.
Amongst the agricultural products, the results of the analysis illustrate an
element of labour intensive production, nevertheless, with a low level of
comparative advantage. This has to do with high trade barriers in developed
markets against imported agricultural products. A high level of comparative
advantage is revealed for carpets and textiles in which the former products are a
traditional export characterised by labour intensive manufacturing. To summarise,
as a result of the cross category analysis in 1991, there are many indices indicating
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that Iran's comparative advantage stems from the labour intensive intermediate
goods, and the consumption categories. A comparative disadvantage is found in
various areas such as capital intensive and consumption goods, and the intermediate
and capital categories of SITC as well.
9.3. Production Potential
The results of the empirical analysis developed in the thesis confirm the consistent
intentions of the authorities towards encouraging exports of natural-resource and
labour-intensive manufactured goods. Moreover, given that Iran has an abundance of
natural resources and labour, the results also give a guide to future export policy
which should stimulate the export diversification of these types of goods to enhance
Iran's revealed comparative advantage.
This thesis has also outlined and investigated Iran's potential comparative
advantage. Post-trade performance has actually been a starting point for showing
the significant determinants of fran's export performance and revealed comparative
advantage. There are considerable amounts of evidence asserting that the
developing countries are oriented towards (or perhaps pushed towards) promoting
specific activities; particularly those that would increase exports of existing
products and/or would diversify export into non-traditional manufacturing
activities. Looking at future prospects, an analysis on how the economy's resource
endowments are to be approached and on how the comparative advantage and
competitiveness might be better exploited can pave the way towards a better
understanding of this area.
As the analysis is primarily aimed at establishing the product structure of the
export potential of the Iranian economy, we looked at different countries in
relatively similar stages of development. Taking into account that Iranian oil
resources are limited, the crucial question that is still to be answered is how can a
balance be achieved between a policy based on exports of oil and a policy based on
exports of manufactured goods in which fran has a revealed comparative advantage.
Upon evaluating the results emerging from the analysis undertaken in the thesis,
some similarities are found between Iran's and Turkey's economic and trade
structures.
Achieving closer relations between labour-intensive industries, traditional
industry and agriculture are consistent with Iran's comparative advantage with
respect to their factor abundance. To conclude it is evident that the existing sector
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activities at this stage of the Iranian development involves allocating resources to
agricultural production. Such a trade strategy produces less dramatic growth in
industrial activity than occurred in the seventies. However, the growth can be more
sustainable because it can cause less dislocation and can be relatively uninhibited by
the infrastructure bottlenecks. The gradual removal of such bottlenecks must be a
medium term policy objective. In the short term, the aim would be, on the one
hand, to establish agriculture on a sound footing, thus improving its efficiency
while, on the other hand, allowing industrial activities to develop to the extent that
they are activities of comparative advantage in Iran.
9.4. Market Potentia'
The final empirical study involves an analysis of Iran's volume and direction of trade
and market potential by using the gravity model. It has also considered the reason
behind Iran's over or under-trading with the countries concerned relative to the trade
flows predicted by the model. The study attempts to explore the reasons from two
aspects; the model itself and fran's trade structure. This has been done by
concentrating on the main elements and activities of the economic sector. This has
included resource based production such as oil, mining and agricultural products.
In the model, the population appears to inversely affect the intra developing
countries trade flows. It can be seen in the DI' and the DD equations, some
developing countries have a huge population size but low incomes. Another inverse
relationship in the trade flows occurs with the geographical distances between the
developing and the industrial countries, in particular, sea distances in the DI and the
DD models. Generally, such distances reflect a lower potential trade for developing
countries. However, the mild negative effect of the sea distance which is the main
distance variable in the whole sample and the DD equations allow us to determine
potential trade flows between South and North. Both the GDP and the population
size in the industrial countries positively affects their imports from developing
countries. The model offers a reason for higher potential trade between North and
South. This is especially true in the case of Iran's potential trade with large countries
such as U.S.A and Japan.
DI denotes developing - industrial countries equation and DD denotes intra-developing countries
equation
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Overall the results suggest that Iran over-traded with most industrial countries.
The proposition is confirmed by the entire group model which included oil. However
Iran is under-trading when oil is excluded from the DI model. A general
development factor might explain the overall pattern of Iran's trade with industrial
countries. This refers to the distorted oil price, impact of trade policies in Iran and
also differences between Iran and developed countries in terms of natural resource
endowments.
The results show that fran's current trade is larger than would be predicted
compared with industrial countries. The current over-trading figure arises from Iran's
oil exports to a number of industrial countries. But the current trade falls short of the
predicted level for developing countries as a whole.
Iran should initiate an export-based relationship with either those countries in
the same region or those countries with which fran has had no political relations
with. surprisingly, fran has failed to report any trade data with the USA, Israel and
South Africa. There has been bilateral trade between Iran and the USA, conducted
through a third country. The predicted value of Iran's exports to the USA is the
highest among all Iran's exports to industrial countries, implying that Iran could
-	 exploit the potential trade with this country in the future.
fran seems to have a huge potential market based on this study. This is in
effect a potential for further trade expansion with Middle Eastern and South-East
Asian countries. To exploit industrial countries' markets, it may be necessary for
Iran to improve the quality of non-oil manufactured commodities. On the other
hand, the industrial countries need to increase access to their markets for Iranian
exports.
However, Iran's strongest export performance, like most of the developing
countries, lies in natural-resource-based manufactured goods (i.e., hydrocarbons and
agricultural products), and labour-intensive products (i.e. textile fibre and carpet).
Part of these products (primarily agricultural) face quantitative restrictions imposed
by the industrial countries, such as EC countries. What adds to the problem is the
existing competition with similar exported products (i.e., textile and carpet) between
Iran and other developing countries. However, the advantage of a relatively
adaptable labour force gives Iran an opportunity to exploit her labour-intensive
products. Having this advantage in this domain does not remove the necessity for a
greater effort in improving the quality of the labour force so as to enhance the
quantity and quality of the produce.
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9.5. Suggestion for Further Research
Further empirical research into Irans revealed comparative advantage can be
undertaken if data for a longer time period and with greater disaggregation were
available. The greatest difficulty in this study was to collect data for Iran's trade for
more than 2-digit SITC over the period of study.
It would have been better if data on labour, capital, and human capital
intensities were available, in order to explore Iran's comparative advantage from the
production side. This study has analysed Iran's comparative advantage by using trade
data indices because of a lack of data on production over the period of study. It
would be useful if the measurements engendered by production and consumption
indices could be analysed if data can be obtained for these sectors.
This analysis has explored Iran's volume and direction of trade by using Iran's
exports to the different group of countries. It would be useful if the equations were
also employed to further analyse fran's import data and policy toward imports and
exports. This can be valuable in identifying certain economic characteristics of the
country related to how open or closed the economy is.
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Appendix 1
Net Trade Indices (RCA)1 for Iran's trade with the OECD (1991)
(Revealed Comparative Disadvantage)
Code	 Category	 (RCA) 1
	
87	 Professional, scientific apparatus 	 -0.19
	
84	 Articles of apparel and clothing accessories 	 -0.24
	
57	 Plastics in primary forms	 -0.35
	
21	 Hides, skins and furskins	 -0.48
	
03	 Fish, crustaceans and molluscs	 -0.50
	88	 Photographic apparatus, equipment and supplies 	 -0.55
	27	 Crude fertilisers and crude minerals	 -0.66
	
72	 Machinery specialised for particular industries 	 -0.75
	
26	 Textile fibres and their wastes	 -0.82
	
29	 Crude animal and vegetable materials	 -0.83
	
52	 Inorganic chemical	 -0.89
	
51	 Organic chemical 	 -0.96
	
59	 Chemical materials and products 	 -0.97
	
85	 Footwear	 -0.97
	
83	 Travel goods, handbags and similar containers 	 -0.98
	
08	 Feeding stuff for animals	 -0.98
	
71	 Power generating machinery and equipment 	 -0.98
	
77	 Electrical machinery, apparatus and appliances 	 -0.98
	
54	 Medical and pharmaceutical products 	 -0.98
	
82	 Furniture and parts thereof	 -0.99
	
02	 Dairy products and birds' eggs	 -0.99
	
09	 Miscellaneous edible products	 -0.99
	
66	 Non-metallic mineral manufactures	 -0.99
	
62	 Rubber manufactures 	 -0.99
	
75	 Office machines and automatic data machines	 -0.99
	
53	 Dyeing, tanning and colouring materials	 -0.99
	
79	 Other transport equipment	 -0.99
	
01	 Meat and meat preparation	 -1.00
	
06	 Sugar, sugar preparation and honey 	 -1.00
	
64	 Paper, paperboard and articles	 -1.00
	
67	 Iron and steel	 -1.00
	
78	 Road vehicles	 -1.00
	
04	 Cereals and cereal preparation	 -1.00
	
23	 Crude rubber	 -1.00
	
00	 Live animals	 -1.00
	
81	 Prefabricated buildings; sanitary plumbing	 -1 .00
	
74	 General industrial machinery and equipment	 -1.00
Appendix 2
Export Share Indices (RCA)2 for hans Trade with the OECD (1991)
(Revealed Comparative Disadvantage)
Code	 Category
	
(RCA)2
29	 Crude animal and vegetable	 O.SOIOg
03	 Fish, crustaceans, molluscs and preparation thereof 	 0.44612
28	 Metalliferous ores and metal scrap 	 0.34194
26	 Textile fibres and their wastes 	 0.3 1054
07	 Coffee, tea, and manufactures thereof	 0.23246
68	 Non-ferrous metals	 0.09138
27	 Crude fertilizers, and crude minerals	 0.07037
61	 Leather, leather manufactures 	 0.04878
71	 Power generating machinery and equipment 	 0.04009
87	 Professional, scientific instruments 	 0.01721
89	 Miscellaneous manufactured articles	 0.01537
84	 Articles of apparel and clothing accessories 	 0.01272
51	 Organic chemical	 0.01175
59	 Chemical materials and products	 0.01051
08	 Feeding stuff for animals 	 0.00928
79	 Other transport equipment 	 0.00784
54	 Medical and Dharmaceutical nroducts 	 0.00693
75
62
06
88
66
72
83
01
53
76
82
74
81
23
00
73
77
69
63
55
11
02
85
57
09
52
78
04
64
67
0.00489
0.00481
0.00461
0.00452
0.00438
0.00426
0.00394
0.00360
0.00355
0.00336
0.00334
0.00292
0.00268
0.00251
0.00248
0.00242
0.00200
0.00174
0.00168
0.00163
0.00146
0.0013 1
0.00073
0.00070
0.00066
0.00039
0.00030
0.00026
0.00016
0.00008
Office machines and automatic data processing machines
Rubber manufactures
Sugars, sugar preparation and honey
Photographic apparatus and optical goods
Non-metallic mineral manufactures
Machinery specialised for particular industries
Travel goods, handbags and similar containers
Meat and meat preparation
Dyeing, tanning and colouring materials
Telecommunications and sound recording
Furniture and parts thereof
General industrial machinery and equipment
Prefabricated buildings; sanitary plumbing and fittings
Crude rubber
Live animals
Metal working machinery
Electrical machinery
Manufactures of metal
Cork and wood manufactures
Essential oils and rescinds and perfume materials
Beverages
Dairy products and birds' eggs
Footwear
Plastics in primary forms
Miscellaneous edible products and preparations
Inorganic chemicals
Road vehicles
Cereals and cereal preparations
Paper, and articles
Iron and steel
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Appendix 3
Relative Export Share Indices (RCA)2a for Iran's Trade with the OECD(1991)
(Revealed Comparative disadvantage)
Code	 Category	 RCA2a
Index
	
07	 Coffee, tea, and manufactures thereof 	 0.68
	
68	 Non - ferrous metals	 0.27
	
27	 Crude fertilisers, and crude minerals 	 0.20
	
61	 Leather, leather manufactures	 0.14
	
71	 Power generating machinery and equipment	 0.12
	
87	 Professional, scientific instruments and apparatus 	 0.05
	
89	 Miscellaneous manufactured articles 	 0.04
	
84	 Articles of apparel and clothing accessories 	 0.04
	
51	 Organic chemicals	 0.03
	
59	 Chemical materials and products	 0.03
	
08	 Feeding stuff for animals 	 0.03
	
79	 Other transport equipment	 0.02
	
54	 Medical and pharmaceutical products 	 0.02
	
75	 Office machines and automatic data machines 	 0.01
	
62	 Rubber manufactures	 0.01
	
06	 Sugar, sugar preparations and honey	 0.01
	
88	 Photographic apparatus and equipment's	 0.01
	
66	 Non-metallic mineral manufactures 	 0.01
	
72	 Machinery specialised for particular industries 	 0.01
	
83	 Travel goods, handbags and similar containers 	 0.01
	
01	 Meat and meat preparations 	 0.01
	
53	 Dyeing, tanning and colouring materials	 0.01
	
76	 Telecommunications and sound recording	 0.01
	
82	 Furniture and parts thereof	 0.01
	
74	 General industrial machinery and equipment 	 0.01
	
81	 Prefabricated buildings, heating and fittings 	 0.01
	
23	 Crude rubber	 0.01
	
00	 Live animals	 0.01
	
73	 Metal working machinery	 0.01
	
77	 Electrical machinery and electrical parts thereof 	 0.01
	
69	 Manufactures of metal	 0.01
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Appendix 6
Description of Industrial Codes Used in The Tables and
Graphs
Code	 Description Corresponding to SSIC Major Group
Food
2
	
Beverage
3
	
Cigarette and other tobacco products
4
	
Textiles and textile manufactures
5
	
Wearing apparel except footwear
6
	
Leather and leather products
7
	
Footwear
8
	 Sawn Timber and other wood products except furniture
9
	
Furniture and fixtures except primarily of metal
10
	
Paper and paper products
11
	
Printing and publishing
12
	
Industrial chemicals and gases
13
	
Paints, pharmaceutical and other chemical products
14	 Petroleum refineries and petroleum products
15	 Processing of rubber and gum damar
16	 Rubber products except rubber footwear
17
	
Plastic products
18
	
Pottery, china, earthenware and glass products
19	 Bricks, tiles and other structural clay products
20
	
Cement and cement additives
21
	 Structural cement and concrete products
22	 Asbestos, stone and other non-metallic mineral products
23	 Iron and steel
24	 Zinc and other non-ferrous metals
25
	
Metal grills, cans, pipes, and other fabricated products
26	 Calculators, refrigerators, air-conditioners and industrial machinery
27
	
Radios, televisions, semi-conductors and other electrical machinery
28
	
Transport equipment and oil rigs
29	 Professional and scientific equipment and photographic and optical goods
30
	 Other manufacturing industries
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Appendix 7
Estimated Gravity Model of Bilateral Exports (Whole Sample)
Variable	 Expected	 Alternative Treatment of Zero Trade Flows
Sian	 A	 B	 C
+
+
+
+
+
+
+
+
+
+
+
GDPe
GDPi
Ne
Ni
DR
DS
DC
Adjacency
PN
PL
PF
PB
P0
PA
PE
PT
Constant
R2
F - ratio
size
2.90
(54.89) ***
2.44
(46.20) **
-1.42
(25.59) ***
-1.13
(9.93) ***
-0.10
(1.85) *
-0.17
(1.71) *
-0.19
(2.06) **
2.80
(6.74) ***
1.76
(1.51)
1.71
(2.42) **
3.97
(6.12) ***
0.69
(2.36) **
2.49
(1.43)
3.42
(3.63) ***
1.66
(3.90) ***
1.92
(1.94) *
-15.60
(27.06) ***
0.5326
406.857
139.0 16
5700
2.02
(65.81) ***
1.62
(53.27) ***
-0.94
(29.34) ***
-0.68
(10.98) ***
-0.14
(0.46)
-0.10
(1.97) **
-0.25
(4.61) ***
1.99
(8.3 1) ***
1.06
(1.58)
1.03
(2.53) **
2.66
(7.11) ***
0.42
(2.48) **
1.30
(1.30)
2.78
(5.12) ***
1.95
(7.95) ***
1.97
(3.14) ***
-8.99
(26.99) ***
0.6267
598.9 12
229. 149
5700
1.90
(67.59) ***
1.52
(53.98) ***
-0.88
(29.72) ***
-0.61
(9.99) ***
-0.30
(0.10)
-0.11
(2.05) **
-0.26
(5.12) ***
1.88
(8.51) ***
0.98
(1.57)
0.95
(2.53) **
2.50
(7.21) ***
0.38
(2.47) **
1.15
(1.24)
2.70
(5.39) ***
1.99
(8.78) ***
1.78
(3.37) ***
-8.14
(26.50) ***
0.6380
628.625
192.369
5700
Notes: Estimates procedure OLS; T-values in parenthesis; , ** and * indicate
coefficients are significant at 1% , 5% and 10% levels for a two tail test. 1% and
5% critical point of x 2(1) are 6.63 and 3.84 respectively. A, B and C are assumed
to be the value of 0.0001, 0.025 and 0.05 (US mil $).
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Appendix 8
Estimated Gravity Model of Bilateral Exports (Whole Sample)
Variable	 Expected Positive Flows (1)
LSign	 ________________
GDPe / Ne	 -	 - 0.37
(2.66)***
GDPi / Ni	 -	 - 0.24
(1.75)*
DR	 -	 0.17(4.78)***
DS	 -	 -0.10(1.97)**
DC	 -	 0.78
(1 l.87)***
Adjacency	 +	 0.65(2.19)**
PN	 +	 0.23
(0.31)
PL	 +	 0.97(2.17)**
PF	 +	 -0.19
(0.40)
PB	 +	 - 0.28
(0.12)
Pa	 +	 0.14
(0.13)
PA	 +	 2.78(4.57)***
PE	 +	 4.26
(16.16)***
PT	 +	 2.05(3.32)***
Constant	 4.62
___________________ _____________ 
(13.57)***
Adjusted R2	 0.1309
F - ratio	 ___________	 48.207
Heteroskedasticity	 _____________	 27.666
Sample size	 _____________	 5700
Notes: Estimates procedure OLS; T-values in parenthesis; ** and * indicate
coefficients are significant at 1% , 5% and 10% levels for a two tail test.
1% and 5% critical point of x 2(1) are 6.63 and 3.84 respectively. Positive
flow is assumed to be 0.025 (US mu $) for export flows.
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