In less than a quarter of a century, over 20 million people have succumbed to AIDS, and at the end of 2003, an estimated 38 million people were living with a human immunodeficiency virus (HIV) infection. With an increase of almost 5 million new cases per year, more than 40 million people are likely to be infected with HIV today, with over 2 million of those afflicted being children under the age of 15 years (see the UNAIDS Report on the Global AIDS Epidemic and the AIDS Epidemic Update December 2004 from UNAIDS/WHO [48a, 48b] ).
Drugs that inhibit the HIV-1 protease, so-called protease inhibitors, are an important part of AIDS therapy today (20) , since the HIV-1 protease cleaves viral Gag and Gag-Pol polyproteins into structure and replication proteins that are necessary for the virus to become infectious (28) . Currently licensed protease inhibitors are all peptidomimetic; they mimic a peptide that the HIV-1 protease normally cleaves but are chemically modified such that the scissile bond cannot be cleaved (21, 37) . Hence, rational design of an efficient inhibitor requires a good understanding of the HIV-1 protease specificity, i.e., knowing which amino acid sequences are cleaved by the protease and which are not. This is, however, difficult since it cleaves at several different sites that have little or no sequence similarity.
A problem with the clinical use of protease inhibitors is the fact that the virus is able to develop drug-resistant strains (8, 19) . This is of course due to its high mutation rate (14) but possibly also because current inhibitors do not exploit all aspects of the HIV-1 protease specificity (10, 20) . A better understanding of the HIV-1 specificity is probably necessary for developing more efficient inhibitors. The HIV-1 protease has an active site with eight subsites, denoted S 4 -S 3 -S 2 -S 1 -S 1Ј -S 2Ј -S 3Ј -S 4Ј , where eight corresponding residues can be bound, denoted P 4 -P 3 -P 2 -P 1 -P 1Ј -P 2Ј -P 3Ј -P 4Ј (the scissile bond is located between P 1 and P 1Ј ). There is no known algorithm (rule) yet that, given a sequence of eight amino acids, P 4 -P 3 -P 2 -P 1 -P 1Ј -P 2Ј -P 3Ј -P 4Ј (an octamer), can tell whether it will be cleaved by the HIV-1 protease or not. Several researchers have, however, attempted to construct such an algorithm using various methods. A first attempt was the "hfunction algorithm" by Poorman et al. (34) , and Chou (15) reviewed several early attempts at predicting HIV-1 protease cleavage, including the "h function." Thompson et al. (43) were the first to apply artificial neural networks to the problem, with some success. Cai and Chou (11) later collected a larger data set with 362 peptides, which until now has been the standard data set used, and trained a neural network to predict cleavage or noncleavage. They achieved a 92% correct prediction rate on a separate set with 63 peptides. Narayanan et al. (31) used the same data and a decision tree to extract rules for the HIV-1 protease cleavage, with rather poor results. Cai et al. (12) used support vector machines (SVMs) and concluded that the resulting predictor was inferior to the neural network presented previously by Cai and Chou in 1998. Thomson et al. (44) recently introduced biobasis functions (BBF) for this problem, where prior knowledge is used in the form of similarity matrices, claiming that a biobasis classifier was 93% correct and better than a neural network. This idea was exploited further by Yang and Chou (51) , who used biosupport functions and achieved a 91% correct classification with this approach. Yang et al. (50, 52) have also recently presented results with some sophisticated rule extraction methods based on genetic programming. However, the value of the latter approaches is questionable since they are time consuming and do not yield very accurate rules.
It should be clear from this brief review that several different algorithms have been tried on this problem over the last decade, and the conclusions have not been very consistent. It is also somewhat surprising that the same data set has always been used (the 362 peptides collected by Cai and Chou in 1998) . A lot of sequence data have been published since 1998, and 362 peptides are few compared with the possible complexity of the task. In fact, we showed recently (41) that the 362-peptide data set is simple to classify; an unsophisticated linear algorithm produces results (91.5% Ϯ 3%) that no nonlinear algorithm beats with statistical significance, and the resulting classifier is simple to extract specificity rules from. It is therefore rather pointless to continue to apply complicated (nonlinear) algorithms on the 362-peptide data set; the resulting models will be harder to interpret than the linear models but no better in classification performance. We have therefore collected a new data set with 746 peptides, more than twice the size of the old data set, and used a number of approaches to predict cleaving and extract rules. This has allowed us to draw some new conclusions about HIV-1 protease cleavage specificity but also to discover that the problem remains linear when represented in the standard way.
(Preliminary results from this study were reported at the ISMB/ECCB Conference in Glasgow, Scotland, in 2004 [53] .)
MATERIALS AND METHODS
Collecting the sequence data. The literature was searched for publications containing experimental data on oligopeptide sequences that have been exposed to the HIV-1 protease (3-5, 24, 25, 27, 29, 32, 38, 39, 45-48). References used previously by Cai and Chou (11) were excluded since their data set was added at a later stage (see below). Oligopeptides from the references were labeled as "cleaved," "uncleaved," or "undetermined," depending on the information given in the reference. "Undetermined" oligopeptides were those where the k cat /K m value had not been determined (K m is the Michaelis constant, the substrate concentration at which the reaction rate is half the maximal; k cat is the turnover number, the number of substrate molecules converted into product per unit of time at a single catalytic site when the enzyme is fully saturated with substrate; and k cat /K m is the rate constant for the interaction of substrate and enzyme). "Uncleaved" oligopeptides were those that had been labeled as "not hydrolyzed" or as "uncleaved." "Cleaved" oligopeptides were those that had been labeled as "cleaved." Three oligopeptides were listed by Beck et al. (4) in two slightly different ways, as "Ͻ5% cleavage" and as "not cleaved," which we labeled as uncleaved. These were KGSGVY*QLSALVPK, KGSGGRIN*VALVPK and KSGVF*SVNGLVK, where the scissile bonds are marked with asterisks. One conflict occurred among the collected oligopeptides: the oligopeptide TERQA N*FLGKI was labeled as "not hydrolyzed" by Tözsér et al. (46) and "cleaved" by Kurt et al. (29) . Since RQAN*FLGK is the known NC/p1 cleavage site, we designated this oligopeptide as "cleaved." "Undetermined" oligopeptides were removed from the data set.
It is believed that only eight residues (P 4 to P 4Ј ) are important for the HIV-1 protease specificity, which is why octamers were extracted from the cleaved and uncleaved oligopeptides. Cleaved octamers were extracted such that the cleavage site was located between P 1 and P 1Ј ; e.g., the cleaved oligopeptide SGLTM*V QELV (3) resulted in the octamer GLTMVQEL. Uncleaved octamers were extracted from uncleaved oligopeptides by using an eight-residue-long sliding window. For example, the uncleaved oligopeptide KSGVFVNNGLVK (4) generates the five uncleaved octamers KSGVFVNN, SGVFVNNG, GVFVNNGL, VFVNNGLV, and FVNNGLVK. This resulted in 412 octamers (308 cleaved and 104 uncleaved).
The 412 octamers were then joined with the 362 octamers listed previously by Cai and Chou (11) , which resulted in a few conflicts; i.e., the same octamer was labeled as both cleaved and uncleaved in different publications. Such conflicting octamers were removed from the data set, with one exception: the octamer RQNYPIVQ was labeled as "uncleaved" by Cai and Chou (11) and as "cleaved" by Tözsér et al. (45) . This octamer was kept and labeled as "cleaved" since it is so similar to the known MA/CA cleavage site SQNYPIVQ in the Gag-Pol polyprotein.
This procedure, summarized in Fig. 1 , yielded a final data set with 746 octamers (401 cleaved and 345 uncleaved).
Sequence representation. The octamers are eight-character-long "words" that need to be represented numerically to the algorithm. How this is done can be of crucial importance for the result. We used three different representations, depending on the model used: similarity matrix distance, sparse orthogonal coding scheme, and property coding. The similarity matrix representation, where the octamer is compared to other octamers using similarity matrices, was used for the biobasis networks (44) . The property coding was used together with nonlinear support vector machines only. The sparse orthogonal coding scheme (36) was used for all other algorithms.
Each amino acid is in the sparse orthogonal coding represented by a 20-bit binary vector, where 19 bits are set to zero and 1 bit is set to 1, in such a way that the scalar product of two different amino acid vectors is zero. This coding is standard when neural networks are used for sequence analysis (2) . The property coding, on the other hand, builds on replacing each amino acid with one or more properties, e.g., "hydrophobic," "small," "polar," and so on. We used the properties listed in Table 1 , where the "hydrophobic" property is based on scaled hydrophobicity values (7) taken from the website http://psyche.uthct.edu/shaun /SBlack/aagrease.html, and the others are based on the Venn diagram on the website http://www.russell.embl-heidelberg.de/aas/aas.html (6) . Property coding transforms the octamer to a binary string with 8, 16, or 24 bits depending on whether one, two, or three properties are used, respectively. For example, the octamer SQNYPIVQ is recoded to 00011110 if only "hydrophobic" is used and to 0001111010101010 if both "hydrophobic" and "small" are used. Bioinformatic algorithms. The description of bioinformatic algorithms is kept brief since details on algorithms can be found in standard textbooks (see, e.g., references 2, 18, and 25). We make a distinction between linear and nonlinear classification algorithms. Linear algorithms classify the octamer using a monotonic function f(w · x), where x is a representation of the octamer (see above), w is a set of parameters for the classifier, and the dot denotes a linear combination of w and x, e.g., a scalar product. Nonlinear algorithms classify the octamer with nonmonotonic functions f and/or with functions that take a nonlinear combination of w and x as argument. Linear algorithms are easier to interpret and in general much faster to train (calibrate) than nonlinear algorithms. We have used two linear algorithms and three nonlinear algorithms in this study. The linear ones were the simple perceptron (SP) and the linear support vector machine (SVM). The nonlinear ones were neural networks, support vector machines with Gaussian kernel, and biobasis networks.
The simple perceptron (26, 42 ) is a linear method that uses the perceptron training algorithm, which minimizes the number of mistakes made by the algorithm. A particular strength of this algorithm is that it is guaranteed to find a linear solution if one exists. The neural network algorithm is an extension of the simple perceptron to the so-called multilayer perceptron (MLP) (2, 26) . The MLP is trained using a gradient descent type learning algorithm that minimizes the difference between the algorithm's predictions and the true answer (this is different from minimizing the number of mistakes). The MLP contains internal units, denoted hidden units, which control how nonlinear the algorithm can be. The nonlinearity of the MLP increases with the number of hidden units, and an MLP with one hidden unit is a linear algorithm.
The SVM uses a kernel function to map the octamer x into a high-dimensional kernel space where the problem is easier to solve (18) . The simplest SVM uses a linear kernel, i.e., it is just a linear classifier, whereas more complicated SVMs can use Gaussian or polynomial kernels. We used a linear kernel together with the sparse orthogonal coding scheme and a Gaussian kernel for the propertycoding scheme.
The biobasis network (44) is a recently suggested algorithm based on protein similarity matrices where an octamer, x, is classified according to its evolutionary distance from type patterns in a database. The type patterns are expected to capture important characteristics of the data set. A problematic issue with the biobasis network is which set of similarity matrices to use; PAM250 is a popular one in the literature, but different matrices will yield different results. Since our data set only contains octamers and HIV-1 protease only recognizes specific cleavage sites, other percent accepted mutation (PAM) matrices with short evolutionary distance might be more appropriate for this data set. We therefore tried different PAM matrices for our biobasis experiments.
All the algorithms were run using the MATLAB (http://www.mathworks.com) numerical computing tool and using the Mathworks neural network toolbox for the simple perceptron and the MLPs, our own implementation for the biobasis functions, and the OSU SVM 3.0 toolbox for the SVMs (http://www.ece.osu.edu /ϳmaj/osu_svm/).
Validation of the methods. It is important to separate in-sample and out-ofsample performance. The in-sample performance is how well an algorithm can learn data; it is often the case that a good algorithm can learn all data perfectly. The in-sample performance is, however, usually not very interesting; the out-ofsample performance is the important result. The out-of-sample performance is how well the algorithm can generalize its knowledge to data that it has not previously seen. The out-of-sample performance for all methods was measured using the following cross-validation scheme: the data set was randomly divided into two parts, of which one part was used to construct the classifier and the other part was used to test the classifier. This was repeated 100 times, and the final reported performance was the average of all 100 tests. This process also produced variance estimates for the performance so that the significance of differences between algorithms could be measured.
RESULTS
Structure of the data set with sparse orthogonal coding. The first experiment was to use a simple perceptron to test if the 746-octamer data set could be linearly separated when the sparse orthogonal encoding is used, since the smaller data set with 362 octamers is known to be linearly separable in this encoding. The data set was found to be linearly separable, which is interesting when compared to the probability for it to be a random event. The capacity of a linear classifier (26) yields that the probability (the P value) for 746 random peptides to be linearly separable is less than 10 Ϫ58 , i.e., extremely low. It is thus highly surprising to find that our data set is linearly separable, and it must say something about either how data were originally collected (in the virus laboratory) or the biochemistry of the problem. It also hints that it is unlikely that a nonlinear algorithm will be better than a linear algorithm when the sparse orthogonal encoding is used with this data set. The structure and linear separation of the data set with the sparse orthogonal encoding are shown in Fig. 2 .
Structure of the data set with property coding. The second experiment was done to check how well cleaved and uncleaved octamers were separated by different amino acid properties. This was done by combining one or two properties from Table  1 , recoding the octamers according to these properties, and then measuring the overlap between the cleaved and the uncleaved categories. The overlap was defined as the number of unique patterns that, after property coding, occurred within both the cleaved and the uncleaved categories. The results, summarized in Table 2 , showed that the size and hydrophobicity properties in combination separated the data very well and that these two properties might even be sufficient to describe HIV-1 protease specificity.
The significance of the best results in Table 2 was checked with a computer simulation to estimate the risk that the result was just a random event. There are 9 "small" and 10 "hydrophobic" amino acids. We tested the significance of the low overlap (1.7%) by randomly labeling 9 amino acids as "small" and 10 amino acids as "hydrophobic" and computing the resulting overlap after this random assignment of two properties. The random labeling was repeated 1 million times, after which we counted how often the overlap was less than or equal to 1.7%. This happened 35,957 times, and the low overlap displayed by the properties "small" and "hydrophobic" is therefore significant at a level of 3.6%. The corresponding number for the second best property pair, "small" and "polar," was
Plot showing the structure of the 746-peptide data set with sparse orthogonal encoding (uncleaved peptides are black dots, and cleaved peptides are gray crosses). The peptides have been mapped in three directions: the direction along which the data set is linearly separable (x), the direction orthogonal to x along which the data set has the largest variation (y), and the direction orthogonal to x and y along which the data set has the second largest variation (z). 97,342 times. The "polar" property is, however, almost complementary to "hydrophobic," and we therefore considered only the better of these two pair combinations in the later analysis. We also tested if the property-coded data set could be linearly separated and found that this was not the case; the HIV-1 protease cleavage specificity problem is nonlinear when property coding is used.
Cleavage prediction. The third experiment was to build predictors that predicted whether an octamer would be cleaved or not by the HIV-1 protease. All the different algorithms mentioned in Materials and Methods were tested in this experiment, i.e., SP, MLP, linear SVM, Gaussian SVM (GSVM), and BBF with different similarity matrices. The out-of-sample prediction performance of all algorithms was tested with crossvalidation. In a previous paper (41), we concluded that the prediction performance for MLPs decreases if the number of hidden nodes increases. We therefore only considered MLPs with two hidden units (the smallest number that still yields a nonlinear algorithm) here. Figure 3 shows the out-of-sample prediction performance of the methods that turned out to work the best plotted versus the size of the data set used to construct the predictor (referred to as the training data). The error bars are the corresponding one-sided 95% confidence interval for the values. The GSVM with property coding worked better than the other methods with sparse orthogonal coding, although the difference was not significant (at the 95% level) between the GSVM model and the best model using orthogonal coding. The BBFs performed very poorly (not shown) and were excluded from the figure and further analysis. Care was taken in this experiment to make sure that no two sequences with the same property coding were mixed between the training data and the out-of-sample test data, since this would have biased the result towards better classification performance (this bias effect is illustrated in the figure) .
The predictors were also tested on sequence data that were completely out of sample, i.e., data not included in the 746-peptide set. The website http://www.bioafrica.net (22) lists several HIV-1 cleavage sites, of which about half are not in our data set. Table 3 lists some of these cleavage sites together with the SP with sparse orthogonal encoding and GSVM with property-coding classifier predictions. The simple perceptron correctly classified seven out of eight previously unseen cleavage sites, and the GSVM correctly predicted all eight to be cleaved. Furthermore, the sequence that was erroneously classified by the simple perceptron as uncleaved was very close to being classified as cleaved.
de Oliveira et al. (22) also listed several variations on cleavage sites in their paper. It was possible to generate 160 octamers from those lists, of which 140 were not in the 746-peptide set. The predictors were therefore tested on these 140 octam- FIG. 3 . The best predictors' out-of-sample performances, estimated using cross-validation. The two upper curves are both for property-coded data, but the top one represents the case when care is not taken to avoid sequence bias in the testing (shown here to illustrate the importance of avoiding such bias and overly optimistic results). Here, S denotes small property and H denotes hydrophobicity. ers and the results, shown in Table 4 , were similar to the cross-validation results (Fig. 3) ; the GSVM predictor performs the best, and the nonlinear classifiers are not better than the linear classifiers when sparse orthogonal coding is used. A weakness with the results shown in Table 4 is that they include only cleaved sequences; a predictor that predicts all sequences to be cleaved would get 100% prediction accuracy on this test (but a P value of 1). A further test was therefore made using 78 octamers described previously by Pettit et al. (33) , of which 62 (18 cleaved and 44 uncleaved) were not in the 746-peptide training data set. However, a problem with these data turned out to be that a slightly different definition was used than what we had used for cleaved/uncleaved octamers, since the 746-peptide data set contains four cleaved octamers that were defined as uncleaved by Pettit et al. (33) : ARVAA EAM, ARVIAEAM, ARVNAEAM, and PGNLLQSR. The first three were collected previously (38) , and the fourth one was reported previously by Fehér et al. (24) . All four had low k cat /K m values in these papers; the experimental data were therefore not in conflict with the data reported previously by Pettit et al., but we defined octamers with low but nonzero k cat /K m values as cleaved, whereas Pettit et al. defined them to be uncleaved if they were not cleaved at a rate of at least 3 to 5% of that of the wild-type reference. A consequence of this difference in definition was that the models performed poorly, i.e., not significantly better than random, on uncleaved octamers described previously (33) and predicted too many to be cleaved. The performance on cleaved octamers was similar to that of the results shown in Table 4 .
In addition to a cleavage/noncleavage decision, a predictor also produces a measure of how close it is to changing its decision, and one must put less confidence in the prediction if the observed octamer lies close to the decision boundary, the boundary separating cleaved and noncleaved patterns. Figure  4 shows how the probability for the predictors to be correct (estimated using cross-validation) varies with the distance from the decision boundary. This relationship can be used to produce a confidence estimate for the prediction. If an octamer lies close to the boundary, the probability that the predictor is correct is just about 50%, but the probability for being correct increases quickly with the distance from the boundary.
It was found in a previous study of this problem (41) that an SP predictor was more correct when predicting cleavage for oligopeptides with high k cat /K m values than when predicting cleavage with low values. This result was, however, achieved with a very small out-of-sample test; we therefore tested if this was the case for the SP and GSVM predictors when crossvalidation was used on our larger data set. The result, shown in Fig. 5 , was that it is not possible to conclude that a predictor will be more correct for high k cat /K m values than for low k cat /K m values.
Screening potential HIV-1 protease cleavage sites. The present in silico model may perhaps prove useful to screen potential protein substrates, such as Gag and the Gag-Pol polyprotein, for cleavage sites for the HIV-1 protease. However, since the predictors in this study are solely based on how well HIV-1 protease cleaves short peptides and do not take FIG. 4 . The probability for the GSVM and SP predictors to be correct as a function of the distance from the boundary separating cleaved and noncleaved patterns. Negative distance denotes distance on the noncleaved side of the boundary, and positive distance denotes distance on the cleaved side of the boundary. The distance measures produced by the SP predictor and the GSVM predictor have been normalized so that they can be compared to each other. "S&H" denotes that property coding based on the properties "small" and "hydrophobic" was used. into account the complexity of complete proteins, the results of such searches must be interpreted with great caution, because in vivo, the three-dimensional structure of a protein and posttranslational modifications, such as phosphorylation and glycosylation, may interfere and hinder efficient cleavage. The in silico model will therefore predict more cleavage sites than are actually experimentally observed, but it should not fail to predict experimentally observed cleavage sites. This is also what we observed for Gag and Gag-Pol polyproteins. We provide two further illustrations to this: human NDR1 serine/threonine kinase and eukaryotic initiation factor 4 gamma 1 (eIF4GI). An HIV-1 protease cleavage site was recently identified in NDR1 (23) . The sequence is KDWVF/IN YTYKRFEGLTARGAIPSYMKAAK, with "/" denoting the experimentally identified cleavage site. The GSVM model predicts four potential cleavage sites in NDR1 (Table 5 ), but the correct cleavage site is much more certain than the others. The GSVM predictor thus supports the experimentally determined cleavage site for NDR1.
Three HIV-1 protease cleavage sites have been reported for human eIF4GI (49) . These are shown in Table 5 together with the GSVM predictor's opinion for these sites. The GSVM model predicts several potential cleavage sites in eIF4GI but agrees with only one of the experimentally determined sites and, above all, disagrees strongly with one. The cleavage site that the GSVM disagrees strongly with is KIIA/TVLM, which has a small hydrophobic residue at site P 1 and a small nonhydrophobic residue at site P 1Ј . This is different from any previously observed cleavage sites (cf. position property preferences in Table 6 ), which makes it an important site to study further.
Extracting rules from the best predictor. The best predictor, the nonlinear Gaussian SVM, was used to generate specificity rules in the following way: there are 2 16 (65,536) possible property patterns (the "size and hydrophobicity" representation contains 16 bits), which can be processed with the Gaussian SVM predictor in a few seconds. Individual bits, or combinations of bits, were therefore fixed, and the cleavage probability with fixed bits was compared to that without fixed bits. If the conditional probability for cleaving when the bits were fixed was much higher than the probability for cleaving with no fixed bits, that particular set of bits (properties) was deemed important for the cleaving. The results in Tables 6, 7 , and 8, were generated with this method. The property preferences for the eight different sites are listed in Table 6 , the 10 most important single position cleavage/noncleavage rules are listed in Table 7 , and the 20 most important cleavage/noncleavage rules for two positions are listed in Table 8 (similar tables can be generated for more than two positions). The following notation is used for each position: S denotes small, H denotes hydrophobic, andˆdenotes "not." For example, P 1 ϭ (^SH) means that position P 1 is fixed with a nonsmall and hydrophobic residue. The p r value is the ratio between the conditional probability for cleaving, i.e., with the particular motif fixed, and the prior probability for cleaving, i.e., when nothing is fixed. For example, p r ϭ 3.0 for P 1 ϭ (^SH) means that it is three times more likely that a sequence with this motif is predicted to be cleaved than a random sequence. The p c value is the conditional probability for cleaving if the octamer contains the specific motif; e.g., p c ϭ 44.5% for P 1 ϭ (^SH) means that 44.5% of all octamers that contain a nonsmall hydrophobic residue in position P 1 are predicted to be cleaved.
As seen in Table 6 , position P 1 is the most specific: the probability for cleavage is increased threefold if the site is occupied by a nonsmall and hydrophobic residue; all other property combinations in P 1 decrease the probability for cleaving by more than half. The preferred residues in P 2 should be hydrophobic and nonsmall, although size is less important than hydrophobicity. The preferred residues in P 3 should be nonsmall. The preferred residues in P 4 should, on the other hand, be small. Hydrophobicity is unimportant for both P 4 and P 3 . The P 1Ј position should have a hydrophobic residue, large or small, and the P 2Ј position should be occupied by anything but a small and nonhydrophobic residue. The P 3Ј position is similar to position P 3 .
Similar rule tables can also be generated from the SP pre-
Plot showing the probability for the predictors to be correct in their prediction versus the logarithm of the k cat /K m value for the oligopeptide. The error bars (95% confidence intervals) for the point estimates are approximately 10% (left out of the plot for readability reasons). The k cat /K m values for the point estimates were chosen such that roughly the same number of observations was used for each estimate. "S&H" denotes that property coding based on the properties "small" and "hydrophobic" was used. a P(correct) is the estimated probability for the predictor to be correct (cf. Fig. 4 ).
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dictor using the orthogonal representation (41) , and the most prominent motifs are shown in Table 9 for reference. Interdependencies among the P i positions. Ridky et al. (38) reported on observed interdependencies between positions in the substrate and showed that there is a dependency between, e.g., the P 1 and P 3 positions; large residues in both these positions lead to less efficient cleavage than when there is a large residue in only one of the positions. It is difficult to translate this to the GSVM predictor since it does not reflect k cat /K m values (Fig. 5) . However, the nonlinearity of the HIV-1 protease problem, when size and hydrophobicity are used, indicates that there is interaction between positions. This is because when using a binary notation, nonlinearity means having a function of the form "exclusive or" (XOR), which is a Boolean logic function that takes the value as true when either of its two inputs is true but not both. An example of an XOR relationship is if we find that a large residue in position P 1 or a large residue in position P 3 leads to cleavage but that large residues or small residues in both positions lead to no cleavage. Thus, the presence of an XOR relationship means that there is competitive interaction between positions.
The GSVM model was therefore probed for such XOR relations. This was done by selecting two positions, fixing the remaining 14 positions, and computing the cleaving prediction when the two selected positions took the values 00, 01, 10, and 11. If the corresponding cleaving prediction was "not cleaved," "cleaved," "cleaved," and "not cleaved" (or the inverse of this), respectively, then there was an XOR relationship between the selected pair of positions. This was repeated for all possible 2 14 (16,384) values for the remaining 14 positions, counting the relative number of times an XOR relation was encountered, and it was taken as a sign of a strong competitive relationship between the two chosen positions if XOR relations occurred frequently. This was done for all positions and for both size and hydrophobicity properties.
We found that occasional XOR relationships occurred for most pairs of positions regarding residue size; i.e., it was almost always possible to find a certain amino acid sequence for which a pair of amino acids would exhibit XOR behavior with respect to size (or hydrophobicity). When all possible sequences were tested, it was found that pairs that exhibited size-related XOR interaction more often than others (albeit less than 1% of the time) were P 3Ј and P 4Ј , P 1 and P 4Ј , and P 1Ј and P 2Ј . Pairs that exhibited hydrophobicity XOR interaction more often than others (again, less than 1% of the time) were P 3Ј and P 4Ј , P 4 and P 3Ј , P 4 and P 3 , and P 2Ј and P 3Ј . The specific presence of cis or trans position interactions (38) could thus not be inferred from the structure of the GSVM model.
DISCUSSION
We have reapproached the HIV-1 protease specificity problem by compiling a new, extensive collection of published octamers that are cleaved or not cleaved by the HIV-1 protease and have analyzed these data with several popular bioinformatic machine learning algorithms. The new data represent a significant amount of know-how about the HIV-1 protease: it is a summary of published experimental results from different laboratories over the last 15 years. Our aim with this work has been both to build the best predictors for HIV-1 protease specificity and to analyze HIV-1 cleaving characteristics.
It was surprising to find the data set to be linearly separable when sparse orthogonal encoding was used (Fig. 2) . The probability that this would happen by chance is so extremely low that it must say something about how the data were originally collected and/or the biochemistry of the problem. A problem associated with the sampling of cleaved sequences is that they are often collected by slightly varying the amino acid sequence of a known cleavage site and exposing the resulting oligopeptide to HIV-1 protease. The sampling of the cleaved octamer space is thus not especially random, and the variation in the data set is smaller than what the number of observations indicates. On the other hand, this also leads to many of the uncleaved octamers having a high sequence similarity with cleaved octamers, which does not make the problem any simpler. Furthermore, the variation between the HIV-1 cleavage a Conditional probability for the sequence to be cleaved divided by the prior probability. sites is large, and some of the cleaved sequences were collected using a bacteriophage library (3), which corresponds to a random sampling of hexamer space. It is therefore impossible to dismiss the linearity of the problem as an artifact of the data sampling; the linearity must also reflect the biochemistry. A possible interpretation is that the specificity is based on just a few amino acid properties, since few properties mean a low number of possible motifs and hence a higher probability for linear separation when the orthogonal encoding is used. This interpretation is supported by the finding that the cleaved and uncleaved octamers can be separated almost perfectly when only two properties, "small" and "hydrophobic" (or "polar"), are used, indicating that two properties may be sufficient to determine whether a given octamer will be cleaved or not. This is a new finding that, however, agrees well with previous experimental and structural results. An observation in favor of this is the fact that mutations in the HIV-1 protease cleavage sites have a propensity for preserving membership in the groups "small" and "hydrophobic" (or "polar") along with their complements shown in Table 1 (17, 19, 30, 54) . For example, the NC/p1 cleavage site RQAN FLGK often mutates to RQVNFLGK (17, 19, 54) in patients treated with protease inhibitors, and both A (Ala) and V (Val) are small hydrophobic amino acids. Several experimental results also indicate that hydrophobicity and size are important for HIV-1 protease specificity. For instance, work on molecular structure models supports the idea that size determines HIV-1 protease specificity rather than a particular amino acid sequence (35) . It has also been observed that the effect of an HIV-1 protease inhibitor varies significantly with the hydrophobicity and size of the inhibitory molecules (16) .
A major reason why the specificity of HIV-1 protease is interesting is the need to develop efficient protease inhibitors for clinical use. Inhibitors bind at the active site of the protease and compete with natural substrates, and we can compare the rules generated from the Gaussian SVM with current clinically used protease inhibitors. The strongest positive rule in Table 8 states that the protease prefers nonsmall and hydrophobic amino acids on both sides of the scissile bond. Saquinavir, ritonavir, lopinavir, and atazanavir all have bulky and hydrophobic structures in P 1 and P 1Ј . Ritonavir also has Val (V) in the P 2 position, which is consistent with the preference P 2 ϭ (SH). An inconsistency, however, exists for saquinavir, which has the small polar Asn (N) in the P 2 position, which also is in a Conditional probability for the sequence to be cleaved (prior probability for any sequence xxxxxxxx is p c ϭ 11%).
agreement with recent experiments showing Asn at P 2 to be a preferred amino acid for cleavage (1) . The Gaussian SVM says that a small nonhydrophobic residue at P 2 , i.e., P 2 ϭ (S^H), should be negative for cleaving. The Gaussian SVM rules instead indicate that efforts should be spent on designing inhibitors that have a large hydrophobic amino acid in P 1 and a small hydrophobic amino acid in P 1Ј , since this is the second most promoting motif. Our intention is that the specificity rules and the predictors for HIV-1 protease cleavage can be used to guide further research and compare identified cleavage sites with knowledge from previously identified cleavage sites. For instance, information from our previous work on computational prediction of HIV-1 protease cleavage specificity using the smaller data set of 362 peptides (41) was recently used in the identification process of potential protease cleavage sites in the human NDR1 and NDR2 serine/threonine kinases (23) . When the Val-Phe (V-F) residues (P 2 and P 1 sites of the putative proteolysis site) were changed to Lys-Lys (K-K) (amino acids that have a very low probability of cleavage by the HIV-1 protease), mutant NDR1 and NDR2 kinases, in contrast to the corresponding wild-type kinases, were not processed in HIV-1-expressing cells (23) . This is an indication of the predictive value and validity of our in silico model for future in vitro studies on HIV-1 protease. Furthermore, it lends support to the notion that lysine, especially the Lys-Lys motif, may be useful to incorporate in effective peptide-derived protease inhibitors, since it obviously leads to noncleavage of a previously cleavable substrate. In line with this, a recent paper identifies several lysine derivatives as potent HIV protease inhibitors which, because of their high specificity and low cytotoxicity, may be candidates for clinical trials (9) . Interestingly, lysine residues may also be important in blocking viral entry, since a "template-assembled synthetic peptide" in which a lysine-rich decapeptide or hexapeptide, used as a template to covalently anchor five molecules of RPR, KPR, or RPK tripeptides (selected based on the RP dipeptide motif of the third hypervariable region [V3] of the extracellular envelope glycoprotein), gave over 85% inhibition of HIV entry in the human lymphoid CEM cell line, probably by binding to a cell surface component (13) .
It is very interesting that our best predictor disagrees strongly with one of the identified cleavage sites in eIF4GI, indicating that this site (KIIA/TVLM) should be investigated further since it must contain completely new information about HIV-1 specificity.
The two best predictors, the GSVM property-based predictor and the linear simple perceptron with sparse orthogonal coding, will be available on our website (http://www.hh.se/staff /bioinf). The 746-peptide data set will also be available from this website.
