Abstract. We construct a model complete and o-minimal expansion of the field of real numbers in which each real function given on [0, 1] by a series cnx αn with 0 ≤ αn → ∞ and |cn|r αn < ∞ for some r > 1 is definable. This expansion is polynomially bounded.
Introduction
We develop here a new way to prove model completeness and o-minimality of certain expansions of the real field. We apply this to a particular expansion R an * , for which previous methods, from [1] , [3] , [12] , [17] , fail. Inductive arguments using blow-up maps as in Tougeron [15] , [16] are an important ingredient of our approach. Also, ideas of Gabrielov (as expounded in [1] ) are crucial.
Throughout this paper we let m range over N = {0, 1, 2, . . . }, and we let X = (X 1 , . . . , X m ) be a tuple of m distinct indeterminates. We consider formal series It is also easy to see that the primitives of the structure R an as defined in [6] are definable in R an * , so the subsets of R n that are definable in R an are definable in R an * as well. On the other hand, there are many one-variable functions that are definable in R an * , but not in R an . For example, the function
log n : [0, e −2 ] −→ R (where ζ is the Riemann zeta function) is definable in R an * , but not in R an , in fact, not even in R an,exp . (See corollary 5.14 in [7] .) Here is our main result.
Theorem A. The expansion R an * is model complete and o-minimal.
We have set up this article so that much of it will be useful also in a planned sequel, where we construct other model complete and o-minimal expansions of the real field. One such expansion, worked out in the second author's doctoral thesis, is more closely related to the material in [15] .
Sections 2 and 3 are of a very general nature. In section 2 we develop a geometric test for model completeness and o-minimality of expansions of the real field. Section 3 elaborates on cell decomposition, as needed later. In sections 4, 5 and 6 we consider in detail the power series rings mentioned above, establishing, among other things, Weierstrass preparation, and study a variant of the blow-up substitutions used by Tougeron [15] in his treatment of semianalytic sets with "Gevrey condition on the boundary". In section 7 we introduce the generalized semianalytic sets described locally by equations and inequalities between the power series above. In section 8 we establish Theorem A. In its proof we use inductive arguments inspired by [15] to establish the so-called "Gabrielov property" of section 2 for our generalized semianalytic sets, which allows us to draw the desired conclusion. In section 9 we obtain, by similar inductive arguments, Theorem B. Let > 0 and let f : (0, ) −→ R be definable in R an * . Then there is a series F (X) ∈ R{X * } δ for some δ ∈ (0, ), where X is a single variable, and there is a (possibly negative) real number r such that f (x) = x r F (x) for x ∈ (0, δ).
It follows that R an * is polynomially bounded. The o-minimality and polynomial boundedness of an expansion of the real field carries numerous topological and analytic-geometric consequences with it, such as Lojasiewicz inequalities; see [8] .
We finish this introduction with some terminological conventions, in particular concerning manifolds and dimension, that are in force throughout this paper. For any set S we write |S| for the cardinality of S.
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All rings are assumed to be commutative with 1 = 0. A normed ring is a ring A equipped with a norm | · | : A −→ [0, ∞), i.e. for all x, y ∈ A:
1. |x| = 0 if and only if x = 0; 2. |x + y| ≤ |x| + |y|; 3. |xy| ≤ |x||y|, hence |1| ≤ 1.
Given m ≤ n, we denote by Π n m : R n −→ R m the projection on the first m coordinates. More generally, if λ ∈ {1, . . . , n} m is a strictly increasing sequence, we let Π n λ : R n −→ R m be the projection defined by Π λ (x 1 , . . . , x n ) = (x λ (1) , . . . , x λ(m) ). If n is clear from context (as is usually the case), we just write Π m and Π λ respectively.
Given a subset A of a topological space S, we let cl(A), int(A) and fr A := cl(A) \ A denote the closure, interior and frontier of A in S respectively, if the ambient space S is clear from context. If f, g : A −→ R ∪ {−∞, +∞} are two functions, we write f < g if f (x) < g(x) for all x ∈ A; in that case we put (f, g) := {(x, t) ∈ A × R : f (x) < t < g(x)}.
A manifold M is always a nonempty embedded (not just immersed) analytic submanifold of R k (for some k depending on M ) everywhere of the same dimension dim(M ). We identify the tangent space T x M of M at a point x ∈ M in the usual way with a linear subspace of the ambient space R k (of dimension dim(M )). Note that if M is a manifold in R k , then M is locally closed; hence fr M is closed. In order to facilitate arguments by "induction on dimension" it will be convenient to say that a set S ⊆ R k has dimension if S is a countable union of manifolds; in that case we put dim(S) := max {dim(M ) : M ⊆ S is a manifold} for nonempty S, and dim(∅) := −∞. If S happens also to be a manifold, then this agrees with the dimension of S as a manifold. This notion of dimension is a bit ad hoc, tied as it is to the notion of manifold, but it has some useful properties:
and there is a strictly increasing sequence λ ∈ {1, . . . , m}
Remarks.
(1) In (G2) the sequence λ and the natural number d may depend of course on i.
(2) In the situation of Gabrielov's Theorem of the Complement one has Λ n = {A ⊆ R n : A is bounded and semianalytic in R n }, and each A ∈ Λ n has the Λ-Gabrielov property, with q i = 0, B i ⊆ A and fr B i = D i a Λ-set for all i in the definition above. Because of our later use of "blowing up" it is crucial for us to allow q i > 0, and to allow D i to be a sub-Λ-set.
Let
From now on in this section we assume Λ = (Λ n ) n∈N , where each Λ n is a collection of subsets of I n such that for every A, B ∈ Λ n : (I) ∅ and I n belong to Λ n , and for each pair (i, j) with 1 ≤ i < j ≤ n the diagonal ∆ ij = {x ∈ I n : x i = x j } belongs to Λ n , along with its complement (∆ ij ) c ; (II) A ∪ B, A ∩ B ∈ Λ n ; (III) I × A and A × I belong to Λ n+1 ; (IV) A has the Λ-Gabrielov property. 
Remark. Axioms (I)-(III) imply that if
Proof. For simplicity of notation assume λ(1) = 1, . . . , λ(d) = d, and write E x for the fiber 
2.6 Remark. Note that 2.4 and 2.5 go through for I any nonempty set equipped with a collection Λ n of subsets of I n , for each n ∈ N, such that axioms (I),(II) and (III) hold. The next result is a basic tool for proving model completeness and o-minimality theorems in this paper and its sequel. Here axiom (IV) comes into play.
Theorem of the Complement. If
Remark. In the proof of the "theorem of the complement" we will use the following easy consequences of axiom (IV) for an arbitrary sub-Λ-set E ⊆ I m :
1. E has only finitely many (connected) components, and each component of E is a sub-Λ-set in I m ; 2. E has dimension.
To see this, write E = Π m (A) with A ∈ Λ n , n ≥ m. By axiom (IV), and using the notation of 2.1, each connected component of E is a union of sets Π n+qi m
Hence E has only finitely many connected components, and each component of E is a sub-Λ-set. Property (2) follows in the same way, taking into account the remarks made on dimension at the end of the introduction.
Proof of the theorem of the complement. By induction on m; the case m = 0 is clear.
Let m > 0 and assume that the theorem holds for sub-Λ-sets in I d , for all d < m. Let E be a sub-Λ-set in I m . To show that E c is a sub-Λ-set we may reduce by axiom (IV) to the case that E = Π m (B) for some connected sub-Λ-manifold B ⊆ R n , where m ≤ n and B has the following properties:
2. dim(B) = d ≤ m, and there is a strictly increasing λ ∈ {1, . . . , m}
Case 1: d < m. In this case we first establish
The left inequality is obvious. For the right inequality, put
Since said map is both proper and a local homeomorphism, it is a topological covering map, and hence |B x | takes a constant finite value on each component of G c (see for example [9] , 4.22). By the inductive assumption G c is a sub-Λ-set; hence G c has only finitely many connected components. So there is M ∈ N such that |B x | ≤ M for all x ∈ G c . This proves the claim. Now it follows immediately from lemma (2.5) and the claim above that E c is a sub-Λ-set. 
Proof. Let Σ n be the collection of all sets A ⊆ R n such that τ n (A) is a sub-Λ-set in I n . Let (R,Σ) be the structure with underlying set R and an n-ary relation symbol for each set A ∈ Σ n , n ∈ N. The previous corollary and the fact that τ n • Π n+1 n = Π n • τ n+1 for all n implies that any set A ⊆ R n that is definable in (R, Σ) actually belongs to Σ n .
A routine argument using the hypothesis of this corollary shows that the graphs of addition and multiplication belong to Σ 3 . Hence all primitives of R Λ are definable in (R, Σ). Conversely, the sets in Σ n are clearly existentially definable in R Λ . The model completeness of R Λ follows. Since sub-Λ-sets have only finitely many connected components, the o-minimality of R Λ follows as well.
2.10
Remark. This section goes through unchanged if by "manifold" we mean "nonempty embedded C 1 submanifold of R k (for some k) everywhere of the same dimension", and we correspondingly extend the notion of "dimension" to subsets of R k that are countable unions of such manifolds, as in "Notations and Conventions".
Cell Decomposition
In this section we elaborate on a result from [11] on "relatively semialgebraic" sets. We also refer to the exposition in ch. 2 of [5] .
3.1.
Let S be a nonempty topological space. Let E be a ring of continuous functions φ : S −→ R, the ring operations being pointwise addition and multiplication, with the identity the function on S which takes the constant value 1. Call A ⊆ S an E-set if A is a finite union of sets of the form
with φ, ψ 1 , . . . , ψ k ∈ E. The E-sets form a Boolean algebra of subsets of S. 
Cell Decomposition
for a suitable sign condition : {1, . . . , N} −→ {−1, 0, 1};
where is the corresponding sign condition from Part 1.
Proof. Following the proofs in [5] , ch. 2, we obtain a partition S = S 1 ∪ · · · ∪ S k for which the statement of the theorem holds with the possible exception of property (2) . Note that property (1) implies that for g as in (2) we have
To obtain property (2), we will refine the partition {S 1 , . . . , S k }; this will not affect (1) and (3) . To find such a refinement, we apply conclusion (1) of the theorem to the list
gives a finite partition of S into E-sets that refines the partition {S 1 , . . . , S k }. Let C be a connected component of some element of this refinement, and let C be the (unique) connected component of one of S 1 , . . . , S k such that C ⊆ C. If g is the product of all those f i that are not identically zero on C × R, and if ξ is the restriction of one of the ξ C,j to C , then clearly g is identically zero on Γ(ξ); but also ξ is one of the functions ξ C ,j obtained from the theorem applied to g 1 , . . . , g M , and hence every partial ∂ ν g/∂T ν has constant sign on Γ(ξ). Moreover, the number of zeros of g(x, T ) is constant and finite as x ranges over C . Hence some 
Generalized Power Series

4.1.
We denote by X * the multiplicative monoid whose elements are the monomials 
1. S min := {α ∈ S : α is a minimal element of S} is finite, and each element α ∈ S is ≥ some element of S min . 2. The set {|α| : α ∈ S} is a well ordered subset of [0, ∞), and for every t ∈ [0, ∞) the set S(t) := {α ∈ S : |α| = t} is finite. (2) is not well ordered. Take a sequence {α
. By the same argument as in (1) we may pass to a subsequence and reduce to the case that α 0 ≤ α 1 ≤ α 2 ≤ . . . , contradiction. In the same way one proves the second statement of (2).
then so are S ∪ T and Σ(S).
Proof. This is easily reduced to the case m = 1, for which the lemma is well known (see e.g. [10] ).
Let A be a ring; then
is by definition the set of power series in X * over A. Its elements are the formal sums
where α ranges over [0, ∞) m , the coefficients f α belong to A, and 
The order of f is the element of [0, ∞] defined as follows: 
LOU VAN DEN DRIES AND PATRICK SPEISSEGGER
(Note that if J is finite these conditions are automatically satisfied.) We may then clearly consider the (potentially infinite) sum j∈J f j as a well defined element of
In the following we shall frequently use such infinite sums, and the obvious rules for manipulating them. Note that with this notation f α X α has acquired a new meaning (sum of the family f α X α indexed by α ∈ [0, ∞) m ), but this new meaning agrees of course with the given one: f (X) = f α X α . We can also write f (X) = f α X α as the sum of its homogeneous parts:
α the homogeneous part of degree r of f . Note that by lemma 4.2 each f (r) is actually a polynomial in X * .
Lemma
n is well defined, and clearly 1 = ( 
4.9.
Blow-up height. Assume m ≥ 2. Given distinct i, j ∈ {1, . . . , m} and γ > 0, we define an injective monoid homomorphism s
We call s γ ij a singular blow-up substitution on X. We now assign to every pair of monomials
is clear from context, as follows:
Special case: gcd(X α , X β ) = 1. We let a := |{i ∈ {1, . . . , m} : α i = 0}| and b := |{j ∈ {1, . . . , m} : β j = 0}|, and we put
General case. This is reduced to the special case by setting
4.10 Lemma.
Proof. (1), (2) and (3) are easy, so we prove (4).
. Using the notation of 4.9 above, we assume first that gcd(X α , X β ) = 1 with X α = 1 and X β = 1. Take i, j ∈ {1, . . . , m} with α i = 0 and
ji . In the general case, take distinct i, j ∈ {1, . . . , m} and γ > 0 such that
where
ji is again similar.
Next we consider a finite collection
We associate to G the pair b X (G) = (p, q) ∈ N 2 defined as follows: if there are pairs 
Lemma
For (2), let b(G) = (p, q) with p ∈ N − {0}, and consider monomials X α , X β ∈ G for which b(X α , X β ) = q. By (4) of the previous lemma, we get γ > 0 and distinct i, j ∈ {1, . . . , m} such that
Then it follows from (2) of the previous lemma that 
Proof. For (1), using the previous lemma we get γ > 0 and distinct i, j ∈ {1, . . . , m} 
This identification will often be made without further comment. Note that this homomorphism is not surjective in general: with m, n > 0, the series
. We shall also be working with the subring 
Weierstrass Division and Preparation. Let n > 0 and let
f ∈ A[[X * , Y ]] be regular in Y n of order d.
There is for each
g ∈ A[[X * , Y ]] a unique pair (Q, R) with Q ∈ A[[X * , Y ]] and R ∈ A[[X * , Y ]][Y n ], such that g = Qf + R and deg Yn (R) < d.
f factors uniquely as
Proof.
(1) The proof below is adapted from [2] . Writing
Then
So, replacing f by u −1 f , we may as well assume that
is the ideal of power series of order ≥ δ.
To see this, write
holds for this choice of Q, R and L(G).
We now proceed with the proof of the existence part. Given g, we apply the
. . :
. .
. . 
it is clearly enough to show that supp (Q) and supp (R) are good subsets of
This is trivial for l = 0. If l > 0 and the claim holds for l − 1 in place of l, then
and hence supp (
Therefore also supp (
which together with lemma 4. 
and f d is a unit, it follows that q k ∈ M l+1 . The index k was arbitrary, so we have shown that
, and r = r 0 + 
] and a polyradius r we define
We then have, for f, g ∈ A[[X * ]] and polyradii r, s: 
We now define A{X
α } k∈N is a Cauchy sequence in A{X * } r , then {f k,α } k∈N is a Cauchy sequence in A for each α. If moreover lim k→∞ f k,α = f α ∈ A for every α, we say that the sequence {f k } has formal limit f (X) = f α X α . The trouble is that supp(f ) need not be a good subset of [0, ∞) m any more: take for instance A = R, m = 1 and f k (X) = k l=1 
Proof. Writing f (X) = f α X α , we have to show that f ∈ A{X * } r and that f k → f in the normed ring A{X * } r . Let > 0 and take M = M( ) so large that f k − f l r < for all k, l > M . Then we have, for k, l > M and any finite subset I ⊆ supp(f ),
Fixing I and k and letting l → ∞ in this inequality gives α∈I |f α − f k,α |r α ≤ , and fixing k and increasing I gives f − f k r ≤ , for each k > M. Hence f r ≤ f −f k r + f k r < ∞, so f ∈ A{X * } r and f k → f in the normed ring A{X * } r .
Lemma
Proof. It suffices to show that lim r→0 f −f (0) r = 0, so replacing f by f −f (0) we may as well assume that f (0) = 0. Take s such that f s < ∞, and fix > 0. Let I ⊆ supp(f ) be finite such that α / ∈I |f α |s α < /2, and let ρ ≤ s be a polyradius such that α∈I |f α |ρ α < /2. Then for every r ≤ ρ,
Since was arbitrary, this proves the lemma. 
(1) The necessity is clear. Suppose then f (0) = 0 and write
. Take r small enough so that g r < 1 (possible by lemma 5.5). Then for every n ∈ N, 
5.7.
Given any family {a j } j∈J of elements of A, there is at most one element a ∈ A such that for each > 0 there is a finite subset I( ) ⊆ J with | j∈I a j − a| < for all finite sets I ⊆ J that contain I( ). If a ∈ A has this property, we say that j∈J a j exists in A and define j∈J a j := a. Note that j∈J a j certainly exists in A if A is complete and j∈J |a j | < ∞. (One checks easily that in that case a j = 0 for only countably many j ∈ J.)
We now modify 4.6 as follows: let J be any index set and assume that Then
, and one easily checks that f j r ≤ f j r . Suppose now that f j r < ∞; then our formal power series f j actually belongs to A{X * } r . One checks easily that then f j is also the sum of the family {f j } j∈J in the sense of the normed ring A{X * } r .
Substitutions.
A permutation σ of the set {1, . . . , m} induces a monoid isomorphism σ :
We usually write σf for σ(f ), where
. Also corresponding to σ we define a map σ : r = (r 1 , . . . , r m ) the case n = 0 applies, so that σ(r) = (r σ(1) , . . . , r σ(m) 
. , x σ(m) , y). (For a polyradius
We define the corresponding map s (For a polyradius r = (r 1 , . . . , r m ) the case n = 0 applies, so that s 
On the other hand, considering To simplify notation we assume that n = 0; the case n > 0 is similar. Write f (X) = f α X α ; then, withr < r, 
The assertion about ∂f /∂Y j is proved in the same way.
Remark. For later use in section 9 we consider here more closely the case m = 1, n = 0. Let ∂ := ∂ 1 . The proof of (3) above shows that then ∂f r ≤ C f r , where we can take C := |s log s| −1 with s := |r/r|, since 
s log s ), and taking r 1 , ∂f and ∂ 2 f in place of r, f and ∂f respectively, we get
Weierstrass Preparation. Let n > 0, and let
f ∈ A{X * , Y } be regular in Y n of order d. 1. There is for each g ∈ A{X * , Y } a unique pair (Q, R) with Q ∈ A{X * , Y } and R ∈ A{X * , Y }[Y n ], such that g = Qf + R and deg Yn (R) < d.
f factors uniquely as
We use the same notations as in the proof of (1) in Theorem 4.17. Choose s > 0 so that
and put := F s s −d n < 1. Writing N = M ∩ A{X * , Y } and making s smaller if necessary, we may assume that G in the claim of the proof of (1) of Theorem 4.17 is in N l {Y n } s , so
by the definition of and the estimate on Q s . Applying these norm estimates successively, we get
(2) follows from the proof of (2) of theorem 4.17 and from (1) above.
The Real Case
From now on we are only interested in the case A = R, with the norm on R given by the usual absolute value. Note that Corollary 5.6 implies that R{X * } is a local ring with maximal ideal {f ∈ R{X * } : f (0) = 0}, and if m = 1, then R{X * } is a valuation ring. where P is a nonzero polynomial in c 1 , . . . , c n−1 depending only on f (not on c 1 , . . . , c n−1 ). In summary we get
Let
f = f β (X)Y β ∈ R{X * , Y }, f = 0, n > 0. Assume there is a monomial X ρ ∈ X * such that f (X, Y ) = X ρ F (X, Y ) with F = F β (X)Y β ∈ R{X * , Y } and:= g(X, θ(Y )) for g ∈ R{X * , Y }. Then θF (0, 0, Y n ) = F (0, c 1 Y n , . . . , c n−1 Y n , Y n ) = P (c 1 , . . . , c n−1 )Y d n + terms of higher degree in Y n ,Lemma. Let f 1 , . . . , f l ∈ R{X * , Y }\{0} be such that each f i (X, Y ) = X ρi F i (X, Y ) for some suitable ρ i ∈ [0, ∞) m and F i ∈ R{X * , Y } satisfying F i (0, Y ) = 0. Then there are infinitely many linear transformations θ(Y ) = (Y 1 + c 1 Y n , . . . , Y n−1 + c n−1 Y n , Y n ) with (c 1 , . . . , c n−1 ) ∈ R n−1 such that θf i (X, Y ) = X ρi G i (X, Y ) with each G i ∈ R{X * , Y } regular in Y n for i = 1, . . . , l.
6.2.
Given a polyradius ρ = (ρ 1 , . . . , ρ m+n ), we put 
Lemma. Let f, g ∈ R{X
* , Y } ρ . Then is either a permutation of {1, . . . , m} or a singular blow-up substitution on X * with m ≥ 2, andρ is a polyradius with φ(ρ) ≤ ρ, then (φf )ρ(x, y) = f ρ (φ(x), y) for all (x, y) ∈ I m,n,ρ ;  3. if g = (g 1 , . . . , g n ) ∈ R{Z} n t , where g 1 (0) = · · · = g n (0) = 0 and t = (t 1 , . . . , t l ) is a polyradius with g j t ≤ ρ m+j for j = 1, . . . , n, then with
Proof. These statements are obvious if f and g have finite support; hence by 6.2 they follow for general f and g. 
Lemma. The map
Next we note that
for some positive C = C(λ, τ m ) that is independent of t ≥ 0.
( †) (To see this, factor out λ t and put x := τ m /λ, so that the problem is reduced to estimating
One now easily checks that the power series r(f ) has the desired properties. The proof of the previous lemma with γ = 0 gives the following.
6.6 Lemma.
Clearly the series t(f ) (in both (1) and (2) above) is independent of the choice of τ . Applying this lemma repeatedly and permuting some variables if necessary, we obtain: = (τ 1 , . . . , τ m +n ) be a polyradius such that
(Hence a + σ(z) ∈ I m,n,ρ for z ∈ I m ,n ,τ .) Then there is a unique power series
for every z ∈ I m ,n ,τ . In particular, f ρ is analytic on int(I m,n,ρ ).
Generalized Semianalytic Sets
Given a polyradius ρ = (ρ 1 , . . . , ρ m+n ), recall that
We also write I m,n, for I m,n,( ,..., ) , for positive real .
7.1 Definition. We let R m,n,ρ be the set of all functions
Note that the R m,n,ρ -sets form a Boolean algebra of subsets of I m,n,ρ . = (a 1 , . . . , a m+n ) ∈ R m+n and a choice of signs σ ∈ {−1, 1} m , we let h a,σ : R m+n −→ R m+n be the bijection given by
Definition. Given a point a
Note that if A, B ⊆ R m+n are R m,n -semianalytic at a, then so are A ∪ B, A ∩ B and A \ B. The maps h a,σ (a ∈ R m+n , σ ∈ {−1, 1} m ) form a group of permutations of R m+n . Using this fact, it is easy to check that if A ⊆ R m+n is R m,n -semianalytic, then each set h a,σ (A) is also R m,n -semianalytic, and that for each λ ∈ (R\{0}) m+n the set E λ (A) is R m,n -semianalytic, where E λ : R m+n −→ R m+n is given by E λ (z) = (λ 1 z 1 , . . . , λ m+n z m+n ) . Furthermore, if A ⊆ R m+n is semianalytic at a, then A is R m,n -semianalytic at a. Finally, it follows from the definition above that each bounded R m,n -semianalytic set is quantifier-free definable in R an * . Below we write 0 for the point (0, . . . , 0) ∈ R m+n .
(1) Clearly we may assume that A is a basic R m,n,ρ -set. Let > 0 be such
For σ ∈ {−1, 1} m we define
Then each A σ is a (basic) R m,n, -set, and since A ∩ h 0,σ (I m,n, ) = h 0,σ (A σ ) for each σ, the first statement is proved.
(2) Let σ ∈ {−1, 1} m+1 and write σ = (σ 1 , . . . , σ m ). Then there is an R m,n, -set A σ for some > 0, such that A ∩ h 0,σ (I m,n, ) = h 0,σ (A σ ). Let the variables x, t, z range over R m , R and R n−1 , respectively. Now note that I m,n, ⊇ I m+1,n−1, and {f | Im+1,n−1, : f ∈ R m,n, } ⊆ R m+1,n−1, , so the set
(3) This is an easy consequence of (2) . (4) follows from Lemma 5.9, part (1), and Lemma 6.3, part (2).
Lemma. Every
Proof. We may assume that A is a basic R m,n,ρ -set, so there are f, g 1 , . . . , g k ∈ R{X * , Y }ρ for some polyradiusρ > ρ such that
Fix a ∈ R m+n . We will show that A is R m,n -semianalytic at a. If a / ∈ I m,n,ρ this is clear. Suppose that a ∈ I m,n,ρ . By adding suitable equalities z i = ±ρ i and inequalities −ρ i < z i < ρ i to the description of A, and then increasing ρ (which is possible becauseρ > ρ), we reduce to the case where |a i | < ρ i for i = 1, . . . , m + n.
LetÃ := A − a, the translate of A by −a. It is clear from Definition 7.2 that A is R m,n -semianalytic at a if and only ifÃ is R m,n -semianalytic at 0.
We now apply Corollary 6.7 to the functions describing A. Let σ be the permutation of {1, . . . , m} obtained from 6.7; by Lemma 7.3, part (4), it is enough to show that σ −1 (Ã) is R m,n -semianalytic at 0. By 6.7 there are natural numbers m ≤ m and n with m + n = m + n and power series T a f, T a g 1 , . . . , T a g k defining functions in R m ,n ,τ for some polyradius τ = (τ 1 , . . . , τ m +n ) , such that
Hence σ −1 (Ã) ∩ I m ,n ,τ is a basic R m ,n ,τ -set. Together with Lemma 7.3, parts (1) and (2), and the fact that
this implies that σ −1 (Ã) is R m,n -semianalytic at 0.
The Main Theorem
8.1.
For p ∈ N we put, with I = [−1, 1],
The system (Λ p ) is easily seen to satisfy axioms (I)-(III) of section 2; in the following we verify axiom (IV) (see Corollary 8.15): every Λ-set has the Λ-Gabrielov property.
8.2.
In this section it is convenient to work with a more general notion of dimension than the one given in the introduction. We call M ⊆ R We then have (by a Baire category argument as in [4] ): if S = i∈N S i and each S i has dimension, then S has dimension and dim(S) = max{dim(S i ) : i ∈ N}. It follows easily that if S has dimension in the sense of the introduction, then S has dimension in the present sense, and the two dimensions of S agree. This extended notion of dimension is only a temporary convenience; once we have shown in 8.9 that the sets we are dealing with are finite unions of manifolds, these sets, whose dimension was up to then taken in the extended sense, have dimension in the original sense. 
for some δ > . For f-admissible > 0, S ⊆ I m,n, and a sign condition σ ∈ {−1, 0, 1} µ we let
Finally, we put
We can now state a key result. 
and
is the disjoint union of the sets B U (f , (σ, −1)), B U (f , (σ, 0)) and B U (f , (σ, 1)). Therefore, in the attempt to establish 8.4, there is no harm in replacing f by a suitable longer list, and below we will tacitly use this device.
We first establish two lemmas needed in the inductive proof of 8.4. 
is an analytic isomorphism, and fr M is an R m ,n ,ρ -set that has dimension with dim(fr M ) < dim(M ).
We will show that the (m, n)-corner U := V × (− , ) has property ( * ). Note that it is enough to prove ( * ) with (S j ∩ V ) × (− , ) in place of U for each S j as above, so from now on we fix such an S j . Similarly, it is enough to prove ( * ) with (Π m,n−1 
Claim. N is a connected
is an analytic isomorphism, and fr N is an R m +1,n ,ρ -set that has dimension with dim(fr N ) < dim(N ).
In view of ( ) and Π m,n (N ) = φ(Π m,n (M )) the proof of this claim will finish the proof of case (ii) of Lemma 8.6.
Proof of the claim. It is easy to see that N is a manifold and that the map θ : First we assume that b = (0, 0), and we distinguish two cases depending on the value of n. Recall that b = (0, 0) means that there are
with 
µ is a sign condition) is either empty or equal to U , so it obviously has the desired properties.
Case 2: n > 0. By ( ) and 6.1 there is a linear transformation
Assume for the moment that 8. We may therefore assume that each f i is regular in Y n . Applying Weierstrass Preparation 5.10 to each f i and decreasing if necessary, we obtain
with each U i ∈ R{X * , Y } having no zeros in I m,n, , and each W i a monic polynomial in Y n with coefficients in R{X * , Y } , for some > . Clearly we may even replace f i by W i , so that each f i is actually a monic polynomial in Y n with coefficients in R{X * , Y } . We now use the inductive hypothesis to apply Lemma 8.5 to f , thereby proving case 2. 
The problem now is that
The same argument for s ∞ gives τ > 0 such that the set We now claim that ( * * ) holds for U P in place of U (we will be done once this claim is established). To see why this claim holds, let σ ∈ {−1, 0, 1} µ and letM 1 , . . . ,M k be the manifolds for which B U (f, σ) = Π m−p,n (M 1 ) ∪ · · · ∪ Π m−p,n (M k ), and which have the other properties required in ( * ) forf in place of f . In particular, each M i is clearly a connected R mi,ni,ρ (i) -manifold in R mi+ni with m i ≥ m − p and n i ≥ n and some polyradius ρ (i) (here we use 7.4). One checks easily that then each M i := {0 p } ×M i ⊆ R mi+p+ni is a connected R mi+p,ni -manifold, that
and that the M i 's have the other properties required to make ( * * ) hold for U P in place of U . Proof. By the definition of "R m,n -semianalytic" and the previous lemma the corollary holds locally at each point of R m+n , and hence the boundedness of A implies that it holds globally.
8.10
Remark. Corollary 8.9 implies that every bounded R m,n -semianalytic set has dimension not only in the sense of 8.2, but even in the sense of the introduction. For sequences ι, κ as above, put ι 0 := 0, κ 0 := 0, and let µ ∈ {0, . . . , µ} and ν ∈ {0, . . . , ν} be maximal with ι µ ≤ k and κ ν ≤ l respectively. (We do not explicitly indicate the dependence of µ and ν on k and l, as it will be clear from the context.) If we assume that M = M ι,κ and that Π k,l | M has constant rank µ +ν ,
