Abstract. For sharp quantum observables the following facts hold: (i) if we have a collection of sharp observables and each pair of them is jointly measurable, then they are jointly measurable all together; (ii) if two sharp observables are jointly measurable, then their joint observable is unique and it gives the greatest lower bound for the effects corresponding to the observables; (iii) if we have two sharp observables and their every possible two outcome partitionings are jointly measurable, then the observables themselves are jointly measurable. We show that, in general, these properties do not hold. Also some possible candidates which would accompany joint measurability and generalize these apparently useful properties are discussed.
Introduction
The fact that not all pairs of quantum observables are jointly measurable is usually mentioned as one of the characteristic features of quantum mechanics. Joint measurability means that measurements of two given observables can be interpreted as originating in a measurement of a single (joint) observable. Joint (non-)measurability is hence related to the limitations of measuring and manipulating quantum objects.
Traditionally, joint measurability was taken to be synonym for commutativity. This is indeed the case if observables are represented solely by selfadjoint operators. However, nowadays it is recognized that the correct mathematical representation for quantum observables is given by positive operator valued measures [11] , [4] , and selfadjoint operators correspond only to a specific class of ideal observables (here called sharp observables). This generalization leads to the conclusion that commutativity is only a limited criterion for joint measurability in this more general setting [13] , [12] . Namely, commutative observables are jointly measurable but the converse need not be true.
There are numerous studies on joint measurements of some special collections of observables, the most prominent cases being the positionmomentum pair and spin observables along different axes. In these notes we are interested in the general features of joint measurability rather than any special case. However, the conclusions we obtain are based on recent progress in the above mentioned examples.
Unlike in the case of sharp observables (projection valued measures or equivalently selfadjoint operators), there is no general theory for joint measurability of general observables (positive operator valued measures). Two sharp observables are jointly measurable if and only if they commute, but this kind of a simple criterion is not known for general observables.
For sharp observables the following facts hold: (i) if we have a collection of sharp observables and each pair of them is jointly measurable, then they are jointly measurable all together; (ii) if two sharp observables are jointly measurable, then their joint observable is unique and it gives the greatest lower bound for the effects corresponding to the observables; (iii) if we have two sharp observables and their every possible two outcome partitionings are jointly measurable, then the observables themselves are jointly measurable.
These properties are often useful. Namely, property (i) implies that to test the joint measurability of a collection of observables, it would be enough to test them pairwisely. Property (ii) simplifies the problem by fixing the form of a joint observable, while property (iii) implies that joint measurability of two observables reduces to joint measurability of certain two outcome observables.
In Sections 2-3 we first define the needed notions and then provide some examples. We then study the properties (i)-(iii) (in Sections 4-6, respectively) and we show that, in general, they do not hold. We, however, also suggest some possible candidates which would accompany joint measurability and replace the apparently useful properties (i)-(iii). We note that this work is not intended to give the final answers in these issues but to provoke further investigations.
Joint measurability of quantum observables
Let H be a complex separable Hilbert space and L(H) the set of bounded operators on H. A positive operator ̺ ∈ L(H) having trace one is called a state and we denote by S(H) the set of all states. A positive operator A bounded from above by the unity operator I is called an effect and the set of all effects is denoted by E(H). We say that the null operator O and the unity operator I are trivial effects.
Definition 1.
Let Ω be a nonempty set and F a σ-algebra 1 of subsets of Ω. A mapping A : F → E(H) is an observable if the set function
is a probability measure for all unit vectors ψ ∈ H. The measurable space (Ω, F ) is called an outcome space of A.
For an observable A : F → E(H) and a state ̺ ∈ S(H), we denote by p is a probability measure. The number p A ̺ (X) is interpreted as the probability of getting measurement outcome x belonging to X, when the system is in the state ̺ and the observable A is measured.
As a short-hand notation, we denote A(x) ≡ A({x}) for x ∈ Ω. If the set Ω is countable, then the collection of effects A(x), x ∈ Ω, determines the observable A. Namely, for any X ⊆ Ω, we have
In particular, the normalization condition A(Ω) = I reads x∈Ω A(x) = I.
For σ-algebras F 1 , F 2 , . . . , F n , we denote by F 1 ⊗ F 2 ⊗ · · · ⊗ F n the product σ-algebra, generated by the sets of the form X 1 ×X 2 ×· · ·×X n , X j ∈ F j . Definition 2. Observables A 1 , A 2 , . . . , A n are jointly measurable if there exists an observable G, defined on the outcome space (
To illustrate the definition of joint measurability, let A and B be two observables with finite outcome spaces Ω A = {x 1 , x 2 , . . . , x n } and Ω B = {y 1 , y 2 , . . . , y m }, respectively. The condition for joint measurability of A and B is the existence of such G defined on the outcome space Ω A × Ω B , for which
If observable A has projections as its values (i.e. A(X) 
where σ ≡ (σ 1 , σ 2 , σ 3 ) is the triplet of Pauli matrices. Such operator A(α, a) is an effect if and only if
and a nontrivial projection if and only if
We denote by E α,a the simple qubit observable corresponding to an effect A(α, a). The labeling of the measurement outcomes of E α,a is irrelevant for joint measurability questions, but for convenience we fix the outcomes to be 0 and 1, so that E α,a is defined as
In Proposition 1 we summarize some known results on joint measurability of two simple qubit observables which we will use later.
Proposition 1. Let E
α,a and E β,b be two qubit observables. 
• ( 
All these cases follow from a general theorem, proved recently in different forms in [7, 17, 18] .
A joint observable G for observables E α,a and E β,b , if it exists, is a four outcome observable, and Eq. (1) in this case reads
From these equations and the normalization condition follows that G is determined by just one effect, say G(1, 1). All other effects forming G are determined by this effect and the observables E α,a and E β,b . Effect G(1, 1) is of the form given by Eq. (2), hence G(1, 1) =
4 . The requirement that the other three operators G(1, 0), G(0, 1) and G(0, 0) are actually effects leads then to constrains for the parameters γ and g. Inspection of these constrains gives the results cited in Proposition 1.
In Proposition 2 we combine the results of Busch [3] and Andersson et al. [2] concerning the joint measurability of three simple qubit observables. 
Proposition 2. Let a, b, c be three orthogonal vectors and
3.2. Position and momentum observables. Let us consider the usual position and momentum observables Q and P of a free spin-0 particle moving in one dimension. The outcome space for both of these observables is the Borel σ-algebra B(R). The Hilbert space for this system is L 2 (R), the space of square integrable functions. For a pure state ̺ = |ψ ψ|, the corresponding probability measures are
2 dp , whereψ is the Fourier transform of ψ.
The observables Q and P are sharp and they do not commute. Therefore, there is no joint observable for Q and P. It was pointed out by Davies [9] and Ali & Prukovecki [1] that there exist observables Q µ and P ν which can be considered as approximate versions of Q and P, respectively, and which have a joint observable. Here we shortly recall this example; for more details, we refer to [5] and references given therein.
For a probability measure µ on R, we define observable Q µ by formula
The observable P ν is defined in a similar way using the canonical momentum observable P and a probability measure ν.
If the probability measures µ and ν are properly chosen, then Q µ and P ν have a joint observable. The characterization of jointly measurable pairs of Q µ and P ν was completed by Carmeli et al. [8] and we summarize it in the following proposition. 
Here Π : H → H is the parity operator Πψ(x) = ψ(−x).
For instance, if the operator T in Proposition 3 is a one-dimensional projection T = |φ φ|, then the condition (10) reads
Let Q µ and P ν be a jointly measurable pair of a position and momentum observable and let T be an operator satisfying conditions of Proposition 3. A joint observable G T for Q µ and P ν is then given by formula
where U qp is the unitary operator defined by U qp ψ(x) = e ipx ψ(x − q). 
Pairwise joint measurability
In this section we study a question whether for a set of observables, the existence of a joint observable of the whole set is equivalent to the existence of joint observables for all pairs of observables from the set -a fact that holds for sharp observables. Proof. Let, for instance, A and B be sharp observables. Since B and C are jointly measurable, they have a joint observable G which is determined by condition G(Y × Z) = B(Y )C(Z) for every Y ∈ F B , Z ∈ F C (see Proposition 8 in Appendix). Fix X ∈ F A . Since A is jointly measurable and commutes with both B and C, the projection A(X) commutes with B(Y )C(Z) for any Y ∈ F B , Z ∈ F C . Thus, the set functions A(X)G(·) and G(·)A(X) agree on the product sets of the form Y × Z, which implies that they are the same (see Lemma 1 in Appendix). We conclude that A and G commute and hence, are jointly measurable. This implies that the triplet A, B, C is jointly measurable.
However, generally, if observables A, B and C are pairwisely jointly measurable, it does not imply that the triplet A, B, C is jointly measurable. This is demonstrated in the following example. . Therefore, the choice
leads to observables E 1,a , E 1,b , E 1,c which are pairwisely jointly measurable but not jointly measurable all together.
We leave it as an open problem whether the conditions in Proposition 4 can be relaxed. For instance, if it is sufficient that just one observable in the triplet is sharp. Summarizing this section, we demonstrated that pairwise joint measurability does not guarantee the existence of a joint observable for the whole set of observables, depicted in Fig. 1 .
Uniqueness of joint observables
It is a well known fact that a joint observable is, in general, not unique. This is not surprising as in the definition of the joint observable requirements are set for the margins only and not for all effects in the range of G.
In this section we study some conditions which would guarantee that a joint observable for a given pair of observables is unique. We start by illustrating this problem in the case of position and momentum observables. . In this case, an operator T satisfying (10) is a one dimensional projection T = |φ φ|, where φ is a Gaussian function. This is consequence of the well-known fact that the functions satisfying the minimum variance equation are Gaussians. A Gaussian function φ is, on the other hand, determined up to a phase factor by functions |φ(·)| and φ (·) and these are determined in (11) . Therefore, there is a unique operator T such that G T , defined in (12) , is a joint observable for Q µ and P ν . Generally, however, there may be two operators T = T ′ such that both G T and G T ′ are joint observables of Q µ and P ν (see e.g. Example 1 in [8] ). Moreover, up to authors' knowledge it is not known whether all joint observables of a jointly measurable pair Q µ and P ν are of the form G T for some trace class operator T . This example shows that there may exist several joint observables, that is, a joint observable is not always unique.
From the previous discussion naturally arises the question in which situations the joint observable is unique. On the other hand, if there are many joint observables, it would be convenient to have a way to compare different joint observables and perhaps to pick out the "best" one.
To proceed in our investigation, let us recall that the set of effects E(H) is a partially ordered set. For effects A, B ∈ E(H), the ordering A ≤ B means that ψ | Aψ ≤ ψ | Bψ for every ψ ∈ H. This is equivalent to the condition that
for every ̺ ∈ S(H). Hence, the effect B gives greater or equal probability in every state than A. For two effects A and B, we denote by lb(A, B) the set of their lower bounds, that is,
This is always a non-empty set as O ∈ lb(A, B).
Let us have two jointly measurable observables A and B and let G be their joint observable. Then for every X ∈ F A , Y ∈ F B , the effect
If either A or B (or both) is sharp, then the effect G(X, Y ) is a special element in set lb(A(X), B(Y )) -it is the greatest one. Indeed, it is a direct consequence of [16, Corollary 2.3.] that for every X ∈ F A , Y ∈ F B , the effect G(X × Y ) is the greatest element of lb(A(X), B(Y )), i.e., for every C ∈ lb(A(X), B(Y )), the relation C ≤ G(X × Y ) holds. Moreover, in this case A and B commute and their joint observable G is unique, as shown in Proposition 8 in Appendix.
These observations motivate the following definition.
Definition 3. A joint observable G of observables A and B is the greatest joint observable if for every
is the greatest element of lb(A(X), B(Y )).
The above property of being greatest and the uniqueness of joint observable are related in the following way. Proof. Let F and G be joint observables of A and B with G being the greatest one. We make a counter assumption that F = G. Then F(X × Y ) = G(X × Y ) for some X ∈ F A , Y ∈ F B by Lemma 1. Since G(X × Y ) is the greatest element in lb(A(X), B(Y )), this means that
which is a contradiction. Thus, F = G.
We conclude from Proposition 5 that two observables A and B can have at most one greatest joint observable. In the following example we demonstrate that a joint observable may be unique even if it is not greatest.
Example 3. Let a, b ∈ R 3 be two vectors satisfying
According to Proposition 1 the corresponding qubit observables E 
where
is not the greatest element in the set
and choose γ from the interval (t, 1 2 ). Then C = (γI + t(a+ b) · σ) is an effect and C ≤ E 1,a (1), C ≤ E 1,b (1), while it is not true that C ≤ G(1, 1).
As the property of being greatest is stronger than the uniqueness property, we are now seeking for a replacement for it. For two effects A and B, the set lb(A, B) may not have the greatest element. However, there always exists a maximal element in lb(A, B) and every lower bound lies under some maximal lower bound [16, Theorem 4.5] . We recall that an effect C ∈ lb(A, B) is called maximal in lb(A, B) if there does not exist D ∈ lb(A, B) such that C < D. Clearly, if the greatest element in lb(A, B) exists, then it is the unique maximal element. Generally, however, lb(A, B) may have many maximal elements. The obvious questions are now whether maximal joint observables exist and whether this property has some connection to the uniqueness of joint observables. In the following we give partial answers to these questions. A and B be two simple (i.e. two-outcome) observables having a unique joint observable G. Then G is a maximal joint observable.
Proposition 6. Let
Proof. Fix i, j ∈ {0, 1}. Assume, in contrary, that G(i, j) is not maximal in lb (A(i), B(j) ). This means that there is an effect C ∈ lb(A(i), B(j)) satisfying G(i, j) < C. But then
and hence C defines a joint observable G = G of A and B through formulas
This is, however, not possible as G is assumed to be the unique joint observable.
As demonstrated in the following example, it may happen that among all joint observables of two jointly measurable observables A and B, there is no maximal joint observable.
Example 4. Choose a vector a ∈ R 3 with 0 < a < 1. Choose then β ∈ R such that 1 2 (1 − a 2 ) < β < 1 − a 2 . Finally, choose vector b ∈ R 3 orthogonal to a and satisfying b = β. Then corresponding observables E 1,a and E β,b are jointly measurable due to the condition (7).
As observed in [17] , the joint observables of E 1,a and E β,b are in one-to-one correspondence with the numbers from the interval
determines a joint observable. (Hereb is the unit vector in the direction of b.) Let γ 1 , γ 2 ∈ J and G 1 (1, 1) , G 2 (1, 1) the corresponding effects, defined in Eq. (15) . Then we have G 1 (1, 1) < G 2 (1, 1) if and only if γ 1 < γ 2 . On the other hand, the effects G l (0, 1), l = 1, 2, are given by the expression Table 1 . Relations between uniqueness of the joint observable G and its maximality for different classes of observables A and B. We say that the joint observable is greatest (maximal), if G(X ×Y ) is the greatest (maximal) element in lb(A(X), B(Y )) for all X, Y .
From this we see that G 1 (0, 1) > G 2 (0, 1) if and only if γ 1 < γ 2 and so the ordering of these effects is opposite to the ordering of the effects G 1 (1, 1) and G 2 (1, 1). Hence, we conclude that there is no maximal joint observable for E 1,a and E β,b .
We summarize the results of this section in Table 1 . We note that uniqueness of the joint observable is not equivalent to being greatest. We leave it as open problem whether it is equivalent to maximality.
Joint measurability of partitionings
Let A be an observable with an outcome space (Ω A , F A ). Instead of measuring A as such, we can pose a simpler question whether a measurement outcome belongs to a given set X ∈ F A or not. Hence, we define a simple observable A X with two outcomes '1' and '0',
We call A X a partitioning of A with respect to X. For instance, if Ω A consists of four elements x 1 , x 2 , x 3 , x 4 , we can form 16 different partitionings, listed in Table 2 . Hence, partitioning procedure means that several outcomes are identified as one. Two such partitionings are demonstrated in Fig. 2 . Table 2 . Possible two outcome partitionings of a four element set Ω = {00, 01, 10, 11}. The type is determined by the number of outcomes comprised in the '1' partition.
Since the partitionings are simple observables, it is often easier to study the joint measurability of such partitionings of A and B rather than the joint measurability of A and B themselves. These questions are related in the following way. Proof. Assume that A and B are jointly measurable and G is their joint observable. Let X ∈ F A and Y ∈ F B . Define a four outcome observable G as
Then G is a joint observable for A X and B Y , and hence, (i) implies (ii). First of all, for the question of existence of a joint observable the outcome values are irrelevant. It is therefore enough to consider just partitionings of types 1 and 2 from Table 2 .
Consider a case where both G and F have partitionings of the type 1. Since G(i, j) ≤ I for every set of indices i, j, k, l, these partitionings are jointly measurable in a trivial way; see Example 1 in [6] .
Let us then consider partitionings of the type 2. For instance, choose partitioning X = {11, 10} for G and Y = {11, 01} for F. These partitionings then give G X = E 1,a and F Y = E 1,c , which are jointly measurable. All other partitionings of the type 2 are seen to be jointly measurable in a similar way.
Finally, suppose that G has partitioning of type 1 and F of type 2. If the partitioning of F is chosen to be either . The condition (7) holds and therefore these partitionings are again jointly measurable.
It would be interesting to find a sufficient criterion (weaker than sharpness) for A and B which would guarantee the equivalence of the conditions (i) and (ii) in Proposition 7.
Conclusions
As soon as positive operator valued measures are accepted as the correct mathematical description for quantum observables, the definition of joint measurability follows naturally from the statistical structure of quantum mechanics. Apart from its foundational importance, the existence of a joint observable is of practical use, for example, in secure communication. Commutativity must be seen only as a sufficient criterion for joint measurability. The special form of sharp observables allows them to have only joint observables of definite form.
In this manuscript we have investigated several features which accompany joint measurability in the case of sharp observables. Namely, (i) the equivalence between pairwise and common joint measurability for a set of observables, (ii) uniqueness and maximality of a joint observable, and (iii) joint measurability of observables and their partitionings. Knowledge of such relations would allow us to substantially simplify the search for a joint observable.
To conclude, we have found that all three features (i)-(iii) are not valid for general observables. Nevertheless, we hope that these observations provide one step for achieving better understanding of the general features of joint observables. 
Proof. Let, for instance, A be a sharp observable and suppose that G is a joint observable for A and B. Since
it follows that the range of G(X ×Y ) is contained in the range of A(X). Therefore, A(X)G(X × Y ) = G(X × Y ) , and taking adjoint on both sides we also get
Applying these results to the complement set ¬X we get (17) holds. As G is determined by its values of product sets, it is unique.
