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Abstract
We study blow-up of radially symmetric solutions of the nonlinear heat equation ut = u+ |u|p−1u ei-
ther on RN or on a finite ball under the Dirichlet boundary conditions. We assume p > pS := N+2N−2 and that
the initial data is bounded, possibly sign-changing. Our first goal is to establish various characterizations of
type I and type II blow-ups. Among many other things we show that the following conditions are equiva-
lent: (a) the blow-up is of type II; (b) the rescaled solution w(y, s) converges to either ϕ∗(y) or −ϕ∗(y) as
s → ∞, where ϕ∗ denotes the singular stationary solution; (c) u(x,T )/ϕ∗(x) tends to ±1 as x → 0, where
T is the blow-up time.
Our second goal is to study continuation beyond blow-up. Among other things we show that if a blow-up
is of type I and incomplete, then its limit L1 continuation becomes smooth immediately after blow-up, and
that type I blow-up implies “type I regularization,” that is, (t −T )1/(p−1)‖u(·, t)‖L∞ is bounded as t ↘ T .
We also give various criteria for complete and incomplete blow-ups.
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In this paper we discuss blow-up phenomena for the nonlinear heat equation{
ut = u+ |u|p−1u (x ∈ Ω, t > 0),
u(x,0) = u0(x) (x ∈ Ω), (1.1)
where either Ω = RN or Ω = BR := {x ∈ RN | |x| < R}. In the latter case, we impose the
Dirichlet boundary condition
u(x, t) = 0 (x ∈ ∂Ω, t > 0). (1.2)
The exponent p is supercritical in the Sobolev sense, that is,
p > pS := N + 2
N − 2 , N  3,
and we assume u0 ∈ L∞(Ω) ∩ C(Ω). Throughout this paper we deal with radially symmetric
solutions. In other words, u is expressed in the form
u(x, t) = U(|x|, t), (1.3)
where the function U(r, t) satisfies the equation
Ut = Urr + N − 1
r
Ur + |U |p−1U. (1.4)
It is well known that for each initial data u0 Eq. (1.1) has a unique solution u ∈ C([0, T ),
L∞(Ω)) for some 0 < T +∞, and that either T = +∞ or
T < +∞ and lim
t→T
∥∥u(·, t)∥∥
L∞ = +∞.
In the latter case we say that the solution blows up in finite time, and T is called the blow-up
time. The solution is smooth on the time interval 0 < t < T .
The simplest example of blow-up solution is a spatially uniform solution, which is nothing
but a solution of the following ordinary differential equation:
du
dt
= |u|p−1u.
More precisely,
u(t) = κ(T − t)− 1p−1 where κ = (p − 1)− 1p−1 . (1.5)
Another typical example is the so-called self-similar solution, which is given in the form
u(x, t) = (T − t)− 1p−1 ψ
(
x − a√
)
, (1.6)T − t
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ψ − 1
2
y · ∇ψ − 1
p − 1ψ + |ψ |
p−1ψ = 0 for y ∈ RN. (1.7)
In both cases the blow-up solutions satisfy ‖u(·, t)‖L∞ = O((T − t)−
1
p−1 ).
Definition 1.1. We say that the blow-up is of type I if u satisfies
lim sup
t→T
(T − t) 1p−1 ∥∥u(·, t)∥∥
L∞ < ∞, (1.8)
while it is of type II if
lim sup
t→T
(T − t) 1p−1 ∥∥u(·, t)∥∥
L∞ = ∞. (1.9)
Since a simple comparison argument deduces that κ(T − t)− 1p−1  ‖u(·, t)‖L∞ , the above
condition (1.8) is equivalent to the existence of some constant C  1 such that
κ  (T − t) 1p−1 ∥∥u(·, t)∥∥
L∞  Cκ for 0 t < T . (1.10)
In the subcritical range 1 < p < pS := N+2N−2 , it is known that any blow-up is of type I. This
is true even for non-radial solutions, at least in convex regions (see [13–16,33,34], also [39] for
an earlier work). It is also known, for any p > 1, that the blow-up is of type I if the solution
satisfies ut > 0 near the blow-up point (see [11]). Furthermore, type I blow-up solutions are
known to behave like self-similar solutions near the blow-up point. More precisely, at any point
a ∈ Ω where |u(a, t)| → ∞ as t → T , one can find a bounded solution ψ(y) of (1.7) such that
u behaves like a self-similar solution (1.6) in a certain “local” sense:
u
(
a + √T − ty, t)∼ (T − t)− 1p−1 ψ(y) as t → T . (1.11)
The asymptotic self-similarity of type I blow-up can be better explained by using the rescaled
solution
wa,T (y, s) := (T − t)
1
p−1 u(x, t)
= (T − t) 1p−1 u(a + √T − ty, t)
= e− sp−1 u(a + e− s2 y,T − e−s) (1.12)
where
y = x − a√ , s = −log(T − t).
T − t
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∂w
∂s
= w − 1
2
y · ∇w − 1
p − 1w + |w|
p−1w, (1.13)
and any solution of Eq. (1.7) is a stationary solution of (1.13). In other words, a solution u(x, t)
is self-similar with respect to the point x = a if the corresponding rescaled solution wa,T (y, s)
is independent of s. It is also clear that the blow-up is of type I if and only if wa,T (y, s) remains
bounded as s → ∞. Once we have the boundedness of wa,T , then by an energy argument and
parabolic estimates, we can show that w(y, s) approaches a nonzero stationary solution—or a
set of stationary solutions—as s → ∞. This is a more accurate interpretation of the asymptotic
self-similarity (1.11).
Remark 1.2. Whether w converges to precisely one stationary solution or simply approaches a
set of stationary solutions is a subtle question. This amounts to asking whether the ω limit set of
w is a singleton or not. In the subcritical range 1 < p < pS, the answer is easy, since there are
only two nonzero bounded stationary solutions ψ = ±κ , where κ is as in (1.5) (see [12]). The
connectedness of the ω limit set then implies that this set is a singleton. On the other hand, in the
supercritical range p > pS, the structure of stationary solutions can be far more complex, there-
fore a more elaborate argument is needed to prove the convergence. See the remark after (1.16).
Let us briefly review known results on the existence of type II blow-up. It is Herrero and
Velázquez [18,19] who first discovered the existence of type II blow-ups for Eq. (1.1). More
precisely, it is shown in [18,19] that if Ω = RN and if
N  11 and p > pJL := 1 + 4
N − 4 − 2√N − 1 (1.14)
then there exists a radially symmetric solution u(x, t) that satisfies
lim
t→T (T − t)
1
p−1
∥∥u(·, t)∥∥
L∞ = ∞.
They constructed such blow-up solutions by using a matched asymptotic expansion and a fixed
point argument. Later [36] showed that type II blow-up can also occur for Ω = BR , if N  12
and p > 1 + 7
N−11 . A formal analysis of [9] suggests that type II blow-up may occur for the
critical power p = pS if the solution changes sign. On the other hand, our previous paper [28]
shows that no type II blow-up can occur in the low supercritical range pS < p < pJL. Note that
all these studies are done in the framework of radially symmetric solutions.
One of the main objectives of the present paper is to give complete characterization of type II
and type I blow-up behaviors in terms of the local and global blow-up profiles. Here, by a “local
profile” we mean
w∗(y) := lim
s→∞w0,T (y, s)
(= lim
t→T (T − t)
1
p−1 u
(√
T − t y, t)) (1.15)
and by a “global profile” we mean
u(x,T ) := lim u(x, t). (1.16)
t→T
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x = 0, the rescaled solution wa,T with a = 0 will play a central role when we study type II
blow-up.
As we have mentioned in Remark 1.2, the existence of the limit (1.15) is a subtle question
if p > pS. As far as type I blow-ups with radial symmetry are concerned, the convergence has
been known when Ω = BR , and partially known when Ω = RN (see [31], also [28]). As we will
see later in Theorem 3.1, the limit w∗ always exists no matter whether Ω = BR or Ω = RN , and
regardless of the type of blow-up. The existence of the limit (1.16), on the other hand, is much
easier to show (see Proposition 3.14).
Before proceeding further, let us introduce some notations. Given a solution u that blows up
at, say, t = T , we define its blow-up set by
B(u0) :=
{
x ∈ Ω ∣∣ ∃xn → x, tn → T such that ∣∣u(xn, tn)∣∣→ ∞}, (1.17)
where u0 denotes the initial data of solution u. Any element of B(u0) is called a blow-up point
of u. Let us also introduce the following notation:
T (u0) := the blow-up time of the solution with initial data u0. (1.18)
Here we understand that T (u0) = ∞ if the solution does not blow-up.
Next, let us recall the structure of radially symmetric stationary solutions of (1.1), that is,
solutions of
Urr + N − 1
r
Ur + |U |p−1U = 0.
There are two kinds of nonzero solutions of the above equation: the singular one and the regular
ones. The singular one, denoted by ϕ∗(x) = Φ∗(|x|), is given by
Φ∗(r) = c∗r− 2p−1 , where (c∗)p−1 = 2
p − 1
(
N − 2 − 2
p − 1
)
. (1.19)
The regular ones, denoted by ϕa(x) = Φa(|x|) with a = 0, are defined as the solution of
Urr + N − 1
r
Ur + |U |p−1U = 0 with U(0) = a, U ′(0) = 0. (1.20)
By the self-similar structure of Eq. (1.20), we have
Φa(r) = aΦ1
(
a
p−1
2 r
)
. (1.21)
Note that ϕ∗ is also a singular stationary solution of the rescaled Eq. (1.13). This solution ϕ∗ will
play a key role throughout the present paper.
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Our first main results are the following (see Theorems 3.1 and 3.2 for details).
Existence of the local blow-up profile. Let pS < p < ∞. Then the limit (1.15) exists locally
uniformly in y ∈ RN \ {0} and it is either a bounded solution of (1.7) or a singular stationary
solution ±ϕ∗.
Various characterizations of type II blow-up. Let p, u, w∗ be as above. Then
type II blow-up at t = T ⇔ lim
t→T (T − t)
1
p−1
∥∥u(·, t)∥∥
L∞ = ∞
⇔ w∗ = ϕ∗ or −ϕ∗
⇔ lim
x→0
u(x,T )
ϕ∗(x)
= 1 or −1. (1.22)
By using the above characterization results, we will give an alternative proof to our earlier
result in [28] on the nonexistence of type II blow-up in the range pS < p < pJL (Theorems 3.7–
3.9). This alternative proof is simpler and works under a slightly milder assumption in the case
where Ω = RN .
Our next result gives classification of “focused” blow-up (that is, a blow-up that occurs at
x = 0) in terms of its global profile. Previously the nature of global profiles has not been well
understood compared with the local profile w∗.
Classification of focused blow-up (pS <p < ∞).
lim
x→0
u(x,T )
ϕ∗(x)
=
⎧⎪⎨⎪⎩
∞ or −∞ ⇔ type I with w∗ = κ or −κ,
finite but = ±1,0 ⇔ type I with nonconstant w∗,
1 or −1 ⇔ type II,
0 ⇔ no blow-up at x = 0.
(1.23)
See Theorem 4.1 for details. Note that the third statement of (1.23) is included in (1.22). One
of the immediate consequences of the above classification result is that
lim sup
t→T
∣∣u(x, t)∣∣M for some M  0 and every x = 0
implies no blow-up at t = T . In other words, a δ-function type singularity never occurs for
Eq. (1.1), provided p = pS (Corollary 4.2). This fact is in marked contrast with the critical case
p = pS, for which the formal analysis of [9] suggests the existence of such a thin needle-like
singularity.
The result (1.23) is partly a consequence of the following identity (Proposition 4.4):
lim
x→0
u(x,T )
ϕ∗(x)
= lim|y|→∞
w∗(y)
ϕ∗(y)
.
This identity implies that the asymptotics in the rescaled coordinates are well reflected in the
original coordinates. We prove this identity by using our general estimates on the derivatives of
u near the blow-up point.
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intersections” m0(U). Here m0(U) roughly denotes the number of the zeros of |U(r, t)|−Φ∗(r)
(where ϕ∗(x) = Φ∗(|x|)) that approach r = 0 as t → T ; see (3.15) for a more precise definition.
Characterization by the intersection number (pJL < p < ∞). Let u(x, t) = U(|x|, t) be a
solution of (1.1) that blows up at t = T . Then
type II blow-up ⇒ m0(U) 2.
See Theorem 3.11 for details.
1.2. Continuation beyond blow-up
We next discuss the behavior of solutions after the blow-up time. Following [3], we introduce
the notion of complete and incomplete blow-ups. Given a positive solution u of (1.1) that blows
up at t = T , one can define its “minimal extension” u¯ of u for all t  T by using a certain
approximation procedure. A blow-up is called “complete” if u¯(x, t) = ∞ (a.e. x ∈ Ω) for every
t > T . The blow-up is “incomplete” if u¯(x, t) ≡ ∞ (a.e. x ∈ Ω) on some time interval T < t <
T + δ.
There is another notion of extension called a “limit L1 continuation,” which is defined by
using a different kind of approximation procedure and can apply to sign-changin solutions. As
far as positive solutions are concerned, the minimal extension u¯ and the minimal L1 continuation
u˜ are equal until the former becomes ∞ everywhere; see Section 5.1 for details.
We first recall the following useful estimate for limit L1 continuation u˜ established in our
earlier paper [28] (see Lemma 5.12 of the present paper):
∣∣u˜(x, t)∣∣ C(1 + |x|− 2p−1 ).
This estimate holds even after the blow-up time T so far as u˜ is defined. From this estimate we
easily see that any incomplete blow-up can occur only at x = 0 (Proposition 5.13).
Also, by refining the above estimate, we can derive the following results.
Eventual regularity (pS < p < ∞). Suppose that the solution u can be continued globally
for 0  t < ∞ as a limit L1 solution. In the case where Ω = RN , assume further that u0 ∈
H 1(Ω)∩L∞(Ω). Then there exists t0  0 such that u is smooth on Ω × [t0,∞) and∥∥u(·, t)∥∥
L∞ → 0 as t → ∞.
Threshold behavior (pS <p < ∞). Let v ∈ H 1(Ω)∩L∞(Ω) satisfy v  0, ≡ 0. Denote by uλ
the solution of (1.1) with initial data u0 = λv. Then there exists λ∗ > 0 such that
0 λ < λ∗ ⇒ ∥∥uλ(·, t)∥∥
L∞ → 0 as t → ∞;
λ > λ∗ ⇒ blow-up in finite time;
λ = λ∗ ⇒ blow-up in finite time and ∥∥uλ∗(·, t)∥∥
L∞ → 0 as t → ∞.
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tive stationary solution—singular or regular—can be reached from an H 1 initial data. This is in
some sense remarkable, as there are infinitely many positive stationary solutions if Ω = RN . The
latter result on the threshold behavior has been mostly known in the literature, particularly when
Ω is bounded or when Ω = RN and u > 0 is radially decreasing. Our emphasis here is on the
fact that the result follows as an immediate consequence of our general blow-up estimates. We
remark that Chou, Du and Zheng [7] prove the eventual regularity of the threshold solution uλ∗
without assuming radial symmetry, provided that Ω is a bounded convex domain.
In a forthcoming paper [29] we will study further properties of the threshold behavior. Among
other things we will show in [29] that the blow-up of uλ (λ > λ∗) is of type I and complete except
for at most finitely many exceptional values of λ.
Our next result, which is the main result of Section 5, is concerned with the regularity of
solutions after the blow-up time (see Theorem 5.19).
Immediate regularization for type I blow-up (pS <p < ∞). Suppose that solution u blows up
at t = T and that the blow-up is of type I. Suppose also that there exists a limit L1 continuation u˜
of u on some interval 0 t < T ∗ with T ∗ > T . Then u˜ is smooth in some interval T < t < T + δ
and satisfies
lim sup
t↘T
(t − T ) 1p−1 ∥∥u˜(·, t)∥∥
L∞ < ∞.
We may call the above estimate type I regularization. Applying this result to solutions with
u0  0, we see that either of the following always holds for any nonnegative solution that blows
up at t = T (Corollary 5.20):
(a) the blow-up is complete;
(b) the minimal extension u¯ is smooth in some interval T < t < T + δ.
The above result improves that of [8], which studies the range pS < p < pJL and shows
immediate regularization only for minimal continuation. Our result, on the other hand, can apply
to sign-changing solutions and possibly non-minimal continuations. More importantly, our result
reveals how fast the regularization occurs. (Note, however, that [8] also deals with the equation
ut = u+ eu, which is outside the scope of the present paper.)
For a type II blow-up, we focus on the range p > pJL since no type II blow-up occurs if
pS <p < pJL, as shown in [28] and in Theorems 3.7–3.9 of the present paper.
Immediate regularization for type II blow-up (pJL < p < ∞, u0  0). Suppose that solution
u blows up at t = T and that the blow-up is of type II. Assume further that u(x,T ) ≡ ϕ∗. Then
either of the following holds:
(a) the blow-up is complete;
(b) the minimal continuation of u is smooth in some interval T < t < T + δ.
Next we summarize our results on the speed of regularization, which we have partly stated
above (see Theorems 5.19 and 5.22 for details).
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incomplete. Then
type I blow-up, p > pS ⇒ type I regularization,
type II blow-up, p > pJL, u0  0 ⇒ lim sup
t↘T
(t − T ) 1p−1 ∥∥u(·, t)∥∥
L∞ = ∞.
The next results are concerned with the relation between the completeness of the blow-up and
the intersection number. Before stating the results, we introduce some notation. Given a function
v(r) on an interval J ⊂ R, we define
ZJ [v] := the number of zeros of v(r) in J. (1.24)
The symbol m0(U) denotes the number of vanishing intersections defined in (3.15). In the state-
ment below, w∗ and ϕ∗ are regarded as functions of r = |y| (see Theorems 5.27 and 5.28).
Zero-number criterion (pJL <p < ∞, u0  0). Suppose that the blow-up occurs only at r = 0.
Then
type I and Z(0,∞)[w∗ − ϕ∗] is odd ⇒ complete blow-up,
type I and Z(0,∞)[w∗ − ϕ∗] is even ⇒ immediate regularization.
Single-intersection blow-up (pS < p < ∞, p = pJL). Suppose that u blows up at t = T and
that m0(U) = 1. Then the blow-up is of type I and complete. Furthermore, w∗ = ±κ .
1.3. Organization of the paper
This paper is organized as follows. In Section 2, which is a preliminary section, we present
various fundamental estimates for blow-up solutions. Among other things we prove useful point-
wise estimates for blow-up in Sections 2.2 to 2.4, which include the general blow-up estimate
(see Proposition 2.5) of the form∣∣u(x, t)∣∣ CT ((T − t)− 1p−1 + |x|− 2p−1 )
and the following estimate for a focused blow-up (see Proposition 2.7):∣∣u(x, t)∣∣ C(1 + |x|− 2p−1 ).
The former was introduced in our earlier paper [28], but the latter is new. In Section 2.5, we
derive an L∞ estimate for solutions with small H 1 initial data. More precisely,∥∥u(·, t0)∥∥H 1
u-loc
: small ⇒ ∥∥u(·, t0 + δ)∥∥L∞: small,
where ‖·‖H 1
u-loc
denotes a uniform local H 1 norm to be defined in Section 2.5. Such an estimate is
well known for the subcritical range of p, but was not known in the supercritical range p > pS.
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outside the origin automatically implies convergence at the origin. In other words, a thin needle-
like singularity does not appear in (1.1), provided that p = pS. This lemma will be of central
importance in later sections. In Section 2.7, we show that if u0 ∈ H 1(RN)∩L∞(RN), then there
exists R0 > 0 such that
lim sup
t→T
∥∥∇u(·, t)∥∥
L2(RN\BR0 ) < ∞, lim supt→T
∥∥u(·, t)∥∥
Lp+1(RN\BR0 ) < ∞,
where RN \ BR0 = {x ∈ RN | |x|  R0}. This estimate gives a uniform bound on the solution
near |x| = ∞ and will be used in the proof of Theorems 3.9 and 4.9.
In Section 3, we prove the existence of the local profile w∗(y) := lims→∞ w(y, s) (Theo-
rem 3.1) and give various equivalent characterizations of type II blow-up (Theorem 3.2). The
proof of the convergence w(y, s) → ϕ∗(y) will be done by combining the weaker conver-
gence result in our earlier paper [28] and the above-mentioned no-needle lemma in Section 2.6.
We then use the above characterization to prove nonexistence of type II blow-up in the range
pS < p < pJL (Theorems 3.7–3.9), thereby giving an alternative proof to the result we obtained
in [28]. We also study the vanishing intersections of type II blow-ups.
In Section 4, we classify focused blow-up in terms of their local and global profiles. This
classification turns out to be exceedingly useful in studying complete and incomplete blow-ups
in Section 5.
In Section 5, we present various results on continuation beyond blow-up. One of the highlights
is Theorem 5.19, which states that type I blow-up implies type I regularization. In proving this
result, the above-mentioned no-needle lemma again plays a central role.
In Appendix A, we prove a lemma concerning the asymptotics of solutions of (1.7) as
|x| → ∞. Finally, in Appendix B, we consider a more general equation of the form
ut = u+ f (u), x ∈ RN, t > 0,
and show that the blow-up set is compact if the initial data u0 has compact support, or if u0 is
radially symmetric and u0(x) → 0 as |x| → ∞. This result will be used in Section 5.1 to study
basic properties of L1 continuation beyond blow-up when Ω = RN .
2. Fundamental estimates
In this section we will establish various fundamental estimates that will be used later. Sec-
tion 2.1 is concerned with basic energy estimates that are well known in the literature. Section 2.2
is concerned with general blow-up estimates that were introduced in our earlier paper [28]. The
estimates in other subsections are new.
2.1. Basic estimates
In this subsection we derive some basic pointwise estimates away from the origin by using
energy methods that are well known in the literature for the subcritical range of p (see [13,33]).
We modify these estimates slightly so that they apply to the supercritical range pS < p < ∞
under radial symmetry.
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cally from these basic estimates. We need further ideas, which we will discuss in Sections 2.4–
2.6. In what follows, given a ∈ Ω and T1 > 0, wa,T1(y, s) will denote the rescaled solution
wa,T1(y, s) := (T1 − t)
1
p−1 u(x, t) = e− 1p−1 su(a + e−s/2y,T1 − e−s), (2.1)
where
y = x − a√
T1 − t , s = − log(T1 − t). (2.2)
It is important to note that we do not assume that solution u blows up exactly at t = T1, but we
simply assume that u is defined as a classical solution at least for 0 t < T1. In particular, if u
is a global classical solution, then T1 can be any positive number.
Just as in the case where T1 = T , the function wa,T1(y, s) satisfies the same rescaled equation
as (1.13), that is,
∂w
∂s
= w − 1
2
y · ∇w − w
p − 1 + |w|
p−1w for y ∈ Ωa,s, s > − logT1,
along with the boundary condition w = 0 on ∂Ωa,s , where
Ωa,s :=
{
{y ∈ RN | |y + es/2a| <Res/2} if Ω = {|x| <R},
RN if Ω = RN. (2.3)
Note that Ωa,s → RN as s → ∞ for any a ∈ Ω .
We associate with this equation the following energy functional:
E(w)=
∫
RN
(
1
2
|∇w|2 + 1
2(p − 1) |w|
2 − 1
p + 1 |w|
p+1
)
ρ(y)dy, (2.4)
where
ρ(y) := (4π)−N2 exp
(
−|y|
2
4
)
. (2.5)
In the case where Ω = BR := {|x| <R}, it will be understood that wa,T1 is defined for all y ∈ RN
by setting wa,T1 = 0 outside Ωa,s . For any solution w(y, s) of (1.13), we have
d
ds
E
(
w(·, s))= − ∫
RN
(
∂w
∂s
)2
ρ(y)dy, (2.6)
in the case of Ω = RN , and
d
ds
E
(
w(·, s))= − ∫ (∂w
∂s
)2
ρ(y)dy − β(s), (2.7)Ωa,s
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β(s) = 1
4
∫
∂Ωa,s
|y||∇wa,T1 |2ρ(y)dSy.
In either case, E(w(·, s)) is monotonically decreasing.
Lemma 2.1. Let a ∈ Ω and let u be a solution of (1.1) defined for (at least) 0 t < T1. Set s0 :=
− logT1 and E(a, s) := E(wa,T1(·, s)). Then for any δ > 0 there exists a monotone increasing
function h : [0,∞) → [0,∞) dependent only on p, N and δ such that∣∣wa,T1(0, s + δ)∣∣ h(E(a, s)) (2.8)
for any s  s0 satisfying es/2|a| 1. Furthermore, h satisfies
h(z) = O(z 1p+1 ) as z → 0. (2.9)
Proof. In what follows, for notational simplicity, we write w instead of wa,T1 . As we mentioned
before, if Ω = {|x| <R}, we extend w by setting w = 0 outside Ωa,s , hence w is defined for all
y ∈ RN . By Green’s formula,
1
2
d
ds
∫
RN
w2ρ dy =
∫
RN
(
−|∇w|2 − 1
p − 1 |w|
2 + |w|p+1
)
ρ dy
= −2E(w)+ p − 1
p + 1
∫
RN
|w|p+1ρ dy. (2.10)
Now choose s∗ ∈ [s0,∞) arbitrarily. Then the above identity and Hölder’s inequality, along with
the monotone decreasing property of E(w(·, s)), yield
1
2
d
ds
∫
RN
w2ρ dy −2E(w(·, s∗))+ p − 1
p + 1
( ∫
RN
w2ρ dy
) p+1
2
. (2.11)
for any s  s∗. Here we have used the fact that∫
RN
ρ(y) dy = 1.
Since w(y, s) is defined for all s  s∗, the quantity
∫
w2ρ dy cannot blow up in finite time. In
view of this and the differential inequality (2.11), we see that
−2E(w(·, s∗))+ p − 1
p + 1
( ∫
N
w2(y, s∗)ρ(y) dy
) p+1
2
 0 (2.12)R
1004 H. Matano, F. Merle / Journal of Functional Analysis 256 (2009) 992–1064(cf. [34], also [28]). This inequality in particular implies that E(w(·, s∗))  0. Since s∗ can be
chosen arbitrarily in [s0,∞), we have
E
(
w(·, s)) 0 for s  s0. (2.13)
The inequality (2.12) also implies that∫
RN
w2(y, s)ρ(y) dy  CpE
2
p+1
0 for s  s0, (2.14)
where
Cp :=
(
2(p + 1)
p − 1
) 2
p+1
.
Integrating (2.10) from s = s∗ to s∗ + δ, and using (2.14), we obtain
p − 1
p + 1
s∗+δ∫
s∗
∫
RN
|w|p+1ρ dy ds  1
2
∫
RN
w2(y, s∗ + δ)ρ dy + 2δE(w(·, s∗))
 1
2
CpE
2
p+1
0 + 2δE0. (2.15)
Now we return to the original notation of wa,T1 instead of w and recall the relation
wa,T1(y, s) = w0,T1
(
y + es/2a, s). (2.16)
Since w0,T1(y, s) is radially symmetric because of the radial symmetry of u, we can write
w0,T1(y, s) = W
(|y|, s),
where W(r, s) is defined for r  0, s  s0 and satisfies the equation
∂W
∂s
= ∂
2W
∂r2
+ N − 1
r
∂W
∂r
− r
2
∂W
∂r
− 1
p − 1W + |W |
p−1W. (2.17)
The estimates (2.14) and (2.15) then imply∫
|r−r0(s)| 34
W 2(r, s) dr  Cp,NE
2
p+1
0 for any s  s0, (2.18)
s∗+δ∫
s∗
( ∫
|r−r (s)| 3
|W |p+1(r, s) dr
)2
ds  C0 for any s∗  s0, (2.19)
0 4
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depending only on p,N and E0. Next we convert the above equation for W(r, s) into an equation
for W˜ (z, s) = W(r, s) with z = r − r0(s):
∂W˜
∂s
= ∂
2W˜
∂z2
+ N − 1
z+ es/2|a|
∂W˜
∂z
− z
2
∂W˜
∂z
+ ξW˜ , (2.20)
where
ξ(z, s) = − 1
p − 1 + |W˜ |
p−1.
In these variables, the estimates (2.18) and (2.19) imply that∫
|z| 12
W˜ 2(z, s) dz Cp,NE
2
p+1
0 for any s ∈ [s∗, s∗ + δ],
s∗+δ∫
s∗
( ∫
|z| 12
|ξ | p+1p−1 dz
)2
ds  C0.
Other coefficients of (2.20) are uniformly bounded in the region |z| 12 , s∗  s  s∗ + δ under
the assumption that es∗/2|a|  1. Combining these bounds and parabolic a priori estimates for
the one-dimensional linear parabolic equation (2.20) (see, for instance, [23, Section III, Theo-
rem 8.1]), we obtain
∣∣W˜ (0, s∗ + δ)∣∣ C1E 1p+10 for any s∗ ∈ [s0,∞)
provided that es∗/2|a| 1, where C1 is a constant depending only on Cp,N and C0 (hence only
on p, N , δ and E0). Since W˜ (0, s) = wa,T1(0, s), we obtain the desired estimates (2.8) and (2.9).
The lemma is proven. 
Lemma 2.2. Let T1, δ, h(E) be as in Lemma 2.1 and κ be as in (1.5). Set
hmax(s;a,R) := sup
|b−a|Re−s/2
h
(
E
(
wb,T1(·, s)
))
.
Then for any R0  0 there exists a constant M0  1, dependent only on p, N , δ and R0, such
that if
hmax(s1;a,R0) κ2
for some s1 − logT1 satisfying es1/2|a| 1 +R0, then∣∣wa,T1(0, s)∣∣M0hmax(s1;a,R0)e− 1p−1 (s−s1) for s  s1 + δ. (2.21)
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to prove Lemma 2.2. Since this result holds without the assumption of radial symmetry, we state
it in full generality. Note that this lemma generalizes the earlier result [14, Theorem 2.1], which
was for the subcritical case 1 < p < pS. Our proof is much simpler and gives more explicit
estimates.
Lemma 2.3. Let u(x, t) be a solution of (1.1) which is not necessarily radially symmetric and is
defined on a cylindrical domain D × [0, T1). Suppose that there exist t0 ∈ [0, T1), a ∈ D, a real
number r0 > 0 with {|x − a| < r0} ⊂ D and a constant θ ∈ (0,1) such that∣∣u(x, t)∣∣ θκ(T1 − t)− 1p−1 for |x − a| < r0, t0  t < T1.
Then there exists a constant M > 0 depending only on p, N , r0, T1 − t0 such that∣∣u(x, t)∣∣Mθκ(1 − θp−1)− 1p−1 for |x − a| r0
2
, t0  t < T1. (2.22)
In particular, u cannot blow up in a neighborhood of a as t → T1.
Remark 2.4. The constant M that appears in (2.22) can be estimated as
M =
(
2
T1 − t0 +
2B
r20
) 1
p−1 = O((T1 − t0)− 1p−1 + r− 2p−10 ), (2.23)
where B is some constant.
Proof of Lemma 2.3. Let h be a C2 function on [0,1] satisfying
h(0) = 1, h
(
1
2
)
= 1
2
, h(1) = 0,
h′(r) < 0 for 0 < r < 1, h′(0) = h′(1) = 0, h′′(1) > 0.
(For example, h(r) = sin2 πr .) Then, since h′′, r−1h′, (h′)2/h are all bounded, we have
−B := inf
0<r<1
(
h′′(r)+ N − 1
r
h′(r)− p
p − 1
(h′(r))2
h(r)
)
> −∞.
This constant B depends on p,N and the choice of the function h. For example, B  12π2(N +
2
p−1 ) if we set h(r) = sin2 πr , but its precise value is not important in the following argument.
Now we construct a supersolution in the form
u˜(x, t) = θκ(T1 − t + g(r, t))− 1p−1 ,
where r := |x − a| and
g(r, t) = μ(t − t0)h
(
r
)
,r0
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u˜t −u˜− |u˜|p−1u˜ = θκ
p − 1 (T − t + g)
− p
p−1 F,
where
F = 1 − θp−1 − gt + grr + N − 1
r
gr − p
p − 1
g2r
T1 − t + g
 1 − θp−1 − gt + grr + N − 1
r
gr − p
p − 1
g2r
g
 1 − θp−1 −μ−μ(T1 − t0)r−20 B.
Now we set
μ = 1 − θ
p−1
1 +B(T1 − t0)r−20
(< 1).
Then F  0, hence
u˜t −u˜− |u˜|p−1u˜ 0 for |x − a| < r0, t0 < t < T1,
which implies that u˜ is a supersolution of (1.1). Furthermore, since g(r, t0) = g(r0, t) = 0,
u˜(x, t0) = θκ(T1 − t0)−
1
p−1  u(x, t0) for |x − a| < r0,
u˜(x, t) = θκ(T1 − t)−
1
p−1  u(x, t) for |x − a| = r0, t0  t < T1.
Therefore, by the comparison principle, we have u u˜. Since 0 μh(r) 1, the function T1 −
t +μ(t − t0)h(r) is monotone decreasing in t , hence u˜(x, t) u˜(x, T1). Consequently
u(x, t) u˜(x, T1) = θκ
(
μ(T1 − t0)h
(
r−10 |x − a|
))− 1
p−1 .
Recall also that h(r) is monotone decreasing and that h( 12 ) = 12 . Thus
u(x, t) θκ
(
μ(T1 − t0)
2
)− 1
p−1 = Mθκ(1 − θp−1)− 1p−1
for |x−a| < r02 , where M is the constant given in (2.23). Applying the same estimate to −u(x, t),
we obtain an upper bound for −u, which proves the lemma. 
Proof of Lemma 2.2. By Lemma 2.1 we have∣∣wb,T (0, s)∣∣ hmax := hmax(s1;a,R0) for s  s1 + δ (2.24)1
1008 H. Matano, F. Merle / Journal of Functional Analysis 256 (2009) 992–1064for any b ∈ Ω satisfying |b − a|R0e−s1/2. In the u variable, this is equivalent to∣∣u(b, t)∣∣ hmax(T1 − t)− 1p−1 for |b − a|R0e−s1/2, t0  t < T1,
where t0 = T1 − e−(s1+δ). Thus the assumptions of Lemma 2.3 are fulfilled, with
r0 = R0e−s1/2, θ = κ−1hmax, t0 = T1 − e−(s1+δ).
Consequently
∣∣u(b, t)∣∣M(1 − θp−1)− 1p−1 hmax for |b − a| R02 e−s1/2, t0  t < T1.
In the w variable, this implies that
∣∣wb,T1(0, s)∣∣M(1 − θp−1)− 1p−1 e− 1p−1 shmax for s  s1 + δ.
Recalling that r0 = R0e−s1/2, we obtain∣∣wb,T1(0, s)∣∣M0e− 1p−1 (s−s1)hmax for s  s1 + δ,
where b is any point satisfying |b − a|  12R0e−s1/2 and M0 = (
2+2BR−20
1−2−(p−1) )
1
p−1
. The lemma is
proven. 
2.2. General blow-up estimates
In this subsection we present estimates that hold for any blow-up with radial symmetry. These
estimates are established in our earlier paper [28], and they play an important role again in the
present paper. Before stating the results let us define the following space:
H˙ 1(Ω) = the closure of compactly supported smooth functions
in the seminorm
( ∫
Ω
∣∣∇v(x)∣∣2 dx)1/2. (2.25)
Note that H˙ 1(Ω) = H 10 (Ω) if Ω is bounded.
Proposition 2.5 (General blow-up estimates). (See [28, Corollary 3.2].) Let 1 < p < ∞ and let
u0 ∈ L∞(Ω). Suppose that the solution u is defined for (at least) 0 t < T and let w0,T be the
rescaled solution introduced in (2.1) with a = 0. Then, given any δ > 0, there exists a constant
CT , dependent only on N , p, δ, ‖u0‖L∞ and T , such that∣∣w0,T (y, s)∣∣ CT (1 + |y|− 2p−1 ) for |y| > 0, s − logT + δ, (2.26)∣∣u(x, t)∣∣ CT ((T − t)− 1p−1 + |x|− 2p−1 ) for x ∈ Ω \ {0}, δ1T  t < T , (2.27)
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CT = sup
a∈Ω,T1∈[T/2,T ]
h
(
E
(
wa,T1(·,− logT1)
))
. (2.28)
If u0 belongs to H˙ 1(Ω)∩L∞(Ω), then CT is estimated as
CT = O
(
T
− 1
p+1 (
N−2
2 − 2p−1 )‖∇u0‖
1
p+1
L2
)
. (2.29)
Note that the estimate (2.27) implies, among other things, that type II blow-up does not occur
outside the origin. More precisely, (T − t) 1p−1 u(x, t) remains bounded as t → T outside any
small neighborhood of x = 0.
Corollary 2.6 (Derivative estimates). (See [28, Corollary 3.2].) Let the assumptions of Proposi-
tion 2.5 hold. Then, for j = 1,2,3,
∣∣∇jw0,T (y, s)∣∣ CT (1 + |y|− 2p−1 −j ) for |y| > 0, s − logT + δ, (2.30)∣∣∇j u(x, t)∣∣ CT ((T − t)− 1p−1 − j2 + |x|− 2p−1 −j ) for x ∈ Ω \ {0}, δ1T  t < T , (2.31)
where the constant CT is the same as in Proposition 2.5.
Note that we do not assume any sign conditions on u nor ∂u/∂r in Proposition 2.5 and Corol-
lary 2.6.
Proof of Proposition 2.5. For simplicity we only consider the case where Ω = RN . The case
Ω = BR can be treated virtually the same way; see [28, Theorem 3.1] for details.
Let us first assume that ∇u0 is bounded. For each T1 ∈ [T/2, T ], we have, by Lemma 2.1, that∣∣wa,T1(0, s + δ)∣∣ h(E(wa,T1(·,− logT1))),
provided that
s − logT1, es/2|a| 1.
This and (2.16) imply
w0,T1(y, s + δ) CT for |y| 1, s − logT1, (2.32)
where CT is as in (2.28). By the definition of wa,T1 , we have
u(x, t) = (T − t)− 1p−1 w0,T
(
x√
T − t , log
1
T − t
)
= (T1 − t)−
1
p−1 w0,T1
(
x√ , log 1
)
.T1 − t T1 − t
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y = x√
T − t , s = log
1
T − t , s1 = log
1
T1 − t ,
we get
w0,T (y, s) =
(
T − t
T1 − t
) 1
p−1
w0,T1
(√
T − t
T1 − t y, s1
)
.
Putting λ = T−t
T1−t and observing s1 = s + logλ, we obtain
w0,T (y, s) = λ
1
p−1 w0,T1
(√
λy, s + logλ). (2.33)
Now we let t vary over [T/2, T ) and T1 over (t, T ]. Then we see that (2.33) holds for any
s  log(2/T ), λ ∈ [1,∞). In particular, for each y with 0 < |y| 1, we can choose λ = 1/|y|2
and apply (2.32), to obtain
∣∣w0,T (y, s)∣∣ CT |y|− 2p−1 for 0 < |y| 1, s − log(T /2).
Combining this and (2.32), we get (2.26).
Next let us consider the case where ∇u0 is not necessarily bounded. Then by parabolic esti-
mates, ∇u(x, t0) is bounded for any 0 < t0 < T . Choosing sufficiently small t0 and arguing as
above, we obtain the desired estimate (2.26), where CT depends only on N , p, ‖u0‖L∞ and T .
Finally we consider the case where u0 ∈ H˙ 1 ∩L∞. Since
wa,T1(y,− logT1) = T
1
p−1
1 u0
(
a +√T1y),
we have
E
(
wa,T1(·,− logT1)
)
=
∫
RN
(
1
2
|∇wa,T1 |2 +
1
2(p − 1) |wa,T1 |
2 − 1
p + 1 |wa,T1 |
p+1
)
ρ(y)dy
= T
2
p−1 −N−22
1
∫
RN
(
1
2
|∇u0|2 + 12(p − 1)T1 |u0|
2 − 1
p + 1 |u0|
p+1
)
ρ
(
x − a√
T1
)
dx
 T
2
p−1 −N−22
1
∫
RN
(
1
2
|∇u0|2 + 2
p − 1
|u0|2
|x − a|2
|x − a|2
4T1
ρ
(
x − a√
T1
))
dx
 T
2
p−1 −N−22
1
∫
N
(
1
2
|∇u0|2 +C |u0|
2
|x − a|2
)
dx. (2.34)R
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Hardy inequality, we obtain (2.29).
The estimate (2.27) follows immediately from (2.26). Indeed,
∣∣u(x, t)∣∣= (T − t)− 1p−1 ∣∣∣∣w0,T( x√
T − t , log
1
T − t
)∣∣∣∣
 CT (T − t)−
1
p−1
(
1 +
∣∣∣∣ x√
T − t
∣∣∣∣− 2p−1)
 CT
(
(T − t)− 1p−1 + |x|− 2p−1 ).
The proposition is proven. 
Proof of Corollary 2.6. By (2.26) and parabolic estimates, we have, for any T1 ∈ [T/2, T ],∣∣∇jw0,T1(y, s)∣∣ C0 for any |y| 1, s − log T2 , j = 1,2,3.
On the other hand, differentiation of (2.33) gives
∇jw0,T (y, s) = λ
1
p−1 + j2 ∇jw0,T1
(√
λy, s + logλ).
The estimate (2.30) now follows by setting λ = 1/|y|2 and from the above estimate. The esti-
mate (2.31) is just a restatement of (2.30) in different variables. The proof of the corollary is
complete. 
2.3. Refined estimates for highly focused blow-up
In this subsection we establish pointwise estimates for blow-up that occurs at the origin x = 0
with a nonconstant local profile.
Proposition 2.7. Let pS <p < ∞ and suppose that
w∗(y) := lim
s→∞w0,T (y, s) ≡ ±κ. (2.35)
Then there exist r0 > 0, t0 ∈ [0, T ) and C > 0 such that∣∣u(x, t)∣∣ C|x|− 2p−1 , ∣∣∇j u(x, t)∣∣ C|x|− 2p−1 −j , ∣∣ut (x, t)∣∣ C|x|− 2p−1 −2
(2.36)
for any 0 < |x| r0, t0  t < T and j = 1,2,3.
Proof. It is well known that any nonconstant bounded solution of (1.7) decays as r → ∞ with
the order r−
2
p−1 (see, for example, [5,25,28]). Thus
w∗(y) = O(|y|− 2p−1 ), ∣∣∇w∗(y)∣∣= O(|y|− p+1p−1 ) as r → ∞.
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E
(
w∗(· + a))= ∫
RN
(
1
2
|∇w∗|2 + 1
2(p − 1) |w
∗|2 − 1
p + 1 |w
∗|p+1
)
ρ(y − a)dy → 0
as |a| → ∞. Therefore if we choose R1  1 sufficiently large, then
h
(
E
(
w∗(· + a))) κ
4
for |a|R1,
where h is as in Lemma 2.1. Since w0,T (y, s) converges to w∗(y) as s → ∞ in C1(RN \ {0}),
there exists s∗ such that
h
(
E
(
w0,T (· + a, s)
))
 κ
2
for R1  |a|R1 + 2R0, s  s∗,
where R0 > 0 is the constant that appears in Lemma 2.2. By virtue of (2.16), the above estimate
implies
h
(
E
(
wa,T (·, s)
))
 κ
2
for R1e−s/2  |a| (R1 + 2R0)e−s/2, s  s∗.
Therefore, for any s1 ∈ [s∗,∞) and any a satisfying |a| = (R0 +R1)e−s1/2, we have
hmax(s1;a,R0) κ2 ,
where hmax is as in Lemma 2.2. Consequently,
∣∣wa,T (0, s)∣∣ M0κ2 e− 1p−1 (s−s1) for s  s1 + δ.
This means that ∣∣u(a, t)∣∣ M0κ
2
(T − t1)−
1
p−1 for t1 + δ1  t < T , (2.37)
where t1 = T − e−s1 and t1 + δ1 = T − e−s1−δ . Since s1 ∈ [s∗,∞) can be chosen arbitrarily, the
inequality (2.37) holds for any t1 ∈ [T − e−s∗ , T ) and a ∈ Ω satisfying
|a| = (R0 +R1)e−s1/2 = (R0 +R1)
√
T − t1.
Thus t1 + δ1 = T − e−δ(R0 +R1)−2|a|2, hence (2.37) can be rewritten as
∣∣u(a, t)∣∣ M0κ(R0 +R1) 2p−1
2
|a|− 2p−1 for T − |a|
2
eδ(R0 +R1)2  t < T . (2.38)
This inequality holds for any a ∈ Ω satisfying |a| (R0 +R1)e−s∗/2. On the other hand, in the
interval 0 t  T − e−δ(R0 +R1)−2|a|2, we have
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(
a√
T − t , s
)

(
(R0 +R1)
2
p−1 e
δ
p−1 sup
s
∥∥w0,T (·, s)∥∥L∞)|a|− 2p−1 .
Combining this and (2.38), we obtain the desired estimate. The proposition is proven. 
Remark 2.8. Note that the above proposition implies, in particular, that the origin is an isolated
blow-up point. This, in fact, is always true even if the local blow-up profile at the origin is ±κ .
This follows from the fact the infinitely many peaks cannot accumulate to the origin as t → T .
See the proof of Theorem 1.11 in [28] for details. (In Theorem 1.11, we have assumed that u0
belongs to H 1, but we have not used this assumption to show that the blow-up points do not
accumulate at the origin.)
2.4. L∞ estimates below the singular states
In this subsection we derive L∞ estimates for solutions whose initial data lies strictly below
the singular states near the origin. A combination of these estimates and the general blow-up
estimates in Section 2.2 will yield the “no-needle lemma” (Lemmas 2.14 and 2.13) in Section 2.6,
which play a crucial role in proving the convergence result in Theorem 3.2. The estimate will
also be used later in Theorem 5.14 to show that any global weak solution will become a classical
solution in finite time and decay to 0 as t → ∞.
In the following two lemmas, u(x, t) will denote a solution of (1.1) and w(y, s) will denote a
solution of the rescaled Eq. (1.13). Throughout this section, we assume N
N−2 < p < ∞. This is
the range of p for which the singular stationary solution ϕ∗ defined in (1.19) exists.
Lemma 2.9. Let 0 <μ< 1. Then for any sufficiently small δ > 0 there exists a constant Mδ > 1
such that, given any C > 0,∣∣u(x, t0)∣∣ μϕ∗(x)+C for x ∈ Ω \ {0} (2.39)
implies ∣∣u(x, t0 +C−(p−1)δ)∣∣MδC for x ∈ Ω. (2.40)
Lemma 2.10. Let 0 <μ< 1. Then for any C > 0 and any sufficiently small σ > 0 there exists a
constant Mσ > 0 such that the inequality∣∣w(y, s0)∣∣ μϕ∗(y)+C for y ∈ RN \ {0} (2.41)
implies ∣∣w(y, s0 + σ)∣∣MσC for y ∈ RN.
Proof of Lemma 2.9. Fix μ˜ ∈ (μ,1) and let u˜(x, t) be the minimal solution of the problem{
ut = u+ |u|p−1u
(
x ∈ RN, t > 0),
u(x,0) = μ˜ϕ∗(x) (x ∈ RN \ {0}). (2.42)
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solutions u1  u2  u3  · · · whose initial data satisfies
un(x,0) → μ˜ϕ∗(x) as n → ∞
for every x ∈ RN \ {0}. (See Section 5.1 for details.) As is shown in [11, Lemma 10.4], such a
solution u˜ exists for every 0 < μ˜ < 1, is smooth for all t > 0 and is a forward self-similar solution
of the form
u˜(x, t) = t− 1p−1 Ψf
( |x|√
t
)
, (2.43)
where Ψf (r) is a bounded solution of
Ψ ′′ + N − 1
r
Ψ ′ + r
2
Ψ ′ + 1
p − 1Ψ + |Ψ |
p−1Ψ = 0 for 0 < r < ∞ (2.44)
satisfying Ψ (0) > 0, Ψ ′(0) = 0 and
lim
r→∞
Ψ (r)
Φ∗(r)
= μ˜. (2.45)
In other words, ψ(y) := Ψ (|y|) is a bounded radially symmetric solution of the equation
ψ + 1
2
y · ∇ψ + ψ
p − 1 + |ψ |
p−1ψ = 0 in RN. (2.46)
Next set θ := μ/μ˜ and let g(t) be the solution of⎧⎪⎨⎪⎩
dg
dt
= gp (t > 0),
g(0) = C
1 − θ .
(2.47)
The function g(t) can be written explicitly as
g(t) =
((
1 − θ
C
)p−1
− (p − 1)t
)− 1
p−1
.
Now, by the convexity of the function u → up (u > 0), the linear interpolation of the two solu-
tions u˜ and g of (1.1), namely
uˆ(x, t) := θ u˜(x, t)+ (1 − θ)g(t),
is a supersolution. More precisely, uˆ satisfies{
uˆt uˆ+ uˆp
(
x ∈ RN, t > t0
)
,
∗uˆ(x,0) = θu˜(x,0)+ (1 − θ)g(0) = μϕ (x)+C.
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we have ∣∣u(x, t)∣∣ uˆ(x, t − t0) for x ∈ Ω, t0  t < T ∗,
where T ∗ denotes the time when the right-hand side blows up, namely,
T ∗ = t0 +C−(p−1)δ∗ with δ∗ = (1 − θ)
p−1
(p − 1) .
Fix any δ ∈ (0, δ∗), where δ∗ is as above. Then
∣∣u(x, t0 +C−(p−1)δ)∣∣ uˆ(x,C−(p−1)δ)
= θu˜(0,C−(p−1)δ)+ (1 − θ)g(C−(p−1)δ)
= θCδ− 1p−1 Ψf (0)+ (1 − θ)C
(
(1 − θ)p−1 − (p − 1)δ)− 1p−1
= C
(
θδ
− 1
p−1 Ψf (0)+
(
1 − δ
δ∗
)− 1
p−1)
.
Thus (2.40) holds with
M =
(
θδ
− 1
p−1 Ψf (0)+
(
1 − δ
δ∗
)− 1
p−1)
.
This completes the proof of the lemma. 
Proof of Lemma 2.10. If we define a function u(x, t) by
u(x, t) = (T − t)− 1p−1 w
(
x√
T − t , log
1
T − t
)
,
then u is a solution of (1.1). The assumption (2.41) implies
u(x,T − λ) = λ− 1p−1 w
(
x√
λ
, s0
)
 λ−
1
p−1
(
μϕ∗
(
x√
λ
)
+C
)
= μϕ∗(x)+C1,
where λ = e−s0 and C1 = Cλ−
1
p−1
. Applying Lemma 2.9, we obtain
u
(
x,T − λ+C−(p−1)1 δ
)
MδC1.
This is equivalent to
w(y, s0 + σ) λ
1
p−1 MδC1 = MδC,
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−e−(s0+σ) = −λ+C−(p−1)1 δ
(= −λ(1 −C−(p−1)δ)),
or, equivalently,
σ = log 1
1 −C−(p−1)δ .
By choosing δ > 0 small, we can make σ arbitrarily small. The lemma is proven. 
2.5. L∞ estimates for small-energy initial data
In this subsection we show that small local energy implies small L∞ bounds. Such an estimate
is standard in the Sobolev subcritical range 1 < p < pS, but is new in the supercritical range
pS < p < ∞. We start with some notation. The symbol H˙ 1 stands for the space introduced in
(2.25). We define
‖v‖H 1
u-loc
:=
(
sup
a∈Ω
∫
|x−a|1
(∣∣∇v(x)∣∣2 + v2(x))dx)1/2.
Proposition 2.11. Let pS < p < ∞ and let u(x, t) be a radially symmetric solution of (1.1)
defined on some interval t0  t < t0 + T1 and satisfying u(·, t0) ∈ H˙ 1(Ω) ∩ L∞(Ω). Then for
any δ ∈ (0, T1) there exist positive constants γ0, M depending only on p, N , T1 and δ such that
if ∥∥u(·, t0)∥∥H 1u-loc  γ0, (2.48)
then ∥∥u(·, t0 + δ)∥∥L∞ M(‖u0‖H 1u-loc) 1p+1 . (2.49)
Proposition 2.12. Let pS < p < ∞. Then for any δ > 0 there exist positive constants γ˜0, M
depending only on p,N and δ such that if w(y, s) is a radially symmetric solution of (1.13)
defined on some interval s0  s < ∞ and if
Emax
(
w(·, s0)
) := sup
a∈RN
E
(
w(· + a, s0)
)
 γ˜0,
then ∥∥w(·, s0 + δ)∥∥L∞ MEmax(w(·, s0)) 1p+1 . (2.50)
Proof of Proposition 2.11. Without loss of generality we may assume t0 = 0. Fix δ > 0 arbi-
trarily. Let wa,T be as defined in (2.1). Then the same kind of computation as in (2.34) shows1
H. Matano, F. Merle / Journal of Functional Analysis 256 (2009) 992–1064 1017E
(
wa,T1(·, s0)
)
 T
2
p−1 −N−22
1
∫
RN
(
1
2
|∇u0|2 + 12(p − 1)T1 |u0|
2
)
ρ
(
x − a√
T1
)
dx
 C‖u0‖H 1
u-loc
,
where C is a constant dependent only on p,N,T1. Therefore, the constant CT that appears in
Proposition 2.5 satisfies the estimate
CT = O
((‖u0‖H 1
u-loc
) 1
p+1 ). (2.51)
It follows that there exists a constant C0 > 0 dependent only on p, N , δ such that∣∣wa,T1(y, s)∣∣ C0(‖u0‖H 1
u-loc
) 1
p+1 (∣∣ϕ∗(y)∣∣+ 1) for s  s0 + δ,
provided that ‖u0‖H 1
u-loc
is not too large. Now choose γ0 such that
μ := C0γ
1
p+1
0 < 1.
Then by Lemma 2.10, we have, for any δ1 ∈ (0, δ∗),∣∣wa,T1(y, s + δ + δ1)∣∣M1 for s  s0,
where M1 is a constant dependent only on p, N , γ0, δ and δ1. In the original u variable, this
implies (2.49) with M = e 1p−1 (δ+δ1) M1. The proposition is proven. 
Proof of Proposition 2.12. If we define a function u(x, t) by
u(x, t) = (T1 − t)−
1
p−1 w
(
x√
T1 − t , log
1
T1 − t
)
,
then w(y, s) coincides with the rescaled solution w0,T1 defined in (2.1), and wa,T1 coincides
with w(y + es/2a, s). Thus the conclusion follows directly from the proof of the previous propo-
sition. 
2.6. Nonexistence of needle-like singularity
In this subsection we prove what we call the “no-needle lemma,” which states that con-
vergence outside the origin automatically implies convergence at the origin. In other words,
δ function type thin singularity will not appear in our problem. The results will play an im-
portant role in the characterization of type II blow-up (Theorems 3.1 and 3.2) and in the study of
regularization speed after blow-up (Theorem 5.19).
Lemma 2.13 (No-needle lemma for u). Let pS < p < ∞ and let un(x, t) (n = 1,2,3, . . .) be a
family of radially symmetric classical solutions of (1.1) that are defined for x ∈ Ω , t0  t  T1
and satisfy supn ‖un(·, t0)‖L∞ < ∞,
un(x, t
∗) → v(x) (n → ∞), for every x ∈ Ω \ {0}
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for any sufficiently small δ > 0 there exists a constant M1 > 0 such that
sup
n
∥∥∇j un(·, t∗ + δ)∥∥L∞(Ω) M1 for j = 0,1,2,3. (2.52)
Lemma 2.14 (No-needle lemma for w). Let pS < p < ∞ and let wn(y, s) (n = 1,2,3, . . .) be a
family of radially symmetric classical solutions of (1.13) that are defined for y ∈ RN , s0  s < ∞
and satisfy supn E(wn(·, s0)) < ∞. Suppose that
wn(y, s
∗) → ψ(y) (n → ∞), for every y ∈ RN \ {0}
for some s∗ > s0 and some bounded function ψ(y) on RN \ {0} with bounded gradient ∇w. Then
for any sufficiently small δ > 0 there exists a constant M1 > 0 such that
sup
n
∥∥∇jwn(·, s∗ + δ)∥∥L∞ M1 for j = 0,1,2,3. (2.53)
Remark 2.15. In Lemma 2.13, the case where t∗ = T1 is not included. This case will be treated
in Corollary 4.2.
Proof of Lemma 2.13. Without loss of generality we may set t0 = 0. Define
wn(y, s) := (T1 − t)
1
p−1 un(x, t) = e−
1
p−1 su
(
e−s/2y,T1 − e−s
)
,
where
y = x√
T1 − t , s = − log(T1 − t).
Then wn satisfies the rescaled equation (1.13) and
wn(y, s
∗) → ψ(y) (n → ∞), for every y ∈ RN \ {0}, (2.54)
where s∗ = − log(T1 − t∗) and ψ(y) = e−
1
p−1 s∗ v(e−s∗/2y). By the assumption
sup
n
∥∥un(·, t0)∥∥L∞ < ∞
along with Proposition 2.5 and Corollary 2.6, we have
∣∣wn(y, s∗)∣∣ C(1 + |y|− 2p−1 ), ∣∣∇2wn(y, s∗)∣∣ C(1 + |y|− 2pp−1 )
for |y| > 0, s  s∗, (2.55)
where the constant C is independent of n. Thus the convergence (2.54) takes place in C1(RN \
{0}). Hence there exists a constant M > 0 such that for any small ε > 0 and any large R0 > 0 we
have ∣∣wn(y, s∗)∣∣+ ∣∣∇wn(y, s∗)∣∣M for ε  |y|R0
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with an appropriate choice of constant M > 0.
Now, given a constant 0 < θ  1, we set T2 := (1 − θ)t∗ + θT1, and define
w˜n(y, s) := (T2 − t)
1
p−1 un(x, t) = e−
1
p−1 su
(
e−s/2y, T2 − e−s
)
,
where
y = x − a√
T2 − t , s = − log(T2 − t).
Then w˜n satisfies the same rescaled Eq. (1.13), and it holds that
w˜n(y, s) = λ
1
p−1 (s)wn
(√
λ(s)y, s + logλ(s)),
where
λ(s) = T2 − t
T1 − t =
1
1 + (1 − θ)es−s∗ .
In particular, we have
w˜n(y, s
∗ − log θ) = θ 1p−1 wn
(√
θy, s∗
)
.
Let us compute the energy of w˜n(y + a, s∗ − log θ) for each a ∈ RN :
E
(
w˜n(· + a, s∗ − log θ)
)
 θ
p+1
p−1
2
∫
RN
∣∣∇wn(√θy)∣∣2ρa(y) dy
+ θ
2
p−1
2(p − 1)
∫
RN
w2n
(√
θy
)
ρa(y) dy,
where wn(z) stands for wn(z, s∗) and ρa(y) = ρ(y − a). Using (2.30), the first integral on the
right-hand side is estimated as∫
RN
∣∣∇wn(√θy)∣∣2ρa(y) dy = ∫
|y|ε
+
∫
|y|ε
∣∣∇wn(√θy)∣∣2ρa(y) dy
 C2
∫
|y|ε
∣∣√θy∣∣− 2(p+1)p−1 ρa(y) dy +M2 ∫
|y|ε
ρa(y) dy
 C
2
(4π)N/2
θ
− p+1
p−1
∫
|y|− 2(p+1)p−1 dy +M2.
|y|ε
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0 ρa(y) (4π)−N/2,
∫
RN
ρa(y) dy = 1.
Similarly, the second integral is estimated as
∫
RN
w2n
(√
θy
)
ρa(y) dy =
∫
|y|ε
w2n
(√
θy
)
ρa(y) dy +
∫
|y|ε
w2n
(√
θy
)
ρa(y) dy
 C
2
(4π)N/2
θ
− 2
p−1
∫
|y|ε
|y|− 4p−1 dy +M2.
Combining these, we obtain
E
(
w˜n(· + a, s∗ − log θ)
)
 C
2
2(4π)N/2
( ∫
|y|ε
|y|− 2(p+1)p−1 + 1
(p − 1) |y|
− 4
p−1
)
dy
+M2
(
θ
p+1
p−1
2
+ θ
2
p−1
2(p − 1)
)
. (2.57)
Note that |y|− 2(p+1)p−1 is locally integrable around the origin if (and only if) p > pS. Then the
term |y|− 4p−1 becomes automatically locally integrable. Consequently, choosing ε and θ small
enough, we can make the right-hand side of the above inequality smaller than the constant γ˜0
that appears in Proposition 2.12. More precisely,
E
(
w˜n(· + a, s∗ − log θ)
)
 γ˜0 for any a ∈ RN,
hence, by Proposition 2.12,
∥∥w˜n(·, s∗ − log θ + δ)∥∥L∞ M γ˜ 1p+10 .
Consequently,
∥∥wn(·, s∗ + δ)∥∥L∞ = (λ(s∗ + δ))− 1p−1 ∥∥w˜n(·, s∗ − log θ + δ)∥∥L∞

(
1 + (1 − θ)eδ) 1p−1 Mγ˜ 1p+10 .
Parabolic regularization then implies that∥∥∇jwn(·, s∗ + 2δ)∥∥ ∞ M0L
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un(x, t) = wn
(
x√
T1 − t ,− log(T1 − t)
)
,
we obtain the estimate (2.52) after an appropriate redefinition of M1 and δ. The lemma is
proven. 
Proof of Lemma 2.14. As in the proof of Proposition 2.12, if we define u(x, t) by
u(x, t) = (T1 − t)−
1
p−1 w
(
x√
T1 − t , log
1
T1 − t
)
,
then w(y, s) coincides with w0,T1 defined in (2.1), and wa,T1 coincides with w(y + es/2a, s).
Thus the conclusion follows directly from the proof of Lemma 2.13. 
2.7. Estimates near |x| = ∞ for H 1 initial data
The following proposition will be used in the proof of Theorems 3.9 and 4.9.
Proposition 2.16. Let Ω = RN , pS < p < ∞ and let u be a solution of (1.1) that blows up at
t = T . Assume that u0 ∈ H 1(RN)∩L∞(RN). Then there exists R0 > 0 such that
lim sup
t→T
∥∥u(·, t)∥∥
H 1(RN\BR0 ) < ∞, lim supt→T
∥∥u(·, t)∥∥
Lp+1(RN\BR0 ) < ∞,
where RN \BR0 = {x ∈ RN | |x|R0}.
Proof. As we have shown in the proof of Proposition 2.5, we have
E
(
wa,T (·,− logT )
)
 T
2
p−1 −N−22
1
∫
RN
(
1
2
|∇u0|2 + 12(p − 1)T1 |u0|
2
)
ρ
(
x − a√
T1
)
dx.
Since u0 ∈ H 1(RN), the right-hand side tends to 0 as |a| → ∞, hence so does E(wa,T ). Conse-
quently, by Lemma 2.2 and (2.9), there exists some constant C > 0 such that
∣∣u(a, t)∣∣p+1  CE(wa,T (·,− logT ))
for all large |a|, say |a|  R0, and for all t close to the blow-up time T . Integrating the above
inequality by a and applying the previous estimate, we obtain∫ ∣∣u(a, t)∣∣p+1 da  C1‖u0‖2H 1 . (2.58)|a|R0
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observation shows that u(a, t) is uniformly bounded in the region |a| R0, hence by parabolic
estimates there exists a constant C2 > 0 and t2 ∈ [0, T ) such that∥∥∇u(·, t)∥∥
L∞(|x|R0) +
∥∥ut (·, t)∥∥L∞(|x|R0)  C2 for t1  t < T . (2.59)
Now, integration by parts yields
d
dt
∫
|x|R0
(
1
2
|∇u|2 − 1
p + 1 |u|
p+1
)
dx =
∫
|x|R0
(∇ut · ∇u− |u|p−1uut)dx
= −
∫
|x|=R0
ut
∂u
∂r
dSx −
∫
|x|R0
u2t dx
−
∫
|x|=R0
ut
∂u
∂r
dSx.
The right-hand side of the above inequality is bounded for t1  t < T by virtue of (2.59). Con-
sequently,
∫
|x|R0(
1
2 |∇u|2 − 1p+1 |u|p+1) dx is bounded from above as t → T . Combining this
and (2.58), we obtain
lim sup
t→T
∫
|x|R0
|∇u|2 dx < ∞.
This completes the proof of the proposition. 
3. Properties of type II blow-up
In this section we study various properties of type II blow-up. Throughout this section, Ω is
either a finite ball BR := {|x| <R} or the entire space RN .
3.1. Various characterizations of type II blow-up
The following two theorems are fundamental in this section.
Theorem 3.1 (Existence of the local profile). Let pS <p < ∞ and let u0 ∈ L∞(Ω). Suppose the
solution u of (1.1) blows up at t = T . Then the limit
w∗(y) := lim
s→∞w0,T (y, s)
(
= lim
t→T (T − t)
1
p−1 u
(√
T − t y, t)) (3.1)
exists locally uniformly in y ∈ RN \ {0} (hence in C2(RN \ {0}), and w∗ is either a bounded
radially symmetric solution of (1.7) or the singular stationary solution ϕ∗(y) or −ϕ∗(y).
Theorem 3.2 (Characterizations of type II blow-up). Let pS <p < ∞ and let u and w∗ be as in
Theorem 3.1. Then the following conditions are equivalent:
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(b) limt→T (T − t)
1
p−1 ‖u(·, t)‖L∞ = ∞;
(c) w∗(y) = ϕ∗(y) or −ϕ∗(y);
(d) limx→0 u(x,T )ϕ∗(x) = 1 or −1.
Remark 3.3. The main novelty of Theorem 3.1 is the existence of the limit (3.1) for a type II
blow-up. This result is exceedingly useful in studying general properties of type II blow-up. As
for type I blow-up, the existence of the limit (3.1) has been established by [31] when Ω = BR
(see also [28, Theorem 1.13(i)]), while only partial results have been known when Ω = RN .
Remark 3.4. Condition (b) in Theorem 3.2 asserts that the “lim sup” in Definition 1.1 can be
replaced by “lim.” Incidentally, the general estimate (2.27) implies
(T − t) 1p−1 ∣∣u(x, t)∣∣ C((T − t) 1p−1 |x|− 2p−1 + 1),
therefore the quantity (T − t) 1p−1 |u(x, t)| remains bounded as t → T outside any small neigh-
borhood of x = 0. In other words, a type II behavior can occur only at x = 0.
Remark 3.5. The term u(x,T ) in condition (d) denotes limt→T u(x, t), which we call the global
blow-up profile. The existence of this limit will be proven in Proposition 3.14.
Before starting the proof of the above theorem, let us recall the well known zero-number
properties for parabolic equations (a Sturm type theorem). The following is a radial version of
this property whose proof is found in [6].
Lemma 3.6 (Zero number properties). Let v(x, t) := V (r, t) be a smooth radially symmetric
solution of the linear parabolic equation
vt = v + b
(|x|, t)(x · ∇v)+ a(|x|, t)v, |x| <R0, t ∈ (t1, t2), (3.2)
where 0 <R0 < +∞, −∞ t1 < t2 +∞ and a(r, t), b(r, t) are bounded continuous functions
on [0,R0]× (t1, t2). Assume that V (r, t) is not identically equal to zero and satisfies either of the
following boundary conditions:
V (R0, t) ≡ 0
(
t ∈ (t1, t2)
)
, (3.3a)
V (R0, t) = 0
(
t ∈ (t1, t2)
)
. (3.3b)
Then the following hold:
(i) Z[0,R0][V (·, t)] is finite for any t ∈ (t1, t2);
(ii) t → Z[0,R0][V (·, t)] is monotone non-increasing;
(iii) if Vr(r∗, t∗) = V (r∗, t∗) = 0 for some r∗ ∈ [0,R0], t∗ ∈ (t1, t2), then
Z[0,R0]
[
V (·, t)]> Z[0,R0][V (·, s)] (t1 < t < t∗ < s < t2).
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solutions of (1.4); V = Ut , where U is a solutions of (1.4); V = W1 − W2, where W1, W2 are
radial solutions of (1.13); V = Wt , where W is a radial solution of (1.13); V = U − Φ∗ or
V = W − Φ∗, where Φ is the singular stationary solutions. In the last case, we have replace
[0,R0] by (0,R0]. It is also easily that the lemma remains true if R0 is replaced by a smooth
function R0(t) > 0 (see [28, Remark 2.8]). Note also that the statements (ii), (iii) are still valid if
[0,R0] (or (0,R0]) is replaced by [0,∞) (or (0,R0]).
Proof of Theorem 3.2. First we prove the existence of the limit (3.1). Denote by ω(w0,T ) the ω-
limit set of w0,T in the topology of C1(RN \ {0}). In other words, ω(w0,T ) consists of functions
obtained as a limit of any convergent sequence w0,T (y, sn) with sn → ∞. Then as is shown
in [28, Theorem 1.13], we have
ω(w0,T ) ⊂ E ∪ {ϕ∗,−ϕ∗}. (3.4)
Here E denotes the set of radially symmetric bounded solutions of (1.7). Furthermore ω(w0,T )
is a compact connected set in C1(RN \ {0}). What we have to show is that ω(w0,T ) contains
precisely one element.
If 0 is not a blow-up point of u, then clearly w0,T (y, s) → 0 as s → ∞, so this case is trivial.
Next, if 0 is a blow-up point and if the blow-up is of type I, then w0,T (y, s) remains bounded as
s → ∞. In this case,
ω(w0,T ) ⊂ E,
and there is no distinction between the topology of C1(RN \ {0}) and that of C1(RN). As we
have mentioned in Remark 3.3, the existence of the limit (3.1) for this special case is established
in [31] provided that Ω = BR . In order to deal with the case Ω = RN , we have to modify the
argument. For the clarity of the present paper, let us recall how the argument of [31] (also that of
[28]) goes for the case Ω = BR .
Thus we start with the case where Ω = BR and the blow-up is of type I. The argument below
is based largely on the ideas of [26]. Suppose that ω(w0,T ) contains more than one element.
Then, since ω(w0,T ) is connected, it must contain infinitely many elements. Let ψ1(y) = Ψ1(|y|),
ψ2(y) = Ψ2(|y|) and ψ3(y) = Ψ3(|y|) be elements of ω(w0,T )∩ E satisfying
Ψ1(0) < Ψ3(0) < Ψ2(0).
These functions are ω-limit points of w0,T in the topology of C1(RN). Consequently, we can
choose a sequence 0 < s1 < s2 < s3 < · · · → ∞ such that
W(r, s2k−1) → Ψ1(r), W(r, s2k) → Ψ2(r) as k → ∞
in C1([0,∞)), where W(r, s) := w0,T (y, s) with r = |y|. Then
W(0, s2k−1)−Ψ3(0) < 0, W(0, s2k)−Ψ3(0) > 0
for k sufficiently large. Hence for each large n there exists s¯n ∈ (sn, sn+1) such that
W(0, s¯n)−Ψ3(0) = 0 for n = 1,2,3, . . . . (3.5)
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Applying Lemma 3.6(iii) to W(r, s)−Ψ3(r), we see that Z[0,∞)[W(·, s)−Ψ3] must drop at least
by 1 each time s crosses s¯n.
Now recall that any non-trivial bounded radial solution of (1.7) does not vanish for r large
(see, for example, the proof of [5, Theorem 3]). On the other hand, in the case where Ω = BR ,
we have W(Res/2, s) = 0 for s  s0. Therefore the function W(Res/2, s) − Ψ3(Res/2) has a
constant sign for all large s. By Lemma 3.6 and its subsequent remark,
Z[0,Res/2]
[
W(·, s)−Ψ3
]
is finite and monotonically decreasing for s sufficiently large. Therefore, this quantity can drop
only finitely many times, contradicting the previous observation. This contradiction proves that
ω(w0,T ) cannot contain more than one element, hence the convergence (3.1) follows.
Next we assume that the blow-up is of type I and that Ω = RN . By exactly the same argument
as above, we see that (3.5) holds. Denote by U˜3 the self-similar solution of (1.1) corresponding
to Ψ3; namely
U˜3(r, t) := (T − t)−
1
p−1 Ψ3
(
r√
T − t
)
.
Then (3.5) implies
U(0, t¯n) = U˜3(0, t¯n) for n = 1,2,3, . . . ,
where t¯n = T − e−s¯n . Now fix r0 > 0 arbitrarily. Then by Lemma 3.6,
Z[0,r0]
[
U(·, t)− U˜3(·, t)
]
< ∞
for every 0 < t < T , while this quantity drops at least by one each time t crosses t¯n. In order
for this to be possible, new zeros of r → U(r, t) − U˜3(r, t) have to enter the interval from the
endpoint r0, therefore U(r0, t)− U˜3(r0, t) changes sign infinitely many times as t approaches T .
Consequently,
U(r0, T ) = lim
t→T U˜3(r0, t) = limλ→∞λ
1
p−1 Ψ3
(√
λr0
)= μ∞(Ψ3)r− 2p−10 ,
where μ∞(·) is as in (A.2). On the other hand, since ω(w0,T ) is connected, it contains another
element Ψ4 satisfying Ψ (1) < Ψ3(0) < Ψ4(0) < Ψ2(0). Then the same argument as above shows
U(r0, T ) = μ∞(Ψ4)r−
2
p−1
0 ,
hence μ∞(Ψ4) = μ∞(Ψ3). This, however, contradicts Lemma A.1 in Appendix A, which states
that Ψ ≡ Ψ˜ implies μ∞(Ψ ) = μ∞(Ψ˜ ). This contradiction shows that ω(w0,T ) is a singleton.
Next we consider the case where the blow-up is of type II. In view of (3.4), all we have to
show is that
ω(w0,T )∩ E = ∅. (3.6)
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or ω(w0,T ) = {−ϕ∗}, which means the convergence w(·, s) → ±ϕ∗. Assuming the contrary, we
will derive a contradiction.
Suppose the blow-up is of type II and that ω(w0,T ) ∩ E = ∅. Then there exists a sequence
sn → ∞ and ψ ∈ E such that
w0,T (y, sn) → ψ(y) as n → ∞
in C1(RN \{0}). Then by Lemma 2.14, w0,T (y, sn+δ) remains bounded in C3(RN), where δ > 0
is some fixed small number. On the other hand, since ψ is a stationary solution, w0,T (y, sn + δ)
converges to ψ in C1(RN \ {0}). It follows that
w0,T (y, sn + δ) → ψ(y) as n → ∞
in C2(RN). If ψ is the only element of ω(w0,T ), we have w0,T (y, s) → ψ(y) as s → ∞ in
C1(RN \ {0}). Hence, by the same argument as above,
w0,T (y, s + δ) → ψ(y) as s → ∞
in C2(RN), hence locally uniformly in RN as s → ∞. This, together with the general esti-
mate (2.26), implies that w0,T remains bounded in L∞ as s → ∞, contradicting the assumption
that the blow-up is of type II. Therefore ω(w0,T ) must contain more than one element. By
the connectedness of ω(w0,T ), it contains infinitely many elements, hence the same is true of
ω(w0,T ) ∩ E . We can then derive a contradiction by the same argument as in the case of type I
blow-up, since any point in ω(w0,T ) ∩ E is also an ω limit point with respect to the C2(RN)
topology, as we have seen above. This completes the proof of the convergence (3.1).
Next we prove the equivalence of the conditions (a)–(d). The equivalence (c) ⇔ (d) is in-
cluded in Theorem 4.1 (and follows immediately from Proposition 4.4), so we postpone the
proof of this assertion and simply prove the equivalence of (a)–(c). As we have shown above,
(a) implies (c). The relation (c) ⇒ (b) obviously holds since ‖w0,T (·,− log(T − t))‖L∞ =
(T − t) 1p−1 ‖u(·, t)‖L∞ . The relation (b) ⇒ (a) is clear from the definition of type II blow-up.
The theorem is proven. 
3.2. Nonexistence of type II blow-up for pS <p < pJL
In this subsection, as an application of Theorem 3.2 above, we give an alternative proof to the
result of our earlier paper [28], which states that type II blow-up does not occur if pS <p < pJL.
The idea in [28] was first to show that any type II blow-up solution converges to a stationary
solution of (1.1) after an appropriate rescaling. Our proof here, on the other hand, is based on the
fact that type II blow-up implies w∗ = ϕ∗. Theorem 3.7 below for the case Ω = BR is identical
to Theorem 1.5 in [28], while Theorem 3.8 for the case Ω = RN slightly improves Theorem 1.6
in [28], as we do not impose any condition on the zero number of Ut(r,0). Theorem 3.9 for H 1
initial data is new.
Theorem 3.7. Let pS <p < pJL and let Ω = BR . Then no type II blow-up occurs.
Theorem 3.8. Let pS < p < pJL and let Ω = RN . Assume that Z(0,∞)[|U0| − Φ∗] < ∞, where
U0(r) := u0(x) with r = |x|. Then no type II blow-up occurs.
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no type II blow-up occurs.
Remark 3.10. We do not know if the conclusion of Theorem 3.8 holds true without the assump-
tion Z(0,∞)[|U0|−Φ∗] < ∞. However, we can at least say that a type II blow-up is an extremely
rare phenomenon in the range pS < p < pJL. More precisely, if a type II blow-up ever occurs in
the range pS <p < pJL, then we must have
u(x,T ) := lim
t→T u(x, t) = ±ϕ
∗(x) for every x ∈ RN \ {0}. (3.7)
We will prove this assertion later in this subsection.
Proof of Theorem 3.7. Let ϕ1(x) = Φ1(|x|) be the stationary solution defined in (1.20) with
a = 1. It is known that, in the range pS <p < pJL, the graph of Φ1(r) and that of Φ∗(r) intersects
infinitely many times. In other words,
Z(0,∞)[Φ1 −Φ∗] = ∞,
see [21]. The proof of this well known fact can also be found in [28, Lemma 2.2].
Now suppose that the blow-up is of type II. Then by Theorem 3.2, w0,T (y, s) → ϕ∗(y) as
s → ∞. In the variable r := |y|, this convergence is expressed as
W0,T (r, s) → Φ∗(r) (s → ∞) locally uniformly in 0 < r < ∞.
Combining this and the above estimate, and recalling that W0,T (r, s) is defined for 0 r Res/2,
we obtain
lim
s→∞ Z(0,Res/2)
[
Φ1 −W0,T (·, s)
]= ∞. (3.8)
Choose any sequence 0 < t1 < t2 < t3 < · · · → T and set λn = T − tn. Since
W0,T (r, sn) = λ
1
p−1
n U
(√
λnr, tn
)
,
where sn = − log (T − tn), the estimate (3.8) implies
lim
n→∞ Z(0,Rn)
[
Φ1 − λ
1
p−1
n U
(√
λnr, tn
)]= ∞,
where Rn = R√λn . Note also that, by (1.21),
Φ1(r)− λ
1
p−1
n U
(√
λnr, tn
)= λ 1p−1n (Φan(√λnr)−U(√λnr, tn)),
where an = λ−
1
p−1
n . Consequently,
Z(0,Rn)
[
Φ1 − λ
1
p−1
n U
(√
λnr, tn
)]= Z(0,R)[Φan −U(·, tn)],
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lim
n→∞ Z(0,R)
[
Φan −U(·, tn)
]= ∞.
Since Z(0,R)[Φan − U(·, t)] is monotone non-increasing in t , and since Φa is a stationary solu-
tion, we have
Z(0,R)
[
Φan −U(·, t0)
]→ ∞ as n → ∞ (3.9)
for any fixed t0 ∈ (0, T ). By Lemma 3.6, we can choose t0 such that the function r → Φ∗(r) −
U(r, t0) has only simple zeros in (0,R] and that
m0 := Z(0,R)
[
Φ∗ −U(·, t0)
]
< ∞.
Then, since Φa(r) → Φ∗(r) as a → ∞ locally uniformly in 0 < r < ∞, the simplicity of the
zeros of Φ∗(r)−U(r, t0) implies that
Z(0,R)
[
Φa −U(·, t0)
]= m0
for all large a, which contradicts (3.9). This contradiction proves the theorem. 
Proof of Theorem 3.8. By the assumption of the theorem, we have
m0 := Z(0,∞)[Φ∗ −U0] < ∞.
Therefore, by Lemma 3.6, we can choose t0 such that the function Φ∗(r) − U(r, t0) has only
simple zeros in (0,∞). Furthermore,
Z(0,∞)
[
Φ∗ −U(·, t0)
]
m0.
The convergence Φa → Φ∗ as a → ∞ and the simplicity of the zeros of Φ∗(r)−U(r, t0) imply
Z(0,∞)
[
Φa −U(·, t0)
]
m0
for all large a > 0. On the other hand, by the same argument as we have used to derive (3.9), we
obtain
Z(0,∞)
[
Φan −U(·, t0)
]→ ∞ as n → ∞.
This contradiction proves the theorem. 
Before proving Theorem 3.9, let us first show the claim (3.7).
Proof of (3.7). By the same argument as we used to derive (3.8), we obtain
lim Z(0,R0es/2)
[
Φ1 −W0,T (·, s)
]= ∞
s→∞
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that
lim
n→∞ Z(0,R0)
[
Φan −U(·, tn)
]= ∞ (3.10)
for any R0 > 0. Now suppose that
U(R0, T ) = Φ∗(R0).
Then there exist ε0 > 0 and δ > 0 such that∣∣Φ∗(R0)−U(R0, t)∣∣ ε0 for t ∈ [T − δ, T ). (3.11)
Then by Lemma 3.6, Z(0,R0)[Φ∗ −U(·, t)] is finite for every t ∈ (T − δ, T ) and is monotonically
non-increasing. Furthermore, for possibly finitely many exceptional values of t , the zeros of the
function r → Φ∗(r) − U(r, t) lying in the interval (0,R0) are all simple. Fix any such t0 ∈
(T − δ, T ). Then by exactly the same argument as in the proof of Theorem 3.7, we have
Z(0,R)
[
Φa −U(·, t0)
]= m0 := Z(0,R)[Φ∗ −U(·, t0)]
for all large a. Furthermore, by (3.11) and the fact that Φa(R0) → Φ∗(R0) as a → ∞, we have
Φa(R0)−U(R0, t) = 0 for t ∈ [T − δ, T )
for all large a. Consequently, Z(0,R0)[Φa − U(·, t)] is monotone non-increasing in t for every
large a > 0. In particular,
Z(0,R0)
[
Φan −U(·, tn)
]
 Z(0,R)
[
Φan −U(·, t0)
]
m0
for every large a > 0, contradicting (3.10). This contradiction shows that U(R0, T ) = Φ∗(R0).
Since R0 > 0 is arbitrary, (3.7) is proven. 
Proof of Theorem 3.9. Since u0 ∈ H 1(RN) ∩ L∞(RN), we see from Proposition 2.16 and Fa-
tou’s lemma that ∫
|x|R0
∣∣u(x,T )∣∣p+1 dx < ∞ for all large R0 > 0.
This, however, is impossible since, by (3.7), the above integral is equal to∫
|x|R0
∣∣ϕ∗(x)∣∣p+1 dx = (c∗)p+1 ∫
|x|R0
|x|−2(p+1)/(p−1) dx,
which is infinite if p  pS. This contradiction proves the theorem. 
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In this subsection we prove that if the blow-up is of type II, then at least two intersection points
between the graph of U(r, t) and that of the singular stationary solution Φ∗(r) escape to ∞ as
t → T . This is equivalent to saying that at least two zeros of the function r → U(r, t) − Φ∗(r)
approaches r = 0 as t → T .
In order to state our result more clearly, let u(x, t) be a solution of (1.1) that blows up at
t = T , and let U(r, t) := u(x, t) with r = |x|. Then a comparison argument (Lemma 3.13 below)
shows that if u satisfies |u(x, t)| ϕ∗(x) (x ∈ Ω) for some t ∈ [0, T ), then u cannot blow up in
finite time. Therefore
Z(t) := {r > 0 ∣∣ ∣∣U(r, t)∣∣−Φ∗(r) = 0} (3.12)
is not empty for any t ∈ [0, T ). Now we define
rmin(t) := minZ(t). (3.13)
Again by Lemma 3.13, in order for the solution u to blow up, it must hold that
lim inf
t→T rmin(t) = 0. (3.14)
Now, given a solution U(r, t) that blows up at t = T , we define the number of vanishing
intersections m0(U) as follows:
m0(U) := lim
r0→0
lim sup
t→T
max
{Z(0,r0][U(·, t)−Φ∗], Z(0,r0][U(·, t)+Φ∗]}. (3.15)
By (3.14), we always have m0(U)  1 for any blow-up that occurs at r = 0. As is easily seen,
m0(U) = 1 if and only if there exist r0 > 0 and t0 ∈ [0, T ) such that
Z(0,r0]
[
U(·, t)−Φ∗] 1, Z(0,r0][U(·, t)+Φ∗] 1 for t0 < t < T . (3.16)
We call such a blow-up a “single-intersection blow-up.” Our main result in this section is as
follows.
Theorem 3.11. Let pJL < p < ∞ and let u be a solution that blows up at t = T . Suppose that
the blow-up is of type II. Then m0(U) 2. In other words, any single-intersection blow-up is of
type I.
Remark 3.12. See Theorem 5.28 and Remark 5.31 for further properties of a single-intersection
blow-up.
Proof of Theorem 3.11. Let w0,T (y, s) = W(|y|, s) be the rescaled solution. By Theorem 3.2,
W(r, s) converges to either Φ∗(r) or −Φ∗(r) as s → ∞ locally uniformly in r > 0. Without loss
of generality we may assume the former, since otherwise we can consider −u instead of u. By
assuming (3.16), we will derive a contradiction.
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radial symmetry) around Φ∗ and denote this operator by L; namely
LΨ := Ψ ′′ + N − 1
r
Ψ ′ − r
2
Ψ ′ − 1
p − 1Ψ +
p(c∗)p−1
r2
Ψ.
Let H 1ρ be the space of radially symmetric functions on RN with the norm
‖ψ‖2
H 1ρ
:=
∫
RN
(|∇ψ |2 +ψ2)ρ dy,
where ρ is as in (2.5). Then, as is shown in [18,19], the eigenvalues of L in the space H 1ρ are
given by the form
λj = 1
p − 1 +
α
2
+ j − 1, (3.17)
where
α = −(N − 2)+
√
(N − 2)2 − 4pB
2
, B = 2
p − 1
(
N − 2 − 2
p − 1
)
.
One can easily check that
λ1 < λ2 < 0 (3.18)
for any pJL <p < ∞. (Furthermore, it can further be shown that λ3 > 0 if and only if p > pL :=
1 + 6
N−10 , though we do not need this fact in the present paper.)
Since the second eigenvalue is strictly negative, one can find a constant M > 0 such that the
second eigenvalue of L restricted to the interval M−1 < r < M under the Dirichlet boundary
conditions at r = M−1, M is 0. We denote this eigenfunction by ψ2. By the Sturm–Liouville
theory, ψ2(r) changes sign exactly once at some point r1 ∈ (M−1,M). Therefore we can assume
ψ2(r) < 0 for M−1 < r < r1, ψ2(r) > 0 for r1 < r <M.
Denote by r(s) the smallest zero of W(r, s)−Φ∗(r) for each fixed s. By the assumption (3.16),
we can choose s1 ∈ R such that, for every s  s1, the function W(r, s)−Φ∗(r) has no zero other
than r(s) in the range 0 < r M + 1. Whenever the zero r(s) appears in the range 0 < r M ,
it is a simple zero, since, by the result of [1], a degenerate zero can occur only when two zeros
merge and disappear. Consequently, r(s) is a smooth function of s whenever 0 < r(s)M .
Choose ε > 0 small enough so that there exists a stationary solution vε(r) of (2.17) that
approximates the function Φ∗(r) + εψ2(r). More precisely, by a bifurcation argument, one can
easily find a value δε = M−1 +O(ε) and a solution vε of the equation
V ′′ + 1 V ′ − r V ′ − 1 V + |V |p−1V = 0
N − 1 2 p − 1
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vε(r) = Φ∗(r)+ εψ2(r)+O
(
ε2
)
for r ∈ [δε,M]
in the C1 sense and such that
vε(δε) = Φ∗(δε), vε(M) = Φ∗(M),
vε(r)
{
<Φ∗(r) for r ∈ (δε, r∗ε ),
> Φ∗(r) for r ∈ (r∗ε ,M), (3.19)
where r∗ε is a point in (δε,M) satisfying r∗ε = r1 + O(ε). Furthermore, if ε is chosen small
enough, then
Z[δε,M]
[
W(·, s1)− vε
]= Z[δε,M][W(·, s1)−Φ∗] 1.
This is because W(r, s1)−Φ∗(r) has no zero other than r(s1) in the interval (0,M], and because
r(s1) is a simple zero if it lies in (0,M].
As s varies over the interval [s1,∞), the number of the zeros of W(r, s)−vε(r) in the interval
[δε, M] may vary, but it can vary only when r(s) crosses either δε or M . Since
W(r, s)
{
<Φ∗(r) if 0 < r < r(s),
> Φ∗(r) if r(s) < r M, (3.20)
and since vε satisfies (3.19), we easily see that there is at least one zero of W(r, s) − vε(r)
between δε and r(s) if r(s) ∈ [δε, r∗ε ), and there is at least one zero between r(s) and M if
r(s) ∈ (r∗ε M]. Consequently, each time r(s) leaves the interval [δε,M], at least one zero of
W(r, s)− vε(r) is lost. On the other hand, it is easily seen that each time r(s) enters the interval
[δε, M], precisely one zero of W(r, s)− vε(r) is created. It follows that
Z[δε,M]
[
W(·, s)− vε] 1 for s1  s < ∞.
However, since W(r, s) converges to Φ∗ as s → ∞ uniformly in [δε,M], and since W satisfies
(3.20) while vε satisfies (3.19), we must have
Z[δε,M]
[
W(·, s)− vε] 2 for s sufficiently large,
regardless of the position of r(s). This contradiction proves the theorem. 
To end this subsection, let us prove the following well-known lemma which we have used in
defining m0(U) in (3.15).
Lemma 3.13. Suppose that U(r,0) is bounded and that there exists a constant r0 > 0 such that
U(r, t)Φ∗(r) for 0 < r < r0, 0 t < T .
Then U remains bounded in 0 r < r0, 0 t < T .
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the reader. By a simple comparison argument, one can show that there exist a constant δ > 0 and
r1 ∈ (0, r0) such that
U(r1, t)Φ∗(r1)− δ for 0 t < T .
Now choose ε > 0 sufficiently small so that
Φ∗(r1 + ε) > Φ∗(r1)− δ, U(r,0)Φ∗(r + ε) for r ∈ [0, r1].
Then it is easily seen that the function Φ∗(|x| + ε) is a supersolution for (1.1) in the region
|x| r1 and that U(|x|, t)Φ∗(|x| + ε) on the parabolic boundary of Br1(0)× [0, T ). Thus by
the comparison principle, we get
U
(|x|, t)Φ∗(|x| + ε)Φ∗(ε) for |x| r1, 0 t < T .
The boundedness of U in the region r1  |x| r0 follows from the assumption. The proof of the
lemma is complete. 
3.4. Existence of the global profile
In this subsection, partly as an application of Theorems 3.1 and 3.2, we show that the global
blow-up profile u(x,T ) is well defined.
Proposition 3.14. Let pS <p < ∞ and let u be a radially symmetric solution of (1.1) that blows
up at t = T . Then the following pointwise limit exists for every x ∈ Ω \ {0}:
lim
t→T u(x, t) =
{
a finite value if x /∈ B(u0),
∞ or −∞ if x ∈ B(u0). (3.21)
Furthermore, the limit also exists at x = 0 if the blow-up is of type I, or if the blow-up is of type II
and u0  0.
Proof. If x0 /∈ B(u0), then u is bounded in a neighborhood of x0 as t → T , hence standard
parabolic estimates imply that ut (x0, t) remains bounded as t → T , from which the convergence
(3.21) at x = x0 follows.
Next let x0 ∈ B(u0). If x0 = 0, then by [28, Theorem 1.13] the local profile at x = x0 is either
κ or −κ and the convergence wx0,T → ±κ takes place locally uniformly in RN , hence the limit
(3.21) equals either ∞ or −∞. Similarly, if x0 = 0 ∈ B(u0) and if the blow-up is of type I, then
the limit is either ∞ or −∞.
Finally we consider the case where x0 = 0 and the blow-up is of type II and u0  0. In this
case, by Theorems 3.1 and 3.2, w0,T (y, s) = W(|y|, s) converges to Φ∗(|y|) as s → ∞ locally
uniformly in RN \ {0}. Then, for any small δ > 0, there exists s0 such that
W(δ, s) 1Φ∗(δ) for s  s0. (3.22)2
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comparison argument show that
min
0rδ
W(r, s) > κ for sufficiently large s, (3.23)
which implies U(0, t) → ∞ as t → T . The proposition is proven. 
Remark 3.15. If the blow-up is of type II and if u0  0, then one can easily show that
∥∥U(·, t)∥∥
L∞(Ω) = U(0, t) for t ∈ [t1, T ) (3.24)
for some t1 ∈ [0, T ), or, equivalently,
∥∥W(·, s)∥∥
L∞ = W(0, s) for all large s. (3.25)
Proof of (3.25)). Let δ > 0 be as in (3.23) and choose M > 0 such that Φ∗(M) < κ . Since
W(r, s) converges to Φ∗ as s → ∞ in C1([δ,M]), and since the graph of Φ∗ has precisely one
intersection with κ in the interval [δ,M], which is transverse, we see that
Z[δ,M]
[
W(·, s)− κ]= 1 for all large s.
Combining this and (3.23), we obtain
Z[0,M]
[
W(·, s1)− κ
]= 1 for some s1.
Since the intersection is transverse, we see that, for some small ε∗ > 0,
Z[0,M]
[
W(·, s1)− (κ + ε)
]= 1 for 0 < ε  ε∗.
Denote by ηε(s) the solution of (2.17) with initial data κ + ε at s = s1. Then
Z[0,M]
[
W(·, s)− ηε(s)
]
 1 for s  s1, 0 < ε  ε∗. (3.26)
Note that ηε(s) blows up in finite time. Let s∗ be the blow-up time of ηε∗(s). Then (3.26) implies
Z[0,M]
[
W(·, s)−C] 1 for s  s∗ and any constant C > κ.
This means that W(r, s) is monotone decreasing in r ∈ [0,M] so far as W > κ , hence its maxi-
mum in [0,M] is attained at r = 0. This and (2.26), along with the fact that ‖W(·, s)‖L∞ → ∞
imply (3.25). 
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In this section we study focused blow-up. This is a blow-up that occurs at x = 0. Unlike the
subcritical case 1 <p < pS, the constants ±κ are no longer the only nonzero bounded solutions
of (1.7), but there are also nonconstant solutions in some part of the supercritical range p >
pS (see [5]). Therefore even type I blow-up behaviors can be much more complex than in the
subcritical case.
In what follows we study blow-up behaviors around x = 0, but for generality we will not
assume that 0 is the only blow-up point. However, since any blow-up that occurs outside x = 0
always has a constant local blow-up profile (see [28, Theorem 1.13]; also [30]), a truly complex
behavior can be observed only around the origin.
4.1. Classification of focused blow-up
The following theorem gives classification of focused blow-up in terms of the global profile
u(x,T ). It shows that the local structure of blow-up is well reflected in the global profile. Pre-
viously most studies of blow-up were concerned mainly with the local profile w∗, therefore the
role of the global profile was not well understood.
Theorem 4.1 (Classification of focused blow-up). Let pS < p < ∞ and let u be a solution of
(1.1) that blows up at t = T . Then limx→0 u(x,T )/ϕ∗(x) exits and satisfies
lim
x→0
u(x,T )
ϕ∗(x)
=
⎧⎪⎨⎪⎩
∞ or −∞ ⇔ type I with w∗ = κ or −κ,
finite but = ±1,0 ⇔ type I with nonconstant w∗,
1 or −1 ⇔ type II,
0 ⇔ no blow-up occurs at x = 0.
(4.1)
The following corollary implies that a thin needle-like singularity does not occur at the blow-
up time. This result is similar to Lemma 2.13 in its spirit, but does not follow from it directly.
Corollary 4.2 (Formation of no needle). Let pS <p < ∞ and let u be a solution of (1.1) defined
(at least) for 0 t < T . Suppose there exists a constant M > 0 such that
lim sup
t→T
∣∣u(x, t)∣∣M for every x ∈ Ω \ {0}.
Then u is bounded on Ω × [0, T ).
Proof. By the assumption, u(x,T ) is a bounded function for x = 0. Therefore u(x,T )/ϕ∗(x) →
0 as x → 0. Thus, by Theorem 4.1, x = 0 is not a blow-up point, hence u remains bounded in a
neighborhood of x = 0 as t → T . To complete the proof, we need to show that u does not blow
up outside x = 0. This follows from the above assumption and Proposition 3.14. 
Remark 4.3. Note that the ‘lim sup’ in the above corollary is taken pointwise at each x, not uni-
formly in Ω \ {0}. The same result as the above corollary can easily be shown for the subcritical
case 1 < p < pS since every blow-up is of type I. However, the situation looks different in the
critical case p = pS, where the formal analysis of [9] suggests the occurrence of a needle-like
singularity for sign-changing solutions.
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Proposition 4.4. Let pS <p < ∞ and let w∗ be as in (3.1). Then
lim
x→0
u(x,T )
ϕ∗(x)
= lim|y|→∞
w∗(y)
ϕ∗(y)
. (4.2)
Proposition 4.5. Let pS < p < ∞ and let ψ be a radially symmetric solution of (1.7). Then
lim|y|→∞ ψ(y)/ϕ∗(y) exists and
lim|y|→∞
ψ(y)
ϕ∗(y)
=
⎧⎪⎨⎪⎩
∞ or −∞ ⇔ ψ = ±κ,
finite but = ±1,0 ⇔ ψ = ±κ,±ϕ∗,0,
1 or −1 ⇔ ψ = ±ϕ∗,
0 ⇔ ψ = 0.
(4.3)
The proof of Proposition 4.5 will be given in Appendix A. Proposition 4.4 follows partly from
the next lemma.
Lemma 4.6. Let pS < p < ∞ and let w∗ be as in (3.1). Suppose that w∗ = ±κ . Then for any
ε, δ > 0 there exist r0 > 0 and t0 ∈ [0, T ) such that
|x| 2p−1 ∣∣u(x, t)− uˆ(x, t)∣∣< ε for δ√T − t < |x| r0, t0  t < T , (4.4)
where uˆ(x, t) := (T − t)− 1p−1 w∗(x/√T − t ) is the self-similar solution corresponding to the
local profile w∗.
Proof. Using the rescaled variables y = x/√T − t , s = − log(T − t), we can write
|x| 2p−1 ∣∣u(x, t)− uˆ(x, t)∣∣= |y| 2p−1 ∣∣w(y, s)−w∗(y)∣∣.
The right-hand side converges to 0 as s → ∞ locally uniformly in y ∈ RN \ {0}. Therefore, for
any ε > 0 and any 0 < δ <M , there exist s∗ > − logT such that
|y| 2p−1 ∣∣w(y, s)−w∗(y)∣∣< ε
2
for δ < |y|M, s > s∗,
hence
|x| 2p−1 ∣∣u(x, t)− uˆ(x, t)∣∣< ε
2
for δ
√
T − t < |x|M√T − t, t∗ < t < T, (4.5)
where t∗ = T − e−s∗ . By Proposition 2.7 we have
∣∣ut (x, t)∣∣ C|x|− 2pp−1 for 0 < |x| r0, t0  t < T ,
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∣∣u(x, t2)− u(x, t1)∣∣ t2∫
t1
∣∣ut (x, τ )∣∣dτ  C|x|− 2pp−1 (T − t1),
and the same estimate naturally holds for uˆ. Consequently
|x| 2p−1 ∣∣u(x, t)− uˆ(x, t)∣∣ |x| 2p−1 ∣∣u(x, t1)− uˆ(x, t1)∣∣+C|x|−2(T − t1) (4.6)
for 0 < |x| r0 and t0  t1 < t < T . Now choose M > 0 sufficiently large so that CM−2 < ε/2,
and, for each r > 0 define the number t1(r) by
r = M√T − t1(r) (or t1(r) = T − r2/M2).
Replacing r0 > 0 by a smaller constant if necessary, we may assume that
t1(r0)max{t0, t∗}.
Hereafter we put t˜0 := t1(r0). Then substituting t1 = t1(|x|) in (4.6), we obtain
|x| 2p−1 ∣∣u(x, t)− uˆ(x, t)∣∣ |x| 2p−1 ∣∣u(x, t1(|x|))− uˆ(x, t1(|x|))∣∣+C|x|−2(T − t1(|x|))
< |x| 2p−1 ∣∣u(x, t1(|x|))− uˆ(x, t1(|x|))∣∣+ ε2
for 0 < |x|  r0, t1(|x|) < t < T , or, equivalently, for t˜0 < t < T , M
√
T − t < |x|  r0. Com-
bining this and (4.5), we obtain (4.4). The lemma is proven. 
Proof of Proposition 4.4. By Theorem 3.2, w∗ is either a bounded solution of (1.7) or ±ϕ∗. Let
us first consider the case where w∗ ≡ ±κ . Then by Lemma 4.6, we have
ε
c∗
>
∣∣∣∣u(x, t)Φ∗(x) − uˆ(x, t)Φ∗(x)
∣∣∣∣= ∣∣∣∣u(x, t)Φ∗(x) − w∗(x/
√
T − t)
ϕ∗(x/
√
T − t)
∣∣∣∣
for any 0 < |x| r0 and t0 < t < T . Letting t → T , we obtain∣∣∣∣u(x,T )Φ∗(x) − lim|y|→∞ w∗(x)ϕ∗(x)
∣∣∣∣ εc∗ for 0 < |x| r0 = r0(ε).
Since ε is arbitrary, we obtain (4.2).
Next we consider the case where w∗ = κ or −κ . Since the latter case can be argued the same
way, we assume that w∗ = κ . In this case, it is shown in [32, Theorem 5], as a generalization of
the result of [17] to higher dimensions, that
u
(|x|, T )≈ ( 8p 2)
1
p−1 |x|− 2p−1 ∣∣log |x|∣∣ 1p−1 as |x| → 0,(p − 1)
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u
(|x|, T )≈ C|x|− 2mp−1 as |x| → 0
for some constant C > 0 and an integer m  2. (Though [32, Theorem 5] is stated under the
assumption that u  0, it is clear from its proof that the same estimate holds without this as-
sumption.) This implies
lim|x|→0
u(x,T )
ϕ∗(x)
= ∞,
which establishes (4.2) for the case w∗ = κ . The proposition is proven. 
Proof of Theorem 4.1. By virtue of Propositions 4.4 and 4.5, we have
lim
x→0
u(x,T )
ϕ∗(x)
=
⎧⎪⎨⎪⎩
∞ or −∞ ⇔ w∗ = ±κ,
finite but = ±1,0 ⇔ w∗ = ±κ,±ϕ∗,0,
1 or −1 ⇔ w∗ = ±ϕ∗,
0 ⇔ w∗ = 0.
By Theorem 3.2, the third condition is equivalent to a type II blow-up. Therefore, the other
three cases are either type I blow-up or no blow-up. Consequently, the first two cases are type I
blow-up. It remains to show that w∗ = 0 implies that x = 0 is not a blow-up point.
Suppose that x = 0 is a blow-up point. Then, as mentioned above, the blow-up is of type I.
Therefore, w∗(y, s) converges to 0 in C1(RN). It then follows from Lemma 2.2 that x = 0 is not
a blow-up point, a contradiction. The theorem is proven. 
4.2. Asymptotic self-similarity
In this subsection we show that any highly focused type I blow-up is well approximated by a
self-similar solution near x = 0. The result follows easily from Lemma 4.6.
Proposition 4.7 (Asymptotic self-similarity). Let pS < p < ∞ and let u be a solution of (1.1)
that blows up at t = T . Suppose that the blow-up is of type I and that 0 is a blow-up point. Fur-
thermore, assume that the local blow-up profile w∗(y) := lims→∞ w0,T (y, s) does not coincide
with ±κ . Then for any ε > 0 there exists r0 > 0 and t0 ∈ [0, T ) such that
|x| 2p−1 ∣∣u(x, t)− uˆ(x, t)∣∣< ε for 0 < |x| r0, t0  t < T ,
|x| 2pp−1 ∣∣ut (x, t)− uˆt (x, t)∣∣< ε for 0 < |x| r0, t0  t < T ,
where uˆ(x, t) := (T − t)− 1p−1 w∗(x/√T − t) is the self-similar solution corresponding to the
local profile w∗.
Proof. We only prove the former estimate since the latter follows easily from the former by
standard parabolic estimates and a rescaling argument.
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0 < |x|M√T − t . The conclusion of the proposition then follows by arguing as in the proof
of Lemma 4.6. 
As an immediate corollary to the above proposition is the following.
Corollary 4.8 (Behavior of intersection points). Let pS <p < ∞ and let u be a solution of (1.1)
that blows up at t = T . Suppose that the blow-up is of type I and that 0 is a blow-up point. Put
m := Z(0,∞)
[|W ∗| −Φ∗].
Then there exists t0 ∈ [0, T ) and r0 > 0 such that
Z(0,r0)
[∣∣U(·, t)∣∣−Φ∗]= m for t0  t < T .
Furthermore, the zeros of |U(r, t)| −Φ∗(r) in the interval (0, r0), say r1(t), . . . , rm(t), satisfy
rj (t) → 0 as t → T for j = 1,2, . . . ,m.
Proof. Since the blow-up is of type I, we have
lim
x→0
u(x,T )
ϕ∗(x)
= lim|y|→∞
w∗(y)
ϕ∗(y)
= ±1.
Choose ε small enough so that
0 < ε < lim
x→0
∣∣∣∣u(x,T )ϕ∗(x) − 1
∣∣∣∣.
Using the same argument as in the proof of Proposition 4.7, we see that U(r, t) − Φ∗(r) has
no zero in the region Rε
√
T − t < |x| < r0(ε). On the other hand, since W(y, s) converges to
W ∗(y) in the C1 sense uniformly in |y| Rε and since W ∗(r) −Φ∗(r) has precisely m simple
zeros in this region, we obtain the desired conclusion. 
The above corollary implies that each intersection point between U(r, t) and Φ∗(r) either
converges to 0 as t → T or remains away from 0, provided that the blow-up is of type I.
4.3. Energy blow-up
The energy E(w) of the rescaled solution w has so far played an important role in analyzing
the blow-up behavior of solutions. In this subsection we focus on the energy of the original
solution u, which is defined by
J (u) :=
∫ (1
2
|∇u|2 − 1
p + 1 |u|
p+1
)
dx. (4.7)Ω
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of (1.1), a straightforward computation shows
d
dt
J
(
u(·, t))= −∫
Ω
(ut )
2 dx  0,
therefore J (u(·, t)) is monotone non-increasing in t .
It is well known that if J (u(·, t0)) < 0 for some t0  0, then the solution u blows up in finite
time (in the usual L∞ sense). This result holds without the assumption of radial symmetry. The
proof differs between the case where Ω is a bounded domain of any shape (cf. [2,25]) and the
case where Ω is a (possibly unbounded) convex domain such as BR and RN (cf. [34]). The proof
for the former case is rather standard and better known. Indeed, by integrating (1.1) by parts and
using Jensen’s inequality, one easily sees that ‖u(·, t)‖L2(Ω) tends to ∞ in finite time, which
implies blow-up in the L∞ sense. On the other hand, if Ω is unbounded, the L2 blow-up does
not automatically imply L∞ blow-up, therefore one needs a different argument. The key idea in
[34] is to use the energy for the rescaled solution w. Using the first two equalities in (2.34), one
obtains
E
(
w0,T1(·,− logT1)
)≈ T 2p−1 −N−221 ∫
RN
(
1
2
|∇u0|2 − 1
p + 1 |u0|
p+1
)
dx
for u0 ∈ H 1(Ω) ∩ L∞(Ω) and T1 sufficiently large. Thus, if J (u0) < 0, then E(w0,T1) < 0 for
sufficiently large T1, hence, by (2.13), the solution u must blow up before t = T1. The same
argument works if u0 is replaced by u(·, t0).
In the subcritical case 1 < p < pS, it is known that every blow-up solution satisfies
J (u(·, t)) → −∞ as t → T . This, however, is not always the case if p > pS, as shown in the
following theorem.
Theorem 4.9. Let pS <p < ∞ and u0 ∈ L∞(Ω). If Ω = RN , assume further that u0 ∈ H 1(Ω)∩
Lp+1(Ω). Suppose that u blows up at t = T and that the blow-up is highly focused, that is,
B(u0) = {0} and w∗ = ±κ , where w∗ is as in (2.35). Then
lim sup
t→T
∫
Ω
|∇u|2 dx < ∞, lim sup
t→T
∫
Ω
|u|p+1 dx < ∞.
Consequently,
lim
t→T J
(
u(·, t))> −∞.
Proof. By Proposition 2.7 there exists a constant C > 0 and t0 ∈ [0, T ) such that∣∣u(x, t)∣∣ C(1 + |x|− 2p−1 ), ∣∣∇u(x, t)∣∣ C(1 + |x|− 2p−1 −1)
for x ∈ Ω \ {0} and t0  t < T . If Ω is a finite ball, then the above estimates and the fact that p >
pS imply that both
∫ |∇u|2 dx and ∫ |u|p+1 dx remain bounded as t → T , hence J (u(·, t))
Ω Ω
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and the above estimates. 
5. Behavior after blow-up
In this section we study continuation beyond the blow-up time. What we mean by continuation
is the so-called proper extension (minimal solution), or, more generally, the limit L1 continua-
tion, whose precise definition will be given below.
5.1. Basic concepts
We first recall some basic notions for continuation of a solution beyond the blow-up time.
Since the relation between different notions of continuation is not well explained in the literature,
we will explain them in some details for the convenience of the reader. In this subsection we write
the equation in (1.1) as
ut = u+ f (u) (x ∈ Ω, t > 0). (5.1)
Though our main focus is on the case where f (u) = |u|p−1u, much of the argument in this
subsection applies to a large class of nonlinearities; see Remark 5.6.
We begin with the following concept of continuation, which is due to [3]. As in [11], we will
call it a “proper solution” or a “proper extension” of a given solution.
Definition 5.1 (Proper extension). Let u be a solution of (1.1) or (5.1) with u0  0. The “proper
extension” of u is defined by
u¯(x, t) = lim
m→∞um(x, t) for x ∈ Ω, 0 t < ∞, (5.2)
where each um(x, t) is a classical solution of the approximating equation
ut = u+ fm(u), u(x,0) = u0(x) (5.3)
(under the Dirichlet boundary condition if Ω = RN ), and 0 f1(u) f2(u) f3(u) · · · are
globally Lipschitz, monotone non-decreasing functions converging to f (u).
The monotonicity of the sequence u1  u2  u3  · · · follows from the standard comparison
principle, therefore the pointwise limit in (5.2) is well defined. Note that, by the global Lipschitz
continuity of each fm(u), the function um(x, t) is globally defined for x ∈ Ω and t  0; hence
so is u¯. A typical example of fm is:
fm(u) = min
{
f (u),m
}
for m = 1,2,3, . . . . (5.4)
Since each um is a classical solution of the approximating equation, it satisfies
um(·, t) = etu0 +
t∫
e(t−τ)fm
(
um(·, τ )
)
dτ for 0 t < ∞.0
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t∫
0
∫
Ω
G(x,y, t − τ)fm
(
um(y, τ )
)
dy dτ,
where G(x,y, t) is the fundamental solution of the heat equation on Ω . Considering that
0 fm
(
um(x, t)
)↗ f (u¯(x, t)) as m → ∞
and that G(x,y, t) is positive, we can apply the monotone convergence theorem, to obtain
u¯(·, t) = etu0 +
t∫
0
e(t−τ)f
(
u¯(·, τ ))dτ for 0 t < ∞, (5.5)
where the integral identity is understood in a generalized sense, allowing u¯ and f (u¯) to take
values in [0, +∞]. Furthermore, u¯ is the smallest element among all nonnegative functions that
satisfy (5.5) in this generalized sense (see [3]). In particular, u¯ is independent of the choice of
the sequence {fm} and is thus uniquely determined by the initial data u0.
The minimality of u¯ can be shown as follows. Define a sequence of functions {u¯k} by the
following iteration scheme:⎧⎪⎪⎨⎪⎪⎩ u¯k+1(·, t) = e
tu0 +
t∫
0
e(t−τ)f
(
u¯k(·, τ )
)
dτ (k = 0,1,2, . . .),
u¯0(x, t) ≡ 0.
(5.6)
Then clearly 0 = u¯0  u¯1 and u¯0  v, where v is any nonnegative solution of (5.5) in the gener-
alized sense. Recalling that f is monotone increasing, we obtain, by induction, 0 = u¯0  u¯1 
u¯2  · · · and u¯k  v (k = 1,2,3, . . .). Therefore limk→∞ u¯k(x, t) exists pointwise and satisfies
0 lim
k→∞ u¯k(x, t) v(x, t).
In particular,
lim
k→∞ u¯k(x, t) u¯(x, t).
Next, for each positive integer m, we define the sequence u¯k,m by⎧⎪⎪⎨⎪⎪⎩
u¯k+1,m(·, t) = etu0 +
t∫
0
e(t−τ)fm
(
u¯k,m(·, τ )
)
dτ (k = 0,1,2, . . .),
u¯0,m(x, t) ≡ 0.
Since fm  f we have u¯k,m  u¯k for k = 0,1,2, . . . . Letting k → ∞, we obtain
um(x, t) = lim u¯k,m(x, t) lim u¯k(x, t)
k→∞ k→∞
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u¯(x, t) = lim
k→∞ u¯k(x, t) v(x). (5.7)
This proves the minimality of u¯. Clearly
u(x, t) = u¯(x, t) for 0 t < T (u0),
where T (u0) is as defined in (1.18). See [11] for a more general treatment of the notion of proper
extension.
Next we set
Tc(u0) := sup
{
t1 > 0
∣∣ u¯(x, t1) = ∞ for a.e. x ∈ Ω}, (5.8)
where u¯ denotes the proper extension of solution u. Clearly we have T (u0) Tc(u0)∞. As
one can easily see from the identity (5.5), u¯(x, t) = ∞ for every x ∈ Ω and every t > Tc(u0). In
what follows we often abbreviate Tc(u0) as Tc.
Definition 5.2 (Complete blow-up). Let u be a solution of (1.1) with u0  0 that blows up at
t = T < ∞. We say that the blow-up is “complete” if T = Tc and “incomplete” if T < Tc.
It is known that if 1 < p < pS, every blow-up is complete; see [3] for the case of a bounded
domain and [11] for Ω = RN . However, in the supercritical range pS < p < ∞, there are cases
of incomplete blow-up, which is the main focus of this section.
The notion of incomplete blow-up can be extended to sign-changing solutions by introducing
the concept of limit L1 continuation. The following definition is a slightly modified version of
what is found in [8], which deals with only the case where Ω is bounded.
Definition 5.3 (Limit L1 solution). By a limit L1-solution of (5.1) on the interval 0  t < T ∗
we mean a function u˜(x, t) that can be approximated by a sequence of classical solutions in the
following way: There is a sequence {u˜0,n} in C(Ω) such that
u˜0,n → u0 in C(Ω) (5.9)
and that the solution u˜n of (5.1) with u˜n(·,0) = u˜0,n exists for 0 t < T ∗ and satisfies
u˜n(·, t) → u˜(·, t) in L1loc(Ω) for every t ∈ [0, T ∗),
f (u˜n) → f (u˜) in L1loc
(
Ω × (0, t)) for every t ∈ [0, T ∗). (5.10)
Definition 5.4 (Minimal L1 solution). Suppose u0  0. A limit L1-solution u˜ of (5.1) is called a
minimal L1-solution if the approximating sequence in (5.9) satisfies
0 u˜0,1  u˜0,2  u˜0,3  · · · → u0, u˜0,n ≡ u0 (n = 1,2,3, . . .). (5.11)
If Ω is unbounded, we further require that each u˜0,n has compact support.
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limit L1 solution defined on some interval 0 t < T ∗ with T ∗ > T and if u˜(x, t) = u(x, t) for
0 t < T . If, in addition, u˜ is a minimal L1 solution, then we call u˜ a minimal L1 continuation
of u. From the definition it is clear that a solution u has a limit L1 continuation if and only if there
exists a sequence of initial data u˜0,k such that limk→∞ T (u˜0,k) > T (u0). In other words, a limit
L1 continuation exists if and only if u0 is a discontinuous point of the mapping u0 → T (u0).
As far as Eq. (1.1) in the subcritical range 1 < p < pS is concerned, this mapping u0 → T (u0)
is always continuous as shown in [3] for positive solutions, and in [38] for more general sign-
changing solutions.
If u˜0,k (k = 1,2,3, . . .) is a sequence satisfying (5.11), then the monotone convergence theo-
rem automatically guarantees the convergence (5.10), therefore the limit function u˜ is a minimal
L1 solution. Furthermore, since each u˜n is a classical solution, it holds that
u˜n(·, t) = etu˜0,n +
t∫
0
e(t−τ)f
(
u˜n(·, τ )
)
dτ for 0 t < T ∗. (5.12)
Letting n → ∞ and using again the monotone convergence theorem, we see that any minimal
L1 solution u˜ satisfies
u˜(·, t) = etu0 +
t∫
0
e(t−τ)f
(
u˜(·, τ ))dτ for 0 t < T ∗. (5.13)
The definition and properties of minimal extension and L1 continuation we have stated so far
apply to a large class of nonlinearities f that are monotone increasing and Lipschitz continuous.
In the special case where u is radial and f (u) = |u|p−1u with pS < p < ∞, the identity (5.13)
holds for any limit L1 solutions as we will see in Proposition 5.10 below.
The following proposition asserts that the minimal L1 continuation u˜ coincides with the
proper extension u¯. In particular, u˜ does not depend on the choice of the approximating se-
quence u˜n. Thus the two concepts of continuation are equivalent as far as positive solutions are
concerned. Note that no radial symmetry is assumed here.
Proposition 5.5. Let Ω be either a bounded smooth convex domain or the entire space RN , and
let f be a function satisfying (B.2) and (B.3) or (B.4) in Appendix B. Let u0 be a bounded non-
negative function. Suppose that the solution u of (5.1) blows up at t = T . Let u˜n (n = 1,2,3, . . .)
be a sequence of classical solutions of (5.1) satisfying
0 u˜n(x,0) u0(x), u˜n(x,0) ≡ u0(x) for n = 1,2,3, . . . ,
u˜n(x,0) ↗ u0(x) as n → ∞, for x ∈ Ω.
If Ω = RN , assume also that the support of each u˜n(·,0) is compact. Then T (u˜n(·,0)) > Tc(u0)
and
lim u˜n(x, t) = u¯(x, t) for x ∈ Ω, t ∈ [0, T ∗),
n→∞
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cial case where f (u) = |u|p−1u and 1 <p < ∞, it holds that T ∗ = Tc(u0).
Remark 5.6. Examples of f (u) satisfying the conditions (B.2), (B.3) include up and λeu and
many other nonlinearities. See the remark after Lemma B.1 in Appendix B.
We will prove this proposition by using the following general result of [22].
Lemma 5.7. (See [22, Theorem 2].) Let Ω and f be as in Proposition 5.5 and let u1, u2 be two
(possibly non-radial) solutions of (5.1). Assume 0 u1(x,0) u2(x,0), u1(x,0) ≡ u2(x,0). If
Ω = RN , assume also that
sup
0<t<T, |x|R
u1(x, t) < ∞ (5.14)
for some R > 0. Then either T (u1) > Tc(u2) or T (u1) = T (u2) = ∞.
Remark 5.8. In Theorem 2 of [22], (5.14) is not treated as an assumption but as a ‘fact’ proven
in [10]. However, if Ω is unbounded, (5.14) does not hold in general without assuming some
conditions on the initial data of u1. For this reason we have slightly modified the statement of the
result of [22] by putting (5.14) as an assumption.
Proof of Proposition 5.5. The equality (5.13) and the minimality of u¯ imply
u˜(x, t) u¯(x, t) for x ∈ Ω, 0 t < T ∗. (5.15)
Therefore it suffices to prove the opposite inequality.
We first consider the case where Ω is a bounded convex domain. By Lemma 5.7, we have
T (u˜n(·,0)) > Tc(u0) or T (u˜n(·,0)) = Tc(u0) = ∞. The monotonicity of the sequence {u˜n} im-
plies T (u˜1) T (u˜2) T (u˜3) · · ·, hence
T
(
u˜n(·,0)
)→ ∃T ∗  Tc(u0) as n → ∞.
Consequently, given any T∗ ∈ (0, T ∗), each u˜n is bounded on the interval 0 t  T∗. Therefore,
for each n ∈ N, there exists mn ∈ N such that f (u˜n)mn in Ω × [0, T∗]. This implies that u˜n
is a solution of the equation ut = u+ fm(u) for mmn, where fm(u) is as in (5.4). This fact
and the inequality u˜n(x,0) u0(x) = um(x,0) yield
u˜n(x, t) um(x, t) for x ∈ Ω, 0 t  T∗
for all m  mn, where um is as in Definition 5.1. Letting m → ∞, and considering that T∗ ∈
(0, T ∗) can be chosen arbitrarily close to T ∗, we obtain
u˜n(x, t) u¯(x, t) for x ∈ Ω, 0 t < T ∗. (5.16)
Since u˜n is increasing in n, the following pointwise limit exits:
u˜(x, t) := lim u˜n(x, t).
n→∞
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u˜(x, t) u¯(x, t) for x ∈ Ω, 0 t < T ∗. (5.17)
This and (5.15) yield u˜(x, t) = u¯(x, t) for 0 t < T ∗.
Next we consider the case where Ω = RN . The proof is the same as above, except that, in
order to apply [22, Theorem 2] to deduce T (u˜n(·,0)) > Tc(u0), we have to verify the condition
(5.14). This follows from Lemma B.1 in Appendix B.
Finally, we consider the case where f (u) = |u|p−1u with 1 < p < ∞. Let wn(y, s) and
w˜(y, s) be the rescaled solutions of (1.13) as defined in (2.1) with a = 0, T1 = T ∗ and u re-
placed by un and u˜, respectively. Then by (2.14) we have∫
RN
w2n(y, s)ρ(y) dy M (n = 1,2,3, . . .)
for some constant M > 0 and for all large s. Using Fatou’s lemma, we obtain∫
RN
w˜2(y, s)ρ(y) dy M for all large s.
Consequently u˜(x, t) ≡ ∞ for any t ∈ [0, T ∗) sufficiently close to T ∗, which implies T ∗ 
Tc(u0); hence Tc(u0) = T ∗. The proof of the proposition is complete. 
The following simple proposition is also worth noting.
Proposition 5.9. The comparison principle holds for proper extensions of solutions of (1.1)
or (5.1). More precisely, if u¯1(x, t0)  u¯2(x, t0) (a.e. x ∈ Ω) for some t0  0, then u¯1(x, t) 
u¯2(x, t) (a.e. x ∈ Ω) for all t  t0.
Proof. Let u1,0 and u2,0 be the initial data of the proper solutions u¯1, u¯2, respectively. Then by
(5.6) we have u¯i = limk→∞ u¯i,k (i = 1,2), where u¯i,k (k = 0,1,2, . . .) is a monotone increasing
sequence defined by⎧⎪⎪⎨⎪⎪⎩
u¯i,k+1(·, t) = etui,0 +
t∫
0
e(t−τ)f
(
u¯i,k(·, τ )
)
dτ (k = 0,1,2, . . .),
u¯i,0(x, t) ≡ 0.
From this one can easily deduce that⎧⎪⎪⎨⎪⎪⎩
u¯i,k+1(·, t0 + t) = etu¯i,k+1(·, t0)+
t∫
0
e(t−τ)f
(
u¯i,k(·, t0 + τ)
)
dτ,
u¯i,0(x, t) ≡ 0
(5.18)
for t  0. Setting i = 2 and letting k → ∞ yield
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t∫
0
e(t−τ)f
(
u¯2(·, t0 + τ)
)
dτ (5.19)
for t  0. Comparing (5.19) and (5.18) with i = 1 and recalling that u¯1,k(x, t0)  u¯1(x, t0) 
u¯2(x, t0), we obtain the following inequalities by induction:
u¯1,k(x, t0 + t) u¯2(x, t0 + t) for x ∈ Ω, t  0, k = 0,1,2,3, . . . .
The conclusion of the proposition now follows by letting k → ∞. 
In what follows we focus on the case where f (u) = |u|p−1u and u is radial.
Proposition 5.10. Let pS < p < ∞. Then any radially symmetric limit L1 solution u˜ of (1.1)
satisfies (5.13).
Proof. Let u˜n (n = 1,2,3, . . .) be the approximating sequence for u˜. By Proposition 2.5 and
Corollary 2.6, there exists a constant C > 0 such that∣∣∇j u˜n(x, t)∣∣ C(|x|− 2p−1 −j + (T ∗ − t)− 1p−1 − j2 ) for x ∈ Ω \ {0}, t ∈ [δ, T ∗), (5.20)
for j = 0,1,2,3 and n = 1,2,3, . . . . In particular, the limit function u˜ satisfies∣∣u˜(x, t)∣∣ C(|x|− 2p−1 + (T ∗ − t)− 1p−1 ) for x ∈ Ω \ {0}, t ∈ [δ, T ∗). (5.21)
Since each u˜n is a classical solution, it satisfies (5.12). Letting n → ∞ and using the estimate
(5.20) with j = 0, we obtain (5.13). The proposition is proven. 
The identity (5.13) and the estimate (5.21) show that any limit L1 solution u˜ satisfies u˜ ∈
C((0, T ∗);H 1u-loc(Ω)∩Lp+1loc (Ω)); see [8, Proposition 2.15].
Another immediate consequence of the estimate (5.20) is that the approximating sequence u˜n
of any limit L1 solution u˜ satisfies
u˜n(·, t) → u˜(·, t) in C2
(
Ω \ {0}) for every t ∈ (0, T ∗). (5.22)
It is also clear from the standard parabolic estimates that
u˜n(·, t) → u˜(·, t) in C2(Ω) for every t ∈ (0, T ).
The following corollary extends Proposition 2.11 of [8] by allowing sign-changing solutions.
Corollary 5.11. (See [8].) Let u and u¯ be as in Proposition 5.5. Then for any δ ∈ (0, T ) and any
T1 ∈ [T ,Tc) there exists a constant C > 0 such that∣∣u¯(x, t)∣∣ C(1 + |x|− 2p−1 ) for x ∈ Ω \ {0}, t ∈ [δ, T1].
Furthermore, u¯ ∈ C((0, Tc);H 1 (Ω)∩Lp+1(Ω)∩C2(Ω \ {0}).u-loc loc
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0 t < Tc, we obtain the desired estimate from (5.21). The continuous dependence t → u¯(·, t)
follows from the integral expression (5.13). 
Note that (1.1) is not well posed in the space H 1u-loc(Ω)∩Lp+1loc (Ω), and the standard bootstrap
argument does not yield much better regularity. To study further regularity of a solution after its
blow-up time, we need more in-depth analysis, which is the main focus of Section 5.3.
5.2. Decay estimates of limit L1 solutions
In this subsection we present various useful estimates for limit L1 solutions. Among other
things we show that any time-global limit L1 solution decays as t → ∞. We start with a basic
lemma which is for the most part a restatement of (5.21).
Lemma 5.12. (See [28, Corollary 3.3 and Remark 3.4].) Let pS < p < ∞ and let u˜ be a limit
L1 continuation of u defined on some time interval 0 t < T ∗. Then for any T1 ∈ (0, T ∗) there
exists a constant CT1 such that∣∣u˜(x, t)∣∣ CT1(1 + |x|− 2p−1 ) for x ∈ Ω \ {0}, t ∈ [T1/2, T1]. (5.23)
Furthermore, if u0 ∈ H 1(Ω)∩L∞(Ω), then
CT1 = O
(
T1
− 1
p+1 (
N−2
2 − 2p−1 )‖∇u0‖
1
p+1
L2
)
.
Proof. The estimates follow immediately by applying Proposition 2.5 to the approximating se-
quence u˜n and letting n → ∞. 
The following proposition and theorem follow immediately from Lemma 5.12.
Proposition 5.13. Let pS < p < ∞. Suppose either that the local blow-up profile is ±κ , or that
the blow-up occurs at some point x = 0. Then the blow-up is complete.
Proof. If the blow-up is incomplete, then u has a limit L1 continuation beyond the blow-up time
t = T . Then, choosing T1 larger than T (but smaller than 2T ) and putting t = T in (5.23), we see
that the blow-up can occur only at x = 0. It also follows from (5.23) that
∣∣w∗(y)∣∣ CT1 |y|− 2p−1 ,
which implies w∗ = ±κ . The proof is complete. 
Theorem 5.14. Let pS <p < ∞ and let u˜ be a limit L1 solution defined for all t  0 and assume
that u˜(·,0) ∈ H 1(Ω) ∩ L∞(Ω). Then there exists t0  0 such that u˜ is smooth on Ω × [t0,∞)
and ∥∥u˜(·, t)∥∥
L∞ → 0 as t → ∞.
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CT1 → 0 as T1 → ∞. This yields an estimate of the form∣∣u˜(x, t)∣∣ C(t)(1 + |x|− 2p−1 ) for x ∈ Ω \ {0}, (5.24)
where C(t) → 0 as t → ∞. This and Lemma 2.9 prove the theorem. 
Using the above theorem, we can prove the following threshold result, which has been mostly
known if Ω = BR but only partly known if Ω = RN (see Remark 5.17 below). Our proof is
different from any previously known ones.
Theorem 5.15 (Threshold behavior). Let pS < p < ∞ and let v ∈ H 1(Ω) ∩ L∞(Ω) satisfy
v  0, v ≡ 0. Then there exists λ∗ > 0 such that the solution uλ of (1.1) with initial data
uλ(·,0) = λv satisfies the following:
(i) if 0 λ < λ∗, then uλ is globally smooth and ‖uλ(·, t)‖L∞(Ω) → 0 as t → ∞;
(ii) if λ > λ∗, then uλ(x, t) blows up in finite time;
(iii) if λ = λ∗, then uλ(x, t) blows up in finite time, but its minimal L1 continuation exists for
0 t < ∞, eventually becomes smooth and ‖uλ(·, t)‖L∞(Ω) → 0 as t → ∞.
Proof. If λ is sufficiently small, then the coefficient C(t) in (5.24) is very small for all t > 0.
Indeed, the smallness of C(t) for small t follows from a simple comparison argument, while
the smallness for large and middle-range t follows from the last estimate in Lemma 5.12. Con-
sequently, by Lemma 2.9, uλ is smooth for all t > 0. The convergence uλ → 0 follows from
Theorem 5.14.
On the other hand, if λ is sufficiently large, uλ blows up in finite time. To see this, consider
the energy J introduced in 4.3. Then, for λ large,
J (λv) :=
∫
Ω
(
λ2
2
|∇v|2 − λ
p+1
p + 1v
p+1
)
dx < 0,
since p + 1 > 2. As seen in Section 4.3, the negativity of J implies a finite time blow-up. Thus
we have
λ∗ := sup{λ > 0 ∣∣ T (λv) = ∞}< ∞,
where T (·) is as defined in (1.18). From the definition of λ∗ and the comparison principle, it is
clear that
T (λv) = ∞ for 0 λ < λ∗, T (λv) < ∞ for λ > λ∗,
hence, by Theorem 5.14,∥∥uλ(·, t)∥∥
L∞(Ω) → 0 as t → ∞ for 0 λ < λ∗.
Next we show that
T (λ∗v) < ∞. (5.25)
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tionary solution u = 0 and the nonexistence of a positive stationary solution (by Pohozaev) to
derive supt>0 ‖u∗(·, t)‖L∞ = ∞ (see [37]), then to show that this implies blow-up in finite time.
However, since this stability argument does not work if Ω = RN , we use a more direct argument.
Suppose that T (λ∗v) = ∞. Choose a sequence λ1 > λ2 > λ3 > · · · → λ∗. Then the well-
posedness of (1.1) in the space L∞(Ω)∩C(Ω) implies
Tn := T (λnv) → ∞ as n → ∞.
Furthermore Tn < ∞ for n = 1,2,3, . . . , since λn > λ∗. By Proposition 2.5,∣∣wλn0,Tn(y, s)∣∣ CTn(1 + |y|− 2p−1 ) for |y| > 0, s − logTn + δ.
Here we have CTn → 0 as n → ∞ by (2.29) and the uniform boundedness of ‖∇(λnv)‖L2 . This
and Lemma 2.10 yield, for all sufficiently large n,∥∥wλn0,Tn(·, s)∥∥L∞(RN)  κ2 for s − logTn + 2δ,
which implies ‖uλn(·, t)‖L∞  κ2 (T − t)−
1
p−1
. Hence, by Lemma 2.3, uλn cannot blow-up at
t = Tn. This contradiction establishes (5.25).
Define
u∗(x, t) := lim
λ↗λ∗ u
λ(x, t).
By the monotone dependence of uλ on λ, the above limit exists, and u∗ is a limit L1 continuation
of uλ∗ and is defined for all t  0. Consequently, the minimal L1 continuation of uλ∗ exists for
all t  0, and, by Theorem 5.14, it becomes smooth in finite time and decays to 0 as t → ∞.
This completes the proof of the theorem. 
Remark 5.16. Among the remarkable implications of Theorem 5.15 are the following:
(1) uλ∗ can blow up only at x = 0 even if all the mass of v(x) is accumulated far away from the
origin. (To see this, simply apply Proposition 5.13.)
(2) If Ω = RN , there is a family of positive stationary solutions (1.21), but none of them can be
reached by solutions with initial data in H 1 ∩L∞.
Remark 5.17. If Ω = BR , part of the assertion (iii) of Theorem 5.15 can be proven more simply.
Indeed by using the fact that no positive stationary solution exists (by Pohozaev) and that u = 0
is stable, [37] showed that supx∈Ω,t>0 uλ
∗
(x, t) = ∞, thereby constructing the first example of
an unbounded global weak solution of (1.1). For a long time it was not known whether uλ∗
blows up in finite time or remains smooth for all t  0 and ‖uλ∗‖L∞ → ∞ as t → ∞. Later [11]
confirmed that a finite time blow-up occurs if pS < p < 1 + 6N−10 . The upper restriction on p
was removed in [35] for radially decreasing solutions. The results were extended to non-radial
solutions by [7], which shows the blow-up and eventual regularity of uλ∗ in a bounded convex
domain. If Ω = RN , a different argument is needed to show that uλ∗ blows up in finite time. The
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both the case Ω = BR and the case RN simultaneously.
Remark 5.18. In the forthcoming paper [29], we study further properties of uλ. Among other
things we show that, for any λ > λ∗ except for at most finitely many exceptional values, the
blow-up is complete and is a “single-intersection blow-up,” hence the blow-up is of type I and
w∗ = ±κ (see Theorems 3.11 and 5.28).
5.3. Immediate regularization after blow-up
In [8], it is proven for Ω = BR that any positive minimal L1 solution of (1.1) that can be
continued beyond the blow-up time becomes classical immediately after blow-up, provided pS <
p < pJL. The following theorem extends the above result to all p > pS and all—possibly non-
minimal and sign-changing—L1 solutions under the assumption that the blow-up is of type I.
(Incidentally, this last assumption is automatically fulfilled if pS < p < pJL.) Furthermore, our
proof reveals how fast the regularization occurs.
Theorem 5.19 (Immediate regularization for type I). Let pS < p < ∞ and let u be a solution of
(1.1) that blows up at t = T . Assume that the blow-up is of type I and that there exists a limit L1
continuation u˜ of u on some interval 0 t < T ∗ with T ∗ > T . Then u˜ is smooth in some interval
T < t < T + δ and satisfies
lim sup
t↘T
(t − T ) 1p−1 ∥∥u˜(·, t)∥∥
L∞ < ∞. (5.26)
The estimate (5.26) shows that the speed of regularization is roughly the same as that of
forward self-similar solutions. One may call this a “type I regularization.” Thus Theorem 5.19
states that an incomplete type I blow-up always leads to type I regularization. The following
corollary is an immediate consequence of the above theorem and the fact that the proper extension
coincides with the minimal L1 continuation (Proposition 5.5).
Corollary 5.20. Let pS < p < ∞ and let u be a nonnegative solution of (1.1) that blows up at
t = T . Assume that the blow-up is of type I and incomplete. Then the proper extension u¯ of u is
smooth in some interval T < t < T + δ and satisfies (5.26).
For a type II blow-up, we have the following result, which is somewhat weaker. We assume
pJL <p < ∞ since otherwise type II blow-up does not occur by virtue of Theorems 3.7 and 3.8.
Theorem 5.21 (Immediate regularization for type II). Let pJL <p < ∞ and let u be a nonnega-
tive solution of (1.1) that blows up at t = T . Assume that the blow-up is of type II. If Ω = RN ,
assume also that u(x,T ) ≡ ϕ∗(x). Then either of the following holds:
(a) the blow-up is complete;
(b) the minimal continuation of u is smooth in some interval T < t < T + δ. The same is true
for any limit L1 continuation of u.
As for the speed of regularization, we have the following result.
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of (1.1) that blows up at t = T . Assume that the blow-up is of type II and incomplete. Denote by
u˜ the minimal L1 continuation of u on T  t < Tc(u0). Then
lim
t↘T (t − T )
1
p−1
∥∥u˜(·, t)∥∥
L∞ = ∞. (5.27)
The proof of Theorem 5.19 is much more involved than that of Theorems 5.21 and 5.22. For
the proof of the former, we need the following lemmas.
Lemma 5.23. The no-needle lemma (Lemma 2.13) remains true for limit L1 solutions. More
precisely, let pS < p < ∞ and let un(x, t) (n = 1,2,3, . . .) be a family of limit L1 solutions of
(1.1) that are defined for x ∈ Ω \ {0}, t0  t < T1 and given as a limit of classical solutions
un,k → un (k → ∞) satisfying supn,k ‖un,k(·, t0)‖L∞ < ∞. Suppose that
un(x, t
∗) → v(x) (n → ∞) for every x ∈ Ω \ {0},
for some t∗ ∈ (t0, T1) and some bounded function v on Ω \ {0} with bounded gradient ∇v. Then
there exists δ0 > 0 such that un is a classical solution in the region Ω × (t∗, t∗ + δ0) and that for
any δ ∈ (0, δ0) there exists a constant M1 > 0 such that
sup
n
∥∥∇j un(·, t∗ + δ)∥∥L∞(Ω) M1 for j = 0,1,2,3. (5.28)
Similarly, the conclusion of Lemma 2.14 remains true if wn(·, s) (n = 1,2,3, . . .) are limit L1
solutions of (1.13).
Proof. Since un,k(x, t) converges to un(x, t) locally uniformly in x ∈ Ω \ {0}, t0  t < T1, we
can find a sequence kn → ∞ (n → ∞) such that un,k′n(x, t) converges to v(x) as n → ∞ for
every x ∈ Ω \ {0}, t0  t < T1, so long as k′n  kn (n = 1,2,3, . . .). Applying Lemma 2.13, we
see that there exists δ0 > 0 such that, for any δ ∈ (0, δ0), there exists M1 > 0 satisfying
sup
n
∥∥∇j un,k′n(·, t∗ + δ)∥∥L∞(Ω) M1 for j = 0,1,2,3.
Letting k′n → ∞, we obtain
sup
n
∥∥∇j un(·, t∗ + δ)∥∥L∞(Ω\{0}) M1 for j = 0,1,2,3.
It follows, in particular, that un(x, t) remains bounded in the region x ∈ Ω \ {0}, t ∈ (t∗ + ε,
t∗ + δ0) for any sufficiently small ε > 0. Since un satisfies Eq. (1.1) for x ∈ Ω \ {0}, its bounded-
ness implies that x = 0 is a removable singularity. Hence un is a classical solution of (1.1) in the
region x ∈ Ω , t ∈ (t∗, δ0), thus the above estimate in Ω \ {0} implies (5.28). The last part of the
lemma can be shown by simply repeating the proof of Lemma 2.14. The lemma is proven. 
Lemma 5.24. Let pS < p < ∞ and let u be a solution of (1.1) that blows up at t = T . Assume
that the blow-up is of type I and that u has a limit L1 continuation u˜ on some interval 0 t < T ∗
with T ∗ > T . Denote by uk (k = 1,2,3, . . .) the sequence of classical solutions of (1.1) that
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changes sign at most m0 times in the interval T < t < T + δ.
Proof. By (5.22) we have
lim
k→∞uk(x, t) = u˜(x, t) in C
2(Ω \ {0}) for every t ∈ (0, T ∗) (5.29)
and
lim
k→∞uk(x, t) = u(x, t) in C
2(Ω) for every t ∈ (0, T ). (5.30)
In what follows we write u,uk, u˜ as U(r, t),Uk(r, t), U˜ (r, t), respectively, where r = |x|. Now
choose r0 > 0 such that Ut(r0, T ) = 0. Such an r0 exists, since otherwise Ut(r, T ) = 0 for every
r > 0, which implies U(r,T ) is an unbounded stationary solution of (1.4), hence U(r,T ) ≡
±Φ∗(r), but this contradicts Theorem 4.1 since the blow-up is of type I. Thus by the smoothness
of U˜ outside r = 0 and the convergence (5.29), we can find a small constant 0 < δ < T and an
integer k0 > 0 such that
Uk(r0, t) = 0 for t ∈ [T − δ, T + δ], k  k0.
By Lemma 3.6 we have Z[0,r0][Ut(·, T − δ)] < ∞. Choosing a larger k0 if necessary, we see
from (5.30) that
Z[0,r0]
[
(Uk)t (·, T − δ)
]= Z[0,r0][Ut(·, T − δ)]=: m0 for k  k0.
Again by Lemma 3.6, Z[0,r0][(Uk)t (·, t)] is non-increasing in t ∈ [T − δ, T + δ], and it drops
strictly each time (Uk)t (0, t) changes sign. Consequently, for each k  k0, (Uk)t (0, t) can change
sign at most m0 times in the interval [T − δ, T + δ]. The proof of the lemma is complete. 
Lemma 5.25. Let u˜ be a limit L1 solution defined on some interval 0 < t < T ∗ and let w˜ be the
corresponding rescaled solution as defined in (2.1) with a = 0, T1 ∈ (0, T ∗] and with u replaced
by u˜. Then the energy E(w˜(·, s)) is well defined and non-increasing in s.
Proof. Let uk (k = 1,2,3, . . .) be the approximating sequence of classical solutions converging
to u˜ for x ∈ Ω \ {0}, t ∈ [0, T1), and let wk be the corresponding rescaled solutions as defined
in (2.1) with a = 0. Here, we understand (as before) that each uk is defined for all x ∈ RN by
setting uk = 0 outside Ω . Then, by applying the estimates (2.30) to wk , we see that the sequence
{wk} is relatively compact in the space H 1ρ (RN) ∩ Lp+1ρ (RN), where H 1ρ and Lp+1ρ denote the
weighted H 1 and Lp+1 spaces with ρ given in (2.5). Consequently E(w˜) is well defined and
lim
k→∞E
(
wk(·, s)
)= E(w˜(·, s)).
Therefore E(w˜(·, s)) is monotone non-increasing in s. The lemma is proven. 
Lemma 5.26. (See [8].) Let u˜ and w˜ be as in Lemma 5.25. Then any ω limit point of wˆ in the
topology of L∞ (RN \ {0}) is either a bounded solution of (1.7) or ±ϕ∗.loc
1054 H. Matano, F. Merle / Journal of Functional Analysis 256 (2009) 992–1064Proof. Applying (2.6), (2.7) and (2.13) to wk , one finds that
∞∫
s0
∫
RN
(
∂wk
∂s
)2
ρ(y)dy ds M
for some s0 ∈ R and some constant M that is independent of k. Letting k → ∞ and using Fatou’s
lemma, one obtains
∞∫
s0
∫
RN
(
∂w˜
∂s
)2
ρ(y)dy ds < ∞.
The conclusion of the lemma now follows easily from this, the estimates (2.30) and (3.4). For
more details, see also [8, Lemma 4.5 and Corollary 4.6]. 
Proof of Theorem 5.19. All we have to show is the estimate (5.26). Since the blow-up is of
type I, the local blow-up profile w∗(y) := lims→∞ w0,T (y, s) is a bounded solution of (1.7). By
Propositions 5.13, we have w∗ = ±κ ; hence, by Theorem 4.1, we see that
μ := lim|y|→∞w
∗(y)/ϕ∗(y) = ±1,0,±∞.
Now suppose that (5.26) does not hold. Then there exists a sequence t1 > t2 > t3 > · · · → T such
that
(tn − T )
1
p−1
∥∥u˜(·, tn)∥∥L∞ → ∞ as n → ∞.
Define
uˆn(x, t) := λ
1
p−1
n u˜
(√
λnx,T + λnt
)
, λn = tn − T .
Since u˜ is a limit L1 solution, uˆn is also a limit L1 solution, and it satisfies∥∥uˆn(·,1)∥∥L∞ → ∞ as n → ∞. (5.31)
By (5.23), there exist constants C > 0, δ1 ∈ (0, T ) and T1 ∈ (T ,T ∗) such that
∣∣uˆn(x, t)∣∣ C(εn + |x|− 2p−1 ) for x = 0, t ∈ [−T − δ1
λn
,
T1 − T
λn
]
, (5.32)
where εn = O(λ
1
p−1
n ). Thus, by parabolic estimates, {uˆn} has a subsequence converging to some
function uˆ locally uniformly in (x, t) ∈ (RN \ {0}) × R. This function uˆ is again a limit L1
solution of (1.1) and is defined for all x ∈ RN \ {0}, t ∈ R, since λn → 0. Clearly∣∣uˆ(x, t)∣∣ C|x|− 2p−1 for (x, t) ∈ (RN \ {0})× R. (5.33)
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uˆn(x, t) = (−t)−
1
p−1 w0,T
(
x√−t ,− log(−t)− logλn
)
→ (−t)− 1p−1 w∗
(
x√−t
)
as n → ∞. Considering this and that ε− 1p−1 w∗(y/√ε ) → μϕ∗(y) as ε → 0, we see that
uˆ(x, t) = (−t)− 1p−1 w∗
(
x√−t
)
for t < 0, uˆ(x,0) = μϕ∗(x). (5.34)
Next we show that
lim sup
t↗1
∥∥uˆ(·, t)∥∥
L∞(RN\{0}) = ∞. (5.35)
Suppose the contrary. Then there exists δ > 0 such that ‖uˆ(·, t)‖L∞(RN) remains bounded for
t ∈ [δ,1). Since uˆ satisfies Eq. (1.1) for x ∈ RN \ {0}, the boundedness of uˆ implies that x = 0
is a removable singularity, therefore uˆ can be extended to a smooth solution of (1.1) on RN ×
(1 − δ,1). In particular, ‖∇uˆ(·, t)‖L∞(RN) is bounded in t ∈ [1 − δ1,1) for any δ1 ∈ (0, δ). This
and Lemma 5.23 yield supn ‖uˆn(·,1)‖L∞ < ∞, contradicting (5.31). (Here, note that the assump-
tion of Lemma 5.23 is easily seen to hold by choosing t0 = −1.) This establishes (5.35).
Next we show that
sup
a<t<b
∥∥uˆ(·, t)∥∥
L∞(RN\{0}) = ∞ for any 0 a < b 1. (5.36)
Suppose that (5.36) does not hold. Then there exists an open interval I ⊂ (0,1) such that
sup
t∈I
∥∥uˆ(·, t)∥∥
L∞(RN\{0}) < ∞.
As before, uˆ can be extended to a smooth solution of Eq. (1.1) on RN ×I . Denote by (τ−, τ+) the
maximal subinterval of (0,∞) containing I such that uˆ is a smooth solution on RN × (τ−, τ+).
Then (5.35) and the well-posedness of (1.1) imply τ+  1 and that
lim
t↗τ+
∥∥uˆ(·, t)∥∥
L∞(RN\{0}) = ∞.
Consequently we can choose τ∗, τ ∗ with τ− < τ∗ < τ ∗ < τ+ such that
uˆ(0, τ∗) < uˆ(0, τ ∗).
Now recall that uˆn converges to uˆ as n → ∞ for every x ∈ RN \ {0}, t ∈ R. Considering that
uˆ is a smooth solution for τ− < t < τ+ and using Lemma 5.23, we see that uˆn(·, t) → uˆ(·, t) in
C2(RN) as n → ∞ for every t ∈ (τ−, τ+). In particular,
lim uˆn(0, τ∗) = uˆ(0, τ∗), lim uˆn(0, τ ∗) = uˆ(0, τ ∗),
n→∞ n→∞
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lim
n→∞λ
1
p−1
n u˜(0, T + λnτ∗) = uˆ(0, τ∗), lim
n→∞λ
1
p−1
n u˜(0, T + λnτ ∗) = uˆ(0, τ ∗),
where λn = tn − T . Consequently, for all large n,
λ
1
p−1
n+1u˜(0, T + λn+1τ ∗) > λ
1
p−1
n u˜(0, T + λnτ∗) < λ
1
p−1
n u˜(0, T + λnτ ∗).
Setting τ2m−1 = λmτ ∗, τ2m = λmτ∗ (m = 1,2,3, . . .), and recalling that λ1 > λ2 > λ3 > · · · → 0,
we see that τ1 > τ2 > τ3 > · · · → 0 and that
u˜(0, T + τ2m+1) > u˜(0, T + τ2m) < u˜(0, T + τ2m−1)
for all large m. This means that, for any δ > 0, u˜(0, t) oscillates infinitely many times in the
interval (T ,T + δ). Thus, if we denote by uk (k = 1,2,3, . . .) the sequence of classical solutions
of (1.1) that defines u˜, then (uk)t (0, t) changes sign arbitrarily many times in (T ,T + δ) as k
becomes larger, contradicting Lemma 5.24. This proves (5.36).
Now we rescale uˆ as in (2.1) with a = 0, T1 = 1, and denote it by wˆ(y, s). Then (5.34) and
(5.35) imply
wˆ(y,0) = μϕ∗(y), (5.37)
sup
a′<s<b′
∥∥wˆ(·, s)∥∥
L∞(RN\{0}) = ∞ for any 0 a′ < b′ < ∞. (5.38)
By Lemma 5.26, any ω limit point of wˆ in the topology of L∞loc(RN \ {0}) is either a bounded
solution of (1.7) or ±ϕ∗. On the other hand, (5.38) and the last part of Lemma 5.23 show that the
ω limit set of wˆ does not contain a bounded solution of (1.7). Hence
lim
s→∞ wˆ(y, s) = ϕ
∗(y) or −ϕ∗(y). (5.39)
Note that this convergence takes place in the topology of H 1ρ ∩ Lp+1ρ (see the proof of
Lemma 5.25). Consequently, by (5.39), (5.37) and Lemma 5.25, we have E(μϕ∗)  E(ϕ∗),
but this is impossible since the quantity
E(μϕ∗) =
( |μ|2
2
− |μ|
p+1
p + 1
)∫
ρ(ϕ∗)p+1 dy
attains its strict maximum at μ = ±1. This contradiction establishes (5.26), and the proof of the
theorem is complete. 
Proof of Theorem 5.21. We work in the variable r = |x|. Since we are assuming U(r,T ) ≡
Φ∗(r), there exists r1 > 0 such that U(r1, T ) = Φ∗(r1). (If Ω = BR , we simply set r1 = R.)
Then since U(r1, t) is continuous in t ∈ [0, T ], we can find ε > 0 such that
U(r1, t) = Φ∗(r1, t) for t ∈ [T − ε,T ].
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Z(0,r1]
[
U(·, t)−Φ∗]< ∞ for t ∈ (T − ε < t < T ).
Consequently, U(r,T ) − Φ∗(r) changes sign at most finitely many times in the interval (0, r1].
Therefore, there exists r0 ∈ (0, r1] such that either (a) or (b) below holds:
(a) U(r0, T ) < Φ(r0), and U(r, t)Φ∗(r) for r ∈ (0, r0];
(b) U(r0, T ) > Φ(r0), and U(r, t)Φ∗(r) for r ∈ (0, r0].
By Lemmas 5.29 and 5.30 below, (a) implies immediate regularization while (b) implies com-
plete blow-up. The theorem is proven. 
Proof of Theorem 5.22. We first observe that the limit function uˆ satisfies
uˆ(x, t) = ϕ∗(x) for t  0
instead of (5.34). This is clear since w∗(y) = ϕ∗(y). For p > pJL, Theorem 10.1 of [11] states
that the minimal solution of (1.1) with initial data ϕ∗ is identically equal to ϕ∗, hence uˆ = ϕ∗ for
all t > 0. The assertion (5.27) follows immediately from this. 
5.4. The intersection numbers
Whether a blow-up is complete or not can be characterized by counting the number of inter-
sections with the singular stationary solution Φ∗.
Theorem 5.27 (Zero-number criterion). Let pJL <p < ∞ and u0  0. Suppose that the blow-up
is of type I and occurs only at x = 0, and let w∗(y) = W ∗(|y|) be the local blow-up profile. Then
(i) Z(0,∞)[W ∗ −Φ∗] being odd implies complete blow-up;
(ii) Z(0,∞)[W ∗ −Φ∗] being even implies immediate regularization.
Theorem 5.28 (Single-intersection blow-up). Let pS < p < ∞ and p = pJL. Suppose that u
blows up at t = T and that m0(U) = 1, where m0(U) is the number of vanishing intersections
as defined in (3.15). Then the blow-up is complete, of type I and w∗ = ±κ .
The proofs of the above two theorems are entirely different. For the proof of the former, we
use the following lemmas.
Lemma 5.29. Let pJL < p < ∞ and let U be a nonnegative solution of (1.4) that blows up at
t = T . Assume that, for some r0 > 0,
U(r,T )Φ∗(r) (0 < r  r0), U(r0, T ) > Φ∗(r0).
Then the proper extension U¯ (r, t) of U satisfies U¯(r, t) = +∞ (a.e. r > 0, t > T ).
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t = T . Assume that, for some r0 > 0,
0U(r,T )Φ∗(r) (0 < r  r0), U(r0, T ) < Φ∗(r0),
and that supr>r0 U(r,T ) < ∞. Then there exists δ > 0 such that the proper extension U¯ (r, t) of
U is smooth in the region Ω × (T ,T + δ).
Proof of Lemma 5.29. In [11, Theorem 10.4], it is shown for p > pJL that if U(r,T )Φ∗(r)
and U(r,T ) ≡ Φ∗(r), then U¯ (r, t) = +∞ (a.e. r > 0, t > T ). We will use this result below.
Suppose that the conclusion of the lemma does not hold. Then T < Tc, hence, by Corollary 5.11,
U¯ is smooth in r > 0, T  t < Tc. Next let h(r, t) be the solution of the following problem:⎧⎨⎩ht = hrr +
N − 1
r
hr + hp (r0 < r < ∞, T < t < Tc),
h(r, T ) = Φ∗(r) (r0 < r < ∞), h(r0, t) = U¯ (r0, t) (T < t < Tc).
Recalling that U¯ (r0, T ) = U(r0, T ) > Φ∗(r0) and that U¯ is smooth in r > 0, t ∈ [T ,Tc), we
easily see that hr(r0, t) → −∞ as t ↘ T . Consequently
U¯r (r0, t) > hr(r0 + 0, t) for t ∈ (T ,T + δ1)
provided that δ1 ∈ (0, Tc − T ) is chosen sufficiently small. It follows that the function
V (r, t) :=
{
U¯ (r, t) (0 < r  r0),
h(r, t) (r > r0)
is a supersolution of (1.4) in the range r > 0, t ∈ (T ,T + δ1). Therefore the minimal solution
V¯ (r, t) of (1.1) for the initial data V¯ (r, T ) = V (r,T ) lies below V (r, t) for t ∈ (T ,T + δ1), but
this contradicts the above mentioned result of [11] since V (r,T )Φ∗(r) and V (r,T ) ≡ Φ∗(r).
The lemma is proven. 
Proof of Lemma 5.30. Choose a function V (r) satisfying
U(r,T ) V (r)Φ∗(r) for 0 < r < r0, V (r)Φ∗(r) for r  r0,
U(r0, T ) < V (r0) < Φ
∗(r0),
and let V¯ (x, t) (t  T ) be the minimal solution of (1.4) for the initial data V¯ (r, T ) = V (r).
Then, by Theorem 10.4 of [11], V¯ (·, t) ∈ L∞(Ω) for t > 0. Next let h(r, t) be the solution of the
following problem:⎧⎨⎩ht = hrr +
N − 1
r
hr + hp (r0 < r < ∞, T < t < ∞),
h(r, T ) = U(r,T ) (r0 < r < ∞), h(r0, t) = V¯ (r0, t) (T < t < ∞).
Recalling that U(r0, T ) < V (r0) = V¯ (r0, T ), we easily see that
V¯r (r0, t) > hr(r0 + 0, t) for t ∈ (T ,T + δ1),
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V ∗(r, t) :=
{
V¯ (r, t) (0 < r  r0),
h(r, t) (r > r0)
is a supersolution in the range r > 0, t ∈ (T ,T + δ1) and satisfies V ∗(r, T )  U(r,T ). Conse-
quently the proper extension U¯ of U satisfies
U¯ (r, t) V ∗(r, t) = V¯ (r, t) for 0 < r < r0, t ∈ [T ,T + δ1).
Hence U¯(r, t) ∈ L∞(Ω) for 0 < t < δ1. This completes the proof of the lemma. 
Proof of Theorem 5.27. If Z(0,∞)[W ∗ −Φ∗] is odd, then by Lemma A.1
lim|y|→∞W
∗(|y|)/Φ∗(|y|)> 1.
Hence, by Proposition 4.4, there exists r0 > 0 such that
U(r,T ) > Φ∗(r) for 0 < r  r0. (5.40)
Thus, by Lemma 5.29, U¯ = +∞ for t > T , which proves the assertion (i).
Similarly, if Z(0,∞)[w∗ − ϕ∗] is even, then by Proposition 4.4,
u(x,T ) < ϕ∗(x) for 0 < |x| r0. (5.41)
Thus, by Lemma 5.30, u˜(x, t) ∈ L∞(Ω) for T < t < T + δ1, which proves (ii). The proof of the
theorem is complete. 
Proof of Theorem 5.28. By Theorem 3.11, the blow-up is of type I if p > pJL. In the range
pS <p < pJL, the blow-up is again of type I by virtue of Theorem 3.7 and Remark 3.10, provided
that u(x,T ) ≡ ±ϕ∗(x). Let us show that u(x,T ) ≡ ±ϕ∗(x). We follow the notation in the proof
of Theorem 3.8. Let r0 > 0, t0 ∈ [0, T ) be as in (3.16). Choose a > 0 sufficiently large so that
there exist 0 < r1 < r2 < r3 < r0 such that Φa(ri) = Φ∗(ri) (i = 1,2,3),
Φa(r) < Φ
∗(r) for r ∈ (r1, r2), Φa(r) > Φ∗(r) for r ∈ (r2, r3)
and that U(r, t0) < Φa(r) for r ∈ (0, r3). Then, arguing as in the proof of Theorem 3.11, with
vε replaced by Φa , W by U and s → ∞ by t → T , we can derive a contradiction if we as-
sume U(r,T ) ≡ Φ∗(r). Hence u(x,T ) ≡ ϕ∗(x). Similarly, u(x,T ) ≡ −ϕ∗(x). This proves type I
blow-up for the case pS <p < pJL.
Consequently the local profile w∗(y) = W ∗(|y|) is a bounded solution of (1.7) and Z[W ∗ −
Φ∗] = 1. By Lemma 3.29 of [4], the only solutions of (1.7) satisfying this condition are ±κ ;
hence w∗ = ±κ . Proposition 5.13 then implies that the blow-up is complete. 
Remark 5.31. As we mentioned in Remark 5.18, we will show in our forthcoming paper [29]
that a single-intersection blow-up is a generic phenomenon.
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The aim of this appendix is to prove Lemma A.1 below. The lemma is used in the proof of
Proposition 4.5 and Theorem 3.2.
As we have stated in Theorem 3.1, the rescaled solution W0,T (r, s) converges to a limit W ∗(r)
as s → ∞ and that W ∗ is either a bounded solution of the equation
Ψ ′′ + N − 1
r
Ψ ′ − r
2
Ψ ′ − 1
p − 1Ψ + |Ψ |
p−1Ψ = 0 for 0 < r < ∞, (A.1)
or the singular solution Φ∗ or −Φ∗. In the former case, Ψ can be extended to r = 0 smoothly
and the following boundary condition is automatically satisfied:
Ψ ′(0) = 0.
As before, we denote by E all the bounded solutions of (A.1). It is well known that all elements
of E ∪ {Φ∗,−Φ∗}, except the constant solutions ±κ , decay with the order O(r− 2p−1 ) as r → ∞,
and that the following limit exists:
μ∞(Ψ ) := lim
r→∞ r
2
p−1 Ψ (r) = lim
r→∞ c
∗ Ψ (r)
Φ∗(r)
∈ R ∪ {−∞,∞}, (A.2)
where c∗ is the constant in (1.19). See [5,24] for details. The proof of this convergence is also
found in [28, Lemma A.2]. This quantity μ∞ has the following property.
Lemma A.1. Let Ψ1,Ψ2 ∈ E ∪ {Φ∗,−Φ∗}. Then μ∞(Ψ1) = μ∞(Ψ2) if and only if Ψ1 = Ψ2.
Consequently μ∞(Ψ ) = ±c∗ implies Ψ = ±Φ∗, μ∞(Ψ ) = 0 implies Ψ = 0, and μ∞(Ψ ) =
±∞ implies Ψ = ±κ .
Proof. Given a solution Ψ of (A.1), we put v(r) := r 2p−1 Ψ (r). Then
μ∞(Ψ ) = lim
r→∞ v(r),
and v satisfies the following equation:
v′′ +
(
N − 1 − 4
p − 1 −
r2
2
)
1
r
v′ + 1
r2
(−(c∗)p−1v + vp)= 0 for 0 < r < ∞.
Using the new space variable z = r2, we can rewrite this equation as
vzz +
(
N − 4
p−1
2z
− 1
4
)
vz + 14z2
(−(c∗)p−1v + vp)= 0. (A.3)
Now let Ψ1,Ψ2 be as in the statement of the lemma, and put
vj (r) := r
2
p−1 Ψj (r), j = 1,2.
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hzz +
(
N − 4
p−1
2z
− 1
4
)
hz = O
(
z−2|h|) as z → ∞,
hence (
hz +
(
N − 4
p−1
2z
− 1
4
)
h
)
z
= O(z−2|h|) as z → ∞. (A.4)
Since h(z) → 0 as z → ∞ by the assumption of the lemma, there exists a sequence 0 < z1 <
z2 < z3 < · · · → ∞ such that hz(zn) → 0 as n → ∞. Integrating (A.4) from z to zn and letting
n → ∞, we see that there exists a constant C > 0 such that∣∣∣∣hz − 14h
∣∣∣∣ Cz maxζz ∣∣h(ζ )∣∣. (A.5)
Now choose z∗ > 0 such that
z∗  8C,
∣∣h(z∗)∣∣ max
ζz∗
∣∣h(ζ )∣∣. (A.6)
Such z∗ exists since h → 0 as z → ∞. This and (A.5) yield∣∣∣∣hz(z∗)− 14h(z∗)
∣∣∣∣ 18 ∣∣h(z∗)∣∣.
Thus, if h(z∗) = 0, then we would have
hz(z
∗)
h(z∗)
 1
4
− 1
8
> 0.
This, however, contradicts the second inequality in (A.6), hence we have h(z∗) = 0, which im-
plies, again by (A.6), that h(z) = 0 for any z  z∗. Consequently Ψ1(r) = Ψ2(r) for all large
r > 0, hence Ψ1 ≡ Ψ2 since both are solutions of (A.1). The lemma is proven. 
Appendix B. Boundedness of the blow-up set
In this appendix we prove Lemma B.1, which asserts that the blow-up set of a given solution
is contained in the convex hull of the support of initial data. We have used this lemma in the
last part of the proof of Proposition 5.5. The lemma is stated in a rather general setting, without
assuming radial symmetry.
Let us consider the equation
ut = u+ f (u)
(
x ∈ RN, t > 0), (B.1)
where f ∈ C1([0,∞))∩C2((0,∞)) satisfies
f (0) 0, f ′(u) > 0, f ′′(u) > 0 for u > 0, (B.2)
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(
f
logf
)′′
> 0,
∞∫
M
logf (u)
f (u)
du < ∞. (B.3)
Examples of functions f satisfying (B.3) include
u
(
log(1 + u))α (α > 2), up (p > 1), eβu (β > 0).
Note that (B.3) is nearly equivalent to (but slightly stronger than) the so-called Friedman–
McLeod condition (B.4) below.
Lemma B.1. Let f satisfy the above assumptions (or (B.4) instead of (B.3)) and let u0 be a
bounded nonnegative function whose support spt(u0) is compact. If the solution u of (B.1) with
initial data u0 blows up in finite time, then its blow-up set B(u0) satisfies
B(u0) ⊂ ch
(
spt(u0)
)
,
where ch(A) denotes the convex hull of a set A.
Proof. The assertion follows easily by combining the reflection argument found in [20,27] and
an argument in [10]. More precisely, put K = ch(spt(u0)). Without loss of generality, we may
assume that 0 ∈ K . For each unit vector ξ ∈ RN , we define λ∗(ξ) 0 to be the smallest number
such that
K ⊂ {x ∈ RN ∣∣ x · ξ  λ∗(ξ)}.
Fix such a unit vector ξ ∈ SN−1 arbitrarily and, for each λ  λ∗(ξ), let uλ be the reflection
of u with respect to the hyperplane Pλ(ξ) := {x · ξ = λ}. Then, since u = uλ on Pλ(ξ) and
u(x,0) uλ(x,0) ≡ 0 in the halfspace Dλ(ξ) := {x · ξ  λ}, the comparison principle yields
u(x, t) uλ(x, t) for x ∈ Dλ(ξ), 0 t < T (u0).
Furthermore u ≡ uλ since u0 ≡ uλ0 . Hence, by the Hopf boundary lemma, we have
ξ · ∇u < ξ · ∇uλ for x ∈ Pλ(ξ), 0 < t < T (u0),
which implies
ξ · ∇u < 0 for x ∈ Pλ(ξ), 0 < t < T (u0)
for all ξ ∈ SN−1 and λ > λ∗(ξ). Now applying the same argument as in the proof of Theorem 3.3
of [10], we see that no blow-up point appears on Pλ(ξ) if λ > λ∗(ξ). Since ξ ∈ SN−1 is arbitrary,
this implies that B(u0) ⊂ K . 
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well-known condition due to Friedman and McLeod [10]: there exist a function F and constants
ε > 0, M > 0 such that⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
F(0) > 0, F ′(u) > 0, F ′′(u) > 0 for uM,
f ′(u)F (u)− f (u)F ′(u) εF (u)F ′(u) for uM,
∞∫
M
du
F(u)
< ∞.
(B.4)
That (B.3) implies (B.4) can be easily seen by setting F = f/ logf .
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