fMRT-Ruhenetzwerke gesunder Probanden by Kiem, Sara Alessia
 
 
AUS DER KLINIK UND POLIKLINIK FÜR PSYCHIATRIE UND PSYCHOTHERAPIE 
DER LUDWIG-MAXIMILIANS-UNIVERSITÄT MÜNCHEN 








fMRT-Ruhenetzwerke gesunder Probanden:  
Prädiktion des HPA-Achsen-Status und Modulation durch 






zum Erwerb des Doktorgrades der Humanbiologie 
an der Medizinischen Fakultät der 




















MIT GENEHMIGUNG DER MEDIZINISCHEN FAKULTÄT  



















Berichterstatter:  Prof. Dr. Rainer Rupprecht 
 
Mitberichterstatter:  Priv. Doz. Dr. Jennifer Linn 
    Prof. Dr. Dr. Margot Albus, M.Sc. 
Mitbetreuung durch den 
promovierten Mitarbeiter: Dr. med. Philipp Sämann 
 
 
Dekan:    Prof. Dr. med. Dr. h. c. M. Reiser, FACR,FRCR 
 
 






























































Complete freedom from stress is death. 







I Abbildungsverzeichnis ...........................................................................................8 
II Tabellenverzeichnis ...............................................................................................9 
III Abkürzungsverzeichnis ......................................................................................10 
IV Zusammenfassung .............................................................................................12 
1. Einleitung.............................................................................................................15 
1.1 Stress...............................................................................................................16 
1.1.1 Herkunft des Begriffs Stress......................................................................16 
1.1.2 Geschichte der Stressforschung ...............................................................17 
1.1.3 Stressregulationsmechanismen im Körper................................................19 
1.1.4 Regulationssystem HPA-Achse ................................................................20 
1.1.5 Das Glucocorticoid Kortisol und die Rezeptoren im Gehirn.......................22 
1.1.6 Die Untersuchung der HPA-Achsen-Kapazität mit dem Dex/CRH-Test ....24 
1.1.7 Kortikale Kontrollmechanismen der HPA-Achse .......................................26 
1.1.8 Befunde zu strukturellen und funktionellen Veränderungen des Gehirns 
bei stressbedingten psychiatrischen Erkrankungen...................................30 
1.2 Biomarker ........................................................................................................33 
1.3 Funktionelle Konnektivität und Ruhenetzwerke ...............................................34 
1.3.1 Definition von funktioneller Konnektivität...................................................34 
1.3.2 Definition Ruhenetzwerke .........................................................................35 
1.3.3 Wie werden funktionelle Konnektivität und Ruhenetzwerke berechnet? ...36 
1.3.4 Was sagen Ruhenetzwerke über das Gehirn aus? ...................................38 
1.3.5 Stand der Literatur der Stressforschung durch die Kombination von 
fMRT mit endokrinologischen Parametern.................................................40 
1.4 Fragestellung ...................................................................................................45 
2. Material und Methoden .......................................................................................46 
2.1 Studiendesign ..................................................................................................46 
2.1.1 Studienteilnehmer .....................................................................................46 
2.1.2 Studiendesign und Studienablauf..............................................................47 
2.2 Material ............................................................................................................49 
2.2.1 Geräte .......................................................................................................49 
2.2.1.1 Funktionelle Magnet-Resonanz-Tomographie (fMRT)........................49 
2.2.1.2 Elektroenzephalographie (EEG) .........................................................53 






2.2.2.2 Statistical parametric mapping (SPM).................................................55 
2.2.2.3 FMRIB Software Library (FSL)............................................................55 
2.2.2.4 Interactive Data Language (IDL).........................................................55 
2.2.2.5 BrainVision Recorder und Analyzer® .................................................55 
2.2.2.6 SPSS ..................................................................................................56 
2.2.2.7 GraphPad Prism .................................................................................56 
2.3 Angewandte Methoden ....................................................................................56 
2.3.1 Kombinierte EEG/fMRT-Messung .............................................................56 
2.3.2 EEG...........................................................................................................57 
2.3.2.1 Datenaufnahme ..................................................................................57 
2.3.2.2 Präprozessierung................................................................................58 
2.3.2.3 Vigilanz-Scoring durch visuelle Analyse .............................................60 
2.3.3 fMRT .........................................................................................................60 
2.3.3.1 Datenaufnahme ..................................................................................60 
2.3.3.2 Präprozessierung................................................................................61 
2.3.3.3 Unspezifische Präprozessierung ........................................................61 
2.3.3.4 Methodenvergleich weiterer Präprozessierungsschritte .....................63 
2.3.3.5 Analysemethoden ...............................................................................66 
2.3.3.6 Analyse von seedbasierten Ruhenetzwerken.....................................66 
2.3.3.7 Voxelbasierte Analysen ......................................................................67 
2.3.4 Dex/CRH-Test...........................................................................................68 
2.3.4.1 Datenaufnahme ..................................................................................68 
2.3.4.2 Datenauswertung................................................................................69 
2.3.5 Endokrinologische Zusatztestung .............................................................69 
2.3.6 Fragebögen...............................................................................................70 
2.4 Analysen ..........................................................................................................70 
2.4.1 Fragestellung I ..........................................................................................71 
2.4.1.1 Vigilanz Überprüfung ..........................................................................71 
2.4.1.2 Generierung der seedbasierten Ruhenetzwerke ................................72 
2.4.1.3 Korrelation der funktionellen Konnektivität mit dem Ergebnis des 
Dex/CRH-Tests...................................................................................73 
2.4.1.4 Kreuzkorrelation der funktionellen Konnektivität zwischen den 





2.4.2 Fragestellung II .........................................................................................75 
2.4.2.1 Vigilanzquantifizierung........................................................................75 
2.4.2.2 Analysen zu seedbasierten Netzwerken.............................................76 
2.4.2.3 Kreuzkorrelationsanalysen für Seedregionen .....................................77 
2.4.2.4 Kreuzkorrelationsanalysen für AAL Regionen ....................................77 
2.4.2.5 Functional Connectivity Density Mapping (FCDM) .............................78 
3. Ergebnisse ...........................................................................................................80 
3.1 Ergebnisse des Dex/CRH-Tests ......................................................................80 
3.2 Effekte von Kortisol auf Blutdruck und Puls .....................................................81 
3.3 Fragebögen .....................................................................................................81 
3.4 Ergebnisse zur Fragestellung I: .......................................................................82 
3.4.1 Ausschluss von signifikanten Vigilanzeffekten in der funktionellen Kon-
nektivität der für die Korrelation untersuchten Zeitfenster..........................82 
3.4.2 Seedbasierte Ruhenetzwerke ...................................................................82 
3.4.3 Korrelationen der funktionellen Konnektivität mit dem Ergebnis des 
Dex/CRH-Tests..........................................................................................83 
3.4.4 Kreuzkorrelationen der funktionellen Konnektivität zwischen den Seed-
regionen und dem Ergebnis des Dex/CRH-Tests ......................................86 
3.5 Ergebnisse zur Fragestellung II: ......................................................................88 
3.5.1 Vigilanzeffekte auf die funktionelle Konnektivität.......................................88 
3.5.2 Einfluss des experimentell veränderten Kortisolmilieus auf die funk-
tionelle Konnektivität..................................................................................90 
3.5.2.1 Analyse der seedbasierten Netzwerke ...............................................91 
3.5.2.2 Einfluss der Vigilanz am Beispiel des rechten mPFC für die 
Ergebnisse der Seedanalyse ..............................................................94 
3.5.2.3 Analyse des Effekts des Kortisolmilieus durch Functional Connec- 
tivity Density Mapping.........................................................................95 
3.5.3 Einfluss durch die Kortisol/Placebo-Intervention .......................................96 
3.5.3.1 Seedbasierte Netzwerkanalyse-Intervention × Zeit Effekt ..................97 
3.5.3.2 Interseed–Analysen ............................................................................98 
3.5.3.3 Erweiterung der Interseed-Analysen auf das AAL System ...............100 
3.5.3.4 FCDM Analysen-Intervention × Zeit Effekt........................................104 





4.1 Der Dex/CRH-Test - ein Fenster zum Gehirn in der Erforschung der 
humanen Stressregulation .............................................................................105 
4.1.1 Möglichkeiten der Messung der HPA-Achsen-Integrität ..........................106 
4.1.2 Genetische Komponenten der HPA-Achse .............................................107 
4.1.3 Was macht den Dex/CRH-Test zum Fenster des Gehirns? ....................108 
4.2 Mögliche Einflüsse der Persönlichkeitsmerkmale auf die Stresskapazität 
eines Menschen.............................................................................................109 
4.3 Bedeutung der Analysen der Ruhenetzwerke in der bildgebenden 
Forschung......................................................................................................110 
4.3.1 Prädiktion physiologischer und pathologischer Zustände aus Ruhe-
fMRT-Messungen ....................................................................................111 
4.3.2 Einschränkungen bezüglich der Aussagekraft der Ruhenetzwerke ........112 
4.3.3 Biologische Relevanz der Ruhenetzwerke ..............................................112 
4.4 Bedeutung der funktionellen Konnektivität in Ruhenetzwerken als Prädiktor 
der Stresskapazität in gesunden Probanden .................................................113 
4.4.1 Bedeutung der Interseed-Konnektivitäten in Abgrenzung zu den 
seedbasierten Konnektivitäten für die Charakterisierung der Kapazität 
der HPA-Achse in gesunden Probanden .................................................118 
4.5 Auswirkungen einer veränderten Kortisolumgebung auf das Gehirn in Ruhe 
im gesunden Probanden................................................................................119 
4.5.1 Einfluss einer Änderung des Kortisolmilieus auf Netzwerke des Gehirns 
in Ruhe ....................................................................................................120 
4.5.2 Placebo-kontrollierte Effekte der Kortisolinjektion auf die funktionelle 
Konnektivität in Ruhe...............................................................................124 
4.6 Methodische Aspekte und Einschränkungen .................................................128 
4.6.1 Vorteile und Nachteile von kombinierten EEG/fMRT-Messung und sich 
ergebende Schwierigkeiten .....................................................................128 
4.6.2 Hormonintervention - Dosierung und Applikationsart ..............................129 
4.6.3 Einschränkungen der Studienergebnisse................................................130 
4.7 Ergebnisszusammenfassung und wissenschaftlicher Beitrag dieser human- 
biologischen Arbeit.........................................................................................132 
V Literaturverzeichnis...........................................................................................134 






Abbildung 1 Schematische Darstellung der HPA-Achse     21 
Abbildung 2 Zirkadianik der physiologischen Kortisolausschüttung   22 
Abbildung 3 Komplementäre Wirkungen der beiden Rezeptortypen (GR/MR)  23 
Abbildung 4 Vollständiges Studiendesign       47 
Abbildung 5 Schema kombinierten EEG/fMRT-Aufnahme    50 
Abbildung 6 Darstellung einer hämodynamische Antwort    53 
Abbildung 7 Übersicht Elektrodenanordnung der EEG-Kappe    58 
Abbildung 8 Mehrstufigen Artefaktbereinigung der EEG-Daten    59 
Abbildung 9 Wichtigsten Präprozessierungsschritte der fMRT-Daten   63 
Abbildung 10 Korrelationskarten für einen PCC-Seed     66 
Abbildung 11 Testaufbau des Dex/CRH-Test      68 
Abbildung 12 Abschnitte des Studiendesigns für Fragestellung I   71  
Abbildung 13 Verwendete Seedregionen       73 
Abbildung 14 Abschnitte des Studiendesigns für Fragestellung II   75 
Abbildung 15 Korrelation der Zeitreihen einzelner Voxel für FCDM   79 
Abbildung 16 Karte einer Konnektivitätsdichteverteilung     79 
Abbildung 17 Interindividuelle Varianz der Kortisol- und ACTH-Werte   80 
Abbildung 18 Kortisolabhängige Änderung des Puls und Blutdrucks   81 
Abbildung 19 Autokorrelationskarten       83 
Abbildung 20 Transhemispherische hippokampale Konnektivität als Marker für die  
     Kortisolausschüttung       84 
Abbildung 21 Interseed-Konnektivitäten mit Korrelation zum Dex/CRH-Test  88 
Abbildung 22 Vigilanzschwankungen der analysierten Messabschnitten   90 
Abbildung 23 Funktionellen Konnektivität in Abhängigkeit des Kortisolmilieus  93 
Abbildung 24 Funktionelle Konnektivität in Abhängigkeit der Vigilanz   94 
Abbildung 25 Einfluss der Vigilanzkorrektur am Beispiel des rechten mPFC  95 
Abbildung 26 Einfluss des Kortisolmilieus auf die Konnektivitätsdichte   96 
Abbildung 27 Intervention × Zeit Effekt des subcallosalen ACC    97 
Abbildung 28 Haupteffekt des Faktors Intervention für das AAL-System           101 









Tabelle 1 Korrelation der psychometrischen Fragebögemit Kortisol   81 
Tabelle 2 Prädiktive seedbasierte funktionelle Konnektivität Seed-Regionen  85 
Tabelle 3 Prädiktive funktionelle Konnektivität der Interseed-Regionen   86 
Tabelle 4 Prädiktive funktionelle Interseed-Subregionen-Konnektivität   87 
Tabelle 5 Test der Vigilanzdaten auf Normalverteilung     89 
Tabelle 6 Vigilanzvergleich zwischen den Zeitfenstern der Kortisolmilieuanalysen 89 
Tabelle 7 Vigilanzvergleich zwischen den Zeitfenstern der akut Interventionen  90 
Tabelle 8 Funktionellen Konnektivitätsänderungen in Abhängigkeit des Kortisolmilieus 92  
Tabelle 9 Intervention × Zeit Effekt auf die Interseed-Konnektivität   98 
Tabelle 10 Konnektivitätsänderungen der Interseedregionen in Abhängigkeit der Zeit 99 
Tabelle 11 Intervention × Zeit Effekt auf die Inter-AAL-Regionenkonnektivität           100 















ACC    Area cingularis anterior des G. cinguli 
ACTH   Adrenocortikotropes Hormon 
AUC    Area under the curve 
AVP    Argenin-Vasopressin 
BA     Brodmann Area 
BOLD   Blood oxygen level dependent 
CBF    zerebraler Blutfluss (eng. Cerebral Blood Flow) 
CBV    zerebrales Blutvolumen (eng. Cerebral Blood Volume) 
CMRO2   zerebraler Sauerstoffeverbrauch (eng. Cerebral Metabolic 
Rate of Oxygen consumption) 
CORT   Kortisolbedingung/-Intervention 
CRH    Corticotropin-releasing Hormon 
DEX    Dexamethason 
Dex/CRH-Test  Dexamethason-Suppressions/Corticotropin-releasing-
Hormon- Stimulations-Test 
DMN   ein spezielles Ruhenetzwerk (engl. Default Mode Network) 
EARLY   frühes Zeitfenster gleich nach der Intervention 
EDTA   Ethylendiamintetraacetat 
EEG    Elektroencephalographie 
EOG    Elektrookulographie  
FC    Funktionelle Konnektivität (eng. Functional Connectivity) 
FCDM   Functional Connectivity Density Mapping 
fMRT/fMRI  Funktionelle Magnet-Resonanz-Tomographie/Imaging  
G.    Gyrus 
GABA   -Amminobuttersäure 
GC    Glukocortikoide 
GLM    allgemeines lineares Modell (General Linear Model) 





HPA    Hypothalamus – Hypophyse - Nebennierenrinde (engl. 
Hypothalamic-Pituitary-Adrenal gland) 
HRP    Menschen mit hoher Vulnerabilität (engl. high risk person) 
ICA    unabhängige Komponenten Analyse (engl. Indenpendent 
Component Analysis) 
i.v.    intravenös 
FFT    schnelle Fourier Transformation (engl. Fast Fourier 
Transfomation) 
LATE   spätes Zeitfenster ~30 Minuten nach Intervention 
MD    Major Depression 
mPFC   medialer präfrontaler Kortex  
MNI    Montreal Neurological Institute 
MPIP   Max-Planck-Institut für Psychiatrie 
MR    Mineralocortikoidrezeptor 
MRT    Magnet-Resonanz-Tomograph/Tomographie 
NaCl    Natriumchlorid (Kochsalz) 
PCC    Area cingularis posterior 
PET    Positronen-Emissions-Tomographie 
PFC    Präfontaler Kortex 
PRE    Zeitfenster vor der Intervention 
PLAC   Placebobedingung /-Intervention 
PVN    Nucleus paraventricularis 
rs-fMRI   fMRT der Ruhenetzwerke (engl. resting-state fMRI) 
ROI    Interessenregion (engl. Region of Interest) 
RSN    Ruhenetzwerk (engl. Resting-State-Network) 
SNS    sympathische Nervensystem  
SPM    Statistical Paramagnetic Mapping 
TE    Echozeit (engl. Echo Time)  






Die Hypothalamus-Hypophysen-Nebennierenrinden-Achse (HPA-Achse) ist ein 
hierarchisch organisiertes, neuroendokrines System, das unter anderem die 
Freisetzung des Nebennierenrindenhormons Kortisol, dem zentralen Hormon der 
Stressantwort und der Homöostase des Organismus in Bezug auf die Anpassung 
an Umweltanforderungen, regelt. Die HPA-Achse ist in ein komplexes System von 
Regulationsnetzwerken eingebunden, über die der Organismus die Anpassung an 
ständig wechselnde Anforderungen erfasst und steuert. Fehlanpassungen der 
HPA-Achse sind hierbei von großer klinischer Bedeutung, da sie zu 
psychiatrischen Erkrankungen führen können. Ziel der vorliegenden Arbeit war es 
daher, HPA-Achsen-regulierende kortikale Netzwerke mithilfe der funktionalen 
Magnetresonanztomographie (fMRT) in verschiedenen Versuchansätzen zu 
identifizieren. 
Der Stand der bisherigen Forschungsergebnisse deutet darauf hin, dass es 
grundsätzlich einen mit der Methode der fMRT messbaren Zusammenhang 
zwischen diesen kortikalen Netzwerken im Gehirn und der 
neuroendokrinologischen Stressregulationsachse (HPA-Achse) gibt. Wichtige 
Knotenpunkte solcher kortikaler Netzwerke sind dabei insbesondere Kerne der 
Amygdala, Teile des Hippokampus und des Hypothalamus sowie Bereiche des 
präfrontalen Kortex. Diese Regionen üben zum einen Einfluss auf die Freisetzung 
des Corticotropin-releasing-Hormons (CRH) im Hypothalamus aus, zum anderen 
werden sie durch Kortisol rekursiv in ihrer Funktion durch ein negatives Feedback 
beeinflusst. Diese beiden Aspekte wurden im Rahmen dieser Arbeit in separaten 
Analysen bearbeitet:  
Es wurde zunächst untersucht, ob die Aktivität der kortikalen Netzwerke des 
Gehirns in Ruhe das Ergebnis des kombinierten Dexamethason-Suppressions-
CRH-Stimulations-Tests (Dex/CRH-Test) als sensitiven endokrinologischen 
Stresstest vorhersagen kann. Ferner wurde untersucht, ob sich die Aktivität der 
Ruhenetzwerke durch eine experimentelle Modulation des Kortisolspiegels 
signifikant verändert, wobei sowohl der Effekt einer intravenösen Applikation von 
Kortisol im Vergleich zu Placebo als auch der Effekt einer durch Dexamethason 
herbeigeführten Suppression von Kortisol untersucht wurde.  
Bei der hierfür durchgeführten Studie handelt es sich um ein placebo-
kontrolliertes, endokrinologisches fMRT-Experiment im Cross-Over-Design mit 
kombinierter EEG. Zusätzlich zu den EEG/fMRT-Ruhe-Messungen wurde ein 
Dex/CRH-Test außerhalb des MRT aufgenommen, um die Funktionalität der HPA-
Achse in den Probanden zu quantifizieren. Es wurden 20 gesunde männliche 
Probanden untersucht. An den Messtagen 1 und 3 wurde je eine knapp 
einstündige kombinierte EEG/fMRT-Messung durchgeführt, wobei einmal 20 mg 
Kortisol, gelöst in 10 ml Kochsalzlösung, und einmal 0,9%-ige Kochsalzlösung (10 





Messtag 2 wurden die EEG/fMRT-Ruhe-Daten (~ 15 Minuten) im Status der 
Kortisolsuppression durch Dexamethason aufgenommen. Die kombinierte EEG-
Messung diente hier vor allem der Vigilanzüberwachung der Probanden, da aus 
verschiedenen Studien bekannt ist, dass sich die Ruhenetzwerke des Gehirns in 
Abhängigkeit des Vigilanzstatus verändern. An einem zusätzlichen 4. Messtag 
wurde außerhalb des MRT an einer Teilgruppe der Probanden die Wirkung einer 
Kortisolbolusinjektion (20 mg) auf Blutdruck, Puls und Sauerstoffsättigung 
bestimmt und zusätzlich auch die Wirksamkeit des extern zugeführten Kortisols 
auf die HPA-Achse ermittelt. 
Die fMRT-Ruhe-Daten wurden mit komplementären Methoden aus dem Bereich 
der Konnektivitätsanalysen untersucht. Dabei wurden sowohl hypothesengeleitete 
Analysen von Ruhenetzwerken über die Seed-Methode als auch Kreuzkor-
relationsanalysen definierter Regionen, oder - im explorativen Ansatz - des 
gesamten Gehirns einschließlich voxelbasierter Verfahren, angewandt. 
Die Analysen zur Modulierung des Kortisolmilieus insgesamt betrachtet lassen 
den Schluss zu, dass sich die funktionelle Konnektivität des Gehirns in Ruhe 
durch die Änderung des Kortisolmilieus ändert, sei es durch direkte exogene 
Kortisolgabe, oder indirekten Kortisolentzug durch die Dexamethasonsuppression. 
Der Schwerpunkt dieser kortisolabhängigen Modulation lag dabei in präfrontal 
basierten Ruhenetzwerken. In den Analysen, in denen die drei Zustände der 
Kortisolmilieuänderungen (Kortisol, Placebo, Kortisolsuppression) verglichen 
wurden, zeigten sich stärkere Effekte durch die Kortisolsuppression als durch das 
exogen zugeführte Kortisol. Diese Effekte hatten ihren regionalen Schwerpunkt für 
die hypothesenbasierte Seedanalyse im medialen präfrontalen Kortex/anterioren 
cingulären Kortex (ACC), und in der explorativen Analyse im dorsolateralen 
präfrontalen Kortex. Effekte auf den Hippokampus und die Amygdala waren dabei 
relativ schwach ausgeprägt. Die Analysen der dynamischen Änderung nach 
Kortisolgabe im Vergleich zu Placebo zeigten Effekte im subcallosalen/ 
subgenualen ACC und im dorsalen ACC, sowohl im hypothesengesteuerten als 
auch im explorativen Ansatz. Da der Analyseschwerpunkt bisheriger Arbeiten auf 
der Hippokampus/Amygdala-Region lag wird neu postuliert, dass Akuteffekte nach 
20 mg Kortisol möglicherweise auf ACC-Regionen stärker wirken als auf den 
Hippokampus.  
Ebenfalls hergestellt werden konnte ein prädiktiver Zusammenhang zwischen 
der Stärke der funktionellen Konnektivität in limbischen und paralimbischen 
Regionen in Ruhe, insbesondere hippokampaler Netzwerke, und dem Ergebnis 
des Dex/CRH-Tests. Da der Dex/CRH-Test das gesamte zerebrale 
Feedbacksystem belastet, kann hieraus abgeleitet werden, dass spezifische 
Netzwerke in beiden Korrelationsrichtungen einen Einfluss auf das Ergebnis des 
Dex/CRH-Tests haben. Damit wurde erstmals indirekt das Regulationssystem 
sichtbar gemacht, das durch den Dex/CRH-Test belastet wird. In zukünftigen 





Ruhenetzwerke gegenüber Kortisol, zusammen mit der funktionellen Konnektivität, 
die die individuelle Regulation der HPA-Achse vorhersagt, als Grundlage zur 








„Stress ist ein bisschen wie Klimawandel: Beides wird unterschätzt, und wenn man 
nichts dagegen unternimmt, endet beides katastrophal“ (Ruess und Mai, 2007). 
Wenn bei Google nach dem Begriff „Stress“ gesucht wird, erhält man knapp 
600.000.000 Treffer (Stand August 2012). Es vergeht derzeit auch kaum ein Tag 
ohne neue Schlagzeile, in der der Begriff „Stress“, oder damit verbundene Folgen, 
enthalten sind. Dabei könnte der Eindruck entstehen, als wäre Stress erst 
neuerdings zum Problem der Gesellschaft geworden, oder als hätte die 
Gesellschaft erst jetzt bemerkt, wie groß die Zahl der Individuen ist, die unter 
Stress bzw. den damit verbundenen Begleit- und Folgeerkrankungen leiden 
(Wittchen et al., 2011). Die Weltgesundheitsorganisation (WHO) hat Stress vor 
einiger Zeit zu „einer der größten Gesundheitsgefahren des 21. Jahrhunderts" 
erklärt. Die omnipräsente Angst vor den wirtschaftlichen Folgen von durch Stress 
bedingten Arbeitsausfällen mag auch die zahlreichen populärwissenschaftlichen 
Artikel über Präventionsmaßnahmen erklären. Entscheidend aus 
wissenschaftlicher Sicht ist zunächst jedoch die weitere Aufklärung der 
Grundlagenmechanismen zur Entstehung von stressbedingten Krankheiten am 
Menschen, um gezieltere Präventionsmaßnahmen und Behandlungen zu 
entwickeln.  
Für den Bereich der humanen Gehirnforschung ergeben sich hierfür zahlreiche 
Fragestellungen: Wie funktioniert die kortikale Stressregulation? Welche 
unterschiedlichen (Überlebens-)Strategien gibt es? Welche schützen den 
Organismus? Welche sind anfällig für Fehlregulationen? Was verursacht 
Fehlregulationen? Wieso betreffen solche Fehlregulationen nicht alle Menschen? 
Wie groß ist die genetische Komponente? Gibt es evolutionsbiologische 
Unterschiede in den Regulationsmechanismen? Wie sind die kortikalen 
Mechanismen mit dem restlichen Organismus verknüpft? Gibt die kortikale 
Regulation Aufschluss über die Stresskapazität eines Menschen? Welche 
Informationen aus dem Gehirn können verwendet werden, um zukünftig möglichst 
spezifische Substanzen zu entwickeln, die in der Prävention oder Behandlung von 
stressbedingten Erkrankungen eingesetzt werden können?  
Diese vorliegende Arbeit soll einen Teil zur humanen Grundlagenforschung 
beitragen, indem die kortikale Stressregulation und deren möglicher 
Vorhersagewert für die neuroendokrinologische Stresskapazität im Menschen 
untersucht werden. Im Rahmen der Einleitung soll zunächst der Begriff Stress 
definiert und die wichtigste bekannte Regulationsachse im Körper, sowie deren 
zentrale Kontrollmechanismen, dargestellt werden. Ein Abschnitt zu 
stressbedingten Krankheiten, bei denen davon ausgegangen wird, dass ihnen 
eine Dysfunktion der Stressregulation zu Grunde liegt, soll die Bedeutung und 





verdeutlichen. Anschließend wird die für diese Studie ausgewählte Methode für 
Untersuchungen der Regulationsmechanismen der Stressantwort im Gehirn im 
lebenden Menschen, die auch ein Potential für die Identifizierung von Biomarkern 
beinhaltet, beschrieben. Abschließend werden die Möglichkeiten der humanen 
Stressforschung durch die Kombination aus funktioneller Bildgebung und 




Wenn man Menschen bitten würde Stress zu definieren und zu erklären, was bei 
ihnen Stress erzeugt und wie sie durch Stress beeinflusst werden, ist es 
wahrscheinlich, dass man ein Dutzend verschiedener Antworten bekommen 
würde. Der Grund hierfür ist, dass es keine einheitliche Definition für Stress gibt, 
der jeder Mensch zustimmen würde (The American Institute of Stress, 2012). 
Unabhängig von der individuellen Erfahrung gibt es jedoch schon lange Modelle 
und Studien zur Stressreaktion und Stressregulation des menschlichen 
Organismus. Diese sollen im folgenden Kapitel im Hinblick auf die durchgeführte 
Studie einleitend kurz dargestellt werden. Anschließend wird auf die kortikalen 
Stressregulationsmechanismen und die Regulation der Stressreaktion durch die 
Hypothalamus-Hypophysen-Nebennierenrinden-Achse (engl. hypothalamus-
pituitary-adrenal; kurz HPA-Achse), eingegangen. Die Darstellung der 
Konsequenzen einer Dysfunktion der Systemregulierung und die sehr 
wahrscheinlich dadurch ausgelösten Krankheitsbilder schließen das Stresskapitel 
ab. 
1.1.1 Herkunft des Begriffs Stress 
 
Stress (abgeleitet aus dem Lateinischen: stringere für anspannen und 1936 
eingeführt vom österreichischen Biochemiker Hans Selye) wurde ursprünglich als 
ein körperlicher oder mentaler Druck beschrieben, der durch Auslenkung des 
bestehenden Gleichgewichts im Körper erzeugt wird (Selye, 1936). Diese 
temporäre Auslenkung stellt eine Bedrohung für das sonst existierende 
physiologische (Fließ-)Gleichgewicht im Organismus dar (Holsboer, 2001; Selye, 
1976). Stress muss folglich als ein aktiver Prozess gesehen werden, der vom 
betroffenen Organismus (im Einzelnen auch von der betroffene Zelle bzw. vom 
betroffenen Organ) eine Reaktion einfordert (Lovallo, 2005; Schulz et al., 2005). 
Dabei wirkt der Stress solange auf den Organismus ein, bis dessen 
Kompensationsstrategie die Auslenkung ausgleicht und den Organismus wieder in 
die Ausgangssituation (Gleichgewicht) bringt, oder die Ursache der Auslenkung 
entfernt wird und sich die Reaktion des Organismus an die geänderten Umstände 
angepasst hat (McEwen und Gianaros, 2010; Selye, 1950). In diesem Konstrukt 





Organismus ist (Kemeny, 2003). Die Stressantwort ist demnach die 
kompensatorische Maßnahme des Körpers gegen den Stressor, um 
schnellstmöglich die Ausgangssituation (Gleichgewicht) wiederherzustellen (Boyce 
und Ellis, 2005; Holsboer und Ising, 2010; Lovallo, 2005).  
1.1.2 Geschichte der Stressforschung 
 
Das, was heutzutage mit dem Begriff Stress assoziiert wird, nämlich die 
unspezifische Antwort des Organismus auf jegliche Herausforderung (Selye, 
1976), beruht auf mehreren Modellbeschreibungen und langjährigen, zum Teil 
auch interdisziplinären Forschungsbemühungen.  
Zunächst war die Beschreibung des Konzepts der Homöostase (Cannon, 1932) 
entscheidend. Darin beschreibt Cannon das physiologische Fließgleichgewicht 
einer Zelle (übertragbar auch auf ein Organ oder den ganzen Organismus), 
welches durch ein organisiertes Kontrollsystem den Soll-Zustand im System 
aufrecht erhält und damit das Überleben des Systems sichert. Das Konzept beruht 
seinerseits auf der Annahme von Claude Bernard (1885), dass die innere Welt 
unabhängig von der äußeren im physiologischen Gleichgewicht gehalten werden 
muss, damit Zellen und Gewebe störungsfrei funktionieren können und damit das 
Überleben des Organismus gesichert ist. Eine wie auch immer geartete 
Abweichung aus dem Soll-Zustand stellt eine Bedrohung für das System dar, die 
schnellstmöglich bekämpft oder beseitigt werden muss, oder der man sich 
entziehen sollte. Walter Cannon, der neben Hans Selye zu den Urvätern der 
Stressforschung zählt, übertrug diese Idee auf Organismen. Er erstellte Anfang 
des 20.Jahrhunderts das noch heute gelehrte Modell zu den 
Reaktionsmöglichkeiten des Organismus auf Stress. Das Konzept der „Kampf- 
oder Fluchtreaktion“ (eng. „fight or flight reaction“) beschreibt die beiden 
Handlungsalternativen eines Organismus im Angesicht einer plötzlich auftretenden 
Bedrohung (Stressor) (Cannon, 1929).  
Einige Jahre später stellte Hans Selye im Tierexperiment fest, dass er ein 
bestimmtes wiederkehrendes Reaktionsmuster der Tiere auf unterschiedliche 
Stressoren bekam. Er schloss daraus, dass es einen unspezifischen Anteil in der 
Reaktion auf Stresssituationen geben muss die, unabhängig vom Stressor, primär 
der Wiederherstellung der Homöostase dient. Er entwickelte daraus das generelle 
Anpassungssyndrom (engl. „general adaptation syndrom“) für chronischen Stress 
(Selye, 1936). Hierbei werden drei Phasen der Stressreaktion unterschieden: die 
Alarm-, Widerstands- und Erschöpfungsphase.  
Die kurzfristige Alarmphase, bei der nach dem anfänglichem Schock durch den 
Stressor zusätzliche Ressourcen im Körper bereitgestellt und dadurch 
Reaktionsprozesse initiiert werden, bildet die erste Phase. Diese Alarmphase 
ermöglicht es dem Organismus, in der daran anschließenden Widerstandsphase 
die durch den Stressor ausgelöste erhöhte Belastung zu bewältigen. Dauert der 





aufgebraucht sind, gelangt der Organismus in die Erschöpfungsphase (Selye, 
1950). In dieser dritten Phase ist die adaptive Kapazität des Organismus 
ausgeschöpft. Es kommt zur „Immunsuppression“ und in Folge zur Krankheit 
(Selye, 1953).  
Dass Langzeitstress dem Organismus zusätzlich zur unspezifischen 
Anpassungsreaktion, die bei Chronifizierung durch langfristige Änderung 
physiologischer Prozesse der Gesundheit schadet, weitere Energie abverlangt, ist 
also ein altes Konzept, das später von McEwen und Stellar (1993) wieder 
aufgegriffen wurde. Die physiologische Konsequenz einer Anpassung der 
neuronalen und endokrinen Stressantwort an chronisch belastende Faktoren im 
Organismus wird dort als „allostatic load“ bezeichnet (McEwen, 1998b). Die damit 
zusammenhängende Kapazität des Organismus im Umgang mit belastende 
Faktoren und die daraus resultierenden Konsequenzen sind dabei individuell 
verschieden und abhängig von der genetischen Disposition sowie von 
verschiedenen früheren und aktuellen Umweltfaktoren (Homberg, 2012; Korte et 
al., 2005; McEwen und Stellar, 1993). Erlernte Bewältigungsstrategien durch 
Anpassung des Verhaltens (engl. coping strategies) sind ebenso wie die 
biochemische Adaptation lebensnotwenig (McEwen, 1998a). Diese 
Anpassungsmechanismen beziehen sich dabei sowohl auf physischen Stress wie 
zum Beispiel Hitze, Kälte, Verletzungstraumata, Infektionen oder Entzündungen, 
als auch auf psychologischen Stress wie zum Beispiel Furcht, Angst, soziale 
Niederlagen, Enttäuschungen und sogar extreme Freude (Selye, 1973).  
Das komplexe System der Aufrechterhaltung der Homöostase1 in Ruhe und die 
schnellstmögliche Wiederherstellung dessen oder die Adaptation nach Stress 
wurde von Lovallo (2005) in folgende fünf Regulationsebenen unterteilt: 1. Die 
Organe selbst mit ihren lokalen Reflexbögen; 2. das autonome Nervensystem 
(Sympathikus/Parasympathikus), das zusammen mit dem neuroendokrinen 
System (HPA-Achse) die zwei Top-Down-Kommunikationswege vom zentralen 
Nervensystem zu den einzelnen Organen darstellt; 3. das Stammhirn, das den 
Output des autonomen Nervensystems überwacht; 4. der Hypothalamus, der die 
endokrinen Botenstoffe des Körpers steuert sowie die Funktionen des Stammhirns 
koordiniert; 5. der Einfluss von kortikalen Regionen, die durch Informationen aus 
der Außenwelt Emotionen, Bewusstsein und Erinnerungen aufnehmen und 
entsprechend verwerten und weiterleiten. 
Im folgenden Abschnitt werden die Regulationsmechanismen im Körper 
dargestellt, wobei insbesondere die kortikalen Regulationsmechanismen und 
Netzwerke, sowie deren Verschaltungen zur neuroendokrinen Stressachse (HPA-
Achse) für die vorliegende Arbeit von Interesse sind.  
 
                                            
1 Homöostase bezeichnet die Aufrechterhaltung eines Gleichgewichtszustandes in einem 





1.1.3 Stressregulationsmechanismen im Körper 
 
Nach Ulrich-Lai und Herman (2009) ermöglichen zwei Mechanismen im Menschen 
die kurzfristige Adaptation an einen akut auftretenden Stress.  
Durch den ersten Mechanismus werden Stresshormone ausgeschüttet, die 
gespeicherte Energiereserven verfügbar machen. Die Produktion der 
Stresshormone und die Steuerung der Ausschüttung werden dabei durch das 
sympathische Nervensystem (SNS) und die HPA-Achse reguliert. Das SNS ist für 
die Produktion und Ausschüttung der Katecholamine (Noradrenalin und Adrenalin) 
im Nebennierenmark verantwortlich, wodurch der Organismus in Alarmbereitschaft 
versetzt wird (Heuser und Lammers, 2003). Zeitgleich wird CRH (engl. 
corticotropin-releasing hormone) im Hypothalamus produziert und ausgeschüttet, 
wodurch die Aktivierung der Stressantwort über die HPA-Achse initiiert wird. Die in 
Folge aus der Nebennierenrinde freigesetzten Glucocorticoide wirken, durch 
Regulierung und Beendigung der zentralen Verteidigungsreaktionen, als 
„Antistresshormone“ (siehe Abschnitt 1.3.1 zu Details der HPA-Achse (Heuser und 
Lammers, 2003)).  
Durch den zweiten Mechanismus findet eine Umverteilung der zusätzlich 
freigesetzten Energie zu Gunsten von Organen und Geweben statt, die für die 
(akute) Stressantwort entscheidend sind (Ulrich-Lai und Herman, 2009). Das 
Resultat dieser physiologischen Adaptationsmechanismen ist eine erhöhte 
Energieverfügbarkeit durch Anregung der Lipolyse2 und des Glykogen-
Katabolismus3. Zusätzlich wird auch das Immunsystem aktiviert und Immunzellen 
durch Leukozytose4 präventiv vermehrt (Dhabhar und McEwen, 1997). 
Metabolische Prozesse, die eher über das parasympathische System gesteuert 
werden (zum Beispiel Magen-Darm-Trakt-Funktionen oder Reproduktions-
funktionen), werden dabei zeitgleich unterdrückt (Schneiderman et al., 2005). 
Diese Mechanismen sind für kurzfristigen Stress, wie im Kampf um das 
Überleben bei der Flucht vor Raubtieren angelegt und waren dafür 
evolutionsbiologisch für den Organismus von Vorteil. Wie schon von Selye vor 
über 60 Jahren postuliert, kommt es bei (dauerhaften) Überlastung dieses 
Regulationssystems durch die über die Kapazitätsgrenze hinausgehende 
Belastung zu Änderungen der fein regulierten physiologischen Abläufe im 
Stressregulationssystem. Wenn nicht durch den Tod beendet, kann es in Folge 
der Überbelastung zu einer langfristigen Beeinträchtigung des 
Stress(regulations)systems auf mehreren Ebenen kommen, die dramatische 
                                            
2 Lipolyse ist der Prozess bei dem Fett in Fettsäuren gespalten wird. Damit wird die in Fett 
gespeicherte Energie für den Körper verfügbar gemacht. 
3 Glykogenolyse ist der Abbau von Glykogen in der Leber zu Glucose und Glucose-1-Phosphat. 
Glykogen wird bei einem Überschuss an Kohlenhydraten in Muskel- und Leberzellen aufgebaut, 
um die überschüssige Energie zu speichern.   





Konsequenzen für den gesamten Organismus haben (de Kloet et al., 2005; 
Holsboer, 2000).  
Es ist bereits bekannt, dass eine engmaschige kortikale Koordination des 
Stressregulationssystems, einschließlich der HPA-Achse, im Organismus durch 
ein Netzwerk an limbischen und nicht-limbischen kortikalen Arealen erfolgt 
(Dedovic et al., 2009b; Jankord und Herman, 2008). Der Regulations-
mechanismus über die HPA-Achse, die selbstregulierende negative Rückkopplung 
und involvierte kortikale Areale, sowie die dafür nötigen Rezeptoren, werden im 
folgenden Abschnitt beschrieben. Die enge Verknüpfung über den direkten und 
indirekten Einfluss der kortikalen Areale auf die HPA-Achse und die bottom-up 
Rückkopplungsmechanismen sind eine wichtige Grundlage für die durchgeführten 
Kombinationsstudien (Bildgebung und Endokrinologie) auf der Suche nach 
Biomarkern der Stresskapazität. 
1.1.4 Regulationssystem HPA-Achse 
 
Die HPA-Achse ist ein hierarchisch organisiertes neuroendokrines System, das 
unter anderem die Freisetzung des Stresshormons Kortisol, eines der wichtigsten 
Hormone in der Stressantwort, in der Nebennierenrinde steuert (siehe Abbildung 1 
(Frodl und O'Keane, 2012)). Das hypothalamische Hormon, das diese Achse 
antreibt, ist das Kortikotropin freisetzende Hormon (CRH), welches hauptsächlich 
im parvozellulären Teil des peri-ventrikulären Nukleus (PVN) des Hypothalamus 
produziert wird. Die Zielrezeptoren für CRH liegen unter anderem in der 
Hypophyse (Jacobson und Sapolsky, 1991; Jankord und Herman, 2008; Lovallo, 
2005). Zusätzlich wirkt auch Arginin-Vasopressin (AVP), das im magnozellulären 
Teil des PVN produziert wird, auf diese Rezeptoren (Keck, 2006; Lovallo, 2005). 
Durch das Zusammenwirken dieser beiden Moleküle wird in der Hypophyse die 
Synthese und Ausschüttung von Adrenokortikotropin freisetzendem Hormon (engl. 
adrenocorticotropin releasing hormon; ACTH) veranlasst. ACTH wird von der 
Hypophyse in den systemischen Blutkreislauf abgegeben und gelangt so zu den 
Effektorrezeptoren in der Nebennierenrinde, wo es die Produktion und 
Ausschüttung von Kortisol verursacht (Squire et al., 2003). Durch die negative 
Rückkopplungswirkung von Kortisol ins Gehirn und vor allem durch die 
Rückkopplung an der Hypophyse wird die Synthese von CRH und ACTH 
gedrosselt. Damit ist die endokrinologische Rückkopplungsschleife, die die 























Die Glucocorticoidausschüttung (GC-Ausschüttung) ist eine metabolisch „teure 
Investition“ für den Körper, da auch katabolische Prozesse in Gang gesetzt 
werden. Dies hat zur Konsequenz, dass die Regulation dieser Signalkaskade auf 
mehreren Ebenen stattfindet. Es werden dabei zwei Mechanismen für die 
Rückkopplungsregulation durch Kortisol unterschieden (Makara und Haller, 2001): 
1. die schnelle Inhibition der GC-Ausschüttung über nicht-genomische 
Mechanismen, die hauptsächlich auf Ebene der Hypophyse, aber auch im Gehirn 
über die CRH-Neurone im PVN, die die Produktion und Ausschüttung von CRH 
bzw. ACTH regulieren, wirkt, und  
2. ein zeitverzögerter genomischer Effekt, der vor allem zentral wirksam ist 
(Fulford und Harbuz, 2005; Herman, 2011). Abhängig vom Rezeptor (siehe 
nächsten Abschnitt) wird über Stimulation bzw. Inhibition die Gentranskription 
moduliert, was in Folge die Proteinsynthese verändert (Fulford und Harbuz, 2005) 
und somit zu lang anhaltenden Änderungen in der neuronalen Funktion führt 
(Joels und de Kloet, 1994). 
Insgesamt bewerkstelligen die nicht-genomischen und genomischen 
Rückkopplungsprozesse der HPA-Achse auch kognitive und emotionale Prozesse, 
die der Verhaltensadaptation bei Stress zu Grunde liegen. Dabei ist Kortisol 
essentiell und der Organismus wird nicht alleine durch die effiziente Ausschüttung, 
sondern vielmehr durch die effektive Downregulation der Kortisolausschüttung 
geschützt (de Kloet et al., 2011). Zwei Arten von Rezeptoren sind dabei für die 
Abbildung 1: Schematische Darstellung der HPA-Achse mit Kortisol Rückkop- 





Kortisol-Rückkopplung entscheidend, deren Bedeutung für die Integrität der HPA-
Achse im nächsten Abschnitt behandelt wird. 
1.1.5 Das Glucocorticoid Kortisol und die Rezeptoren im Gehirn 
 
Einleitend soll an dieser Stelle kurz betont werden, dass die Kortisolausschüttung 
nicht nur unter Stressbedingungen stattfindet, sondern Kortisol auch im 
natürlichen Tagesablauf stündlich pulsartig produziert und ausgeschüttet wird (de 
Kloet et al., 2011). Es wird vermutet, dass die natürliche zirkadiane Ausschüttung 
an die Zeitgeber des Gehirns gekoppelt ist. Zu diesen gehört vor allem der 
Nucleus suprachiasmaticus (SCN), der für die Regelung von Abläufen im 
Organismus, die dem Schlaf-Wach-Rhythmus folgen, entscheidend ist (Edwards 













Der humane Organismus verfügt über zwei Glucocorticoidrezeptoren, die eine 
unterschiedliche Bindungsaffinität für Kortisol aufweisen und verschiedene bzw. 
komplementäre Aufgaben in der Regulation der tageszeitabhängigen veränderten 
Kortisolkonzentration übernehmen ((de Kloet et al., 2011) siehe auch Abbildung 
3). Die zwei für die Regulation der HPA-Achse entscheidenden 
Glucocorticoidrezeptoren (GCR) sind der Mineralcorticoidrezeptor (MR) und der 
Glucocorticoidrezeptor (GR) (de Kloet, 1991; Heuser, 1998). Die Regulation über 
den MR ist unter Basalkonzentration (ohne Stress) vorherrschend, da seine 
Affinität zu Kortisol um das 6 bis 10-fache höher ist als die des GR. Ein weiterer 
Unterschied ist die daraus folgende prozentuale Kortisolbindung, die an MRs 
zwischen 70-90% und an den GRs zwischen 10-90% liegt (Heuser, 1998). Das 
bedeutet, dass Kortisol praktisch immer an den MR gebunden ist. Der MR scheint 
also vor allem für die negative Rückkopplung des Kortisols während der 
tagesrhythmischen Zyklen zuständig zu sein (de Kloet et al., 1998). Dagegen 
binden GR Kortisol nur bei den hohen bzw. erhöhten Konzentrationen und 
Abbildung 2: Darstellung der zirkadianik der physiologischen Kortisolausschüttung 





regulieren somit sowohl während der Peakzeiten im natürlichen Tagesrhythmus, 
als auch bei erhöhter Ausschüttung von Kortisol, unter Stress, die Reaktion 



















Aldosteron hat eine ähnliche Affinität zum MR wie Kortisol, während das 
künstliche Glucocorticoid Dexamethason eine niedrigere Bindungsaffinität zum 
MR hat. Dagegen ist die Bindeaffinität an den GR für Dexamethason stärker als 
für Kortisol aber auch glucocorticoidspezifisch, da der GR keine Mineralcorticoide 
wie Aldosteron binden (Fulford und Harbuz, 2005).  
Die Bedeutung der GC, neben den vielfältigen metabolischen Funktionen 
(Bamberger et al., 1996; Chrousos und Gold, 1992) für die kortikale 
Stressregulation, spiegelt sich in der dichten Verteilung im Zentralennervensystem 
wieder. Die Verteilungsdichte der Rezeptoren ist dabei je nach Region 
unterschiedlich. Hinzu kommt, dass innerhalb einer Region Zellen nur einen oder 
beide Rezeptortypen exprimieren können (de Kloet et al., 1998; de Kloet, 2004). 
Dabei ist die Verteilung der MRs außerhalb des Hypothalamus auf den 
Hippokampus und sensorische sowie motorische Regionen begrenzt (Reul et al., 
2000). Der GR ist neben dem Hypothalamus und der Hypophyse auch in 
zahlreichen anderen Gehirnregionen zu finden, einschließlich des Hirnstamms, 
der Amygdala, des Hippokampus und den präfrontalen Regionen (de Kloet et al., 
1998; Fulford und Harbuz, 2005; Herman et al., 1993).  
Anhand der Rezeptorverteilung im Gehirn wird bereits deutlich, dass die 
Wirkorte von Kortisol vielfältig und nicht nur auf die Eigenregulation über die 
Abbildung 3: Komplementäre Wirkungen der beiden Rezeptortypen nach einem 





negative Rückkopplung beschränkt sind. Um die Effekte zu untersuchen, die 
Kortisol auch auf höher geordnete Gehirnregionen hat, die ihrerseits über 
neuronale Verbindungen einen Teil der kortikalen Stressregulation beeinflussen, 
gibt es im Menschen verschiedene Möglichkeiten. Dazu werden die strukturellen 
oder funktionellen Veränderungen unter veränderten Kortisolbedingungen, wie sie 
durch pharmakologische Modulation, physiologische Änderungen, krankheits-
bedingt oder durch spezielle Testverfahren verursacht werden, untersucht. Dabei 
wurde dieser Effekt von Kortisol auf andere, höhere kortikale Bereiche, 
insbesondere bei der Untersuchung der negativen Rückkopplungsregulation der 
HPA-Achse, jahrelang vernachlässigt (de Kloet et al., 1998).  
Die stressinduzierte Kortisolausschüttung bzw. deren Regulationsmechanismen 
haben auch das Potential, als Biomarker für stressbedingte Krankheiten zu 
dienen. Dazu müssen noch jene Umstände weiter untersucht werden, die zu 
einem Zusammenbruch der normalen Adaptionsleistung des Systems führen. Es 
ist schon länger bekannt, dass eine chronische Überproduktion von 
Glucocorticoiden bzw. eine chronische therapeutische Glucocorticoidgabe 
bestimmten Gehirnregionen schadet. Dabei sind speziell jene Bereiche betroffen, 
die für die HPA-Achsen-Regulierung aufgrund des GC-Rezeptor vermittelten 
Feedbacks und damit verbundene Regelkreisläufe relevant sind (Herbert et al., 
2006; McEwen, 2005; Sapolsky, 2000a). Darauf basiert auch die von Holsboer 
(2000) postulierte Corticosteroid-Rezeptor-Hypothese der Depression.  
Des Weiteren ist bekannt, dass eine Imbalance der MR/GR vermittelten 
Regulationsmechanismen (MR/GR-Balance-Hypothese) den Kreislauf der 
Stressregulation destabilisiert und damit zu einer neuroendokrinen Dysfunktion 
und in Folge zu Fehlanpassungen des Verhaltens bei Stress führt (de Kloet et al., 
2011). Die durch eine Imbalance zwischen MR und GR vermittelten Signale in 
Neuronen des limbischen Systems führen zu einer inadäquaten Reaktion der 
HPA-Achse auf Stress und zu einer beeinträchtigten negativen Rückkopplung. 
Dies führt zu einer verspäteten Erholung des Organismus von der Stresssituation 
und damit zu einer beeinträchtigten Anpassung des Stresssystems, was langfristig 
die Anfälligkeit für affektive Störungen erhöhen kann (de Kloet et al., 1998). Der 
Status der HPA-Achse ist folglich ein Indikator für die Kapazität des 
Stressregulationssystems bzw. den Grad deren Dysregulation (Harris  et al., 
2012). Eine Möglichkeit, um die Kapazität bzw. den Status der 
Regulationsfähigkeit der HPA-Achse im Menschen zu untersuchen, ist der 
kombinierte Dexamethason-Suppression-CRH-Stimulations-Test, kurz Dex/CRH-
Test (Holsboer und Ising, 2010; Ising et al., 2007), der im folgenden Abschnitt 
erläutert wird.  
1.1.6 Die Untersuchung der HPA-Achsen-Kapazität mit dem Dex/CRH-Test  
 
Der Dex/CRH-Test ist ein standardisierter neuroendokrinologischer Test zur 





Holsboer, 1987). Der Test kann sowohl in Gesunden zur Beschreibung der 
normalen Funktion der HPA-Achse eingesetzt werden, als auch zur 
Quantifizierung der Dysregulation der HPA-Achse, zum Beispiel bei affektiven 
Störungen (Heuser et al., 1994a; Holsboer et al., 1995; Ising et al., 2005b; Ising et 
al., 2007).  
Die Messung des HPA-Systems ist auch ein sehr sensitives Verfahren unter 
den derzeit verfügbaren neuroendokrinologischen Messverfahren, die zu einem 
frühen Zeitpunkt eine Erfolgsvorhersage über die Therapie bei depressiven 
Patienten ermöglicht (Heuser et al., 1994a; Holsboer, 2000). Der Dex/CRH-Test 
ist dabei eine Weiterentwicklung des Dexamethason-Suppressionstests5, der 
klinisch unter anderem zum Ausschluss eines Cushing-Syndroms eingesetzt wird 
(Ising et al., 2005b). 
Der Dex/CRH-Test besteht in einer gekürzten Form (Heuser et al., 1994a) aus 
der Einnahme von 1,5 mg Dexamethason6 zur Vorbereitung um 23 Uhr an einem 
Tag und am darauffolgenden Tag aus einer Blutabnahme sowie einer daran 
anschließenden CRH-Bolusinjektion (100 µg) und vier weiteren Blutabnahmen 
über einen Zeitraum von 75 Minuten, um die Kortisol- und ACTH-Antwort auf die 
CRH- Injektion zu untersuchen. Bei Gesunden wird durch die 
Dexamethasoneinnahme eine vermehrte Ausschüttung von ACTH und Kortisol, 
vor allem auf Ebene der Hypophyse, stark unterdrückt. Im Gegensatz dazu wird 
die ACTH- und Kortisolsekretion bei den meisten depressiven Patienten nicht bzw. 
nicht vollständig supprimiert (Heuser et al., 1994a; Holsboer, 2000; Zobel et al., 
2001). Das Fehlschlagen der Suppression in depressiven Patienten wird dabei auf 
eine Dysfunktion der GR-vermittelten negativen Rückkopplung bei den Patienten 
zurückgeführt (Ising et al., 2005a). Über die Bestimmung der Plasma-
konzentrationen von ACTH und Kortisol nach CRH-Stimulation über die Zeit, kann 
die Integrität der HPA-Achse signifikant sensitiver als bei einer reinen 
Plasmakonzentrationsmessung oder dem Dexamethason-Suppressionstest 
gemessen werden.  
Der Vorteil der Kombination ist eine Sensitivität des Tests gegenüber 
dysfunktionaler GR auf Ebene der Hypophyse, bei gleichzeitiger Sensitivität für 
eine erhöhte CRH- und AVP-Ausschüttung in Konsequenz einer GR-Dysfunktion 
(Holsboer und Barden, 1996; Keck und Holsboer, 2001). Aus diesem Grund wurde 
der Test vor einiger Zeit auch als Biomarker zur Prädiktion einer 
Therapieansprache bei affektiven Störungen, insbesondere der Depression, 
vorgestellt (Ising et al., 2007). Bezüglich der Sensitivität des Tests und damit 
bezüglich der Frage, ob er sich zur verlässlichen Vorhersage einer 
                                            
5 Der Dexamethasonsuppressionstest ist ein Provokationstest bei dem eine geringe Menge 
Dexamethason verabreicht wird und die Suppressionsfähigkeit auf die Kortisol- und ACTH-
Ausschüttung über die Zeit ermittelt wird.  
6 Dexamethason ist ein synthetisches lang wirksames Glucocorticoid (Serum-Eliminationshalb-
wertszeit 250 ±80 Minuten). Es hat eine 30-mal stärkere Wirksamkeit als Hydrocortison, wobei 





Therapieantwort bei allen Patienten mit affektiven Störungen einsetzen lässt, gibt 
es unterschiedliche Meinungen.  
Zum einen sind Veränderungen der HPA-Achse während einer akuten 
Krankheitsepisode der Depression und deren Normalisierung nach erfolgreicher 
Medikation sehr konsistente Laborbefunde bei Patienten mit affektiven Störungen 
(Holsboer, 2000; Holsboer und Barden, 1996; Ising et al., 2005a). Umgekehrt 
wurde auch beobachtet, dass eine unvollständige Rückbildung einer erhöhten 
Kortisol- bzw. ACTH-Ausschüttung im Dex/CRH-Test mit einem erhöhten 
Rückfallrisiko einhergeht (Ising et al., 2005b; Ising et al., 2007).  
Zum anderen gibt es auch Patienten, die trotz einer frühen HPA-Achsen-
Normalisierung nach Medikationsbeginn einen ungünstigen Krankheitsverlauf 
durch ein Nichtansprechen auf ihre Medikation haben, sowie Patienten, die schon 
vor dem Beginn der pharmakologischen Therapie eine normale HPA-Achsen-
Funktion aufweisen (Schule et al., 2009). Zusätzlich gibt es auch Abweichungen 
des HPA-Systems bei anderen Krankheiten, zum Beispiel bei Angststörungen 
(Schreiber et al., 1996), Schizophrenie (Lammers et al., 1995), Multiple Sklerose 
(Bergh et al., 1999) oder auch Morbus Cushing-Patienten (Yanovski et al., 1998). 
Diese Befunde schränken die Selektivität des Dex/CRH-Tests ein, aber 
beeinflussen nicht die Sensitivität bei der Untersuchung von Störungen der HPA-
Achse. Für die Verwendung des Dex/CRH-Tests als „Fenster zum Gehirn“, um die 
Kapazität eines (gesunden) Menschen zu untersuchen, die Homöostase des 
Stressregulationssystems nach einer Stressantwort wieder herzustellen, gibt es 
bislang keine vergleichbare Methode (Holsboer und Ising, 2010).  
Die HPA-Achse, auch wenn sie die wichtigste neuroendokrinologische Achse 
der Stressantwort ist, ist nicht alleine für die Stressantwort verantwortlich. Der 
Hypothalamus als zentraler Bestandteil der HPA-Achse steht mit zahlreichen 
Gehirnregionen in Verbindung, die erst das Vorhandensein eines Stressors 
registrieren und diese Information an den Hypothalamus kommunizieren. Diese 
Gehirnregionen bzw. Netzwerke werden im Folgenden näher dargestellt.  
1.1.7 Kortikale Kontrollmechanismen der HPA-Achse 
 
In die Regulation der HPA-Achse sind verschiedene hierarchisch organisierte 
Netzwerke des Gehirns involviert, die unter anderem für die Integration von für die 
Stressreaktion relevanten Informationen, sowohl interner, als auch externer Natur, 
zuständig sind (Ziegler und Herman, 2002). 
Die Modulation der HPA-Achse über kortikale Netzwerke ist normalerweise 
zeitlich auf die Stresskonfrontation beschränkt. Die dafür verantwortlichen Signale 
haben, wie im Tiermodell gezeigt, dabei zwei mögliche Wege zur 
Signalübertragung: einen direkten Weg über neuronale Verschaltungen, die für die 
Homöostase verantwortlich sind, und einen indirekten Weg über die 
multisynaptischen Verschaltungen des limbischen System mit dem präfrontalen 





im Hypothalamus, dem Knotenpunkt der kortikalen Regulierung der HPA-Achse, 
bekommen dabei direkten inhibitorischen Input von den Neuronen der Stria 
terminalis (Bed Nucleus der Stria terminal; kurz BNST) und verschiedener 
hypothalamischer Kerne (Herman et al., 2005; Radley et al., 2009) sowie 
stimulierenden Input vom Hirnstamm, einschließlich der Neurone des Nucleus 
tractus solitarii (NTS) (Herman et al., 2005). Diese direkten Signalüber-
tragungswege werden dabei massiv durch limbische Strukturen beeinflusst. Diese 
limbische Strukturen sind ihrerseits auch direkt bei der Antwort auf psychogenen 
Stress beteiligt. Weshalb diese Regionen auch sehr wahrscheinlich bei 
Stresserkrankungen direkt betroffen sind (Herman, 2011). Die inhibitorischen 
Verschaltungen bekommen ihrerseits aber auch exzitatorischen Input vom 
Hippokampus über das ventrale Subiculum (Herman und Mueller, 2006) und dem 
medialen PFC sowie über prälimbische Regionen (Herman et al., 2004). In der 
Summe führen alle diese Signale zu einer Inhibition der Stressantwort (Herman, 
2011).  
Zusätzlich zu den exzitatorischen bekommen die inhibitorischen PVN-Teile 
GABAergen Input von der medialen und zentralen Amygdala (Swanson und 
Petrovich, 1998), was zu einer Disinhibition des PVN und damit zur Aktivierung 
der HPA-Achse führt (Herman et al., 2003). Die exzitatorischen Anteile des PVN, 
wie der BNST und NTS, bekommen stattdessen einen direkten Input von den 
glutamatergen Neuronen der infralimbischen Region des mPCF (Herman, 2009). 
Der PVN als Integrationszentrum kann also sowohl stimulierend über 
exzitatorischen Einfluss, als auch inhibierend über inhibitorische Modulation, auf 
die HPA-Achse wirken (Herman, 2011).  
Dieser Ausschnitt der Verschaltungen relevanten Gehirnarealen lassen ein 
kompliziertes Netzwerk hinter der Regulation der Stressantwort über die HPA-
Achse erahnen, was auch die Schwierigkeit der Erforschung der 
(krankheitsbedingten veränderten) Kontrollnetzwerke erklärt. Hinzu kommt, dass 
unterschiedliche Anforderungen an das Stressreaktionssystem, je nach 
Stressorart, verschiedene (Sub-)Regionen bzw. Regulationsmechanismen 
beanspruchen. So wurde im Tiermodell gezeigt, dass beispielsweise die 
Habituation7 der HPA-Achse andere Regelkreisläufe aktiviert als die akute 
Stressantwort.  
Eine im Experiment herbeigeführte Läsion des paraventrikulären Thalamus 
verhinderte die Habituation der Kortikosteronantwort (Kortikosterone ist das 
Kortisoläquivalent in Tieren) auf einen physischen Stressor, ohne dabei generell 
die akute GC-Antwort zu behindern (Bhatnagar et al., 2002). Dieser Thalamusteil 
erhält neuronalen Input aus dem ventralen Subiculum und projiziert seinerseits 
                                            
7 Habituation bezeichnet eine einfache und oft unbewusste Form des Lernens. Habituation setzt 
ein, wenn ein wiederholter Reiz als unbedeutend klassifiziert wurde. Die Reaktion auf den Reiz 





zum zentralen Amygdalakern und dem Hypothalamus, was für eine wichtige Rolle 
dieser Region für die kortikale Modulation der HPA-Achse spricht (Herman, 2011).  
Des Weiteren wurde in Studien mit GR-Knockoutmäusen8 gezeigt, dass die 
Präsenz von GR im Vorderhirn (speziell im Hippokampus, Kortex und Amygdala) 
essentiell für HPA-Achsen-Antwort nach einem psychogenen Stressor ist (Boyle et 
al., 2005; Furay et al., 2008), wohingegen die Antwort auf systemische Stressoren 
in diesen Mäusen trotz GR-Knockout erhalten bleibt.  
Dieser Befund deutet darauf hin, dass die Regulation der Feedback-Inhibition 
der HPA-Achse nicht nur von verschiedenen Gehirnregionen abhängig ist, 
sondern auch mit der Art des Stimulus variiert (Herman, 2011). Diese Annahme 
wird durch Studien bestärkt, die zeigten, dass Schäden im ventralen Subiculum 
und prälimbischen Kortex (äquivalent zum humanem präfrontalen Kortex, PCF) zu 
einer verlängerten GC-Sekretion nach psychogenem Stress, aber nicht nach 
systemischem Stress führten (Diorio et al., 1993; Herman et al., 1998; Muller et 
al., 2004). Eine solche spezifische Modulation je nach Region und Stressorart gilt 
dabei nicht nur für die gesamten Kontrollnetzwerke, sondern auch im Einzelnen für 
wichtige Regionen der kortikalen Kontrolle der Stressantwort, wie zum Beispiel 
dem Hippokampus.  
Die genaue Funktion des Hippokampus im negativen Feedback der HPA-Achse 
ist noch nicht vollständig geklärt, wobei dem Hippokampus generell eine 
inhibierende Rolle im Stressregulationssystem zugeschrieben werden kann 
(Dedovic et al., 2009b; Herman et al., 2005). Der Hippokampus ist maßgeblich am 
Beenden der durch Stress initiierten HPA-Achsen-Antwort beteiligt, eine 
Erkenntnis, die auf zahlreichen Befunden in Tier- und Humanstudien beruht. Im 
Tiermodell wurde zum Beispiel eine verminderte Kortikosteronausschüttung nach 
elektrischer Stimulation des Hippokampus berichtet (Dunn und Orr, 1984). Dies 
wurde auch zuvor schon von Rubin et al. (1966) mittels elektrischer Stimulation im 
Menschen beobachtet. Zusätzlich zeigten Läsionsstudien bei Tieren, die die 
Kommunikation zwischen Hippokampus und PVN unterbrechen, eine Erhöhung 
der basalen GC-Konzentration und eine erhöhte Reaktivität auf Stress (Herman et 
al., 1992; Herman et al., 2003; Jacobson und Sapolsky, 1991). Auch Patienten, 
die an einer Stressfolgeerkrankungen leiden, zeigen oft einen Hyperkortisolismus 
(Raison und Miller, 2003), der in Zusammenhang mit hippokampalen 
anatomischen Veränderungen (Duman, 2002; Papagni et al., 2011), oder 
funktionalen Defiziten gebracht wird (Hinkelmann et al., 2009).  
Bei Menschen mit arteriellen Erkrankungen, zeigten jene, die ein kleineres 
Hippokampusvolumen haben, eine schlechtere tagesrhythmische 
Kortisolregulation (Knoops et al., 2010). Dabei wirkt sich generell eine 
verminderten Downregulation der Kortisolproduktion am Abend auf eine erhöhte 
Kortisolproduktion tagsüber aus (Lovallo, 2005). Kleinere Hippokampusvolumina 
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wurden auch bei Personen gefunden, die ein geringeres Selbstwertgefühl haben, 
was mit einer erhöhten Aktivität der HPA-Achse und einer mangelnden 
Habituation an wiederholten Stress einherging (Pruessner et al., 2005). Des 
Weiteren wurde auch eine inverse Korrelation zwischen Selbstwertgefühl und der 
Kortisolausschüttung in der Stressantwort berichtet (Kirschbaum et al., 1995; 
Pruessner et al., 1999). All diese Befunde lassen auf eine inhibierende 
Einflussnahme des Hippokampus auf die HPA-Achse schließen.  
Dagegen wird der Einfluss der Amygdala auf die HPA-Achse generell als 
stimulierend postuliert (Herman et al., 2005). Dies basiert unter anderem auf dem 
Befund, dass eine elektrische Stimulation der Amygdala zu einer erhöhten 
Ausschüttung von Kortisol führt (Gallagher et al., 1987; Jankord und Herman, 
2008; Redgate und Fahringe, 1973). Der aktivierende Einfluss auf die HPA-Achse 
wird hauptsächlich über den medialen und zentralen Kern der Amygdala vermittelt, 
deren Hauptprojektionsneurone verzweigte Verbindungen zum frontalen Kortex, 
dem Hippokampus sowie auch zu Strukturen im Hypothalamus und Hirnstamm 
beinhalten (Jankord und Herman 2008). Da diese beide Amygdalakerne 
hauptsächlich aus Neuronen mit GABAergen Projektionen bestehen, findet die 
Aktivierung der HPA-Achse sehr wahrscheinlich über die Entfernung des 
inhibierenden Einflusses (sogenannte Disinhibition), vornehmlich bei 
psychologischen Stressoren (Dayas et al., 2001), statt (Herman et al., 2003). Dem 
zentralen Kern der Amygdala wird dagegen eine Schlüsselrolle in der 
Stressintegration zugeordnet, da dieser Teil besonders durch Störung der 
Homoöstase (Sawchenko et al., 2000) und durch systemische Stressoren aktiviert 
wird (Dedovic et al., 2009b; Xu et al., 1999). Des Weiteren verfügt die Amygdala 
auch über GR und MR, was auf eine Einflussnahme auf die Regulation der HPA-
Achse sowohl unter basalen, als auch Stressbedingungen, schließen lässt 
(Herman et al., 2005).  
Eine weitere Schlüsselregion ist der PFC. Die Bedeutung des PFC, 
insbesondere des medialen PFC (mPFC), ist die kortikale Kontrolle der 
Stressantwort (Gratton und Sullivan, 2005). Die Einflussnahme des mPFC auf die 
HPA-Achse und die Stressregulation ist dabei ebenso kontext- wie 
stressorspezifisch und regional innerhalb des mPFC unterschiedlich (Herman et 
al., 2003).  
Im Tiermodell wird dem prälimbischen Anteil des mPFC die Inhibition der HPA-
Achse bei psychologischen Stressoren zugeschrieben, womit er die Dauer der 
GC-Ausschüttung reguliert (Ulrich-Lai und Herman, 2009). Im Gegensatz dazu 
sind die ventromedialen und cingulären Anteile des mPFC an der Initiierung der 
Stressantwort beteiligt (Radley et al., 2006). Dem gesamten PCF wird die Rolle 
einer exekutiven Kontrollregion zugeschrieben, und seine Position sowie 
anatomischen Verbindungen erlaubt eine Einflussnahme sowohl auf die 
physiologische, als auch auf die behaviorale9 Stressantwort (Gratton und Sullivan, 
                                            





2005). Der orbitale mPFC erhält sensorischen, limbischen und kortikalen Input, 
der die Integration von visceralsensorischen Informationen mit affektiven Signalen 
ermöglicht (Price, 1999). Der ventrale mPFC erhält vor allem von der Amygdala 
und dem ventralen Hippokampus (Subiculum) exzitatorischen Input und sendet 
seinerseits Signale an hypothalamische Kerne und verschiedene Areale im 
Hirnstamm die in der Emotions- und Stressverarbeitung beteiligt sind (Gratton und 
Sullivan, 2005). Im PFC ist auch eine hohe Dichte an GR nachweisbar, was für 
eine Rolle im Feedbacksystem der HPA-Achse spricht (McEwen et al., 1986; 
Sanchez et al., 2000). Eine wichtige Rolle des PFC für den GC-Gehalt im Gehirn 
wurde in einer Studie gefunden, die an Medizinstudenten durchgeführt wurde, die 
sich auf das Staatsexamen vorbereiteten. Dabei zeigte sich eine reversible 
funktionelle Beeinträchtigung des PFC während dieser erhöhten Stresserfahrung 
(Liston et al., 2009). Funktionelle Beeinträchtigungen bei neuropsychiatrischen 
Krankheiten machen den PFC ebenfalls zu einem „Hot Spot“ (Dedovic et al., 
2009b; Greicius et al., 2007; Matthews et al., 2008). 
Zusammenfassend soll hervorgehoben werden, dass die kortikale Regulation 
bzw. deren Einfluss auf die Stressantwort sehr komplex ist und sowohl 
stressortypabhängig ausfällt, als auch regional spezifisch. Dabei übernehmen 
sicherlich nicht einzelne Regionen die Modulation der Stressantwort, sondern es 
scheint verschiedene Netzwerke mit unterschiedlicher regionaler Beteiligung zu 
geben. Die verschiedenen Subregionen der relevanten Regionen, die für die 
„normale Stressantwort“ verantwortlich sind, müssen dabei nicht deckungsgleich 
mit den Regulationsnetzwerken bei chronischem Stress sein (Jankord und 
Herman, 2008). Die Chronifizierung von Stress scheint daher eine andere 
Anforderung an die Regulationsmechanismen im Organismus zu stellen als akuter 
Stress. Die zugrunde liegenden Mechanismen auch dieser Regulations-
änderungen gilt es in Zukunft (näher) zu erforschen, da es inzwischen eine sehr 
solide Evidenz dafür gibt, dass Regulationsstörungen oder Dysfunktionen der 
HPA-Achse für die Entwicklung affektiver Störungen eine kausale Rolle spielen 
(Herman, 2011; Holsboer, 2000). Des Weiteren zielen verschiedene derzeit 
verwendete pharmakologische Ansätze zur Behandlung affektiver Störungen unter 
anderem auch auf die Rekonstitution dieser gestörten physiologischen Regulation 
der HPA-Achse ab (Binder et al., 2009; Mckay und Zakzanis, 2010; Schule, 2007).  
Im folgenden Abschnitt werden kurz die Zusammenhänge und Befunde einer 
gestörten Regulation der HPA-Achsen und deren Auswirkungen auf 
neuropsychiatrische Krankheiten am Beispiel der Depression, einer der häufigsten 
durch Stress bedingten Krankheiten, beschrieben.  
1.1.8 Befunde zu strukturellen und funktionellen Veränderungen des Gehirns 
bei stressbedingten psychiatrischen Erkrankungen 
 
Die körperliche und psychische Reaktion auf Stress ist für eine akute oder 





zeitliche Begrenzung machte die metabolischen Begleiterscheinungen (anabole, 
katabole und immunsuppressive Effekte) der Stressantwort, die temporär dem 
Organismus nützen, für diesen nicht schädlich, d. h. sie bleiben ohne langfristige 
Konsequenzen für den Organismus (Chrousos und Gold, 1992).  
Nach heutigem Wissenstand werden viele psychiatrische Krankheiten auf eine 
chronische Überbelastung des Stresssystems zurückgeführt (Herman et al., 
2005). Eine Überbelastung dieses Systems ist vor allem von Veränderungen in 
der GC-Produktion und -Ausschüttung begleitet. Dies legt den Schluss nahe, dass 
Dysfunktionen oder Defekte in der Kontrolle der Stressregulation, insbesondere 
jener der HPA-Achse, stressbedingten psychiatrischen Krankheiten zugrunde 
liegen (Holsboer, 2000). Eine dauerhaft veränderte Konzentration der GC und die 
daraus folgende dauerhafte Änderungen der Funktion der HPA-Achse, führt bei 
depressiven Patienten oft zu einer Resistenz gegenüber den GC vermittelten 
negativen Feedback (Heuser et al., 1994a; Holsboer, 2000; Pariante, 2004; 
Pariante und Lightman, 2008). Diese Resistenz geht auch mit einer Resistenz 
gegenüber der Suppression der Kortisolproduktion und -ausschüttung durch 
Dexamethason einher, das ebenfalls die negative Feedbackschleife daktiviert 
(Frodl und O'Keane, 2012). 
Tierstudien zufolge wird besonders eine Dysfunktion des GR im Hypothalamus 
für die Beeinträchtigung des negativen Feedbacks verantwortlich gemacht (Claes, 
2009). Eine Studie, die post mortem in humanen Gehirnen die GR Expression 
mittels insitu Hybridisation untersuchte, unterstützt die These einer veränderten 
GR-Verteilung und Funktionalität bei Patienten mit affektiver Störung (Webster et 
al., 2002). Auch die Effekte von Antidepressiva am GR und MR, die bei 
erfolgreicher Therapie zu einer erhöhten Expression und Funktion der Rezeptoren 
und in Konsequenz wieder zu einem erhöhtem negativem Feedback innerhalb der 
HPA-Achse und zur Normalisierung der Kortisolausschüttung führen, sprechen für 
die GR-Hypothese der Depression (Pariante, 2004). 
Zusätzlich zu den neuroendokrinologischen Veränderungen gibt es auch 
zahlreiche Studien, die strukturelle Auffälligkeiten bei depressiven Patienten 
zeigten (Bora et al., 2012; Palazidou, 2012; Shah et al., 1998). Dabei fokussiert 
sich die hypothesengetriebene Forschung vor allem auf Areale, die Teil der 
kortikalen Regulation der HPA-Achse bzw. der generellen Stressantwort sind.  
Es werden im Rahmen dieser Arbeit, die die Mechanismen an gesunden 
Probanden untersucht, nur exemplarisch einige Beispielstudien zu solchen 
Veränderungen aufgeführt. Diese sollen einen Einblick in krankheitsbedingt 
veränderte oder krankheitsauslösende Regulationsmechanismen geben, um den 
Nutzen solcher Studien an gesunden Probanden zu unterstreichen. Insbesondere 
soll hierbei dargestellt werden, dass die Untersuchungen struktureller und 
funktioneller Veränderungen des Gehirns an bereits erkrankten Patienten oft 
schwierig zu interpretierend Befunde erzeugt: es können beispielsweise 





dass die Stressantwort unphysiologisch stark oder lang anhaltend ausfällt, und 
damit - bei Wiederholung oder Chronifizierung – zu weiteren Fehlfunktionen 
weiterer Netzwerke führen. Solche Störungen können weitreichenden 
Veränderungen von Stimmung, Antrieb und Motivationalität sowie 
Gedächtnisfunktionen beinhalten und sind dann oft nicht von primären 
Fehlfunktionen zu unterscheiden. 
So gibt es beispielsweise Metaanalysen, die Volumensänderungen des 
Hippokampus, die im Schnitt 4-6% Volumensdefizite (links bzw. rechts) bei 
depressiven Patienten im Vergleich zu Kontrollprobanden bestätigen (Campbell et 
al., 2004; McKinnon et al., 2009; Videbech und Ravnkilde, 2004). Diese 
Veränderungen könnten dabei Langzeitfolgen einer chronisch erhöhten GC-
Konzentration sein (sogenannte Neurotoxizitäts-Hypothese) (Sapolsky, 2000a; 
Sapolsky, 2000b). Andererseits könnte ein geringeres Hippokampusvolumen auch 
das Risiko einer Depression erhöhen, also ein primären Risikofaktor darstellen 
(Carballedo et al., 2012; Foland-Ross et al., 2012; Gilmer und McKinney, 2003). 
Aber nicht nur der Hippokampus ist von funktionellen und strukturellen 
Veränderungen betroffen. Helen Mayberg entwickelte ein auf PET10-Befunden 
basierendes funktionell-neuroanatomisches Depressionsmodell (1997): Sie 
unterteilte das Model grob in die drei funktionellen Areale (dorsal, ventral und 
rostral). Das dorsale Areal umfasst neokortikale und limbische Elemente, speziell 
den dorsalen ACC, Teile des inferioren parietalen Kortex sowie das Striatum. 
Diesem Areale werden die kognitiven Defizite der Krankheit zugeteilt. Das ventrale 
Areal umfasst paralimbische und subkortikale Bereiche sowie Regionen im 
Hirnstamm (unter anderem die HPA-Achse, Insula, sowie das subgenuale ACC). 
Dieses ventrale Areal ist an den vegetativen und somatischen Aspekten der 
Krankheit beteiligt. Das dritte Areal besteht aus dem rostralen ACC, das 
Verbindungen sowohl zum ventralen als auch dorsalen Areal hat (Mayberg, 1997). 
Des Weiteren zeigten depressive Patienten einen ungünstigeren 
Krankheitsverlauf (höhere Rückfälligkeit und Chronifizierung) in Abhängigkeit vom 
Volumen des Hippokampus, der Amygdala, des ACC und des dorsomedialen PFC 
(Frodl et al., 2008a; Frodl et al., 2008b). Sehr ähnliche Regionen wurden später 
auch von Bennett zu einem „präfrontal-limbischen Netzwerk der Depression“ 
zusammengefasst (Bennett, 2011).  
Mit der vermehrten Anwendung der funktionellen Bildgebung konnten zusätzlich 
zu strukturellen Anomalien auch funktionelle Veränderungen, auch der 
Ruhenetzwerkaktivität bei depressiven Patienten, aufgedeckt werden. Steele et al. 
(2007) analysierten hier im anatomischen Rahmen insgesamt 42 funktionelle 
Studien mit verschiedenen Paradigmen und berichteten, dass die deutlichsten 
Gruppenunterschiede im rostralen ACC (etwa Brodmann Area, BA32), dem 
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physiologische Funktionen (z.B. den Glucoseverbrauch eines Organds), über Anreicherung 





subgenualen ACC (etwas BA 25) und dem dorsolateralen PFC (etwa BA 9/46) 
gefunden werden konnten. Greicius et al. (2007) berichtete sehr früh über 
Veränderungen des subgenualen ACC innerhalb des Default Mode Netzwerkes 
(DMN) bei akuter Major Depression (MD), wobei das Ausmaß der Veränderung 
mit der Dauer der Episode korrelierte. Wang et al. (2012) veröffentlicht vor kurzem 
eine Übersichtsarbeit indem Ergebnisse von 16 fMRT-Studien zu Ruhenetzwerken 
in MD verglichen wurden. Es zeigte sich eine Übereinstimmung in den Befunden 
zu veränderten funktionellen Konnektivitäten in Ruhe, besonders in kortiko-
limbischen Netzwerken die für die Stimmungsregulation verantwortlich sind sowie 
Änderungen des DMN (Wang et al., 2012).   
1.2 Biomarker  
 
Mit der steigenden Prävalenz für stressbedingte Erkrankungen, mitbedingt durch 
erhöhte Anforderung an das Stressregulationssystem durch sozioökonomische 
Umweltfaktoren, steigt auch das Interesse möglichst frühzeitig solche Personen zu 
identifizieren, die eine höhere Vulnerabilität und damit ein erhöhtes Risiko tragen, 
eine mit Stress assoziierte Krankheit zu entwickeln. Durch spezifische präventive 
Maßnahmen könnte der Krankheitsausbruch dann abgemildert oder im Idealfall 
ganz verhindert werden, womit die Lebensqualität der Betroffenen erhalten und 
der Gesellschaft erhebliche Kosten erspart bleiben würden. Es ist auch 
wünschenswert und für den Ansatz der sogenannten „personalisierten Therapie“ 
immer entscheidender, Testverfahren zur Verfügung zu haben, die möglichst 
frühzeitig vorhersagen, welcher Behandlungsansatz zu welchem Patienten passt. 
Für neuropsychiatrische Erkrankungen könnte die Erforschung der Stresskapazität 
eines Organismus anhand funktioneller MRT-Daten besonders interessant sein.  
In einem 2009 erschienenen Artikel (Bracht, 2009) werden Biomarker als 
Eigenschaft bezeichnet, die objektiv gemessen und evaluiert werden können und 
die als Indikator für normale oder pathogene biologische Prozesse, oder für 
pharmakologische Reaktionen auf pharmazeutische Interventionen, dienen (Baum 
und Gruneberg, 1997). Dabei kann man Biomarker grob in krankheitsbezogene 
und arzneimittelbezogene Biomarker unterteilen (Schmidt, 2006). Bei den 
krankheitsbezogenen Biomarkern differenziert man weiter zwischen präventiven, 
diagnostischen und prädiktiven Markern (Mildvan et al., 1997). Klassische 
Biomarker mit biologischen Indikationen sind vor allem Blut oder Urinproben. In 
den letzten Jahren wurde die Suche nach anderen Biomarkern jedoch ausgeweitet 
(Piazza et al., 2010). Insbesondere für komplexe neurobiologische Prozesse sind 
bildgebende Verfahren in vielerlei Hinsicht attraktiv, wobei bezogen auf die 
Stresskapazität eines Organismus, vor allem präventive bzw. prädiktive Marker 
interessant sind. 
Eine generelle Herausforderung bei der Suche nach neuen Biomarkern sind die 
hohen Anforderungen an die Methode. Dazu gehört, dass Biomarker allgemein 





aber gleichzeitig so (krankheits-)spezifisch wie möglich sein, sowie nicht allzu 
aufwändig und kostenintensiv in der Anwendung. Des Weiteren sollten sich die 
Ergebnisse zwischen Studien in verschiedenen Arbeitsgruppen und Orten nicht 
oder nur geringfügig unterscheiden. Auf der Suche nach dem Biomarker der 
Stresskapazität wäre es wünschenswert eine Aussage über die individuelle 
Kapazitätsgrenze möglichst zu einem Zeitpunkt machen zu können, an dem noch 
keine neuroendokrinologischen Änderungen vorliegen. Einen frühen Hinweis dafür 
im Gehirn, dem zentralen Kontrollorgan der Stressantwort, zu finden, scheint 
daher vielversprechend.  
Die Methode der Wahl, um das Gehirn des lebenden Menschen zu 
untersuchen, ist dabei die funktionelle Bildgebung. Eine der Herausforderungen 
bleibt hierbei, dass es noch kein einheitliches Aufnahme- und Analyseverfahren 
bei der funktionalen Bildgebung gibt, was die Vergleichbarkeit der Ergebnisse auf 
der Suche nach einem Biomarker der Stresskapazität erschwert (Haller und 
Bartsch, 2009).  
In den folgenden Kapiteln wird ein Analyseverfahren zur Untersuchung des 
Stresssystems bzw. vielmehr dessen kortikaler Kontrollnetzwerke und die 
Verknüpfung zu endokrinologischen Parametern dargestellt. Die funktionelle 
Bildgebung ist, verglichen mit klassischen Biomarkern in Blut- oder Urinproben, 
eine noch junge Methode, die auch relativ kostenintensiv ist. Der entscheidende 
Vorteil der funktionellen Bildgebung ist jedoch, dass es sich um eine nicht-invasive 
Methode handelt, die ohne Kontrastmittel und ohne Einnahme von radioaktiven 
Stoffen auskommt. Damit ist sie fast uneingeschränkt (siehe dazu im Methodenteil 
die aufgeführten Kontraindikationen) auch bei Kindern, älteren Personen und 
Patienten einsetzbar. Die Identifikation eines Biomarkers der Stresskapazität im 
Gehirn könnte dazu beitragen Personen mit einer niedrigeren Stresskapazitäts-
grenze, also Hochrisikopersonen für stressassoziierte neuroendokrinologische 
oder psychiatrische Krankheiten, zu identifizieren. 
Eine der Aufgaben einer solchen Grundlagenforschung ist es daher, die 
Mechanismen, die die Stresskapazität ausmachen bzw. diese beeinflussen zu 
verstehen. Wann für eine solche Markeridentifizierung die Charakterisierung der 
Ruheaktivität des Gehirns vielversprechende ist, wird im folgenden Kapitel 
erläutert. 
1.3 Funktionelle Konnektivität und Ruhenetzwerke 
 
In diesem Kapitel sollen die Vorteile funktioneller Konnektivitätsmessungen für die 
Identifizierung von „Stressbiomarkern“ im Gehirn dargestellt werden. 
1.3.1 Definition von funktioneller Konnektivität  
 
Als funktionelle Konnektivität bezeichnet man die zeitliche Ähnlichkeit neuronaler 





2011; Friston et al., 1993; Horwitz, 2003). Damit ist die funktionelle Konnektivität 
eine Analysemethode, die unter anderem durch die Schätzung der zeitlichen 
Kohärenz zwischen Aktivierungsmustern, positive und negative funktionelle 
Interaktionen zwischen den einzelnen Gehirnregionen widerspiegelt (Fox et al., 
2005). „Positiv“ bedeutet hierbei, dass eine hohe Aktivität der einen Region 
zeitgleich mit einer hohen Aktivität der anderen Region einhergeht, während 
„negativ“ ein eher gegenläufiger Verlauf der beiden Aktivitätsmuster bezeichnet. 
Die Messung der funktionellen Konnektivität kann dabei auf fMRT-Daten 
angewandt werden, die während der Bearbeitung einer Aufgabe (Fox et al., 2007; 
Fox und Raichle, 2007), oder während Ruhemessungen aufgenommen werden 
(Auer, 2008), da auch während Ruhemessungen (spontane) Fluktuationen 
auftreten.  
Das Prinzip der funktionellen Konnektivitätsberechnung beruht dabei auf der 
Korrelation von Zeitreihen der spontanen Fluktuationen bestimmter 
Gehirnregionen (Friston et al., 1993; Lee et al., 2003). Diese können 
untereinander, zum Beispiel paarweise verglichen werden, oder es kann eine 
Region mit allen anderen möglichen Hirnregionen verglichen werden. Beim 
letzteren Verfahren lassen sich Konnektivitätskarten, also Gehirnkarten mit 
Regionen die eine ähnliche spontane Fluktuation über die Zeit wie die Seedregion 
in Ruhe aufweisen, erstellen (Buckner und Vincent, 2007; De Luca et al., 2006). 
Verbände von Regionen, die spontan bereits eine hohe Verknüpfung ihrer 
zeitlichen Aktivitätsschwankungen zeigen, werden als sogenannte 
„Ruhenetzwerke“ bezeichnet (Margulies et al., 2010).  
1.3.2 Definition Ruhenetzwerke  
 
Ruhenetzwerke sind unter Verwendung funktioneller Konnektivitätsanalysen 
definierte Muster spontaner Fluktuationen im Gehirn, die bereits in Ruhen 
nachweisbar sind (Deco und Corbetta, 2011; Margulies et al., 2010). Unter Ruhe-
fMRT (engl. resting state fMRI, rs-fMRI) versteht man Messungen, bei denen die 
Probanden die Anweisung bekommen, sich während der fMRT-Aufnahmen zu 
entspannen und an „nichts besonders zu denken“ (van den Heuvel und Pol, 
2010a). Die Messungen können sowohl mit geschlossenen Augen als auch mit 
offenen Augen und Fixation11 durchgeführt werden (Marx et al., 2004). 
Idealerweise sollten die Probanden dabei nicht einschlafen, da bekannt ist, dass 
die Ausprägung der funktionellen Konnektivität vigilanzabhängig ist (Andrade et 
al., 2011; Horovitz et al., 2008; Sämann et al., 2011)  
Biswal und Kollegen (1995) waren die ersten, die zeigen konnten, dass nicht 
nur während des Lösens einer motorischen Aufgabe, sondern auch während einer 
Ruhebedingung die BOLD-Zeitreihen des linken und rechten primären 
                                            
11 Fixation bedeutet hier das gezielte Betrachten eines einfachen visuellen Stimulus (oft ein 





motorischen Kortex eine hohe Korrelationen über die Zeit zeigten. Diese 
Korrelation der beiden Regionen auch in Ruhe vorzufinden, deutete auf einen 
generellen Informationsaustausch zwischen diesen Regionen und damit auf eine 
funktionelle Interaktion der Regionen in Ruhe hin (Biswal et al., 1997; Fox und 
Raichle, 2007; Greicius et al., 2003). Diese ersten Ergebnisse wurden in den 
folgenden Jahren vielfach repliziert und für andere Regionen im Gehirn, wie den 
visuellen oder auditorischen Kortex (De Luca et al., 2005; Xiong et al., 1999) 
sowie für höhere kognitive Netzwerke gezeigt (Auer, 2008; Damoiseaux et al., 
2006; Fox et al., 2005; Fox und Raichle, 2007).  
Bei spontanen Fluktuationen des BOLD-Signals im Gehirn sind vor allem 
niederfrequente Schwingungen zwischen 0,01 und 0,1 HZ dominant (Auer, 2008; 
Cordes et al., 2001). Die anhaltende Debatte, ob es sich bei diesen Fluktuationen 
nur um Signale physiologischer Prozesse wie Atmung und 
Herzschlagschwingungen oder um Korrelationen neuronalen Ursprungs handelt, 
sei hier nur kurz der Vollständigkeit halber erwähnt, mit dem Verweis auf einen 
kürzlich dazu erschienen Artikel (van den Heuvel und Pol, 2010a).  
Die vorliegende Arbeit basiert auf der Annahme, dass es sich, bei geeigneter 
Analyse, bei den niederfrequenten Schwingungen um Abbildungen der spontanen 
neuronalen Aktivität handelt (Auer, 2008). Die funktionelle Konnektivität kann, mit 
Einschränkungen, auch in Zusammenhang mit anatomischer Konnektivität 
gesehen werden. Dies bedeutet, dass eine starke Faserverknüpfung zwischen 
zwei Hirnregionen bis zu einem gewissen Grad mit der funktionellen 
Korrespondenz korreliert (van den Heuvel et al., 2009a). In keinem Fall besteht 
jedoch eine vollständige Deckungsgleichheit zwischen diesen Messgrößen (Deco 
und Corbetta, 2011). 
1.3.3 Wie werden funktionelle Konnektivität und Ruhenetzwerke berechnet? 
 
Zur Identifizierung der Ruhenetzwerke durch eine funktionelle Konnektivitäts-
analyse stehen verschiedene Analyseansätze zur Auswahl: Eine Grobunterteilung 
ist in modellabhängige und modellunabhängige Analysemethoden möglich 
(Margulies et al., 2010; van den Heuvel und Pol, 2010a).  
Die Methode der Wahl bei den modellabhängigen Analysen ist die sogenannte 
seedbasierte Konnektivitätsanalyse (Fox und Raichle, 2007; Margulies et al., 
2007). Die einfachste Methode dabei ist, die BOLD-Zeitreihe der Seedregion zu 
extrahieren und die zeitliche Korrelation zwischen jener extrahierten Zeitreihe und 
allen anderen BOLD-Zeitreihen im Gehirn zu bestimmen (Fox und Raichle, 2007). 
Das resultierende Ergebnis ist eine Konnektivitätskarte, die die funktionelle 
Interaktionen der zuvor ausgesuchten Regionen über die Zeit widerspiegelt (van 
den Heuvel und Pol, 2010a).  
Diese Konnektivitätskarte beinhaltet zunächst noch Korrelationswerte, die auf 
ihre statistische Signifikanz geprüft werden müssen. Die Nullhypothese ist hierbei, 





Vorteil dieser Methode liegt in der klaren Struktur, einer guten Sensitivität bei 
gleichzeitiger relativ unkomplizierten Anwendung (Fox und Raichle, 2007) und 
Ergebnisinterpretation, da die Konnektivitätmappen die funktionellen Interaktionen 
der Seedregion direkt zeigen (Fox et al., 2005; Greicius et al., 2003). Der Nachteil 
der Konnektivitätskarte liegt zum einen in der notwendigen Vorabselektion der 
Seedregionen und die damit verbundenen Einschränkungen der Analyse. Es ist 
damit auch nicht möglich, eine Aktivitätsverteilung über das gesamte Gehirn zu 
erzeugen (van den Heuvel und Pol, 2010a). Eine weitere Einschränkung ergibt 
sich für die gleichzeitige Untersuchung mehrer Netzwerke und deren Interaktionen 
(Fox und Raichle, 2007).  
Um die Nachteile der Vorabselektion einer einzelnen Seedregion zu umgehen, 
kann die Methode des hierarchischen Clusterings (Cordes et al., 2002; Salvador et 
al., 2005) verwendet werden. Diese Methode erfordert zwar immer noch eine 
Vorabselektion von Seeds, allerdings ist es möglich, die Zeitreihen von vielen 
Seedregionen gleichzeitig zu extrahieren und daraus eine Korrelationsmatrix zu 
erstellen. Mithilfe eines speziellen Clustering-Algorithmus können daraus dann 
jene Regionen bestimmt werden, die am stärksten bzw. schwächsten verknüpft 
sind (Fox und Raichle, 2007). Dazu werden Datenpunkte in Subgruppen unterteilt, 
die eine ähnlich Zeitreihe bzw. besonders unterschiedliche Zeitreihen aufweisen 
(van den Heuvel et al., 2008; van den Heuvel und Pol, 2010a).  
Die bekannteste und bisher meist genutzte modellunabhängige Analyse ist die 
unabhängige Komponentenanalyse (ICA engl. independent component analysis) 
(Beckmann et al., 2005; Damoiseaux et al., 2006). Dabei wird ein kompletter 
BOLD-Datensatz analysiert, indem er in die größtmöglichste Anzahl an statistisch 
maximal unabhängigen Signalkomponenten unterteilt wird (Fox und Raichle, 
2007). Damoisaux et al. (2006) gelang es unter Verwendung des ICA Ansatzes, 
zehn verschiedene konsistente Netzwerke in gesunden Probanden zu 
identifizieren, die von spontanen Fluktuationen getrieben werden. Der Vorteil 
dieser Methode ist, dass einige Komponenten Störsignale repräsentieren und 
andere tatsächliche neuronale Aktivität, was eine Vorverarbeitung der Daten bzgl. 
Störsignaleliminierung bei dieser Analysemethode überflüssig macht. Hingegen 
ergeben sich für die Selektion und Interpretation der Ergebnisse Schwierigkeiten 
(Fox und Raichle, 2007). Zum einen liegt es am Experimentator zu entscheiden, 
welche Komponenten Störsignale sind und welche neuro-anatomische Strukturen 
widerspiegeln, was eine Vorabfestlegung von Auswahlkriterien zur 
Verallgemeinerung von Ergebnissen erfordert. Zum anderen werden die sich 
ergebenden Konnektivitätskarten durch die Anzahl der Komponenten, die durch 
den Experimentator festgelegt werden können, beeinflusst (bou-Elseoud et al., 
2010). Obwohl man mit der Verwendung einer ICA einige der Schwierigkeiten der 
modellabhängigen Analyse umgehen kann, ergeben sich aus den genannten 
Festlegungen mögliche anderweitige Subjektivitätsverzerrungen durch den 





Um eine generelle Konnektivitätskarte über das gesamte Gehirn zu erstellen, 
wurde kürzlich die Methode der funktionellen Konnektivitätsdichtemessung 
(FCDM), ein voxelweiser, datengetriebener Ansatz entwickelt (Tomasi und 
Volkow, 2010a). Mit diesem Verfahren kann, in zur Berechnungsmenge gesehen 
relativ kurzer Zeit, eine Verteilungskarte erstellt werden, in denen Regionen im 
Gehirn anhand der Dichte ihrer funktionellen Interaktionen, die sie über das 
gesamte Gehirn verteilt unterhalten, charakterisiert werden. Jene Regionen die 
eine hohe Dichte haben, sind am stärksten im Gehirn vernetzt.  
Unter Verwendung der FCDM konnten Tomasi et al. (2012) zeigen, dass es 
einen geschlechtsspezifisch Unterschied in der Verteilung von stark und schwach 
vernetzten Regionen gibt. Dies könnte zum Beispiel für unterschiedliche 
geschlechtsspezifische Lösungsansätze von kognitiven Aufgaben relevant sein, 
oder sich in verschiedenen Verhaltensweisen bei der Stressbewältigung 
auswirken (Kirschbaum et al., 1992b; Kudielka et al., 2009; Wang et al., 2007). 
Das Muster der Konnektivitätsdichte könnte des Weiteren die Vulnerabilität eines 
Menschen für neuropsychiatrische Erkrankungen beeinflussen bzw. einen Hinweis 
für die Anfälligkeit enthalten (Tomasi und Volkow, 2012). 
Unabhängig von der Art der speziellen Analysemethode, die jeweils verwendet 
wird, können über solche Konnektivitätsanalysen funktionelle Interaktionen und 
Interaktionssysteme im Gehirn (in Ruhe) identifiziert und untersucht werden , was 
die Methode zu einem neuartigen Ansatz in der Gehirnforschung macht. 
1.3.4 Was sagen Ruhenetzwerke über das Gehirn aus? 
 
Ein konsistenter Befund von Ruhenetzwerkstudien ist, dass Gehirnregionen die 
eine ähnliche Funktionalität haben, d. h. Regionen die bei der Bearbeitung von 
Aufgaben gemeinsam aktiviert werden, dazu neigen, auch in ihrer spontanen 
Aktivität in Ruhe zu korrelieren (Fox and Raichle 2007). Der Ursprung bzw. 
physiologische Hintergrund dieser Tatsache ist noch nicht abschließend geklärt. 
Eine wichtige Erkenntnis hierzu aber ist, dass die Ruheaktivität eine Aufgaben-
induzierte Aktivität vorhersagen kann. Auf funktioneller Ebene bedeutet dies, dass 
die Reaktion auf einen Stimulus, während einer Aufgabe gewissermaßen 
begünstigt werden kann, wenn die Ruheaktivität, in der für die Aufgabe 
geforderten Region, kurz vor dem Stimulus, bereits hoch war (Boly et al., 2007; 
Sadaghiani et al., 2009). Ein weiterer Hinweis für die hohe funktionelle Bedeutung 
der Ruhenetzwerke ergibt sich aus Studien, die zeigen konnten, dass bestimmte 
neurodegenerative Erkrankungen mit Defekte in bestimmten Ruhenetzwerken 
verbunden sind (zum Beispiel wurde ein verändertes Default Mode Network bei 
Demenzkranken gefunden (Rombouts und Scheltens, 2005).  
Aber wieso interagieren Gehirnregionen, die anatomisch verbunden sind (oder 
auch nicht), in Ruhe auch wenn es scheinbar keine aktuelle Aufgabe zu lösen 





Energie kostet (Attwell und Laughlin, 2001), ist davon auszugehen, dass die 
Ruhenetzwerke einem biologischen Zweck erfüllen. 
Deco und Corbetta (2011) diskutieren dazu drei mögliche Hypothesen: Die 
erste geht davon aus, dass Ruhenetzwerke physiologische Marker von 
anatomischen Verbindungen sein könnten. Die Struktur und Stärke der 
Vernetzung innerhalb der Ruhenetzwerke wäre dann als eine Konsequenz der 
wiederholten Netzwerkaktivierung ähnlich dem „Fire-Wire-Prinzip“12 anzusehen, 
wonach Zellen bzw. Regionen, die öfter miteinander interagieren, also ähnlich 
spontane Fluktuationen zeigen, stärker (anatomisch) miteinander verknüpft 
werden. Diese Hypothese wird durch Befunde gestützt, die eine signifikante 
Korrelation der Stärke der Ruhenetzwerke und kognitiven Fähigkeiten (Hampson 
et al., 2006), neurologischen Defiziten (He et al., 2007) oder kürzlich erworbenen 
Kompetenzen (Lewisa et al., 2009) belegen.  
Die zweite von Deco & Corbetta (2011) genannte Möglichkeit wäre, dass die 
Ruhenetzwerke eine räumliche und zeitliche Netzwerkgemeinschaft bilden, die 
eine weitreichende und effiziente Kommunikation im Gehirn ermöglicht. Diese 
Hypothese wird durch den Befund gestützt, dass es eine positive Korrelation 
zwischen Ruhenetzwerken oder deren elektrophysiologischen Korrelaten und den 
Verhaltensweisen zum Beispiel beim Lösen einer motorischen Onlineaufgabe (Fox 
et al., 2007) oder auch von höheren kognitiven Aufgaben gibt (Duan et al., 2012; 
Stevens et al., 2012). Allem Anschein nach ist der Grad der Organisation eines 
Netzwerks proportional zu dessen Effektivität, da gezeigt wurde, dass die Art der 
Netzwerkstruktur, die Fähigkeit Informationen zu integrieren definiert (van den 
Heuvel und Pol, 2010b).  
Die dritte Möglichkeit, die sich von den anderen beiden grundlegend 
unterscheidet, hypothetisiert, dass Ruhenetzwerke zukünftige Handlungen bzw. 
Handlungsmöglichkeiten kodieren. Diese Hypothese unterscheidet sich insofern 
von den anderen beiden, indem Ruhenetzwerke hier nicht nur als 
Kommunikationsplattformen zwischen zum Teil anatomisch weit entfernten 
Gehirnregionen dienen, sondern zu einem individuellen Charakteristikum werden. 
Ruhenetzwerke könnten zum Beispiel Erfahrungen und Kapazitäten oder den 
körperlichen und kognitiven Status des Organismus widerspiegeln (Deco und 
Corbetta, 2011).  
Es wurde auch gezeigt, dass die Struktur der Ruhenetzwerke als Prädiktor für 
die „Intelligenz“ eines Menschen verwendet werden kann (van den Heuvel et al., 
2009b). Diese Interpretationsidee wird durch Studienergebnisse unterstützt, die 
zeigen, dass ein Teil der Ruhenetzwerke bei diversen neuropsychiatrischen 
Krankheiten, insbesondere während einer akuten Krankheitsphase (Greicius, 
2008; van den Heuvel und Pol, 2010a) aber auch in Personen die ein erhöhtes 
                                            
12 Bezieht sich auf die Feststellung von Hebb (1994) dass Zellen die zusammen feuern sich auch 
miteinander verbinden bzw. sich beide Zellen dabei verändern. Auf Netzwerke übertragen könnte 
es bedeuten das die Regionen die unter Anforderung interagieren, also deren Neurone zusammen 





Risiko für die Entwicklung einer solchen Krankheit haben (engl. high-risk person, 
kurz HRP) verändert sind (Carballedo et al., 2012; Liu et al., 2010; Meda et al., 
2012).  
Dazu kommt, dass es Fransson et al. (2007; 2009) gelang, schon bei 
Neugeborenen Ruhenetzwerke zu identifizieren. Hierbei scheinen sich in der 
frühen kindlichen Entwicklung jedoch noch Veränderungen der Ruhenetzwerke 
abzuspielen, da sich erst später in der Entwicklung das Muster von Erwachsenen 
zeigt. Bei Neugeborenen scheinen vor allem Bereiche im Gehirn in Ruhe zu 
interagieren, die für Wahrnehmungslernen und Bewusstseinsprozesse 
entscheidend sind (Fransson et al., 2009).  
Falls die spontane Gehirnaktivität in Ruhe individuelle Hinweise für die 
persönliche Fähigkeit, Aufgaben zu Lösen, die Intelligenz oder teilweise die 
Ausprägungen der Persönlichkeit beinhaltet, könnte dies zukünftig auf der Suche 
nach Biomarkern für stressbedingte Erkrankungen genutzt werden. Vor allem die 
Suche nach „Ruhenetzwerke der Stressregulation“ ist hierbei entscheidend. Eine 
denkbare Aufgabe der Ruhenetzwerke der Stressregulation wäre, alle für die 
Erkennung und Bewältigung von Stress relevanten Gehirnregionen in Bereitschaft 
zu halten (Ulrich-Lai und Herman, 2009). Eine weitere interessante Eigenschaft 
von Ruhenetzwerken könnte sein, dass sich ihr Konfiguration oder Effizienz durch 
Training beeinflussen lässt (Duan et al., 2012). Dies würde, gegeben dass die 
Stress-regulierenden Netzwerke bekannt sind, theoretisch ermöglichen, 
Stressbewältigungstraining oder anderen psychotherapeutischen Interventionen 
durch Ruhenetzwerk messbar zu machen. 
Als Fazit lässt sich zusammenfassen, dass es sich bei den funktionellen 
Ruhenetzwerken des menschlichen Gehirns um hoch organisierte 
Funktionseinheiten handelt, die eine lokale Informationsverarbeitung bei 
gleichzeitig effizienter globalen Informationsintegration ermöglichen (van den 
Heuvel und Pol, 2010b).  
Das nächste Kapitel gibt einen Überblick über Studien die auf einer 
Kombination von Ruhenetzwerkanalysen und die Messung endokrinologischer 
Parameter beruhen, um die kortikale Stressregulation und die Unterschiede der 
Stressverarbeitung im Menschen zu untersuchen. Dabei sollen auch die 
Wissenslücken in diesem Bereich aufgezeigt werden.  
1.3.5 Stand der Literatur der Stressforschung durch die Kombination von 
fMRT mit endokrinologischen Parametern 
 
fMRT bietet einige Möglichkeiten, um die funktionellen Netzwerke, die spezifisch 
für die individuelle Stresserfahrung der Individuen sind, sichtbar zu machen und zu 
untersuchen (Dedovic et al., 2009b). Grundsätzlich können drei unterschiedliche 
Studienansätze unterschieden werden, um die kortikale Regulation der 
Stressregulation mittels fMRT zu untersuchen: 1) Es können psychosoziale 





werden, um die Reaktion des Gehirns während des Stressors zu untersuchen. 
Gleichzeitig können parallel zu den fMRT-Messungen Stresshormone oder andere 
somatische Stressparameter gemessen und mit den fMRT-Daten korreliert 
werden. 2) Durch pharmakologische Intervention oder Gabe von Stresshormonen 
kann experimentell in das Stressregulationssystem eingegriffen werden. 3) Ruhe-
fMRT-Messungen sowie theoretisch auch fMRT mit Aufgaben, könne 
herangezogen werden, um stress-endokrinologische Parameter vorherzusagen.  
Es hat sich gezeigt, dass vor allem Aufgaben mit sozialer Bewertung verlässlich 
eine akute Stressreaktion auslösen (Dedovic et al., 2009b; Kern et al., 2008; 
Pruessner et al., 2008). Es gibt derzeit zwei etablierte Stress-Paradigmen, die sich 
auch innerhalb des MRT anwenden lassen: Zum einen das sogenannte serielle 
Subtraktionparadigma, bei dem im Scanner unter Beobachtung und verbaler 
Bewertung in dreizehner Schritten von einer vierstelligen Zahl unter Zeitdruck im 
Kopf rückwärts gerechnet werden muss. Die Probanden werden dabei verbal 
unter Druck gesetzt und müssen bei jedem Rechenfehler wieder von vorne 
beginnen (Wang et al., 2005). Zum anderen wurde der Montreal Imaging Stress 
Test (MIST) vorgestellt (Dedovic et al., 2005). Bei diesem Test müssen unter 
Zeitdruck Rechenaufgaben gelöst werden, wobei der Schwierigkeitsgrad der 
Aufgaben an die Fähigkeit der Probanden anpasst wird. Der psychosoziale Stress 
wird durch negative Kommentare seitens der Experimentatoren, die die 
Probanden unter Leistungsdruck setzen, erzeugt. Der Druck wird zusätzlich 
erhöht, indem den Probanden ständig ein Vergleich ihrer eigenen Leistung mit der 
manipulierten Leistung einer Referenzgruppe vorgehalten wird (Dedovic et al., 
2005; Dedovic et al., 2009c; Pruessner et al., 2008).  
In einer kombinierten PET/fMRT-Studie fand Dedovic (2005) unter Verwendung 
des MIST, eine Abnahme des Glukoseverbrauchs und des BOLD-Signals im 
mPFC, Hypothalamus und Hippokampus während der Stressphasen. Dabei sagte 
der Grad der Abnahme der physiologischen Signale im Gehirn die Stärke der 
Kortisolantwort während des Stresstests vorher (Pruessner et al., 2008). Daraus 
schloss die Gruppe, dass das Lösen der tonischen Suppression der HPA-Achse 
durch limbische Strukturen essentiell für die akute Stressantwort sein muss 
(Pruessner et al., 2008). Auch Thomason et al. (2011) fand mittels eines 
Stresstest bei Jungendlichen einen Zusammenhang zwischen der Kortisolantwort 
während des Tests und der sofort nach dem Test aufgenommenen funktionellen 
Interaktion zwischen subgenualen ACC und dem salience Network13. Dabei 
zeigten jene Probanden mit einer stärkeren funktionellen Interaktion eine höhere 
Kortisolausschüttung.  
Der subgenuale ACC wurde zuvor schon in direkten Zusammenhang mit der 
HPA-Achsen Aktivität in Rhesusaffen gebracht (Jahn et al., 2010). Die Beschrei-
                                            
13 Salience Network beschreibt das funktionelle Netzwerk bestehend aus ACC und bilateralen 
Insula anteriori (Thomason et al., 2011). Diese Regionen sind entscheidend beteiligt in der 





bung eines Zusammenhangs zwischen eines subgenualen Funktionsparameter in 
Ruhe und einer Stresshormonmessung ist wegen der zahlreichen Befunde zu 
subgenualen Veränderungen bei stressbedingten Erkrankungen besonders 
interessant (Bora et al., 2012; Drevets et al., 1997; Greicius et al., 2007).  
Die Schwierigkeit, unter Verwendung eines Stresstest die kortikalen 
Kontrollmechanismen der HPA-Achse zu untersuchen, liegt darin, dass die HPA-
Achse durch den Test verlässlich aktiviert werden muss und gleichzeitig möglichst 
keine sonstigen Emotionen hervorgerufen werden sollten (Dedovic et al., 2009b). 
Diese Schwierigkeit entfällt bei Studien, die Ruhemessungen im fMRT mit 
endogenen Stressparametern wie die Bestimmung des Kortisolgehalts im 
Speichel oder Blut verwenden, um die kortikalen Regulationsmechanismen zu 
erforschen. Dabei wurde beispielsweise ein Zusammenhang zwischen der 
Amplitudengröße der zirkadianen Kortisolausschüttung und der Aktivierungsstärke 
in limbischen Regionen, unter anderem der Amygdala, dem Hippokampus und 
dem Hypothalamus gefunden (Cunningham-Bussel et al., 2009). Menschen mit 
einer größeren Amplitude zeigten eine geringere Aktivierung dieser Regionen auf 
emotional negative visuelle Stimuli, was durch eine erhöhte regulierende 
Einflussnahme durch den mPFC verursacht sein könnte (Cunningham-Bussel et 
al., 2009). Veer et al. (2011b) berichtete vor kurzem ebenfalls einen funktionellen 
Zusammenhang zwischen dem endogenen Muster der Kortisolausschüttung und 
dem mPFC. Er konnte im Rahmen einer größeren Studie zeigen, dass Probanden, 
die nach dem natürlichen Morgenpeak der Kortisolkonzentration im Blut (siehe 
Abbildung 2 für einen beispielhaft skizzierten Verlauf des zirkadianen 
Kortisolrhythmus) einen steileren Abfall des Kortisolgehalts hatten, eine 
schwächere funktionelle Interaktion zwischen Amygdala und mPFC in 
Ruhemessungen zeigten. Der zirkadiane Rhythmus der Kortisolausschüttung wird 
dabei als Marker für die Integrität der HPA-Achse angesehen, wie auch schon in 
anderen Studien postuliert wurde (Clow et al., 2010; Wust et al., 2000). Folglich 
sind Regionen, die mit der endogenen Kortisolausschüttung in Zusammenhang 
gebracht werden, sehr wahrscheinlich Bestandteile der kortikalen 
Kontrollnetzwerke der HPA-Achse. 
Unser Wissen über die generellen Effekte von GCs im zentralen Nervensystem 
ist trotz dieser Studien immer noch sehr begrenzt und stammt hauptsächlich aus 
in-vitro Studien und Tiermodellen (z. B. (de Kloet, 1984; Ferris und Stolberg, 
2010)). Es waren auch Tierstudien, die die Erkenntnis brachten, dass extern 
gegebenes Kortisol schnell über die Bluthirnschranke ins Gehirn gelangt (Ferris 
und Stolberg, 2010; Schwartz et al., 1972; Venero und Borrell, 1999). Seit kurzem 
werden daher fMRT-Studien herangezogen, um den Effekt von exogen 
appliziertem Kortisol auf das humane Gehirn zu untersuchen (Henckens et al., 
2010; Henckens et al., 2012; Lovallo et al., 2010; Strelzyk et al., 2012; Symonds et 





Zum einen kann die orale oder auch akute i. v. Applikation von Kortisol auf 
kognitive Fähigkeiten mittels spezieller Testaufgaben untersucht werden; zum 
anderen kann der Effekt der Kortisolgabe auf die Ruhe-fMRT analysiert werden. 
Bisher wurden vor allem emotionale Stimuli oder Gedächtnisaufgaben unter 
verschiedenen Kortisolbedingungen untersucht, da hierdurch beeinflusste 
Regionen (vor allem Amygdala und Hippokampus) bekanntermaßen in die 
Stressregulation involviert sind.  
Eine Studie mit emotionalen Stimuli wurde von Henckens et al. (2010), mit 
besonderem Interesse für die Amygdalakonnektivität, durchgeführt. Dabei zeigte 
eine orale Gabe von Kortisol eine zeit- und stimulusabhängige Beeinflussung der 
Amygdalaaktivität. Ein früher Effekt der Einnahme (nach 75 Minuten) war eine 
generelle Desensibilisierung der Amygdala gegenüber den emotionalen visuellen 
Stimuli. Nach längerer Wirkzeit des externen zugeführten Kortisols (nach 4,5 
Stunden) war die Reaktionsfähigkeit der Amygdala auf furchteinflößende visuelle 
Reize wieder hergestellt, wohingegen die Reaktionsfähigkeit auf fröhliche Reize 
weiterhin unterdrückt war (Henckens et al., 2010; Henckens et al., 2012). Diese 
emotionsspezifische Wiederherstellung der Reaktionsfähigkeit der Amygdala war 
mit einer veränderten Konnektivität zwischen Amygdala und mPFC verknüpft 
(Henckens et al., 2010). Die Autoren schlussfolgerten, dass Kortisol eine wichtige 
Rolle in der Inhibition des Stressregelkreislaufs der Amygdala haben könnte. 
Dieser Regelkreislauf besteht daraus, dass normalerweise die Sensibilität der 
Amygdala bei Stress ansteigt, was zu einer erhöhten Aufmerksamkeit und 
Ängstlichkeit des Organismus führt, wodurch die Stressreaktion im Organismus 
angetrieben wird. Dieser sich selbst verstärkende Regelkreislauf könnte durch 
GCs dann wieder unterbrochen werden, was auch schon vor mehreren Jahren im 
Tiermodell gezeigt wurde (Dallman, 1993).  
Dieselbe Gruppe untersuchte auch den Effekt einer oralen Kortisolgabe auf die 
Amygdalakonnektivität in Ruhe und fand ebenfalls eine reduzierte Konnektivität 
der Amygdala unter Kortisol im Vergleich zu Placebo (Henckens et al., 2012). 
Dabei verringerte sich sowohl die Konnektivität zu Regionen, die bei der Initiierung 
und Aufrechterhaltung der Stressreaktion entscheidend sind (wie u. a. der 
Hippokampus und der Hypothalamus), als auch die Konnektivität zu Regionen, die 
bei der exekutiven Kontrolle (Bereiche des Gyrus frontomedialis und temporalis) 
beteiligt sind (Henckens et al., 2012).  
Unter Verwendung einer Arbeitsgedächtnis fordernden Aufgabe untersuchten 
Symonds et al. (2012) den Effekt von 100 mg intravenöser Kortisol Gabe auf die 
Hippokampusfunktion in gesunden Probanden. Dabei wurde eine Erhöhung des 
hippokampalen BOLD-Signals unter Kortisol im Vergleich zu Placebo gefunden. 
Zusätzlich reduzierte die Kortisolintervention die Aktivität des ventrolateralen PFC, 
der ein Teil des Arbeitsgedächtnisnetzwerkes ist. Die unter Placebobedingung 
beobachtete BOLD-Signal Abnahme im linken Hippokampus war dagegen unter 





des Arbeitsgedächtnisses beobachtet werden konnte (Symonds et al., 2012). Es 
bleibt anzunehmen, dass die hohe Menge an Kortisol, die Symonds et al. 
verwendete, die natürlichen Konzentrationsspitzen im Tagesrythmus der 
Kortisolausschüttung übertraf. 
Die erste Studie, die die Effekte einer akuten i. v.-Gabe Hydrocortison (10 mg) 
auf die Ruhenetzwerke des Gehirns untersuchte, fand eine Reduzierung des 
BOLD-Signals im Hippokampus und der Amygdala, aber nicht im Thalamus, 30 
bis 35 Minuten nach der Kortisolinjektion (Lovallo et al., 2010). Die Ergebnisse 
waren jedoch statistisch nicht streng geprüft, da bereits Abweichungen um eine 
Standardabweichung als signifikant erachtet wurden. Anfang dieses Jahres wurde 
die zweite Studie zu akuten nicht-genomischen Effekten von Kortisol in gesunden 
Probanden publiziert. Hier wurde eine geringere Menge an exogenem Kortisol 
injiziert (4 mg) und der Effekt sowohl auf den regionalen zerebralen Blutfluss als 
auch auf die elektrische Aktivität (spontane Oszillationen) im Gehirn untersucht. 
Dabei zeigten sich als Auswirkung des Kortisols - das in einer Menge gegeben 
wurde, die auch unter physiologischen Umständen bei Stress ausgeschüttet wird 
(Strelzyk et al., 2012) - innerhalb von 15 Minuten eine reduzierte Perfusion im 
Thalamus und teils auch im Nucleus caudatus (Strelzyk et al., 2012). Die Studie 
war die erste, die GC-Effekte auf den Thalamus in gesunden Probanden 
beobachteten.  
Die Auswirkungen von Kortisol auf die spontanen EEG-Oszillationen waren 
dagegen nicht regional differenzierbar sondern offensichtlich global vorhanden 
(Strelzyk et al., 2012). Der biologische Sinn dahinter könnte, nach Ansicht der 
Autoren sein, dass Kortisol die kortikalen Verarbeitungsprozesse, die während 
einer Stresssituation hoch aktiv sind, hemmt, um das Gehirn vor einem 
„Informations-Overload“ zu schützen und eine kontrollierte Anpassung des 
Stresssystems zu ermöglichen (Strelzyk et al., 2012).  
Um den State of Art Abschnitt abzuschließen, wird festgehalten, dass die 
Anzahl der Studien, die fMRT und neuroendokrinologische Parameter verknüpfen, 
noch sehr überschaubar sind. Gemeinsam ist den bisherigen Studien 
grundsätzlich, dass es einen mit der Methode der MRT messbaren 
Zusammenhang zwischen kortikalen Netzwerken im Gehirn und Parametern der 
HPA-Achse gibt. 
Die vorliegende Arbeit hebt sich von den bisherigen Studien dahingehend ab, 
dass 1. die Wirkung einer Placebo-kontrollierte Kortisolinjektion durch eine 
Kombination aus EEG/fMRT-Messung erforscht wird 2. die Ruhenetzwerkaktivität 
des Gehirns mit dem bisher sensitivsten Marker für die Integrität der HPA-Achse, 
dem Dex/CRH-Test, verknüpft wird und 3. der Effekt einer durch Dexamethason 
provozierten Kortisolsuppression auf die Ruhenetzwerkaktivität gesunder 










Der aktuelle Stand der bisherigen Forschungsergebnisse deutet darauf hin, dass 
es einen mit der Methode der MRT messbaren Zusammenhang zwischen den 
kortikalen Netzwerken im Gehirn und der neuroendokrinologischen 
Stressregulationsachse, der HPA-Achse, gibt.  
Wichtig für die kortikalen Netzwerke, die die Funktion der HPA-Achse 
modulieren, sind insbesondere Kerne der Amygdala, Teile des Hippokampus und 
des Hypothalamus, sowie Bereiche des präfrontalen Kortex. Diese Regionen üben 
zum einen Einfluss auf die Freisetzung des CRH im Hypothalamus aus, zum 
anderen werde sie durch Kortisol rekursiv in ihrer Funktion beeinflusst. Diese 
beiden Aspekte wurden daher im Rahmen dieser Arbeit in zwei separaten 
Analysen untersucht: 
 
1. Im Rahmen der vorliegenden Arbeit soll als erste Fragestellung untersucht 
werden, ob die Aktivität der Ruhenetzwerke des Gehirns das Ergebnis des 
Dex/CRH-Tests als sensitiver endokrinologische „Stresstest“ vorhersagen kann. 
 
2. Weiterhin soll in der vorliegenden Arbeit untersucht werden, ob sich die Aktivität 
der Ruhenetzwerke durch eine experimentelle Modulation des Kortisolspiegels 
signifikant ändert, wobei sowohl die Effekte einer intravenösen Applikation von 
Kortisol im Vergleich zu Placebo, als auch der Effekt einer durch Dexamethason 









2. Material und Methoden 
2.1 Studiendesign 
 
In diesem Abschnitt werden der generelle Aufbau der Studie, die Ein – und 




Die Studienpopulation bestand aus 20 männlichen, gesunden Probanden im Alter 
von 21 bis 31 Jahren (Durchschnittsalter 27 ± 2.6 Jahre), die über den internen 
Emailverteiler des Max-Planck-Instituts für Psychiatrie und über Aushänge an 
verschiedenen Fakultäten der beiden Münchner Universitäten (Ludwig-Maximilians-
Universität und Technische Universität), rekrutiert wurden.  
Da sich Rechts- von Linkshändern funktionell unterscheiden, wurden nur 
Rechtshänder eingeschlossen. Weitere Einschlusskriterien waren eine derzeitig 
vollständige Gesundheit ohne eine akute oder in der Vergangenheit aufgetretene 
neurologische oder psychiatrische Erkrankung sowie der Ausschluss einer 
Kontraindikation gegen Magnetresonanztomographie14. Des Weiteren musste nach 
vollständiger Aufklärung über die Studie eine Einverständniserklärung über die 
freiwillige Teilnahme an dieser sowie eine Erklärung zum Datenschutz unterzeichnet 
werden. Beide Dokumente, wie auch die gesamte Studie, wurden durch die 
Ethikkommission der LMU München vorab genehmigt. Zusätzlich war das 
Einverständnis des Probanden mit der Übermittlung von möglichen Zufallsbefunden 
an den Hausarzt Bedingung. Es konnten außerdem nur Probanden an der Studie 
teilnehmen, die sich bereit erklärten, an den Messtagen keinerlei koffeinhaltigen 
Getränke zu sich zu nehmen sowie auf besonders fetthaltige Nahrung an den 
Messtagen zu verzichteten. 
Spezielle Ausschlusskriterien waren das Vorliegen von akuten oder chronischen  
Erkrankungen aus dem internistischen Bereich, insbesondere Asthma, Herz-
Kreislauf-, Lungen-, Nieren- oder Lebererkrankungen sowie endokrinologische oder 
hämatologische Erkrankungen, aktuelle oder vergangene neurologische oder 
psychiatrische Erkrankungen, insbesondere depressive Störungen, oder 
Angststörungen. Ebenfalls zum Studienausschluss führten aktueller oder 
anamnestisch erfasster Substanzmissbrauch einschließlich Alkohol-, 
Schmerzmittel- oder Benzodiazepinabusus, ein regelmäßiger Zigarettenkonsum, 
sowie ein übermäßiger Koffeinkonsum. Weitere Ausschlusskriterien waren das 
Vorhandensein einer Kontraindikation gegen eine Magnetresonanztomographie1, 
                                            
14 Metallimplantate, Herzschrittmacher, Insulinpumpe, Cochleaimplantat, Klaustrophobie, Metall-
splitterverletzungen, Tätigkeit in der metallverarbeitenden Industrie, Zahnspange 




Abbildung 4: Studiendesign. A: Schematische Darstellung des ersten und dritten 
Messtermins. Nach EEG-Kappen-Montage und Anlage eines intravenösen Verweilkatheters
wurde ein kurzer Ruhe-fMRT-Datensatz aufgenommen (6,12 min). Anschließend wurden 
hintereinander zwei 24 min lange Datensätze aufgenommen. Die Unterteilung der 
Datenaufnahmen beruht auf der technischen Limitation des Scanners, der eine maximale
Aufnahme von 800 Bildern auf einmal erlaubt. B: Schematische Darstellung des zweiten 
Messtermins mit Dex/CRH-Test. Die Messung B erfolgte in durch Dexamethason erzeugten 
Kortisol-supprimierten Zustand. C: Darstellung des zusätzlichen Messtermins außerhalb des 
Scanners, der nur für einen Teil der Probanden durchgeführt wurde. 
Klaustrophobie (Platzangst), Trypanophobie (Angst vor Injektionen), Schicht- oder 
Nachtarbeit, sowie Flüge über mehrere Zeitzonen in den Wochen vor der Messung. 
2.1.2 Studiendesign und Studienablauf 
 
Bei der durchgeführten Studie handelt es sich um ein Placebo-kontrolliertes, 
pharmakologisches fMRT-Experiment mit Cross-Over-Design, also einer 
zweimaligen Messung des gleichen Probanden mit randomisierter Zuteilung der 
Injektionsreihenfolge (Verum-Placebo oder Placebo-Verum). Die Placebo-
Bedingung an der identischen Probandengruppe diente als Kontrollbedingung. 
Zusätzlich dazu wurden ein endokrinologischer Test (Dex/CRH-Test), sowie eine 
zusätzliche endokrinologische Kontrollmessung außerhalb des MRT 
aufgenommen. 
Die Studie setzte sich somit aus insgesamt drei Hauptmessterminen für alle 
Probanden (siehe Abbildung 4A und 4B; Voruntersuchung nicht mit dargestellt: In 
Abbildung 4A sind Messtag 1 und 3 zusammen dargestellt, da sich die Messungen 
nur durch die verabreichte Substanz unterschieden) und einem zusätzlichen 
vierten Messtag (siehe Abbildung 4C) für drei zufällig aus dem Probandenpool 
gewählte Personen zusammen. Der Ablauf der einzelnen Messtage wird in den 




























Am ersten Messtag fand die Voruntersuchung statt. Sie bestand aus der durch die 
Ethikkommission geprüften Studieninformation, einer Anamneseerhebung und 
einer strukturellen MRT-Untersuchung zum Ausschluss von Gehirnanomalien. 
Zusätzlich wurden verschiedene psychometrische Selbstbefragungsbögen (siehe 
Punkt 3.4) zum Ausschluss von akut vorliegenden psychiatrischen Auffälligkeiten 
und zur Bestimmung von Persönlichkeitsmerkmalen erhoben. 
An allen darauf folgenden drei Hauptmessterminen wurde eine kombinierte 
fMRT/EEG-Ruhenetzwerkuntersuchung durchgeführt. Der erste und zweite 
Messtermin fanden an aufeinander folgenden Tagen statt; der dritte Messtermin 
mindestens mit zweitägigem Abstand. Der zusätzliche vierte Messtag fand mit 
mehrwöchigem Abstand zu den drei Hauptmesstagen statt. 
Am ersten Messtermin wurden während der knapp einstündigen kombinierten 
fMRT/EEG-Messung 20 mg Hydrocortison, gelöst in 10 ml Kochsalzlösung (NaCl 
0,9%, bzw. 10 ml Placebo (NaCl 0,9%) verabreicht. Als Vorbereitungen zur 
Messung wurde außerhalb des Scanners zunächst die EEG-Kappe am Probanden 
montiert und der elektrische Kontakt, sowie die Signalqualität der Elektroden zur 
Kopfhaut des Probanden geprüft (Sollwert < 5 k ). Anschließend wurde durch 
einen Arzt ein intravenöser Zugang gelegt, der bis zur Injektion im Scanner mit 
einer NaCl Infusion (0,9%) offen gehalten wurde. Um den Einfluss einer 
tagesrhythmischen Variabilität der Kortisolausschüttung zwischen den Messtagen 
mit Injektion zu minimieren, startete die fMRT/EEG-Messung an beiden Tagen 
gegen 16 Uhr. Die Kortisol (bzw. Placebo)-Applikation erfolgte 10 Minuten nach 
Beginn der fMRT/EEG-Messung. Die Applikation wurde als Bolusinjektion 
(intravenöse Schnellinjektion) innerhalb von 20 Sekunden verabreicht. Um 23 Uhr 
des gleichen Tages nahmen die Probanden in Eigenverantwortung 1,5 mg 
Dexamethason oral ein, als Vorbereitung für den kombinierten Dex/CRH-Test am 
darauf folgenden Tag.  
Der zweite Messtermin begann wiederum mit den EEG-Vorbereitungen. Nach 
Montage der EEG-Kappe wurde eine weitere kombinierte fMRT/EEG-Messung 
über 15 Minuten ohne akute Intervention durchgeführt. Diese Messung erfolgte, 
um den Einfluss von Dexamethason auf das Gehirn in Ruhe zu messen. Die 
Messung begann um 13:30 Uhr, um den anschließend stattfindenden Dex/CRH-
Test unter standardisierten Bedingungen im Schlaflabor des MPIP außerhalb des 
MRT-Scanners durchführen zu können (für einen detaillierten Ablauf des Tests 
siehe Methodenteil Punkt 3.2).  
Der dritte Messtermin lief analog zum ersten Messtermin ab, wobei zufällig 
entschieden wurde, welcher Proband am ersten Messtermin eine 
Hydrokortisoninjektion und am zweiten eine Placeboinjektion erhielt und vice 
versa.  
Der zusätzliche vierte Messtag wurde exemplarisch an vier Probanden im 
Schlaflabor zeitlich unabhängig von den drei Hauptmessterminen durchgeführt. 
Diese zusätzliche Messung wurde durchgeführt, um generelle Effekte einer 




Kortisolinjektion auf den Organismus, im speziellen auf den Blutdruck, Puls und 
die Sauerstoffsättigung zu untersuchen. Derartige kardiovaskuläre Effekte hätten 
die Studienergebnisse methodenbedingt beeinflussen können.  
Weitere Details zu den Messungen, deren Auswertung und den verwendeten 
Tests werden im Methodenteil (Punkt 3) beschrieben. Im Folgenden werden 




Dieser Abschnitt befasst sich mit den für die Aufnahme der Studiendaten 
angewandten Messgeräten. Dabei wird kurz auf die Entstehungsgeschichte der 
dahinterstehenden Messverfahren, sowie auf die biologischen Grundlagen der 
EEG und fMRT-Messungen, eingegangen. Abschließend werden die für die 
Analyse der Studiendaten verwendeten Computerprogramme aufgeführt. Die 
Beschreibungen der durchgeführten Verarbeitungsschritte der Daten, unter 
Verwendung der hier aufgeführten Programme, sind im jeweiligen 
Methodenabschnitt (Punk 3 und 4) aufgeführt. 
2.2.1 Geräte 
2.2.1.1 Funktionelle Magnet-Resonanz-Tomographie (fMRT)  
 
Die funktionelle Magnetresonanztomographie ist ein bildgebendes Verfahren, das 
durch die Kombinationen eines starken Magnetfelds und hochfrequenter 
Radiowellen physiologische Funktionen im Inneren des Körpers darstellen kann. 
Als Begründer der heutigen Magnet-Resonanz-Tomographie (MRT) gelten die 
Physiker E. Purcell and F. Bloch , die unabhängig voneinander in der Mitte des 20. 
Jahrhunderts das erste Mal das Phänomen der Kernspinresonanz (eng. nuclear 
magnetic resonance; NMR) zeigen konnten (Bloch, 1946; Günther, 1986; Purcell 
et al., 1946). Im zeitlichen Verlauf wanderte die Methode aus dem Bereich der 
Grundlagenphysik in die analytische Chemie und Biochemie ein.  
Die erste publizierte Anwendung in der Medizin war im Jahr 1971, als 
Damadian ein unterschiedliches Magnetresonanzverhalten von Tumorgewebe und 
gesunden Gewebe fand (Damadian, 1971). Es folgten methodische 
Weiterentwicklungen, die vor allem von P.C. Lauterbur und P. Mansfield 
vorangetrieben wurden, bis schließlich im Jahr 1973 Lauterbur das erste 
zweidimensionale Magnetresonanzbild von zwei Teströhrchen15 veröffentlichte 
(Lauterbur, 1973).  
Das erste Magnetresonanzbild eines menschlichen Körpers folgte 1977 
(Damadian et al., 1977), wobei die routinemäßige Anwendung von 
                                            
15 Die beiden Teströhrchen waren gefüllt mit normalem Wasser (H2O), die an der Innenwand eines 
weiteren Röhrchens, das mit deuteratem Wasser (D2O) gefüllt war, befestigt waren.  




Magnetresonanztomographen in der klinischen Praxis erst seit Mitte der Achtziger 
möglich ist. Beim Übergang zur klinischen Anwendung wurde der Buchstabe „N“ 
im bis dahin gelten Kürzel „NMR“ gestrichen, um eine Verwechslung mit 
nuklearmedizinischen Methoden zu vermeiden (Buxton, 2002). Aus ‚NMR’ wurde 
das bis heute gebräuchliche „MRT“ oder „MRI“ (engl. magnetic resonance 
imaging), ein interdisziplinäres Gebiet, dass Forscher aus verschiedenen 
Bereichen (Neurowissenschaften, Psychologie, Psychiatrie, Radiologie, Physik 
und Ingenieurswissenschaften) gleichermaßen begeistert.  
Neben der strukturellen Kernspintomographie, mit der auch anatomische 
Anomalien im klinischen Bereich diagnostiziert werden, ist in der modernen 
Gehirnforschung die funktionelle Kernspintomographie vorherrschend. Mit dieser 
Methode können physiologische Vorgänge im Gehirn in Ruhe oder nach 
psychologischer oder pharmakologischer Modulation untersucht werden. Die 
bahnbrechende Technik, die es Grundlagenforschern ermöglicht, das gesunde 
menschliche Gehirn zu untersuchen, beruht dabei auf der Beeinflussbarkeit des 






















                                            
16 # Quelle der Grafik http://www.mpg.de/5711585/Forschungsberichte 
Abbildung 5: Schematische Darstellung der kombinierten EEG/fMRT Aufnahme. 
Grafik entnommen aus dem Forschungsbericht der Max-Planck-Gesellschaft (2005)# 




In den folgenden beiden Kapiteln werden die physikalischen und biologischen 
Grundlagen der funktionellen Magnetresonanztomographie kurz skizziert. 
 
 Physikalische Grundlagen 
 
Die physikalischen Grundlagen des MRT sollen hier nur kurz aufgegriffen werden, 
da sie anderenfalls den Rahmen einer neurowissenschaftlichen Dissertation 
sprengen würden. Im MRT wird u.a. die unterschiedliche Protonendichte in 
verschiedenen Gewebearten ausgenutzt um einzelne Strukturen abzubilden. 
Protonen sind Bestandteil der Atomkerne und besitzen einen Eigendrehimpuls 
(Spin), aus dem sich die Eigenschaft eines magnetischen Moments für jene Atome 
ergibt, die eine ungerade Zahl an Protonen aufweisen (Buxton, 2002).  
Die MRT basiert dabei im Wesentlichen auf den magnetischen Eigenschaften 
der Wasserstoffatome im Körper, die das stärkste Signal liefern. Ein Proton 
(Wasserstoffkern) beschreibt in Ruhe eine kreiselförmige Eigenrotation um eine 
Achse. Diese Eigenrotation einer elektrischen Ladung17 erzeugt dabei ein kleines 
Magnetfeld. Sobald ein starkes externes Magnetfeld angelegt wird, wie im Fall 
eines Tomographen, dann richten sich die Protone nach diesem äußeren 
Magnetfeld aus (Buxton, 2002). Um ein messbares Signal zu erzeugen, werden 
während einer Aufnahmesequenz hochfrequente Radiowellen verwendet, um die 
Wasserstoffatome in Resonanz zu bringen. Die Radiowellen werden dabei 
pulsartig an- und ausgeschaltet, wobei sie nur jene Protone anregen können, die 
mit einer bestimmten Frequenz schwingen.  
Die Kernspins werden durch die Radiowellen ausgelenkt und führen eine 
synchrone Rotation mit einer charakteristischen Frequenz (Lamor-Frequenz) um 
die Magnetfeldachse aus. Nachdem das magnetische Gleichgewicht durch diese 
Hochfrequenzimpulses gestört wurde, geben die Wasserstoffkerne Energie durch 
zwei Relaxationsphänomene18 ab. Zum einen richten sich die Protonen wieder 
entlang des äußeren Magnetfeldes aus und geben die durch die Anregung der 
Radiowellen aufgenommene Energie in Form von Wärme an die Umgebung ab. 
Zum anderen verlieren die Protonen die Synchronität ihrer Kreiselbewegung, 
wodurch das messbare Signal an Intensität verliert. Das elektromagnetische 
Signal der Kreisbewegung kann von einer Empfängerspule (siehe Abbildung 5, 
„head coil“) registriert werden und durch zusätzliche Magnetfeldgradienten 
räumlich zugeordnet werden. Die Stärke der Relaxationsphänomene ist für 
verschiedene Gewebearten unterschiedlich, was durch ein geeignetes Design der 
Aufnahme-Sequenz genutzt werden kann, um verschiedene Gewebearten optimal 
zu kontrastieren. 
 
                                            
17 Ein Proton ist ein subatomares Teilchen, das in jedem Atomkern enthalten ist und eine positive 
Ladung trägt. 
18 Relaxation beschreibt den Übergang eines Systems in seinen Grundzustand oder 
Gleichgewichtszustand nach Auslenkung (Hellenthal, 2002) 




 Biologische Grundlagen 
 
Um zu arbeiten, braucht das Gehirn permanent Glukose und Sauerstoff. Da weder 
Glukose- noch Sauerstoffspeicherung im Gehirn möglich sind, wird durch den 
zerebralen Blutfluss (engl. cerebral blood flow, CBF) die permanente Versorgung 
sichergestellt. Auch wenn das Gehirn nur ca. 2% des Gesamtkörpergewichts 
beträgt, verbraucht es über 25% des Gesamtglukoseumsatzes um unter anderem 
elektrische Potentiale für die neuronale Signalübertragung zu generieren (Buxton, 
2002). Der lokale Verbrauch der Glukose ist über das Gehirn verteilt verschieden. 
So verbraucht die Signalübertragung entlang der Axone relative wenig Energie, 
wohingegen der Signalübertragung an den Synapsen bzw. die Wiederherstellung/ 
Reorganisation des Ausgangzustandes ein hoher Glukoseverbrauch zugeschrieben 
wird. Der Zusammenhang zwischen Neuronenaktivität, erhöhtem Metabolismus und 
der damit einhergehenden Änderung des Blutflusses bildet die biologische 
Grundlage der funktionellen Bildgebung (Buxton, 2002).  
Die Entdeckung, dass sauerstoffarmes Blut andere magnetische Eigenschaften 
hat als sauerstoffreiches Blut, wurde von verschiedenen Forschergruppen, mit 
unterschiedlicher Komplexität des Untersuchungsgegenstandes beschrieben 
(Pauling, 1935; Thulborn et al., 1982). Die entscheidende Verknüpfung zur 
Kernspintomographie machte Ogawa et al. (1990b) mit in vivo Messungen an 
Versuchstieren. Ogawa führte auch den Begriff des blood oxygen level dependent 
(BOLD) Signals ein, der die Abhängigkeit des Bildsignals vom Sauerstoffgehalt des 
Hämoglobins im Blut beschreibt (Ogawa et al., 1990a). Diese Abhängigkeit beruht 
darauf, dass deoxygeniertes Blut, das nicht mit Sauerstoff gesättigt ist, 
paramagnetische Eigenschaften hat19. Sobald sich aber Sauerstoffmoleküle an das 
Hämoglobin in den Erythrozyten des Blutes binden, wird Blut diamagnetisch. Somit 
verändert sich die magnetische Suszeptibilität (Magnetisierbarkeit) des Blutes linear 
zum Sauerstoffgehalt. Zusammen mit der Annahme, dass sich mit steigender 
neuronaler Aktivität der regionale Sauerstoffbedarf im Gehirn erhöht und es deshalb 
zu einem lokal erhöhten Blutfluss kommt (sogenannte hämodynamische Antwort), 
kann diese Suszeptibilitätsänderung in der funktionellen Bildgebung genutzt 
werden, um einen Rückschluss auf funktionelle Änderungen im Gehirn zu ziehen. 
Die hämodynamische Antwort beschreibt drei unterschiedliche Phasen (siehe 
Abbildung 6): 1. Eine anfängliche kurze Phase mit leichter Signalabnahme, wobei 
dieser Signalabfall nicht immer beschrieben ist und nur bei hohen 
Magnetfeldstärken deutlich wird (Buxton, 2002). Diese Signalabnahme kann 
dadurch erklärt werden, dass nach Beginn der neuronalen Aktivität der 
Sauerstoffverbrauch (CMRO2) ansteigt, was zu einer erhöhten Konzentration von 
Deoxyhämoglobin und damit zum Signalabfall führt. 2. In Reaktion darauf steigt der 
                                            
19 Paramagneten sind Materialien die nur magnetische Eigenschaft haben, solange sie in der Nähe 
eines Magneten sind. (Hellenthal, 2002) 
 




zerebrale Blutfluss und das zerebrale Blutvolumen (CBV), womit mehr Sauerstoff 
zum Ort der neuronalen Aktivität transportiert wird und die Konzentration des 
deoxygenierten Hämoglobins wieder sinkt. Diese zweite Phase, die ca. 5-10 
Sekunden dauert, stellt die positive BOLD-Antwort dar, die für fMRT-Messungen 
entscheidend ist. 3. Nach ca. 10 Sekunden erreichen CMRO2 und CBF ihr 
Ausgangsniveau. Die Regulation von CBV ist langsamer, womit es für einen 
bestimmten Zeitraum zu einer erhöhten Konzentration von Deoxyhämoglobin, 
bedingt durch das erhöhte Blutvolumen kommt. Deshalb kommt es abschließend zu 
einem temporären Signal-Undershoot der bis zu 30 Sekunden dauern kann 















2.2.1.2 Elektroenzephalographie (EEG) 
 
Die Elektroenzephalographie ist eine grafische Darstellung der 
Spannungsdifferenz zwischen zwei Gehirnregionen über die Zeit (Niedermeyer, 
2004). Das erste EEG am Menschen wurde 1924 von dem Physiologen und 
Psychiater Hans Berger aufgenommen und fünf Jahre später veröffentlicht 
(Berger, 1929). Im weiteren Verlauf wurden verschiedene normale und auch durch 
Krankheit veränderte EEG-Phänomene von ihm beschrieben, wie sie zum Beispiel 
unter besonderer Aufmerksamkeit und kognitiver Anstrengung, oder aber auch 
nach einer Verletzung oder während eines epileptischen Anfalls vorkommen. 
Seine Erkenntnisse wurden aber erst nach Replikation durch andere 
Forschungsgruppen viele Jahre später anerkannt. Seitdem wurde die Methode 
immer weiter optimiert und ist bis heute, sowohl im klinischen Bereich, als auch in 
der Tier- und Humanforschung, eine oft verwendete Methode.  
 
 
Abbildung 6: Schematische Darstellung einer hämodynamische Antwort. Anfänglicher 
möglicher Signalabfall nicht gezeigt, da bei 1.5 Tesla MRT nicht gegeben.  




 Biologische Grundlagen 
 
Das EEG-Signal, das an der Kopfhaut abgeleitet wird, beruht auf Signalpotentialen 
der zerebralen Neuronen, die bei neuronaler Aktivierung generiert werden. Dabei 
können zwei Formen der neuronalen Aktivierung unterschieden werden (da Silva, 
2010): eine schnelle Depolarisierung der neuronalen Membran, die über den 
Mechanismus der Natrium/Kalium-Pumpe zur Aktionspotentialgenerierung führt, 
und die langsamere Änderungen des Membranpotentials über die 
neurotransmittervermittelte Signaltransduktion an den Synapsen. Zu diesen 
langsameren (post-)synaptischen Potentialen zählen sowohl exzitatorische als 
auch inhibitorische Potentiale, die an der nachgeschaltenen Postsynapse nach 
Signalübertragung, je nach Neurotransmitter und Interaktionen der 
entsprechenden Rezeptoren mit Ionenkanälen, auftreten.  
In Folge dieser synaptischen Signalübertragung wird ein Aktionspotential in der 
Postsynapse evoziert das zur Weiterleitung des Signals im Axon des 
nachgeschaltenen Neurons führt. Im Gegensatz zu schnell generierten 
Aktionspotentialen können sich diese postsynaptischen Potentiale überlagern oder 
aufsummieren und vor allem im Bereich der Dendriten langsam veränderliche 
Summenpotentiale bilden. Diese Summenpotentiale wiederum sind 
Ausgangspunkt der räumlich weitreichenden kortikalen Potentialfelder, die an der 
Kopfhaut über die EEG-Elektroden abgeleitet werden können (Zschocke, 2002). 
Von besonderer Bedeutung für das EEG sind Neurone, die in senkrechter 
Orientierung zur Hirnrinde verlaufen (Pyramidalneurone).  
Die abgeleiteten Signale können aber durch folgende Störfaktoren beeinflusst 
werden: 1) die elektrischen Leitfähigkeiteigenschaften der Gewebe, die zwischen 
der Potentialquelle der Neuronen und der Signal detektierenden Elektrode an der 
Kopfhaut liegen; 2) die Leitfähigkeit der Elektrode selbst und 3) die Orientierung 
der Signal generierenden Neuronen zu den Elektroden (Olejniczak, 2006). Durch 
spezielle Elektrolytpasten, die den Widerstand an der Elektrode und der Kopfhaut 
reduzieren können, wird ein Teil dieser Störfaktoren minimiert. Klinisch wird das 
EEG vielfältig eingesetzt, wie zum Beispiel in der Epilepsie-Diagnostik, der 
Schlafmedizin oder bei entzündlichen Hirnerkrankungen. Ebenso viele 
Möglichkeiten gibt es in der Gehirnforschung. Speziell im Bereich der funktionellen 
Bildgebung ergänzt das EEG die mangelnde zeitliche Auflösung der MRT 
(Zschocke, 2002).  
Des Weiteren kann das EEG wie auch in der vorliegenden Arbeit zur 
Vigilanzkontrolle der Probanden bei Ruhenetzwerken verwendet und unter 
Verwendung von  scannertauglichem Equipment zeitgleich zum MRT aufgenom-
men werden. Ein Nachteil der Methode ist, dass die Signale vornehmlich durch 
Neurone nahe der Schädeldecke generiert werden, wodurch sich eine nur geringe 
räumliche Auflösung ohne direkte Aussagekraft über tiefer liegende Strukturen 
ergibt (da Silva, 2010).  




2.2.2 Verwendete Software und Programme 
2.2.2.1 Matlab 
Matlab ist eine mathematische Software für technische Berechnungen, sowie eine 
Umgebung für Algorithmenentwicklung, Visualisierung und Analyse von Daten 
(http://www.mathworks.de/products/matlab/index.html). Zur Datenprozessierung 
wurde die Version Matlab2008b verwendet, wobei vor allem die fMRT-Daten über 
in Matlab geschriebene Skripte und SPM-Funktionen und Toolboxen 
präprozessiert und analysiert wurden.  
2.2.2.2 Statistical parametric mapping (SPM) 
SPM (Friston, 2004) ist eine umfangreiche kostenlose Matlab-Applikation 
(http://www.fil.ion.ucl.ac.uk/spm/) zur Bildnachverarbeitung. Mit dieser Applikation 
ist es möglich, komplexe statistische Prozesse zu berechnen, wie sie in der 
Analyse von bildgebenden Daten benötigt werden, um funktionelle und/oder 
anatomische Hypothesen zu testen. SPM beruht dabei hauptsächlich auf einem 
Voxel20-basierten Verfahren, mit dem, unter Verwendung von klassischer Inferenz 
Aussagen über regionale Änderungen im Gehirn getroffen werden können, die auf 
experimentellen Faktoren beruhen. Dazu werden statistische parametrische 
Karten nach entsprechender Vorverarbeitung der Daten durch das allgemeine 
lineare Modell (GLM) auf Voxel-Niveau gebildet. In der vorliegenden Arbeit wurde 
die Version SPM8 verwendet. Zusätzlich wurden die Automated Anatomical 
Labeling, kurz AAL (Tzourio-Mazoyer et al., 2002) und Anatomy Toolbox (Eickhoff 
et al., 2005) zur Regionendefinition in die Analysen mit eingeschlossen. 
 
2.2.2.3 FMRIB Software Library (FSL) 
FSL (Smith et al., 2004) ist eine weitere Programmbibliothek der Universität 
Oxford, die ebenfalls zahlreiche Funktionen zur räumlichen oder zeitlichen 
Vorverarbeitung sowie statistische Analysen von fMRT-Daten bereit hält. 
 
2.2.2.4 Interactive Data Language (IDL) 
IDL ist eine Software zum Analysieren und Visualisieren von Bilddaten 
(http://www.creaso.com). Es wurden Arbeitsgruppeninterne Skripte mit der Version 
6.4 zur (Prä-)Prozessierung der fMRT-Daten verwendet. 
 
2.2.2.5 BrainVision Recorder und Analyzer® 
BrainVision Recorder und Analyzer (http://www.brainproducts.com/index.php) sind 
die Aufnahme- und Auswertesoftware die zur Aufnahme und Auswertung der 
EEG-Daten in der kombinierten EEG/fMRT-Messung verwendet wurden. 
                                            
20 Ein Voxel ist ein dreidimensionaler Bildpunkt an einer XYZ-Koordinate im Datensatz. 





SPSS ist eine Statistik-Software (Version 17), die für statistische Standart-
Analysen (wie zum Beispiel Korrelationen) der EEG- und fMRT-Daten, sowie für 
die statistische Auswertung der Fragebögen und der endokrinologischen Tests 
verwendet wurde.  
2.2.2.7 GraphPad Prism 
Mit GraphPad Prism wurden alle statistischen Graphen der vorliegenden Studie 
erstellt. (http://www.graphpad.com). 
2.3 Angewandte Methoden 
 
Im folgenden Kapitel wird nach einer kurzen Einführung in die kombinierte 
EEG/fMRT-Messung, die Datenaufnahme für die Studie, die Vorverarbeitung 
(Präprozessierung) dieser Daten, sowie die angewandten Analysemethoden 
vorgestellt. Im anschließenden Analysekapitel werden die Methoden in Bezug zu 
der jeweiligen Fragestellung beschrieben. 
2.3.1 Kombinierte EEG/fMRT-Messung 
 
Ursprünglich wurde die Kombination der beiden Methoden (EEG und fMRT) dazu 
entwickelt, um die Ursache der pathologischen Aktivitäten bei Epilepsiepatienten, 
die mit Hilfe des EEG detektiert werden, räumlich zu lokalisieren und genauer 
untersuchen zu können (Rosenkranz und Lemieux, 2010). Durch technische 
Weiterentwicklungen fand diese Kombination in den letzten Jahren auch abseits 
der klinischen Forschung immer weitere Anwendungsgebiete in der humanen 
neurowissenschaftlichen Grundlagenforschung. Die dort messbaren Korrelate 
kognitiver Ereignisse des menschlichen Gehirns bestehen sowohl aus 
elektromagnetischen Feldern, die mit dem EEG detektiert werden können, als 
auch aus der hämodynamischen Antwort, die durch das fMRT gemessen wird 
(Herrmann und Debener, 2008). Dabei stellt das EEG die Synchronisation 
elektrischer Aktivität der Neurone dar und folgt damit der zeitlichen Skala der 
ihnen zugrundeliegenden Prozesse, was sich in einer guten zeitlichen Auflösung 
widerspiegelt.  
Die fMRT hingegen beschreibt den Sauerstoff- bzw. Energieverbrauch der 
Neurone und hat eine limitierte zeitliche Auflösung von mehreren Sekunden, dafür 
jedoch eine sehr gute räumliche Auflösung (Herrmann und Debener, 2008). Durch 
die simultane Aufnahme werden die zeitliche Auflösung des EEG und die 
räumliche Auflösung des fMRT integriert, um eine bestmögliche Lokalisation der 
durch die Experimentbedingungen beeinflussten oder die durch pathologische 
Veränderungen eingeschränkte Gehirnareale zu erzielen (Debener et al., 2006; 
Hopfinger et al., 2005). Allerdings muss bei der Kombination der Methoden auf 




folgende Punkte gesondert geachtet werden: die Probandensicherheit, die EEG-
Qualität, sowie die Bildqualität des MRT (Allen, 2010).  
In der vorliegenden Arbeit wurde die kombinierte EEG-Messung vor allem zur 
Vigilanzkontrolle der Probanden verwendet, da aus verschiedenen Studien 
bekannt ist, dass sich die Ruhenetzwerke des Gehirns in Abhängigkeit des 
Vigilanzstatus verändern (Horovitz et al., 2008; Sämann et al., 2011). Im 
Folgenden werden die Datenaufnahme für die EEG/fMRT-Messung und deren 
Verarbeitung, die endokrinologischen Testungen, ins besondere der Dex/CRH-
Test, sowie am Ende des Methodenkapitels die für die Studie verwendeten 
Fragebögen beschrieben.  
2.3.2 EEG 
2.3.2.1 Datenaufnahme 
Das EEG wurde parallel und synchronisiert, d. h. zeitlich abgestimmt, zu den 
Ruhe-fMRT-Messungen aufgenommen. Dazu wurden ein MRT-kompatibles EEG-
System (VisionRecorder Version 1.03, Brain Products, Gilching, Germany), sowie 
eine MRT-kompatible EEG-Kappe mit 19 Elektroden, die nach dem internationalen 
10/20 System montiert sind (Easycap GmbH, Herrsching, Germany), verwendet. 
Das 10/20 System gibt dabei das Maß für die Abstände zwischen den 
benachbarten Elektroden auf der EEG-Kappe wieder. Diese Abstände betragen 
(auf Referenzpunkte am Schädel bezogen) 10% bzw. 20% der kompletten Länge 
des Schädels, von vorne nach hinten bzw. von links nach rechts gemessen. 
Dieses einheitliche System wurde eingeführt, um die Ergebnisse zwischen EEG-
Studien vergleichbar zu machen (DGKN, 2012)21. Des Weiteren beinhaltete die 
Kappe drei zusätzliche Elektroden für ein Elektrookulogram, drei Elektroden für ein 
Elektromyogramm, sowie zwei Elektroden für ein Elektrokardiogramm. Diese 
zusätzlichen Elektroden dienten der kardioballistischen Artefaktkorrektur während 
der Präprozessierung.  
Alle Elektroden wurden auf die FCz Elektrode (siehe Abbildung 7) referenziert. 
Die EEG-Daten wurden mit einer Abtastrate von 5 kHz aufgenommen, wobei die 
Impedanz an den Elektroden auf möglichst unter 5 k  gehalten wurde. Dieser 
geringe Widerstand an den Elektroden wurde einerseits durch die Reinigung der 
Kopfhaut der Probanden mit einer entfettenden Paste (Spezialanfertigung der 
Apotheke des Schwabinger Krankenhaus, München) und andererseits durch 
Auftragen einer abrasiven Elektrolytpaste (Abralyt 2000 chloridfrei; EASYCAP 
GmbH, Herrsching, Deutschland), die durch ihre elektrisch leitende Eigenschaft 
das Signal bestmöglich an die Elektroden überträgt, erzielt.  
                                            
21 Eine Empfehlung der deutschen Gesellschaft für klinische Neurophysiologie und funktionelle 
Bildgebung (DGKN) 



















Die Synchronisation des EEG mit dem MRT erfolgte über die Masterclock des 
MRT-Scanners (10 MHz). Zusätzlich wurden Triggerpulse (TTL Signale) des MRT-
Systems für die spätere Artefaktbereinigung aufgezeichnet. Dieses Signal wird 
exakt jedes Mal zu dem Zeitpunkt ausgesandt, an dem eine neue Schicht 
aufgenommen wird. Um zusätzlich auftretende Artefakte durch Vibration der 
Ableitdrähte zu vermeiden, wurden diese, wie auch das komplette EEG-System, 
mit Sandsäcken während den Messungen im MRT fixiert. Durch die Aufnahme 
des EEG innerhalb des Scanners ergeben sich besondere Artefaktquellen, die das 
EEG-Signal überlagern und eine spezielle Vorverarbeitung erfordern (Abbildung 
8). Erst nach der Artefaktbereinigung kann die eigentliche Analyse der Daten, die 
visuelle Schlafstadienklassifizierung nach Rechtschaffen und Kales (1968), 
erfolgen. Die einzelnen Schritte der Vorverarbeitung werden im folgenden Kapitel 
dargestellt. 
2.3.2.2 Präprozessierung 
Alle Schritte der EEG-Präprozessierung wurden mit der VisionAnalyzer-Software 
(Version 1.05, Brain Products, Gilching Germany) durchgeführt. Zunächst wurden 
die Daten von Gradienten und kardioballistischen Artefakten bereinigt. Gradienten-
basierte Artefakte entstehen durch die wechselnde Stärke und Polarität der 
angelegten elektromagnetischen Felder (Gutberlet, 2009). Im Gegensatz zu den 
individuell unterschiedlichen kardioballistischen Artefakten sind Gradienten 
induzierte Artefakte technische Artefakte, die zwischen den einzelnen Aufnahmen 
gleichartig sind. Kardioballistische Artefakte entstehen durch den Herzschlag des 
Probanden, den Pulsationen unterhalb der Elektroden bzw. durch veränderte 
Kapazität durch den variablen Blutfluss während eines Herzschlag-Intervalls. 
Abbildung 7: Schematische Darstellung der Elektrodenanordnung auf der EEG-
Kappe. FCz (Orange) ist die Referenzelektrode. Abbildung modifiziert nach 
http://www.easycap.de 




Abbildung 8: Mehrstufige Artefaktbereinigung der EEG Daten und Darstellung der 
dadurch erzielten Verbesserung der Datenqualität Schritt 1: Eliminierung der Scanner 
Artefakte, Schritt 2: Eliminierung der kardioballistischen Artefakte und Filterung der Daten. 
Dargestellt ist eine Auswahl an Elektroden. 
Zusätzliche Artefaktquellen sind Augen- und Muskelbewegungen sowie 
Atmungsartefakte. 
Bevor die Bereinigung der EEG-Daten von diesen Scanner-Artefakten mit der 
„Average Substraction“-Methode erfolgen kann, werden die Abschnitte markiert, in 
denen ein MRT-Artefakt vorliegt und der Datensatz eines Messtages jeweils in 
diese Unterabschnitte gegliedert. Daraus ergeben sich je drei Segmente für den 
ersten und dritten Messtag und zwei Segmente für den zweiten Messtag. Für 
jedes Segment werden mit der „Slice-to-Volume“-Funktion der BrainAnalyzer 
Software® die Zeitpunkte der Aufnahmen über die Schicht-Marker (je ein Marker 
pro Beginn der Einzelschicht-Aufnahme) zu einem gemeinsamen Marker 
zusammengefasst, der den Beginn der Aufnahme eines kompletten MR-Volumens 
markiert. Erst dann kann die eigentliche MRT-Artefaktkorrektur beginnen, wofür 
ein Mittelwert über je 10 Artefaktzeitpunkte berechnet wird. 
Anschließend werden die Daten von den kardioballistischen Artefakten durch 
eine Unabhängigkeitsanalyse (engl. Independent Component Analyse, ICA) 
bereinigt (Briselli et al., 2006; Czisch et al., 2009). Dazu werden zunächst über 
eine manuelle Sichtung der Datensätze jene EEG-Kanäle markiert, die 
fehlerbedingt kein physiologisches Signal aufweisen. Anschließend wird das EEG-
Signal der verbleibenden Elektroden durch eine ICA in seine einzelnen 
Signalkomponenten zerlegt. Vor der darauf folgenden Rücktransformation werden 
all jene Komponenten, die synchron mit dem EKG-Signal oder Augenbewegungen 
sind, ausgeschlossen. Nach der ICA werden abschließend die EEG-Daten 
Hochpass (0,5 Hz) und Tiefpass (30 Hz) gefiltert, sowie einem Notchfilter (50 Hz) 
unterzogen, um weitere Störfrequenzen zu eliminieren. Die Schritte der 
Vorverarbeitung bzw. die sichtbare Verbesserung der Datenqualität sind in 

















2.3.2.3 Vigilanz-Scoring durch visuelle Analyse 
Nach Bereinigung der EEG-Daten wurden zwei verschiedene Ansätze zur 
Vigilanzanalyse verwendet. Zunächst wurde in Anlehnung an Olbrich et al. eine 
halbautomatische Berechnung der Vigilanzstadien angestrebt (Olbrich et al., 
2009). Dazu wurde der Datensatz der Messtage in zwei Sekundenabschnitte 
segmentiert und eine schnelle Fourier-Transformation (FFT) über diese Segmente 
berechnet. Eine halbautomatische Berechnung der Vigilanz erfolgte anschließend 
anhand der Werte der Powerspektrum-Analyse (Olbrich et al., 2009). Diese 
Methode wurde verworfen, da sie primär entwickelt wurde, um einzelne Wach- 
und Schlafstadien genauer zu unterscheiden und sich für die vorliegende 
Notwendigkeit einer Einteilung in Wach oder Schlaf als nicht adäquat erwies. 
Deshalb wurde auf die gängige Methode der manuellen Klassifizierung nach 
Rechtschaffen und Kales (1968) zurückgegriffen. Dazu wurde eine 
Neureferenzierung der EEG-Kanäle auf das Mittelwertsignal der beiden 
Elektroden hinter dem Ohr (TP9 und TP10, ‚Pseudo-Mastoid-Referenz’; für die 
Position der Elektroden siehe Abbildung 7) durchgeführt. Der gesamte Datensatz 
wurde hierfür in 30 Sekunden lange Zeitfenster unterteilt und manuell klassifiziert, 
wobei jedem Zeitfenster ein Vigilanzwert (0 für wach, 1 bzw. 2 für das erste bzw. 
zweite Schlafstadium) zugeordnet wurde.  
Anschließend wurden, je nach Fragestellung, die verwendeten Datenabschnitte 
dahingehend untersucht, ob sich die Vigilanz der Probanden über die Zeit ändert 
bzw. ob es einen signifikanten Unterschied in der durchschnittlichen Vigilanz der 
Probanden zwischen den einzelnen Messtagen gab. Im Folgenden beziehen sich 
die Angaben zur Vigilanzermittelung immer auf die manuelle Klassifizierung nach 
der Rechtschaffen und Kales Methode (1968). 
2.3.3 fMRT 
2.3.3.1 Datenaufnahme 
Die anatomischen wie auch die funktionellen Daten wurden in einem 1,5 Tesla 
Scanner (Signa Excite, GE, Milwaukee, USA) unter Verwendung einer 8-Kanal 
Kopfspule aufgenommen. Die anatomischen Aufnahmen, die als Teil der 
klinischen Voruntersuchung aufgenommen wurden, wurden mit einem 
standardisierten Protokoll aufgenommen (128 Schichten mit 1,2 mm Schichtdicke 
und Abstand dazwischen; TR: 9,7 ms TE: 2,1 ms; 25 cm FOV). Die funktionellen 
Daten wurden mit einer Sequenz nach dem Echo-Planar Verfahren mit folgenden 
Einstellungen aufgenommen: Pro Volumen22 28 Schichten (4 mm Schichtdicke, 
0,5 mm Abstand zwischen den einzelnen Schichten, 80° Anregungswinkel, 64 x 
64 Matrix, 20 cm FOV), AC-PC Orientierung. Die Zeit zwischen den Aufnahmen 
zweier aufeinanderfolgender Volumen (repetition time (TR)) betrug 2000 ms, die 
                                            
22 Ein Volumen bezeichnet die Aufnahme eines Gehirnbildes, das in dieser Studie aus 28 
Einzelschichten bestand. 




Zeit zwischen einem Puls und dem Peak des Echosignals23(echo time (TE)) 
betrug 30 ms. Für jeden Proband wurden insgesamt 3600 Bilder aufgenommen, 
jeweils 1614 Bilder für Messtermin eins und drei, sowie 372 Bilder an Messtermin 
zwei. Daraus ergibt sich eine Gesamtmesszeit von ca. 54 Minuten für Messtermin 
eins und drei, sowie ca. 12 Minuten für Messtermin zwei. 
Die gleiche Lagerung der Probanden im Scanner zwischen den einzelnen 
Messterminen wurde mit Hilfe eines Laser-Rasters, der über den Augenwinkeln 
zur exakten Lokalisation positioniert wurde, gewährleisten. Der Kopf wurde 
zusätzlich zu den Schaumstoffeinsätzen in der Spule mit einem Softtape, das 
unter dem Kinn entlang geführt wurde, an der Spule fixiert. 
Zur Minimierung der Lärmbelästigung trugen die Probanden Ohrstöpsel und 
Kopfhörer. Bei allen drei Messtagen wurden die Probanden instruiert, sich im 
Scanner nicht zu bewegen, Arme und Beine nicht zu überkreuzen, die Augen 
geschlossen zu halten, an nichts Besonderes zu denken und dabei nicht 
einzuschlafen (Fox und Raichle, 2007). 
2.3.3.2 Präprozessierung 
Die Daten der fMRT-Aufnahme müssen wie die EEG-Daten vor den eigentlichen 
Analysen zur Hypothesentestung von Signalen nicht-neuronalen Ursprungs 
bereinigt werden. Seit einiger Zeit wird in der MR-Literatur intensiv diskutiert, dass 
unterschiedliche Präprozessierungen einen zum Teil erheblichen Einfluss auf die 
Aktivierungskarten des Gehirns haben können und damit die Ergebnisse der 
Studien beeinflussen.  
In Anlehnung an Weissenbacher et al. (2009) wurden daher zunächst 
verschiedene Möglichkeiten der Präprozessierung getestet und diejenige mit der 
geringsten Einflussname auf die Daten zur finalen Datenanalyse ausgewählt. Die 
verschiedenen Ansätze sowie die endgültige Methode werden nach dem Kapitel 
zu den Schritten der unspezifischen Präprozessierung dargestellt. 
2.3.3.3 Unspezifische Präprozessierung 
Die Schritte, die hier unter „unspezifische Präprozessierung“ (siehe Abbildung 9 
für eine graphische Darstellung) zusammengefasst werden, haben zum Ziel, alle 
Aufnahmen eines Probanden im Scanner aufeinander abzustimmen, sowie die 
Aufnahmen aller Probanden in einen standardisierten Raum zu übertragen. Dazu 
wurden Funktionen mit den Standardeinstellungen der SPM8 Software, FSL4.1 




                                            
23 Ein Echo im MRT Kontext bezeichnet die Energieemission der Atomkerne, wie sie nach 
Anregung durch einen hochfrequenten Puls während einer Aufnahme vorkommt, in Form von 
elektromagnetischer Resonanz.  
 





Bei der Slice-time-Korrektur wird der zeitliche Aufnahmefehler zwischen den 
einzelnen  Schichten korrigiert, da nicht alle Schichten innerhalb eines Volumens 
zur gleichen Zeit aufgenommen werden können. Die Daten der einzelnen 
Schichten eines Volumens wurden verschoben (engl. interleaved) aufgenommen, 
d. h. dass zuerst die Schichten mit ungerader Zahl aufgenommen und dann jene 
mit gerade Zahl aufgenommen wurden (Schichtfolge 1 3 5 7…27 2 4 6…28). 
Durch Interpolation der Daten in jedem Bildpunkt einer Schicht über die gesamte 
Messzeit kann die Bildpunktintensität zu einem vorab bestimmten Referenzwert 
bestimmt werden. Hierzu wurde die Aufnahmezeit der ersten Schicht gewählt. 
 
Realignment 
Bei diesem Schritt wird eine „rigid body transformation“ verwendet, um die 
einzelnen Aufnahmen innerhalb einer Messung aneinander anzugleichen. Diese 
Angleichung erfolgt über automatische Rotation und Verschiebung der einzelnen 
Volumen, die die Unterschiede zwischen den einzelnen Volumen zu einem 
Referenzvolumen minimiert (Hermans, 2002). Das Realignment wird dazu 
verwendet, Bewegungsartefakte der Probanden während der Messung zu 
korrigieren. In der vorliegenden Arbeit wurde dafür das Mittelwertbild als Referenz 
für alle anderen Bilder einer Messung verwendet. Datensätze mit mehr als 2 mm 




Die individuelle Gehirnanatomie des Menschen wird bei der räumlichen 
Normalisierung mit nicht-linearer Transformation auf ein Referenzgehirn in einen 
standardisierten Raum (MNI24) angepasst. Dies ermöglicht den Vergleich 
zwischen den Probanden einer Studie und ermöglicht des Weiteren einen 
Vergleich von Ergebnissen zwischen Studien aus verschiedenen Instituten. In der 
vorliegenden Arbeit wurde ein standardisiertes Referenzbild (EPI template) aus 
SPM8 zur Standardisierung der Bilder im MNI-Atlasraum mit einer Interpolation 
von 2x2x2 mm3 für die räumliche Normalisierung gewählt.  
 
Brain extraction 
In diesem Schritt werden mit einem automatischen Programm alle Bildpunkte aus 
den fMRT-Aufnahmen entfernt, die nicht als Gehirngewebe klassifiziert werden 
(FSL 4.1 Brain extraction tool (Smith, 2002)). Dieser Schritt ermöglicht eine 
präzisiere Datenanalyse, da Störsignal von Gewebe ausserhalb des Gehirns aus 
den Bildern eliminiert werden. 
                                            
24 Eine vom Montreal Neurological Institute entwickelte Gehirnschablone. Die derzeitige MNI-
Schablone (ICBM152) beruht auf dem Mittelwert von 152 normal gemessenen fMRT Bildern. 




Abbildung 9: Grafische Darstellung der wichtigsten Präprozessierungsschritte der 
fMRT-Daten. 
Zusätzlich wurden durch einen weiteren Präprozessierungsschritt unter 
Verwendung eines IDL-Skripts jene Regionen entfernt, die ein Signal-Rausch-
Verhältnis < 30 aufwiesen. Damit werden vor allem jene Störsignale, die durch 




Smoothing ist ein Glättungsverfahren, bei dem ein Mittelwert über eine bestimmte 
Gruppe von räumlich benachbarten Bildpunkten berechnet wird. Dies erfolgt 
normalerweise durch eine Filtermaske, wobei davon ausgegangen wird, dass 
innerhalb einer Region eine homogene Signalstärke vorliegt. In der vorliegenden 
Studie wurde ein sogenannte kantenerhaltender Filter (engl. „edge-perserving“) 
mit Hilfe des Programms SUSAN (Smith und Brady, 1997) angewandt Die 
Besonderheit dieses nicht linearen räumlichen Filters ist dabei, dass bei der 
Glättung alle Grenzflächen der Gehirnstrukturen erhalten bleiben. Dies erfolgt 
durch ein Glättungsverfahren, das nur innerhalb jener Bildpunkte stattfinden kann, 
die von der gleichen Gewebeart stammen, also ein ähnliches Signal haben. 
Signalsprünge an Gewebegrenzen (beispielsweise Liquor/Kortex-Übergänge) 
bleiben so erhalten. 
2.3.3.4 Methodenvergleich weiterer Präprozessierungsschritte 
Über die Notwendigkeit der oben beschriebenen unspezifischen Vorverarbeitungs-
schritte, die die Eliminierung der Bewegungsartefakte mit einschließt, herrscht 
weitgehend Einigkeit unter den bildgebenden Forschern (Cole et al., 2010). 




Zusätzliche Vorverarbeitungsschritte sind allerdings notwendig, um den bei einer 
Regression zwischen dem BOLD-Signal und der Zeitreihe der Interessenregion 
auftretenden Autokorrelationen im Gehirn, die bedingt durch unspezifische 
Signalschwankungen nicht-neuronalen Ursprungs zu artefaktbedingten Co-
Korrelationen führen können, Rechnung zu tragen.  
Über diese weiteren Vorverarbeitungsschritte zur Vorbereitung für funktionelle 
Konnektivitätsanalysen gibt es kontroverse Meinungen in der Fachliteratur (Cole et 
al., 2010; Weissenbacher et al., 2009). Es wurde gezeigt, dass die Eliminierung 
von lokalen Störsignalen, wie sie zum Beispiel von der weißen Substanz oder der 
Zerebrospinalflüssigkeit erzeugt werden, die Qualität der fMRT-Daten erheblich 
verbessern (Fox et al 2005). Hierzu wurden in den letzten Jahren verschiedene 
Möglichkeiten präsentiert und bezüglich ihrer Vor- und Nachteile für spätere 
Analysen diskutiert. Es können zum Beispiel binäre Masken der grauen Substanz 
mit verschiedenen Schwellen (d. h. unterschiedlich strenger Klassifizierung eines 
Bildpunktes als graue Substanz) verwendet werden, um die fortführenden 
Analysen auf diese Regionen einzuschränken. Alternativ können beispielsweise 
Zeitreihen der Gewebe, die Störsignale verursachen, als Kovariaten in das 
statistische Analysemodell eingeschlossen werden (Cole et al., 2010). Zu den 
lokalen Störsignalen zählen auch globale Signalschwankungen im Gehirn, die 
nicht neuronalen Ursprungs sind.  
Der Einschluß der globalen Signalschwankungen in das statistische 
Analysenmodel steht jedoch im Verdacht, fälschlicherweise negative 
Korrelationen, sogenannte antikorrelierte Netzwerke, in den Daten zu erzeugen 
bzw. deren Ausprägung zu verstärken (Murphy et al., 2009). Motiviert durch diese 
Diskussion wurden in der vorliegenden Arbeit zunächst verschiedene Methoden 
der Korrektur von Störsignalen nicht-neuronalen Ursprungs bezüglich ihrer 
Einflussnahme auf die fMRT-Daten getestet.  
Im Folgenden werden die drei am meisten angewandten Methoden der 
insgesamt sieben getesteten Modelle, die sich im Wesentlichen in der Anzahl und 
Generierungsart der in das statistische Modell einzuschließenden Kovariaten 
unterscheiden, aufgeführt und deren unterschiedlicher Einfluss auf die Daten 
graphisch verdeutlicht (siehe Abbildung 10).  
Um den Effekt der jeweilig verwendeten Methode zu untersuchen, wurden 
positive und negative Autokorrelationskarten für einen einzelnen Seed25 im 
posterioren Gyrus cinguli berechnet. Diese Region wurde gewählt, da es hierfür 
bereits viele publizierte Ergebnisse zu korrelierten und antikorrelierten Netzwerken 
gibt (zum Beispiel (Uddin et al., 2009)), die das Maß der Einflussnahme durch die 
Verarbeitungsweise vergleichbar machen. Im Anschluss an die Beschreibung der 
unterschiedlichen Modelle wird der für diese Arbeit final gewählte Ansatz zur 
Eliminierung der nicht-neuronalen Störsignale im Gehirn beschrieben.  
                                            
25 Seed bezeichnet die Ursprungsregion, deren funktionelles Netzwerk analysiert werden soll.  




Für Modell A wurden, zusätzlich zu den gängigen sechs Bewegungsregres-
soren und deren erster zeitlicher Ableitung, Mittelwerte der Signalschwankungen 
von der weißen Substanz und von der ventrikulären Zerebrospinalflüssigkeit in das 
statistische Modell eingefügt (Rombouts et al., 2003). Die entsprechenden Masken 
wurden aus den für jeden Probanden aufgenommenen anatomischen T1 
gewichteten Bildern generiert. Dabei wurde die Wahrscheinlichkeitskarte der 
Zerebrospinalflüssigkeit, die über den Schritt der „unified segmentation“ in SPM  
erzeugt wurde, mit einer Atlas basierten Maske der Ventrikel multipliziert, um den 
Beitrag von Bereichen außerhalb der Zerebrospinalflüssigkeit zu minimieren.  
Das Modell B enthält dieselben Regressoren wie Modell A, wobei hier noch ein 
zusätzlicher Regressor, nämlich der Mittelwert der globalen Signalschwankung, in 
die Analysen eingeschlossen wurde (Weissenbacher et al., 2009).  
Im Modell C wurde die CompCorr-Methode (Behzadi et al., 2007) verwendet. 
Diese Methode beinhaltet eine Hauptkomponentenanalyse26 (engl. principle 
component analysis, PCA) für die Signale der weißen Substanz sowie der 
Zerebrospinalflüssigkeit. Zur Maskengenerierung der beiden Kompartimente 
wurden Bilder der Ruhenetzwerkmessung im nativen Raum verwendet. In der 
daran anschließenden Hauptkomponentenanalyse wurde für beide Masken (weiße 
Substanz und Zerebrospinalflüssigkeit) die drei ersten Hauptkomponenten 
extrahiert und als Kovariaten in das statistische Modell gespeichert. Die CompCorr 
Methode ermöglicht eine genauere Identifizierung der nicht-neuronalen 
Störsignale, da nicht das Signal einer Gewebeart über das gesamte Gehirn 
gemittelt wird, sondern die natürlich auftretende Varianz der Fluktuationen in 
verschiedenen Regionen der Analysemaske berücksichtigt wird. Eine Limitation 
der für die in die weitere Verarbeitung eingeschlossene Anzahl der Komponenten 
ergibt sich aus dem Verlust der statistischen Aussagekraft mit steigender Anzahl 
der Kovariaten. Deshalb wurden, zusätzlich zu den Bewegungsregressoren 
einschließlich deren ersten zeitlichen Ableitung, jeweils die ersten drei 
Hauptkomponenten als Kovariaten für das statistische Modell der Analyse 
verwendet.  
Die aus dem Vergleich der Modelle resultierenden Karten sind in Abbildung 10 
dargestellt. Sie unterscheiden sich im Wesentlichen in der Stärke der 
antikorrelierten Netzwerke und der Stärke der entsprechenden T-Werte. Modell A 
und B führten zu einer stärkeren Verschiebung der Korrelationswerte zu 
negativeren Werten und entsprechend ausgeprägten Antikorrelationen (Kiem et al. 
im Review). Da Modell A und B offensichtlich artifizielle Antikorrelationen vor allem 
im Bereich der weißen Substanz generierten, wurde Modell C zur Bereinigung der 
fMRT von physiologischen Störsignalen verwendet. Alle weiterführenden Analysen 
basieren also auf der Präprozessierung nach Modell C. 
                                            
26 In einer Hauptkomponentenanalyse wird ein Signal in verschiedene Komponenten zerlegt. Dabei 
erfolgt die Zerlegung so, dass die erste Komponente die meisten Signalschwankungen erklärt und 
alle darauf folgenden Komponenten, die orthogonal zur vorherigen Komponente sind, eine größt-
mögliche Varianz aufweisen. 




Abbildung 10: Positive (rot) und negative (blau) Korrelationskarten für einen PCC-
Seed. Positiv korreliert mit dem PCC zeigt sich das Default Mode Network. In der Grafik 
dargestellt sind Karten, die auf 40 Ruhenetzwerkmessungen basieren, die mit einer FWE-
Schwelle pvoxel-FWE<0,0001 für die positiven und pvoxe-unkorr.<0,001 für die negativen 
Korrelationen erstellt wurden. Die Karten werden über einen T1- Hintergrund basierend auf 
den anatomischen Daten der Studienpopulation gezeigt. Zu jeder Korrelationskarte wird das 
dazugehörige Histogramm der normalisierten Beta Koeffizienten gezeigt. 
 
2.3.3.5 Analysemethoden 
Das Ziel der weiterführenden Analysen war, eine Beziehung zwischen der Aktivität 
der Ruhenetzwerke des Gehirns und (a) dem Dex/CRH-Test und (b) der 
Modulation durch Placebo- versus Kortisolintervention bzw. der Suppression von 
Kortisol durch Dexamethason herzustellen. Dazu wurden je Fragestellung 
verschiedene Analyseansätze angewandt, die im Folgenden kurz vorgestellt 
werden. Im daran anschließenden Kapitel 4 werden die Analysen dann den 
Fragestellungen zugeordnet und im Detail aufgeführt. 
2.3.3.6 Analyse von seedbasierten Ruhenetzwerken  
Diese Analyseform geht zurück auf Biswal et al. (1995), der unter Verwendung der 
seedbasierten Analyse spontane BOLD-Fluktuationen im motorischem Kortex 
nachweisen konnte. Greicius et al (2003) verwendeten zum ersten Mal die 
seedbasierte Methode, um das Default Mode Netzwerk (ein robustes 
Ruhenetzwerk) zu analysieren. 
Vor der Analyse werden Seeds festgelegt, basierend auf in der Literatur 
publizierten Koordinaten oder unter Verwendung von normalisierten Atlanten (wie 
zum Beispiel dem unter anderen für die vorliegende Studie verwendeten AAL 
(Tzourio-Mazoyer et al., 2002). Aus diesen Seedregionen werden Signale über die 




Zeit (sogenannte Zeitreihen) extrahiert und Kreuz-Korrelationskoeffizienten mit 
den Zeitreihen aller Voxel im Gehirn oder beschränkt auf die Voxel eines 
bestimmten Netzwerkes berechnet. Über die Kreuzkorrelationskoeffizienten 
können anschließend funktionelle Konnektivitätskarten dieser Seedregion erstellt 
werden (Weissenbacher et al., 2009). Diese Karten geben Hinweise auf 
funktionelle Verknüpfung - positive wie negative - im Gehirn. Die zeitliche 
Korrelation zeigt dabei synchrone Fluktuationen von den jeweiligen 
Gehirnregionen an. Kreuzkorrelationen können somit die funktionelle 
“Kommunikation” zwischen den Arealen anzeigen (Margulies et al., 2010).  
Die Stärke der Methode liegt in der relativ einfachen Interpretierbarkeit der 
Ergebnisse über die entstehenden Konnektivitätskarten, die das funktionelle 
Netzwerk der Region angeben bzw. dessen Änderung unter den jeweiligen 
experimentellen Bedingungen (Cole et al., 2010) darstellbar machen. Eine 
Einschränkung entsteht durch die vorab festgelegten Seedregionen, wodurch sich 
eine starke Abhängigkeit der Studienergebnisse durch die spezifische 
experimentelle Hypothese ergibt (Damoiseaux und Greicius, 2009). Des Weiteren 
muss berücksichtigt werden, dass es ebenso viele Netzwerke wie Seedregionen 
gibt. Wird daher ein einzelnes Netzwerk isoliert untersucht und interpretiert, 
werden zur gleichen Zeit alle anderen Netzwerke und deren möglicher Einfluss 
aufeinander und untereinander vernachlässigt (Damoiseaux und Greicius, 2009). 
Schließlich können einzelne Seedregionen auch Teil mehrerer unterschiedlicher 
funktioneller Netzwerke sein.  
2.3.3.7 Voxelbasierte Analysen  
Ein anderer Auswerteansatz der Ruhenetzwerkdaten sind datengetriebene 
Methoden, die im Gegensatz zu seedbasierten Methoden keiner Vorauswahl von 
Regionen oder Atlanten unterliegen. Neben der unabhängigen 
Komponentenanalysen (ICA) und graphentheoretischen Ansätzen wurde die 
Methode der funktionellen Konnektivitätsdichtemessung (engl. “functional 
connectivity density mapping”, FCDM (Tomasi und Volkow, 2010a)) entwickelt. 
Allen datenbasierten Methoden gemein ist, dass es keine Einschränkung 
bezüglich der vorab zu bestimmenden Analyseregion gibt (Margulies et al., 2010). 
An dieser Stelle wird nur auf die Konnektivitätsdichtemessung (FCDM) im 
Speziellen eingegangen, da sie für die vorliegende Arbeit verwendet wurde.  
Diese Methode erlaubt eine Kartierung derjenigen Regionen, die eine hohe 
Dichte an funktionellen Konnektivitäten aufweisen. Als Konnektivitätsdichte kann 
die durchschnittliche Konnektivität eines Voxels verstanden werden, die dieses 
Voxel mit allen anderen Voxeln im Gehirn unterhält. Hierfür wird zunächst eine 
Korrelationsmatrix der Größe N × N berechnet (N: Anzahl der Voxel der grauen 
Substanz). Pro Voxel kann daraus anschließend die durchschnittliche 
Konnektivität berechnet werden. Alternativ kann auch eine Zahl der 
Konnektivitäten über einen bestimmten z´-Wert bestimmt werden, beispielsweise 
alle Voxel mit z´>0,3 zum Zielvoxel (Tomasi und Volkow, 2010b). Daraus ergeben 




sich Karten, die die Dichte der funktionellen Konnektivität über das Gehirn 
Abbilden (van den Heuvel et al., 2008). 
2.3.4 Dex/CRH-Test 
 
Der Dex/CRH-Test wurde nach dem am Max-Planck-Institut für Psychiatrie 
standardisierten Verfahren durchgeführt (Heuser et al., 1994a; Ising et al., 2007). 
Der Testaufbau ist schematisch in Abbildung 11, der Ablauf in der Abbildung zum 













Am Vortag der Untersuchung nehmen die Probanden um 23 Uhr 1,5 mg 
Dexamethason (Jenapharm®, mibe GmbH, Brehna) in Eigenregie oral als 
Testvorbereitung ein. Am darauffolgenden Tag werden die Probanden nach einer 
kurzen Aufklärung über den Experimentablauf angewiesen, sich in ein Bett zu 
legen und zur Ruhe zu kommen, ohne dabei einzuschlafen. Es wird anschließend 
ein intravenöser Zugang gelegt und mit einer durch einen Infusomaten 
kontinuierlich verabreichten Kochsalzlösung (0,9%) offen gehalten. Die 
Blutentnahmen (jeweils 5 ml), die im Verlauf des Dex/CRH-Tests entnommen und 
in vorbereitete EDTA/Aprotinin Röhrchen transferiert werden, erfolgen ebenso wie 
die Injektion über diesen Zugang.  
Die erste Blutentnahme erfolgt um 15:00 Uhr, kurz vor der CRH Injektion um 
15:02 Uhr. Mit dieser ersten Blutprobe werden die durch Dexamethason 
supprimierten Konzentrationen des ACTH- und Cortisol-Plasmagehalts gemessen. 
Indirekt wird also mit dieser Blutprobe die Einnahme des Dexamethasons am 
Vortag überprüft, da bei Gesunden eine vollständige Suppression erwartet werden 
kann. Nach der Bolusinjektion von 100 µg CRH (Ferring®, Kiel, Deutschland) 
gelöst in 1 ml NaCl (0,9%) und dem Protokollieren der möglichen auftretenden 
Nebenwirkungen, folgen weitere vier Blutentnahmen, die ab 15:30 Uhr im Abstand 
Abbildung 11: Schematische Darstellung des Dex/CRH Testaufbaus (modifiziert 
nach J. Huber 2009 nicht publizierte technische Dokumentation des Dex/CRH Tests) 




von 15 Minuten durchgeführt werden, um die Ausschüttung von ACTH und 
Kortisol über die Zeit zu kontrollieren. Alle Blutproben werden nach Entnahme 
sofort bei 4 °C zentrifugiert (4000 U/min für 7 Min uten). Anschließend wird vom 
Serumüberstand ca. 1500 µl manuell entnommen und bis zu den Labor-
untersuchungen bei -20° C eingefroren.  
2.3.4.2 Datenauswertung 
Die Datenauswertung wurde im chemischen Labor des Max-Planck-Instituts für 
Psychiatrie durchgeführt. Die Messungen der Plasmakonzentrationen von ACTH 
und Kortisol erfolgten über Radioimmunoassay-Kits (DRG Instruments GmbH, 
Marburg, Germany). Die damit ermittelten Plasmakonzentrationen der beiden 
Hormone stellen die individuelle Antwort der Probanden auf die CRH-Stimulation 
dar. Zur weiteren Analyse wurde die Area-under-the-curve [AUC]27 für ACTH 
(ACTHAUC) und Kortisol (KortisolAUC) zwischen erster und letzter Blutentnahme mit 
folgender Formel berechnet (cort bezeichnet die Blutabnahme, d. h. cort1 steht für 
die erste Blutabnahme während des Dex/CRH-Tests (siehe Abbildung 4 für 
Zeitpunkte der Abnahmen): 
2.3.5 Endokrinologische Zusatztestung 
 
Die endokrinologische Zusatztestung wurde exemplarisch an vier zufällig 
ausgewählten Probanden an einem zusätzlichen Messtag durchgeführt. Die 
Messung fand mit dem gleichen Experimentaufbau, wie für den Dex/CRH-Test 
abgebildet, statt. Die Probanden wurden diesmal ab 15:15 Uhr im Probandenraum 
aufgefordert, auf dem Rücken liegend zur Ruhe zu kommen. Anschließend wurde 
ein venöser Zugang gelegt. Die ersten beiden Blutentnahmen erfolgten um 15:48 
und 15:58 Uhr, um die basale ACTH- und Kortisol-Konzentration der Probanden, 
kurz vor der Bolus-Kortisol-Injektion (20 mg gelöst in 5 ml NaCl 0,9%) um 16:00 
Uhr zu bestimmen. Im Abstand von zunächst fünf Minuten wurden danach fünf 
weitere Blutentnahmen durchgeführt. Anschließend folgten vier weiter 
Blutentnahmen mit einem zeitlichen Abstand von jeweils zehn Minuten. Die letzte 
Blutentnahme erfolgt um 17:02 Uhr, womit der Untersuchungszeitrahmen der 
kombinierten EEG/fMRT-Messungen am Tag 1 und 3 abgedeckt war. Zeitgleich zu 
jeder Blutentnahme wurden Puls, Atemfrequenz und Blutdruck bestimmt, um 
einen möglichen Einfluss der Kortisolinjektion auf diese Parameter zu 
untersuchen.  
                                            
27 Area-under-the-curve (AUC) wird die Fläche unter der Konzentrations-Zeit-Kurve eines Stoffes 
im Blut genannt. AUC ist damit ein Maß für die Bioverfügbarkeit eines Stoffes (Forth et al., 2009). 






Während der Voruntersuchung wurden vier Fragebögen zum Ausschluss von akut 
vorliegenden psychiatrischen Auffälligkeiten bzw. zur Bestimmung von 
Persönlichkeitsmerkmalen erhoben. Des Weiteren wurden die Ergebnisse im 
Rahmen der Datenanalyse der endokrinologischen Testung mit den dort 
ermittelten ACTH- und Kortisolwerten der einzelnen Probanden korreliert, um 
einen möglichen Einfluss zu untersuchen. 
Das Beck-Depressions-Inventar (BDI) wurde zum Ausschluss einer aktuellen 
depressiven Stimmunglage erhoben (Beck und Steer, 1984). Der BDI besteht aus 
21 Aussagen, die typisch depressive Symptome beschreiben. Die Skalierung ist in 
jeweils vier zunehmenden Beeinträchtigungen eingeteilt. Die Probanden wählen 
aus diesen vier Antwortmöglichkeiten diejenige, die bezogen auf die letzten 
Wochen am besten ihrem derzeitigen Zustand entspricht (Hautzinger et al., 1995). 
Das Spielbergers State-Trait-Anxiety-Inventar (STAI, 1970) erlaubt die Messung 
von aktueller und habitueller Angst (Spielberger et al., 1970). Die beiden 
Fragebögen bestehen aus jeweils 20 Fragen. Der State-Fragebogen enthält 
Fragen zur aktuellen Ängstlichkeit, wobei 10 Fragen in Richtung Angst formuliert 
sind, die anderen 10 Fragen stehen für Angstfreiheit, die der Proband mit einer 
vierstufigen Intensitätsskala beantworten soll. Der Trait-Fragebogen enthält 
Fragen zur allgemeinen Ängstlichkeit, die der Proband wiederum mit einer 
vierstufigen Häufigkeitsskala beantwortet (Laux et al., 1981).  
Das Eysencks-Persönlichkeits-Inventar (Eysenck und Eysenck, 1975) wurde in 
gekürzter Form (EPQ-RK) erhoben, um Persönlichkeitsmerkmale der Probanden 
(im Wesentlich die beiden Hauptdimensionen der Persönlichkeit nach Eysenck: 
Extraversion und Neurotizismus) zu testen. In den insgesamt 50 Fragen zur 
Persönlichkeit sind auch Fragen beinhaltet, die eine Lügenskala darstellen. Die 
Fragen werden jeweils mit Ja oder Nein beantwortet. 
In der Big Five Skala (Borkenau und Ostendorf, 2008) werden in Erweiterung 
zum Eysencks-Persönlichkeits-Inventar fünf Persönlichkeitsmerkmale postuliert. 
Zusätzlich zur Extraversion und zum Neurotizismus kommen noch Offenheit für 
Erfahrungen, Verträglichkeit und Gewissenhaftigkeit hinzu. In diesem Test gibt es 
44 Feststellungen, die mit einer fünfstufigen Intensitätsskala beantwortet werden.  
2.4 Analysen  
In diesem Kapitel wird beschrieben, welche Analysen für die Beantwortung der 
jeweiligen Studienfrage benutzt wurden. Des Weiteren werden die schrittweise 








Abbildung 12: Für Fragestellung I relevante Abschnitte des Studiendesigns. Oben: 
Kombinierte EEG/fMRT Ruhenetzwerk-Messung und Dexamethasoneinnahme am Abend. 
Unten: Dex/CRH Test. Verwendet wurden die Kortisol und ACTH Ergebnisse (als AUC) im 
zeitlichen Verlauf nach CRH Stimulation. 
2.4.1 Fragestellung I  
Sagt die Aktivität der Ruhenetzwerke des Gehirns das Ergebnis des Dex/CRH-
Tests, als sensitiver endokrinologischer „Stresstest“, vorher? 
 
 
Folgende Analysen wurden zur Beantwortung dieser Frage durchgeführt: 
2.4.1.1 Vigilanz Überprüfung  
Die EEG-Daten für die Zeitabschnitte (siehe Abbildung 12) der Messtermine 1 und 
3 wurden auf Vigilanzschwankungen innerhalb eines Zeitfensters und auf 
signifikante Unterschiede der Vigilanz zwischen den Zeitfenstern der beiden 
Messtermine untersucht. Dazu wurde die Zeit in Sekunden berechnet, die die 
Probanden während der analysierten 6 Minuten Zeitfenster wach waren. Der 
Mittelwert über alle 20 Probanden der beiden Messtermine wurde anschließend 
mit einem T-Test für abhängige Stichproben auf signifikante Unterschiede 
getestet. 
 




2.4.1.2 Generierung der seedbasierten Ruhenetzwerke  
Eine seedbasierte funktionelle Korrelationsanalyse wurde für die in Abbildung 12 
markierten 6-Minuten-Zeitfenster (vor der jeweiligen Intervention) der Messtermine 
1 und 3 durchgeführt. Die Zeitspanne des analysierten Fensters beruht dabei auf 
der üblichen Zeitspanne einer Ruhenetzwerkmessung. 
Dazu wurden aus den wie zuvor beschrieben präprozessierten fMRT-Daten 
zunächst die Zeitreihen von insgesamt 15 Seedregionen extrahiert (Übersicht der 
Seeds siehe Abbildung 13). Die Zeitreihen wurden dabei als Mittelwertsignal über 
alle Voxel innerhalb der jeweiligen Seed-Region berechnet und unter Verwendung 
eines in IDL geschrieben Skripts pro Proband und Zeitfenster extrahiert.  
Die meisten der 15 folgenden Regionen waren zuvor in der Literatur in 
Zusammenhang mit der kortikalen Stressregulation gebracht worden und aus 
diesem Grund in die Analyse eingeflossen (siehe dazu Einleitung): der 
Hippokampus ohne Area entorhinalis, die Amygdala, vier Subregionen des 
anterioren Gyrus cinguli, sowie der mediale präfrontale Kortex. Für die genannten 
Regionen wurden jeweils die linke und rechte Hemisphäre getrennt berücksichtigt. 
Als Kontrollregion, für die keine besondere Rolle in der kortikalen Stressregulation 
hypothetisiert wurde, diente ein Seed im posterioren Gyrus cinguli. Die 
Kontrollregion wurde mitanalysiert um auszuschließen, dass mögliche Ergebnisse 
und Zusammenhänge auf eine generelle Fluktuationsschwankung im Gehirn über 
die Zeit basieren (Kiem et al. im Review). Bei Definition der Seed-Regionen in den 
fMRT-Daten wurden unterschiedliche Masken verwendet. Die Hippokampus und 
Amygdala Seeds wurden unter Verwendung von zytoarchitektonischen 
Wahrscheinlichkeitskarten (Amunts et al., 2005) und der „maximal probability 
map“-Technik von Eickhoff (2005) erstellt. Als Vorlage für die vier Subregionen 
des ACC diente die AAL Methode von Tzouri-Mazoyer et al. (2002) unter 
Verwendung der von Frodel et al. (2008a) präsentierten Orientierungspunkten für 
ACC Untergruppen Einteilungen. Zur Definition des mPFC-Areals wurde wiederum 
die AAL Toolbox verwendet. Die Kontrollregion im Gyrus cinguli posterior wurde 
anhand von einer arbeitsgruppeninternen binären Maske (Andrade et al., 2011; 
Sämann et al., 2011), die auf einem unabhängigen Probandenpool basiert, 
definiert.  
Für jede dieser Seedregionen wurde die Zeitreihe der Ruhedaten von 
Messtermin 1 und 3 pro Proband extrahiert. Während der FIRST LEVEL Analysen 
wurden durch Korrelation mit allen Voxeln im Gehirn, Autokorrelationskarten für 
die jeweilige Seedregion produziert (siehe Abbildung 19 im Ergebnisteil), wobei 
die Karten der normalisierten Betakoeffizienten der beiden Messtermine pro 
Proband gemittelt wurden, um eine für den Probanden möglichst repräsentatives 
Netzwerk zu erhalten. Dies führte zu einer möglichst stabilen Darstellung, ohne 
tagesabhängige Fluktuationsdifferenzen, der individuellen seedbasierten Ruhe-
netzwerke. 





Abbildung 13: Seedregionen die für die Analyse der seedbasierten Netzwerke und 
der Analysen der Interseed-Konnektivität verwendet wurden (nur die linksseitigen 
sind gezeigt). 
 
2.4.1.3 Korrelation der funktionellen Konnektivität mit dem Ergebnis des Dex/CRH-
Tests 
Um zu untersuchen, ob die inter-individuellen Unterschiede der funktionellen 
Konnektivität prädiktive Aussagen zur neuroendokrinologischen Antwort des 
Organismus erlauben, wurden in den Gruppenanalysen (SECOND LEVEL Analysen) 
die im FIRST LEVEL (Analysen je Proband) entstandenen individuellen 
seedbasierten Netzwerkkarten mit den KortisolAUC- und ACTHAUC- Werten aus 
dem Dex/CRH-Test als Regressor und der gemittelten Seed-spezifischen 
Konnektivitätskarte als abhängige Variable gruppenübergreifend korreliert. Die 
resultierenden Ergebniscluster wurden mit einer Schwelle von pvoxel < 0,005 und 
„family wise error“ (FWE) korrigiertem Cluster p-Wert (pcluster.FWE signifikant ab 
0,05) unter zusätzlicher Berücksichtigung der „nonstationary smoothness“ 
(Hayasaka et al., 2004) berechnet. Dabei wurde das zu analysierende Areal auf 
die zuvor berechneten normativen Netzwerke (siehe Abbildung 19) der 




2.4.1.4 Kreuzkorrelation der funktionellen Konnektivität zwischen den Seedregionen 
mit dem Ergebnis des Dex/CRH-Tests 
 
Um das Vorhersagepotential der seedbasierten Netzwerke von jenen Effekten zu 
trennen, die sich durch Konnektivitäten zwischen den Seedregionen ergeben 
(interseed connectivity), wurden zusätzliche Kreuzkorrelationen zwischen den 
einzelnen Seedzeitreihen berechnet. Dazu wurde zunächst der 
Pearsonkorrelationskoeffizient zwischen den 15 Seedzeitreihen eines Probanden 
für die beiden Messtermine getrennt gebildet. Anschließend wurde für jeden 




Koeffizienten eine Fishers z’ Transformation28 durchgeführt und aus beiden z-
Werten der Messtermine der Durchschnittswert pro Proband berechnet. Die 
daraus resultierenden Kreuzkorrelationsmatrizen wurden probandenübergreifend 
auf ihre Wechselbeziehung mit den KortisolAUC und ACTHAUC-Werten getestet. 
Eine multiple Testkorrektur mit der „approximierte false discovery rate“, kurz 
AFDR-Methode (korrigierter Alpha-Wert für 15 Seedregionen ~ 0,0048) wurde 
durchgeführt.  
Für die nominal signifikanten Ergebnisse der Amygdala und des Hippokampus 
wurden zusätzliche Kreuzkorrelationen der Zeitreihen der jeweiligen Subregionen 
gerechnet. Das waren für den Hippokampus die Zeitreihen des Subiculum, des 
Cornu ammonis und des Gyrus dentatus sowie für die Amygdala die Zeitreihen 
aus der vorderen Amygdala (superficialis), der medialen Amygdala (centro 
medialis) und der basolateralen Amygdala (basolateralis). Die Definition der 
Subregionen erfolgte wiederum unter Verwendung der zytoarchitektonischen 
Wahrscheinlichkeitskarten (Amunts et al., 2005) und der „maximal probabilty 
map“-Funktion der Anatomy-Toolbox in SPM8 (Eickhoff et al., 2005). Die Anzahl 
der Seedregionen erhöhte sich hierbei auf 23, was eine Anpassung der Schwelle 
für multiple Testung nach AFDR-Methode auf ~ 0,0041 beinhaltete. 
                                            
28 Die Stichprobenverteilung von Pearsons Korrelationskoeffizient r folgt nicht der 
Normalverteilung. Die Fisher-z-Transformation wandelt Pearsons r in eine normal verteilte Variable 
z' um (2012a). 




2.4.2 Fragestellung II 
Kartierung und Quantifizierung der funktionellen Konnektivitätsänderungen der 
Ruhenetzwerke unter placebokontrolliertem Kortisoleinfluss sowie durch 
experimentelle Modulation des Kortisolmilieus. Hierbei sollen sowohl Effekte einer 
intravenösen Kortisol-Applikation, als auch die Effekte durch Dexamethason 
induzierte Kortisolsuppression untersucht werden. 
 
Folgende Analysen wurden für die Untersuchung der Änderungen der 
Konnektivität durchgeführt: 
2.4.2.1 Vigilanzquantifizierung 
Die EEG-Daten für die relevanten Zeitabschnitte (siehe Abbildung 14) wurden auf 
Vigilanzschwankungen innerhalb einer Bedingung und auf signifikante 
Unterschiede zwischen den Zeitfenstern der Messtermine untersucht. Dazu wurde 
die Zeit in Sekunden berechnet, die die Probanden während der jeweiligen 
analysierten 6 Minuten Zeitfenster wach waren. Um die Normalverteilung der 
Werte zu prüfen wurde zunächst der Shapiro-Wilk-Test durchgeführt. 
Abbildung 14: Für Fragestellung II relevante Abschnitte des Studiendesigns. Oben: 
Kombinierte EEG/fMRT Ruhenetzwerk-Messung mit Interventionen (Kortisol oder Placebo
Injektion). Unten: Kombinierte EEG/fMRT Ruhenetzwerk-Messung nach Dexamethason-
einnahme. Insgesamt wurden 7 6-Minuten-Zeitfenster analysiert: Jeweils (für die Kortisol 
und Placebo Intervention) eines vor der Intervention (PRE), eines gleich nach der 
Intervention (EARLY) und ein Zeitfenster 30 Minuten nach der Intervention (LATE), sowie 
eine 6-Minuten-Messung am Tag nach Dexamethasoneinnahme (DEX)  




Anschließend wurden die Mittelwerte der Probanden pro Messzeitpunkt mit 
einem nicht-parametrischen Test (Wilcoxon-Test) für abhängige Stichproben 
paarweise gegeneinander auf signifikante Unterschiede hin getestet. Daran 
anschließend wurden, wiederum mit einem Wilcoxon-Test, die Mittelwerte der 
Zeitfenster des gesamten Probandenpools pro Messzeitpunkt der akuten 
Interventionen (Placebo und Kortisol) unter Berücksichtigung deren 
Standartabweichung verglichen. 
Der Einfluss der Vigilanz auf die Ergebnisse der seedbasierten Analysen (siehe 
Punkt 2.4.2.2) wurde exemplarisch für den rechten mPFC untersucht. Dazu wurde 
zum einen der Effekt der in der Analyse verwendeten Kovariate (EEG-Regressor) 
selbst auf die funktionelle Konnektivität, für alle drei Zeitpunkte (PRE, EARLY und 
LATE), ermittelt. Zum anderen wurde die Größe des Einflusses untersucht, indem 
die Analysen für die Beispielregion, der rechte mPFC, einmal mit und einmal ohne 
Einschluss des Vigilanzregressors durchgeführt wurden. 
2.4.2.2 Analysen zu seedbasierten Netzwerken 
Für die seedbasierte Analyse der unterschiedlichen pharmakologischen Effekte 
wurde für die in Abbildung 14 markierten 6-Minuten-Zeitfenster die Zeitreihen für 
die unter Punkt 4.1.2 beschriebenen Seedregionen extrahiert. Zusätzlich zu 
diesen 15 Seedregionen kamen noch die drei Subregionen des Hippokampus 
(Cornu Ammonis, Subiculum und Gyrus dentatus) für die linke und rechte 
Hemisphere dazu. Die Gesamtzahl der Seeds erhöht sich für den zweiten Teil der 
Untersuchung auf insgesamt 21 Seedregionen. Die Zeitreihen der Seedregionen 
wurden dabei, wiederum als Mittelwertssignal über alle Voxel, innerhalb der 
jeweiligen Seed-Region berechnet und unter Verwendung eines in IDL 
geschrieben Skripts pro Proband und Zeitfenster extrahiert.  
Die Selektion der Zeitfenster basierte dabei auf zuvor veröffentlichte Ergebnisse 
zum zeitlichen Verlauf der zu erwartenden Effekte einer Kortisolinjektion. Das 
EARLY Zeitfenster unmittelbar nach der Kortisolinjektion beruht auf dem Ergebnis, 
dass nicht-genomische Effekte sowohl in Tiermodellen als auch Humanstudien 
innerhalb von Sekunden und Minuten nach Glucocorticoidgabe auftreten (Ferris 
und Stolberg, 2010; Groeneweg et al., 2011; Makara und Haller, 2001). Für das 
LATE Zeitfenster wurde der Bericht der bis dahin einzigen veröffentlichten fMRT-
Studie (Lovallo et al., 2010) über zentrale Effekte einer einmaligen Cortisolgabe 
nach 30 Minuten als Grundlage genommen. Das PRE Zeitfenster vor der jeweiligen 
Intervention wurde als Referenz zu den Manipulationen des Kortisolmilieus und für 
den zeitlichen Verlauf analysiert. Zusätzlich wurde ein Zeitfenster des dazu 
unabhängigen zweiten Messtermins unter Dexamethasoneinnahme (DEX) in die 
Analysen eingeschlossen.  
Während der FIRST LEVEL Analysen wurden im Anschluss an die 
Zeitreihenextraktion, durch Korrelation mit allen Voxeln im Gehirn, 
Autokorrelationskarten für den jeweiligen Seed pro Intervention und Zeitfenster 
gebildet. Anschließend wurden in den SECOND LEVEL Analysen (Gruppenanalysen) 




zum einen die Änderungen der funktionellen Konnektivität in Abhängigkeit des 
Kortisolmilieus untersucht. Dafür wurde eine einfaktorielle ANOVA unter 
Berücksichtigung der Vigilanz (EEG-Regressor aus den ermittelten Vigilanzwerten 
pro Zeitpunkt) verwendet. Zum anderen wurde der Interventionseffekt von Kortisol 
im Vergleich zu Placebo auf die funktionelle Konnektivität mit der Zeit mit einer 
zweifaktoriell ANOVA mit wiederholten Messungen (Faktor Intervention, 2 Stufen; 
Faktor Zeit, 3 Stufen) untersucht.  
Für beide Ansätze wurde eine Cluster basierte multiple Testkorrektur mit 
korrigiertem Cluster p-Wert (pcluster.FWE signifikant ab 0,05), unter zusätzlicher 
Berücksichtigung der „nonstationary smoothness“ (Hayasaka et al., 2004) 
angewandt. Dabei wurde das zu analysierende Areal auf die zuvor berechneten 
und in Abschnitt 2.4.1.2 vorgestellten normativen Netzwerke der entsprechenden 
Seedregionen begrenzt. 
2.4.2.3 Kreuzkorrelationsanalysen für Seedregionen 
Um den Effekt der Kortisol/Placebo-Intervention der seedbasierten Netzwerke von 
jenen Effekten zu trennen, die sich durch Konnektivitäten zwischen den 
Seedregionen ergeben (Interseed-Konnektivität), wurden Kreuzkorrelationen 
zwischen den einzelnen 21 Seedzeitreihen berechnet. Dazu wurde zunächst der 
Pearson-Korrelationskoeffizient zwischen diesen 21 Zeitreihen eines Probanden, 
pro Zeitfenster getrennt, gebildet.  
Die daraus resultierenden Kreuzkorrelationsmatrizen wurden 
probandenübergreifend mittels verschiedener ANOVA untersucht. Um den 
Intervention (Kortisol und Placebo) mal Zeit (PRE, EARLY, LATE) Effekt auf die 
Interseed-Konnektivität zu untersuchen wurde eine ANOVA mit Messwiederholung 
durchgeführt. Anschließend wurden noch der Haupteffekt Intervention bzw. Zeit in 
je einer ANOVA getrennt untersucht. Die Signifikanzschwelle für die abgefragten 
Effekte wurde bei p < 0,05 festgelegt. Zusätzlich wurde noch eine Korrektur für 
multiple Testung unter Verwendung der AFDR (korrigierter Alpha-Wert für 21 
Seedregionen ~ 0,0042) durchgeführt.  
2.4.2.4 Kreuzkorrelationsanalysen für AAL Regionen 
Um die Effekte der Kortisol/Placebo-Intervention der Interseed-Konnektivität 
explorativ auf das gesamte Gehirn zu erweitern, wurden Kreuzkorrelationen über 
90 AAL-Regionen berechnet. Der AAL-Atlas teilt das humane Gehirn in 108 Areale 
auf (Tzourio-Mazoyer et al., 2002). Es wurden in der vorliegenden Arbeit pro 
Proband und Zeitfenster von 90 der 108 Gehirnareale (Areale des Cerebellum 
wurden nicht verwendet, da wegen technischer Limitation bei der Datenakquisition 
die Aufnahme dieser Region nicht immer vollständig abgedeckt werden konnte) 
der Pearsonkorrelationskoeffizient zwischen den einzelnen Zeitreihen der 
Regionen berechnet. Die daraus resultierenden Kreuzkorrelationsmatrizen 
wurden, um den Effekt Intervention × Zeit zu untersuchen, mit einer ANOVA mit 
Messwiederholung getestet.  




Zusätzlich wurden auch hier der Haupteffekt Intervention bzw. Zeit in je einer 
ANOVA getrennt untersucht. Die Signifikanzschelle für die abgefragten F-
Kontraste wurde auf p < 0,005 gesetzt. Die anschließend durchgeführte multiple 
Testkorrektur wurde hierbei an 90 Regionen (entspricht 4005 Tests) mit AFDR 
~0,0028 angepasst.  
2.4.2.5 Functional Connectivity Density Mapping (FCDM) 
Die Analyse der FCDM wurde in Anlehnung an Tomasi und Volkow (2010a; 
2011a) durchgeführt. Deshalb wurde bei dieser Art der Datenanalyse für die 
räumliche Normalisierung der Daten, während der Präprozessierung, eine 
standartisierte EPI-Schablone mit einer Interpolation von 3x3x3 mm3 gewählt. 
Diese erweiterte Voxelgröße war nötig, um die Berechnungszeit der Voxel-
basierten Korrelation, die alle funktionellen Konnektivitäten innerhalb der grauen 
Substanz, basierend auf der Idee der Graph Theorie Methode (Bullmore und 
Sporns, 2009; Bullmore und Bassett, 2011) untersucht, im Rahmen zu halten. 
Analysiert wurden die unter Punkt 4.1.2 beschriebenen sieben Zeitfenster der 
seedbasierten Analyse.  
Während den FIRST LEVEL Analysen wurden zunächst individuelle Schablonen 
für die graue und weise Substanz pro Proband berechnet. Dazu wurden die 
„unified Segmentation“-Funktion in SPM8 (Ashburner und Friston, 2005) 
verwendet. Die daraus resultierenden Schablonen wurden zusammen mit einer 
sogenannte „Betmaske“, einer Schablone, die Gehirngewebe von Gewebe das 
nicht dem Gehirn zugeordnet wird getrennt verrechnet. Anschließend wurde mit 
einem arbeitsgruppeninternen Matlab-Skript die Korrelationskoeffizienten für jedes 
Voxel der grauen Substanz pro Proband und Zeitfenster berechnet und nach einer 
Fishers z’ Transformation29 in einer Kreuzkorrelationsmatrix gespeichert.  
Die daraus resultierenden Karten der Konnektivitätsdichte (Modelldarstellung 
siehe Abbildung 15), über das ganze Gehirn pro Proband und Zeitfenster, stellten 
die Basis für die weiterführende SECOND LEVEL Analysen dar.  
Untersucht wurden die Änderungen der Konnektivitätsdichte im Gehirn: a) in 
Abhängigkeit des Kortisolmilieus b) in Abhängigkeit der Kortisol/Placebo 
Intervention. Um für die Unterschiede der funktionellen Konnektivitätsdichte 
zwischen den Probanden zu korrigieren, wurden die Karten der Konnektivitäts-
dichte pro Proband und Zeitpunkt mit der Smoothing-Funktion in SPM8 mit einer 
Interpolation von 6x6x6 mm3 geglättet. 
Vor den SECOND LEVEL Analysen wurde eine „Proof-of-Concept“-Analyse 
durchgeführt. Diese bestand darin, aus allen geglätteten Karten der 
Konnektivitätsdichte (alle Probanden und alle Zeitpunkte, daraus ergibt sich ein N 
= 160) einen Mittelwert zu bilden. Anschließend wurde visuell überprüft, ob die 
                                            
29 Die Stichprobenverteilung von Pearsons Korrelationskoeffizient r folgt nicht der 
Normalverteilung. Die Fisher-z-Transformation wandelt Pearsons r in eine normal verteilte Variable 
z' um (2012b). 




Berechnungen der Karten der Konnektivitätsdichte korrekt abgelaufen waren 
(siehe Abbildung 16 für das Mittelwertsbild aller 160 Karten).   
In den anschließenden SECOND LEVEL Analysen wurden, ähnlich der 
Analysemodelle der seedbasierten Analysen, zum einen unter Verwendung einer 
einfaktoriellen ANOVA die unterschiedlichen Einflüsse des Kortisolmilieus auf die 
funktionelle Konnektivitätsdichte des Gehirns pro Zeitpunkt getestet. Zum anderen 
wurde unter Verwendung einer zweifaktoriellen ANOVA mit Messwiederholung der 
Effekt der Kortisolintervention im Vergleich zur Placebointervention auf die 
Konnektivitätsdichte untersucht. Für beide Modelle wurde eine Cluster basierte 
multiple Testkorrektur mit korrigiertem Cluster p-Wert (pcluster.FWE signifikant < 0,05) 
unter zusätzlicher Berücksichtigung der „nonstationary smoothness“ (Hayasaka et 
al., 2004) benutzt. 
130 
 
                                            
30 * Konmektivitäts-Hubs sind Regionen im Gehirn die besonders viele Interaktionen zu anderen 
haben, d. h. sie haben eine hohe dichte an funktionellen Konnektivitäten (Tomasi und Volkow, 
2011b). 
Abbildung 15: Korrelation der Zeitreihen einzelner Voxel resultieren in 
Konnektivitätskarten über das Gehirn. Links: Extraktion der Zeitreihen zweier Voxel, 
Mitte: Korrelation dieser Zeitreihen, Rechts: Resultierende Konnektivitäts-Hubs* im Gehirn 
(modifiziert nach van den Heuvel und Pol  (2010a). 
Abbildung 16: Konnektivitätsdichteverteilung. Für die Darstellung wurden 160 FCDM-
Karten gemittelt, die jeweils aus 6 Minuten Ruhe-fMRT Zeitreihen berechnet wurden. Pro 
Voxel wurde die mittlere Konnektivität zu allen anderen Voxeln berechnet. Rote Areale 




Abbildung 17: Interindividuelle Varianz der Kortisol und ACTH Werte vor und nach der 
CRH Stimulation. Die Punkte markieren die Zeitpunkte der Blutentnahmen, die Pfeile den 
Zeitpunkt der CRH-Injektion.  
3. Ergebnisse 
3.1 Ergebnisse des Dex/CRH-Tests 
 
Die Analyse der Blutabnahme vor der CRH-Stimulation in den mit Dexamethason 
vorbehandelten Probanden zeigte deutlich supprimierte Werte für Kortisol und 
ACTH bei allen Probanden.  
Das über die Gruppe gemittelte Kortisolniveau um 15 Uhr betrug 10,1 ± 2,5 
ng/ml, was den Rückschluss auf eine korrekte Einnahme der 
Dexamethasontabletten am Vorabend erlaubte. Die Plasmakonzentrationen von 
ACTH und Kortisol quantifiziert durch die AUC31 nach CRH-Stimulation 
(Mittelwerte: ACTHAUC = 764,7 ± 482,4 pg/ml und KortisolAUC = 1610,6 ± 1412,7 
ng/ml) lagen innerhalb des erwarteten normalen Spektrums für gesunde junge 
männliche Erwachsene.  
Der Vergleich der Mittelwerte mit einer von dieser Studie unabhängigen 
größeren Probandenstichprobe (N = 75) aus dem MPI für Psychiatrie zeigte keine 
signifikanten Unterschiede (Kortisol: p = 0,617, ACTH: p = 0,538). Die 
Konzentrationswerte der Hormone über die Zeit zeigen dennoch eine deutliche 












                                            






3.2 Effekte von Kortisol auf Blutdruck und Puls 
Die Überprüfung der möglichen Effekte einer Kortisolinjektion auf das 
Kardiovaskularsystem erfolgte durch ein separates Experiment. Die akute 
intravenöse Einmalgabe von 20 mg Kortisol scheint Puls, Blutdruck und 
Sauerstoffsättigung nicht wesentlich zu beeinflussen. Eine grafische Darstellung 
dieser Parameter über die Zeit für die einzelnen Probanden ist in Abbildung 18 
gezeigt. Die Daten für die Sauerstoffsättigung sind nicht grafisch gezeigt. 
3.3 Fragebögen 
 
Zum Untersuchungszeitpunkt vorliegende Symptome einer Depression oder einer 
aktuellen oder länger bestehenden Ängstlichkeit oder sonstiger Persönlichkeits-
auffälligkeiten wurden durch die Selbstbefragungsbögen untersucht. Dieses 
Vorgehen diente vor allem dem Ausschluss einer aktuellen depressiven 
Symptomatik, die mit einer HPA-Achsen-Störung einhergehen könnte. Bei der 
Auswertung des BDI (2,23 ± 2,29) und des STAI (X1: 31,70 ± 6,08; X2: 29,60 ± 
8,75) zeigte sich, dass die Mittelwerte innerhalb von für gesunde Probanden als 
normal angesehene Werte lagen. Ebenso wurden keine von der Norm 
abweichenden Werte für die Persönlichkeitsmerkmale Psychotizismus (3,42 ± 
2,83), Extraversion (8,73 ± 3,65), Neurotizismus (1,30 ± 1,17) gefunden. Ebenso 
ergaben sich normale Werte für die Merkmale Extraversion (3,70 ± 0,69), 
Neurotizismus (2,13 ± 0,49), Verträglichkeit (3,80 ± 0,54), Gewissenhaftigkeit 
(3,80 ± 0,68) und Offenheit für Erfahrungen (3,73 ± 0,45), die mit dem Big-5-
Fragebogen ermittelt wurden.  
Die Korrelation dieser Merkmale mit den Kortisolwerten32 des Dex/CRH-Test 
ergab ein einziges signifikantes Ergebnis für die Korrelation von Kortisol und BDI 
(r = 0,56; p = 0,010, siehe Tabelle 1). Im Spearman-Korrelationstest war das 
Ergebnis hingegen weniger deutlich (rho = 0,40; p = 0,084). Ein Trend ließ sich 
                                            
32 Die Korrelationen wurden der Übersichtwegen auf die Kortisolwerte beschränkt, da die Kortisol-
und ACTH Werte hoch-signifikant korrelieren ( r = 0,782 p< 0,001) und Kortisol das 
Hauptstresshormon im Körper ist.    
Abbildung 18: Effekte von 20 mg Kortisol auf den Puls (links) und Blutdruck (mitte: 
systolisch/ rechts: diastolisch). Gezeigt sind die Messungen von drei Probanden, die vor 
der Injektion 30 Minuten ruhig im Liegen warteten. Die Pfeile markieren den Zeitpunkt der 





auch aus der Korrelation von Kortisol mit der Extraversion ablesen (EPQ-RK: r = 
0,40; p = 0,082  bzw. Big Five: r = 0,44; p = 0,055). Alle anderen Korrelationen 
zwischen Persönlichkeitsmerkmalen und Hormonwerten waren nicht signifikant. 
 
Fragebogen Korrelation mit Kortisol (r) p - Wert 
BDI 
Durchschnittswert  0,560 0,010* 
STAI 
State X1 -0,178 0,453 
Trait  X2 -0,227 0,337 
EPQ –RK 
Psychotizismus  -0,350 0,885 
Neurotizismus  0,366 0,113 
Extraversion  0,398 0,082 
BIG Five 
Neurotizismus  0,219 0,354 
Extraversion  0,436 0,055 
Verträglichkeit  -0,136 0,567 
Gewissenhaftigkeit  -0,189 0,425 
Offenheit für Erfahrungen  -0,021 0,930 
 
Tabelle 1: Pearsonkorrelation zwischen Summenwerten der psychometrischen 
Fragebögen und Kortisolwerten aus dem Dex/CRH-Test. * p < 0,05. 
3.4 Ergebnisse zur Fragestellung I: 
Gibt es eine funktionelle Verknüpfung mit prädiktivem Wert zwischen funktioneller 
Konnektivität und HPA-Achse gibt  
3.4.1 Ausschluss von signifikanten Vigilanzeffekten in der funktionellen Kon-
nektivität der für die Korrelation untersuchten Zeitfenster 
 
Beim Vergleich der durchschnittlichen Vigilanz zwischen den relevanten 
Zeitfenstern der Messtermine 1 und 3 zeigten sich keine signifikanten 
Unterschiede (T = 0,75; p = 0,462). Die Probanden waren meistens wach, mit 
vereinzelten 30 s Epochen mit Schlafstadium 1 und keiner Epoche mit 
Schlafstadium 2. Die Zeiten über alle Epochen in denen die Probanden wach 
waren betrugen 283 ± 95 s für Messtermin 1 und 262 ± 100 Sekunden für 
Messtermin 3 von pro Zeitfenster möglichen 360 s. Das bedeutet, dass die 
Probanden im Durchschnitt bei Messung 1 ~ 79% und  bei Messung 2 ~ 72% der 
Zeit wach waren. 
3.4.2. Seedbasierte Ruhenetzwerke 
 
Die Korrelationskarten für alle linkshemisphärischen  Seedregionen, wie sie sich 





gegen Null (einseitiger T-Test) ergeben sind in Abbildung 19 dargestellt. 
















3.4.3 Korrelationen der funktionellen Konnektivität mit dem Ergebnis des 
Dex/CRH-Tests 
 
Das vorliegen von signifikanten Korrelationen zwischen seedbasierter funktioneller 
Konnektivität und den im Dex/CRH-Test gemessenen ACTHAUC- und KortisolAUC -
Werten wurde in sieben Netzwerken (neun Ergebniscluster) festgestellt. Die 
entsprechenden Seedregionen, die Korrelationsrichtung und die dazugehörenden 
statistischen Werte sowie die anatomische Lokalisation der Ergebniscluster sind in 
Tabelle 2 gelistet.  
Es wurden sowohl positive als auch negative Korrelationen gefunden, wobei die 
meisten Korrelationen negativ waren. Eine negative Korrelation bedeutet, dass 
eine geringere funktionelle Konnektivität zwischen der Seedregion und dem 
Ergebniscluster mit einer höheren Stresshormonreaktion im Dex/CRH-Test 
einhergeht. Die stärkste negative Korrelation mit KortisolAUC wurde für das 
Netzwerk des linken Hippokampus gefunden (pcluster.FWE = 0,001; R
2 = 0,70), wobei 
das Ergebniscluster im rechten Hippokampus lokalisiert war (siehe Abbildung 20). 
Je stärker also die Konnektivität zwischen linkem und rechtem Hippokampus 
ausgeprägt war, desto niedriger war die Kortisolantwort im Dex/CRH-Test. Dieser 
Zusammenhang wurde durch eine ebenfalls negative Korrelation des gleichen 
Netzwerkes mit den ACTHAUC-Werten bestätigt. 
Abbildung 19: Autokorrelationskarten: Exemplarisch für die links hemispherischen Seeds 
gezeigt. (a) Amygdala (b) Hippocampus (c) mPFC (d) dorsaler ACC (e) rostraler ACC (f) 
subcallosal ACC (g) subgenual ACC (h) PCC. Die Korrelationskarten basieren auf den 






Weitere negative Korrelationen mit Kortisol wurden für die mPFC Netzwerke 
beider Hemispheren gefunden. Dabei lagen die Ergebniscluster für den 
rechtsseitigen mPFC vor allem im rechtsseitigen mPFC selbst, für den 
linksseitigen mPFC ebenfalls im bilateralen mPFC mit Ausbreitung in den rechten 
ACC. Auch für zwei der insgesamt vier untersuchten ACC Netzwerke wurden 
negative Korrelationen mit Kortisol gefunden. Sowohl der linke dorsale als auch 
der rostrale ACC zeigten signifikante Ergebniscluster in Bereichen des bilateral 
cingulären Kortex. 
Positive signifikante Korrelationen mit ACTHAUC wurden für zwei Netzwerke 
gefunden: Die linksseitige Amygdala und der linksseitige subcallosale ACC. Das 
Ergebniscluster der linken Amygdala lag dabei im rechten Hippokampus und im 
Gyrus (G.) parahippocampalis, das Ergebniscluster des subcallosal ACC im linken 
ACC selbst. 
Seedregionen die nicht in der Tabelle aufgeführt sind zeigten keine 
signifikanten Verbindungen die mit den Hormonwerten korrelierten. Dies gilt 




















Abbildung 20: Transhemispherische hippokampale Konnektivität als Marker für die im 
Dex/CRH-Test provozierte Kortisolausschüttung. Oben: Das Hintergrundbild stellt eine 
gemittelte anatomische Aufnahme aller 20 Probanden dar. Der weiße Bereich repräsentiert das 
vom linken Hippokampusseed rekrutierte Netzwerk, der rote Bereich markiert die Region im 
rechten Hippocampus, die signifikant mit den KortisolAUC-Werten korrelierte (Ergebniscluster 
pVoxel < 0,005; pcluster.FWE = 0,0014). Unten links: Darstellung des vom linken Hippokampus 
rekrutierte Netzwerk mit Farbdarstellung der T-Werte (Schwelle pVoxel.FWE < 0,05 ) Unten rechts: 




























Positive Korrelation mit ACTHAUC 
L Amygdala 
0,023 40 22 -22 -14 
R Hippokampus 





0,009 33 -4 36 -8 L ACC 100 
Negative Korrelation mit KortisolAUC 
L 
Hippokampus 0,001 133 18 -28 -10 
R G. lingualis 
R Hippokampus 





0,011 118 2 42 32 
L G. frontalis medius 






0,013 69 18 24 54 















0,011 108 -8 42 18 
R ACC 
L ACC 










Negative Korrelation mit ACTHAUC 
L 
Hippokampus 0,012 59 14 -42 -6 
R G. lingualis 






Tabelle 2: Für den Dex/CRH-Test vorhersagende seedbasierte funktionelle 
Konnektivität. a Nomenklature der Seedregionen wie im Methodenteil beschrieben. 
bClusterlokalisation wurde durch die Automated Anatomical Labeling (AAL) Toolbox 
durchgeführt (Tzourio-Mazoyer et al., 2002). Abkürzungen: G. Gyrus; ACC Area cingularis 






3.4.4 Kreuzkorrelationen der funktionellen Konnektivität zwischen den Seed-
regionen und dem Ergebnis des Dex/CRH-Tests 
 
Für die Konnektivität zwischen den Seedregionen und den Hormonwerten des 
Dex/CRH-Tests zeigten sich insgesamt nur schwache Korrelationen. Dabei 
erreichten nur 10 von insgesamt 105 getesteten Paaren eine nominelle Signifikanz 
(p < 0,05). Zwei positive Korrelationen wurden für die Interseed-Konnektivität 
zwischen dem linken dorsalen und rostralen ACC und dem rechten bzw. linken 
subcallosalen ACC gefunden. Der niedrigste p-Wert der KortisolAUC 
vorhersagenden Korrelation wurde für die Konnektivität zwischen dem rechten und 
linken Hippokampus gefunden (r = -0,52; p = 0,020). Alle Interseed-
Konnektivitätspaare sind mit entsprechenden p-Werten in Tabelle 3 aufgeführt, 
wobei keiner dieser Effekte die multiple Testkorrektur der „approximierte false 
discovery rate“, kurz AFDR-Methode (~ 0,0048) überstand. 
 




L ACC rostralis L ACC subcallosus ACTHAUC 
0,472 0,0358 
L ACC dorsalis R ACC subcallosus ACTHAUC 0,505 0,0233 
L Hippokampus R Hippokampus KortisolAUC -0,516 0,0198 
R mPFC L ACC dorsalis KortisolAUC -0,510 0,0215 
L mPFC L ACC dorsalis KortisolAUC -0,490 0,0282 
L mPFC L ACC dorsalis ACTHAUC -0,488 0,0291 
L ACC dorsalis L ACC rostralis KortisolAUC -0,485 0,0301 
L Amygdala R Hippokampus KortisolAUC -0.463 0,0398 
R Amygdala R Hippokampus KortisolAUC -0,460 0,0415 
L mPFC L ACC dorsalis ACTHAUC -0,452 0,0452 
 
Tabelle 3: Für den Dex/CRH-Test vorhersagende funktionelle Konnektivität 
zwischen der Seedregionen. aErgebnisse für Konnektivitäten mit nomineller Signifikanz 
von p < 0,05 nach p-Wert sortiert. Rot umrandet die zwei positiven Korrelationen. 







Da die Seedanalyse vermuten ließ, dass eine Aufteilung der Regionen in ihre 
Subkompartimente ein Regionen spezifischeres Abbild der relevanten 
funktionellen Konnektivitäten geben könnte, wurde eine zytoarchitektonische 
Segmentierung des Amygdala- und des Hippokampus-Seeds in je drei 
Subregionen durchgeführt. Insgesamt wurden dreiundzwanzig Seedregionen 
untereinander getestet. Aufgrund der hohen Korrelation der Zeitreihen der Seeds 
untereinander wurde wieder das Verfahren der multiplen Testkorrektur nach AFDR 
angewandt. Die AFDR-Schwelle betrug für die 253 durchgeführten Tests ~ 0,0041, 
so dass fünf Korrelationspaare identifiziert wurden, deren p-Wert kleiner AFDR 
war. Diese sind in Tabelle 4 zusammen mit den Korrelationspaaren die die 
nominelle Signifikanz von p < 0,05 erreichten, gelistet und in Abbildung 21 grafisch 
dargestellt. Der stärkste Effekt (mit dem niedrigsten p-Wert r = -0,71; p = 0,0005) 
für die Vorhersage der Kortisolantwort wurde zwischen der rechten Amygdala  und 
dem rechten Subiculum gefunden. 
 





R Subiculum R Amygdala KortisolAUC -0,706 0,0005* 
R Subiculum R Amygdala basolateralis KortisolAUC -0,693 0,0006* 
R Cornu ammonis L  Amygdala superficialis KortisolAUC -0,657 0,0016* 
R Hippokampus L Amygdala superficialis KortisolAUC -0,651 0,0019* 
R Subiculum R Amygdala medialis KortisolAUC -0,636 0,0026* 
R Subiculum L Amygdala  KortisolAUC -0,600 0,0051 
R Cornu ammonis  L Amygdala superficialis ACTHAUC -0,597 0,0055 
R ACC rostralis L Amygdala superficialis KortisolAUC -0,587 0,0065 
R Subiculum R Amygdala basolateralis ACTHAUC -0,580 0,0073 
L Hippokampus R Subiculum KortisolAUC -0,564 0,0095 
Tabelle 4. Verbindung der Interseed-Subregionen-Konnektivität und den Hormon-
werten aus dem Dex/CRH-Test für Amygdala und Hippocampus. aErgebnisse für 



























3.5 Ergebnisse zur Fragestellung II: 
Welchen Einfluss hat die Änderung des Kortisolmilieus bzw. eine Kortisolinjektion 
auf die Ruhenetzwerke im Gehirn? 
3.5.1 Vigilanzeffekte auf die funktionelle Konnektivität 
 
Die Überprüfung der EEG-Daten auf Normalverteilung zeigte, dass die Daten der 
einzelnen Messabschnitte nicht normal verteilt waren (Tabellen 5). Ein 
signifikanter Unterschied der Vigilanz wurde im Verlauf der Messtage 1 und 3 
gefunden (Friedman Test für Kortisol 0,006 und für Placebo < 0,001). In den post-
hoc Analysen ergab der Wilcoxon Test für die Placebobedingung (PLAC) einen 
signifikanten Unterschied in der Vigilanz sowohl zwischen PRE und EARLY (Z = -
3,68; p < 0,001) als auch zwischen PRE und LATE (Z = -3,73; p < 0,001). Zwischen 
EARLY und LATE änderte sich die Vigilanz nur noch trendweise (Z = -1,83; p = 
0,068). Im Verlauf der Kortisolbedingung (CORT) zeigten sich ebenfalls signifikante 
Abbildung 21: Interseedsubregionen-Konnektivitäten mit signifikanter Korrelation 
zum Dex/CRH-Test. Insgesamt zehn funktionelle Konnektivitäten bei Einschluss der 
Subregionen der Amgdala und des Hippokampus (p < 0,05) zeigten eine signifikante 
Korrelation zum Dex/CRH Test. Die durchgezogenen Linien stellen Verbindungen dar, die 
prädikativ für Kortisol waren. Die gestrichelten Linien stellen die für die Kortisol- und ACTH 
prädiktiven Korrelationen dar. Abkürzungen: G. Gyrus; mPFC medialer präfrontaler Kortex; 
ACC Area cingularis anterior des G. cinguli (d dorsal, r rostral, sg subgenual, sc 
subcallosal); Amygdala (SF superficialis, BL basolateralis, CM medialis); Hippokampus (DG 





Vigilanzunterschiede über die Zeit (PRE zu EARLY: Z = -3,02; p = 0,003; PRE zu 
LATE: Z = -2,53; p = 0,012), wobei hier kein Vigilanzunterschied zwischen EARLY 
zu LATE vorlag (Z = -0,88; p = 0,378).  
Im Vergleich der beiden Messtage mit akuter Intervention untereinander zeigten 
sich weder für PRE (Z = -0,61; p = 0,542) noch für EARLY (Z = 0,00 p = 1) 
signifikante Vigilanzunterschiede. Jedoch ergab der Vergleich LATE einen 
signifikanten Vigilanzunterschied (Z = -2,12; p = 0,034). Hier waren die Probanden 
im Durchschnitt unter Kortisol wacher als unter Placebo (141,75 ± 147,00 bzw. 
72,90 ± 116,73 s). Eine zwei faktorielle ANOVA mit Messwiederholung ergab 
allerdings keine signifikanten Intervention × Zeit Effekte (F = 2,20; p = 0,140). 
 
Messabschnitt W-Wert p-Wert 
CORT PRE 0,871 0,012 
CORT EARLY 0,717 < 0,001 
CORT LATE 0,793 0,001 
PLAC PRE 0,804 0,001 
PLAC EARLY 0,840 0,004 
PLAC  LATE 0,683 < 0,001 
DEX 0,829 0,002 
 
Tabelle 5: Test der Vigilanzdaten auf Normalverteilung (Shapiro-Wilk-Test) 
 
 CORT PRE - EARLY CORT PRE - LATE CORT EARLY - LATE 
Z  -3,020 -2,527 -0,882 
p - Wert 0,003 0,012 0,378 
 CORT PRE - DEX CORT early - DEX CORT LATE - DEX 
Z  -0,355 -2,698 -2,778 
p - Wert 0,722 0,007 0,005 
 PLAC PRE - EARLY PLAC PRE - LATE PLAC EARLY - LATE 
Z  -3,682 -3,726 -1,825 
p - Wert <0,001 <0,001 0,068 
 PLAC PRE - DEX PLAC EARLY - DEX PLAC LATE - DEX 
Z  -0,968 -3,101 -3,825 
p - Wert 0,333 0,002 <0,001 
 
Tabelle 6: Vigilanzvergleich zwischen den Zeitfenstern innerhalb einer Intervention 











 CORT – PLAC PRE  CORT – PLAC 
EARLY 
CORT – PLAC LATE 
Z  0,610 <0,001 -2,121 
p - Wert 0,542 1 0,034 
 
Tabelle 7: Vigilanzvergleich zwischen den Zeitfenstern der beiden akut Inter-













3.5.2 Einfluss des experimentell veränderten Kortisolmilieus auf die funk-
tionelle Konnektivität 
 
Ein Ziel der vorliegenden Arbeit war die experimentelle Modulation des 
Kortisolspiegels durch einerseits eine intravenöse Kortisolgabe, andererseits 
durch die Suppression des Kortisolspiegels durch die Gabe von Dexamethason. 
Zusammen mit einer Neutralbedingung (Placebo) ergaben sich drei verschiedene 
periphere Kortisolmilieus. Aufgrund der Annahme, dass Kortisol die Blut-Hirn-
Schranke passieren kann sollte sich die periphere Änderung auch auf die 
intrazerebrale Kortisolkonzentration auswirken.  
Die Ergebnisse der Vergleiche dieser drei Kortisolmilieus mittels multipler 
Seedanalyse (3.5.2.1) und FCDM (3.5.2.3), werden in den folgenden Abschnitten 
berichtet. Wie im Methodenteil detailliert beschrieben, wurden für die Analysen 
des Kortisolmilieus drei verschieden Zeitpunkte analysiert. Das Zeitfenster PRE 
entspricht einem Zeitpunkt vor der Injektion, das Zeitfenster EARLY einem frühen 
und LATE einem späteren Postinjektionszeitpunkt.  
Abbildung 22: Vigilanz in den sechs relevanten Messabschnitten und während der 
post Dexamethason (Dex) Bedingung. Y-Achse: Wachzeit in Sekunden (360 s, sechs 
Minuten entsprechen 100% wach). Es ist zu erkennen, dass sowohl für post Dexamethason 
als auch für die Zeitfenster vor der Injektion keine vollständige Wachheit bestand. In den 
Messabschnitten CORT EARLY, CORT LATE sowie PLAC EARLY und PLAC LATE zeigten sich 
zusätzliche signifikante Abnahmen der Vigilanz (siehe Tabelle 6). PRE: vor der Injektion, 
EARLY: sofort nach der Injektion, LATE: 30 Minuten nach der Injektion; Lila: Messtag mit 






3.5.2.1 Analyse der seedbasierten Netzwerke 
Die in Folge berichteten Ergebnisse sind für die Vigilanzunterschiede zwischen 
den analysierten Zeitfenstern (vgl. Punkt 3.5.1) korrigiert. Wie in Kapitel 3.4 
wurden Ergebniscluster mit einem pcluster.FWE-Wert kleiner als < 0,05 als signifikant 
und zwischen 0,05 und < 0,10 als Trend berichtet. Die Netzwerke, deren 
Änderungsrichtung, sowie die dazugehörigen statistischen Werte und die mit der 
AAL Toolbox definierte Lokalisation der Ergebniscluster sind in Tabelle 6 
aufgeführt und graphisch in der Abbildung 23 zusammengefasst.  
Im ersten Zeitfenster PRE wurde ein signifikanter Effekt des Kortisolmilieus auf 
die Konnektivität  zweier Netzwerke gefunden. Erstens, die funktionelle 
Konnektivität  des linken Cornu ammonis zum linken G. fusiformis und linken G. 
temporalis inferior, zweitens, die funktionelle Konnektivität des linken Subiculum 
zum linken G. fusiformis und linken G. lingualis. Ein post-hoc T-Test zeigte, dass 
die Konnektivität unter Dexamethason signifikant, sowohl im Vergleich zwischen 
Dexamethason und Kortisol (Cornu ammonis T = 5,03; p = 0,035; Subiculum T = 
4,60; p = 0,008) als auch im Vergleich zwischen Dexamethason und Placebo 
(Cornu ammonis T = 4,92; p = 0,016; Subiculum T = 4,15; p = 0,009), abnahm. 
Für das Zeitfenster EARLY wurden ein signifikantes und zwei Trendergebnisse 
gefunden. Der signifikante Effekt zeigte sich in der funktionellen Konnektivität der 
rechten Amygdala zum rechten G. parahippocampalis und zum rechten 
Hippokampus.  Dabei war die Konntektivität unter Dexamethason im Vergleich zu 
Placebo (T = 4,42; p = 0,014) niedriger. Der post-hoc T-Test zeigte zudem, dass 
im Vergleich zwischen Dexamethason zu Kortisol nur ein Trend zu einer 
niedrigeren Konnektivität (T = 3,59; p = 0,067) vorlag. Zusätzlich zeigte sich dafür 
für EARLY auch eine signifikante Abnahme der Konnektivität der rechten Amygdala 
für Kortisol im Vergleich zu Placebo (T = 0,03; p = 0,025). Ein Trendeffekt wurde 
für die funktionelle Konnektivität des rechten mPFC zum linken mPFC und zum 
linken ACC gefunden. Dabei zeigte der post-hoc T-Test, dass die funktionelle 
Konnektivität unter Dexamethason sowohl im Vergleich zu Kortisol (T = 4,06; p = 
0,002) als auch im Vergleich zu Placebo (T = 4,08; p = 0,038) niedriger waren. Der 
zweite Trendeffekt wurde für das Netzwerk des linken rostralen ACC gefunden: 
hier lagen die Ergebniscluster im rechten G. orbitalis medius. Auch hier zeigte der 
post-hoc T-Test, dass die funktionale Konnektivität unter Dexamethason im 
Vergleich zu Kortisol (T = 3,92; p = 0,027) und zu Placebo (T = 4,34; p = 0,015) 
niedriger waren. 
Für das Zeitfenster LATE wurde ein einziger signifikanter Effekt des 
Kortisolmilieus auf die Konnektivität gefunden.  Dieser zeigte sich für den rechten 
mPFC, mit Ergebnisclustern im linken mPFC und im linken ACC. Auch hier war 
die Konnektivität in der Dexamethasonbedingung im Vergleich zu Placebo (T = 



























I Zeitfenster PRE   [ F-Test des Faktors Kortisolmilieu] 
L Subiculum 0,011 63 -22 -46 -10 
L G. fusiformis 





0,020 40 -44 -50 -20 
L G. fusiformis 
L G. lingualis 
59 
41 
II Zeitfenster EARLY    [ F-Test des Faktors Kortisolmilieu] 






L ACC rostralis 0,054 38 6  42 -10 R G. orbitalis medius   97 





III Zeitfenster LATE  [ F-Test des Faktors Kortisolmilieu] 






Tabelle 8: Seedregionen und deren funktionellen Konnektivitätsveränderungen in 
Abhängigkeit des Kortisolmilieus für die drei analysierten Zeitpunkte. PRE (I): vor 
der akut Intervention. EARLY (II): gleich nach der Intervention. LATE (III): 30 Minuten nach 
der Intervention. Zeitabschnitt Dex ohne zeitliche Änderung. Es werden nur Seedregionen 
mit signifikanter Konnektivitätsänderungen (pcluster<0,05) angezeigt. Subregionen sind 
kursiv gedruckt. a nach p-Werten sortiert. bClusterlokalisation durch die AAL-Toolbox 
bestimmt (Tzourio-Mazoyer et al., 2002). Abkürzungen: G. Gyrus; ACC Area cingularis 













































Abbildung 23: Änderung der funktionellen Konnektivität in Abhängigkeit des 
Kortisolmilieus. Die drei Arten des Kortisolmilieus sind die Normalbedingung (Placebo), 
erhöhtes Kortisol (Kortisol) und Kortisolsuppression (DEX). DEX ohne zeitliche Änderung. PRE (I): 
Vor der Gabe von Kortisol und Placebo. EARLY (II): gleich nach der Intervention und Late (III): 30 
Minuten nach der Intervention. Seedbasierte Netzwerke mit signifikanter Abnahme sind blau 
umrandet, blaue Pfeile markieren eine Abnahme der Konnektivität. Seedregionen deren 
Konnektivität sich nicht (weder signifikant noch mit Trend) in Abhängigkeit des Kortisolmilieus 
ändern, sind nicht dargestellt. Statistische Details sind in Tabelle 6 berichtet. Abkürzungen: CA 






3.5.2.2 Einfluss der Vigilanz am Beispiel des rechten mPFC für die Ergebnisse der 
Seedanalyse 
Da sich die Vigilanz, wie unter Punkt 3.5.1 beschrieben, zum Teil zwischen den 
analysierten Zeitfenstern unterscheidet, wurde der Einfluss der Vigilanz 
exemplarisch für den rechten mPFC als Seedregion ermittelt. Hierfür wurde der 
statistische Effekt der in den Analysen verwendeten Kovariate (EEG-Regressor) 
selbst untersucht. Wie in Abbildung 24 dargestellt, korreliert der Vigilanzregressor 
für den rechten mPFC mit der Konnektivität in Arealen, die zusammengenommen 
das Default Mode Network darstellen. Der Effekt war relativ schwach (pVoxel < 
0,05), aber in beiden Zeitfenstern EARLY und LATE zu erkennen. Die Korrelation 
war hierbei nur für den positiven T-Kontrast vorhanden. Im Zeitfenster PRE, in dem 
kein Vigilanzunterschied vorhanden war, zeigte auch bei der angewandten 
lockeren statistischen Schwelle kein Effekt. Eine signifikante Änderung zeigte sich 
in den anderen beiden Zeitfenstern (EARLY und LATE) zum bilateralen Präcuneus 
(EARLY: T = 5,53; pcluster.FWE = 0,007; LATE: T = 5,60 pcluster.FWE = 0,004) sowie für 
LATE zusätzlich zum linken ACC (T = 4,19; pcluster.FWE = 0,043). Ein Trend zeigte 























Abbildung 24: Änderung der Konnektivität des rechten mPFC in Abhängigkeit der 
Vigilanz. Oben: DMN für PRE, Mitte: DMN für EARLY, Unten: DMN für LATE Zeitfenster.





Um die Größe des Einflusses der Vigilanzkorrektur auf das Hauptergebnis 
abschätzen zu können, wurde dieser einmal mit und einmal ohne Vigilanzkorrektur 
für den rechten mPFC als Seedregion bestimmt (siehe Abbildung 25). Da der 
Unterschied der Vigilanz im LATE Zeitfenster zwischen den drei 
Kortisolmilieubedingungen am stärksten war (Friedmantest p < 0,001), wurde der 
Effekt der Vigilanzkorrektur für diesen Zeitpunkt bestimmt.  
Das Ergebnis mit Vigilanzkorrektur entspricht dem Ergebniscluster in Tabelle 8 
Abschnitt III LATE (mit F = 12,22; pcluster.FWE = 0,008). Wurde der Vigilanzregressor 
entfernt, zeigte sich zunächst, dass sich die Peakkoordinate nicht deutlich 
veränderte (MNI Koordinate mit Vigilanzkorrektur [-8 42 32] und ohne [-10 34 26]). 
Der p-Wert des Clusters war etwas niedriger (F = 14,27; pcluster.FWE = 0,006), aber 
nicht kategorial verändert.  
3.5.2.3 Analyse des Effekts des Kortisolmilieus durch Functional Connectivity 
Density Mapping  
Die in Folge berichteten Ergebnisse sind wie schon in der Seedanalyse für die 
Vigilanzunterschiede zwischen den analysierten Zeitfenstern (vgl. Punkt 3.5.1) 
korrigiert. Die Ergebniscluster mit einem pcluster.FWE-Wert kleiner als < 0,05 werden 
als signifikant und zwischen 0,05 und < 0,10 als Trend berichtet. Im Zeitfenster 
LATE wurde für ein Areal im linken dorsolateralen präfrontalen Kortex ein 
Trendeffekt (F = 13,46; p = 0,090) der Änderung der Konnektivitätsdichte für den 
Haupteffekt des Kortisolmilieus gefunden (siehe Abbildung 26). Dabei zeigten die 
post-hoc T-Tests sowohl für den Vergleich zwischen Placebo und Dexamethason 
(T = 4,88; p = 0,050) als auch zwischen Kortisol und Dexamethason (mit zwei 
Peakvoxeln im Ergebnisclustern: T = 5,04; p = 0,043 bzw. T = 4,34; p = 0,006) 
Abbildung 25: Einfluss der Vigilanzkorrektur am Beispiel des rechten mPFC-Seeds. 
Gezeigt ist der Effekt der Vigilanzkorrektur exemplarisch am Ergebniscluster im linken 
mPFC für das  Zeitfenster LATE. Die Balken entsprechen der Stärke der Konnektivität je 





























Abbildung 26: Einfluss des Kortisolmilieus auf die Konnektivitätsdichte. Abgebildet 
ist der stärkste Effekt, der im Zeitfenster LATE einen Trend für den Haupteffekt des 
Milieus zeigte (p = 0,090). Die mittlere Konnektivitätsdichte pro Bedingung ist im 
Balkendiagramm dargestellt. Y-Achse: Wert der Kontrastschätzung an (engl. contrast 
estimate) 
3.5.3 Einfluss durch die Kortisol/Placebo-Intervention 
 
Um die Effekte der akuten Kortisolgabe im Vergleich zu Placebo zu untersuchen 
wurden verschiedene Analysemethoden herangezogen: Die Analyse 
verschiedener seedbasierter Netzwerke, die Analyse mittels Kreuzkorrelation 
dieser Seedregionen, die Erweiterung der Kreuzkorrelationen auf das gesamte 
Gehirn unter Verwendung des AAL-Atlas-Systems und die FCDM-Methode. Das 
Hauptinteresse lag hierbei auf den Intervention × Zeit Effekten. Dieser 
Interaktionseffekt wird für alle angewandten Analyseansätze berichtet. Für die 
Kreuzkorrelationsanalysen werden noch zusätzlich die Haupteffekte Intervention 






3.5.3.1 Seedbasierte Netzwerkanalyse-Intervention × Zeit Effekt 
Bei den Analysen des Interaktionseffekts zeigte sich allgemein eine schwache 
Änderung der funktionellen Konnektivität der seedbasierten Netzwerke. Nur für 
das Netzwerk des rechtsseitigen subcallosalen ACC (F = 12,89; p = 0,008), von 
den insgesamt einundzwanzig untersuchten Netzwerken, konnte ein signifikanter 
Intervention × Zeit Effekt (pcluster.FWE- Schwelle von < 0,05) identifiziert werden.  
Dabei nahm die funktionelle Konnektivität zum rechten Nucleus caudatus unter 
Kortisol im EARLY Zeitfenster erst ab und im LATE Zeitfenster wieder zu. Unter 
Placebo wurde ein gegenteiliger Verlauf beobachtet (siehe Abbildung 27). Ein 
Trendeffekt zeigte sich innerhalb der untersuchten Netzwerke noch für den 
linksseitigen subcallosalen ACC (F = 13,34; p = 0,057) und den linksseitigen 
subgenualen ACC (F = 10,06; p = 0,060). Allerdings lagen die Ergebniscluster 





























Abbildung 27: Signifikanter Intervention × Zeit Effekt im seedbasierten Netzwerk 
des rechten subcallosalen ACC. Das Zielcluster (x: 20 y: 22 z: 14) im rechten Nucleus 
caudatus ist hierbei außerhalb des Kernbereichs des Netzwerkes selbst. Die Änderung 
der Konnektivität je Bedingung und Zeitpunkt ist im Balkendiagramm dargestellt. Y-Achse 







 a) Intervention × Zeit Effekt 
 
Ein signifikanter Interaktionseffekt wurde für Korrelationen zwischen denen in 
Tabelle 9 gelisteten Interseed-Paare gefunden. Hierbei fiel auf, dass der 
subgenuale ACC (linkshemisphärisch öfter als rechtshemisphärische) bei allen 
Paaren, teils in Kombination mit dem dorsalen ACC, teils in Kombination mit einer 
Hippokampussubregion (Subiculum) und dem mPFC, beteiligt war. Der stärkste 
Interaktionseffekt wurde für die Konnektivität zwischen linkem subgenual ACC und 
linkem dorsalen ACC (p < 0,001) gefunden. Nur dieser Wert überstand auch die 
multiple Testkorrektur durch die AFDR-Methode (~ 0,0042). Die Post-hoc-Analyse 
zeigte, dass Kortisol einen stabilisierenden Effekt auf die Interseed-Konnektivität 
zu haben scheint, da unter Kortisol die Konnektivität zwischen diesen Regionen 
nicht so stark zwischen dem EARLY und LATE Zeitfenster schwankte wie unter 
Placebo. Die Interseed-Konnektivität zwischen Hippocampus und subgenualen 
ACC ebenso wie zwischen subgenualen ACC und mPFC nahmen unter Kortisol 
im Vergleich zu Placebo tendenziell über die Zeit hinweg ab.  
 
Seedregionen Paara p-Wert 
L ACC subgenualis L ACC dorsalis < 0,001* 
L ACC subgenualis R ACC dorsalis 0,004 
L ACC subgenualis R Subiculum 0,016 
R ACC subgenualis L ACC dorsalis 0,019 
L ACC subgenualis R Hippokampus 0,022 
R ACC subgenualis R mPFC 0,024 
L ACC subgenualis R mPFC 0,036 
 
Tabelle 9: Intervention × Zeit Effekt auf die Interseed-Konnektivität. a nach p-Werten 
sortiert. Abkürzungen: ACC Area cingularis anterior des G. cinguli; mPFC medialer 
präfrontal Kortex.   
 
 b) Haupteffekt Intervention 
 
Es wurde keine signifikante Änderung der Interseed-Konnektivität in Abhängigkeit 






 c) Haupteffekt Zeit 
 
Es wurden signifikante Änderungen der Interseed-Konnektivität in Abhängigkeit 
des Faktors Zeit gefunden. Dabei erreichten vor allem Änderungen der 
Konnektivität zwischen Subregionen des Hippokampus und Subregionen des ACC 
sowie Konnektivitäten innerhalb von ACC-Subregionen signifikante Effekte (p < 
0,05).  Der stärkste Zeiteffekt wurde für die Konnektivität (Zunahme über die Zeit) 
zwischen rechtem und linkem mPFC (p = 0,0040) gefunden. Dieser Wert 
überstand auch die multiple Testkorrektur auf Basis der AFDR (~ 0,0042). Tabelle 
10 gibt alle signifikanten Interseed-Konnektivitätspaare, für die der Faktor Zeit 
signifikant war, an.  
 
Interseed-Paara p-Wert 
L mPFC R mPFC  0,004* 
R ACC dorsalis R ACC subcallosalis 0,008 
L ACC subgenualis R ACC subgenualis 0,011 
R Cornu ammonis R ACC subgenualis 0,017 
R Cornu ammonis R ACC rostralis 0,018 
R Amygdala R mPFC 0,024 
L ACC subgenualis PCC 0,029 
R Hippokampus R ACC subgenualis 0,040 
R ACC dorsalis R ACC rostralis 0,040 
R G. dentatus L mPFC 0,044 
L Cornu ammonis R ACC subcallosalis 0,049 
 
Tabelle 10: Konnektivitätsänderungen der Interseed-Regionen in Abhängigkeit der 
Zeit. a nach p-Werten sortiert. Abkürzungen: ACC Area cingularis anterior des G. cinguli; 






3.5.3.3 Erweiterung der Interseed-Analysen auf das AAL System 
 a) Intervention × Zeit Effekt 
 
Interaktionseffekte wurden mit einer Signifikanzstärke von p < 0,005 für 
unterschiedlichste Korrelationen gefunden. Der stärkste Interaktionseffekt wurde 
für die Konnektivität zwischen dem linkem G. orbitalis medialis und G. occipitalis 
medialis gefunden (p = 0,0002). Sechs der vierzehn Korrelationspaare waren 
robust gegenüber der multiple Testkorrektur mit der AFDR - Methode (korrigierter 
Alpha-Wert ~ 0,0028). Dabei waren vor allem Korrelationen zwischen frontalen 
und occipitalen Regionen sowie Korrelationen zwischen temporalen Regionen 
vertreten (siehe Tabelle 11).  
Es zeigt sich sehr deutlich, dass die Effekte der Intervention über die Zeit genau 
gegensätzliche Auswirkungen auf die interregionale Konnektivität haben. Die post 
hoc Analysen der Intervention × Zeit Effekte zeigten, dass es verschiedene Muster 
zu beobachten gab: Zum einen gab es Zunahmen der funktionelle Konnektivität 
unter Kortisol, aber Abnahmen unter Placebo. Dieses Muster wurde für die 
Korrelationen zwischen occipitalen und zentralen Regionen sowie zwischen 
rechter Amygdala und parietalen Regionen beobachtet. Zum anderen zeigte sich 
auch das umgekehrte Muster, also eine Abnahme der funktionellen Konnektivität 
unter Kortisol und eine Zunahme unter Placebo. Dieses Muster wurde zwischen 
frontalen und occipitalen sowie frontalen und temporalen Regionen und auch 
zwischen temporalen Regionen und dem Thalamus gefunden.  
 
AAL-Regionen Paara p-Wert 
L G. orbitalis medialis  R G. occipitalis medialis 0,0002* 
L G. frontalis inferior 
triangularis 
R G. occipitalis inferior  0,0010* 
L G. olfactorius  R G. fusiformis 0,0014* 
L G. frontomedialis 
orbitus 
R G. temporalis inferior 0,0015* 
R Thalamus R G. temporalis superior  0,0020* 
R G. occipitalis 
superior  
R Lobulus paracentralis 0,0026* 
R Rolandic operculum  R Thalamus 0,0030 
L G. orbitalis medialis  L G. temporalis inferior  0,0033 
R G. occipitalis 
superior 





R Amygdala R G. parietalis superior  0,0038 
L Thalamus L G. temporalis medior 0,0043 
L Rolandic operculum R Thalamus 0,0045 
L G. occipitalis inferior  R Lobulus paracentralis 0,0045 
L Thalamus R G. temporalis superior 0,0048 
 
Tabelle 11: Intervention × Zeit Effekt auf die Inter-AAL Regionenkonnektivität. *p < 
AFDR ~ 0,0028. a nach p-Werten sortiert. Abkürzungen: ACC Cortex cinguli anterior; 
mPFC medialer präfrontal Kortex. 
 
 b) Haupteffekt Intervention 
 
Es wurden für zwei AAL-Regionen Paare signifikante Änderungen der Inter-AAL- 
Regionenkonnektivität in Abhängigkeit des Faktors Intervention gefunden. Die 
signifikanten Effekte wurden bei einer Schwelle von p < 0,005 gefunden. Dabei 
konnte für die Placebo Intervention eine Zunahme für die 
Interregionenkonnektivität zwischen rechtem Operculum rolandi und rechtem 
Thalamus (p = 0,0045), sowie dem linken G. parahippocampalis und dem linken 
Globus pallidus (p = 0,0028) beobachtet werden. Unter Kortisol war deshalb 
erwartungsgemäß eine Konnektivitätsabnahme zwischen diesen Regionen zu 
beobachten (siehe Abbildung 28).  





 c) Haupteffekt Zeit 
 
In Abhängigkeit der Zeit wurden zahlreiche signifikante Änderungen der 
Konnektivität zwischen den AAL Regionen gefunden. Dabei erreichten vor allem 
Änderungen der Konnektivitäten zwischen frontalen und occipitalen Regionen, 
sowie Konnektivitäten zentraler Regionen sehr starke Effekte. Es wurden 253 
signifikante Korrelationspaare bei einer Schwelle von p < 0,005 gefunden, dabei 
waren 190 Paare robust gegenüber der multiplen Testkorrektur nach AFDR-
Methode (~ 0,0028). In Tabelle 12 sind aus Übersichtsgründen nur 
Korrelationspaare mit p-Werten gelistet, die auch die Schwelle von p < 0,0001 
überstanden.  
Die post hoc Analysen für die gegenüber multipler Testkorrektur robusten 
Konnektivitäten zeigten, dass es verschiedene Muster für die Änderung der 
Konnektivität über die Zeit zu beobachten gab: Am stärksten vertreten waren 
Abnahme der funktionellen Konnektivität zwischen den Regionen im Zeitverlauf. 
Dieses Muster wurde für die Konnektivität zwischen zentralen Strukturen 
(präzentral zu parazentral) sowie zwischen zentralen und occipitalen Bereichen 
(prä- bzw. postzentral zu occipital) gefunden. Auch nahm die Konnektivität 
zwischen temporalen und para- und postzentralen Regionen sowie zwischen 
postzentralen und occipitalen Regionen mit der Zeit ab. Ebenfalls oft zu 
beobachten war das Muster bei dem die Konnektivität im Zeitverlauf erst abnahm 
und später wieder etwas zu, ohne den Anfangswert der Konnektivität zu erreichen. 
Dieses Muster betraf vor allem die Konnektivität zwischen frontalen und 
occipitalen sowie lingualen Arealen, war aber auch zwischen parazentralen und 
temporalen Arealen vertreten.  Eine Zunahme der Konnektivität über die Zeit 
wurde vor allem für und zwischen frontale Regionen beobachtet sowie zwischen 
temporalen Regionen. Nur für di frontalen Regionen war auch das vierte Muster zu 
beobachten, indem die Konnektivität im Zeitverlauf erst zunahm und dann wieder 
ab.  
 
Seedregionen Paara p-Wert 
L mPFC R G. lingualis  0,000003 
L mPFC R G. occipital superior 0,000006 
R G. precentralis R G. fusiformis 0,000009 
L mPFC R Cuneus 0,000009 
L G. precentralis R G. precentralis 0,000011 





L mPFC L G. lingualis 0,000016 
L G. postcentralis R G. postcentralis 0,000017 
L mPFC  L Cuneus 0,000018 
L mPFC R G. occipitalis medialis 0,000021 
R G. precentralis R G. occipitalis superior  0,000024 
R G. fusiformis R G. postcentralis 0,000028 
R G. precentralis L G. occipitalis inferior 0,000034 
L G. precentralis R G. occipitalis superior  0,000034 
L mPFC R G. calcarinus  0,000035 
L G. precentralis L Lobulus paracentralis  0,000040 
R G. occipitalis 
inferior  
R G. postcentralis  0,000051 
L G. precentralis L G. occipitalis inferior  0,000051 
L G. precentralis R G. lingualis  0,000060 
L mPFC L G. fusiformis 0,000060 
L G. precentralis R Lobulus paracentralis 0,000061 
L G. precentralis L G. lingualis  0,000067 
L mPFC L G. occipitalis superior  0,000082 
 
Tabelle 12: Haupteffekt des Faktors Zeit für das AAL-Atlas-System.a nach p-Werten 
sortiert, wobei alle p-Werte robust gegenüber multipler Testung (AFDR) sind. 






3.5.3.4 FCDM Analysen-Intervention × Zeit Effekt 
Bei den Analysen des Interaktionseffekts zeigte sich allgemein eine schwache 
Änderung der funktionellen Konnektivitätdichte. Nur für die Region des linken ACC 
änderte sich die Konnektivitätsdichte signifikant (F = 12,22; p = 0,024). Dabei 
änderte sich die Konnektivitätsdichte unter Kortisol weniger als unter Placebo 


































Abbildung 29: Signifikanten Intervention × Zeit Effekts für die Änderung der 
Konnektivitätsdichte im linken ACC. Die Änderung der Konnektivität je Bedingung 
und Zeitpunkt ist im Balkendiagramm dargestellt. Die Y-Achse gibt den Wert der 







In der vorliegenden Arbeit wurde in einem kombinierten EEG/fMRT-Experiment 
zum einen untersucht, ob die funktionelle Konnektivität in Ruhe das Ergebnis des 
Dex/CRH-Test in gesunden Probanden vorhersagen kann, und zum anderen, ob 
die fMRT-Ruhenetzwerkaktivität durch eine experimentelle Modulation des 
Kortisolspiegels verändert werden kann. Beide Fragestellungen ergänzen sich 
hierbei.  
Einerseits ist bekannt, dass die HPA-Achse durch ihre Verbindungen zum 
limbischen Kortex einer ständigen Kontrolle und Modulation unterliegt. Deshalb lag 
der Fokus der ersten Fragestellung auf der Herstellung einer Verbindung zwischen 
der Netzwerkintegrität solcher limbischer und paralimbischer Regionen und der 
Stressreagibilität, wie sie im Dex/CRH-Test abgebildet wird. Andererseits stellt 
Kortisol selbst ein wichtiges regulatorisches Hormon im Organismus dar, das auch 
die neuronale Aktivität beeinflusst. Der Fokus der zweiten Fragestellung war die 
Quantifizierung solcher Effekte. Die funktionelle Konnektivität wurde dabei durch 
verschiedene Analyseansätze untersucht: durch die Seed-Methode (sogenannte 
seedbasierte Ruhenetzwerke), durch Kreuzkorrelationsanalysen (ausgewählter 
Regionen und eines Atlas-Systems) und durch FCDM, einer neueren Methode zur 
Kartierung der funktionellen Konnektivität pro Voxel. 
Im Rahmen dieser Diskussion sollen die im Rahmen dieser Arbeit 
resultierenden Befunde zu den genannten Untersuchungsschwerpunkten in den 
derzeitigen Wissenstand der humanen Stressforschung eingeordnet werden. 
Insbesondere sollen die Ergebnisse im Hinblick auf jene Forschung diskutiert 
werden, die sich zum Ziel gesetzt hat, die kortikalen Mechanismen der Kontrolle 
der HPA-Achse zu untersuchen. Abschließend wird der Beitrag der vorliegenden 
Arbeit zur humanen Grundlagenforschung der Stressregulation kritisch bewertet. 
 
4.1 Der Dex/CRH-Test - ein Fenster zum Gehirn in der Erforschung der 
humanen Stressregulation 
 
Die im Rahmen dieser Studie untersuchten gesunden männlichen Probanden 
zeigten eine erwartungsgemäße Variabiltät ihrer neuroendokrinologischen 
Reaktion während des Dex/CRH-Tests. Dies bildete die Grundlage für die 
durchgeführten Korrelationsanalysen der neuroendokrinologischen Parameter 
(KortisolAUC und ACTHAUC) mit der funktionellen Konnektivität des Gehirns in 






4.1.1 Möglichkeiten der Messung der HPA-Achsen-Integrität 
 
Zur Untersuchung der Aktivität der HPA-Achse gibt es eine Vielzahl an 
Möglichkeiten, wobei üblicherweise die Kortisolkonzentration gemessen wird 
(Miller et al., 2007). Freies und gebundenes Kortisol kann im Speichel, im Blut, im 
Urin und in der Zerebrospinalflüssigkeit nachgewiesen und quantifiziert werden, 
wobei jede dieser Methoden ein spezifisches (metabolisches) Zeitfenster abdeckt 
(Baum und Gruneberg, 1997):  
Die Kortisolkonzentration in Blut und Speichelproben spiegeln dabei die 
Aktivität der HPA-Achse in den vergangenen 10 bis 60 Minuten wieder, 
wohingegen die Urinproben, die meistens in einer 15- bzw. 24-Stunden-
Sammelprobe bestimmt werden, einen Summenwert der Aktivität der HPA-Achse 
im Tagesdurchschnitt liefern (Miller et al., 2007). Bei der Bestimmung der 
Kortisolkonzentration sollte dabei beachtet werden, dass die natürliche 
Ausschüttung über den Tag verteilt pulsartig verläuft. Einige Studien bestimmen 
deshalb die Integrität der HPA-Achse über die Kortisolkonzentration nach dem 
Aufwachen (engl. cortisol awakening response, kurz CAR), hierbei stellt die CAR 
den natürlichen Anstieg des Kortisols ~ 20 bis 30 Minuten nach dem Erwachen dar 
(Fries et al., 2009). Andere Studien bestimmen den Kortisolgehalt zu mehreren 
Zeitpunkten, um ein Tagesprofil zu erstellen und damit Rückschlüsse auf die 
Aktivität der HPA-Achse ziehen zu können. 
Ein alternativer Ansatz dazu ist die Untersuchung der HPA-Achsenaktivität 
durch eine hormonelle Stimulation. Dafür können Moleküle wie CRH, ACTH, oder 
auch das künstliche GC Dexamethason in das System experimentell eingeführt 
und die dadurch veränderte Ausschüttung der Hormonprodukte entlang der 
Stressachse gemessen werden (Deuschle et al., 1998; Ehnvall et al., 2004; 
Heuser et al., 1994a; Miller et al., 2007).  
Verschiedene Studien haben dabei die besondere Sensitivität der Kombination 
aus der Dexamethasonsuppression, wie sie auch im Rahmen des 
Dexamethasonsuppressions-Test (DST) (Holsboer et al., 1982; Holsboer, 1983) 
verwendet wird, und der Stimulation durch CRH im Dex/CRH-Test zur 
Untersuchung der Integrität der HPA-Achse gezeigt (Heuser et al., 1994a; 
Holsboer et al., 1995; Ising et al., 2005b). Da bei Gesunden die Suppression 
mittels Dexamethason der ACTH- und in Folge auch der Kortisolausschüttung vor 
allem über die GR der Hypophyse wirkt, wird eine unvollständige Suppression als 
Anzeichen für einen funktionellen Defekt in der HPA-Achse gesehen (Holsboer, 
2000; Ising et al., 2007; Zobel et al., 2001). Der Grad der Kortisolsuppression nach 
Dexamethasoneinnahme bzw. das individuelle Antwortprofil auf die CRH-
Stimulation kann die biologischen Unterschiede bei den einzelnen Probanden 






4.1.2 Genetische Komponenten der HPA-Achse 
 
Das individuelle Muster der Aktivität der HPA-Achse und deren unterschiedliche 
Anfälligkeit für Störungen lässt eine genetische Komponente der Stresskapazität 
vermuten. Eine einfache Methode, um genetische Einflüsse zu untersuchen, sind 
Studien mit eineiigen und zweieiigen Zwillingen. Dabei kann zwischen Studien 
unterschieden werden, die die Integrität der HPA-Achse im Grundzustand testen, 
und solchen, die den Regulationseffekt nach Stimulation untersuchen (Wust et al., 
2004). Jene Studien zur Funktion der HPA-Achse im Grundzustand zeigten eine 
mäßige genetische Komponente der Kortisolkonzentration im Plasma, ermittelt an 
ein- und zweieiigen Zwillingen (Maxwell et al., 1969; Meikle et al., 1988; Wust et 
al., 2000). Unter Verwendung einer Power-Analyse, unter dem Einschluss von fünf 
Zwillings-Studien, fanden Bartels et al. (2003) in einer Metaanalyse eine 
Erblichkeit der Kortisolkonzentration von 62% und kritisierten gleichzeitig die zu 
geringe Probandenanzahl der meisten Zwillingsstudien, um verlässlich genetische 
Faktoren von Umwelteffekten trennen zu können. Studien, die die genetische 
Beeinflussung der HPA-Achse anhand von Stimulationstests untersuchten, kamen 
zu gegensätzlichen Ergebnissen (Federenko et al., 2004; Franz et al., 2010; 
Kirschbaum et al., 1992a; Steptoe et al., 2009).  
Klare genetische Zusammenhänge gibt es dagegen für die GR-
Polymorphismen (Binder, 2010; DeRijk et al., 2002). Einen genetischen 
Zusammenhang zwischen einem Einzelnukleotid-Polymorphismus (engl. single 
nucleotid polymorphismen, kurz SNP) und der Vulnerabilität für wiederholte 
depressive Episoden bzw. der Wirksamkeit einer pharmakologischen Behandlung 
fanden Binder et al. (2004) bei der Untersuchung des FKBP5, eines GR-
regulierenden Moleküls. Dabei zeigte sich, dass eine bestimmte Ausprägung eines 
Gens zu einer erhöhten Expression von FKBP5 führt, was wiederum zu einer 
erhöhten GR-Anpassungsfähigkeit führt, die wiederum die Regulation der HPA-
Achse beeinflusst (Binder et al., 2009).  
Eine genetische Prädisposition für Dysfunktionen der HPA-Achse bestätigen 
auch Studien, die Personen untersuchten, die eine hohe Vulnerabilität für 
psychiatrische Krankheiten haben, ohne akut krank zu sein (engl. high risk person, 
kurz HRP). In diesen HRP wurde eine Kortisolkonzentration im Dex/CRH-Test 
gefunden, deren Wert zwischen den durchschnittlichen normalen Werten von 
gesunden Probanden ohne genetische Vorbelastung und den Werten von 
Patienten mit Stress-assoziierten Krankheiten lagen (Holsboer et al., 1995; Modell 
et al., 1998). Dabei zeigte sich, dass höhere Werte im Dex/CRH-Test bei 
gesunden HRP mit einem erhöhten Erkrankungsrisiko einhergehen (Ising et al., 
2005c).  
Aber nicht nur in Patienten und Personen mit genetischer Vorbelastung, 
sondern auch innerhalb gesunder Kontrollen, kann eine individuelle Variabilität der 





gefunden werden. Entscheidend ist dabei, dass die Variabilität bei Gesunden im 
Vergleich zu akut Erkrankten zwar geringer ausfällt, aber dennoch eine 
biologische Bedeutung zu haben scheint und nicht nur eine Ungenauigkeit der 
Messung widerspiegelt. Diese Variabilität auch in gesunden Probanden ermöglicht 
daher die Suche nach spezifischen prädiktiven Markern im Gehirn.  
4.1.3 Was macht den Dex/CRH-Test zum Fenster des Gehirns? 
 
Wie einleitend beschrieben, kann mit dem Dex/CRH-Test zum einen die 
Funktionalität der HPA-Achse untersucht werden (vgl. 1.1.6), und zum anderen 
gibt der Test möglicherweise auch Hinweise auf die Funktionalität der kortikalen 
Regulation (Heuser et al., 1994a; Holsboer und Ising, 2010; Ising et al., 2005b). 
Rückschlüsse über kortikale Einflüsse auf die HPA-Achse wurden dabei jedoch 
vor allem über die Messung der peripheren physiologischen Auswirkungen 
gezogen. Dabei können sowohl pharmakologische als auch psychologische 
Methoden verwendet werden (vgl. 1.3.6 für Möglichkeiten im humanen Bereich der 
funktionellen Bildgebung), um die HPA-Achse zu stimulieren. Welche 
Mechanismen dabei genau im Gehirn dazu beitragen, dass die HPA-Achse 
entsprechend ausgelenkt und nach Konfrontation mit einem Stressor wieder 
normalisiert wird, ist bisher im Menschen nur unzureichend erforscht.  
Zu dieser Komplexität kommt hinzu, dass es mit der Methode der funktionellen 
Bildgebung nicht ohne weiteres möglich ist, jene Regionen, die die Stresssituation 
erfassen von denen zu trennen, die dann die eigentliche Reaktion der HPA-Achse 
veranlassen und koordinieren. Die Rückschlüsse über Mechanismen des 
Dex/CRH-Tests im Gehirn beruhen auf folgenden Annahmen (Holsboer, 1989; 
Holsboer-Trachsler et al., 1991): Wenn die Kortisolproduktion durch Blockade der 
ACTH-Ausschüttung an der Hypophyse supprimiert wird, reduziert sich nach einer 
gewissen Zeit das Kortisol für die negative Rückkopplung im Gehirn deutlich. Da 
der Hypothalamus und alle GR und MR beinhaltenden Gehirnstrukturen kein 
Kortisolfeedback erhalten, wird eine Zeit lang CRH und auch AVP hochreguliert, 
um die Kortisolhomöostase im Körper wieder herzustellen. Durch die Blockade der 
weiterführenden Signalkaskade an der Hypophyse durch Dexamethason kommt 
es zunächst zu keiner ACTH-Ausschüttung.  
Erst durch die zusätzliche CRH-Injektion während des Dex/CRH-Tests kann die 
Blockade an der Hypophyse überwunden werden und ACTH wieder ausgeschüttet 
werden und in Folge auch Kortisol. Dies führt wiederum zum negativen Feedback 
ins Gehirn und einer Normalisierung der Funktion der HPA-Achse. Bei gesunden 
Menschen kommt es zu einer geringeren CRH-Hochregulation nach Blockade 
durch Dexamethason, was sich durch eine geringere ACTH- und 
Kortisolsausschüttung nach der CRH-Gabe ableiten lässt. Dies bedeutet 
wiederum, dass die kortikalen Kontrollmechanismen der HPA-Achse intakt sind. 
Die Kontrollmechanismen werden durch GR und MR in verschiedenen 





negatives Feedback auch noch bei geringer Kortisolkonzentration aufrecht 
erhalten werden. Bei gestörter Rezeptorfunktion bricht das negative Feedback so 
stark ein, dass es zu einer starken Gegenregulation von CRH und AVP führt. Bei 
Patienten mit stressbedingter Erkrankung kommt es vermutlich daher zu einer 
massiven CRH- und AVP-Ausschüttung im Dex/CRH-Test.  
Der Vorteil des Dex/CRH-Tests ist also, dass die Funktionalität des negativen 
Feedbacks der HPA-Achse untersucht werden kann. In Anbetracht der Tatsache, 
dass für den Gesundheitsstatus die effiziente negative Rückkopplung des 
Kortisols ins Gehirn fast wichtiger zu sein scheint, als die Ausschüttung von 
Kortisol während der Stressreaktion selbst, deutet darauf hin, dass eine Variabilität 
des Dex/CRH-Tests bei Gesunden nicht nur den aktuellen Status der HPA-Achse 
wiedergibt, sondern auch unterschiedliche Stressreaktionstypen klassifizieren 
könnte. Zur Untersuchung der Funktionalität der HPA-Achse und zur Aufdeckung 
der Variabilität der HPA-Achse innerhalb des gesunden Probandenpools wurde 
deshalb der Dex/CRH-Test allen anderen Methoden vorgezogen. 
Der mögliche Einwand, dass die Variabilität im Dex/CRH-Test bei Gesunden 
nicht unterschiedliche Stressreaktionstypen bzw. generell unterschiedliche 
Funktionalitäten der HPA-Achse beschreibt, sondern lediglich akute oder äußere 
Einflüsse, wie konsumierte Nahrungsmittel, widergibt, kann entkräftet werden, da 
vor Einführung des Tests in den klinischen Alltag solche Störfaktoren genauer 
untersucht wurden (Kunzel et al., 2003). Durch eine Untersuchung an 235 
depressiven Patienten konnte gezeigt werden, dass Faktoren, die dafür bekannt 
sind, die HPA-Achse zu beeinflussen, wie Koffein oder Nikotin, aber auch das 
Körpergewicht, keinen Effekt auf die Ergebnisse des Dex/CRH-Test haben. In der 
vorliegenden Arbeit wurden trotzdem, auch aus Gründen der möglichen 
Einflussnahme dieser Faktoren auf das fMRT-Signal, nur nichtrauchende, 
normalgewichtige Probanden eingeschlossen, die an den gegebenen Messtagen 
auf koffeinhaltige Lebensmittel verzichten konnten.  
Zusammenfassend wurde der Dex/CRH-Test als zentrale endokrinologische 
Messung eingesetzt, um die Reagibilität der Probanden auf Stress indirekt zu 
erfassen. Die fMRT-Messungen dienten hierbei dazu, die Integrität bestimmter 
Netzwerke zu quantifizieren und zu prüfen, ob diese die Feedbackvorgänge 
während des Dex/CRH-Tests vorhersagen können. 
4.2 Mögliche Einflüsse der Persönlichkeitsmerkmale auf die Stresskapazität 
eines Menschen 
 
Es wurden in dieser Arbeit keine starken Korrelationen zwischen den 
Hormonwerten und den Werten der Selbstbefragungsbögen gefunden. Dies fügt 
sich insgesamt in das Bild der bisher dazu veröffentlichten Studien ein, die auch 
auf größere Stichproben untersuchten, ob es einen direkten Zusammenhang 





Speichel gibt (Nater et al., 2010; Schommer et al., 1999) und hierzu zum Teil 
widersprüchliche Ergebnisse fanden.  
Die im Rahmen dieser Arbeit ermittelte signifikante Korrelation zwischen BDI 
und Kortisol während des Dex/CRH-Tests war auf leicht erhöhte Werte (im 
Bereich des Normalen) von vereinzelten Probanden zurückzuführen. 
Entsprechend war die Korrelation im Spearman-Rang-Korrelationstest nur noch 
auf Trendniveau nachweisbar (vgl. Punkt 3.3). Eine schwache Korrelation 
zwischen Kortisolwerten und der subjektiven Depressionsskala (BDI) ist jedoch 
trotzdem vorstellbar, da sowohl Personen mit einer voll ausgeprägten Depression, 
als auch HPR, erhöhte Kortisol-Werte im Dex/CRH-Test ausweisen (Holsboer et 
al., 1995; Ising et al., 2005b). Der Zusammenhang zwischen Dex/CRH-Test und 
depressiven Symptomen scheint sich also bereits im subklinischen Bereich 
anzudeuten. Keiner der untersuchten Probanden war an einer Depression 
erkrankt (der Cutoff-Wert des BDI liegt üblicherweise bei  14), jedoch zeigten 
einzelne Probanden Werte bis 7. 
Die Aussagekraft einer Korrelation zwischen Persönlichkeitsmerkmalen und 
neuroendokrinologischen Parametern ist bei einer Stichprobe von 20 Probanden 
statistisch gering. Für Untersuchungen, die sich explizit für die Verknüpfung der 
Integrität der HPA-Achse mit bestimmten Persönlichkeitsmerkmalen interessieren, 
empfiehlt es sich daher, einen großen Probandenpool zu untersuchen. Des 
Weiteren wäre ein bezüglich seiner Persönlichkeitsmerkmale bzw. depressiven 
Symptomatik heterogener Probandenpool günstig, um auch graduelle 
Abstufungen untersuchen zu können. Es war jedoch nicht primär das Ziel dieser 
Arbeit, einen Zusammenhang zwischen Persönlichkeitsmerkmalen und HPA-
Achse zu untersuchen. Im Wesentlichen sollten stattdessen eine akute oder 
allgemein starke Ängstlichkeit bzw. Depressivität im Sinne einer Major Depression 
ausgeschlossen werden, um eine bezüglich affektiver Erkrankungen eine gesunde 
Stichprobe zu erhalten.  
 
4.3 Bedeutung der Analysen der Ruhenetzwerke in der bildgebenden 
Forschung 
 
In der vorliegenden Arbeit änderten sich die Ruhenetzwerke des Gehirns durch 
den Einfluss veränderter Kortisolmilieuzustände des Körpers. Des Weiteren 
konnte ein Zusammenhang zwischen der Stärke der funktionellen Konnektivität 
bestimmter Areale in den Ruhenetzwerken des Gehirns und der 
neuroendokrinologischen Antwort im Dex/CRH-Test gefunden werden.  
Für diese Arbeit wurde die fMRT-BOLD-Aktivität in Ruhe gemessen, ohne 
Anwendung eines Paradigmas. Solche Ruhe-fMRT-Messungen haben in den 
letzten Jahren enorm an Bedeutung in der MRT-Forschung und der kognitiven 
Neurowissenschaften zugenommen (Buckner et al., 2008; Fox und Raichle, 2007; 





Erstens ist die Ruhe-fMRT-Aktivität hochstrukturiert und bildet wichtige Aspekte 
der funktionalen Neuroanatomie auf einer makroskopischen Skala ab (Cole et al., 
2010). Diese Strukturen basieren, wie einleitend beschrieben, auf zeitlich 
parallelen BOLD-Signal-Schwankungen, die bereits in Ruhe als netzwerkartige 
Verbände von Regionen existieren. 
Zweitens sind Ruhe-fMRT-Daten auch ohne jegliche Mitarbeit der Probanden 
aufnehmbar (Cole et al., 2010). Daher kann die Technik in Kleinkindern, 
anästhesierten Menschen, oder Patienten mit schweren kognitiven oder 
physischen Beeinträchtigungen angewandt werden (Boveroux et al., 2010; 
Fransson et al., 2007; Greicius et al., 2007). Ähnlich wie der Dex/CRH-Test eine 
Stressreaktion indirekt abbildet, sind auch Ruhe-fMRT-Muster prädiktiv für 
typische Reaktionsmuster unter bestimmten Aufgaben oder Bedingungen. 
4.3.1 Prädiktion physiologischer und pathologischer Zustände aus Ruhe-
fMRT-Messungen 
 
Den Ruhenetzwerken wurden schon in anderen Studien Prädiktionspotential 
zugeschrieben (Broyd et al., 2009; Greicius, 2008; Greicius et al., 2004; Koch et 
al., 2012; Rombouts und Scheltens, 2005). Ruhenetzwerke in gesunden 
Probanden gelten als relativ stabil, sowohl innerhalb als auch zwischen Individuen 
(Damoiseaux et al., 2006; Shehzad et al., 2009), wobei auf regionaler Ebene 
trotzdem eine deutliche individuelle Variabilität verbleibt. Es wurde von Glahn et al. 
(2010) auch gezeigt, dass bestimmte Charakteristika der Ruhenetzwerke 
genetisch basiert sind. Dadurch bekommen Studien, die entwicklungs- oder 
krankheitsbedingt veränderte Ruhenetzwerke untersuchen nochmals eine weitere 
Bedeutung. Veränderte Muster in den Ruhenetzwerken zeigen sich im 
Zusammenhang mit psychiatrischen Krankheiten (Anand et al., 2009; Greicius et 
al., 2007; Sheline et al., 2010) bzw. auch schon in HRP für psychiatrische 
Krankheiten (Liu et al., 2010). Auch bei neurodegenerativen Krankheiten konnten 
Veränderungen der Ruhenetzwerke beobachtet werden (Filippi und Agosta, 2011; 
Greicius et al., 2004; Koch et al., 2012; Rombouts und Scheltens, 2005). Die 
spezifische Änderungen der Ruhenetzwerke in pathologischen Zuständen und ihre 
Normalisierung bei Verbesserung des Gesundheitszustandes, sind trotz des rein 
korrelativen Ansatzes, ein sehr vielversprechend Ansatz für einen Biomarker.  
Aber auch bei gesunden Menschen können sich entwicklungsbedingt oder 
durch physiologische Vorgänge charakteristische Muster der Ruhenetzwerke 
ergeben. Zunächst sei dazu auf die Abhängigkeit der Muster vom Alter 
verwiesen.Inzwischen wurde mehrfach gezeigt, dass sich die Ruhenetzwerke je 
nach Altersgruppe (Neugeborene, Heranwachsende sowie Senioren) 
unterscheiden (Damoiseaux et al., 2006; Fransson et al., 2007; Koch et al., 2010; 
Luchinger et al., 2011). Als physiologische Einflüsse sind vor allem 
unterschiedliche Vigilanzzustände zu nennen. Dabei konnte eine erhebliche 





Wachzustand in das Schlafstadium 1 gefunden werden (Kaufmann et al., 2006; 
Sämann et al., 2011; Spoormaker et al., 2010). In tieferen Schlafstadien zeigen 
sich dann weitere typische Konnektivitätsänderungen mit großen Effektstärken 
(Kaufmann et al., 2006; Sämann et al., 2011; Spoormaker et al., 2010). Diese 
spezifischen Änderungsmuster sind auch Grundlage für derzeitige Versuche, 
Algorithmen zu entwickeln, die (idealerweise vollautomatisch) Schlafstadien 
anhand der fMRT-Daten klassifizieren können (Tagliazucchi et al., 2012). Trotz 
der Vielzahl an Studien, die sich mit den Prädiktionsmöglichkeiten aus dem Ruhe-
fMRT befassen, ergeben sich wegen der biophysikalischen Grundlage des BOLD-
Signals, das die neuronale Aktivität nur indirekt widerspiegelt, und wegen der 
relativ geringen zeitlichen Auflösung von BOLD-fMRT auch deutliche 
Einschränkungen des Informationsgehaltes von Ruhe-fMRT-Daten. 
4.3.2 Einschränkungen bezüglich der Aussagekraft der Ruhenetzwerke 
 
Eine Auswahl an schon in der Literatur beschriebenen verschiedenen 
Prädiktorfunktionen der Ruhenetzwerke wurde im vorangehenden Abschnitt 
vorgestellt. Allerdings ist bei den krankheitsbedingten Veränderungen noch nicht 
abschließend geklärt, ob die Änderung der funktionellen Konnektivität erst durch 
die Krankheit entsteht, oder ob eine zuvor bestehende veränderte funktionelle 
Konnektivität die Vulnerabilität für die Krankheit erhöht. Daraus folgt auch, dass 
Ruhenetzwerke bzw. deren Veränderung derzeit nicht ohne weiteres als 
diagnostische Methode verwendet werden können (Cole et al., 2010; Greicius, 
2008), auch wenn die Muster der Änderungen innerhalb eines Störungsbildes 
einheitlich sind. 
Die Analysen der funktionellen Konnektivitäten erlauben allerdings nicht die 
Bestimmung der Richtung der jeweiligen Interaktion zwischen den Gehirnregionen 
(van den Heuvel und Pol, 2010a). Dies bedeutet, dass gefundene Veränderungen 
der funktionellen Konnektivität zwar eine Netzwerkänderung beschreiben, es aber 
nicht möglich ist, diese Änderungen allein aus den BOLD-fMRT-Daten heraus 
genauer zu charakterisieren. Trotzdem wurden inzwischen wichtige Zusammen-
hänge zwischen der molekularen Signaltransmission und BOLD-fMRT hergestellt, 
wie beispielsweise zwischen spektroskopisch gemessenem Glutamat und der 
DMN-Aktivität (Kapogiannis et al., 2012). Grundsätzlich ist anzunehmen, dass 
zahlreiche Rezeptorsysteme die funktionelle Konnektivität zwischen zwei 
Gehirnregionen beeinflussen. 
4.3.3 Biologische Relevanz der Ruhenetzwerke 
 
Wie in der Einleitung schon beschrieben, gibt es verschiedene Theorien bezüglich 
der funktionellen Bedeutung der Ruhenetzwerke, oder allgemeiner der korrelierten 
bzw. anti-korrelierten spontanen BOLD-Fluktuation. Im Hinblick auf den Sinn der 





spontanen Aktivierungsmuster zwischen Individuen variieren. Auch wenn die 
großen Muster zwischen Individuen stabil sind, zeigen nicht in jeder Person 
dieselben Neuronenverbände gleichzeitig Synchronizität (Buckner et al., 2008; 
Fox und Raichle, 2007; Shehzad et al., 2009). Eine Deutungsmöglichkeit ist, dass 
Netzwerke in Ruhe gelernte Verhaltensmuster bzw. Koordinationsanforderungen 
„trainieren“, um im Bedarfsfall effizienter reagieren zu können (Corbetta, 2012; 
Duan et al., 2012).  
Hierzu passen auch Befunde, dass funktionale Konnektivität in Ruhe die Stärke 
der Konnektivität während des Stimulus vorhersagt (Boly et al., 2007; Greicius und 
Menon, 2004; Sadaghiani et al., 2009). Dies könnte für die Ruhenetzwerke 
während oder nach Stress ebenso gelten. Bekannt ist, dass die funktionelle 
Aktivierung nach einer größeren Anforderung an das System, je nach individueller 
Stress-Regulationfähigkeit, zu einer nachhaltigen Beeinflussung des 
Stressregulationssystems führt (Heim et al., 2008) und auch zu langfristig 
veränderten Ruhenetzwerken und endokrinologischen Auswirkungen bzw. 
Folgeerkrankungen (Burke et al., 2005; Stetler und Miller, 2011). Es ist daher 
anzunehmen, dass die individuelle Kapazität mit Stress umzugehen im Gehirn, 
speziell in den Ruhenetzwerken, kodiert ist. Da Ruhenetzwerke etwas sehr 
ursprüngliches im Gehirn sind, sollten kortisolabhängige Änderungen dieser 
Netzwerke am besten ohne künstliche Beeinflussung durch Aufgaben untersucht 
werden.  
Die Eigenschaft der Ruheaktivität, die Reaktion auf Stimuli vorherzusagen bzw. 
zu begünstigen, war entscheidend für die erste Fragestellung. Für diese wurde 
nämlich davon ausgegangen, dass die Ruhe-fMRT auch Informationen über 
typische Reaktionsmuster unter Stress enthalten, einschließlich der Prozesse 
während der Aktivierung der Stressreaktion und der Beendigung der 
Stressreaktion durch negatives Feedback.   
4.4 Bedeutung der funktionellen Konnektivität in Ruhenetzwerken als 
Prädiktor der Stresskapazität in gesunden Probanden 
 
Die erste Fragestellung war, ob Gehirnregionen, von denen vermutet und berichtet 
wird, dass sie in an der kortikalen Kontrolle der Homöstase der Stresshormone 
beteiligt sind (vgl. Einleitung), Muster in den Ruhenetzwerken hinterlassen, die 
charakteristisch für die individuelle Regulation der HPA-Achse sind. 
Es konnte im Rahmen dieser Arbeit in der Tat ein Zusammenhang zwischen 
der Stärke der funktionellen Konnektivität in den Ruhenetzwerken und dem 
Dex/CRH-Profil junger, gesunder, männlicher Probanden gefunden werden. Die 
Analysen verschiedener seedbasierter Netzwerke zeigten dabei regionale 
Schwerpunkte für einen Zusammenhang mit den Stresshormonen, besonders in 
(para-)limbischen Regionen, wobei der stärkste Effekt für die Konnektivität 
zwischen linkem und rechtem Hippokampus gefunden wurde. Die gefundene 





Hippokampus, und dem Dex/CRH-Profil ist insbesondere vor dem Hintergrund der 
bestehenden Modelle zur kortikalen Regulation der HPA-Achse bemerkenswert.  
Eine Rolle des Hippocampus bei der Regulation der HPA-Achse ist in der 
Literatur gut beschrieben, besonders eine Funktion als Sensor für Kortisol im 
Rahmen der negativen Feedbackregulation ist vielfach berichtet (Dedovic et al., 
2009b; Frodl und O'Keane, 2012; Herman, 2009; Jacobson und Sapolsky, 1991). 
In bildgebenden Studien wurde der Hippokampus auch umfangreich auf seine 
Funktion bzw. Dysfunktion im Kontext von stressassoziierten Krankheiten 
untersucht (Campbell et al., 2004; Dedovic et al., 2009b; Sheline et al., 2002). 
Dabei konnte gezeigt werden, dass Hippokampus abhängige Funktionen, wie 
der Abruf von Fakten aus dem deklarativem Gedächtnis, bei Patienten mit Stress 
assoziierte Krankheiten, während einer akuten Phase gestört sind (Lupien und 
McEwen, 1997). Die funktionellen Einschränkungen beruhen dabei sehr 
wahrscheinlich auf strukturellen Veränderungen des Hippokampus, wie sie in 
Subgruppen von Patienten, insbesondere bei chronisch erkrankten Patienten, 
gezeigt werden konnte (McEwen, 2005). Die strukturellen Veränderungen 
betreffen zum Beispiel ein verändertes Hippokampusvolumen, aber auch wie post 
mortem an Patienten festgestellt, molekulare Veränderungen in der 
Rezeptorendichte (GR/MR) an den Neuronen im Hippokampus (Campbell et al., 
2004; McKinnon et al., 2009). Auch bei ersterkrankten Patienten konnten bereits 
Veränderungen des Hippokampus gezeigt werden (Gilbertson et al., 2002; Kohli et 
al., 2011), wobei Veränderungen des Hippokampus nicht spezifisch für 
Depression sind, sondern auch bei einer Vielzahl neuropsychiatrischer 
Erkrankungen gefunden werden. Die Neurotoxizitätshypothese besagt, dass der 
Hippokampus erst sekundär durch den hohen Kortisolspiegel (Sapolsky et al., 
1986), möglicherweise auch durch exzessive Glutamatexposition, geschädigt wird 
(Gruber et al., 2012). Umgekehrt könnte auch eine hippokampale Dysfunktion 
dazu führen, dass es zu einem Hyperkortisolismus im Organismus kommt und 
antidepressive Therapien weniger ansprechen (Soriano-Mas et al., 2011), so dass 
eine Art Teufelskreis entsteht. 
Erst seit einigen Jahren werden bildgebende Methoden dazu verwendet 
stressphysiologische Experimente durchzuführen. Indem psychologischer Stress 
bei Probanden ausgelöst wurde, konnte eine Deaktivierung des Hippokampus und 
des orbitofrontalen Kortex zu Beginn der Stressreaktion gezeigt werden 
(Pruessner et al., 2008). Dabei folgte auf eine stärkere Deaktivierung in Reaktion 
auf den Stressor eine höhere Kortisolausschüttung während des Tests (Pruessner 
et al., 2008).  
In der hier vorgestellten Arbeit wurde die funktionelle Konnektivität gemessen, 
ohne dass akuter Stress bei den Probanden erzeugt wurde, weshalb davon 
ausgegangen werden kann, dass das Gehirn in einem nicht besonders belasteten 
Ruhezustand untersucht wurde. Der Einwand, dass die MRT-Umgebung an sich 
nicht als vollständiger Ruhe- oder Grundzustand begriffen werden kann, sondern 





2011), ist an sich berechtigt. Allerdings bezieht sich die dort gemessene Aktivität 
der HPA-Achse auf die Antizipation einer MRT-Messung bzw. auf HPA-Parameter, 
die während oder nach einer MRT-Messung bei MRT-naiven Probanden 
gemessen wurden (Dantendorfer et al., 1997; Tessner et al., 2006). Für die hier 
durchgeführte Studie waren alle Probanden mindestens einmal im MRT und daher 
an die Umgebung sowie den Ablauf ein Untersuchung habituiert, weshalb nicht 
davon auszugehen ist, dass die Probanden während der Untersuchungen der 
Studie durch die MRT-Umgebung stressbelastet waren (Tessner et al., 2006). Viel 
entscheidender für den hier gefundenen Zusammenhang zwischen funktioneller 
Konnektivität und Dex/CRH-Profil ist jedoch der physiologische Prozess, der dem 
Dex/CRH-Test zugrunde liegt. Der Test besteht aus einem 2-stufigem Verfahren 
(Heuser et al., 1994a): 
Zunächst wird mit der Einnahme von Dexamethason die Produktion und 
Ausschüttung von Kortisol auf Ebene der Hypophyse, unterdrückt. Dieser Entzug 
von Kortisol wird von verschiedenen Gehirnregionen, die eine hohe Dichte an GC-
Rezeptoren haben, wahrgenommen. Eine erste kompensatorische 
Gegenmaßnahme des Organismus ist in Folge die erhöhte Ausschüttung von 
CRH und AVP aus dem Nucleus paraventricularis (PVN) im Hypothalamus. Dies 
geschieht im Wesentlichen, um die Hypophyse anzuregen, die (Signal-)Kaskade 
der Kortisolproduktion durch Produktion und Ausschüttung von ACTH wieder 
hochzuregulieren. Die Ausschüttung von ACTH bleibt aber zunächst durch die 
Blockade des vorhandenen Dexamethason in der Hypophyse inhibiert (Holsboer, 
1983; Holsboer-Trachsler et al., 1991).  
Im zweiten Schritt wird diese Inhibition durch die Injektion des CRH 
aufgehoben. Dies führt dazu, dass das ACTH und in Folge dessen auch Kortisol 
wieder vermehrt produziert und ausgeschüttet werden. Die Frage, welche 
regulatorischen Prozesse über den Dex/CRH-Test abgegriffen werden, ist deshalb 
nicht ganz einfach zu beantworten. Es scheint, als ob der Test die Sensitivität des 
CRH- und AVP-Systems gegenüber Änderungen des GC-Status indirekt spiegelt. 
Die Art, wie dieses Neuropeptidsystem agiert, hängt dabei von der Stärke bzw. 
dem Typ des Stressors ab (Scott und Dinan, 1998). Vor dem Hintergrund, dass 
der PVN durch permanenten limbischen, paralimbischen und mPFC-Input 
moduliert wird, wird angenommen, dass die Integrität eines Hippokampus-
basierten Kontrollnetzwerkes offensichtlich für die Modulation des negativen 
Feedbacks bzw. dessen Wegfall während des Dex/CRH-Tests besonders relevant 
ist (Kiem et al. im Review).  
Möglicherweise wird, als umgekehrte Schlussfolgerung für die Interpretation 
des Dex/CRH-Tests, während der Suppression des Kortisols vor allem das 
negative Feedback des Hippokampus beeinflusst. Dies bedeutet aber nicht, dass 
die Feedbackfunktion bzw. GR- oder MR-Integrität in anderen Gehirnregionen 
weniger wichtig ist – auf Ebene der BOLD-basierten Ruhenetzwerke war das 
Ergebnis für den Hippokampus jedoch relativ prominent. Und auch die Korrelation 





Zusätzlich war statistisch das Ergebnis für den Hippokampus äußerst robust und 
zeigte beispielsweise auch bei Korrektur für das gesamte Gehirn noch eine 
Signifikanz. 
Im Gegensatz zum Hippokampus wird die Amygdala als eine eher HPA-Achsen 
stimulierende Schaltstelle im Kontrollsystem gesehen (Dedovic et al., 2009b). Dies 
ist, im Kontext der vorliegenden Studien von zentralem Interesse, da die 
Seedregion der Amygdala eine der beiden Seedregionen ist, die eine positive 
Korrelation zu ACTH zeigte (vgl. Punkt 3.4.2). Dabei lag das signifikante Cluster 
des Amygdala-basierten Netzwerkes im kontralateralen rechten Hippokampus, 
was auf einen direkten Modulationsweg hinweisen könnte (Kiem et al. im Review). 
Wie weiter unten noch en détail diskutiert (vgl. Punkt 4.5), zeigen auch die 
Analysen der Interseed-Konnektivitäten gehäuft Hippokampus/Amygdala-
Verknüpfungen. 
Im Vergleich dazu konnten keine besonders starken Interaktionen zwischen 
cingulärem Kortex, mPFC und limbischen Strukturen gefunden werden. Damit 
konnten in der vorliegenden Arbeit die Verknüpfung der Konnektivität zwischen 
Amygdala und mPFC/ACC und dem Kortisolwert, wie von Veer et al. (2011b) 
berichtete, nicht bestätigt werden. Auch wenn der konzeptionelle Ansatz der Arbeit 
ähnlich ist, können die Studien nicht direkt verglichen werden, da unterschiedliche 
Kortisolmarker verwendet wurden.  
Um einen direkten Vergleich der Ergebnisse der Bildgebung zu ermöglichen, 
wurde zusätzlich ein bilateraler Amygdalaseed mit der in Veer et al. (2011) 
angegebenen Schwelle (Z < 2,3 was einem p-Wert von p < 0,021 entspricht) 
analysiert. Diese Analyse blieb wiederum ohne ein signifikantes Ergebnis für den 
mPFC. Veer et al. (2011) interpretieren ihre Ergebnisse dahingehend, dass die 
Konzentration des zirkulierenden Kortisols die funktionelle Konnektivität im mPFC 
oder der Amygdala beeinflusst. Im Rahmen der vorliegenden Arbeit kann dieser 
Rückschluss nicht bestätigt werden, da die funktionelle Konnektivität zwischen 
dem ACC bzw. dem mPFC und der Amygdala keine Aussagekraft für das 
Dex/CRH-Profil zu haben scheint. Des Weiteren ging auch aus der 
Literaturrecherche kein direkter Zusammenhang zwischen dem Dex/CRH-Test 
und dem nicht-supprimierten Kortisol hervor. Es könnte also auch sein, dass die 
funktionelle Interaktion zwischen mPFC und Amygdala nur bei Paradigmen, die 
eine emotionale Regulationsaufgabe beinhalten, zum Vorschein kommt 
(Johnstone et al., 2007).  
Für den ACC und mPFC wird, basierend auf Tier- und Humanstudien, von 
subregional spezifischen Funktionen bei der Regulation der Stressreaktion 
ausgegangen (Dedovic et al., 2009b). Bildgebende Studien, die den Effekt von 
psychosozialen Stress untersuchen, weisen zum Beispiel auf eine inhibitorische 
Rolle des medialen orbitofrontalen Kortex hin (Pruessner et al., 2008), während 
einem speziellen Abschnitt des cingulären Kortex dem subgenualen Kortex und 





(Dedovic et al., 2009b; Kern et al., 2008). Für den ACC deckt sich diese Diversität 
mit den vorliegenden Ergebnissen dieser Studie. 
 Es zeigten sich insbesondere für den dorsalen und rostralen ACC negative 
Korrelationen zwischen den Stresshormonen und der funktionellen Konnektivität, 
wohingegen eine positive Korrelation für den subcallosalen ACC gefunden wurde. 
Die funktionelle Konnektivität des subcallosalen ACC war dabei ein starker 
Prädiktor für ACTH. Dieser Bereich des ACC deckt sich zum Teil mit der 
Broadmann Area 25 (BA 25), für die starke Verbindungen zum Hypothalamus 
gezeigt wurden (Hamani et al., 2011; Herman et al., 2003). Des Weiteren wurde in 
Studien mit depressiven Patienten die Rolle des subcallosalen ACC als ein 
Knotenpunkt zwischen kortikalen und limbischen Regionen sowie dem Thalamus, 
Hypothalamus und Hirnstamm hervorgehoben (Hamani et al., 2011). Auch der 
subgenuale ACC gehört zur BA25, die als zentrale Integrationsstelle für autonome 
Funktionen gilt (Drevets und Savitz, 2008). Bei einer akuten Depression wurde 
eine metabolische Hypoaktivität dieser Region festgestellt, die teils begleitet von 
strukturellen Defiziten ist (Drevets et al., 1997). Später wurde eine erhöhte fMRT-
Konnektivität des subgenualen ACC innerhalb des DMN (engl. default mode 
network) bei depressiven Patienten gefunden (Greicius et al., 2007). 
Interessanterweise konnte Greicius et al. (2007) auch eine Korrelation zwischen 
dieser erhöhten Konnektivität und der Dauer der Krankheitsepisode nachweisen, 
was auf eine Änderung der subgenualen Funktion auf einer relativ langsamen 
Zeitskala (Wochen bis Monate) spricht.  
Dieser Befund deckt sich mit Berichten über die zeitliche Verzögerung bei der 
Anpassung des Dex/CRH-Profils an Stress bzw. umgekehrt bei erfolgreicher 
Therapie mit Antidepressiva. Eine Korrelation zwischen kleinem ACC-Volumen 
und einer HPA-Dysfunktion wurde von MacLullich (2006) berichtet. Trotz der 
methodischen Verschiedenheit ist diese Arbeit erwähnenswert, da nur wenige 
MRT-Volumetriearbeiten existieren, die Volumensänderungen mit 
endokrinologischen Parametern der HPA-Achse in Verbindung gebracht haben. 
Der dorsale ACC, für den in der vorliegenden Studie zwei Ergebniscluster 
gefunden wurden, ist besonders an Prozessen beteiligt, die für die kognitive 
Kontrolle entscheidend sind. Dazu gehören unter anderem die Fehler-
überwachung, Konfliktwahrnehmung, ebenso wie die Aufrechterhaltung negativer 
emotionaler Zustände, wie antizipierte Angst (Bush et al., 2000; Straube et al., 
2009). Der rostrale ACC scheint wichtig für die Bewertung von emotionalen 
Reizen zu sein (Yoshimura 2010). Passend dazu wurde mit unterschiedlichen 
Methoden, einschließlich fMRT, PET und EEG, gefunden, dass die Aktivität im 
rostralen ACC bei Patienten mit Depression ein prädiktiver Marker für das 
Ansprechen der Therapie ist (Drevets et al., 1997; Pizzagalli et al., 2006).  
Die Ergebnisse der vorliegenden Arbeit sprechen dafür, dass die 
Konnektivitätsmuster innerhalb des ACC und mPFC in Ruhe schon bei Gesunden 
prädiktiv dafür sind, wie der Organismus mit Stress umgeht (Kiem et al. im 





den Dex/CRH-Test abgebildet wird. Da psychosoziale Stressoren die Funktion der 
HPA-Achse außerordentlich stark stimulieren (Kern et al., 2008) und sie auch 
dafür bekannt sind, das Risiko für Stress assoziierte Krankheiten zu erhöhen (de 
Kloet, 2005), ist es plausibel, dass die funktionale Konnektivität des ACC/mPFC 
prädiktiv für den Dex/CRH-Test ist.  
All diese Regionen sind besonders in der Selbstwahrnehmung, Verarbeitung 
von autobiografischen Reizen, Planung und Vergegenwärtigung von 
Zukunftsplänen involviert (Buckner et al., 2008; Schmitz und Johnson, 2007). Dies 
sind alles kognitive Leistungen, die daran beteiligt sind, ob eine Situation als 
kontrollierbar, herausfordernd oder stressig empfunden wird. Da in der 
vorliegenden Studie gesunde Probanden untersucht wurden, weisen die hier 
berichteten Befunde darauf hin, dass cinguläre und präfrontale Netzwerke nicht 
nur im Krankheitsfall Dysfunktionen aufweisen (Steele et al., 2007), sondern auch 
unter Normalbedingungen zu einer individuellen Stressreaktion und -regulation 
beitragen. Nicht nur die funktionelle Konnektivität innerhalb seedbasierter 
Ruhenetzwerke, sondern auch Konnektivitäten zwischen den Seedregionen 
wurden im Weiteren bezüglich ihres prädiktiven Potentials hier untersucht. 
4.4.1 Bedeutung der Interseed-Konnektivitäten in Abgrenzung zu den 
seedbasierten Konnektivitäten für die Charakterisierung der Kapazität 
der HPA-Achse in gesunden Probanden 
 
Bei Analysen von Ruhenetzwerken, die in dieser Arbeit durch Seeds erzeugt 
wurden, sollte immer komplementär zur Analyse der Netzwerke auch die 
Korrelation zwischen den Seedregionen selbst analysiert werden. Diese 
Kreuzkorrelationsanalysen wurden zunächst für die 15 Seedregionen 
durchgeführt. Die Interpretation ist hier etwas einfacher, da je zwei klar 
anatomisch definierte Regionen untersucht werden, während die Seedanalyse bis 
zu einem gewissen Grad explorativ ist. Insgesamt zeigte sich zwischen beiden 
Analysen eine ähnliche Ergebnisstruktur:  
 
 es ergaben sich mehr negative als positive Korrelationen (bei p < 0,05 ein 
Verhältnis von 8:2) 
 unter den negativen Korrelationen war die stärkste jene der L/R 
hippokampalen Region 
 weitere pädiktive Korrelationen umfassten ACC/mPFC-Verbindungen, 
ACC/ACC-Verbindungen, oder Amygdala/Hippokampus-Verbindungen. 
 
Unter der Annahme, dass Subregionen der limbischen Strukturen 
unterschiedliche, teils stressorspezifische, Aufgaben innerhalb der Stress-
regulation haben bzw. eine gegensätzliche Modulation der HPA-Achse 
übernehmen (Dedovic et al., 2009b; Jankord und Herman, 2008), wurden auch 





Hervorzuheben ist dabei der Schwerpunkt der prädiktiven Interaktionen der 
rechten Hemisphäre (Hecht, 2010; Otto et al., 1987; Wittling, 1997). Hierbei fiel 
besonders jene Interaktion des rechten Subiculums zur bilateralen Amygdala als 
Marker des individuellen Dex/CRH-Test-Profils auf. Interessanterweise ergeben 
sich wesentlich stärkere Korrelationen, wobei noch deutlicher die 
Hippokampus/Amygdala-Verbindungen hervortreten.  
Als hippokampale Subregion war das rechte Subiculum hier prominent mit 
Konnektivitäten zur beidseitigen Amygdala. Das Subiculum ist dafür bekannt, eine 
Schnittstelle zwischen dem Hippokampus und der HPA-Achse zu sein, und 
letztere zu inhibieren (Lowry, 2002; O'Mara, 2005). Eine besondere Sensitivität 
dieser limbischen Struktur für die Kortisol bedingte Feedbackregulation der HPA-
Achse scheint daher möglich. Die positiven Korrelationen sind, neben den 
regionalen Aspekten, konzeptionell wichtig, da sie deutlich werden lassen, dass 
Regulationssysteme in beiden Richtungen gleichzeitig aktiv sind. Zusätzlich ist es 
dadurch auch unwahrscheinlicher, dass eine denkbare artifizielle Störung generell 
bei Probanden mit höheren Kortisolwerten zu einer niedrigeren Konnektivität führt. 
Ein solcher systemischer Fehler hätte dann die positiven Korrelationen 
aufgehoben.  
Zusammenfassend konnte im Rahmen der Untersuchung der ersten 
Fragestellung gezeigt werden, dass mit fMRT gemessenen Ruhenetzwerke der 
limbischen, paralimbischen und mPFC Areale, insbesondere das Hippokampus-
basierte Netzwerk, prädiktiv für den Status der HPA-Achse, gemessen am 
Dex/CRH-Test bei jungen gesunden männlichen Probanden, ist. Der Dex/CRH-
Test könnte möglicherweise aber auch seinerseits die Integrität der 
hippokampalen Funktion prüfen.  
4.5 Auswirkungen einer veränderten Kortisolumgebung auf das Gehirn in 
Ruhe im gesunden Probanden 
 
Durch die Untersuchung, welche Gehirnregionen bzw. Netzwerke in Ruhe durch 
eine Änderung ihrer funktionellen Konnektivität, auf ein verändertes Kortisolmilieu 
reagieren, sollten indirekt jene kortikalen Regionen sichtbar werden, die an der 
Regulation der HPA-Achse in Ruhe mitverantwortlich sind. Dabei wurde zu Beginn 
der Studie davon ausgegangen, dass besonders jene Regionen ihre funktionelle 
Konnektivität in Abhängigkeit des Kortisolmilieus ändern, die bei 
krankheitsbedingter oder therapeutischer langfristiger Exposition gegenüber 
erhöhten Kortisolkonzentrationen, am stärksten von funktionellen und strukturellen 
Änderungen betroffen sind. Hierauf basierte dann auch die Annahme, dass 
Regionen bzw. Netzwerke, die bei Gesunden sensitiv auf Änderungen des 
Plasma-Kortisols in Ruhe reagieren, eine größere Wahrscheinlichkeit haben, zum 
stressregulierenden System zu gehören.  
Das langfristige Ziel bei der Identifikation solcher Ruhenetzwerke ist es, 





funktionellen Konnektivität im Gehirn zu definieren. Diese können im Sinne eines 
Vulnerabilitätsmarkers ein Vulnerabilitätsrisiko bereits vor Krankheitsausbruch 
beinhalten, oder nach Krankheitsausbruch eine Besserung der Symptomatik durch 
die gewählte Therapie anzeigen. Für diese Fragestellung wurde der Plasma-
Kortisol-Spiegel (und damit indirekt die Konzentration von Kortisol im Gehirn) auf 
zwei Arten manipuliert: durch Gabe von Kortisol im Vergleich zu einer Gabe von 
Placebo, und durch Suppression des Kortisols durch Gabe von Dexamethason. 
Damit standen drei Bedingungen zur Verfügung, unter denen jeweils Ruhe-fMRT-
Daten aufgenommen wurden. 
4.5.1 Einfluss einer Änderung des Kortisolmilieus auf Netzwerke des 
Gehirns in Ruhe 
 
Die Änderung der funktionellen Konnektivität in Abhängigkeit des Kortisolmilieus 
wurde zu drei Messzeitpunkten verglichen, vor der Injektion von Placebo oder 
Kortisol sowie 5 und 30 Minuten nach der Injektion.  
Zum ersten Zeitpunkt zeigte sich dabei eine niedrigere funktionelle Konnektivität 
zweier Hippokampus-Subregionen (Subiculum und Cornu ammonis) im 
kortisolsupprimierten Status. Dass sich vor der Injektion die Placebobedingung 
noch nicht von der Kortisolbedingung unterschied, erklärt, weshalb der post hoc 
Test zwischen diesen beiden Bedingungen keine signifikante Unterschiedlichkeit 
der Konnektivität für diese Hippokampus-Subregionen zeigte.  
Für den zweiten analysierten Zeitpunkt (EARLY) fand sich eine reduzierte 
funktionelle Konnektivität der Amygdala im Vergleich zwischen Kortisol und 
Placebo und eine noch niedrigere Konnektivität zwischen Kortisol und dem 
kortisolsuppremierten Status. Die Hippokampus-Subregionen aus dem PRE 
Zeitfenster waren hier nicht mehr als unterschiedlich zu identifizieren, stattdessen 
zeigte sich eine schwache Unterschiedlichkeit der funktionellen Konnektivität in 
den Netzwerken des mPFC und rostralen ACC.  
Die Abnahme der funktionellen Konnektivität des mPFC verstärkte sich dabei 
für den dritten Zeitpunkt (LATE), wobei hier weder die Änderungen der 
funktionellen Konnektvität des Hippokampus noch der Amygdala sichtbar waren. 
Das Muster dieser Konnektivitätsunterschiede pro Zeitfenster ist nicht einfach zu 
interpretieren.  
Grundsätzlich bestand aber eine Abhängigkeit von den Zeitfenstern, die mit 
dem Aufbau des Injektionsexperiments zusammenhing: Beim ersten Zeitfenster 
lag noch keine exogene Anhebung des Kortisolspiegels vor, beim zweiten war 
Kortisol bzw. Placebo einige Minuten im Organsimus und damit im Gehirn 
vorhanden und beim 3. Zeitpunkt etwa 30 Minuten. Da sich die Kortisolsuppres-
sionsbedingung nicht änderte müssen alle zeitabhängigen Änderungen mit der 
Kortisol/Placebo-Injektion zusammenhängen. Das erste Zeitfenster mit 
Unterschieden in der hippokampalen Konnektivität könnte daher am ehesten den 





Reaktion des Hippokampus, der über eine hohe GR-und MR-Dichte verfügt (Seckl 
et al., 1991), scheint plausibel. Im zweiten Zeitfenster scheint ein früher 
Kortisoleffekt auf die Amygdala eine Rolle zu spielen, der dann später von einer 
Reaktion des PFC abgelöst wird. 
Dass es einen zeitabhängigen Effekt von GC im Gehirn gibt, wurde zuvor schon 
sowohl in Tier- als auch Humanstudien untersucht und festgestellt (Ferris und 
Stolberg, 2010; Henckens et al., 2010; Makara und Haller, 2001). Beispielsweise 
zeigte die Amygdala in einer fMRT-Studie eine zeitabhängige Änderung der 
Konnektivität in Ruhe gegenüber emotionalen (visuellen) Stimuli, die mit dem 
Kortisolgehalt des Speichels korreliert werden konnte. Eine Zeitabhängigkeit der 
Amygdalaantwort auf exogen apliziertes Kortisol wurde von Henckens et al. (2010) 
in einer Paradigma-fMRT-Studie gezeigt: Hier wurde eine, vom Zeitpunkt und vom 
Stimulus (glückliche gegen angstvolle Gesichter) abhängige BOLD-Antwort der 
Amygdala gefunden, sowie auch eine kortisolabhängige stärkere Konnektivität 
zwischen der Amygdala und dem mPFC.  
Aus dem Ruhe-fMRT-Bereich liegt eine Arbeit vor, die sich mit der Auswirkung 
einer oralen Kortisolapplikation speziell auf die Amygdala-Konnektivität befasst. 
Henckens et al. (2012) zeigten hier in einer seedbasierten Analyse, dass nach 105 
Minuten nach der Einnahme von 10 mg Kortisol die Konnektivität der Amygdala 
zum Hypothalamus, zum Hippokampus und zum Locus coerullus abnahm. Eine 
dieser Zielregionen (Hippokampus) stimmt damit mit den Ergebnissen der 
vorliegenden Arbeit überein. Die Ergebnisse stimmen sogar bezüglich ihrer 
Richtung mit den hier gezeigten überein, obwohl sowohl das Zeitfenster, als auch 
die Kortisolmenge der beiden Analysen nicht vollständig vergleichbar sind. 
Unter anderem auch wegen ihrer reziproken Verbindungen zu dem dorsalen 
Kontrollnetzwerk, zu welchem auch der Hippokampus, dorsale Regionen des ACC 
und der präfrontale Kortex gehören, wird die Amydgala mit der Regulation von 
affektivem Verhalten in Verbindung gebracht (Drevets et al., 2008; Phillips, 2003; 
Roy et al., 2009). Dass daher die Amygdala, als Knotenpunkt der 
Emotionsverarbeitung, sehr früh auf die Änderungen des Kortisolmilieus reagiert, 
scheint plausibel. Das Verschwinden dieses Unterschieds der Konnektivität der 
Amygdala nach 30 Minuten könnte spezifisch für die hier gewählte Dosis und 
Zeitachse sein, verweist aber in jedem Fall auf eine Zeitabhängigkeit der 
Amygdalareaktion auf Kortisol.  
Dem im LATE Zeitfenster prominenten mPFC werden, je nach Subregion und 
abhängig vom Stressortyp, unterschiedliche Modulationsmöglichkeiten der HPA-
Achse zugesprochen (Czeh et al., 2008; Dedovic et al., 2009b). Interessant bei 
dem vorliegenden Befund ist, dass sich die Konnektivitätsabnahme des mPFC 
schon zum EARLY Zeitpunkt durch einen Trendeffekt andeutet, aber erst für das 
LATE Zeitfenster signifikant wurde. In Tiermodellen wurde gezeigt, dass der mPFC 
dicht besetzt mit GR ist (Sanchez et al., 2000), was darauf hindeutet, dass diese 





registrieren sollte. Da Dexamethason zum Zeitpunkt der Messung bereits 14 
Stunden im Organismus war, war das Netzwerk des mPFC an diese Kortisol-
Deprivation bereits adaptiert, weshalb möglicherweise für diese Region keine 
funktionelle Konnektivitätsänderung im PRE Zeitfenster gefunden wurde. Beim 
Zeitpunkt der Kortisolgabe könnte der mPFC (möglicherweise sogar über die 
Amygdala ausgelöst vgl. Veer et al.(2011b)) das Signal zur Änderung der HPA-
Achsen-Modulation erhalten haben und daher in Folge der Anpassung sich erst 
später der Effekt auf funktionelle Konnektivitätsänderung im Vergleich zum 
supprimierten Status zeigt.  
Durch die Interaktion zwischen rechtem und linkem mPFC nach Injektion 
könnte die Inhibition auf die HPA-Achse möglicherweise gelöst worden sein. Dies 
hätte dann zur Folge, dass die Produktion und Ausschüttung von Kortisol, in 
Reaktion auf die Injektion, wieder aufgenommen werden kann. Zu klären bleibt, 
weshalb für den mPFC kein (messbarer) Unterschied zwischen Placebo und 
Kortisol gefunden wurde. Möglicherweise war die Menge an injiziertem Kortisol 
nicht ausreichend, um ausreichende Effekte im mPFC im Vergleich mit einer 
Placeboinjektion zu erzielen.  
Des Weiteren könnte die mPFC-Region eine hierarchisch übergeordnete 
Regulatorfunktion in den kortikalen Netzwerken innehaben. Dass die Sensitivität 
gegenüber einer Änderung des Kortisolmilieus im präfrontalen Kortex am 
höchsten ist, wurde auch durch die Ergebnisse der FCDM-Analyse unterstützt. 
Auch hier wurde eine starke Reduktion der Konnektivität in der kortisol-
suppremierten Bedingung beobachtet. Die Änderung der Konnektivitätsdichte war 
jedoch interessanterweise im DLPFC am stärksten. Diese hypothesenfreie 
Analyse zeigte auf dem gewählten Signifikanzniveau keine sonstigen Areale, 
insbesondere auch nicht die erwähnten limbischen und paralimbischen 
Seedregionen. Der ohnehin schon sehr subtile Effekt der limbischen Region 
(Amygdala) und des mPFC in den seedbasierten Analysen scheint also insgesamt 
schwach im Vergleich zum Effekt im DLPFC. Der Nachteil der FCDM-Methode 
wird hier auch sichtbar, da die genauen Zielorte der Konnektivitätsänderung zum 
DLPFC unklar sind.  
Einschränkend muss an dieser Stelle darauf hingewiesen werde, dass auch 
eine andere Ursache für die hier gefundenen Konnektivitätsunterschiede 
verantwortlich gemacht werden könnte. Ein Unterschied zwischen der Aufnahme 
der drei unterschiedlichen Kortisolmilieubedingungen bestand nämlich darin, dass 
nur in der Placebo- und Kortisolbedingung den Probanden eine intravenöse 
Verweilkanüle gelegt wurde. Es besteht also die Möglichkeit, dass die Probanden 
sowohl in der Placebo- als auch in der Kortisolbedingung vor der eigentlichen 
Intervention einen erhöhten Kortisolspiegel auf Grund des physischen Stressors 
hatten. Die zusätzliche Injektion von 20 mg Kortisol könnte dann keinen besonders 





beeinflussten (Kontroll-)Netzwerke haben (van Marle et al., 2010; Veer et al., 
2011a).  
Als weitere Erklärungsalternative weshalb zwischen der Placebo- und der 
Kortisolbedingung kein deutlicher Konnektivitätsunterschied detektiert werden 
konnte, könnte auch an der antizipatorischen Angst der Probanden gegenüber der 
Kortisolinjektion gelegen haben. Da die Probanden bezüglich der Art der 
Intervention verblindet waren und sie, einer Befragung nach, zwar den Zeitpunkt, 
aber nicht die Art der Injektion wahrnehmen konnten (vgl. dazu auch Strelzyk et al. 
2012, Lovallo et al., 2010) ist es plausibel, dass die Annahme Kortisol zu erhalten, 
an beiden Messtagen bestand, aber nicht während der Messung unter 
Dexamethasoneinfluss. Auch hatten die Probanden angegeben, den 
Injektionszeitpunkt durch die kühle Temperatur der Flüssigkeit bemerkt zu haben. 
 
Für zukünftige Studien bedeutet dies: 
 
 Erstens, sollte die zu injizierende Lösung möglichst auf 
Körpertemperatur angewärmt werden; 
 
 Zweitens, sollten die Probanden noch ausführlicher darüber aufgeklärt 
werden, dass Kortisol keine spürbaren physiologischen Akuteffekte hat, 
um eine Antizipationsangst zu minimieren; 
 
 Drittens, sollten Kortisolmessungen vor der Injektion durchgeführt 
werden, um die durchschnittliche Dauer der Stressreaktion, ausgelöst 
durch das Anlegen einer Veneverweilkanüle besser dokumentieren zu 
können. 
 
Aus dem letztgenannten Versuchsaufbau könnte dann der nötige Abstand 
zwischen Anlegen der Venenverweilkanüle und Normalisierung des 
Kortisolhaushaltes bestimmt werden. Es ist denkbar, dass die Berücksichtigung 
dieser „vorgeschaltenen“ Kortisolausschüttung nach physischem Stress 
(Schmerz), sogar noch entscheidender ist, als die exakte Einhaltung der gleichen 
Tagesuhrzeit zur Vermeidung von zirkadian Effekten.  
Abschließend lässt sich an dieser Stelle zusammenfassen, dass die 
Änderungen des Kortisolmilieus insgesamt andere Auswirkungen auf die 
untersuchten Netzwerke hatten, als zu Beginn der Studie vermutet. Durch die 
genannten zusätzlichen Einflussfaktoren auf das Kortisolmilieu, die vor allem die 
Placebobedingung moduliert haben könnten, scheint die schwache limbische 
Reaktion zumindest teilweise erklärbar. Es wurde dennoch ein Netzwerk mit 
zeitlich gestaffelter Sensitivität gegenüber Änderungen des Kortisolmilieus, 
bestehend aus Teilen des Hippokampus, der Amygdala und Regionen im PFC, als 





4.5.2 Placebo-kontrollierte Effekte der Kortisolinjektion auf die funktionelle 
Konnektivität in Ruhe 
 
Der akute Effekt einer Kortisolgabe im Vergleich zu Placebo wurde hier unter 
Verwendung von verschiedenen Methoden untersucht. Dabei lag das 
Hauptinteresse auf der Intervention x Zeit Effekten (Intervention: Placebo versus 
Kortisol) auf die funktionelle Konnektivität innerhalb seedbasierter Netzwerken, 
zwischen diesen Seedregionen und in Erweiterung, zwischen allen Regionen des 
AAL-Atlas-Systems. Zusätzlich wurde FCDM herangezogen, um die 
durchschnittliche globale Konnektivität pro Voxel zu analysieren. Es soll dabei 
auch die Bedeutung des Faktors Zeit bzw. die daraus folgende Notwendigkeit der 
Kontrolle der Vigilanz diskutiert werden. Die Vigilanzkontrolle ist allgemein ein 
Problem für Untersuchungen der funktionellen Konnektivität und speziell für 
solche, die pharmakologische Effekte auf Ruhenetzwerke untersuchen.  
In Abgrenzung zur Untersuchung der Änderungen der funktionellen 
Konnektivität der Ruhenetzwerke in Abhängigkeit des Kortisolmilieus lag der 
Fokus hier auf der Darstellung placebokontrollierter Effekte einer Kortisolinjektion 
auf das Gehirn. Im Rahmen der vorliegenden Arbeit konnte dabei vor allem für 
den präfrontalen Kortex (ACC, Subregionen des ACC sowie im DLPFC) ein 
Kortisoleffekt auf die funktionelle Konnektivität der Ruhenetzwerke bzw. 
Konnektivitätsdichte gefunden werden. Ein, wie zu Beginn der Arbeit vermuteter, 
Haupteffekt auf die funktionelle Konnektivität von limbischen Regionen, speziell 
der Amygdala und des Hippokampus, konnte nicht festgestellt werden. 
In der seedbasierten Analyse änderte sich stattdessen in Abhängigkeit der 
Kortisolinjektion die funktionelle Konnektivität des rechten subcallosalen ACC. 
Dabei zeigte das Muster der Änderung unter Kortisol genau einen gegenläufigen 
Verlauf im Vergleich zu Placebo. Unter Kortisol nahm die Konnektivität zunächst 
ab und später zu, während unter Placebo zunächst eine Zunahme und dann eine 
Abnahme zu beobachten war.  
Zusätzlich konnten noch Trendeffekte für die Interaktion in den Netzwerken des 
linksseitigen subgenualen und subcallosalen ACC gefunden werden. Eine 
Abnahme der funktionellen Konnektivität dieser subgenualen bzw. subcallosalen 
ACC-Teilen gleich nach der Injektion weist zunächst einmal darauf hin, dass die 
externe Zufuhr von Kortisol im Gehirn in dieser Region sehr sensitiv registriert 
wird. Mit fMRT kann hierbei nicht geklärt werden, ob diese Reaktion direkt über die 
GR im subgenualen ACC, oder über neuronale Signale aus anderen Regionen mit 
Verbindung zum subgenualen ACC, bewirkt wird.  
Bei der Interseed-Analyse zeigte erneut der subgenuale ACC kortisolabhängige 
Änderungen seiner Konnektivität, hierbei vor allem zum dorsalen ACC und 
schwächer auch zum Hippokampus und zum mPFC. Eine Betonung des 
Kortisoleffekts im präfrontalen Kortex, einschließlich des ACC, zeigte sich also 





Hippokampuseffekte wurden lediglich in der Interseed-Analyse gefunden, wobei 
diese nicht robust gegenüber der multiplen Testkorrektur waren.  
Der subcallosale ACC wurde von Mayberg et al (2005) als Schlüsselregion im 
Gehirn identifiziert, die als Schaltstelle zwischen limbischen und frontalen 
Regionen vermittelt (Thomason et al., 2011). Die in der vorliegenden Arbeit 
gefundene kortisolabhängige Änderung der funktionellen Konnektivität im 
subcallosalen ACC in Ruhe, könnte sich also über die generelle Vermittlungs-
funktion zwischen Region, die eine akute Änderung des Kortisolhaushaltes 
bemerken, bewerten und bezüglich ihrer Dringlichkeit weiterverarbeiten, erklären. 
Eine metabolische Hyperaktivität des subgenualen ACC bei schwerer 
Depression ist ein wichtiger Befund stressbedingter Erkrankungen (Drevets et al., 
1997) Hierauf aufbauend wurde auch die Tiefenhirnstimulation des subcallosalen 
ACC bei therapieresistenter Depression angewendet (Hamani et al., 2009; Lozano 
et al., 2012). Die Autoren vermuten daher, dass über die elektrische 
Tiefenstimulation des subcallosalen ACC jene Netzwerke verändert werden, deren 
Dysfunktionalität einen Teil der depressiven Symptomatiken bewirkt. Diese 
Netzwerke schließen den Hypothalamus, den Hirnstamm, die Amygdala und den 
Hippokampus sowie Teile des PFC ein (Gutman et al., 2009; Mayberg, 1997).  
Der ACC wurde insgesamt schon in verschiedenen Studien für seine Rolle in 
der Integrität der HPA-Achse (Aihara et al., 2007; MacLullich et al., 2006) und 
bezüglich seiner Rolle in der Emotions- oder Stressverarbeitung untersucht (Bush 
et al., 2000). Dabei wurden mehrfach mit verschiedenen Methoden 
Zusammenhänge zwischen strukturellen und funktionellen Veränderungen des 
subgenualen ACC und Depression gefunden (Drevets et al., 1997; Greicius et al., 
2007; Sacher et al., 2012). So zeigte beispielsweise eine Änderung der 
funktionellen Konnektivität des subgenualen ACC zum Default Mode Network bei 
akuter Depression eine Korrelation mit der Krankheitsdauer, Wahrscheinlichkeit 
und Häufigkeit einer erneuten Krankheitsepisode (Frodl et al., 2008a; Mayberg, 
1997; Sheline, 2003). Auch zeigten Patienten mit starker genetischer Belastung 
für affektive Störungen eine Volumenreduktion des subgenualen ACC sowie eine 
geringere Anzahl an dortigen Gliazellen (Drevets et al., 2008; Ongur et al., 1998). 
Bei depressiven Patienten liegt, zusätzlich zur veränderten Funktionalität der 
subgenualen Region, auch ein erhöhter Kortisolspiegel im Blut 
(Hypercortisolismus) vor, der wiederum ein Indikator für eine gestörte Regulation 
der HPA-Achse ist (Holsboer, 2000; Holsboer, 2001). Es konnte gezeigt werden, 
dass die Besserung der depressiven Symptomatik mit einer Normalisierung der 
Funktion der HPA-Achse zusammenhängt, was in Folge auch zu einer 
Normalisierung der Plasmakortisolkonzentration führt (Holsboer und Ising, 2010; 
Ising et al., 2005a). Diesem Mechanismus könnte theoretisch die Normalisierung 
funktionellen Dysfunktion des subgenualen ACC zu Grunde liegen.  
Dieser Zusammenhang könnte auch erklären, weshalb der subgenuale ACC, 





reagiert. Ein direkter Zusammenhang zwischen subgenualer Aktivität und Kortisol 
in gesunden Probanden wurde von Kern et al. (2008) in einer PET-Studie 
berichtet. Hierbei zeigten jene Probanden, die einen höheren 
Glukosemetabolismus im ACC aufwiesen, eine geringere Kortisolkonzentration im 
Speichel nach Exposition gegenüber emotionaler Stimuli. Daraus schlussfolgerten 
Kern et al., dass dem ACC eine inhibierende Funktion in der Regulation der HPA-
Achse zuteil ist (Kern et al., 2008).  
Einschränkend muss darauf hingewiesen werden, dass hier in der Seedanalyse 
und der Interseed-Analyse solche Netzwerke untersucht wurden, die zuvor schon 
im Zusammenhang mit der Stressregulation, Modulation der HPA-Achse, oder 
Kortisol in Verbindung gebracht wurden (Dedovic et al., 2009a; Frodl und 
O'Keane, 2012; Harrison et al., 2009; Pruessner et al., 2008). Dies bedeutet, dass 
andere Netzwerke in diesen Analysen methodenbedingt nicht gefunden werden 
können. Es gibt, bedingt durch die Omnipräsenz der GC-Rezeptoren im gesamten 
Gehirn, aber gute Gründe zur Annahme, dass Kortisol weitläufigere Effekte im 
Gehirn hat, als auf die hypothetisierten Netzwerke der Stressverarbeitung (Ferris 
und Stolberg, 2010; Strelzyk et al., 2012). Diese Annahme wird unterstützt durch 
das Teilergebnis einer Studien von Strelzyk et al. (2012). Hier wurde an gesunden 
Probanden nach einer Kortisolinjektion eine generelle Abnahme des EEG-Signals 
im Gehirn, ohne spezielle regionale Schwerpunkte, gefunden. Als Interpretation 
schlägt die Gruppe vor, dass Kortisol jene neuronalen Systeme dämpft, die 
normalerweise während einer Stresssituation aktiv sind, um diese Netzwerke vor 
einer Art „Prozessierungs-Overload“, während der Stresssituation (markiert durch 
die Ausschüttung von Kortisol und dem Feedback ins Gehirn) zu schützen.  
Im Rahmen der vorliegenden Arbeit zeigte auch die Erweiterung der Analysen 
auf das AAL-Atlas-System, in Analogie zu den Analysen des Kortisolmilieus, mit 
einem schwachen Kortisoleffekt für die Amygdalakonnektivität in Ruhe, nur einen 
geringen Effekt auf limbische Regionen. Zusätzlich zeigte bei dieser Analyse auch 
der Thalamus eine Änderung der funktionellen Konnektivität, wobei dieses 
Ergebnis in Kombination mit verschiedenen hoch signifikanten Änderungen der 
Konnektivität in Ruhe zwischen entfernten Regionen (besonders frontalen und 
occipitalen Regionen und parieto-occiopitalen Regionen untereinander) vorsichtig 
Interpretiert werden sollte. Aufgrund der Sensitivität des Thalamus gegenüber 
Vigilanzeffekten, besteht die Möglichkeit, dass ein Teil der Thalamuseffekte in der 
Intervention × Zeit Analyse auf Reste für der dort nicht korrigierten Vigilanzeffekte 
basiert. 
Der zweite Methodenansatz, um hier Effekte von Kortisol auf das gesamte 
Gehirn zu untersuchen war die FCDM. Dabei stützte diese Methode den 
Schwerpunkt der frontalen kortisolabhängigen Änderung der Seed- und Interseed-
Analysen, da der linke ACC als einzige Region seine Konnektivitätsdichte in 
Abhängigkeit von Kortisol ändert. Wie bereits diskutiert erlaubt FCDM leider nicht, 





Funktion als „Wächter“ über verschiedene Netzwerke der Stressregulation und 
Emotionsverarbeitung und damit auch Verbindungen zu HPA-Achsen 
regulierenden Regionen liegt es nahe, dass sich die funktionelle Konnektivität des 
ACC zu verschiedenen Regionen durch Kortisol verändern.  
Der Unterschied zwischen den Ergebnissen des AAL-Atlas-Systems und der 
FCDM lässt sich durch die unterschiedlichen dahinterstehenden statistischen 
Methoden erklären: Bei der für das AAL-Atlas-System verwendeten Kreuz-
korrelation werden Korrelationen zwischen je zwei Regionen berechnet und 
anhand einer festgesetzten Schwelle der p-Werte sortiert bzw. als signifikant 
angezeigt. Im Gegensatz dazu wird bei FCDM das Signal jedes Voxel mit allen 
anderen Voxeln im Gehirn gegeneinander korreliert und anhand von 
Korrelationshäufigkeit zu Ergebnisclustern gruppiert deren Signal sich ändert. 
Dabei können sich hier statistisch weniger starke Korrelationsänderungen zu 
statistisch signifikanten Änderungen pro Voxel aufsummieren (Tomasi und 
Volkow, 2010a).  
Weitere fMRT-Studien, die speziell nicht-genomische Effekte einer 
Kortisolinjektion auf das menschliche Gehirn in Ruhe untersuchten, erzielten 
unterschiedliche Ergebnisse bezüglich des Effekts einer Kortisolinjektion. In einer 
konzeptionell ähnlichen Studie (Strelzyk et al., 2012) zeigte sich nach 15 Minuten 
einer Kortisolinfusion (4 mg) eine Abnahme des regionalen Blutflusses im 
bilaterale Thalamus. Dass in dieser Studie ein ausreichend großer Abstand 
zwischen dem Anlegen der Venenverweilkanüle und der Kortisolinfusion lag, 
spricht zunächst für die Abbildung eines direkten Kortisoleffekts (Strelzyk et al., 
2012). Dabei fand auch Strelzyk in seiner Untersuchung keine kortisolabhängigen 
Effekte auf limbische Regionen. Dies wiederum steht gegen den oben angeführten 
Verdacht, dass die fehlenden kortisolabhängigen Änderungen der funktionellen 
Konnektivität der limbischen Regionen in der vorliegenden Studie auf eine durch 
physischen bzw. psychischen Stress verfälschte Placebobedingung zurück-
zuführen sind. Wie bereits angemerkt sind Konnektivitätsänderungen (Horovitz et 
al., 2008; Kaufmann et al., 2006; Sämann et al., 2011; Spoormaker et al., 2010) 
und auch metabolische Änderungen (Braun et al., 1997) im Thalamus hochgradig 
mit der Vigilanz verknüpft, so dass auch bei Strelzyk et al. (2012) der 
Vigilanzeffekt möglicherweise vorherrschend war.  
Diskutierenswert sind an dieser Stelle noch zwei weitere Studien bezüglich 
kortisolabhängiger Änderungen des BOLD-Signals. Beiden Studien gemeinsam ist 
die Identifizierung eines Effekts einer Kortisolinjektion auf limbische Regionen. Mit 
einer placebokontrollierten 10 mg Injektion gelang es Lovallo et al. (2010) eine 
Abnahme des BOLD-Signals für den Hippokampus und die Amygdala zu finden, 
ohne dass sich Änderungen des Signals im Thalamus zeigten. Da hier sogar nur 
die Hälfte der Kortisolmenge verabreicht wurde, ist anzunehmen, dass 
methodische Unterschiede für die Diskrepanz der Ergebnisse mitverantwortlich 





die Vigilanz korrigiert, was bei fMRT-Messungen in Ruhe von 45 Minuten nicht 
optimal ist (vgl. Befunde der Schlafstudien). 
Symonds et al. (2012) führte ebenfalls eine Kortisolinjektion (100 mg) durch und 
analysierte die kortisolabhängigen Effekte auf Ruhe-fMRT und Daten die während 
einer N-Back-Aufgabe aufgenommen wurden. Sie fand dabei einen deutlichen 
Kortisoleffekt auf das BOLD-Signal des Hippokampus in Ruhe. Es zeigte sich eine 
Signalzunahme im Hippokampus zwischen 11-19 Minuten nach der Kortisol-
injektion. Sowohl Lovallo als auch Symonds fokusierten ihre Analysen dabei auf 
das absolute BOLD-Signal und nicht auf die Änderung der funktionellen 
Konnektivität. Es bleibt daher festzustellen, dass die vorliegende Arbeit als erste 
die hippokampale Konnektivität nach einer Kortisolinjektion im Menschen 
untersuchte.  
Es bleibt, neben den methodischen Unterschieden, wie unterschiedliche 
Seedregionen, Analyseverfahren und Korrektur von Störfaktoren, die Annahme 
bestehen, dass sowohl konzentrationsabhängige als auch zeitabhängige Effekte 
von Kortisol auf die kortikale Funktion auch im Menschen bestehen. Insgesamt 
folgt daraus, dass bei einer Injektion von 20 mg Kortisol nach 5 bzw. 30 Minuten 
stärkere Effekte im präfrontalen Kortex als in der Amygdala und im Hippokampus 
bezüglich der Konnektivität gefunden werden und dass die bisherigen Studien, vor 
allem aufgrund der regionalen Einschränkung oder methodischen Unterschiede 
nicht gut vergleichbar sind. 
4.6 Methodische Aspekte und Einschränkungen 
 
Wie bei jeder Studie, bedarf auch die Vorliegende einer Diskussion 
methodenrelevanter Aspekte und einschränkende Hinweise bezüglich der 
Gültigkeit der hier erzielten Befunde. Zunächst einmal sollen hier die sich 
ergebenden Vorteile und Schwierigkeiten einer kombinierten EEG/fMRT Messung 
angeführt werden. Daran anschließend soll die hier gewählte Bevorzugung der 
intravenösen Applikation von Kortisol gegenüber der oralen erläutert und 
bezüglich der daraus resultierenden Komplikationen für die Studiendurchführung 
diskutiert werden. Abschließend werden noch interpretatorische Einschränkungen 
der mit dieser Studie erzielten Ergebnisse besprochen. 
4.6.1 Vorteile und Nachteile von kombinierten EEG/fMRT-Messung und sich 
ergebende Schwierigkeiten 
 
Die Vigilanzschwankungen in der vorliegenden Studie sprechen dafür, dass bei 
längeren fMRT-Ruhe-Messungen durch ein kombiniertes EEG, für die Vigilanz 
objektiv dokumentiert wird. Dabei hat der Aspekt der Vigilanzüberwachung mittels 
EEG erst in den letzten Jahren auch für die neurowissenschaftliche Forschung 
außerhalb der Somnologie an Bedeutung gewonnen. Der entscheidende Vorteil 





möglichkeit der hohen räumlichen Auflösung des fMRT mit der hohen zeitlichen 
Auflösung des EEG, wodurch es zu einem gewissen Grad möglich ist, die 
jeweilige Schwächen der einen Methode durch die andere auszugleichen. Die 
kombinierte Aufnahme verursacht aber auch wechselseitige Artefakte in den 
Daten (Laufs, 2008), die die Analyse der Daten dann erschweren.  
Beispielsweise entstehen durch die Gradientenspule starke Artefakte im EEG 
durch die wechselnde Stärke und Polarität der angelegten elektromagnetischen 
Felder. Umgekehrt entstehen während der fMRT-Messungen, durch 
Signalauslöschungen, die durch leitende kreisförmige Gegenstände, wie 
aufgerollte Kabel des EEG-Setups, entstehen können (Gutberlet, 2009). Zu 
bedenken gilt es auch, dass nicht alle MRT-Sequenzen mit einer EEG-Kappe 
gemessen werden können, da bei bestimmten Sequenzen die Gefahr besteht, 
dass elektrische Strömungen in den kreisförmigen Elektroden erzeugt werden, die 
die Elektroden erhitzen und dem Probanden durch Verbrennungen Schaden 
zuführen können. Des Weiteren gilt es bei der Studienplanung zu beachten, dass 
der Platz und dadurch der „Komfort“ in der Kopfspule des MRT, durch die EEG-
Kappe weiter eingeschränkt wird. Eine zusätzliche Anwendung von Kopfhören 
kann, je nach MRT-Kopfspule, ebenfalls zu weiteren Platzeinschränkungen 
führen. Ebenso besteht die Möglichkeit, dass es bei langen Messungen zu 
schmerzhaften Druckstellen am Hinterkopf der Probanden kommen kann. Diese 
können zur Beeinflussung der Daten durch den Schmerzreiz und eventuell auch 
zum Studienabbruch durch den Probanden führen. Wegen der speziellen EEG-
Montage am Kopf der Probanden wird auch mehr Zeit zur Vorbereitung der 
kombinierten EEG/fMRT-Messungen benötigt.  
Aufgrund der Vorerfahrung in der Arbeitsgruppe Neuroimaging am MPIP mit der 
kombinierten EEG/fMRT-Messung, waren der Aufwand bei der Aufnahme und der 
Auswertung gerechtfertigt. Zusätzlich sprachen die publizierten Effekte der 
Vigilanz auf fMRT-Ruhe-Konnektivität und mögliche Effekte von Kortisol auf die 
Vigilanz dafür, die EEG-Daten zur Vigilanzüberprüfung zu erheben. Bezüglich der 
Methode der Viglanzobjektivierung ist anzumerken, dass zunächst ein 
automatisches Verfahren versucht wurde (Olbrich et al., 2009), wobei dann doch 
ein klassisches visuelles Scoring nach der Methode von Rechtschaffen und Kales 
(1968) bevorzugt wurde. Für die reine Vigilanzkontrolle könnten in Zukunft auch 
fMRT-basierte Methoden zur Verfügung stehen (Tagliazucchi et al., 2012). 
4.6.2 Hormonintervention - Dosierung und Applikationsart 
 
Die Grundvoraussetzung für die hier durchgeführte Studie war die Annahme, dass 
Kortisol nicht nur peripher und auf Ebene der Hypophyse wirkt, sondern auch 
durch Passieren der Blut-Hirn-Schranke zentral im Gehirn wirksam ist. Im 
Gegensatz dazu wurde davon ausgegangen, dass Dexamethason primär auf 
Ebene der Hypophyse wirkt und keinen direkten Einfluss auf das Gehirn nimmt (de 





verabreicht, um dem validierten Protokoll des Dex/CRH-Tests zu folgen. Die 
Kortisol- und ACTH-Konzentration nach Einnahme zeigte eine deutliche 
Suppression der HPA-Achse auf Ebene der Hypophyse. 
Kortisol wurde in einer Konzentration von 20 mg verabreicht, wodurch der 
natürlich negative Feedbackmechanismus innerhalb der HPA-Achse aktiviert 
werden sollte. Durch das durchgeführte Zusatzexperiment einer Kortisolinjektion 
außerhalb des Scanners konnte gezeigt werden, dass diese Kortisolkonzentration 
ausreichte, um an der HPA-Achse wirksam zu sein. Dies zeigte sich im Absinken 
der ACTH-Konzentration nach der Kortisolinjektion, was auf eine negative 
Rückkopplung des exogen verabreichten Kortisols im Rahmen der HPA-Achse 
zurückgeführt werden kann. Trotzdem handelte es sich um eine physiologische 
Menge Kortisol, wie sie auch bei Exposition eines Stressors natürlicherweise 
ausgeschüttet werden kann. Dies wurde auch mit einem Vergleich der 
Plasmakonzentrationen nach einem psychischen Stressparadigma und einer 
oralen Einnahme von 20 mg Kortisol von Buchanan et al. (2001) gezeigt.  
Kortisol wurde in der vorliegenden Arbeit über eine intravenöse Bolusinjektion 
verabreicht, um den genauen Zeitpunkt der Gabe zu kennen und unabhängiger 
von pharmkodynamischen Einflüssen zu sein. Da keine gewichtsadaptierte Dosis 
gegeben wurde, ist nicht auszuschließen, dass leichte Plasmakonzentrations-
unterschiede zwischen den Probanden bestanden. Der sich durch die Injektion 
ergebende primäre Nachteil ist, dass die Probanden vor der fMRT-Messung durch 
das Nadellegen, einem physischen Stress ausgesetzt sind. Es ist deshalb 
essentiell darauf zu achten einen ausreichend großen Abstand zwischen Anlegen 
der Venenverweilkanüle und der Kortisolintervention einzuhalten, da die 
Stressreaktion individuell unterschiedlich ausfallen kann.  
Ein grundsätzliches Problem von Studien mit Substanzintervention ist, dass 
meist nur indirekt abgeschätzt werden kann, ob eine gegebene Substanz 
tatsächlich die Blut-Hirn-Schranke passiert. Die Quantifizierungvon radioaktiv 
markierten Substanzen im Gehirn ist hierbei eine Möglichkeit und in PET-
Anwendungen gebräuchlich, im MRT-Bereich nicht ohne weiteres anwendbar. Im 
MRT können theoretisch spektroskopische Methoden (zum Beispiel 
Fluorspektroskopie) für solche Zwecke herangezogen werden, soweit die 
Substanz chemisch verändert werden kann, ohne dass sich seine physiologischen 
oder pharmakologischen Eigenschaften ändern. 
4.6.3 Einschränkungen der Studienergebnisse 
 
Durch die verschiedenen Analysemöglichkeiten von Ruhe-fMRT-Daten ist es 
wahrscheinlich, dass bestimmte Effekte verborgen geblieben sind, die mit anderen 
Methoden gefunden worden wären. Entscheidend für Konnektivitätsanalysen ist 
der Umgang mit Störvariablen, vor allem Bewegung und globalen bzw. 
unspezifischen nicht-neuronalen Signalschwankungen. In dieser Arbeit wurden 





Netzwerken führen. Es ist jedoch nicht auszuschließen, dass die Auswahl der 
Störvariablen im Modell die Netzwerkeigenschaften leicht beeinflussen. Deshalb 
wurden, für die Analysen der Fragestellung I zwei Messungen zur Stabilisierung 
gemittelt, während dies für Fragestellung II nicht möglich war. 
Die im Rahmen dieser Arbeit angewandten fMRT-Analysen basierten auf 
etablierten Methoden (Whitfield-Gabrieli und Nieto-Castanon, 2012) mit denen 
funktionelle Konnektivität quantifiziert werden kann. Auf Ebene der SECOND LEVEL 
Analysen wurden dabei 3 Arten von linearen Korrelationen analysiert:  
 
 die Korrelation einer Seedregion zum gesamten Gehirn bzw. eingeschränkt, 
zu den Bereichen des Gehirns die zum natürlichen Ruhenetzwerk der 
Seedregion gehören (seedbasierte Analyse).  
 die Korrelation von Regionen untereinander, einmal mit der Auswahl an 
Seedregionen und einmal anhand einer Parzellierung des gesamten 
Gehirns mit dem AAL-Atlas-System (Kreuzkorrelationsanalysen) 
 die Korrelation von jedem einzelnen Voxel im Gehirn zu allen anderen 
Voxel, um die durchschnittliche globale Konnektivität eines Voxels zu 
bestimmen (Functional Connectivity Density Mapping- Analysen) 
 
Der Fokus der vorliegenden Arbeit lag auf der Charakterisierung des 
Zusammenhangs zwischen Ruhe-fMRT und Dex/CRH-Test bzw. Kortisolgabe an 
jungen, gesunden, männlichen Probanden. Eine Verallgemeinerung auf eine 
andere Population ist nicht möglich.  
Da hier durch die Kortisolinjektion zwar in den negativen 
Feedbackmechanismus der HPA-Achse eingegriffen jedoch dadurch kein Stress 
erzeugt wurde, ist es wahrscheinlich, dass eine Analyse der Daten unter 
chronischen oder akuten Stressbedingungen andere Befunde zutage gebracht 
hätten. Für den Ausbau des Stressbiomarkerpotentials wäre es wissenswert, ob 
die gefundene funktionelle Konnektivität, speziell jene zwischen rechtem und 
linkem Hippokampus, auch unter einer endogen erzeugten Stressbedingungen 
prädiktiv für das Dex/CRH-Testprofil wäre.  
Es bleibt des Weiteren zu untersuchen, ob es für den Mechanismus des HPA-
Achsen-Feedbacks bzw. der damit zusammenhängenden kortikalen Regulation 
tatsächlich keinen Unterschied macht, ob das Kortisol exogen zugeführt wird oder 
endogen produziert wird. Es ist denkbar, dass es für diese Unterscheidung einen 
peripheren Kontrollmechanismus im Organismus gibt, der wiederum auf das 
Gehirn zurückwirken könnte. Es wäre in Folge denkbar, dass die funktionelle 
Konnektivität der Ruhenetzwerke ebenfalls andere Muster zeigen könnte, 
abhängig davon, ob Kortisol exogen appliziert oder endogen erzeugt wird. 
Anzumerken gilt es auch, dass die Methode der Untersuchung des BOLD-
Signals eine indirekte, makroskopische Messmethode ist. Die Unterschiede in 





Gehirns indirekt und auch etwas zeitverzögert über den regionalen 
Sauerstoffverbrauch des Gewebes an (Heeger und Ress, 2002; Hoge et al., 
1999). Sowohl inhibierende als auch stimulierende neuronale Mechanismen 
verbrauchen Sauerstoff (Shulman et al., 2002). Deshalb ist es bei der Auswertung 
der Daten nicht möglich zu unterscheiden, ob die dem BOLD-Signal zugrunde 
liegenden neuronalen Vorgänge im Gehirn einen exzitatorischen oder 
inhibitorischen Hintergund haben. Es gibt aber Arbeiten dazu die versuchen diese 
Wissenslücke zu beheben.  
Eine wichtige MRT-Arbeite dazu konnte zeigen, dass die regionale 
Glutamatkonzentration auch die Konnektivität einer Region vorher sagt, 
offensichtlich also exzitatorische neuronale Vorgänge mit dem BOLD-Signal bzw. 
der BOLD-Konnektivität korrelieren (Duncan et al., 2011; Gruber et al., 2012). Eine 
weitere Einschränkung bei der Analyse der funktionellen Konnektivität zwischen 
Regionen im Gehirn, nach der hier gewählten Methode ist, dass die Wirkrichtung 
nicht bestimmt werden kann. Das bedeutet wiederum, dass im Falle der 
Fragestellung II beobachtet werden kann, welche Gehirnregionen durch die 
Änderung des Kortisolspiegels betroffen sind, es aber derzeit keine Möglichkeit 
gibt, den molekularen Signalweg gleichzeitig zu untersuchen.  
Die größte Einschränkung bei Analysen des Kortisoleffekts auf die Ruhe-fMRT-
Messungen ergab sich durch einen Abfall der Vigilanz im Kortisol- und Placebo-
Arm dieser Studie, der bekanntermaßen mit starken Konnektivitätsänderungen 
einhergeht. Dieser Störfaktor erfordert eine optimale Vigilanzquantifizierung und 
statistische Korrektur, soweit nicht bereits durch den Experimentaufbau (zum 
Beispiel durch eine zusätzliche Vigilanzaufgabe, wie die Antworten auf ein 
akustisches Signal), die Vigilanz aufrechterhalten werden kann.  
4.7 Ergebnisszusammenfassung und wissenschaftlicher Beitrag dieser 
human- biologischen Arbeit 
 
Insgesamt betrachtet, lassen die Daten den Schluss zu, dass sich die funktionelle 
Konnektivität des Gehirns in Ruhe durch die Änderung des Kortisolhaushalts, sei 
es durch direkte exogene Kortisolgabe oder durch indirekten Kortisolentzug 
aufgrund der Dexamethasonsuppression, ändert. Der Schwerpunkt der 
kortisolabhängigen Modulation lag dabei in präfrontal basierten Ruhenetzwerken. 
In den Analysen, die alle drei Kortisolmilieuzustände (Kortisol, Placebo, 
Kortisolsuppression) verglichen, zeigten sich wesentlich stärkere Effekte durch die 
Kortisolsuppression als durch die exogene Kortisolgabe. Diese Effekte hatten 
ihren regionalen Schwerpunkt im mPFC/ACC für die hypothesenbasierte 
Seedanalyse, und im DLPFC in der hypothesenfreien Analyse (FCDM). Die 
Hippokampus und Amygdalaeffekte waren hierbei relativ schwach.  
Wurde die Bedingung unter Kortisolsuppression aus dem Analyseschema 
genommen und die Kortisolgabe im Sinne eines pharmakologischen Experiments 





im dorsalen ACC, sowohl im hypothesengesteuerten als auch hypothesenfreien 
Ansatz. Da bisherige Arbeiten auf die Hippokampus/Amygdala-Region fokusierten 
wird daher neu postuliert, dass die Akuteffekte nach 20 mg Kortisol auf ACC-
Regionen möglicherweise stärker wirken als auf den Hippokampus. Wie diskutiert, 
wurde eine geringe Auswahl an Studien durchgeführt, die den Effekt von Kortisol 
auf Ruhe-fMRT analysierten. Diese decken sich teilweise mit den Ergebnissen, 
sind aber wegen der Methodenunterschiede, der Kortisolmenge, der unter-
schiedlichen Zeitfenster und der Regionalhypothesen insgesamt nicht gut 
vergleichbar mit den Daten dieser Studie. Der Effekt einer Kortisolsuppression 
durch Dexamethason auf Ruhe-fMRT wurde bisher (Oktober 2012) nicht 
untersucht. 
Zum anderen konnte ein prädiktiver Zusammenhang zwischen der Stärke der 
funktionellen Konnektivität in limbischen und paralimbischen Regionen in Ruhe, 
insbesondere des hippokampalen Netzwerks, und dem Ergebnis des Dex/CRH-
Tests aufgedeckt werden. Da der Dex/CRH-Test das gesamte zerebrale 
Feedbacksystem „belastet“, kann aus den Ergebnissen abgeleitet werden, dass 
verschiedene Netzwerke – in beiden Korrelationsrichtungen – diese Testbelastung 
vorhersagen.  
Somit wurde erstmals indirekt das Regulationssystem sichtbar gemacht, dass 
durch den Dex/CRH-Test belastet wird. Dominant waren hierbei hippokampale 
Netzwerke, aber auch Verbindungen zwischen Amygdala und Hippokampus und 
des subgenualen ACC. Eine besondere Rolle des Subiculums für die HPA-
Achsenregulation deutet sich hier an, erfordert aber weitere Untersuchungen, 
auch bei höheren Feldstärken. Da die Dexamethasongabe ein Teilschritt des 
Dex/CRH-Test ist, ist es interessant, dass auch unter Dexamethasoneinfluss eine 
gezielte hippokampale Reduktion der Konnektivität gefunden wurde. Das 
hierarchisch gegliederte System der kortikalen Kontrolle der HPA-Achse spiegelt 
sich daher offensichtlich auch in der funktionellen Architektur der Ruhenetzwerke 
wieder. In dieser Hinsicht erwies sich das Ruhe-fMRT ohne Paradigma als 
nützliche Methode für die humane Stressbiologie-Forschung, wobei 
Verbesserungen der Auswertestrategie und höhere Feldstärken des Tomographen 
den Ansatz insgesamt noch verbesserbar machen. 
Die konzentrations- und zeitabhängige Sensitivtität der Ruhenetzwerke 
gegenüber Kortisoländerungen fügt sich, mit dem Muster der funktionellen 
Konnektivität, die die individuelle Regulation der HPA-Achse vorhersagt, zu einer 
Basis zusammen, die zukünftig als Grundlage für die Etablierung eines 
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