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MAXIMAL METRICS FOR THE FIRST STEKLOV EIGENVALUE
ON SURFACES
MIKHAIL KARPUKHIN
Abstract. In recent years, eigenvalue optimization problems have received a
lot of attention, in particular, due to their connection with the theory of min-
imal surfaces. In the present paper we prove that on any orientable surface
there exists a smooth metric maximizing the first normalized Steklov eigen-
value. For surfaces of genus zero, this has been earlier proved by A. Fraser
and R. Schoen. Our approach builds upon their ideas and further develop-
ments due to Petrides. As a corollary, we show that there exist free boundary
branched minimal immersions of an arbitrary compact orientable surface with
boundary into a Euclidean ball of some dimension.
1. Introduction
1.1. Steklov problem on surfaces. Let (M, g) be a connected compact Riemann-
ian surface with smooth boundary. Steklov eigenvalues are defined as numbers σ
such that there exists a non-zero solution of the following system,{
∆u = 0 on M,
∂nu = σu on ∂M,
where n denotes the outward unit normal vector on ∂M . Steklov eigenvalues co-
incide with the eigenvalues of the Dirichlet-to-Neumann operator Dg : C∞(∂M)→
C∞(∂M) defined in the following way. For a function u ∈ C∞(∂M) let uˆ be the
harmonic extension of u to the interior ofM . Then one sets Dg(u) = ∂nuˆ. Operator
Dg is an elliptic self-adjoint pseudodifferential operator of order 1. The spectrum
of Dg is discrete, its eigenvalues form a sequence
0 = σ0(M, g) < σ1(M, g) 6 σ2(M, g) 6 σ3(M, g) 6 . . . ,
where eigenvalues are written with multiplicities. Spectral geometry of the Dirichlet-
to-Neumann map has attracted a lot of attention in recent years, see the survey
paper [6] and references therein.
For any k > 0 we introduce the normalized eigenvalue functionals
σ¯k(M, g) = σk(M, g)Lg(∂M),
where Lg(∂M) stands for the length of the boundary. The functionals σ¯k are scale-
invariant, i.e. for any positive constant t > 0 one has σ¯k(M, tg) = σ¯k(M, g). In
the present article we are concerned with extremal problems for the first non-trivial
eigenvalue σ¯1. To this end, set
σ∗(γ, k) = sup
g
σ¯1(Σγ,k, g),
where Σγ,k stands for an orientable surface of genus γ with k boundary components.
The value σ∗(γ, k) is known to be finite and bounded by a linear function of γ and
k, see [4, 7, 12]. The same is true for higher eigenvalues, see [12] for the best known
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bound. The problem of geometric eigenvalue optimization is to determine the exact
value of σ∗(γ, k) and to find the metrics for which it is attained.
Definition 1.1. A metric g on Σγ,k is called maximal if σ∗(γ, k) = σ¯1(Σγ,k, g).
The first result in this direction is due to R. Weinstock [21], who proved that
σ∗(0, 1) = 2pi and the equality is attained on a flat disk. The value σ∗(0, 2) has not
been determined until the seminal work of A. Fraser and R. Schoen [5]. Building
on their earlier work [4] they studied the question of existence of maximal metrics
and were able to resolve it for γ = 0. For a given γ and k the existence of a
maximal metric is a delicate question which is closely connected with the theory of
free boundary minimal surfaces in Euclidean balls.
Recall that an immersion f : M # Bn ⊂ Rn is called free boundary minimal
immersion if it is proper, i.e. f(M)∩∂Bn = f(∂M), and critical for the the volume
functional in the class of proper immersions. The latter condition is equivalent to
vanishing of the mean curvature vector and orthogonality of f(M) to ∂Bn.
According to [5, Proposition 5.2] any maximal metric gives rise to a conformal
free boundary immersion into a Euclidean ball Bn (possibly with branched points)
such that coordinate functions are first eigenfunctions. Using this correspondence,
in the paper [5] the authors constructed free boundary minimal surfaces in B3 of
genus zero with arbitrary number of boundary components.
1.2. Main result. Our main result is a generalization of the results of [5] to the
case of arbitrary genus. In particular, we prove the following theorem.
Theorem 1.2. For all γ > 0, k > 1 the value σ∗(γ, k) is achieved by a smooth
metric. In particular, there exists a free boundary minimal branched immersion
f : Σγ,k → Bnγ,k .
Theorem 1.2 provides the first examples of free boundary minimal immersions of
Σγ,k to the unit ball for arbitrary γ and k. The examples recently constructed in [3,
5, 10, 11, 15] are embedded free boundary minimal surfaces in B3 with small k and
sufficiently large γ or vice versa. In contrast, the surfaces obtained in Theorem 1.2
are not necessarily embedded and the dimension nγ,k of the ball is not guaranteed to
be equal to 3 but rather bounded by the multiplicity of the first Steklov eigenvalue.
By multiplicity bounds in [9, 13], one has the following inequalities,
nγ,k 6 4γ + 2k.
Moreover, if γ > 2 then
nγ,k 6 2γ + 3.
For discussion on optimality of these bounds and more results for particular values
of γ and k see [9].
1.3. Ideas of the proof. We make use of regularity theory for maximal metrics
developed in [5]. In particular, they proved the case γ = 0 of the following theorem.
It was extended to the case γ > 0 by R. Petrides.
Theorem 1.3 (A. Fraser, R. Schoen [5], R. Petrides [20]). Suppose that
(1) σ∗(γ, k) > max(σ∗(γ − 1, k), σ∗(γ, k − 1)),
where we put σ∗(−1, k) = σ∗(γ, 0) = −∞. Then σ∗(γ, k) is achieved by a smooth
metric.
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In the same paper [5] the authors proved a part of the condition (1).
Theorem 1.4 (A. Fraser, R. Schoen [5]). Suppose that σ∗(γ, k) is achieved by a
smooth metric. Then σ∗(γ, k + 1) > σ∗(γ, k).
Note that if γ = 0, then condition (1) becomes simply σ∗(0, k + 1) > σ∗(0, k)
which is exactly a particular case of Theorem 1.4. This is the exact observation
that allowed A. Fraser and R. Schoen to conclude the existence of free boundary
minimal surfaces of genus zero.
Prior to the work of A. Fraser and R. Schoen [5] only two examples of free bound-
ary minimal surfaces in Bn were known: flat disk and so-called critical catenoid, a
unique catenoid that intersects the unit sphere orthogonally. As it was proved in [5],
critical catenoid is the unique maximal metric on an annulus. Nowadays there are
several other constructions of free boundary minimal surfaces available: by gluing
techniques [3, 10, 11] and by min-max method [15]. It is unknown whether the
metrics induced on these minimal surfaces are maximal.
In the present article we complete the proof of condition (1). In particular, in
Section 4 we prove the following more general theorem.
Theorem 1.5. For all γ > 0, k > 1 one has σ∗(γ + 1, k) > σ∗(γ, k + 1)
As a corollary, we obtain the second part of condition (1) complementing Theo-
rem 1.4.
Corollary 1.6. Suppose that σ∗(γ, k) is achieved by a smooth metric. Then σ∗(γ+
1, k) > σ∗(γ, k).
Proof. By Theorem 1.4 and Theorem 1.5 we have a chain of inequalities
σ∗(γ + 1, k) > σ∗(γ, k + 1) > σ∗(γ, k).

Idea of the proof of Theorem 1.5. Given a surfaceM of genus γ with k+1 boundary
components we take two segments of equal length ε lying on different boundary
components. We then glue these segments together to obtain a new surface Mε of
genus γ + 1 with k boundary components (see Figure 1). The main technical step
is to prove that σ¯1(Mε)→ σ¯1(M) as ε→ 0. 
Proof of Theorem 1.2. The proof is by induction on γ + k. The base γ = 0, k = 1
is covered by the Weinstock result for σ∗(0, 1). Suppose it is proved for all γ, k such
that γ+k = n, let us prove it for all γ′+k′ = n+ 1. By Theorem 1.3 it is sufficient
to show that σ∗(γ′, k′) > max(σ∗(γ′− 1, k′), σ∗(γ′, k′− 1)). The latter follows from
the induction step, Theorem 1.4 and Corollary 1.6. 
Finally, let us remark that the theory of maximal metrics for the first Steklov
eigenvalue is parallel to the theory of maximal metric for the first Laplace eigen-
value, see e.g. [14, 18, 20]. The paper [14] contains a survey of the recent results.
The analog of Corollary 1.2 has been recently obtained by H. Matthiesen and A. Sif-
fert [17]. They verify the monotonicity condition similar to (1) which was obtained
by R. Petrides in [19].
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1.4. Organization of the paper. In Section 2 we collect some preliminary facts
including discussions on density formulation for Steklov eigenvalues in Section 2.1,
non-smooth densities in Section 2.2 and conical singularities in Section 2.3. Sec-
tion 3 contains a rather general convergence result for the first Steklov eigenvalue.
Finally, we prove Theorem 1.5 in Section 4.
2. Preliminaries
2.1. Steklov problem and densities. In the case of surfaces there is an equiv-
alent but slightly different formulation of the Steklov problem which highlights
conformal invariance of harmonic extension. Let g be a metric on M and let ρ > 0
be a smooth density function. Then we define Dg,ρ(u) = 1ρ∂nuˆ. The harmonic
extensions of the eigenfunctions of this operator are solutions of
(2)
{
∆u = 0 on M,
∂nu = σρu on ∂M.
Similarly to Dg the operator Dg,ρ possesses purely discrete spectrum that forms
a sequence
0 = σ0(M, g, ρ) < σ1(M, g, ρ) 6 σ2(M, g, ρ) 6 σ3(M, g, ρ) 6 . . . ,
where eigenvalues are written with multiplicities. We define the normalized eigen-
values
σ¯k(M, g, ρ) = σk(M, g, ρ)Lg,ρ(∂M),
where Lg,ρ(∂M) =
∫
∂M
ρ dσg is the weighted length of the boundary. Thus, we
recover σ¯k(M, g) by setting ρ ≡ 1.
Let ρ˜ be any positive extension of ρ to the interior of M . Then by conformal
invariance of the Laplacian and the fact that ρ2g( 1ρn,
1
ρn) = g(n, n) = 1 one has
Dg,ρ = Dρ˜2g and σ¯k(M, g, ρ) = σ¯k(M, ρ˜2g). Similarly, for any positive function
f ∈ C∞(M) one has Df2g,ρ = Dg,fρ and
(3) σ¯k(M,f2g, ρ) = σ¯k(M, g, fρ).
We see that positive smooth densities can be interpreted as conformal factors.
In the following section we define eigenvalues for non-negative ρ ∈ L∞(∂M).
2.2. Non-smooth densities. In this section we follow the paper of Kokarev [16]
where a comprehensive study of eigenvalue optimization in the context of measure
theory has been done. The results of Kokarev are much more general than we
require, so we recall only basic statements.
Given a compact surface (possibly with boundary), a conformal class c of metrics
on M and a non-zero measure µ, the eigenvalues λk(µ, c) are defined as critical
values of the Rayleigh quotient
(4) Rc(µ, u) =
∫
M
|∇u|2g dvg∫
M
u2 dµ
,
in the appropriate space of functions, where g is any metric in the conformal class
c. For an arbitrary measure µ the existence of eigenfunctions is a delicate question,
see e.g. [16, Proposition 1.3, Lemma 2.7]. However, we will apply this definition to
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the case µ = ρ dσg, where ρ ∈ L∞(dσg) is a non-negative function. In this case the
existence of eigenfunctions easily follows from the trace embedding theorem and
we use σk(M, g, ρ) to denote λk(ρ dσg, c). Since a constant function is always an
eigenfunction corresponding to the zero eigenvalue, one has
σ1(M, g, ρ) = minRc(ρ dσg, u),
where u ranges over all non-zero functions in the Sobolev space H1(M, g) satisfying∫
∂M
uρ dσg = 0.
The eigenfunctions corresponding to the eigenvalue σ are precisely solutions
to (2) with non-negative ρ ∈ L∞(∂M). Classical elliptic regularity estimates for
the operator Dg yield that the eigenfunctions are at least 12 -Hölder regular on the
boundary, i.e. they lie in C
1
2 (∂M), see Remark 3.5 below.
2.3. Conical singularities. The construction provided in the sketch of the proof
of Theorem 1.5(see Section 1.2) yields a smooth metric with two conical singularities
of angle 4pi on the boundary. For more detailed review of such metrics see e.g. [18].
For our purposes we view a metric h with conical singularities of angle 2pik, k ∈ N
via an equality h = f2h0, where h0 is a regular smooth Riemannian metric and
f > 0 is a smooth function that vanishes exactly at singular points. The order of
vanishing at p ∈M equals k−1 iff the corresponding conical angle at p equals 2pik.
A smooth metric h with conical singularities induces well-defined measures dvh =
f2dvh0 , dσh = fdσh0 and the Dirichlet integral with respect to the metric h in the
numerator of (4) is defined as an improper integral. The latter is known to coincide
with the Dirichlet integral with respect to the metric h0, see e.g. [16, Example 1.1].
As a result, the definition of Section 2.2 σk(M,h, ρ) = λk(ρ dσh, [h]) can still be
applied for such metrics h. Moreover, the previous discussion yields the equality
(5) σ¯k(M,h, ρ) = σ¯k(M,h0, fρ),
that can be seen as an extension of (3) to the case when the function f can have
isolated zeroes.
3. Convergence of the first eigenvalues
It turns out that allowing non-smooth densities does not affect the value of
σ∗(γ, k). In order to see that we prove the following lemma.
Lemma 3.1. Let ρε ∈ L∞(dσg) be a uniformly bounded family of non-negative
functions, such that ||ρε||L1(dσg) = 1 and ρε → ρ in L1(dσg). Then
lim
ε→0
σ1(M, g, ρε) = σ1(M, g, ρ).
To motivate the statement let us deduce several corollaries of Lemma 3.1.
Proposition 3.2. One has
σ∗(γ, k) = supσ1(M, g, ρ)Lg,ρ(∂M),
where the supremum is taken over all smooth metrics g and all non-negative den-
sities ρ ∈ L∞(∂M)\{0}.
Proof. By Lemma 3.1 it suffices to approximate any non-negative ρ ∈ L∞ by pos-
itive smooth functions in the L1(dσg)-norm. It can be easily done by making a
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canonical regularization procedure using the heat kernel Kt(x, y) of the boundary,
see [5, 20]. We set
ρε(y) =
∫
∂M
Kε(x, y)ρ dσg(x).
As Kε(x, y) is a smooth positive function, one has ρε is smooth and positive. More-
over, Kε(x, y)→ δ{x=y}, therefore ρε → ρ as ε→ 0. 
Corollary 3.3. Suppose that g is a smooth metric with isolated conical singularities
and ρ ∈ L∞(∂M) is a positive density. Then there exists a sequence of smooth
metrics gi such that
lim
i→∞
σ1(M, gi)Lgi(∂M)→ σ1(M, g, ρ)Lg,ρ(∂M).
Moreover, metrics gi can be chosen conformal to g.
Proof. The statement follows from equality (5) and Proposition 3.2. 
Proof of Lemma 3.1. Let σε = σ1(M, g, ρε) and let fε be a corresponding Steklov
eigenfunction normalized so that ||fε||L2(ρεdσg) = 1. Similarly, let σ = σ1(M, g, ρ)
and f is a corresponding eigenfunction such that ||f ||L2(ρdσg) = 1. For the remaining
of the proof we adapt the convention that C denotes all the constants depending
on M and g but not on ε.
Claim 1. There exists ε0 > 0 such that the eigenvalues σε are uniformly bounded
for ε < ε0.
We use f as a test function for σε. In order to do that we need to modify it so
that it is orthogonal to constants in L2(ρεdσg), i.e. we use
f −
∫
∂M
fρε dσg
as a test function. One obtains
(6) σε 6
∫
M
|∇f |2 dVg
∫
∂M
f2ρε dσg −
∫
∂M
fρε dσg
2
.
As f is bounded (see Remark 3.5 below), the conditions of the lemma imply that
f2ρε → f2ρ and fρε → fρ in L1(dσg). Since one has
∫
∂M
fρ dσg = 0, taking the
limit in (6) yields
(7) lim sup
ε→0
σε 6 σ.
The claim follows.
Claim 2. There exists ε0 > 0 such that for all ε < ε0 the norms ||fε||L2(dσg)
and ||fε||H1(dvg) are uniformly bounded.
In order to prove this claim let us recall the following generalized Poincaré in-
equality.
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Theorem 3.4 ([1] Lemma 8.3.1). Let (M, g) be a Riemannian manifold. Then
there exists a constant C > 0 such that for all L ∈ H−1(M) with L(1) = 1 one has
(8) ||u− L(u)||L2(M) 6 C||L||H−1(M)
∫
M
|∇u|2g dvg
1/2
for all u ∈ H1(M).
We apply this theorem for Lε(u) =
∫
∂M
uρε dσg. First, let us compute their norm,∣∣∣∣∣∣
∫
∂M
uρε dσg
∣∣∣∣∣∣ 6 C
∫
∂M
|u| dσg 6 C||u||L2(dσg) 6 C||u||H1(M,g),
where we used in order: boundedness of ρε, Cauchy-Schwarz and trace inequalities.
Thus, we see that Lε is a uniformly bounded family in H−1(M). According to
Theorem 3.4 applied to Lε and the eigenfunction fε, one has
||fε||L2(dvg) 6 C
∫
M
|∇fε|2 dvg
1/2 = C√σε,
since Lε(fε) = 0. The right hand side is uniformly bounded by Claim 1. Thus,
we obtain that fε are uniformly bounded in H1(dvg). Trace embedding theorem
implies that fε are uniformly bounded in L2(dσg).
Claim 3. There exists ε0 > 0 such that the functions fε are uniformly bounded
for ε < ε0.
Let Dg denote the Dirichlet-to-Neumann operator associated with the metric g.
Then the function fε satisfies Dgfε = σερεfε. As M is a manifold with smooth
boundary, Dg is an elliptic self-adjoint ΨDO of order 1. Therefore, by elliptic
regularity and 1-dimensional Sobolev embedding theorem, one has
||fε||∞ 6 C||fε||H1(dσg) 6 C(||σερεfε||L2(dσg) + ||fε||L2(dσg)) 6 C(σε + 1),
where in the last inequality we used the boundedness of ρε and Claim 2. According
to Claim 1 the right hand side is uniformly bounded.
Remark 3.5. The same argument applied to a single Steklov eigenfunction corre-
sponding to σk(M, g, ρ), combined with an embedding H1(∂M)→ C 12 (∂M), shows
that all eigenfunctions belong to C
1
2 (∂M).
Claim 4. One has∫
∂M
f2ε ρ dσg → 1 and
∫
∂M
fερ dσg → 0
as ε→ 0.
Indeed, since ||fε||L2(ρε dσg) = 1 one has∣∣∣∣∣∣
∫
∂M
f2ε ρ dσg − 1
∣∣∣∣∣∣ 6
∫
∂M
|fε|2|ρ− ρε| dσg.
Claim 3 and L1-convergence ρε → ρ conclude the proof. The second limit is proved
in the same way, since the mean of fε with respect to ρε dσg is equal to 0.
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p1 p2
U1 U2
Iε
M Mε
I1,ε I2,ε
Figure 1: On the left, we see the surface M together with the boundary orientation. The identifi-
cation ϕε is denoted by horizontal arrows. On the right, we see Mε. Note that at the endpoints of
Iε, the surface is locally isometric to a neighbourhood of 0 in R2\{(x, 0), x > 0}, i.e. the metric
gε has conical singularities of angle 4pi at these endpoints.
To conclude the proof of Lemma 3.1, we use fε as test-functions for σ. We
modify fε so that it is orthogonal to constants in L2(∂M), i.e. we use
fε −
∫
∂M
fερε dσg
as a test function. Thus, similarly to (6), we obtain
σ 6
∫
M
|∇fε|2 dVg
∫
∂M
f2ε ρ dσg −
∫
∂M
fερ dσg
2
,
where the numerator of the fraction on the right hand side equals σε and the
denominator tends to 1 by Claim 4. Therefore, we obtain
σ 6 lim inf
ε→0
σε.
In combination with (7) this concludes the proof of the lemma. 
4. Proof of Theorem 1.5
The construction in this section is reminiscent of the construction in [7, Lemma
2.1.2], where the authors are gluing together two plane disks. Let g be a smooth
metric onM = Σγ,k+1 and ρ > 0 be a smooth function such that Lg,ρ(∂M) = 1 and
σ1(M, g, ρ) is close to σ∗(γ, k+ 1). Let p1, p2 ∈ ∂M be two points lying on different
boundary components of M . By conformal invariance we can assume, without loss
of generality, that there exist neighbourhoods Ui of pi such that the restriction g|Ui
is a Euclidean metric. For all sufficiently small ε > 0 and j = 1, 2 let Ij,ε ⊂ ∂M be
a segment of the boundary of length 2ε centered at pi, where the length is taken
with respect to the metric g. Note that there is a unique orientation reversing and
distance preserving map ϕε : I1,ε → I2,ε satisfying ϕε(p1) = p2.
We define a new surface Mε by gluing together I1,ε and I2,ε using ϕε, i.e. Mε =
M/(p ∼ ϕε(p)), see Figure 1. Let Iε ⊂ Mε denote the common image of I1,ε and
I2,ε in Mε.
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Since the metric g is Euclidean in Ui, a neighbourhood of either endpoint of Iε is
locally isometric to a Euclidean angle 2pi that can be represented by R2\{(x, 0), x >
0}. Therefore, one has the following proposition.
Proposition 4.1. For all ε > 0 the surface Mε is an orientable surface of genus
γ+1 with k boundary components. The metric g induces a smooth metric gε on Mε
with two conical singularities of angle 4pi on the boundary located at the endpoints
of Iε.
The smooth function ρ > 0 on ∂M naturally descends to an L∞ function ρε > 0
on ∂Mε smooth away from conical singularities such that Lg,ρε(∂Mε)→ 1 as ε tends
to 0.
Proposition 4.2. One has
lim inf
ε→0
σ1(Mε, gε, ρε) > σ1(M, g, ρ).
Proof. A classical bracketing argument, see e.g. [2], yields that introducing ad-
ditional Neumann conditions does not increase the spectrum. Let us apply this
argument to Iε ⊂ Mε, the common image of I1,ε and I2,ε in Mε. Since Neumann
conditions can be viewed as Steklov conditions with density equal to zero, one
obtains
(9) σ1(M, g, ρ˜ε) 6 σ1(Mε, gε, ρε),
where
ρ˜ε =
{
0 on I1,ε ∪ I2,ε
ρ otherwise.
As ρ˜ε → ρ in L1(dσg) an application of Lemma 3.1 yields that the left hand side
of (9) tends to σ1(M, g, ρ). Therefore, taking lim inf in (9) concludes the proof. 
As g and ρ can be chosen arbitrarily close to σ∗(γ, k + 1), Proposition 4.2 and
Corollary 3.3 imply Theorem 1.5.
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