ABSTRACT. Let H n = n k=1 1 k be the n-th harmonic number. Euler extended it to complex arguments and defined H r for any complex number r except for the negative integers. In this paper, we give a new proof of the transcendental nature of H r for rational r. For some special values of q > 1, we give an upper bound for the number of linearly independent harmonic numbers H a/q with 1 ≤ a ≤ q over the field of algebraic numbers. Also, for any finite set of odd primes J with |J| = n, define
Introduction
Let n be a natural number. The n-th harmonic number is denoted by H n and is defined as the sum of the reciprocal of first n natural numbers. Thus
In 1734, Euler gave an integral representation of the harmonic numbers H n as
and therefore, for any complex number r, one can define the harmonic number H r by using the following integral representation
except for the negative integers where it has a simple pole. This is easily found from the well-known series representation of the harmonic numbers given by
Note that, H r satisfies the following recurrence relation H r = H r−1 + 1 r and the reflection relation
It is also known that H r is closely related to the digamma function for r not being a negative integer by H r = ψ(r + 1) + γ where ψ(r) is the classical digamma function defined as the logarithmic derivative of the classical gamma function Γ(x), that is
and γ is the Euler-Mascheroni constant.
Also, observe that ψ(1) = −γ and more generally, for any rational number a/q with (a, q) = 1 and 1 ≤ a ≤ q, we have the following formula of Gauss, discovered in 1813, (for a proof, see [10] and [5] ) ψ(a/q) = −γ − log(2q) − π 2 cot(πa/q) + 2
cos( 2πna q ) log sin(πn/q).
Hence, for the fractional argument a/q with (a, q) = 1, the harmonic number satisfies the following identity H a/q = q a − log(2q) − π 2 cot(πa/q) + 2
In section 3, we will study about the arithmetic nature of harmonic numbers H r and their linear independence over the field of algebraic numbers. In a forth coming paper [3] , we study these problems for a more general class of Harmonic numbers.
Notations and Preliminaries
In this section, we summarize the known results and notations which we are going to use throughout the paper. Let Q, Q and C denote the field of rational numbers, the field of algebraic numbers and the field of complex numbers respectively.
We also need the Baker's theory, which has always been the most important tool for proving the linear independence of algebraic linear combination of logarithm of nonzero algebraic numbers. The following proposition due to Baker, (see [1] ) will play a crucial role in proving some of the theorems. Proposition 2.1. If α 1 , ..., α n are non-zero algebraic numbers such that log α 1 , ..., log α n are linearly independent over the field of rational numbers, then 1, log α 1 , ..., log α n are linearly independent over the field of algebraic numbers.
We state some simple applications of Baker's theorem as were done in [6] , [9] and [11] to resolve the problem of transcendental nature of algebraic linear combination of π, logarithm of non-zero algebraic numbers and positive real units. We will use the next proposition due to Chatterjee and Gun to prove some of the theorems in the later section. This proposition is motivated from the idea of multiplicative independent units in a cyclotomic field. Here is the statement of the proposition. Proposition 2.4. For any finite set J of primes in N with p i ∈ J and q i = p m i i , where m i ∈ N, and let ζ q i be a primitive q i -th root of unity. Then the numbers
are multiplicatively independent.
(For a proof see [4] ).
Transcendence of Harmonic Numbers
In 2007, Murty and Saradha, (see [10] ) proved that for q > 1, ψ(a/q) + γ is transcendental for any 1 ≤ a ≤ q − 1 and hence we can easily deduce that the harmonic number H a/q at the rational arguments is transcendental, whenever q does not divide a. On the other hand, if q divides a, H a/q is a rational number. Here we are giving another proof of transcendental nature of harmonic numbers at rational arguments. Theorem 3.1. For q > 1 and a ∈ Z, H a/q is transcendental, whenever q does not divide a.
Proof. We will first consider the case when 1 ≤ a ≤ q − 1. Using (3), we have
Since the right hand side is transcendental for cot(πa/q) = 0 by using proposition 2.2, we conclude that the left hand side is transcendental for a/q = 1/2. Also, note that for a/q = 1/2, H a/q = 2 − 2 log 2, a transcendental number. Again, observe that for any a ∈ Z and n ∈ N, we have
where q does not divide a, and hence H a/q is transcendental. This completes the proof.
In the next theorem, we will show that the harmonic numbers are distinct in nature. Proof. Note that for any real number r, we have
except for the negative integers, where H r is a function of real variable r. Thus, H r is a strictly increasing function of r. Hence, elements of T are distinct.
Murty and Saradha also proved the linear independence of ψ(a/q) + γ over an algebraic number field where the q-th cyclotomic polynomial is irreducible. In our next theorem, we will make some remarks about the linear independence of harmonic numbers H a/q , over the field of algebraic numbers.
First, we prove the following two lemmas that will play a crucial role in proving our theorem for the linear independence of harmonic numbers H a/q over Q. Lemma 3.3. Let n be a positive integer such that n > 1 and k be an odd positive integer where
Proof. First note that, using lemma 3.3, for any integer j such that
if necessary canceling the multiples of 2 from numerator and denominator. Then, for
i.e. there is a change of sign only at the first position. Also, observe that log(2 ± 2 ± .... ± √ 2) can be written in terms of log(2 ∓ 2 ± .... ± √ 2) by rationalization as
where in the last term of right hand side, the number of iterative square roots is one less than that of the previous term. Again rationalize the second term (if necessary) in the above equation and repeat the process (if required) until we get log 2 as the last term. Also note that log sin
log 2. Hence, we get at most
⌋+1 2 many numbers of the set {log sin( jπ q ), 1 ≤ j ≤ q − 1} which are linearly independent over Q.
Next, we will prove the theorem for the linear independence of harmonic numbers H a/q over algebraic numbers. Theorem 3.5. For any positive integer q = 2 n , n ≥ 2 at most φ(φ(q)) + 2 many numbers of the set {H a/q , 1 ≤ a ≤ q} are linearly independent over Q.
Proof. First note that
n . Let r be an integer with
Choose any r many numbers of the set {H a/q , 1 ≤ a ≤ q} say {H α 1 /q , ..., H αr/q }, where α i ∈ {1, 2, ..., q} for 1 ≤ i ≤ r and consider the equation
Substituting the Gauss formula for H a/q from equation (3) in the above equation, we get
cos( 2πkα r q ) log sin(πk/q) = 0.
Again rewriting the above equation we get,
Now by using proposition 2.2, we must have
Thus, we get two linear homogeneous equations in the variables c , i s where 1 ≤ i ≤ r. Hence, equation (6) reduces to
Now note that log sin(
log 2. Thus, by lemma 3.4, we get a subset S of the set {log sin( π q ), ..., log sin(
many numbers which are linearly independent over Q. Finally rewriting (7) in terms of the linear combination of elements of the subset S and using Baker's theory, we can get at most Note that the above theorem deals with the linear independence of harmonic numbers H a/q for 1 ≤ a ≤ q, where q = 2 n , over Q. In our next theorem, we will prove a more general case. For this we need the following lemmas. 
Proof. First note that, 2 sin
is a primitive q-th root of unity. Also, observe that the numbers 2 sin
, for all i such that p i ∈ J, are multiplicative independent if and only if 1 − ζ q i ,
are multiplicative independent. Now the later part follows from proposition 2.4.
Note that from the lemma 3.6, we can deduce that for any finite set J of odd primes with p i ∈ J and q i = p m i i , where m i ∈ N, the numbers {log 2, log sin
are linearly independent over Q and hence over Q by using Baker's theorem.
Lemma 3.7. For any odd number q, let α = q−1 2
. Then,
Proof. To prove lemma 3.7, we need the following multiple-angle formula for sine function that is for any odd positive integer q and real number x, we have
Dividing the above equation by sin x and letting x → 0, we get
Since q is an odd integer , we will get the desired result.
Note that from the above lemma, for any odd prime q with α = q−1 2
, we have
We also need the following technical lemma to prove our theorem. Here is the statement of the lemma. Lemma 3.8. Let q be an odd integer such that 3 ∤ q. Then for any natural number j such that,
) can be written as an algebraic linear combination of log sin(
, ..., q − 1}. Let j ∈ S ′ and put j 1 = j. Choose an element r such that r+j = q. Since
as cos(
Now put j 2 = q − (j − r) and if j 2 ∈ S, we are done, else find an r ′ such that j 2 + r ′ = q and repeat the same process for j 2 as we did for j 1 . Again we will get a j 3 and repeating this process we will get a sequence j n . Note that, if j k ∈ S for some k ∈ N, then our lemma holds. Otherwise, we will get a sequence j n ∈ S ′ for all n ≥ 1. Assume that, there exist an integer j such that j n ∈ S ′ for all n ≥ 1. It is very easy to observe that j n+1 = 2q − 2j n for all n ≥ 1. Also by using induction one can prove that
from where we get
Also observe that initially, we have
and b 0 = q − 1. Now take n = 1 in (9), then we will get j ≤ Continuing this process for any n, we will get a n and b n such that a n ≤ j ≤ b n . A quick calculation will give
, where n is even and a n+1 = a n . Similarly,
, for n odd and b n+1 = b n . Also note that for any n, we have b n − a n = q−3 2 n+1 . Choose an integer n, say n 0 , such that q−3 2 n 0 +1 < 1. Thus, there exist at most one integer j ∈ S ′ such that a n 0 ≤ j ≤ b n 0 . Therefore, one more iteration will give 2q − 2j = j, which implies that j = . This is a contradiction as j is an integer and 3 ∤ q . This completes the proof. Now before proving our theorem, we will discuss another important lemma that will play a crucial role in proving our theorem (See [2] , [7] and [8] ). 
From the above equation, we have u = t + q n−r s where s ∈ {0, 1, 2, ..., q r − 1}. Since (t, q) = 1, hence (u, m) = 1. Now by using the previous lemmas, we will make an important remark. Remark 1. Let J be any finite set of odd primes in N with |J| = n and 3 / ∈ J. Consider the set {log 2, log q i , log sin(
Then by using lemma 3.6, 3.7, 3.8 and lemma 3.9 out of the above set, the subset {log 2, log sin(
where q i ∈ J and m i ∈ N, is a maximal linearly independent subset over Q and hence by using Baker's theorem, the numbers {1, log 2, log sin(
are linearly independent over Q.
Now we are in a position to state our theorem which establish the upper bound of linear independence of harmonic numbers over the field of algebraic numbers for some special cases. Theorem 3.10. For any finite set J of odd primes with |J| = n and 3 / ∈ J, at most
many numbers of the set
Choose an r ∈ N with r >
+ 3. Let T be any subset of the set
where e i ∈ {0, 1}, containing r many elements. Consider the Q-linear combination of the set T 
Observe that for any odd prime q s by using (8), we have log q s = 2 log sin(
where α s = qs−1 2
. Substitute the value of log(q s ) in (13). Now we want to find a maximal linearly independent subset of the set
where s is such that H ts/2 es q ms s ∈ T . First consider the case when e s = 0. Then out of the set
is a maximal linearly independent subset by using lemma 3.6, 3.7 and 3.9 having at
+ 1 many elements. Now consider the case when e s = 1. Then by using lemma 3.8, the set
can be written as an algebraic linear combination of the set
Thus, for e s = 1, out of the set
is a maximal linearly independent set over Q, since H 1 is contained in H 2 and for H 1 the subset S is a maximal linearly independent subset. Thus, in both the cases the subset
is a maximal linearly independent subset of the set 
where α s , β s k ∈ Q. Since S is a linearly independent set over Q, therefore using this in (14), we get 
Dimension of the space generated by Harmonic Numbers
So far we have investigated about the upper bound for the number of linearly independent harmonic numbers over the field of algebraic numbers. In this section, we will study the linear spaces generated by harmonic numbers over Q and their dimensions.
Our next theorem will give the dimension of the vector space generated by harmonic numbers over Q. But before that we will make an important remark .
Remark 2.
Note that for any odd prime q, with q = 3, we have from theorem 3.10 that at most φ(q) 2 + 3 many numbers of the set {H a/q | 1 ≤ a ≤ q} can be linearly independent over Q. Choose any r = φ(q) 2 + 3 many elements of the set {H a/q | 1 ≤ a ≤ q} say, H α 1 /q , ..., H αr/q , where 1 ≤ α i ≤ q for 1 ≤ i ≤ r, such that
where c , i s ∈ Q. Using the Gauss formula in equation (2) for H a/q , the above equation becomes
By using proposition 2.2, the above equation reduces to
Now by using Baker's theorem and lemma 3.6, 3.7, the numbers log 2q, log sin( nπ q ), where 1 ≤ n ≤ q − 1 2 , are linearly independent over Q. Thus, using the similar idea as we applied in theorem 3.10, we will get a linear homogeneous system of equations in r many equations and r variables c T , which is given by ) cos(
, we have cos
, for all 1 ≤ t ≤ α. Hence for each 1 ≤ t ≤ α, by using pigeon-hole principle, out of the collection {cos(
at least three numbers must be repeating twice. From this we can deduce that in the above matrix A ij , in each row i with 4 ≤ i ≤ α + 3, at least three entries are repeating. Now suppose that for some 1 ≤ t 1 ≤ α, we have cos
for all 1 ≤ t ≤ α. Thus, we can conclude that if A ij 1 = A ij 2 for some i with 4 ≤ i ≤ α, then A ij 1 = A ij 2 for all 4 ≤ i ≤ α. Now by performing some elementary column operation on the above matrix, it is easy to get A ij = 0, for 3 ≤ i ≤ r and r − 2 ≤ j ≤ r. From here we can deduce that the determinant of A is zero. Thus we will get a non-trivial solution for c , i s. Hence, we can conclude that at most
+ 2 many numbers of the set {H a/q |1 ≤ a ≤ q} can be linearly independent over Q.
Now we are in a state to prove our next theorem that gives the exact number of elements which are linearly independent over Q.
Proof. For q ∈ {2, 3}, the theorem follows easily. Now for the case when q / ∈ {2, 3}, let
. Also, observe that from remark 2, dim W q ≤ φ(q) 2 + 2. Consider the subset {H 1/q , H 2/q , ... , H (α+1)/q , H 1 } containing φ(q) 2 + 2 many numbers. To show that dim W q = φ(q) 2 + 2, it is sufficient to show that the above subset is linearly independent over Q. Consider the Q-linear combination of the form
Now substituting the value of H a/q , in (15) we get
Again by using proposition 2.2, we must have
Thus, equation (16) T :
Hence, from the above identity, the matrix A satisfies
To show that the equation Ax = 0 has a trivial solution, it is sufficient to find a nonsingular (α + 2) × (α + 2) submatrix of A. Let B be the (α + 2) × (α + 2) submatrix of the matrix A obtained by removing the third row of the matrix A. Thus, by using (17) and the elementary column operations on the matrix B, we get
To show that the matrix B is non-singular, it is sufficient to show that the submatrix
is non-singular. To prove that the above submatrix is non-singular, we will use the following idea from Galois theory. Note that for any t ∈ N, we have, 2 cos
q , where ζ q is the primitive q-th root of unity. For any odd prime q, consider the maximal real subfield Q(ζ q + ζ −1 q ) of the q-th cyclotomic field Q(ζ q ) . Also we know that, |Q(ζ q + ζ and the ring of algebraic integers is Z[ζ q + ζ
The conjugates of ζ q +ζ −1 q forms an integral basis for Q(ζ q +ζ
. Hence,
Since σ , i s are linearly independent over Q(ζ q + ζ −1 q ) by using Dedekind's lemma and ω , i s forms an integral basis, hence the matrix C is non-singular. Thus, we will get a trivial solution for c , i s. This completes the proof.
In our next theorem, we will consider the case for any finite number of primes.
Theorem 4.2.
For any finite set of odd primes J, with |J| = n, define
Proof. First note that from theorem 3.10, we have
Choose any subset of the set 
+ 3 variables. Now using the similar technique as we did in remark 2 to prove that the determinant of the matrix is zero, it is not difficult to get that
Now consider the set
+ 2 many elements. Thus, to prove theorem 4.2, it is sufficient to show that the above set is linearly independent over Q. Consider the Q-linear combination of the above set
Substituting the value of H a/q in the above equation, we get
Now proposition 2.2 implies both the algebraic term and the coefficient of π in the equation (19) to be simultaneously zero, that is
Thus equation (19) reduces to
Also by using lemma 3.7, we have
for all 1 ≤ i ≤ n. Substituting the value of log q i in (20), we get,
Now using the fact that the set {log 2, log sin
is linearly independent over Q ( by lemma 3.6, lemma 3.7 and Baker's theorem) in (21),
we get a linear homogeneous system of 
where O is the zero matrix and each submatrix A qr is a (α r ×α r ) matrix where α r = qr−1 2 for all 1 ≤ r ≤ n. Also for any 1 ≤ r ≤ n, A qr is of the form show that the submatrix B is non-singular, it is sufficient to show that each submatrix A qr for all 1 ≤ r ≤ n is non-singular. Note that for any t ∈ N, we have, 2 cos qr ) for all 1 ≤ r ≤ n by using Dedekind's lemma and ω r j , s forms an integral basis, for each 1 ≤ r ≤ n, thus the matrix B is non-singular. Hence, we will get a trivial solution for c , j i s. This completes the proof.
