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ROBIN FUNCTIONS FOR COMPLEX MANIFOLDS
AND APPLICATIONS 1
Kang-Tae Kim, Norman Levenberg and Hiroshi Yamaguchi
1 Introduction
In [20] and [9] we analyzed the second variation of the Robin function as-
sociated to a smooth variation of domains in Cn for n ≥ 2; i.e., D =
∪t∈B(t, D(t)) ⊂ B×Cn is a variation of domains D(t) in Cn each containing
a fixed point z0 and with ∂D(t) of class C
∞ for t ∈ B := {t ∈ C : |t| < ρ}.
For such t and for z ∈ D(t) we let g(t, z) be the R2n-Green function for the
domain D(t) with pole at z0; i.e., g(t, z) is harmonic in D(t)\{z0}, g(t, z) = 0
for z ∈ ∂D(t), and g(t, z)− 1
||z−z0||2n−2
is harmonic near z0. We call
λ(t) := lim
z→z0
[g(t, z)− 1||z − z0||2n−2 ]
the Robin constant for (D(t), z0). Then
∂2λ
∂t∂t
(t) = −cn
∫
∂D(t)
k2(t, z)||∇zg||2dSz − 4cn
∫
D(t)
n∑
a=1
| ∂
2g
∂t∂za
|2dVz. (1.1)
Here, cn =
1
(n−1)Ωn
is a positive dimensional constant where Ωn is the area of
the unit sphere in Cn, dSz and dVz are the Euclidean area element on ∂D(t)
and volume element on D(t), ∇zg = ( ∂g∂z1 , · · · ,
∂g
∂zn
) and
k2(t, z) := ||∇zψ||−3
[ ∂2ψ
∂t∂t
||∇zψ||2 − 2ℜ{∂ψ
∂t
n∑
a=1
∂ψ
∂za
∂2ψ
∂t∂za
}+ |∂ψ
∂t
|2∆zψ
]
is the so-called Levi-curvature of ∂D at (t, z). The function ψ(t, z) is a
defining function for D and the numerator is the sum of the Levi-form of
ψ applied to the n complex tangent vectors (− ∂ψ
∂zj
, 0, ..., ∂ψ
∂t
, 0, ..., 0). In par-
ticular, if D is pseudoconvex (strictly pseudoconvex) at a point (t, z) with
z ∈ ∂D(t), it follows that k2(t, z) ≥ 0 (k2(t, z) > 0) so that −λ(t) is subhar-
monic (strictly subharmonic) in B. Given a bounded domain D in Cn, we
let Λ(z) be the Robin constant for (D, z). If we fix a point ζ0 ∈ D, for ρ > 0
sufficiently small and a ∈ Cn, the disk ζ0 + aB := {ζ = ζ0 + at, |t| < ρ}
is contained in D. Using the biholomorphic mapping T (t, z) = (t, z − at) of
1 This paper is dedicated to Professor JohnWermer on the occasion of his 80th birthday.
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B × Cn, we get the variation of domains D = T (B ×D) where each domain
D(t) := T (t, D) = D − at contains ζ0. Letting λ(t) = Λ(ζ0 + at) denote
the Robin constant for (D(t), ζ0) and using (1.1) yields part of the following
surprising result (cf., [20] and [9]).
Theorem 1.1. Let D be a bounded pseudoconvex domain in Cn with C∞
boundary. Then log (−Λ(z)) and −Λ(z) are real-analytic, strictly plurisub-
harmonic exhaustion functions for D.
We now study a generalization of the second variation formula (1.1) to
complex manifolds M equipped with a Hermitian metric ds2 and a smooth,
nonnegative function c. Our purpose is that, with this added flexibility, we
are able to give a criterion for a bounded, smoothly bounded, pseudoconvex
domain D in a complex homogeneous space to be Stein. In particular, we are
able to do the following:
1. Describe concretely all the non-Stein pseudoconvex domains D in the
complex torus of Grauert (section 5).
2. Give a description of all the non-Stein pseudoconvex domains D in the
special Hopf manifolds Hn (section 6).
3. Give a description of all the non-Stein pseudoconvex domains D in the
complex flag spaces Fn (section 7).
4. Give another explanation as to why all pseudoconvex subdomains of
complex projective space, or, more generally, of complex Grassmannian
manifolds, are Stein (Appendix A).
The metric ds2 and the function c give rise to a c-Green function and
c-Robin constant associated to an open set D ⊂M and a point p0 ∈ D. We
then take a variation D = ∪t∈B(t, D(t)) ⊂ B×M of domains D(t) in M each
containing a fixed point p0 and define a c-Robin function λ(t). The precise
definitions of these notions and the new variation formula (2.3) will be given
in the next section. In section 3 we impose a natural condition (see (3.1)) on
the metric ds2 which will be useful for applications. Ka¨hler metrics, in partic-
ular, satisfy (3.1). After discussing conditions which insure that the function
−λ is subharmonic, we will use (2.3) to develop a “rigidity lemma” (Lemma
4.1) which will imply, if −λ is not strictly subharmonic, the existence of a
nonvanishing, holomorphic vector field on M with certain properties (Corol-
lary 4.2). This will be a key tool in constructing strictly plurisubharmonic
exhaustion functions for pseudoconvex subdomains D with smooth boundary
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in certain complex Lie groups and in certain complex homogeneous spaces;
i.e., we use these c-Robin functions to verify that D is Stein.
Specifically, in section 5 we study pseudoconvex domains D in a com-
plex Lie group M . In a sense which will be made precise in Corollary 5.2 the
functions −Λ we construct in this setting are the “best possible” plurisubhar-
monic exhaustion functions: if a c-Robin function Λ for D is such that −Λ is
not strictly plurisubharmonic, then D does not admit a strictly plurisubhar-
monic exhaustion function. We characterize the smoothly bounded, relatively
compact pseudoconvex domains D in a complex Lie groupM which are Stein
in Theorem 5.1. Then we apply this result to describe all of the non-Stein
pseudoconvex domains D in the complex torus example of Grauert.
In section 6 we let M be an n-dimensional complex homogeneous space
with an associated connected complex Lie group G ⊂AutM of complex di-
mension m ≥ n. We set up our c-Robin function machinery to discuss suf-
ficient conditions on the pair (M,G) such that for every smoothly bounded,
relatively compact pseudoconvex domain D in M , the function −λ is strictly
plurisubharmonic on D (Theorem 6.2). In particular, the Grassmann mani-
folds M = G(k, n) with G = GL(n,C) satisfy one of these conditions.
In Theorems 6.3 and 6.4 we give an analogue of Theorem 5.1 to charac-
terize the smoothly bounded, relatively compact pseudoconvex domains D
in a complex homogeneous space M which are Stein. We immediately apply
this result to special Hopf manifolds Hn. Then in section 7 we apply the
result to describe all of the non-Stein pseudoconvex domains D in complex
flag spaces Fn (Theorem 7.1).
Some of the results in this paper were announced without proof in [11] and
[10]; in this paper, we provide complete proofs and illustrate the significance
of this generalization of the second variation formula with applications and
concrete examples. The material presented is completely self-contained; in
particular, all concepts pertaining to Lie theory and homogeneous spaces are
explained.
We thank Professor T. Ueda for his helpful advice in our study of Levi
problems for flag spaces. We also thank Professor T. Morimoto for his useful
comments regarding Lie algebras.
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2 The variation formula.
Our general set-up is this: let M be an n-dimensional complex manifold
(compact or not) equipped with a Hermitian metric
ds2 =
n∑
a,b=1
gabdza ⊗ dzb
and let ω := i
∑n
a,b=1 gabdza ∧ dzb be the associated real (1, 1) form. As in
the introduction, we take n ≥ 2. We write gab := (gab)−1 for the elements of
the inverse matrix to (gab) and G := det(gab). Note that ω
n = 2nn!Gdx1 ∧
· · · ∧ dx2n locally where zk = x2k−1 + ix2k. For a domain W ⊂ M , we
let Lp,q(W ) denote the (p, q) forms on W with complex-valued, C∞(W )-
functions as coefficients. We have the standard linear operators
∗ : Lp,q(W )→ Ln−q,n−p(W ),
∂ : Lp,q(W )→ Lp+1,q(W ),
∂ : Lp,q(W )→ Lp,q+1(W ),
δ := − ∗ ∂∗ : Lp,q(W )→ Lp,q−1(W ),
δ := − ∗ ∂∗ : Lp,q(W )→ Lp−1,q(W ),
and d = ∂ + ∂. We get the box Laplacian operator
δ∂ + ∂δ : Lp,q(W )→ Lp,q(W )
and its conjugate
δ∂ + ∂δ : Lp,q(W )→ Lp,q(W ).
Adding these, we obtain the Laplacian operator
∆ = δ∂ + ∂δ + δ∂ + ∂δ
which is a real operator; in local coordinates acting on functions this has the
form
∆u = −2[ n∑
a,b=1
gba
∂2u
∂zb∂za
+
1
2
n∑
a,b=1
(
1
G
∂(Ggba)
∂za
∂u
∂zb
+
1
G
∂(Ggab)
∂za
∂u
∂zb
)
]
=: −2[Pu+Ru]. (2.1)
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We call Pu the principal part of ∆u. Also, we remark that if ds2 is Ka¨hler,
i.e., if dω = 0, then ∆u = −2Pu = −2∑na,b=1 gba ∂2u∂zb∂za . As usual, we set, for
any α ∈ Lp,q(W ), ‖α‖2W =
∫
W
α ∧ ∗α ≥ 0.
Given a nonnegative C∞ function c = c(z) on M , we call a C∞ function
u on an open set D ⊂ M c-harmonic on D if ∆u + cu = 0 on D. Choosing
local coordinates near a fixed point p0 ∈M and a coordinate neighborhood U
of p0 such that [gab(p0)]a,b=1,...,n = [δab]a,b=1,...,n, the Laplacian ∆ corresponds
to a second-order elliptic operator ∆˜ in Cn. In particular, we can find a
c-harmonic function Q0 in U \ {p0} satisfying
lim
p→p0
Q0(p)d(p, p0)
2n−2 = 1
where d(p, p0) is the geodesic distance between p and p0 with respect to the
metric ds2. We call Q0 a fundamental solution for ∆ and c at p0. Fixing p0
in a smoothly bounded domain D ⋐ M and fixing a fundamental solution
Q0, the c-Green function g for (D, p0) is the c-harmonic function in D \ {p0}
satisfying g = 0 on ∂D (g is continuous up to ∂D) with g(p)−Q0(p) regular
at p0. The c-Green function always and uniquely exists (cf., [13]) and is
nonnegative on D. Then
λ := lim
p→p0
[g(p)−Q0(p)]
is called the c-Robin constant for (D, p0). Thus we have
g(p) = Q0(p) + λ+ h(p)
for p near p0, where h(p0) = 0. In caseM is compact, if c 6≡ 0 onM , then the
c-Green function g for (M, p0) exists and is positive on M , hence the c-Robin
constant is finite. But if c ≡ 0 on M , a c-harmonic function is harmonic and
cannot attain its minimum; thus, in this case, g(z) ≡ +∞ on M (cf., [13]).
In this case we set λ = +∞.
Now let D = ∪t∈B(t, D(t)) ⊂ B×M be a C∞ variation of domains D(t) in
M each containing a fixed point p0 and with ∂D(t) of class C
∞ for t ∈ B. This
means that there exists ψ(t, z) which is C∞ in a neighborhood N ⊂ B ×M
of {(t, z) : t ∈ B, z ∈ ∂D(t)}, negative in N ∩ {(t, z) : t ∈ B, z ∈ D(t)},
and for each t ∈ B, z ∈ ∂D(t), we require that ψ(t, z) = 0 and ∂ψ
∂zi
(t, z) 6= 0
for some i = 1, ..., n. We call ψ(t, z) a defining function for D. Assume that
B×{p0} ⊂ D. Let g(t, z) be the c-Green function for (D(t), p0) and λ(t) the
corresponding c-Robin constant. The hypothesis that D be a C∞ variation
implies that for each t ∈ B, the c-Green function g(t, z) extends of class
C∞ beyond ∂D(t); this follows from the general theory of partial differential
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equations. Most of the calculations and the subsequent results in this paper
remain valid under weaker (C2 or C3) regularity assumptions on D.
Our formulas are the following:
∂λ
∂t
(t) = −cn
∫
∂D(t)
k1(t, z)
n∑
a,b=1
(gab
∂g
∂za
∂g
∂zb
)dσz, (2.2)
∂2λ
∂t∂t
(t) = −cn
∫
∂D(t)
k2(t, z)
n∑
a,b=1
(gab
∂g
∂za
∂g
∂zb
)dσz
− cn
2n−2
{ ||∂∂g
∂t
||2D(t) +
1
2
||√c∂g
∂t
||2D(t) +
1
2
ℜ
∫
D(0)
∂g
∂t
[1
i
∂ ∗ ω ∧ ∂ ∂g
∂t
+
1
i
∂ ∗ ω ∧ ∂∂g
∂t
]}
:= −cnI − cn
2n−2
J (2.3)
where dσz is the area element on ∂D(t) with respect to the Hermitian metric,
cn =
1
(n−1)Ωn
and
k1(t, z) := [
n∑
a,b=1
gab
∂ψ
∂za
∂ψ
∂zb
]−1/2
∂ψ
∂t
,
k2(t, z) := [
n∑
a,b=1
gab
∂ψ
∂za
∂ψ
∂zb
]−3/2×
[ ∂2ψ
∂t∂t
(
n∑
a,b=1
gab
∂ψ
∂za
∂ψ
∂zb
)− 2ℜ{∂ψ
∂t
(
n∑
a,b=1
gab
∂ψ
∂za
∂2ψ
∂zb∂t
)} − 1
2
|∂ψ
∂t
|2∆zψ
]
,
(2.4)
ψ(t, z) being a defining function for D. Here, ki(t, z) (i = 1, 2) is a real-valued
function for (t, z) ∈ ∂D which is independent of both the choice of defining
function for D and of the choice of local parameter z in the manifold M . We
call k2(t, z) the Levi scalar curvature with respect to the metric ds
2.
Formula (2.2) is a generalization of the classical Hadamard variation for-
mula. For the study of several complex variables the variation formula (2.3)
of the second order is fundamental and we now give the proof. First, for each
t ∈ B, the equation
g(t, p) = Q0(p) + λ(t) + h(t, p),
where h(t, p0) = 0 for all t ∈ B, holds; hence we have, for p 6= p0,
∂2g
∂t∂t
(t, p) =
∂2λ
∂t∂t
(t) +
∂2h
∂t∂t
(t, p).
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Since ∂
2h
∂t∂t
(t, p0) = 0 for all t ∈ B, if we set ∂2g∂t∂t(t, p0) = ∂
2λ
∂t∂t
(t), it follows
that ∂
2g
∂t∂t
(t, p) is a c-harmonic function on all of D(t) even though g(t, p)
has a singularity at p0. Fix t0 ∈ B. Using Green’s formula for c-harmonic
functions, we thus obtain the formula
∂2λ
∂t∂t
(t0) =
−cn
2n
∫
∂D(t0)
∂2g
∂t∂t
(t0, z) ∗ dg(t0, z). (2.5)
We note that, in Cn, from the definition of the ∗-operator, we have
∗dg(t0, z) = −2n‖∇zg(t0, z)‖dSz = 2n−1 ∂g
∂nz
(t0, z)dSz
for z ∈ ∂D(t0), where dSz and nz are the Euclidean area element and the
unit outer normal vector for ∂D(t0) at z.
We may assume t0 = 0. Now using the fact that −g(t, z) is a defining
function for D, we can write, from (2.4),
k2(0, z) · (
n∑
a,b=1
gab
∂g
∂za
∂g
∂zb
)3/2 = − ∂
2g
∂t∂t
(
n∑
a,b=1
gab
∂g
∂za
∂g
∂zb
)
+ 2ℜ[(
n∑
a,b=1
gab
∂2g
∂zb∂t
∂g
∂za
)
∂g
∂t
] +
1
2
|∂g
∂t
|2∆g. (2.6)
Since ∆g + cg = 0 on ∂D(0) (here we use the fact that g is of class C∞ on
D(0) \ {p0}) and g = 0 on ∂D(0), we have from (2.5) and (2.6)
∂2λ
∂t∂t
(0) =
−cn
2n
∫
∂D(0)
{−k2(0, z) n∑
a,b=1
(gab
∂g
∂za
∂g
∂zb
)1/2
+
2ℜ ∑na,b=1(gab ∂2g∂zb∂t ∂g∂za )∂g∂t∑n
a,b=1 g
ab ∂g
∂za
∂g
∂zb
} ∗ dg(0, z)
≡ (I) + (II).
In general, for any C∞ defining function v on D(0) (v = 0 on ∂D(0) and
v < 0 on D(0)),
∗dv = 2n(
n∑
a,b=1
gab
∂v
∂za
∂v
∂zb
)1/2dσz ≥ 0
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for z ∈ ∂D(0), where dσz is the area element on ∂D(0) at z with respect to
the metric ds2. We apply this to v = −g(0, z), plug this into (I ), and obtain
the formula
(I) = −cn
∫
∂D(0)
k2(0, z)
n∑
a,b=1
(gab
∂g
∂za
∂g
∂zb
)dσz.
Now we work with (II ). We need to calculate
∂g
∂za
∗ dg(0, z)
on ∂D(0). To this end, we first note that for a function u, we have the
following formulas for ∗∂u and ∗∂u:
∗∂u = −in
n∑
a,b=1
Ggab
∂u
∂zb
dza ∧ dz1 ∧ dz1 ∧ · · · ̂dza ∧ dza · · · ∧ dzn ∧ dzn;
∗∂u = in
n∑
a,b=1
Ggba
∂u
∂zb
dza ∧ dz1 ∧ dz1 ∧ · · · ̂dza ∧ dza · · · ∧ dzn ∧ dzn.
Now if u = 0 on ∂D(0), du = ∂u+ ∂u = 0 along ∂D(0) and we obtain
∗du = −2in
n∑
a,b=1
Ggab
∂u
∂zb
dza ∧ dz1 ∧ dz1 ∧ · · · ̂dza ∧ dza · · · ∧ dzn ∧ dzn.
Applying this to u = g(0, z) on ∂D(0), we get
∂g
∂za
∗ dg(0, z) = −2in
n∑
i,j=1
Ggij
∂g
∂za
∂g
∂zj
dzi ∧ dz1 ∧ dz1 ∧ · · · ̂dzi ∧ dzi · · · ∧ dzn ∧ dzn.
Again we use the fact that g(0, z) = 0 on ∂D(0) so that dg(0, z) = 0 along
∂D(0). Then, if i 6= a, ∂g
∂za
dza in the above formula can be replaced by
− ∂g
∂zi
dzi. It follows that
∂g
∂za
∗ dg(0, z) = −2in(G n∑
i,j=1
gij
∂g
∂zj
∂g
∂zi
)
dza ∧ dz1 ∧ dz1 ∧ · · · ̂dza ∧ dza · · · ∧ dzn ∧ dzn,
where the term in parenthesis is independent of a = 1, ..., n. We plug this
into (II ) where
(II) =
−cn
2n
∫
∂D(0)
F
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and
F :=
{ 2ℜ∑na,b=1(gab ∂2g∂zb∂t ∂g∂za )∂g∂t∑n
a,b=1 g
ab ∂g
∂za
∂g
∂zb
} ∗ dg(0, z)
= −4ℜ {in( n∑
a,b=1
Ggab
∂2g
∂zb∂t
∂g
∂t
)
dza ∧ dz1 ∧ dz1 ∧ · · · ̂dza ∧ dza · · · ∧ dzn ∧ dzn
}
.
Note that the denominator cancels.
Next we use the relation
∗∂(∂g
∂t
) = −in
n∑
a,b=1
Ggab
∂2g
∂zb∂t
dza ∧ dz1 ∧ dz1 ∧ · · · ̂dza ∧ dza · · · ∧ dzn ∧ dzn
to obtain
F = 4ℜ{∂g
∂t
(∗∂(∂g
∂t
))
}
on ∂D(0).
Thus we obtain
∂2λ
∂t∂t
(0) =− cn
∫
∂D(0)
k2(0, z)[
n∑
a,b=1
gab
∂g
∂za
∂g
∂zb
]dσz
− cn
2n−2
ℜ
∫
∂D(0)
∂g
∂t
(∗∂(∂g
∂t
)) =: −I − J
where
J :=
cn
2n−2
ℜ
∫
∂D(0)
f
and
f :=
∂g
∂t
(∗∂(∂g
∂t
))
is an (n, n− 1) form. We want to convert J into a volume integral; to do so
we must compute ∂f since, f being (n, n− 1) form,
J =
cn
2n−2
ℜ
∫
D(0)
df =
cn
2n−2
ℜ
∫
D(0)
∂f.
We get two terms whose sum comprise ∂f :
(i) = (∂
∂g
∂t
) ∧ (∗∂(∂g
∂t
));
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(ii) =
∂g
∂t
∂(∗∂(∂g
∂t
)).
Now ∫
D(0)
(i) =
∫
D(0)
(∂
∂g
∂t
) ∧ (∗∂(∂g
∂t
)) = ||∂∂g
∂t
||2D(0).
We note that in Cn, we have ||∂ ∂g
∂t
||2D(0) = 2n
∫
D(0)
(
∑n
i=1 | ∂
2g
∂t∂zi
|2)dVz, where
dVz is the Euclidean volume element ofCn, so that the first term cn2n−2 ℜ
∫
D(0)
(i)
of J coincides with the last term of formula (1.1).
Next, for (ii),
∂(∗∂(∂g
∂t
)) = in
n∑
a,b=1
[∂(Ggab)
∂za
∂2g
∂zb∂t
+Ggab
∂3g
∂za∂zb∂t
]
dz1∧dz1∧· · ·∧dzn∧dzn.
Using the relation
∂ ∗ ω = −in+1
n∑
a,b=1
∂(Ggab)
∂zb
dz1 ∧ dz1 ∧ · · · dza ∧ d̂za · · · ∧ dzn ∧ dzn, (2.7)
with an analogous formula for ∂ ∗ ω, if u is a complex-valued function, we
obtain
(∂ ∗ ω) ∧ ∂u = in+1
n∑
a,b=1
∂(Ggab)
∂za
∂u
∂zb
dz1 ∧ dz1 ∧ · · · ∧ dzn ∧ dzn.
Also
∂ ∗ ∂u = in
n∑
a,b=1
[Ggba
∂2u
∂za∂zb
+
∂(Ggba)
∂za
∂u
∂zb
] dz1 ∧ dz1 ∧ · · · ∧ dzn ∧ dzn
=: D2u+D1u.
Similarly,
∂ ∗ ∂u = D2u+D1u.
Finally, it is straightforward to verify that
(∂ ∗ ω) ∧ ∂u = iD1u.
Using these relations, we obtain
(∂ ∗ ω) ∧ ∂∂g
∂t
= iD1(
∂g
∂t
)
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and
(∂ ∗ ω) ∧ ∂ ∂g
∂t
= −iD1(∂g
∂t
).
Now since g is a function, δg = δg = 0; thus we rewrite ∆g + cg = 0 as
(δ∂ + δ∂)g + cg = −(∗∂ ∗ ∂ + ∗∂ ∗ ∂)g + cg = 0.
Applying ∗ to this relation and using ∗ ∗K = K, we have
−(∂ ∗ ∂ + ∂ ∗ ∂)g + ∗cg = 0.
This last equation can be written using D1 and D2 as
−(D2g +D1g +D2g +D1g) + ∗cg = 0.
Hence
D2g =
−1
2
[D1g +D1g − ∗cg]. (2.8)
Equation (2.8) is valid in D(0) \ {p0} – indeed, in each D(t) \ {p0} – as
an equality of (n, n) forms. Differentiating (2.8) with respect to t, we thus
obtain
D2(
∂g
∂t
) =
−1
2
[D1(
∂g
∂t
) +D1(
∂g
∂t
)− ∗c∂g
∂t
] (2.9)
in D(t).
We use (2.9) in (ii):
∂(∗∂(∂g
∂t
)) = D2(
∂g
∂t
) +D1(
∂g
∂t
) =
−1
2
[D1(
∂g
∂t
)−D1(∂g
∂t
)− ∗c∂g
∂t
]
=
−1
2
[−1
i
∂ ∗ ω ∧ ∂ ∂g
∂t
− 1
i
∂ ∗ ω ∧ ∂∂g
∂t
− ∗c∂g
∂t
]
.
Inserting parts (i) and (ii) of ∂f back in to J = cn
2n−2
ℜ ∫
D(0)
∂f , we obtain
J =
cn
2n−2
ℜ
∫
D(0)
{
∂
∂g
∂t
∧∗∂∂g
∂t
+
1
2
∂g
∂t
[1
i
∂ ∗ω∧∂ ∂g
∂t
+
1
i
∂ ∗ω∧∂∂g
∂t
+∗c∂g
∂t
]}
.
Hence,
J =
cn
2n−2
∫
D(0)
{
∂
∂g
∂t
∧∗∂∂g
∂t
+ℜ ( 1
2
∂g
∂t
[1
i
∂∗ω∧∂ ∂g
∂t
+
1
i
∂∗ω∧∂∂g
∂t
]
)+
1
2
c|∂g
∂t
|2ω
n
n!
}
.
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Thus we obtain
∂2λ
∂t∂t
(0) = −cn
∫
∂D(0)
k2(0, z)
n∑
a,b=1
(gab
∂g
∂za
∂g
∂zb
)dσz
− cn
2n−2
{ ||∂∂g
∂t
||2D(0)+
1
2
||√c∂g
∂t
||2D(0)+
1
2
ℜ
∫
D(0)
∂g
∂t
[ 1
i
∂∗ω∧∂ ∂g
∂t
+
1
i
∂∗ω∧∂∂g
∂t
] }
which is (2.3) for t = 0. The second order variation formula (2.3) is thus
proved. ✷
Remark 2.1. Note that (2.3) reduces to (1.1) if M = Cn, ds2 = |dz|2 is
the Euclidean metric, and c ≡ 0.
3 Subharmonicity of −λ.
We impose the following condition on the Hemitian metric ds2 on M :
∂ ∗ ω = 0 on M. (3.1)
Remark 3.1. A Ka¨hler metric ds2 on M (i.e., dω = 0) satisfies (3.1).
Indeed, since ∗ω = ω
n−1
n− 1 on M and ω is real, it follows that
∂ ∗ ω = ∂ω ∧ ωn−2 = 1
2
dω ∧ ωn−2 = 0 on M.
Theorem 3.1. Assume that ds2 satisfies condition (3.1). Then:
1. The Levi scalar curvature k2(t, z) of ∂D reduces to:
K2(t, z) := [
n∑
a,b=1
gab
∂ψ
∂za
∂ψ
∂zb
]−3/2×
[ ∂2ψ
∂t∂t
(
n∑
a,b=1
gab
∂ψ
∂za
∂ψ
∂zb
)− 2ℜ{∂ψ
∂t
(
n∑
a,b=1
gab
∂ψ
∂za
∂2ψ
∂zb∂t
)}+ |∂ψ
∂t
|2(
n∑
a,b=1
gab
∂2ψ
∂za∂zb
)
]
.
2. The second variation formula (2.3) of λ(t) reduces to:
∂2λ
∂t∂t
(t) = −cn
∫
∂D(t)
K2(t, z)
n∑
a,b=1
(gab
∂g
∂za
∂g
∂zb
)dσz
− cn
2n−2
{ ||∂∂g
∂t
||2D(t) +
1
2
||√c∂g
∂t
||2D(t)
}
. (3.2)
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Proof. In local coordinates z = (z1, ..., zn) we see from formula (2.7) that
the condition ∂ ∗ ω = 0 on M is equivalent to
Ia :=
n∑
a=1
∂(Ggab)
∂zb
= 0, a = 1, ..., n, on M, (3.3)
so that the Laplacian ∆ on functions u has the form
∆u = −2
n∑
a,b=1
gab
∂2u
∂za∂zb
. (3.4)
Thus 1. and 2. follow from formulas (2.1) and (2.3). ✷
Remark 3.2.
1. Under the condition in Theorem 3.1 in case dimM = n = 2, if
∂2λ
∂t∂t
(t0) = 0, then ∂D(t0) is Levi flat. If n > 2, this conclusion is
not necessarily true.
2. As mentioned in section 2, k2(t, z) is a well-defined function on ∂D
for any Hermitian metric ds2 on M ; i.e., it is independent of the local
coordinates z. This is not the case for K2(t, z). From (2.1) and (3.3) it
follows that K2(t, z) is a well-defined function on ∂D if and only if ds2
satisfies condition (3.1).
We now turn to the question as to when ∂
2λ
∂t∂t
≤ 0; i.e., the subharmonicity
of −λ(t). We begin with the following:
Theorem 3.2. Assume that ds2 satisfies condition (3.1). If D is pseudo-
convex in B ×M , then −λ(t) is subharmonic on B.
Proof. From the second variation formula for λ(t) in 2. of Theorem 3.1 it
suffices to prove that K2(t, z) ≥ 0 on ∂D.
Fix (t0, z0) ∈ ∂D; we may assume (t0, z0) = (0, 0). We choose coordinates
z = (z1, ..., zn) in a neighborhood V of 0 so that gab(0) = δab. Let ψ(t, z) be
a defining function for D. We take a sufficiently small disk B0 ⊂ B centered
at t = 0 so that ψ(t, z) is defined in B0×V . Then from Theorem 3.1 we have
K2(0, 0) = ||∇zψ||−3Lψ(0, 0) (3.5)
:= ||∇zψ||−3
[ ∂2ψ
∂t∂t
||∇zψ||2 − 2ℜ{∂ψ
∂t
n∑
a=1
∂ψ
∂za
∂2ψ
∂t∂za
}+ |∂ψ
∂t
|2∆zψ
]
.
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Here ∆zψ =
∑n
α=1
∂2ψ
∂zα∂zα
, ∇zψ = ( ∂ψ∂z1 , · · · ,
∂ψ
∂zn
) and the terms on the right
hand side are evaluated at (t, z) = (0, 0). Let D0 := D ∩ (B0 × V ). Then
ψ(t, z) is a defining function for D0 near ∂D ∩ D0; i.e., ψ is negative on D0
and ∇zψ(t, z) 6= 0 on ∂D ∩ D0. For j ∈ {1, ..., n}, let
D0,j := D0 ∩ {z1 = ... = ẑj = ... = zn = 0}.
Since D0 is pseudoconvex in Cn+1, it follows that D0,j is pseudoconvex in C2
in the variables (t, zj); hence, for j = 1, ..., n,
∂2ψ
∂t∂t
| ∂ψ
∂zj
|2 − 2ℜ{∂ψ
∂t
∂ψ
∂zj
∂2ψ
∂t∂zj
}+ |∂ψ
∂t
|2 ∂
2ψ
∂zj∂zj
≥ 0
at the point (0, 0). Summing up from j = 1, ..., n, we get
Lψ(0, 0) ≥ 0.
Using (3.5) yields the result. ✷
Remark 3.3. We consider the following condition on the metric ds2 on M :
W =Wds2 := 1
i
∂∂ ∗ ω − ||∂ ∗ ω||2ω
n
n!
≥ 0 (W )
as an (n, n) form on M . This is a weaker condition than (3.1). We can prove
from (2.3) that, if ds2 satisfies condition (W ) and if D is pseudoconvex in
B ×M , then −λ(t) is subharmonic on B. We put W = W (z)ωn
n!
. In local
coordinates, W (z) has the form
W (z) =
1
G
n∑
α,β=1
[∂2(Ggαβ)
∂zα∂zβ
− gαβ
G
( n∑
l=1
∂(Ggαl)
∂zl
)( n∑
k=1
∂(Ggβk)
∂zk
)]
.
Using standard notation from classical differential geometry, we define com-
plex Christoffel symbols
Γαλβ :=
n∑
γ=1
gγ¯α
∂gβγ¯
∂zλ
and complex torsion
T γλβ := Γ
γ
λβ − Γγβλ.
Summing, we define Tα :=
∑n
λ=1 T
λ
λα. Then
W (z) =
n∑
α,β=1
gβ¯α
∂Tα
∂z¯β
,
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which is a type of scalar curvature function on M . Thus the condition (W )
means that this scalar curvatureW (z) is nonnegative. As an example, on the
unit ball M = {z ∈ Cn : ‖z‖ < 1} in Cn, n ≥ 2, take ds2 := |dz|2
(1−‖z‖2)2
, where
|dz|2 is the Euclidean metric in Cn. ThenW (z) = 2(n−1)(n−(n−1)‖z‖2) ≥
2(n− 1) > 0 on M . On the other hand, the special Hopf manifold Hn, n ≥ 2
(see definition (6.38) in section 6) admits the Hermitian metric ds2 := |dz|
2
‖z‖2
. A
calculation shows that W (z) = −(n− 1)2 < 0 on Hn. We plan to investigate
condition (W ) in a future paper.
J-C. Joo [6] has a generalization of our second variation formula (2.3) to
certain almost complex manifolds.
4 Rigidity.
We continue under the same hypotheses: M is an n-dimensional complex
manifold equipped with a Hermitian metric ds2; D = ∪t∈B(t, D(t)) ⊂ B×M
is a C∞ variation of domains D(t) in M each containing a fixed point p0 and
with ∂D(t) of class C∞ for t ∈ B; and c is a nonnegative C∞ function on M .
Throughout this section we will assume that
(1) ds2 satisfies condition (3.1) on M ;
(2) D is pseudoconvex in B ×M .
Lemma 4.1 (Rigidity). If there exists t0 ∈ B at which ∂2λ∂t∂t(t0) = 0, then
∂g
∂t
(t0, z) ≡ 0 for z ∈ D(t0) provided at least one of the following conditions
hold:
i) c(z) 6≡ 0 on D(t0);
ii) ∂D(t0) is not Levi flat.
Proof. Since D is pseudoconvex in B×M , Theorems 3.1 and 3.2 imply that
k2(t, z) ≥ 0 on ∂D and we obtain the following estimate from (3.2):
∂2λ
∂t∂t
(t0) ≤ −cn
2n−1
{ 2||∂∂g
∂t
||2D(t0) + ||
√
c
∂g
∂t
||2D(t0)}. (4.1)
Thus if the left hand side ∂
2λ
∂t∂t
(t0) = 0, then (see (2.3)) k2(t0, z) ≡ 0 on
∂D(t0), and each term on the right in (4.1) must vanish. Hence
1. ∂ ∂g
∂t
(t0, z) ≡ 0 on D(t0);
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2.
√
c∂g
∂t
(t0, z) ≡ 0 on D(t0).
In particular, 1. says that ∂g
∂t
(t0, z) is holomorphic on D(t0). First assume
i) holds. Since c is of class C∞, c(z) 6≡ 0 on D(t0) together with 2. implies
that the holomorphic function ∂g
∂t
(t0, z) vanishes on an open set in D(t0) and
hence vanishes identically on D(t0).
Now assume ii) holds but i) does not; i.e., c(z) ≡ 0 on D(t0). We want
to show that ∂g
∂t
(t0, ·) ≡ 0 on ∂D(t0). To see this, fix a point q0 ∈ ∂D(t0).
Using local coordinates z = (z1, . . . , zn) in a neighborhood V of q0 where
z = 0 corresponds to q0, we can assume that gab(0) = δab. We show that
∂g
∂t
(t0, 0) = 0.
Since ∂g
∂t
(t0, z) is holomorphic in D(t0) and of class C
∞ on D(t0), we have
∂ ∂g
∂t
= 0 on ∂D(t0). Then formula (2.6)
k2(t0, z) · (
n∑
a,b=1
gab
∂g
∂za
∂g
∂zb
)3/2 = − ∂
2g
∂t∂t
(
n∑
a,b=1
gab
∂g
∂za
∂g
∂zb
)
+2ℜ[(
n∑
a,b=1
gab
∂2g
∂zb∂t
∂g
∂za
)
∂g
∂t
]− |∂g
∂t
|2(
n∑
a,b=1
gab
∂2g
∂za∂zb
)
simplifies at the point (t0, 0) to
k2(t0, 0) · ||∇g||3 + ∂
2g
∂t∂t
||∇g||2 + |∂g
∂t
|2
n∑
i=1
∂2g
∂zi∂zi
= 0.
Since k2(t0, z) = 0 for z ∈ ∂D(t0), we have
∂2g
∂t∂t
||∇g||2 + |∂g
∂t
|2
n∑
i=1
∂2g
∂zi∂zi
= 0 at (t0, 0). (4.2)
Note that −g is a defining function for D. Using pseudoconvexity of D at
(t0, z), z ∈ ∂D(t0), and using ∂ ∂g∂t = 0 on ∂D(t0), it follows that
∂2g
∂t∂t
| ∂g
∂zi
|2 + |∂g
∂t
|2 ∂
2g
∂zi∂zi
≤ 0 on ∂D(t0) ∩ V
for each i = 1, ..., n. Now since ∂ ∗ ω ≡ 0 on M , it follows from (3.4) and
gab(0) = δab that the Laplacian ∆ on functions u at z = 0 has the form
∆u(0) = −2
n∑
i=1
∂2u
∂zi∂zi
(0).
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We are assuming that c ≡ 0 onD(t0) and hence on ∂D(t0); thus ∆g(t0, z) = 0
for z ∈ D(t0) except at the pole p0. We thus have
n∑
i=1
∂2g
∂zi∂zi
(t0, 0) = 0.
Using (4.2), we conclude that ∂
2g
∂t∂t
||∇g||2 = 0 at (t0, 0). Hence
|∂g
∂t
|2 ∂
2g
∂zi∂zi
≤ 0 at (t0, 0), i = 1, ..., n.
From the assumption ii), ∂
2g
∂zi∂zi
(t0, 0) > 0 for some i, and we conclude that
∂g
∂t
= 0 at (t0, 0). Thus the holomorphic function
∂g
∂t
vanishes identically on
∂D(t0), and hence on D(t0). ✷
Corollary 4.1 (Trivial variation). If λ(t) is harmonic in B and i) or ii) in
Lemma 4.1 holds, then D = B ×D(0).
Proof. By Lemma 4.1, ∂g
∂t
= 0 on D, i.e., g(t, z) does not depend on t ∈ B.
By analytic continuation it suffices to prove that there exists a small disk
B0 ⊂ B centered at t = 0 such that D|B0 = B0 × D(0), where D|B0 =
∪t∈B0(t, D(t)). If not, there exists a sequence {tn} such that tn 6= 0, tn → 0
as n → ∞, and D(tn) 6= D(0). Thus we can find a point zn ∈
(
∂D(0) ∩
D(tn)
)∪(D(0)∩∂D(tn)) for each n. If zn ∈ ∂D(0)∩D(tn), then, g(0, zn) = 0
and g(tn, zn) > 0, which is a contradiction; if z0 ∈ D(0)∩∂D(tn), g(0, zn) > 0
and g(tn, zn) = 0 which is again a contradiction. ✷
We next consider the following set-up. Let F : B × M → M be a
holomorphically varying, one-parameter family of automorphisms of M ; i.e.,
F (t, z) is holomorphic in (t, z) with ∂F
∂t
6= 0 for (t, z) ∈ B ×M , and, for each
t ∈ B, the mapping Ft : M →M via Ft(z) := F (t, z) is an automorphism of
M . Then the mapping T : B ×M → B ×M defined as
T (t, z) = (t, w) := (t, F (t, z))
provides a fiber-wise automorphism of M ; i.e., for each t ∈ B, the map
w = F (t, z) is an automorphism of M .
Let ds2 be a Hermitian metric on M satisfying condition (3.1) and let
c(z) ≥ 0 be a C∞ function onM . Fix a pseudoconvex domainD ⋐M and let
D := T (B×D). This is a variation of pseudoconvex domains D(t) = F (t, D)
in the image space B ×M of T . Assume there exists a common point w0 in
each domain D(t), t ∈ B. Let g(t, w) and λ(t) denote the c-Green function
and c-Robin constant of (D(t), w0) for the Laplacian ∆ associated to ds
2. We
obtain the following fundamental result, utilizing the rigidity lemma, Lemma
4.1.
17
Corollary 4.2. If
∂2λ
∂t∂t
(t0) = 0
at some t0 ∈ B, and either {z ∈ D(t0) : c(z) 6= 0} 6= ∅ or ∂D(t0) (or equiv-
alently ∂D) is not Levi flat, then there exists a nonvanishing holomorphic
vector field Θ on M which is tangential on ∂D; i.e., the entire integral curve
I(z0) associated to Θ for any initial point z0 ∈ ∂D lies on ∂D.
Proof. We may take t0 = 0. For fixed t, we let φ(t, w) := F
−1
t (w) so
that z = φ(t, w) if w = F (t, z). Let z0(t) := φ(t, w0) for t ∈ B; thus,
in the (t, z)-coordinates in B ×M we have a constant variation of domains
t→ D(t) ≡ D with a varying family of poles z0(t); letting c(t, z) := c(F (t, z))
and ds2t (z) := F (t, ·)∗(ds2(w)) (the pull-back of ds2 by F (t, ·))– note this is
a varying family of Hermitian metrics on the fixed domain D – we have the
c(t, z)-Green function G(t, z) for (D, z0(t)) for the Laplacian ∆˜t associated to
ds2t (z). Indeed,
G(t, z) := g(t, F (t, z))
satisfies ∆g(t, w) = ∆˜tg(t, F (t, z)) by the invariance of the Hodge-* operator
under holomorphic mappings.
The assumption that ∂
2λ
∂t∂t
(0) = 0 implies ∂g
∂t
(0, w) ≡ 0 on D(0) by the
rigidity lemma. For p0 ∈ M , we let q0 = F (0, p0) and we choose local
coordinates z on a coordinate neighborhood U of p0 and w on a coordinate
neighborhood V of q0 and write
z = φ(t, w) = (z1, ..., zn) = (φ1(t, w), ..., φn(t, w)).
Using these coordinates and the relation G(t, φ(t, w)) = g(t, w), and noting
that each φj , j = 1, ..., n is holomorphic, the condition
∂g
∂t
(0, w) ≡ 0 on D(0)
becomes
∂G
∂t
(0, z) +
n∑
k=1
∂G
∂zk
(0, z)
∂φk
∂t
(0, F (0, z)) = 0
for z ∈ D. Since g(t, w) is of class C∞ on D, G(t, φ(t, w)) is of class C∞ on
B × D. Thus, the above equality is valid for z ∈ D. Since G(t, z) = 0 for
z ∈ ∂D for all t ∈ B, we have ∂G
∂t
(0, z) = 0 for z ∈ ∂D, and hence
n∑
k=1
∂G
∂zk
(0, z)
∂φk
∂t
(0, F (0, z)) = 0, for z ∈ ∂D. (4.3)
The vector field defined by
Θ(z) :=
n∑
k=1
∂φk
∂t
(0, F (0, z))
∂
∂zk
(4.4)
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in each coordinate neighborhood U with coordinates z (and coordinate neigh-
borhood V for w = φ(t, z), z ∈ U) is easily seen to be a holomorphic vector
field on all of M . Furthermore, since ∂F
∂t
6= 0 on B ×M and φ−1 = F , we
have Θ(z) 6= 0 on M .
We shall verify the property that the entire integral curve I(z0) associ-
ated to Θ for any initial point z0 ∈ ∂D lies on ∂D, i.e., writing Θ(z) =∑n
k=1 ζk(z)
∂
∂zk
, if we consider the ordinary differential equation
dZj
dt
= ζj(Z1, . . . , Zn), j = 1, . . . , n, (4.5)
on M , then the solution curve Z(t) = (Z1(t), . . . , Zn(t)), t ∈ Ct with initial
value Z(0) = z0 always lies on ∂D.
To see this, we fix such a z0 which we take to be 0. Since the c(0, z)-Green
function G(0, z) vanishes on ∂D, the vector
(
∂G
∂z1
(0, z), ...,
∂G
∂zn
(0, z))
is a nonvanishing complex normal vector to ∂D at z. By (4.3) we have∑n
k=1 ζk(z)
∂G(0,z)
∂zk
= 0 on ∂D. Thus, at each point z ∈ ∂D, the vector
(ζ1(z), . . . , ζn(z)) is a holomorphic tangent vector. This observation gives
the intuitive reason for the property of the solution Z(t) of the system of
equations (4.5) in the statement of the corollary.
To verify this property of Z(t), we set up local coordinates z = (z1, . . . , zn)
near the point z0 where zk = xk + iyk so that
z = (x, y) = (x1, y1, . . . , xn, yn) ∈ R2n.
We let z0 correspond to z = 0 and define Ψ(z) = Ψ(x, y) := G(0, z). Then Ψ
is a C∞ real-valued function near ∂D with Ψ = 0 and ∂Ψ
∂nz
< 0 on ∂D, where
nz is the unit outer normal vector to ∂D at (x, y); i.e.,
GradΨ(x,y) = (
∂Ψ
∂x1
,
∂Ψ
∂y1
, . . . ,
∂Ψ
∂xn
,
∂Ψ
∂yn
)
is a normal vector to ∂D at (x, y).
The holomorphic vector field
Θ :=
n∑
k=1
ζk(z)
∂
∂zk
on M
satisfies
n∑
k=1
ζk(z)
∂Ψ
∂zk
(z) = 0 on ∂D.
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We set
ζk(z) := ak(x, y) + ibk(x, y), k = 1, . . . , n,
where ak, bk are real-valued on M . Since Ψ is real-valued, it follows that
n∑
k=1
(ak
∂Ψ
∂xk
+ bk
∂Ψ
∂yk
) + i
n∑
k=1
(bk
∂Ψ
∂xk
− ak ∂Ψ
∂yk
) = 0 on ∂D.
Consequently, if we set
Θ1 := ℜΘ =
n∑
k=1
(ak
∂
∂xk
+ bk
∂
∂yk
)
Θ2 := ℑΘ =
n∑
k=1
(bk
∂
∂xk
− ak ∂
∂yk
),
then Θ1, Θ2 are real vector fields on M which are tangential on ∂D.
We consider the integral curve Z(t) = (Z1(t), . . . , Zn(t)), t ∈ C, with
initial value Z(0) = z0 as mentioned above, so that
dZk(t)
dt
= ζk(Z(t)), t ∈ C, k = 1, . . . , n.
We write t = t1 + it2 where (t1, t2) ∈ R2; Zk(t) = xk(t1, t2) + iyk(t1, t2) and
x(t1, t2) = (xk(t1, t2))k=1,...,n, y(t1, t2) = (yk(t1, t2))k=1,...,n
for (t1, t2) ∈ R2, so that Z(t) = x(t1, t2) + iy(t1, t2). Since Zk(t) is holomor-
phic, we have dZk(t)
dt
= ∂Zk(t)
∂t1
and hence
(1)

∂xk(t1, t2)
∂t1
= ak(x(t1, t2), y(t1, t2))
∂yk(t1, t2)
∂t1
= bk(x(t1, t2), y(t1, t2))
for (t1, t2) ∈ R2. Analogously, dZk(t)dt = 1i ∂Zk(t)∂t2 implies
(2)

∂xk(t1, t2)
∂t2
= −bk(x(t1, t2), y(t1, t2))
∂yk(t1, t2)
∂t2
= ak(x(t1, t2), y(t1, t2))
for (t1, t2) ∈ R2. If we set t2 = 0 in (1), then (x(t1, 0), y(t1, 0)) satisfies
dxk(t1, 0)
dt1
= ak(x(t1, 0), y(t1, 0))
dyk(t1, 0)
dt1
= bk(x(t1, 0), y(t1, 0))
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for t1 ∈ (−∞,∞) and (x(0, 0), y(0, 0)) = z0. Thus (x(t1, 0), y(t1, 0)) is an
integral curve for Θ1 with initial vaue z0. Since Θ1 is tangential on ∂D, it
follows that
(x(t1, 0), y(t1, 0)) ∈ ∂D, t1 ∈ (−∞,∞).
Next, considering equation (2) with fixed t1 ∈ (−∞,+∞) and variable t2 ∈
(−∞,∞), we see that (x(t1, t2), y(t1, t2)) is an integral curve for Θ2 with
initial vaue (x(t1, 0), y(t1, 0)) ∈ ∂D. Since Θ2 is tangential on ∂D, we have
(x(t1, t2), y(t1, t2)) ∈ ∂D, t2 ∈ (−∞,∞).
Hence
Z(t) = x(t1, t2) + iy(t1, t2) ∈ ∂D, t ∈ C,
as required. ✷
We remark that the hypothesis of the corollary is satisfied if, for example,
c > 0 in M .
Remark 4.1.
1. By an elementary topological argument, the corollary immediately im-
plies that the integral curve I(z0) of the vector field Θ with initial value
z0 ∈ D (Dc) always lies in D (Dc). However, this does not necessarily
imply that I(z0) ⋐ D ( D
c
).
2. If ∂D contains at least one strictly pseudoconvex point, then ∂
2λ
∂t∂t
(t) > 0
on B.
3. In the case where dimM = n = 2, ∂
2λ
∂t∂t
(t0) = 0 for some t0 ∈ B implies
that ∂D is Levi flat.
Corollary 4.2 is fundamental for the applications in this paper. We now prove
a partial converse. First we remark that for any fixed t ∈ B,
Θ(t, z) :=
n∑
k=1
∂φk
∂t
(t, F (t, z))
∂
∂zk
(4.6)
is a holomorphic vector field on all of M . Thus
Θ : t ∈ B → Θ(t, z)
is a variation of holomorphic vector fields on M . We have the following
result.
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Corollary 4.3. Assume that either {z ∈M : c(z) 6= 0} is a dense, open set
in M or that ∂D ⊂ M is not Levi flat. Then ∂2λ
∂t∂t
(t0) = 0 for some t0 ∈ B if
and only if Θ(t0, z) is a tangential vector field on ∂D.
Proof. We verified the sufficiency in the proof of the previous corollary. We
verify the necessity. From the relation G(t, φ(t, w)) = g(t, w), for any fixed
t ∈ B,
∂g
∂t
(t, w) =
∂G
∂t
(t, z) +
n∑
k=1
∂G
∂zk
(t, z)
∂φk
∂t
(t, F (t, z))
for z ∈ D and w = F (t, z). Since G(t, z) = 0 on ∂D for all t ∈ B, it follows
that
∂g
∂t
(t, w) =
n∑
k=1
∂G
∂zk
(t, z)
∂φk
∂t
(t, F (t, z)), for z ∈ ∂D.
Suppose that for some t0 ∈ B, Θ(t0, z) is tangential on ∂D. Since −G(t0, z)
is a defining function for ∂D, this is equivalent to
n∑
k=1
∂G
∂zk
(t0, z)
∂φk
∂t
(t0, F (t0, z)) = 0, for z ∈ ∂D,
and hence
∂g
∂t
(t0, w) = 0, for w ∈ ∂D(t0).
Since ∂g
∂t
(t0, w) is a continuous function on D(t0) and is c-harmonic on all of
D(t0), it follows from the uniqueness theorem that
∂g
∂t
(t0, w) ≡ 0 on D(t0).
From our second variation formula (3.2) we have
∂2λ
∂t∂t
(t0) = −cn
∫
∂D(t0)
K2(t0, w)
n∑
a,b=1
(gab
∂g
∂wa
∂g
∂wb
)dσw
− cn
2n−2
{||∂∂g
∂t
||2D(t0) +
1
2
||√c∂g
∂t
||2D(t0)
}
= −cn
∫
∂D(t0)
K2(t0, w)
n∑
a,b=1
(gab
∂g
∂wa
∂g
∂wb
)dσw.
Thus to finish the proof it suffices to show that K2(t0, w) = 0 on ∂D(t0).
Recall that D = T (B × D) where T (t, z) = (t, w) = (t, F (t, z)) and we
write z = φ(t, w). Let ψ(z) be a defining function for ∂D and set
ϕ(t, w) := ψ(φ(t, w)) on D; i.e.,
ψ(z) = ϕ(t, F (t, z)) on B ×D.
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Then ϕ(t, w) is a defining function for ∂D. From the definition of K2(t, w),
we can choose local coordinates w so that
K2(t0, w)||∇wϕ||3 = ∂
2ϕ
∂t∂t
||∇wϕ||2 − 2ℜ{∂ϕ
∂t
n∑
a=1
∂ϕ
∂wa
∂2ϕ
∂t∂wa
}+ |∂ϕ
∂t
|2∆wϕ.
Writing
φ(t, w) = (φ1(t, w), . . . , φn(t, w)), for (t, w) ∈ D,
we have
∂ϕ
∂t
(t, w) =
n∑
i=1
∂ψ
∂zi
(t, φ(t, w))
∂φi
∂t
(t, w) near ∂D.
Since φ(t, w) is holomorphic in (t, w), it follows that
∂2ϕ
∂t∂t
=
n∑
i,j=1
∂2ψ
∂zi∂zj
(t, φ(t, w))(
∂φj
∂t
)
∂φi
∂t
near ∂D.
By assumption, Θ(t0, z) is tangential on ∂D so that
n∑
i=1
∂φi
∂t
(t0, F (t0, z))
∂ψ
∂zi
(z) = 0 on ∂D. (4.7)
This implies
∂ϕ
∂t
(t0, F (t0, z)) = 0 on ∂D;
i.e., ∂ϕ
∂t
(t0, w) = 0 on ∂D(t0). Hence
K2(t0, w)‖∇wϕ‖ = ∂
2ϕ
∂t∂t
(t0, w) on ∂D(t0). (4.8)
Again using (4.7) and the fact that ψ = 0 on ∂D, we have
n∑
i=1
∂φi
∂t
(t0, F (t0, z))
∂ψ
∂zi
(z) = f(z)ψ(z) near ∂D,
where f(z) is a C∞ function near ∂D. Since F (t0, z) is holomorphic in z and
ψ = 0 on ∂D, if we differentiate both sides of the previous equation with
respect to zj we obtain
n∑
i=1
∂φi
∂t
(t0, F (t0, z))
∂2ψ
∂zi∂zj
(z) = f(z)
∂ψ
∂zj
(z) on ∂D.
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Multiplying by (
∂φj
∂t
)(t0, F (t0, z)) and adding for j = 1, . . . , n gives
n∑
i,j=1
∂φi
∂t
(
∂φj
∂t
)
∂2ψ
∂zi∂zj
= f
n∑
j=1
∂ψ
∂zj
(z)(
∂φj
∂t
) on ∂D.
Since ψ is real-valued, formula (4.7) implies that the right-hand side of this
equation vanishes on ∂D; thus (4.8) implies that K2(t0, w) = 0 on ∂D(t0). ✷
5 Complex Lie Groups.
We apply Corollary 4.2 of the previous section to the study of complex Lie
groups. Let M be a complex Lie group of complex dimension n with identity
e. We always take M to be connected. By a theorem of Kazama, Kim
and Oh [8], there always exists a Ka¨hler metric on M ; thus using Remark
3.1, we conclude that M is equipped with a Hermitian metric ds2 satisfying
condition (3.1). We fix such a Hermitian metric and a strictly positive C∞
function c = c(z) on M throughout this section.
We recall some general properties of finite-dimensional complex Lie groups.
Let M be a complex Lie group of complex dimension n. We let X denote
the set of all left-invariant holomorphic vector fields X on M and we write
exp tX for the integral curve of X with initial value e. We note that for
any ζ ∈ M the integral curve of X with initial value ζ is given by ζ exp tX .
Moreover, for s, t ∈ C, we have the relations
(exp tX)−1 = exp(−tX), (exp sX)(exp tX) = exp(s+ t)X.
For z ∈M , we let TzM denote the complex tangent space of M at z and we
define
X(z) := [
d(z exp tX)
dt
]|t=0 ∈ TzM.
We identify X with the Lie algebra g for M with the usual Lie bracket
[X, Y ] for vector fields X, Y ∈ X. Note that dim g = n. Finally, by the
connectedness of M , given g ∈ M , there exists ti ∈ C and Xi ∈ g, i =
1, . . . , N = N(g) such that g =
∏N
i=1 exp tiXi; i.e.,
M = {∏νi=1 exp tiXi ∈M : ν ∈ Z+, ti ∈ C, Xi ∈ g}. (5.1)
Given a Lie subalgebra g0 of g with dim g0 = d < n, there is a corre-
sponding connected complex Lie subgroup H , called the integral manifold of
g0, with the following properties:
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1. There is a holomorphic isomorphism from a neighborhood V of e in
H onto a neighborhood U of 0 in g0 whose inverse is given by the
exponential map: X ∈ U 7→ g = expX ∈ V .
2. M is foliated by cosets {zH : z ∈ M} of H ; i.e., given z0 ∈ M , there
exist local coordinates ϕ : V 7→ ∆ = ∏ni=1{|wi| < 1} ⊂ Cnw defined on
a neighborhood V of z0 in M with ϕ(z0) = 0 such that for each |bj | <
1, j = d + 1, . . . , n, the d-dimensional polydisk {w ∈ ∆ : wj = bj , j =
d+1, . . . , n} corresponds to the connected component of (zH)∩V where
z = ϕ−1(0, . . . , 0, bd+1, . . . , bn). We call (ϕ;V,∆) g0-local coordinates at
z0 in M .
3. If H is closed in M ; i.e., if H is a d-dimensional, non-singular, complex
analytic set in M , the quotient space M/H is an (n − d)-dimensional
complex manifold with canonical projection
π : z ∈M 7→ zH ∈M/H.
We remark that H is obtained as in (5.1) with g0 replacing g. Note that
in property 2., regardless of the size of the neighborhood V of z0, we may
have (zH ∩ V ) ∩ (z′H ∩ V ) 6= ∅ for some z′ = ϕ−1(0, . . . , 0, b′d+1, . . . , b′n) 6= z.
If H is closed in M , however, we can always find a neighborhood V of z0
with (zH ∩ V ) ∩ (z′H ∩ V ) = ∅ if z 6= z′.
These three items concerning the subalgebra g0 of g form part of a holo-
morphic Frobenius theorem for complex Lie subgroups and subalgebras. Un-
less otherwise noted, all of our Lie subgroups will be complex Lie subgroups.
Let D ⋐ M be a pseudoconvex domain in M with C∞ boundary. Fix
X ∈ X \ {0}; ζ ∈ D and
B = {t ∈ C : |t| < ρ}
with ρ > 0 sufficiently small so that ζ exp tX ∈ D for t ∈ B. Given w ∈ M ,
let Rw : M → M via right multiplication by w: Rw(z) := zw. We consider
the holomorphic map T : B ×M → B ×M defined as
T (t, z) = (t, w) := (t, F (t, z)) where F (t, z) := z(ζ exp tX)−1.
As in Corollary 4.2, we write z = φ(t, w) if w = F (t, z) = z(ζ exp tX)−1 so
that φ(t, w) = w(ζ exp tX). Let D = T (B ×D). Fixing a value of t ∈ B, we
will write D(t) := F (t, D) = D · (ζ exp tX)−1. Note for t ∈ B fixed,
F (t, ·) = R(ζ exp tX)−1 ∈ Aut(M). (5.2)
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Furthermore, for each t ∈ B, we have e ∈ D(t) since, by hypothesis, ζ exp tX ∈
D. Thus we can construct the c-Robin constant λ(t) for (D(t), e); and we
have the following.
Lemma 5.1. Suppose
∂2λ
∂t∂t
(t0) = 0
for some t0 ∈ B. Then the integral curve z exp tX, t ∈ C, with initial value
z, of the holomorphic vector field X satisfies, for A = D, ∂D, or D
c
,
1. z ∈ A implies z exp tX ∈ A for all t ∈ C;
2. A · z−1 = A · (z exp tX)−1 for all t ∈ C and all z ∈ M .
Proof. From the proof of Corollary 4.2 the nonvanishing holomorphic vector
field Θ = Θ(t0, ·) on M defined in (4.4) has the property that the entire
integral curve I(z0) associated to Θ for any initial point z0 ∈ ∂D lies on ∂D.
We claim that X = Θ. To verify the claim, write, in local coordinates,
X =
n∑
k=1
ηk
∂
∂zk
and
Θ =
n∑
k=1
ζk
∂
∂zk
.
By left-invariance of X , for z ∈M ,
[
d(z exp tX)k
dt
]|t=t0 = ηk(z exp t0X), k = 1, ..., n. (5.3)
On the other hand, by (4.4),
ζk(z) =
∂φk
∂t
(t0, F (t0, z)) = [
∂φk(t, w)
∂t
]|t=t0,w=z(ζ exp t0X)−1 .
But z = φ(t, w) = w(ζ exp tX); in particular,
zk = φk(t, w) = (wζ exp tX)k, k = 1, . . . , n.
Hence, by (5.3)
ζk(z) =
[∂φk(t, w)
∂t
]|t=t0,w=z(ζt0X)−1
=
[
ηk(wζ exp t0X)
]|w=z(ζ exp t0X)−1
= ηk(z),
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which proves X = Θ.
By Corollary 4.2, this proves 1. for the case A = ∂D. Using this result,
as mentioned in 1. of Remark 4.1, 1. holds for A = D and A = D
c
.
To prove 2., we first observe that
z1z
−1
2 = [z1(exp tX)][z2(exp tX)]
−1, t ∈ C.
Take A = ∂D and let z ∈ M be fixed. For z1 ∈ ∂D, by 1., z1(exp tX) ∈ ∂D
for all t ∈ C. Thus
z1z
−1 = [z1(exp tX)][z(exp tX)]
−1 ∈ (∂D) · [z(exp tX)]−1
so that (∂D) · z−1 ⊂ (∂D) · [z(exp tX)]−1. For the reverse inclusion, take
z1 ∈ ∂D; then z1(exp(−tX)) ∈ ∂D for all t ∈ C by 1.; hence
z1[z(exp tX)]
−1 = z1(exp(−tX)z−1) ∈ (∂D) · z−1
so that (∂D)[z(exp tX)]−1 ⊂ (∂D) · z−1. Similar arguments show that 2.
holds for A = D and A = D
c
. ✷
We make another observation based on Lemma 5.1. From the proof, we
see by using (5.2) that the holomorphic vector field Θ(t, z) on M defined in
(4.6) is independent of t ∈ B; indeed, it coincides with X . Suppose that
∂2λ
∂t∂t
(t0) = 0 for some t0 ∈ B. From the necessity condition in Corollary
4.3, X = Θ(t0, z) is thus a tangential vector field on ∂D. Fix t ∈ B. Since
Θ(t, z) = X , the suffciency condition of the corollary implies that ∂
2λ
∂t∂t
(t) =
0. From Theorem 4.1 we conclude that D(t) = D(0) for t ∈ B. Thus,
D(ζ exp tX)−1 = Dζ−1 for t ∈ B, and, aposteriori, D(ζ exp tX)−1 = Dζ−1
for all t ∈ C.
We continue in the setting of a complex Lie group M as before. Consider
the following automorphism T of M ×M :
T (z, w) = (z,W ) := (z, wz−1) = (z, Rz−1(w)).
Let D ⋐M be a domain with C∞ boundary and let
D := T (D ×D) = ⋃z∈D (z,D(z))
where
D(z) := D · z−1 = Rz−1(D) = {wz−1 : w ∈ D}.
This is a variation of domains D(z) in M with parameter space D ⊂ M .
Note that e ∈ D(z) for all z ∈ D since, for z ∈ D, zz−1 ∈ D(z). Let G(z,W )
be the c-Green function for (D(z), e) and Λ(z) the c-Robin constant. Then
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Λ(z) is a C∞ function on D, called the c-Robin function for D. Finally, let
{ak(z)}k=1,...,n be the eigenvalues (repeated with multiplicity) of the complex
Hessian matrix [∂
2(−Λ)
∂zj∂zk
]j,k at z ∈ D.
The following elementary result, which we state without proof, will be
used repeatedly in this paper.
Proposition 5.1. Let V be a domain in Cn and let s(z) be a C2 function on
V . Assume that
[
∂2s(z0+at)
∂t∂t
]|t=0 = 0 for some z0 ∈ V and some a ∈ Cn \ {0}.
Then for any holomorphic curve z = ζ(t), |t| ≪ 1 in V with ζ(0) = z0 and[dζ(t)
∂t
]|t=0 = a, we have [∂2s(ζ(t))∂t∂t ]|t=0 = 0.
We use Lemma 5.1 to prove the following result, which will be crucial in
all that follows.
Lemma 5.2. Suppose D is pseudoconvex. Then −Λ(z) is a plurisubhar-
monic exhaustion function for D. Furthermore, if ai(ζ) = 0 for i = 1, ..., k ≤
n for some ζ ∈ D, then there exist k linearly independent holomorphic vector
fields X1, ..., Xk in X which satisfy the following conditions: For each z ∈ D
and each X = Xi (i = 1, . . . , k),
o. [∂
2Λ(z exp tX)
∂t∂t
]|t=0 = 0;
i. z exp tX ∈ D, t ∈ C and D · (z exp tX)−1 = D · z−1, t ∈ C;
ii. Λ(z exp tX) = Λ(z), t ∈ C;
iii. {z exp tX ∈M : t ∈ C} ⋐ D.
Proof. We know that −Λ is plurisubharmonic by Theorem 3.2 since D is
pseudoconvex in D×M . To show that −Λ is an exhaustion function for D,
since D(z) := D · z−1, if z → η ∈ ∂D, then ηz−1 ∈ ∂D(z) and ηz−1 → e;
hence we have Λ(z)→ −∞ from standard potential theory arguments.
Now suppose ai(ζ) = 0 for i = 1, ..., k ≤ n for some ζ ∈ D; i.e.,
[
∂2Λ(ζ + bit)
∂t∂t
]|t=0 = 0, i = 1, ..., k
for linearly independent vectors b1, ..., bk ∈ Cn (in local coordinates). We
take any Xi ∈ X such that
Xi(ζ) = [
d(ζ exp tXi)
dt
]|t=0 = bi.
Then X1, . . . , Xk are linearly independent in X and satisfy, by Proposition
5.1,
[
∂2Λ(ζ exp tXi)
∂t∂t
]|t=0 = 0.
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For sufficiently small |t|, say for t in B = {t : |t| < ρ}, we can assume
that ζ exp tXi ⊂ D, i = 1, ..., k. Consider the transformation
Ti(t, z) = (t, w) = (t, Fi(t, z))
where w = Fi(t, z) = z(ζ exp tXi)
−1. Then Di := Ti(B × D) defines a
variation of domains Di(t) := Fi(t, D) = {z(ζ exp tXi)−1 ∈ M : z ∈ D} =
D · (ζ exp tXi)−1; moreover, e ∈ Di(t), t ∈ B. Let gi(t, w) be the c-Green
function for (Di(t), e) and let λi(t) be the c-Robin constant for (Di(t), e). By
definition, we have λi(t) = Λ(ζ exp tXi), so that
∂2λi
∂t∂t
(0) = [
∂2Λ(ζ exp tXi)
∂t∂t
]|t=0 = 0, i = 1, ..., k.
We now make direct use of the previous result for A = D to conclude that
z ∈ D if and only if z exp tXi ∈ D for all t ∈ C; alsoD·z−1 = D·(z exp tXi)−1
for all t ∈ C, so that i. is proved. Assertion i. and the definition of Λ(z)
imply ii. Furthermore, since −Λ is an exhaustion function for D, for a fixed
z ∈ D the level set Sz := {z′ ∈ D : Λ(z′) = Λ(z)} is relatively compact in
D. Together with ii. this implies iii. Finally, since −Λ is a plurisubharmonic
exhaustion function for D, −Λ is subharmonic and bounded on the complex
curve {z exp tX, t ∈ C}. This curve is conformally equivalent to C, C \ {0}
or a one-dimensional compex torus and hence −Λ is constant on this curve,
which implies o. ✷
Remark 5.1. Condition i. for X ∈ X is clearly equivalent to
D · exp tX = D, t ∈ C; (5.4)
i.e., D is invariant under the one parameter transformation group exp tX of
M . Indeed, the proof of the lemma shows that o. − iii. for X ∈ X are all
equivalent; and hence equivalent to (5.4).
Corollary 5.1. Suppose D ⋐ M is pseudoconvex with smooth boundary.
Then −Λ(z) is not strictly plurisubharmonic in D if and only if there exists
X ∈ X \ {0} for which one of the four equivalent conditions o. ∼ iii. in
Lemma 5.2 hold. Moreover, for such X, {z exp tX ∈ M : t ∈ C} ⋐ A for
z ∈ A where A = D, ∂D or Dc.
Proof. We have already verified the first part; and iii. verifies the last
statement for A = D. To prove the last part for A = ∂D or D
c
, from
Lemma 5.1 we have z ∈ A if and only if z exp tX ∈ A for all t ∈ C; and
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A ·z−1 = A · (z exp tX)−1. Since ∂D is compact, this verifies the corollary for
A = ∂D. To verify the corollary for A = D
c
, fix z ∈ Dc and z0 ∈ ∂D. Then
z exp tX = zz−10 (z0 exp tX)
and {z0 exp tX : t ∈ C} ⋐ ∂D since z0 ∈ ∂D so that {z exp tX : t ∈ C} ⋐M .
Thus it suffices to show that
z exp tX ∩ ∂D = ∅. (5.5)
If (5.5) does not hold, there exists a point η ∈ ∂D and a sequence {tν}ν in
C such that z(exp tνX) → η as ν → ∞. We write D1(z) := Dc · z−1 for
z ∈ Dc. Then e ∈ D1(z) for such z, so that we can consider the c-Green
function G1(z, ·) and the c-Robin constant Λ1(z) for (D1(z), e). (Note that
although D1(z) is not necessarily relatively compact in M , we can define
the c-Green function G1(z, ·) and the c-Robin constant Λ1(z) for (D1(z), e)
by a standard exhaustion method.) If Z ∈ Dc → η ∈ ∂D, then ηZ−1 ∈
∂D1(Z) and ηZ
−1 → e; thus Λ1(Z) → −∞ as Z → η. In particular,
Λ1(z(exp tνX)) → −∞ as ν → ∞. On the other hand, from the previous
results, D1(z) = D1(z exp tνX), ν = 1, 2, . . . . Thus, Λ1(z) = Λ1(z exp tνX)
for all ν, and since Λ1(z) > −∞, we obtain a contradiction, verifying (5.5).
✷
Corollary 5.2. Suppose D ⋐ M is pseudoconvex with C∞ boundary. Let
c > 0 be a C∞ function on M and let Λ(z) be the c-Robin function for
D. If the complex Hessian matrix [∂
2(−Λ)
∂zj∂zk
(ζ)] has a zero eigenvalue with
multiplicity k ≥ 1 at some point ζ ∈ D, then the complex Hessian matrix of
any plurisubharmonic exhaustion function s(z) for D has a zero eigenvalue
with multiplicity at least k at each point z ∈ D.
Proof. Take Xi ∈ X \ {0}, i = 1, ..., k as in the lemma. Given z ∈ D,
{z exp tXi : t ∈ C} ⋐ D. Thus if s is any plurisubharmonic exhaustion
function for D, s is subharmonic and bounded on this complex curve and
hence, as in the proof of Corollary 5.1, s is constant on the curve. Thus
[ ∂
2s
∂za∂zb
(z)] has a zero eigenvalue of multiplicity at least k (cf., [17] Proposition
2.1). This is valid for each z ∈ D. ✷
We remark that the conclusion of the corollary implies, in particular, that
D is not Stein. We now address the following question: for a complex Lie
group M , when is a pseudoconvex domain D ⋐M with C∞ boundary Stein?
An answer is provided in the following result.
Theorem 5.1. Let D ⋐M be a pseudoconvex domain with smooth boundary
which is not Stein. Then
30
I. there exists a unique connected complex Lie subgroup H of M such that
1. dim H ≥ 1;
2. D is foliated by cosets of H; D =
⋃
z∈D zH with zH ⋐ D;
3. any holomorphic curve ℓ := {z = z(t) ∈ D : t ∈ C} with ℓ ⋐ D
is necessarily contained in some coset zH in D.
II. Furthermore, if H is closed in M and π :M 7→M/H is the canonical
projection, then H is a complex torus and there exists a Stein domain
D0 ⋐ M/H with smooth boundary such that D = π
−1(D0).
Proof. Let Λ(z) denote the c-Robin function on D; this is a C∞ plurisubhar-
monic exhaustion function on D. We utilize Λ(z) to define a Lie subalgebra
g0 of g and a candidate Lie subroup H using (5.1) with g0 replacing g. We
begin with the construction of g0, then of H ; finally we verify the properties
of H . We divide this procedure into several steps.
1st step. Let ζ ∈ D and define
Xζ := {X ∈ X : [∂
2Λ(ζ exp tX)
∂t∂t
]|t=0 = 0}.
Then Xζ is independent of ζ ∈ D and dim Xζ = d ≥ 1.
Indeed, since D is not Stein, −Λ(z) is not strictly plurisubharmonic on
D; i.e., in local coordinates there exists a point ζ ∈ D and b ∈ Cn \ {0}
such that [∂
2Λ(ζ+bt)
∂t∂t¯
]|t=0 = 0. The 1st step now follows from Lemma 5.2 and
Corollary 5.1. ✷
Thus we write g0 := Xζ. We will show in the 3
rd step that g0 is, indeed,
a Lie subalgebra of g.
2nd step. Fix ζ ∈ D and an integer m ≥ 1. Then
Λ(ζ
∏m
k=1 exp tkXk) = Λ(ζ), for all tk ∈ C, Xk ∈ g0.
To see this, from Corollary 5.1 and (5.4) we have
D · (exp tmXm)−1 = D, for all tm ∈ C, Xm ∈ g0.
Thus for tm−1 ∈ C,
D · (exp tm−1Xm−1 exp tmXm)−1 = D · (exp tmXm)−1(exp tm−1Xm−1)−1
= D · (exp tm−1Xm−1)−1
= D.
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Inductively, we have
D · [∏mk=1 exp tkXk]−1 = D, for all tk ∈ C, Xk ∈ X0.
This is equivalent to
D · [ζ∏mk=1 exp tkXk]−1 = D · ζ−1, for all tk ∈ C, Xk ∈ g0.
The 2nd step now follows immediately from the definition of Λ(z). ✷
3rd step. The space g0 is a Lie subalgebra of g; i.e., g0 is a linear subspace
of g and X, Y ∈ g0 implies [X, Y ] ∈ g0.
To prove that g0 is a linear subspace of g, fix ζ ∈ D; let X, Y ∈ g0; and
let α, β ∈ C. Since it is clear that αX, β Y ∈ g0, from the 2nd step we have
Λ(ζ exp(αt)X exp(βt)Y ) = Λ(ζ), for all t ∈ C.
Thus
[
∂2Λ(ζ exp(αt)X exp(βt)Y )
∂t∂t
]|t=0 = 0.
It is a standard result that for any X, Y ∈ g
exp(αt)X exp(βt)Y = exp[t (αX + βY ) +O(t2) ] (5.6)
near t = 0 and hence it follows that
[
d(ζ exp t(αX + βY ))
dt
]|t=0 = [d(ζ exp(αt)X exp(βt)Y )
dt
]|t=0.
Using Proposition 5.1 we see that αX + βY ∈ g0; i.e.,
[
∂2Λ(ζ exp t(αX + βY ))
∂t∂t
]|t=0 = [∂
2Λ(ζ (exp(αt)X exp(βt)Y ))
∂t∂t
]|t=0 = 0.
(5.7)
To prove that X, Y ∈ g0 implies [X, Y ] ∈ g0, fix ζ ∈ D. From the 2nd step
we have
Λ
(
ζ exp(−√tX) exp(−√tY ) exp√tX exp √tY ) = Λ(ζ), for all t ∈ C.
On the other hand, it is known that
exp(−√tX) exp(−√tY ) exp√tX exp √tY = exp(t[X, Y ]) +O(t3/2))
(5.8)
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near t = 0 so that
[
d(ζ exp(−√tX) exp(−√tY ) exp√tX exp √tY )
dt
]|t=0 = [d(ζ exp t[X, Y ])
dt
]|t=0.
It follows from Proposition 5.1 that
[
∂2Λ(ζ exp
(
t[X, Y ])
∂t∂t
]|t=0
= [
∂2Λ(ζ exp(−√tX) exp(−√tY ) exp√tX exp √tY )
∂t∂t
]|t=0
= [
∂2Λ(ζ)
∂t∂t
]|t=0 = 0. (5.9)
Since [X, Y ] ∈ X, we see from Lemma 5.2 and Corollary 5.1 that [X, Y ] ∈ g0.
✷
From the Frobenius theorem described at the beginning of this section
and the fact that g0 is a Lie subalgebra of g, we have the integral manifold
H in M for g0 passing through the identity e, i.e., from (5.1),
H = {∏νi=1 exp tiXi ∈M : ν ∈ Z+, ti ∈ C, Xi ∈ g0}. (5.10)
4th step. H satisfies conditions 1., 2. and 3. in Theorem 5.1.
Since dim H = dim g0 ≥ 1, H satisfies 1. Fix ζ ∈ D. We consider the
level set
Sζ := {z ∈ D : Λ(z) = Λ(ζ)}.
Since −Λ is an exhaustion function for D, we have Sζ ⋐ D. Fix X ∈ g0. We
have
Λ(ζ exp tX) = Λ(ζ), for all t ∈ C
so that ζ exp tX ⊂ Sζ . Since t ∈ C and X ∈ g0 were arbitrary, it follows from
(5.10) that we have Λ(ζg) = Λ(ζ) for all g ∈ H . Hence ζH ⊂ Sζ ⋐ D. The
conclusion that D has a foliation D = ∪z∈DzH follows from this observation
together with the fact that M itself is foliated by cosets M = ∪z∈MzH (the
second item of the Frobenius theorem). Thus H satisfies 2.
We shall prove that H satisfies 3. by contradiction. Thus we assume that
there exists a holomorphic curve ℓ := {z = z(t) ∈ D : t ∈ C} with ℓ ⋐ D and
with the property that there exists a coset z0H in D with ℓ ∩ z0H 6= ∅ and
ℓ 6⊂ z0H . Since D is foliated by cosets zH , we may assume that ℓ and z0H
intersect transversally at some point ζ in D. Let a ∈ C \ {0} be a tangent
vector of ℓ at ζ and choose X ∈ X such that X(ζ) = a. By assumption
Λ = const. = Λ(ζ) on ℓ. It follows from Lemma 5.1 that X ∈ g0, so
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that C := {ζ exp tX : t ∈ C} ⊂ ζH . However, the curve C intersects z0H
transversally; in particular, C 6⊂ z0H . From property 2., since z0H∩ζH 6= ∅,
we have z0H = ζH , which yields a contradiction. ✷
5th step. H satisfying 1., 2. and 3. is uniquely determined.
Let Ĥ be another Lie subgroup of M which satisfies 1., 2. and 3. in the
theorem. We write ĝ0 for the connected Lie subalgebra of g which corresponds
to Ĥ. Thus from (5.1),
Ĥ = {∏νi=1 exp tiXi ∈M : ν ∈ Z+, ti ∈ C, X̂i ∈ ĝ0 }.
Fix X̂ ∈ ĝ0 and ζ ∈ D. Since ζĤ ⋐ D, it follows from condition 3. for H
that the analytic curve {ζ exp tX̂, t ∈ C} passing through ζ is contained in
ζH . By the above description of Ĥ we inductively have ζĤ ⊂ ζH , so that
Ĥ ⊂ H . The converse inclusion is proved in a similar fashion. ✷
6th step. Assertion II is true.
Suppose H is closed in M . By 2. H is compact in M , so that H is a
compact complex Lie group, i.e., a complex torus. Let π : M 7→ M/H be
the canonical projection. We set D0 := π(D) ⊂ M/H . Since D is foliated
by cosets of H (property 2.), π−1(D0) = D; moreover, π
−1(∂D0) = ∂D, and
since ∂D is smooth in M we have ∂D0 is smooth in M/H . Given ξ ∈ D0,
we choose a point ζ ∈ π−1(ξ) ⊂ D and define
Λ0(ξ) := Λ(ζ).
Again from property 2., this does not depend on the choice of ζ ∈ D with
π(ζ) = ξ; i.e., Λ0 is a well-defined function on D0. We show that Λ0 is a C
∞
strictly plurisubharmonic exhaustion function for D0.
To this end, let ξn ∈ D0 → ξ ∈ ∂D0 ⊂ M/H as n → ∞. We can choose
ζn ∈ D and ζ ∈ ∂D with π(ζn) = ξn and π(ζ) = ξ in such a way that
ζn → ζ in M as n→∞. Since −Λ is an exhaustion function for D, it follows
that −Λ0(ξn) = −Λ(ζn) → ∞, so that −Λ0 is an exhaustion function for
D0. Next, fix ξ0 ∈ D0 and take a point ζ0 ∈ D with π−1(ζ0) = ξ0. From 2.
of the Frobenius theorem we have g0-local coordinates ϕ : V ⋐ D 7→ ∆ =∏n
i=1{|wi| < 1} with ϕ(ζ0) = 0. We write
w = (w1, . . . , wd;wd+1, . . . , wn) = (w
′;w′′) ∈ ∆′ ×∆′′ = ∆
where ∆′ =
∏d
i=1{|wi| < 1} and ∆′′ =
∏n
i=d+1{|wi| < 1}; we also write
0 = (0′; 0′′) ∈ ∆′ × ∆′′. We define, for w′′ ∈ ∆′′, s(w′′) := ϕ−1(0′;w′′) ⊂ V .
Then, since H is closed in M , V = ∪w′′∈∆′′(s(w′′)H) ∩ V and this is a
disjoint union (if necessary, take a smaller neighborhood V of ζ0). Setting
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π(V ) = δ ⊂ D0, for any ξ ∈ δ there exists a unique point w′′ ∈ ∆′′ such that
π(s(w′′)) = ξ. Consequently,
ϕ0 : ξ ∈ δ 7→ w′′ ∈ ∆′′
gives local coordinates for the neighborhood δ of ξ0 in D0. Identifying s(w
′′)
with (0′;w′′) via the mapping ϕ and identifying ξ with w′′ via the mapping
ϕ0, from the definition of Λ0 for w
′′ = (wd+1, . . . , wn) ∈ ∆′′ we have
Λ0(wd+1, . . . , wn) = Λ(0, . . . , 0;wd+1, . . . , wn). (5.11)
Since −Λ is plurisubharmonic on ∆, it follows that −Λ0 is plurisubharmonic
on ∆′′, and hence −Λ0 is plurisubharmonic on D0. It remains to verify
that −Λ0 is strictly plurisubharmonic on D0. If not, there exists a point
ξ0 ∈ D0 at which −Λ0 is not strictly plurisubharmonic. From formula (5.11)
−Λ0(wd+1, . . . , wn) is not strictly plurisubharmonic at the origin 0′′. Thus
−Λ(0, . . . , 0;wd+1, . . . , wn) is not strictly plurisubharmonic at w′′ = 0′′. This
means that there exists (bd+1, . . . , bn) ∈ Cn−d \ {0′′} such that
[
∂2Λ(0, . . . , 0; bd+1t, . . . , bnt)
∂t∂t
]|t=0 = 0.
On the other hand, from the previous steps we know that Λ(w′; 0′′) ≡ Λ(0′; 0′′)
on ∆′; thus it follows that there exist at least d + 1 linearly independent
eigenvectors with eigenvalue 0 for the matrix [∂
2(−Λ)
∂zi∂zj
]i,j=1,...,n at ζ0 = s(0
′′) ∈
D. This contradicts the definition of the dimension d of g0. ✷
Remark 5.2. In Theorem 5.1 the complex Lie group M is a real Lie group
of dimension 2n with real Lie algebra g. If H is not closed inM the closure H
of H in M is a closed real Lie subgroup of M whose real dimension m is less
than 2n. In this case, we have the real Lie subalgebra g0 ⊂ g corresponding
to H , and the projection π˜ : M → M/H, where M/H is a real manifold
of dimension 2n − m. From properties 1. and 2., H is a compact real
submanifold in M with H ⊂ D and D is foliated by cosets of H, so that
Λ = const. on each zH, z ∈ D. Furthermore, D0 := π˜(D) is a relatively
compact domain with smooth boundary in M/H and D = π˜−1(D0).
Corollary 5.3. The subgroup H of M in Theorem 5.1 is normal.
Proof. We may assume that D contains the identity, e. For if z0 ∈ D
and we define D1 := z
−1
0 D, then D is a pseudoconvex domain with smooth
boundary; D1 is not Stein; and e ∈ D1. Let Λ1 be the c-Robin function for
D1. Assume that X ∈ X satisfies
[
∂2Λ(z0 exp tX)
∂t∂t
]|t=0 = 0. (∗)
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Then by Corollary 5.2 we have C := {z0 exp tX ∈M : t ∈ C} ⋐ D. We thus
have C1 := {exp tX ∈M : t ∈ C} ⋐ z−10 D = D1, so that Λ1 = const. on C1.
Thus,
[
∂2Λ1(exp tX)
∂t∂t
]|t=0 = 0. (∗∗)
A similar argument shows that (**) implies (*). It follows that the Lie
subroup H1 in Theorem 5.1 corresponding to D1 coincides with H . Thus we
may indeed assume that e ∈ D.
We consider the isomorphism T˜ (ζ, z) of M for z ∈ M given by left mul-
tiplication by z−1:
T˜ (ζ, z) : ζ ∈M 7→ w = z−1ζ ∈M.
This induces the variation of domains D˜(z) in M :
D˜ : z ∈ D 7→ D˜(z) = z−1D.
Since each D˜(z), z ∈ D, contains the identity element e, we can form the
c-Robin function λ˜(z) on D. We let g˜ denote the Lie algebra consisting of all
right-invariant holomorphic vector fields on M . For a fixed ζ ∈ D we define
g˜0 := {X˜ ∈ g˜ : [∂
2λ˜((exp tX˜)ζ)
∂t∂t
]|t=0 = 0 }.
As with g0, the set g˜0 is a Lie subalgebra of g˜. We construct the connected
Lie subgroup H˜ corresponding to g˜0:
H˜ := {∏νi=1 exp tiXi ∈M : ν ∈ Z+, ti ∈ C, Xi ∈ g˜0 }
with dim H˜ = d˜ ≥ 1 and satisying the corresponding properties 1., 2. and 3.
in Theorem 5.1. We first prove that
zH = H˜z, for any z ∈ D. (5.12)
To prove this, fix z ∈ D and p ∈ H˜z with p = (∏νi=1 exp tiX˜i) z for some
ti ∈ C and X˜i ∈ H˜ . Condition 2. for H˜ implies that the analytic curve
Cν := {(exp tX˜ν)z : t ∈ C} is relatively compact in D. Condition 3. for H
thus implies that Cν ⋐ zH . In paricular, zν := (exp tνX˜ν)z ∈ zH and hence
zνH ⊂ zH . If we consider the analytic curve Cν−1 := {(exp tX˜ν−1)zν ∈
M : t ∈ C}, then a similar argument shows that Cν−1 ⋐ z1H , so that
zν−1 := (exp tν−1X˜ν−1)zν ∈ zνH ⊂ zH , and hence zν−1H ⊂ zH . Repeating
this argument we obtain (exp t1X˜1)z2 ∈ z2H ⊂ zH , i.e., p ∈ zH . We thus
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have H˜z ⊂ zH . The reverse inclusion is proved similarly and equality (5.12)
holds for z ∈ D.
Since e ∈ D it follows that H˜ = H . Thus zH = Hz for z ∈ D. To extend
this equality to all z ∈M , we consider
A := {z ∈M : z−1Hz = H} ⊂ M.
Then D ⊂ A and we want to show that A = M . Clearly H ⊂ A and A is
a subgroup of M . Since e ∈ D ⊂ A, we can choose a neighborhood V ⊂ A
of e. We utilize this neighborhood V to show that A is open and closed in
M . To show that A is open, fix z0 ∈ A. Then V z0 is a neighborhood of z0
in M . Since V ⊂ A, it follows that V z0 ⊂ A (since A is a group), and hence
A is open. To show that A is closed, fix a point ζ ∈ ∂A. Choose z ∈ A
sufficiently close to ζ so that a := z−1ζ ∈ V ⊂ A. Hence ζ = za ∈ A, and A
is closed. ✷
We shall give two concrete examples of complex Lie groupsM in Theorem
5.1 or Remark 5.2.
1. Consider
M = AutC = {az + b : a ∈ C \ {0}, b ∈ C}.
This is a complex Lie group of complex dimension 2 with the group operation
of composition. This composition gives a group multiplication on C\{0}×C
which is noncommutative: (a, b)·(c, d) = (ac, ad+b). That is, if f(z) = az+b
and g(z) = cz + d, then
(f ◦ g)(z) = (ac)z + (ad+ b).
Note that any left-invariant holomorphic vector field on M is of the form
X = αX1 + βX2, α, β ∈ C,
where
X1 = a
∂
∂a
, X2 = a
∂
∂b
.
We have
exp tX1 = (e
t, 0) and exp tX2 = (1, t).
Hence, exp tX = (eαt, β e
αt−1
α
), so that the integral curve I(a0,b0) for X with
given initial value (a0, b0) ∈ C \ {0} × C is
(a0, b0) · exp tX = (a0 expαt, a0β eαt−1α + b0),
so that I(a0,b0) is a complex line in C\{0}×C defined by βa−αb = βa0−αb0.
Thus a non-constant, entire integral curve for X is never relatively compact
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in M (this fact also follows from the Liouville theorem). It follows that any
smoothly bounded pseudoconvex domain D ⋐M is Stein.
2. Grauert gave an example of a pseudoconvex domain D with smooth
boundary which is not Stein. Moreover, D admits no nonconstant holomor-
phic functions. This domain lies in a complex torus T of complex dimension
2 (cf., [5] and Example 3 in p. 324 in [15]). Our goal is to describe all pseu-
doconvex subdomains D of T with smooth boundary which are not Stein.
The key tools we will use are Theorem 5.1 and Remark 5.2.
We begin with real 4-dimensional Euclidean space R4 with coordinates
x = (x1, x2, x3, x4). Let
e1 = (1, 0, 0, 0), e2 = (0, 1, 0, 0), e3 = (0, 0, 1, 0), e4 = (0, 0, ξ, 1) in R4,
where ξ is an irrational number. Initially we consider the real 4-dimensional
torus:
T := R4/[e1, e2, e3, e4] = T1 × T2,
where T1 = Rx1,x2/[e
′
1, e
′
2] and T2 = Rx3,x4/[e
′
3, e
′
4], with
e′1 = (1, 0), e
′
2 = (0, 1) in Rx1 × Rx2;
e′3 = (1, 0), e
′
4 = (ξ, 1) in Rx3 × Rx4 .
This torus T is a real Lie group with real Lie algebra
h = {∑ 4j=1cj ∂∂xj : cj ∈ R}.
Following Grauert, we impose the complex structure
z = x1 + ix3, w = x2 + ix4
on T . Then T , equipped with this complex structure, becomes a com-
plex torus T of complex dimension 2. Note that e1, e2, e3, e4 correspond
to (1, 0), (0, 1), (i, 0), (iξ, i) in C2. Grauert showed that
D = D(c1, c2) := {c1 < ℜ z < c2} ⊂ T,
where 0 ≤ c1 < c2 < 1, is a pseudoconvex domain which admits no non-
constant holomorphic functions.
The complex Lie algebra of the complex Lie group T is
g = {α ∂
∂z
+ β ∂
∂w
: α, β ∈ C}.
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Remark 5.3.
1. A point (x1, x2, x3, x4) in R4 (and, more generally, a subset K ⊂ R4)
will often be identified with the point (x1, x2, x3, x4)/[e1, e2, e3, e4] in T (and
K/[e1, e2, e3, e4] in T). A similar remark applies to points and subsets in
Rx1 × Rx2 (or Rx3 × Rx4) being identified with points and subsets in T1 (or
T2). In particular, let L1 be a line in Rx1×Rx2 containing the origin. Then L1
defines a simple closed curve l1 = L1/[e
′
1, e
′
2] in T1 if and only if L1 contains
a point in Rx1 × Rx2 of the form (m,n) where m,n ∈ Z. In this case, there
exist unique such m,n ∈ Z up to a sign with (m,n) = ±1, and l1 may be
identified with the segment joining (0, 0) and (m,n) in Rx1×Rx2 . If we need
to consider a directed line L1 and an oriented curve l1, we fix the direction
of L1 as that given by the directed line segment from (0, 0) to (m,n), and
this induces what we will call the positive orientation on l1. Moreover, if we
fix m1, n1 ∈ Z such that m1n − mn1 = 1, then the parallelogram ∆1 with
vertices (0, 0), (m1, n1), (m,n), (m1 +m,n1 + n) is a fundamental domain of
T1, which we call a standard fundamental domain associated to L1. (For
future convention we choose m1n − n1m = 1.) The segment joining (0, 0)
and (m1, n1) in Rx1×Rx2 defines a simple closed curve in T1, which we denote
by l∗1. Note that (m1, n1) ∈ L1 + (1/n, 0).
2. Let L2 be a line in Rx3 × Rx4 containing the origin. Then L2 defines
a simple closed curve l2 = L2/[e
′
3, e
′
4] in T2 if and only if L2 contains a point
(M ′, n′) where M ′ = m′ + n′ξ with m′, n′ ∈ Z. Then there exist unique
such m′ ∈ Z, n′ ∈ Z+ with (m′, n′) = ±1, and l2 may be identified with
the segment joining (0, 0) and (M ′, n′) in Rx3 × Rx4. We fix the direction of
L2 as that given by the directed line segment from (0, 0) to (m
′ + n′ξ, n′),
and this induces what we will call the positive orientation on l2. If we fix
m′1, n
′
1 ∈ Z such that m′1n′ − m′n′1 = 1, then the parallelogram ∆2 with
vertices (0, 0), (M ′1, n
′
1), (M1, n1), (M
′
1+M1, n
′
1+ n1) (where M
′
1 = m
′
1+n
′
1ξ)
is a fundamental domain of T2, which we call a standard fundamental domain
associated to L2. The segment joining (0, 0) and (M
′
1, n
′
1) in Rx3×Rx4 defines
a simple closed curve in T2, which we denote by l
∗
2. Note that (M
′
1, n
′
1) ∈
L2 + (1/n
′, 0).
3. Finally, we mention that if L1, L
′
1 (L2, L
′
2) are distinct parallel lines
in Rx1×Rx2 (Rx3×Rx4), then for the corresponding curves l1, l′1 (l2, l′2) in T1
(T2) either l1 ∩ l′1 = ∅ (l2 ∩ l′2 = ∅) or l1 = l′1 (l2 = l′2).
Let D ⋐ T be a pseudoconvex domain with smooth boundary which is
not Stein. We consider the c-Robin function Λ(z, w) on D, where c ≡ 1 on
T. By Theorem 5.1 there exists X = α ∂
∂z
+ β ∂
∂w
∈ g with (α, β) 6= (0, 0)
such that D(exp tX)−1 = D, t ∈ C. Since the integral curve exp tX, t ∈ C
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for X passing through 0 in T is
(z, w) = (αt, βt) ∈ Cz × Cw, t ∈ C,
the above formula means simply that D + (αt, βt) = D, t ∈ C. Since
dim T = 2, the Lie subalgebra g0 associated to D from Theorem 5.1 and the
corresponding Lie subgroup H are of the form
g0 = {cX ∈ g : c ∈ C}, H = {(αt, βt) ∈ T : t ∈ C}. (5.13)
We consider three cases in (5.13):
(1) α = 0, (2) β = 0, (3) α, β 6= 0.
In case (1), the subalgebra g0 is {c ∂∂w : c ∈ C} and the Lie subgroup
H = {(0, βt) : t ∈ C} = {0} × the w-plane = {0} × Cw;
i.e.,
H = {(0, w)/[(1, 0), (0, 1), (i, 0), (iξ, i)]
We shall show that H is not closed in T and the closure H¯ in T is diffeo-
morphic to S1 × T2. In fact, as a set in T = T1 × T2, H is equal to
A× B := ( (0,Rx2)/[(1, 0), (0, 1)] )× ( (0,Rx4)/[(1, 0), (ξ, 1)] ) ⊂ T1 × T2.
Clearly A is closed, and A = {0} ×Rx2/[1] = {0} × S1. Since ξ is irrational,
it is standard that B is not closed in T2 and B¯ = T2. Thus the closure H¯ of
H in T can be identified with
H¯ = ({0} × S1)× T2 = {x1 = 0}/[(1, 0), (0, 1), (i, 0), (iξ, i)],
as claimed. We note that H¯ is a closed real Lie subgroup of T with real Lie
subalgebra {∑4j=2 cj ∂∂xj }. The quotient space T/H¯ = S1 := {x1 ∈ Rx2/[1]}
and the projection π˜ : T 7→ T/H¯ is π˜(z, w) = x1. From Remark 5.2, D is
foliated by cosets of H¯; thus there exists a subdomain D0 = (c1, c2) ⊂ S1
such that D = π˜−1(D0); i.e., D = {c1 < x1 < c2} ⊂ T. This is the Grauert
example.
In case (2), the subalgebra g0 is {c ∂∂z : c ∈ C} and the Lie subgroup
H = {(αt, 0) : t ∈ C} = the z-plane × {0} = Cz × {0};
i.e.,
H = {(z, 0)/[(1, 0), (0, 1), (i, 0), (iξ, i)] ∈ T : z ∈ Cz}.
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We shall show that H is closed in T and is holomorphically equivalent to the
standard one-dimensional torus T1 = C/[1, i]. In fact, since z1 ∼ z2 modulo
[1, i] in Cz if and only if (z1, 0) ∼ (z2, 0) modulo [(1, 0), (0, 1), (i, 0), (iξ, i)] in
C2, it follows that
H = Cz/[1, i]× {0}
so thatH = T1×{0}, as claimed. Moreover, we have (z1, w1)+H = (z2, w2)+
H in T if and ony if w1 ∼ w2 modulo [1, i]. The “only if” direction is clear.
To prove the reverse direction, fix (z1, w1), (z2, w2) ∈ C2 with w1 ∼ w2 modulo
[1, i], i.e., w2−w1 = p+ iq for some p, q ∈ Z. Since (z, p+ qi)− (z−qξi, 0) =
p(0, 1) + q(iξ, i) = (0, 0) in T for any z ∈ C, it follows that
(z2, w2) = (z1, w1) + (z2 − z1, p+ qi)
= (z1, w1) + (z2 − z1 − qξi, 0) ∈ (z1, w1) +H in T,
as claimed. In particular, (z, w) +H = (0, w) +H in T for any z ∈ C, and
(0, w) + H = (0, w′) + H in T if and only if w ∼ w′ modulo [1, i]. Hence
T/H = {0}×Cw/[1, i] = {0}×T1, so that T = T1×T1. By II in Theorem
5.1, using the projection π : T 7→ T/H = T1, we see that there exists a
domain D0 ⊂ T1 with smooth boundary such that D = π−1(D0).
We consider case (3). Write β/α = a + ib. Then the integral curve
{exp tX, t ∈ C} starting at (0, 0) can be written as
S : w = (a+ ib)z in Cz × Cw,
so that S/[(1, 0), (0, 1), (i, 0), (iξ, ξ)] is the Lie subgroup H of T. For future
use we note that
S : x2 + ix4 = (a+ ib)(x1 + ix3) in R4 (5.14)
defines a real two-dimensional plane passing through the origin in R4; more-
over we may identify H with S/[e1, e2, e3, e4].
We consider two subcases:
(i) b = 0; (ii) b 6= 0. (5.15)
Note that in case (i) S = {x2 = ax1, x4 = ax3} is the product of two (not
necessarily closed) curves H1 = {x2 = ax1} ⊂ T1 and H2 = {x4 = ax3} ⊂ T2
in T.
We also make the distinction between the two options:
(i’) a is rational; a = q/p, p, q relatively prime; (ii’) a is irrational.
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In case (i’), H1 defines a closed curve γ1 in T1 determined by the segment
[(0, 0), (p, q)] in R2, while H2 is dense in T2. Hence H¯ = γ1 × T2 is a closed
real Lie subgroup in T with corresponding real Lie subalgebra given by
h0 = {c1( ∂∂x1 + a ∂∂x2 ) + c2 ∂∂x3 + c3 ∂∂x4 : c1, c2, c3 ∈ R}.
Using the projection π˜ : T → T/H¯ yields that T/H¯ is diffeomorphic to
S1 = R/[1/q]. From Remark 5.2 there exist 0 ≤ a1 < a2 < 1/q such that
D = π−1(a1, a2) = ∪a1<s<a2((s, 0; 0, 0) + γ1 × T2). Thus, in case (i’),
D ≈ (a1, a2)× γ1 × T2
as a two-dimensional complex manifold.
Case (ii’) will be divided further into two subcases depending on whether
1
a
− ξ is rational (i.e., 1
a
− ξ = p/q) or irrational. The former case is similar
to case (i’): since q = a(qξ + p), we have (qξ + p, q) ∈ H2. This point is
equivalent to (0, 0) ∈ T2, so that H2 defines a simple, closed curve γ2 in T2
(see Remark 5.3). On the other hand, since a is irrational, H1 is dense in T1.
Hence H¯ = T1 × γ2, which is a real Lie subgroup of T. The quotient space
T/H¯ = R/[1/q] =: S1. Again from Remark 5.2 there exist 0 ≤ a1 < a2 < 1/q
such that
D =
⋃
a1<s<a2
(T1 × γ2 + (0, 0; s, 0)).
In case 1
a
−ξ is irrational,H1 andH2 are dense in T1 and T2. ButH1×H2 ⋐ D,
so that T1 × T2 ⋐ D, which yields a contradiction since D 6= T. In other
words, the case 1
a
− ξ irrational cannot occur.
We turn to case (ii) in our previous dichotomy (5.15): b 6= 0. Here a may
be either rational or irrational. From (5.14) S ⊂ R4 may be written as{
x2 = ax1 − bx3,
x4 = bx1 + ax3,
(x1, x3) ∈ Rx1 × Rx3
or, equivalently,{
x3 = Ax1 +Bx2,
x4 = Cx1 −Ax2,
(x3, x4) ∈ Rx3 × Rx4 , (5.16)
where
A =
a
b
, B = −1
b
, C =
a2 + b2
b
6= 0.
Note that A,B,C are related via the Jacobian:
∂(x3, x4)
∂(x1, x2)
= −A2 −BC = 1.
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We will show the following:
1. (i) There exists a unique set of six integers m,n,m′ ∈ Z;n′, p, q ∈ Z+
where (m,n), (m′, n′) = ±1, (p, q) = 1, such that a, b can be written in the
following form:
a =
p1p2 + q1q2
p21 + q
2
1
, b =
p2q1 − p1q2
p21 + q
2
1
, (5.17)
where
M ′ := m′ + n′ξ; p1 :=M
′p, p2 := n
′p, q1 := mq, q2 := nq. (5.18)
1. (ii) The integral curve S in (5.14) contains the following two points:
( q(m,n), p(M ′, n′) ), ( p(1/n, 0), q(1/n′, 0) + η(M ′, n′) ),
where η = p
nn′
p2
2
+q2
2
p2q1−p1q2
. Note that η is irrational.
2. (i) The closure H¯ of H in T is a closed real Lie subgroup of T whose
corresponding real Lie subalgebra h0 of h is generated by{
q1
∂
∂x1
+ q2
∂
∂x2
, p1
∂
∂x3
+ p2
∂
∂x4
,
(p2q1 − p1q2) ∂
∂x1
+ (p1p2 + q1q2)
∂
∂x3
+ (p22 + q
2
2)
∂
∂x4
}
. (5.19)
We proceed to give a more precise description of H¯ . Assuming 1., let
L1 : {(x1, x2) : mx2 = nx1} = {t(m,n) : t ∈ R} in Rx1 × Rx2;
L2 : {(x3, x4) : M ′x4 = n′x3} = {t(M ′, n′) : t ∈ R} in Rx3 × Rx4.
Since m,n ∈ Z, L1 defines a simple closed curve l1 with positive orientation
in the real torus T1 (see 1. in Remark 5.3), and from (5.18), specifically,
the relation M ′ = m′ + n′ξ, L2 defines a simple closed curve l2 with positive
orientation in the real torus T2 (see 2. in Remark 5.3). Given 0 ≤ s ≤ 1,
define
L1(s) := L1 + ps(1/n, 0) = {t(m,n) + ps(1/n, 0) : t ∈ R} in Rx1 × Rx2 ;
L2(s) := L2 + qs(1/n′, 0) = {t(M ′, n′) + qs(1/n′, 0) : t ∈ R} in Rx3 × Rx4 .
Then L1(s) and L2(s) also define simple closed curves l1(s) and l2(s) in T1
and T2; l1(s) is a curve in T1, which, in Rx1 ×Rx2, is parallel to l1 translated
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by the vector ps( 1
n
, 0). Similarly, l2(s) is parallel to l2 in Rx3×Rx4 translated
by the vector qs( 1
n′
, 0). We have li = li(0) = li(1) for i = 1, 2 and
(l1(s
′)× l2(s′)) ∩ (l1(s′′)× l2(s′′)) = ∅ if s′ 6= s′′. (5.20)
Note that we may have, e.g., l1(s
′) = l1(s
′′) if s′ 6= s′′ but then l2(s′) 6= l2(s′′)
from (p, q) = 1 so that (5.20) holds (cf., 3. in Remark 5.3).
2. (ii) The set
Σ :=
⋃
0≤s≤1 l1(s)× l2(s), (5.21)
is a real, 3-dimensional compact submanifold of T, and H¯ = Σ. Given
0 ≤ t ≤ 1, if we define
Σ(t) := (t, 0; 0, 0) + H¯ = (t, 0; 0, 0) + Σ,
a coset of H¯, then Σ(0) = Σ(1) = Σ = H¯ and otherwise Σ(t′) ∩Σ(t′′) = ∅ in
T if t′ 6= t′′.
3. We have
T =
⋃
0≤t≤1 Σ(t). (5.22)
The quotient space T/H¯ = R/[1] = S1 and
D =
⋃
t1<t<t2
Σ(t), (5.23)
where 0 ≤ t1 < t2 < 1.
We will also prove a converse statement:
4. Given integers m,n,m′ ∈ Z;n′, p, q ∈ Z+ with (m,n), (m′, n′) =
±1, (p, q) = 1, we can find a, b ∈ R satisfying (5.17) and (5.18) to construct a
pseudoconvex domain D ⊂ T with smooth boundary which is not Stein. This
domain has the property that D(τ exp tX)−1 = D for all t ∈ C and for all τ ∈
D where X is a nonzero holomorphic vector field with the property that the Lie
subgroup H of T corresponding to the Lie subalgebra g0 = {cX ∈ g : c ∈ C} is
equal to {w = (a+bi)z}/[e1, e2, e3, e4]. Moreover, every holomorphic function
on D is constant.
We proceed with the proofs of items 1. through 4. Following (5.16) we
write
F : (x1, x2) 7→ (x3, x4) = (Ax1 +Bx2, Cx1 − Ax2),
F−1 : (x3, x4) 7→ (x1, x2) = (−Ax3 − Bx4,−Cx3 + Ax4)
(5.24)
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so that F, F−1 are linear mappings and
H =
{
(x1, x2, F (x1, x2)) ∈ R4 : (x1, x2) ∈ Rx1 × Rx2
}
/[e1, e2, e3, e4] in T.
By Sard’s theorem there exists a point x0 ∈ D such that
∇Λ(x0) = ( ∂Λ
∂x1
, . . . ,
∂Λ
∂x4
)(x0) 6= 0.
The c-Robin function Λ(x) is invariant under parallel translation in R4 since
the operator ∆− c = ∆ − 1 associated to the Euclidean metric ∑4i=1 dx2i is
invariant under parallel translation. Thus if we write D1 := D−x0 in T and
Λ1(x) is the c-Robin function for D1, then Λ1(x) = Λ(x+ x
0). Therefore we
may assume that D contains the origin 0 and ∇Λ(0) 6= 0. Thus H ⋐ D and
Λ(x) ≡ Λ(0) on H .
For m,n ∈ Z, we set
P (m,n) := (m,n, F (m,n)) = (m,n,Am+Bn,Cm− An) ∈ H.
Note that such a point is equal to (0, 0, F (m,n)) = (0, 0, Am+Bn,Cm−An)
in T. We set P := {F (m,n) ∈ Rx3 × Rx4 : m,n ∈ Z} and
P̂ = {F (m,n) + (K, l) ∈ Rx3 × Rx4 : m,n, k, l ∈ Z}
where K = k + lξ. Then P/[e′3, e′4] = P̂/[e′3, e′4]; i.e., P and P̂ define the
same set in T2. We show:
The closure Cl[P̂ ] of P̂ in Rx3 × Rx4 consists of an infinite number of
parallel lines the same distance apart, one of which passes through the origin
(0, 0).
Note that, by definition, P̂ is an additive subgroup in Rx3×Rx4 . Moreover,
P̂ cannot lie on a single line so that Cl[P̂] is not a single line containing the
origin. To verify the italicized statement we must first rule out two other
possibilities:
i. P̂ is an isolated set in Rx3 × Rx4 ;
ii. Cl[P̂ ] = Rx3 × Rx4.
To prove that i. does not occur, let ∆ be a fundamental parallelogram of T2
with vertices (0, 0), (1, 0), (ξ, 1), and (1+ξ, 1). Then each point P (m,n) in P
is equivalent to some point P ′(m,n) in ∆. Since ∆ is bounded, it is enough
45
to show that {P ′(m,n)}m,n∈Z consists of infinitely many distinct points in
∆. We first verify that for any three pairs (mi, ni) ∈ Z ×Z, i = 0, 1, 2,
P ′(m0, n0) = P
′(m1, n1) = P
′(m2, n2) implies
m1 −m0
n1 − n0 =
m2 −m0
n2 − n0 . (5.25)
For the sake of obtaining a contradiction, suppose m1−m0
n1−n0
6= m2−m0
n2−n0
. The
condition P ′(m0, n0) = P
′(m1, n1) = P
′(m2, n2) implies that there exist
(pi, qi) ∈ Z ×Z, i = 0, 1, 2 such that the three points
{(Ami +Bni − (pi + qiξ), Cmi − Ani − qi)}i=0,1,2
are the same in ∆. This means that
A(m1 −m0) +B(n1 − n0) = (p1 − p0) + (q1 − q0)ξ,
A(m2 −m0) +B(n2 − n0) = (p2 − p0) + (q2 − q0)ξ,
C(m1 −m0)−A(n1 − n0) = q1 − q0, (5.26)
C(m2 −m0)−A(n2 − n0) = q2 − q0.
From the last two equations it follows that C and A are rational. Using the
relation A2 + BC + 1 = 0, B must be rational as well. Since ξ is irrational,
we have q1 − q0 = q2 − q0 = 0; hence A = C = 0, yielding a contradiction.
This proves (5.25). Now suppose {P ′(m,n)}m,n∈Z is a finite set in ∆. Then
{m1−m0
n1−n0
}m0,m1,n0,n1∈Z would have to be a finite set of rational numbers, which
it is not.
We next rule out case ii. Assume, for the sake of obtaining a contra-
diction, that Cl[P̂ ] = Rx3 × Rx4 . Since Λ(x) ≡ Λ(0) on H and since
(0, 0;P) ⊂ H , from continuity it follows that Λ(x) ≡ Λ(0) on (0, 0;Cl[P̂]).
Hence Λ(0, 0; x3, x4) ≡ Λ(0) on T2. In particular, ∂Λ∂x3 = ∂Λ∂x4 = 0 at 0.
Moreover, since Λ ≡ Λ(0) on H = {w = (a + bi)z}/[e1, e2, e3, e4], i.e.,
Λ(z, (a + bi)z) ≡ Λ(0) in Cz where z = x1 + ix3, we have
∂Λ
∂z
+ (a + bi)
∂Λ
∂w
≡ 0
on H . Equivalently,
∂Λ
∂x1
− i ∂Λ
∂x3
+ (a+ bi)(
∂Λ
∂x2
− i ∂Λ
∂x4
) ≡ 0 at 0.
Since ∂Λ
∂x3
= ∂Λ
∂x4
= 0 at 0 and b 6= 0 it follows that ∂Λ
∂x1
= ∂Λ
∂x2
= 0 at 0. This
contradicts the hypothesis that ∇Λ(0) 6= 0.
We conclude that Cl[P̂] = ∪∞ν=−∞Lν2, where L2 := L02 passes through
the origin, and Lν2 = L2 + ν(d, 0) for some d > 0; i.e., L
ν
2 is parallel to L2
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translated by ν(d, 0) along the x3-axis. By a similar calculation as in (5.26)
one can check that the line L2 cannot be either the x3-axis or the x4-axis.
We claim that the line L2 defines a simple closed curve l2 := L2/[(1, 0), (ξ, 1)]
in T2. Indeed, if not, L2 defines a non-closed curve which must be dense in
T2. Since Λ(0, 0;L2) ≡ Λ(0), we have Λ(0, 0;T2) = Λ(0). As above, this
contradicts ∇Λ(0) 6= 0.
There thus exists a unique m′ ∈ Z, n′ ∈ Z+ with (m′, n′) = ±1 such
that L2 passes through
m′(1, 0) + n′(ξ, 1) = (m′ + n′ξ, n′) =: (M ′, n′)
which is equal to (0, 0) as a point in T2. Following 2. in Remark 5.3, we give
l2 a positive orientation determined from that of L2 directed from (0, 0) to
(M ′, n′). Considering the standard fundamental domain (∆′′) of T2 associated
to L2 defined by
{(0, 0), (M ′1, n′1), (M ′, n′), (M ′1 +M ′, n′1 + n′)}
with m′1n1−m1n′1 = 1, we see that the distance d between successive curves
Lν2 , e.g., between L2 and L2(1), must be of the form d =
l
kn′
where k, l ∈ Z
with (k, l) = ±1. For otherwise ∪∞ν=−∞Lν2 is dense in Rx3 × Rx4 . Since
(0, 0; P̂) ⊂ H and hence (0, 0;Cl[P̂]) = (0, 0;∪∞ν=−∞Lν2) ⊂ H¯, we again get a
contradiction to ∇Λ(0) 6= 0. We will determine k and l explicitly in Remark
5.4.
Define L1 := F
−1(L2) ⊂ Rx1 × Rx2. We show:
1. L1 × L2 ⊂ H¯ and H + L1 × L2 ⊂ H¯ ;
2. L1 defines a simple closed curve l1 in T1;
3. Λ(x) ≡ Λ(0) on L1 × L2.
We first prove the following inclusion:
(∗) H + (0, 0;L2) ⊂ H¯.
To prove this, fix (x1, x2;F (x1, x2)) ∈ H and F (m,n)+[k(1, 0)+ l(ξ, 1)] ∈ P̂.
Then, as points in T,
(x1, x2;F (x1, x2) + F (m,n) + [k(1, 0) + l(ξ, 1)])
= (x1 +m, x2 + n;F (x1 +m, x2 + n)).
By definition, this point is in H . We conclude that for all (x1, x2;F (x1, x2)) ∈
H we have (x1, x2;F (x1, x2) + P̂) ⊂ H . Since L2 ⊂ Cl[P̂], it follows that (∗)
holds.
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We verify 1. and 3.: Fix p := (x01, x
0
2; x
′
3, x
′
4) ∈ L1×L2. Then there exists
(x03, x
0
4) ∈ L2 with F (x01, x02) = (x03, x04) so that
p = (x01, x
0
2; x
′
3, x
′
4) = (x
0
1, x
0
2;F (x
0
1, x
0
2)) + (0, 0; x
′
3 − x03, x′4 − x04).
Since (x′3 − x03, x′4 − x04) ∈ L2 − L2 = L2, we have p ∈ H + (0, 0;L2). Then
(∗) implies p ∈ H¯ , so that L1 × L2 ⊂ H¯. Since H¯ is an additive group, we
conclude that H + L1 × L2 ⊂ H¯ and 1. is proved. Since Λ(x) ≡ Λ(0) on H¯,
1. implies 3.
We prove 2. by contradiction. If 2. is not true, then L1 is dense in
Rx1 × Rx2 , or, equivalently, L1/[e′1, e′2] is dense in T1. It follows from 1.
that T1 × L2 ⊂ H¯, and hence Λ(x) ≡ Λ(0) on T1 × L2. In particular, this
holds on (T1; 0, 0). Using an argument similar to that used in the proof
that Cl[P̂ ] 6= Rx3 × Rx4 , this together with Λ(x1, x2;F (x1, x2)) ≡ Λ(0) for
(x1, x2) ∈ Rx1 × Rx2 implies ∇Λ(0) = 0, a contradiction.
Before proceeding, we make a remark about the orientation of the curves
l1 and l2. Recall we fix the direction of the line L2 as that given by the
directed line segment from (0, 0) to (M ′, n′) in Rx3×Rx4 ; this determines the
positive orientation of l2 in T2. Similary, we fix the direction of L1 as that
given by the directed line segment from (0, 0) to F−1(M ′, n′) in Rx1 × Rx2,
which induces the positive orientation of l1 in T1. We say that F maps the
positively oriented curve l1 to the positively oriented curve l2. It follows from
1. in Remark 5.3 and assertion 2. that there exist unique m,n ∈ Z with
the property that (m,n) = ±1 such that the closed curve l1 has a positive
orientation associated with that of the directed line segment from (0, 0) to
(m,n).
We replace P = {F (m,n) ∈ Rx3 × Rx4 : m,n ∈ Z} in T1 by Q :=
{F−1(M ′, n′) ∈ Rx1×Rx2 : m′, n′ ∈ Z} in T2, whereM ′ = m′+n′ξ. Similarly,
we replace
P̂ = {F (m,n) + (K, l) ∈ Rx3 × Rx4 : m,n, k, l ∈ Z}
by
Q̂ = {F−1(M ′, n′) + (k′, l′) ∈ Rx1 × Rx2 : m′, n′, k′, l′ ∈ Z}.
As we found L2 ⊂ Cl[P̂ ], there exists a line L˜1 ⊂ Cl[Q̂] in Rx1 ×Rx2 passing
through the origin (0, 0). This line is neither the x1-axis nor the x2-axis. We
claim that
L˜1 = L1 in Rx1 × Rx2.
To verify this we set L˜2 = F (L˜1) and we assume, for the sake of obtaining
a contradiction, that L˜2 6= L2. From 3. applied to L˜1 and L˜2, we have
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Λ(x) ≡ Λ(0) on L˜1 × L˜2. It follows that Λ(x) ≡ Λ(0) on the following four
distinct lines passing through the origin in R4:
(L1; 0, 0), (0, 0;L2), (L˜1; 0, 0), (0, 0; L˜2).
We conclude that ∇Λ(0) = 0, a contradiction.
We define the lines L2(ν) := L2+ν(
1
n′
, 0), ν = 0,±1,±2, . . ., and L1(ν) :=
F−1(L2(ν)). Then L2(0) = L2; L1(0) = L1, and the lines {L1(ν)}ν=0,±1,±2,...
are parallel translates of L1 in Rx1 × Rx2 by integer multiples of the vector
(d∗, 0) for some d∗ > 0. We note that each line L2(ν) defines the same closed
curve l2 in T2, and each L1(ν) defines a closed curve l1(ν) in T1, but the
curves l1(ν) for distinct ν may be different. We note also that
L1(ν)× L2(ν) ⊂ H¯.
To verify this, fix a point (x01, x
0
2) ∈ L1(ν) so that F (x01, x02) ∈ L2(ν).
Since L1(ν) = (x
0
1, x
0
2) + L1 and L2(ν) = F (x
0
1, x
0
2) + L2, it follows that
L1(ν) × L2(ν) = ((x01, x02) + L1, F (x01, x02) + L2) ∈ H + L1 × L2. From 1.,
H + L1 × L2 ⊂ H¯ and the result follows. We thus have that
Λ(z) ≡ Λ(0) on l1(ν)× l2(ν), ν = 0,±1, . . . .
Our next goal is to show:
(∗) there exist unique p, q ∈ Z+ with (p, q) = 1 such that
L1(q) = L1+ p (
1
n
, 0), or, equivalently, L2+ q (
1
n′
, 0) = F (L1+ p (
1
n
, 0)).
We prove (∗) by contradiction. If (∗) is false, then writing d∗ = d0 1n , we see
that d0 must be irrational. Hence the set of curves l1(ν), ν = ±1,±2, . . .
is dense in T1. By the previous paragraph, Λ ≡ Λ(0) on T1 × l2, which
contradicts ∇Λ(0) 6= 0. Thus (∗) is proved.
For s ∈ (−∞,∞), we define
L1(s) := L1 + ps(1/n, 0) in Rx1 × Rx2 ;
L2(s) := L2 + qs(1/n′, 0) in Rx3 × Rx4
so that L2(s) = F (L1(s)). Each line L1(s) defines a simple closed curve l1(s)
in T1, and each line L2(s) defines a simple closed curve l2(s) in T2. Apriori,
we define
Σ :=
⋃
−∞<s<∞ l1(s)× l2(s) ⊂ T.
However, Li(s+ k) = Li(s), i = 1, 2 as a set in Ti, for all k ∈ Z, so that
Σ =
⋃
0≤s≤1 l1(s)× l2(s) ⊂ T.
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By the definition of p, q ∈ Z+ we have (L1(s)×L2(s))∩ (L1(s′)×L2(s′)) = ∅
for s 6= s′, 0 ≤ s, s′ ≤ 1, so that
(l1(s)× l2(s)) ∩ (l1(s′)× l2(s′)) = ∅, s 6= s′, 0 ≤ s < s′ ≤ 1. (5.27)
Then, since l1(s+1) = l1(s), l2(s+1) = l2(s), and each l1(s), l2(s) is a simple
closed curve, it follows that Σ is a three-dimensional, compact manifold in
T.
We show that
Σ = H¯ = H + L1 × L2 in T1 × T2. (5.28)
We proved in 1. that H + L1 × L2 ⊂ H¯. We next show Σ ⊂ H + L1 × L2.
Since
L2(s) = F (L1(s)) = F (L1 + ps(1/n, 0)) = L2 + F (ps(1/n, 0)),
it follows that
L1(s)×L2(s) =
(
(ps(1/n, 0) + L1;F (ps(1/n, 0) + L2
)
=
(
ps(1/n, 0);F (ps(1/n, 0))
)
+ (L1, L2) ∈ H + L1 × L2.
Finally we show H ⊂ Σ; and hence H¯ ⊂ Σ¯ = Σ. Fix ((x1, x2), F (x1, x2)) ∈
H . There is a unique k ∈ Z and 0 ≤ s < 1 such that (x1, x2) ∈ L1(k+s), or,
equivalently, L1(k+ s) = (x1, x2) +L1. Then we have F (x1, x2) ∈ L2(k+ s),
and hence L2(k + s) = F (x1, x2) + L2. Since L1(k + s) = L1(s) in T1 and
L2(k + s) = L2(s) in T2, it follows that
((x1, x2), F (x1, x2)) ∈ ((x1, x2) + L1, F (x1, x2) + L2) = (L1(s),L2(s)),
which proves the inclusion H ⊂ Σ.
Equation (5.28) will lead us to the concrete formulas for the quotient
space T/H¯ in 3. and the canonical projection π˜ : T 7→ T/H¯.
For −∞ < t <∞, define
Σ(t) := (pt(1/n, 0); 0, 0) + Σ in T,
which is a coset of Σ and hence is a real three-dimensional compact manifold
in T. To be precise,
Σ(t) =
⋃
0≤s≤1 (pt(1/n, 0) + L1(s),L2(s))/[e1, e2, e3, e4]
=
⋃
0≤s≤1 (L1(t+ s),L2(s))/[e1, e2, e3, e4]
=
⋃
0≤s≤1 l1(t + s)× l2(s).
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By (5.27), we have Σ(t) = Σ(t′) for t − t′ ∈ Z and Σ(t) ∩ Σ(t′) = ∅ for
t− t′ 6∈ Z. We shall show
(∗∗) T = ⋃0≤t≤1 Σ(t).
Note since l1(s) = l1(s + 1) in T1, this is equivalent to (5.22). Fix p0 =
(x1, x2; x3, x4)/[e1, e2, e3, e4] ∈ T. Clearly we can choose real numbers s1, s2 so
that s1p (1/n, 0) is the x1−intercept of the line (x1, x2)+L1 and s2q (1/n′, 0) is
the x3−intercept of the line (x3, x4)+L2. Since L1(s1) = L1(s2)+ t′p(1/n, 0)
where t′ = s1 − s2, it follows that
(x1, x2; x3, x4) ∈ (L1(s1),L2(s2)) = (L1(s2),L2(s2)) + (t′p(1/n, 0); 0, 0),
showing that p0 ∈ Σ + (l2(t′); 0, 0) = Σ(t′). We now simply choose n0 ∈ Z
and t ∈ [0, 1) so that t′ = n0 + t; then Σ(t) = Σ(t′), and hence p0 ∈ Σ(t),
proving (∗∗) and thus 2.(ii). Since n0, t are uniquely determined by the point
p0 = (x1, x2, x3, x4)/[e1, e2, e3, e4] in T, it follows that
T/H¯ ≈ R/[1] = S1 as real manifolds;
π˜ : T→ T/H¯ where π˜(p0) = pt(1/n, 0) + Σ, or equivalently, π˜(p0) = t.
Applying Remark 5.2 to our domain D ⊂ T, there exist 0 ≤ t1 < t2 < 1
such that D = ∪t1<t<t2Σ(t). Thus we have proved 3. The proofs of 1. and
2.(i) are elementary calculations. Note that F (L1) = L2; L1 is the line in
Rx1 ×Rx2 of slope n/m 6= 0,∞ passing through the origin; and L2 is the line
in Rx3 × Rx4 of slope n′/M ′ 6= 0,∞ passing through the origin. It follows
from (5.16) that
C − A(n/m)
A+B(n/m)
=
n′
M ′
.
Furthermore, since F (L1) = L2(1), the point F (p/n, 0) lies on the line L2(1) :
x4 =
n′
M ′
(x3 − qn′ ). Hence
Cp
n
=
n′
M ′
(
Ap
n
− q
n′
).
From these two equations and the Jacobian condition A2 + BC + 1 = 0, a
simple calculation yields
A =
p1p2 + q1q2
p2q1 − p1q2 , B = −
p21 + q
2
1
p2q1 − p1q2 , C =
p22 + q
2
2
p2q1 − p1q2 ,
where p1, p2, q1, q2 are defined by (5.18). Then we have
b = −1/B = p2q1 − p1q2
p21 + q
2
1
, a = bA =
p1p2 + q1q2
p21 + q
2
1
, (5.29)
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which proves (5.17) and hence 1.(i). By direct calculation
F (m,n) = (Am+Bn,Cm− An) = p
q
(M ′, n′),
so that ( q(m,n), p(M ′, n′) ) lies on the integral curve S in (5.14). We also
have
F (1/n, 0) = (A/n, C/n) =
q
p
(1/n′, 0) +
C
nn′
(M ′, n′).
Since ((p/n, 0), F (p/n, 0)) ∈ S, we have ( p(1/n, 0), q(1/n′, 0) + η(M ′, n′) ) ∈
S, where η = pC
nn′
= p
nn′
p2
2
+q2
2
p2q1−p1q2
. This proves 1.(ii).
Since F (p/n, 0) = (Ap/n, Cp/n), using F (0, 0) = (0, 0) it follows from
the linearity of F that (x1, 0;Ax1, Cx1) ∈ H . This together with
(L1, 0, 0), (0, 0, L2) ⊂ H¯
implies that the real Lie subalgebra h0 of h corresponding to the real three-
dimensional Lie subgroup H¯ of T is generated by {X1, X2, X3} in g where
X1 = m
∂
∂x1
+ n
∂
∂x2
, X2 = M
′ ∂
∂x3
+ n′
∂
∂x4
, X3 =
∂
∂x1
+ A
∂
∂x3
+ C
∂
∂x4
.
Substituting A and C in the above formulas, we have by simple calculation
that {qX1, pX2, (p21 + p22)X3} is equal to (5.19). Thus 2. is proved.
It remains to prove 4. Given integers m,n,m′, n′, p, q as in 4, we define
a, b by (5.17). Using the same method as in the above proof, we construct
D of the form (5.23). Since each Σ(t) is a smooth, closed, Levi flat surface
in T and Σ(t) ⋐ D for t1 < t < t2, it follows that D ⊂ T is a pseudoconvex
domain with smooth boundary which is not Stein. Moreover, there are no
nonconstant holomorphic functions on D. To verify this, we may asume
0 ∈ D. Suppose f is a holomorphic function on D. Since H is an analytic
curve which is relatively compact in D, f ≡ c on H . Hence f ≡ c on
H¯ = Σ(0) = Σ. Since Σ is a real three-dimensional manifold, f ≡ c on D.
Remark 5.4. The explicit formulas (5.29) for a and b in terms of m,n,m′ ∈
Z, n′, p, q ∈ Z+ and hence the explicit formulas involving the mapping
F : (x1, x2) 7→ (x3, x4) imply the following results.
1. Recall that P̂ := {F (i, j) + (K, l) ∈ Rx3 × Rx4 : i, j, k, l ∈ Z} where
K = k + lξ. We showed that Cl[P̂ ] consists of the family of parallel lines
Lν2 , ν = 0,±1,±2, . . ., where Lν2 = L2 + ν(d, 0) and L2 = {t(M ′, n′) ∈
Rx3 × Rx4 : t ∈ R}. We shall show that d = 1pn′ . Fix F (i, j) + (K, l) ∈ P̂.
From our previous calculations, we have
F (m,n) =
p
q
(M ′, n′) and F (1/n, 0) =
q
p
(1/n′, 0) + η(M ′, n′) (5.30)
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where η is irrational. Since
(i, j) =
j
n
(m,n) + (ni− jm)(1/n, 0), (K, l) = l
n′
(M ′, n′) + (n′k −m′l)(1/n′, 0),
it follows that
F (i, j) + (K, l) =
jp
nq
(M ′, n′) + (ni− jm)(q
p
(1/n′, 0) + η(M ′, n′))
+
l
n′
(M ′, n′) + (n′k −ml)(1/n′, 0)
= t (M ′, n′) + ν (
1
pn′
, 0),
where t = jp
nq
+ l
n′
+ (ni− jm)η ∈ R and ν = (ni− jm)q+ (n′k−m′l)p ∈ Z.
This shows that P̂ ⊂ L1+∪∞ν=−∞ν( 1pn′ , 0), so that d/ 1pn′ is a positive integer.
On the other hand, in the above proof, from (p, q) = 1, (m,n) = ±1 and
(m′, n′) = ±1 we can choose i, j, k, l ∈ Z such that ν = 1. Hence 1
pn′
/d is an
integer, so that d = 1
pn′
.
2. Let
∆1 : (0, 0), (m1, n1), (m,n), (m1 +m,n1 + n)
and
∆2 : (0, 0), (M
′
1, n
′
1), (M
′, n′), (M ′1 +M
′, n′1 + n
′)
be fundamental domains associated to L1 and L2 in Rx1×Rx2 and Rx3×Rx4 .
Since (m,n) = ( 1
n
, 0) + n1
n
(m,n), we obtain from (5.30)
F (q(m,n)) = p(M ′, n′),
F (p(m1, n1)) = qF (
1
n
, 0) +
pn1
n
F (m,n) = q(
1
n′
, 0) + η′′(M ′, n′),
where η′′ = p
2n1
nq
+ pn, so that η′′ is irrational.
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T1
T2
q(m,n)
p(m1, n1)
p(M ′, n′)
q(M ′1, n
′
1)
0 0
T p,q1 T
q,p
2
F (p(m1, n1))
L1
L
(pq)
1
(p/n, 0)
L2 L
(pq)
2
(q/n′, 0)
(a, b)
F (a, b)
where (a, b) = (qm+ pm1, qn+ pn1)
Recall from Remark 5.4 that l1, l
∗
1 and l2, l
∗
2 are simple closed curves in T1
and T2. The set T
p,q
1 is the pq-sheeted torus over T1 winding p times along
l∗1 and q times along l1, while T
q,p
2 is the pq-sheeted torus over T2 winding q
times along l∗2 and p times along l2 (see the figure for the case p = 2, q = 3).
This gives a visual interpretation of the Lie subgroup H of T and its closure
H¯ .
The topic of Levi flat surfaces in two dimensional complex tori has re-
cently been studied by T. Ohsawa [16]. See also O. Suzuki [18].
6 Complex homogeneous spaces.
In this section, we let M be an n-dimensional complex space with the prop-
erty that there exists a connected complex Lie group G ⊂AutM of complex
dimension m ≥ n which acts transitively on M . As prototypical examples,
we can take M = Pn (complex projective space) and G = GL(n + 1,C),
or more generally, we can take M = G(k, n) (complex Grassmannian man-
ifold) or M = Fn (complex flag space), and G = GL(n,C). As noted in
the previous section, another example is provided by M = C in which case
G =AutM is a noncommutative complex Lie group of complex dimension
2.
We summarize some well-known results concerning homogeneous spaces
which will be used in this section. We write e for the identity element of G.
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1. For a fixed z ∈M , let
Hz := {g ∈ G : g(z) = z}
be the isotropy subgroup of G for z. Then Hz is a complex (m − n)-
dimensional analytic set in G without singular points. In particular, Hz
is closed and hence is a Lie subgroup of G, but Hz is not always connected.
We let G/Hz denote the set of all left cosets gHz. This quotient space G/Hz
has the structure of a complex n-dimensional manifold; moreover, if we let
πz : G 7→ G/Hz be the coset mapping πz(g) = gHz and we let ψz : G 7→M be
the mapping ψz(g) = g(z), then there exists an isomorphism αz : G/Hz →M
such that αz ◦πz = ψz on G. This is equivalent to αz(gHz) = g(z) for g ∈ G.
These three mappings are holomorphic; hence ψz gives a holomorphic fiber-
ing of G over M with fibers ψ−1z (ζ) ≈ Hz as complex manifolds; and, given
g ∈ G, ψ−1z (g(z)) = gHz as sets in G.
2. Fix z ∈ M as in 1. Let g0 ∈ G and set z0 = g0(z) ∈ M . Then
there exists a local holomorphic section σ of G with respect to ψz over a
neighborhood V ⊂M of z0 passing through g0; i.e.,
σ(z0) = g0 and ψz ◦ σ = identity on V
so that σ(ζ)(z) = ζ for ζ ∈ V . If we set τ : g ∈ ψ−1z (V ) 7→ σ(g(z))−1g ∈ Hz,
then τ(g) depends holomorphically on g and, for a fixed z′ ∈ V , the restriction
of τ to ψ−1z (z
′) is a bijection from ψ−1z (z
′) onto Hz. It follows that
Tz : g ∈ ψ−1z (V )→ (g(z), τ(g)) ∈ V ×Hz (6.1)
provides a local trivialization of G over M with Tz : σ(ζ) → (ζ, e), ζ ∈ V .
Similarly we have the following result. Fix z, w ∈ M and g ∈ G with
g(z) = w. There exists a neighborhood V of z in M and for each ζ ∈ V ,
there exists an element gζ ∈ G such that gz = g; gζ(z) = w for ζ ∈ V ; and
gζ depends holomorphically on ζ ∈ V .
3. Fix z0, z1 ∈M . Let h(z1) = z0 where h ∈ G, so that h−1Hz0h = Hz1.
We then have two fiberings of G over M with respect to ψz0 and ψz1 . We
consider the right translation Rh : G → G where Rh(g) = gh, g ∈ G.
Then Rh induces a holomorphic isomorphism Rh : G/Hz0 → G/Hz1 via
Rh(gHz0) = ghHz1, g ∈ G. In other words, for z ∈ M , take any g, k ∈ G
with z = g(z0) = k(z1). Then Rh(gHz0) = kHz1.
Let D ⋐M be a domain with C∞ boundary in M . For z ∈M , we let
D(z) := {g ∈ G : g(z) ∈ D} = ψ−1z (D) = π−1z ◦ α−1z (D)
be a possibly unbounded and possibly disconnected domain in G. Thus
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Hz
Hz′
D
z z′
D(z)
G
M
e
D(z′)
D(z) is a set of cosets modulo Hz in G, i.e., D(z) may be considered as a
subset of G/Hz in such a way that αz maps D(z)/Hz biholomorphically to
D. We remark that the connectedness or disconnectedness of D(z) in G is
independent of the point z ∈ M . Indeed, given z′ ∈ M , take h ∈ G such
that h(z) = z′. Since the equality D(h(z)) = D(z)h−1 holds (this will be
proved as II. in Proposition 6.2), we have D(z′) = D(z)h−1, so that D(z)
and D(z′) are simultaneously connected or disconnected in G. Note that by
homogeneity we have, for any z ∈M ,
D = {g(z) ∈M : g ∈ D(z)}. (6.2)
We also mention that in the case when the isotropy subgroup Hz of G is
connected, D(z) is connected in G. For, we may assume z ∈ D, so that
e ∈ D(z) and Hz ⊂ D(z). Let g ∈ D(z), i.e., g(z) ∈ D. We take a continuous
curve γ : t ∈ [0, 1] → γ(t) in D such that γ(0) = g(z) and γ(1) = z. We
use property 2. to piece together a continuous section σ : t ∈ [0, 1] → σ(t)
of G over γ via ψz, i.e., σ(t)(z) = γ(t) for t ∈ [0, 1], with σ(0) = g. Since
γ ⊂ D and σ(0) ∈ D(z), we have σ ⊂ D(z). Also, since σ(1)(z) = z,
we have σ(1) ∈ Hz. From the assumption that Hz is connected, we can
find a continuous curve η : t ∈ [0, 1]→ η(t) in Hz such that η(0) = σ(1) and
η(1) = e. Putting together the curves σ and η; i.e., defining the concatenation
Γ(t) := σ(2t) for t ∈ [0, 1/2]; and Γ(t) = η(2t− 1) for t ∈ [1/2, 1],
gives a continuous curve Γ : t ∈ [0, 1] → Γ(t) in G starting at g and termi-
nating at e which lies entirely in D(z). Hence D(z) is a connected subset of
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G.
We next consider the case when Hz is not connected in G. We write
Hz = ∪∞k=1H(k)z as the union of its connected components in G. We let
H ′z = H
(1)
z denote the connected component ofHz which contains the identity
e. Note that {H(k)z }k are isolated sets in G (see 1. in Proposition 6.4). If we
take hk ∈ H(k)z , k = 1, 2, . . ., then
H(k)z = hkH
′
z = H
′
zhk, k = 1, 2, . . . (6.3)
To see this, since hkH
′
z is connected in G and contains hk, it follows from
the inclusion hkH
′
z ⊂ Hz that hkH ′z ⊂ H(k)z . Conversely, since h−1k H(k)z is
connected in G, it follows from e ∈ h−1k H(k)z ⊂ Hz that h−1k H(k)z ⊂ H ′z. Thus
the first equality holds. The second one can be verified in a similar fashion;
it also follows from the first by the normality of H ′z in Hz.
In the case when Hz is not connected the connectivity of D(z) depends
on the domain D in M . In fact, if D is very small and z ∈ D, then each
connected component of D(z) contains only one component of Hz. For a
general domain D ⋐ M and z ∈ D, we decompose D(z) into a finite or a
countably infinite collection of connected components:
D(z) =
⋃∞
i=1D
(i)(z). (6.4)
We write D′(z) := D(1)(z) for the connected component which contains the
identity e, so that H ′z ⊂ D′(z). We set H′(z) := Hz ∩ D′(z). Then H′(z)
consists of a finite or a countably infinite collection of components {H(k)z }∞k=1,
say
H′(z) = {H ′z, H(α2)z , H(α3)z , . . .} =
⋃∞
j=1 h
′
jH
′
z, (6.5)
where h′1 = e and h
′
j ∈ H(αj)z , j = 2, 3, . . . (using (6.3)). We have that
g ∈ D′(z) implies that gH′(z) ⊂ D′(z). To see this, let h ∈ H′(z). We
connect e and g by a continuous curve γ : t ∈ [0, 1] → γ(t) in D′(z). Then
the continuous curve γ˜ : t ∈ [0, 1] → γ(t)h in G connects h and gh. Since
ψz(γ˜) = ψz(γ) ⊂ D and γ˜(0) = h ∈ H′(z) ⊂ D′(z), we have γ˜ ⊂ D′(z), and
hence gh = γ˜(1) ∈ D′(z).
Next we show that for each i ≥ 2 we have D(i)(z)∩Hz 6= ∅. We begin with
g0 ∈ D(i)(z) and set z0 := g0(z) ∈ D. Take a continuous curve γ : t ∈ [0, 1]→
γ(t) in D such that γ(0) = z0 and γ(1) = z. Using property 2., we can
construct a continuous section σ : t ∈ [0, 1]→ σ(t) of G over γ with respect
to ψz such that σ(0) = g0. Hence σ ⊂ D(z). Then σ(0) = g0 ∈ D(i)(z)
implies that σ ⊂ D(i)(z). On the other hand, since σ(1)(z) = γ(1) = z, we
have σ(1) ∈ Hz, so that σ(1) ∈ Hz ∩D(i)(z).
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Thus for i = 2, . . . we define the non-empty sets H(i)(z) := D(i)(z) ∩ Hz
and we can write
Hz =
⋃∞
i=1H(i)(z) (6.6)
where H(1) = H′(z) and the union is disjoint. If we fix h(i) ∈ H(i)(z), i =
2, 3, . . ., then we have
D(i)(z) = D′(z)h(i), H(i)(z) = H′(z)h(i). (6.7)
To verify these equalities, first observe that since D′(z)h(i) is a connected
subset of D(z) which contains h(i), we have D′(z)h(i) ⊂ D(i)(z). A simi-
lar argument implies that D(i)(z)(h(i))−1 ⊂ D′(z), so that the first formula
holds. An interpretation of this formula is that each D(i)(z), i = 2, 3, . . . is
isomorphic to D′(z) via right translation Rhi : g ∈ D′(z) → gh(i) ∈ D(i)(z).
The second formula clearly follows from the first and the definitions ofH(i)(z)
and H′(z).
Proposition 6.1. Let z ∈ D. Then
1. D = {g(z) ∈M : g ∈ D′(z)};
2. D′(z)h ⊂ D′(z) for h ∈ H′(z);
3. let g ∈ D′(z) and h ∈ Hz. If gh ∈ D′(z), then h ∈ H′(z).
Proof. To prove 1., we have from (6.2) that
{g(z) ∈M : g ∈ D′(z)} ⊂ D.
For the reverse inclusion, fix zˆ ∈ D and consider a continuous curve γ : t ∈
[0, 1] → γ(t) in D such that γ(0) = z and γ(1) = zˆ. By property 2., we
can find a continuous section σ : t ∈ [0, 1] → σ(t) of G over γ via ψz such
that σ(0) = e. Consequently, since σ(0) = e ∈ D′(z), we have σ ⊂ D′(z). In
particular, σ(1) ∈ D′(z) and σ(1)(z) = γ(1) = zˆ, so that taking g := σ(1)
verifies the reverse inclusion. To prove 2., let g ∈ D′(z) and h ∈ H′(z). We
take a continuous curve η : t ∈ [0, 1] → η(t) in D′(z) such that η(0) = e
and η(1) = g. Then the continuous curve ξ : t ∈ [0, 1] → ξ(t) := η(t)h
in G satisfies ξ(t)(z) = η(t)h(z) = η(t)(z) ∈ D, t ∈ [0, 1]. It follows from
ξ(0) = h ∈ D′(z) that ξ(t) ∈ D′(z), t ∈ [0, 1], and hence gh = ξ(1) ∈ D′(z),
which proves 2. To prove (3), we set g′ = gh ∈ D′(z). Since g ∈ D′(z) we
can find a continuous curve τ : t ∈ [0, 1]→ g(t) in D′(z) such that g(0) = e
and g(1) = g. Consider the continuous curve τ ′ : t ∈ [0, 1] → τ ′(t) := g(t)h
in G. We have τ ′(t)(z) = g(t)h(z) = g(t)(z) ∈ D. Since τ ′(1) = gh ∈ D′(z),
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it follows that τ ′ ⊂ D′(z). In particular, h = eh = τ ′(0) ∈ D′(z), which
proves (3). ✷
We remark that we can rephrase 1. of Proposition 6.1 as [D′(z0)](z0) = D.
In a similar fashion, it can be shown that
[∂D′(z0)](z0) = ∂D (6.8)
where ∂D′(z0) is the boundary of D
′(z0) in G and ∂D is the boundary of D
in M .
Corollary 6.1. Let z ∈ D. Then H′(z) is a closed Lie subgroup of Hz.
Proof. We first prove that H′(z) is a subgroup of H . Since e ∈ H′(z), it
suffices to prove that g := h1h
−1
2 ∈ H′(z) for h1, h2 ∈ H′(z). Since g(z) = z,
we have g ∈ Hz. Then using h1 = gh2 and h1 ∈ D′(z), it follows from 3.
in Proposition 6.1 that g ∈ H′(z). We next verify that H′(z) is closed in G;
since a closed subgroup of a Lie group is a Lie subgroup, this will complete
the proof. Let hn ∈ H′(z), n = 1, 2, . . . and fix g ∈ G with hn → g (n→∞).
Since Hz is closed, we have g ∈ Hz. Since e ∈ D′(z), D′(z) is open in G,
and gh−1n → e, it follows that gh−1n ∈ D′(z) for sufficiently large n. Thus
g ∈ D′(z)hn. Using 2. in Proposition 6.1 we conclude that g ∈ D′(z), and
hence g ∈ H′(z). ✷
Proposition 6.2. We have
I. e ∈ D(z) (∂D(z), D(z)c) if and only if z ∈ D (∂D, Dc).
II. D(h(z)) = D(z)h−1 for z ∈ M and h ∈ G.
III. D′(h(z)) = D′(z)h−1 for z ∈ D and h ∈ D′(z).
Proof. By definition, we have e ∈ D(z) if and only if z ∈ D. Let e ∈ ∂D(z).
Then there exists a sequence {gn}n ⊂ D(z) such that gn → e. Hence,
gn(z) → z in M . Since gn(z) ∈ D and z 6∈ D, we have z ∈ ∂D. Conversely,
let z ∈ ∂D. Then e 6∈ D(z). We fix a holomorphic section σ of G via ψz
over a neighborhood V ⊂ M of z with σ(z) = e; thus σ(ζ)(z) = ζ for all
ζ ∈ V . We take {ζn}n ⊂ V ∩D such that ζn → z as n→∞. It follows that
σ(ζn) ∈ D(z) and σ(ζn) → e as n → ∞, so that e ∈ ∂D(z). We thus have
e ∈ ∂D(z)⇔ z ∈ ∂D, which proves I.
Property II. is based on (6.2). Indeed, g ∈ D(h(z)) if and only if gh(z) ∈
D if and only if gh ∈ D(z) if and only if g ∈ D(z)h−1.
To prove III., we fix z ∈ D and h ∈ D′(z). Then II. implies D(h(z)) =
D(z)h−1. From (6.4) we thus obtain D(h(z)) = ∪∞i=1[D(i)(z)h−1] where this
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is a disjoint union. Hence D′(h(z)) coincides with some D(i)(z)h−1 which
contains the identity element e. On the other hand, since h ∈ D′(z), we have
e ∈ D′(z)h−1; hence i = 1 and D′(h(z)) = D′(z)h−1. ✷
Let ∂D denote the boundary of D inM and let ∂D(z) denote the relative
boundary of D(z) in G. Note that ∂D(z) = ψ−1z (∂D) is smooth in G, but it
is not necessarily compact in G. A similar argument to that used in proving
I. shows that for g ∈ G and z ∈ M , g ∈ ∂D(z) if and only if g(z) ∈ ∂D.
Moreover, we note that, for z ∈ D and h ∈ D′(z),
∂D′(h(z)) = (∂D′(z))h−1 and D′(h(z))
c
= [D′(z)
c
] h−1. (6.9)
It suffices to prove the first formula. Let g ∈ ∂D′(h(z)). Then g 6∈
D′(h(z)) and there exists gn ∈ D′(h(z)) such that limn→∞ gn = g in G. From
III. there exists kn ∈ D′(z) such that gn = knh−1. Thus, k := limn→∞ kn =
gh. Since k = gh 6∈ D′(h(z))h = D′(z) by III., it follows that k ∈ ∂D′(z), and
hence g = kh−1 ∈ (∂D′(z))h−1, so that ∂D′(h(z)) ⊂ (∂D′(z))h−1. To prove
the reverse inclusion, let g ∈ ∂D′(z). Then gh−1 6∈ D′(z)h−1 = D′(h(z)).
We take {gn} ⊂ D′(z), n = 1, 2, ... with gn → g in G as n → ∞. Since
gnh
−1 ∈ D′(z)h−1 = D′(h(z)), we have gh−1 ∈ ∂D′(h(z)).
From II. we see that for z, z′ ∈M , D(z) and D(z′) are biholomorphically
equivalent. In case z, z′ ∈ D, from III. and 1. in Proposition 6.1, D′(z) and
D′(z′) are also biholomorphically equivalent.
Lemma 6.1. Let ζ ∈ ∂D and let {zn}n ⊂ D converge to ζ as n→∞. Then
there exist gn ∈ ∂D′(zn), n = 1, 2, . . ., such that gn → e in G as n→∞.
Proof. We take a holomorphic section σ : V → G of the fiber space ψζ : G→
M over a neighborhood V ⊂M of ζ with σ(ζ) = e. For sufficiently large n we
have zn ∈ V and hence σ(zn)(ζ) = zn. It follows that gn := σ(zn)−1 is close
to e in G; moreover, we have gn ∈ ∂D(zn), for gn(zn) = σ(zn)−1σ(zn)(ζ) =
ζ ∈ ∂D. Thus, gn ∈ ∂D′(zn). ✷
Proposition 6.3. Assume that D is pseudoconvex in M , and fix z ∈ M .
Then we have
1. D(z) is pseudoconvex in G; and
2. there exists a sequence of piecewise smooth pseudoconvex domains {Dn(z)}n
in G such that Dn(z) ⊂ Dn+1(z) ⋐ D(z) and D(z) =
⋃∞
n=1Dn(z).
Proof. Recall that ∂D(z) = ψ−1z (∂D) is smooth in G. Let g0 ∈ ∂D(z)
in G and set z0 = g0(z) in M . Then z0 ∈ ∂D. By (6.1), we can find a
neighborhood V of z0 in M such that setting V = ψ−1z (V ) ⊂ G, we have
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V ∩ ∂D(z) is biholomorphically equivalent to (V ∩ ∂D) × Hz. Noting that
Hz is an (m− n)-dimensional complex manifold, the pseudoconvexity of ∂D
at z0 yields the same property for ∂D(z) at g0, proving 1.
To show 2., we need the following result of Kazama [7]: a complex Lie
group G is weakly complete: G admits a C∞ plurisubharmonic exhaustion
function; i.e., there exists a C∞ plurisubharmonic function ϕ in G with {g ∈
G : ϕ(g) < α} ⋐ G for each α ∈ R. Given n≫ 1, we set
Dn(z) := D(z) ∩ {g ∈ G : ϕ(g) < n}.
By 1., we see that Dn(z) is a pseudoconvex domain with piecewise smooth
boundary in G; clearly Dn(z) ⊂ Dn+1(z) ⋐ D(z) and D(z) = ∪∞n=1Dn(z). ✷
Now we discuss two types of variations of domains in G. First, we have
a variation of domains D(z) in G with parameter z ∈M :
DM : z ∈M → D(z) ⊂ G.
As usual we identify the variation DM with the (m+n)-dimensional domain
DM = ∪z∈M (z,D(z)) ⊂ M × G. Given a domain V ⊂ M , we consider the
variation DV : z ∈ V → D(z), and identify DV with ∪z∈V (z,D(z)) ⊂ V ×G.
Next we define D : = ∪z∈D(z,D(z)), a variation of domains D(z) ⊂ G
with parameter z ∈ D:
D : z ∈ D → D(z) ⊂ G.
Furthermore we define D′ := ∪z∈D(z,D′(z)), where recall that D′(z) is the
connected component of D(z) containing the identity e. This is a variation
of domains D′(z) ⊂ G with parameter z ∈ D:
D′ : z ∈ D → D′(z) ⊂ G.
Lemma 6.2. D and D′ are locally holomorphically trivial variations.
Proof. Since the proofs are similar, we only give the proof of the lemma for
D′. Let z0 ∈ D. By taking z = z0 in property 2., we can find a neighborhood
V ⊂ D of z0 and a holomorphic section σ over V via ψz0 such that σ(ζ)(z0) =
ζ for ζ ∈ V with σ(z0) = e. Since σ(ζ)(z0) = ζ ∈ V ⊂ D, we have
σ(ζ) ∈ D(z0). It follows from σ(z0) = e ∈ D′(z0) that σ(ζ) ∈ D′(z0). By III
in Proposition 6.2 we have D′(z0) = D
′(σ(ζ)−1(ζ)) = D′(ζ)σ(ζ). Hence,
T : (ζ, g) ∈ D′V := ∪ζ∈V (ζ,D′(ζ))→ (ζ, gσ(ζ)) ∈ V ×D′(z0)
provides a trivialization. ✷
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Fix a Ka¨hler metric ds2 on G (such a metric exists by [8]) and let c be
a strictly positive C∞ function on G. As shown in the previous section,
for a fixed z ∈ D, since e ∈ D(z), we can form the c-Robin constant λ(z)
for (D(z), e). We recall that the c-Robin constant is defined by the usual
exhaustion method in the case of an unbounded connected domain D(z) (see,
for example, Chapter IV in [2]). Furthermore, if D(z) is not connected, we
consider the c-Robin constant λ(z) for (D′(z), e) and we call this the c-Robin
constant for (D(z), e). Using standard methods from potential theory, from
Lemma 6.2 we see that λ(z) is smooth in D. Furthermore, since ∂D is
smooth in G, Lemma 6.1 implies that λ(z) → −∞ as z → ∂D; i.e., −λ(z)
is a smooth exhaustion function for D. We call λ(z) the c-Robin function
for D. Under these circumstances we have the following result.
Theorem 6.1. If D ⋐M is a smoothly bounded pseudoconvex domain, then
the c-Robin function −λ(z) for D is a plurisubharmonic exhaustion function
for D.
Proof. It remains to prove the plurisubharmonicity of −λ(z) on D. Using
Dn(z) ⋐ G from 2. of Proposition 6.3, we set Dn = ∪z∈D(z,Dn(z)) and
D′n = ∪z∈D(z,D′n(z)) where D′n(z) is the connected component of Dn(z)
containing e. By Lemma 6.2, D′n as well as Dn is pseudoconvex in D × G.
Let V ⋐ D be a domain. We take n sufficiently large so that e ∈ Dn(z)
for z ∈ V . Then for z ∈ V we may consider the c-Robin constant λn(z) for
(Dn(z), e), i.e., for (D
′
n(z), e). It follows from Theorem 3.2 that −λn(z) is
a plurisubharmonic function on V . (We remark that we assumed ∂D was
smooth in this theorem; however, it is standard to see that the result remains
true in the case ∂D is only assumed to be piecewise smooth.) Since −λn(z)
decreases to −λ(z) in V , −λ(z) is plurisubharmonic on V , and hence on D.
✷
We next discuss conditions under which −λ(z) is strictly plurisubhar-
monic on D. Suppose not; i.e., suppose there exists a point z0 ∈ D at which
the complex Hessian [∂
2(−λ)
∂zj∂zk
(z0)] has a zero eigenvalue so that [
∂2(−λ(z0+at))
∂t∂t
]|t=0
= 0 for some direction a ∈ Cn (a 6= 0). A standard result in the theory of
homogeneous spaces is that M ≈ G/Hz0 via the map ψz0(g) = g(z0); using
this it follows that there exists a left-invariant holomorphic vector field X on
G such that the tangent vector of (exp tX)(z0) at t = 0 in M is equal to a;
and thus [∂
2(−λ(exp tX(z0))
∂t∂t
]|t=0 = 0.
Note that exp tX ∈ D′(z0) for |t| < ρ if ρ is sufficiently small. It follows
from III. in Proposition 6.2 that
D′(exp tX(z0)) = D
′(z0) · (exp tX)−1.
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We thus apply Lemma 5.1 to G,D′(z0), and e corresponding to M,D, and
ζ in the lemma – note that the domain D in the lemma is bounded, but
the argument is valid for unbounded D – to obtain the following facts: if we
assume g ∈ D′(z0), then
a. the integral curve {g exp tX : t ∈ C} for X is contained in D′(z0) and;
b. D′(z0) · g−1 = D′(z0) · (g exp tX)−1 for all t ∈ C; i.e., D′(g(z0)) =
D′(g exp tX(z0)) for all t ∈ C.
Moreover, from the above formula and the definition of λ(z),
c. λ(g(z0)) = λ(g exp tX(z0)) for all t ∈ C.
The set {g exp tX(z0) : t ∈ C} is a one-dimensional holomorphic curve in D
since a 6= 0. Since −λ is an exhaustion function for D, we have
d. {g exp tX(z0) : t ∈ C} is relatively compact in D.
Using the same argument that we used for the last assertion in Corollary 5.1
for A = ∂D′(z0) or A = D′(z0)
c
, we have
g exp tX ∈ A, for t ∈ C,
Ag−1 = A(g exp tX)−1, for t ∈ C, (6.10)
for g ∈ A.
We conclude that if−λ is not strictly plurisubharmonic at z0, then for any
g ∈ D′(z0) we obtain a one-dimensional holomorphic curve g(C) ⋐ D (where
C := {exp tX(z0) : t ∈ C}) on which λ is constant, with value λ(g(z0)). Now
take any point z′ ∈ D. Using 1. in Proposition 6.1, there exists g′ ∈ D′(z0)
such that g′(z0) = z
′. Then, as mentioned above, the one-dimensional curve
C ′ := g′(C) passes through z′ and is relatively compact in D. Thus if −λ
is not strictly plurisubharmonic at some point z0 ∈ D, then for each point
z′ ∈ D, there exists a one-dimensional holomorphic curve C ′ ⋐ D passing
through z′. (We mention that as a curve in D, C ′ is conformally equivalent to
C, C∗ := C\{0}, P1 or a torus.) Hence any exhaustion function s(z) which is
plurisubharmonic on D, in particular, the function −λ(z), must be constant
on C ′, and hence the complex Hessian [ ∂
2s
∂zj∂zk
(z′)] has a zero eigenvalue.
In this vein, we mention a result of Michel [12] for compact M : if D ad-
mits a strictly pseudoconvex boundary point, then D is Stein. This follows
in the case of a domain D with C∞ boundary from our results. For if p ∈ ∂D
is a strictly pseudoconvex boundary point and if −λ is not strictly plurisub-
harmonic on D, then [∂
2(−λ)
∂zj∂zk
(z0)] has a zero eigenvalue at some z0 ∈ D;
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i.e., [∂
2λ(z0+at)
∂t∂t
]|t=0 = 0 for some direction a ∈ Cn (a 6= 0). This implies
(a. above) that there exists a nonvanishing left-invariant holomorphic vector
field X on G such that if g ∈ ∂D′(z0), then g exp tX ∈ ∂D′(z0) for all t ∈ C.
Take g′ ∈ ∂D′(z0) with g′(z0) = p; such a g′ exists by homogeneity. Since
a 6= 0, the projection of this integral curve {g exp tX : t ∈ C} under ψz0 is a
one-dimensional holomorphic curve through p lying in ∂D, contradicting the
strict pseudoconvexity of ∂D at p.
We also mention that Diederich-Ohsawa [4] show that if D is a pseudo-
convex domain with Cω boundary in a complex 2-dimensional manifold and
D admits a strictly pseudoconvex boundary point, then D is Stein.
What are some sufficient conditions on the pair (M,G) which insure that
for any relatively compact, smoothly bounded pseudoconvex domain D in
M , the c-Robin function λ(z) for (D(z), e) has the property that −λ(z) is
strictly plurisubharmonic on D ? We discuss two such conditions. Recall
that H ′z0 denotes the connected component of the isotropy subroup Hz0 of
G for z0 which contains the identity e. First, we say that the pair (M,G)
satisfies the three point property if for any triple of distinct points z0, z1
and z2 inM , there exists an element g ∈ H ′z0 with g(z1) = z2. As an example,
take M = C and G = AutM , or for, n > 1, M = Cn and G the subgroup
of AutM generated by GL(n,C) and translations. Another example is M =
Pn and G = GL(n + 1,C). However the complex Grassmannian manifold
M = G(k, n) with G = GL(n,C) does not satisfy the three point condition
if 2 ≤ k ≤ n − 2 (see 2. in Appendix A). Next, we say that the pair
(M,G) satisfies the spanning property if for any z0 ∈ M and for any
one-dimensional complex curve C in a neighborhood of z0 in M passing
through z0, we can find hi, i = 1, . . . , n, in H
′
z0 with the following property:
let Ci := hi(C) be the image of C under hi; this is a curve in M passing
through z0; if ai denotes the complex tangent vector of Ci at z0, then we
require that the n vectors {a1, . . . , an} span Cn. The Grassmannian manifolds
M = G(k, n) with G = GL(n,C) satisfy the spanning condition for any
k = 1, ..., n; this is 3. in Appendix A.
The importance of these notions occurs in the following result.
Theorem 6.2. Let (M,G) satisfy the three point property or the spanning
property. Then for any pseudoconvex domain D ⋐ M with C∞ boundary, if
we let λ(z) be the c-Robin function for D, then −λ(z) is a strictly plurisub-
harmonic exhaustion function for D; i.e., D is Stein.
Proof. By Theorem 6.1, −λ(z) is a plurisubharmonic exhaustion function
for D. We prove the strict plurisubharmonicity by contradiction. Suppose
that −λ(z) is not strictly plurisubharmonic at z0 ∈ D. Then the complex
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Hessian [∂
2(−λ)
∂zj∂zk
(z0)] has a zero eigenvalue. From the above discussion, we
conclude that there exists a left-invariant holomorphic vector field X on G
such that setting C := {exp tX(z0) : t ∈ C}, the tangent vector of C at t = 0
is not zero, and for any g ∈ D′(z0) we obtain a one-dimensional holomorphic
curve g(C) := {g exp tX(z0) : t ∈ C} ⋐ D on which λ is constant with value
λ(g(z0)), and D
′(g exp tX(z0)) = D
′(g(z0)).
We first treat the case when (M,G) satisfies the three point property. Fix
z1 ∈ C \ {z0}. Given z ∈ D with z 6= z0, z1, from the three-point property
we can find g ∈ H ′z0 such that g(z1) = z. Since g ∈ H ′z0 ⊂ D′(z0), it follows
that λ is constant on the curve g(C) with value λ(g(z0)) = λ(z0). From
z = g(z1) ∈ g(C), we have, in particular, λ(z) = λ(z0), i.e., λ ≡ const. on
D, a contradiction.
We next treat the case when (M,G) satisfies the spanning condition.
Then we can find hi, i = 1, . . . , n in H
′
z0
⊂ D′(z0) such that {a1, . . . , an}
span Cn, where ai is the complex tangent vector of the curve hi(C) :=
hi exp tX(z0), t ∈ C at z0. It follows from c. that
λ(hi exp tX(z0)) = λ(hi(z0)) = λ(z0), for all t ∈ C.
In other words, λ assumes the same value λ(z0) on each curve hi(C), i =
1, . . . , n with different tangent directions at z0 which span Cn. Therefore all
eigenvalues of the complex Hessian [∂
2(−λ)
∂zj∂zk
(z0)] are 0. By the positive semi-
definiteness of this matrix, we conclude that [∂
2(−λ)
∂zj∂zk
(z0)] is the zero matrix.
Now take z′ ∈ D with z′ 6= z0. By 1. in Proposition 6.1 we can find
g′ ∈ D′(z0) such that g′(z0) = z′. Let C ′ = g′(C). Then λ(z) is constant
on C ′ by property c., so that [∂
2(−λ)
∂zj∂zk
(z′)] has a zero eigenvalue. Then we can
find h′i ∈ H ′z0 , i = 1, . . . , n such that {b1, . . . , bn} span Cn, where bi is the
complex tangent vector of the curve h′i(C
′) at z′. By the previous argument,
all eigenvalues of the complex Hessian [∂
2(−λ)
∂zj∂zk
(z′)] are 0; hence this matrix is
the zero matrix. Since this argument is valid for any z′ ∈ D, we conclude
that −λ is pluriharmonic on D. Since −λ is an exhaustion function on D,
−λ is constant on D by the minimum principle. This is a contradiction. ✷
As mentioned, the complex Grassmannian manifold G(k, n) satisfies the
spanning condition. Therefore, the c-Robin function −λ(z) for D is a strictly
plurisubharmonic exhaustion function for any pseudoconvex domain D with
C∞ boundary in G(k, n). This result has been obtained by T. Ueda [19] (also
see A. Hirschowitz [3]) by a different method in the more general situation
when D is any finite or infinitely sheeted unramified pseudoconvex domain
over G(k, n). However, as will be shown in 4. of Appendix A, the flag space
M = Fn with G = GL(n,C) for n ≥ 3 does not satisfy the spanning property.
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To analyze the pseudoconvex domains in Fn with smooth boundary which
are not Stein, we shall establish Theorem 6.3 which addresses this issue for
general homogeneous spaces.
We use the same notation M,G, e with dimG = m and dimM = n ≤ m.
Fix z ∈M and let Hz be the isotropy subgroup of G for z. We let ψz denote
the projection from G onto M ≈ G/Hz. We write H ′z for the connected
component of Hz containing e. Then H
′
z is a connected, closed, normal Lie
subgroup of Hz with dimH
′
z = m0 := m − n. Let X denote the (complex)
Lie algebra consisting of all left-invariant holomorphic vector fields X on G.
Finally, hz denotes the Lie subalgebra of X corresponding to the Lie subgroup
H ′z of G with dim hz = m0; thus
H ′z = {
∏ν
j=1 exp tjXj : ν ∈ Z+, tj ∈ C, Xj ∈ hz }.
Let D ⋐ M be a pseudoconvex domain with smooth boundary which is
not Stein. We form the c-Robin function λ(z) for D. Recall that we defined,
for a given z ∈ D,
D(z) := {g ∈ G | g(z) ∈ D} = ψ−1z (D) ⊂ G,
and considered the variation D of domains D(z) in G with parameter z ∈ D:
D : z ∈ D → D(z) ⊂ G.
The c-Robin function λ(z) was defined as the c-Robin constant for (D(z), e);
precisely, for the connected component D′(z) of D(z) containing e. Then
−λ(z) is a plurisubharmonic exhaustion function for D. Under the assump-
tion that D is not Stein, there exists a point z0 ∈ D such that −λ(z) is
not strictly plurisubharmonic at z0, i.e., there exists a ∈ Cn (a 6= 0) such
that [∂
2λ(z0+at)
∂t∂t
]|t=0 = 0. If we take an arbitrary vector field X ∈ X such that
[d exp tX(z0)
dt
]|t=0 = a, then we have:
o. [∂
2λ(exp tX(z0))
∂t∂t
]|t=0 = 0;
i. {exp tX(z0) : t ∈ C} ⊂ D and λ(exp tX(z0)) = λ(z0), t ∈ C; indeed
ii. {exp tX(z0) : t ∈ C} ⋐ D; moreover
iii. {exp tX : t ∈ C} ⊂ D′(z0) and D′(exp tX(z0)) = D′(z0), t ∈ C.
From properties of the Robin function λ(z), these four conditions are equiv-
alent. We write o. ∼ iii. and we consider
Xz0 := {X ∈ X : X satisfies one (all) conditions(s) o. ∼ iii. }. (6.11)
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We note that
hz0 ( Xz0 ( X. (6.12)
For suppose X ∈ hz0 . Then exp tX ∈ H ′z0 for t ∈ C. Hence exp tX(z0) = z0,
so that X ∈ Xz0 . Under the assumption that D is not Stein, we have already
shown that dimXz0 > dim hz0 = m0. Next, since −λ is a plurisubharmonic
exhaustion function for D, −λ is not pluriharmonic. Following the argument
at the end of the proof of Theorem 6.2, we see that dimX > dimXz0.
We want to prove that Xz0 is a complex Lie subalgebra of X, and verify
some properties of Xz0 . To this end, we begin with a technical lemma.
Lemma 6.3. Let ν ∈ Z+ and let gi, hi ∈ H ′z0; Xi ∈ Xz0; ti ∈ C, i =
1, 2, . . . , ν and g ∈ D′(z0). Then
(1) g
[∏ν
i=1 gi(exp tiXi)h
−1
i
] ∈ D′(z0);
(2) λ
(
g
[∏ν
i=1(gi(exp tiXi)h
−1
i
]
(z0)
)
= λ(g(z0)).
Proof. By the definition of the c-Robin constant λ(z) for (D(z), e), to verify
(2) it suffices to prove
(2′) D′
(
g
[∏ν
i=1 gi(exp tiXi)h
−1
i
]
(z0)
)
= D′(g(z0)).
We prove (1) and (2′) by induction. We will utilize some of the properties
a. − d. mentioned after the proof of Theorem 6.1. Let ν = 1. By 2. in
Proposition 6.1, we have gg1 ∈ D′(z0). This together with property a. implies
C := {gg1 exp tX1 ∈ G : t ∈ C} ⊂ D′(z0). We see from property III. of
Proposition 6.2 and h−11 ∈ H ′z0 that Ch−11 ⊂ D′(z0)h−11 = D′(h1(z0)) =
D′(z0), so that (1) for ν = 1 is proved. Furthermore, since gg1 ∈ D′(z0) and
h−11 (z0) = z0, it follows from property b. that
D′
(
gg1(exp t1X1
)
h−1(z0)) = D
′
(
gg1(exp t1X1)(z0)
)
= D′
(
gg1(z0)
)
= D′(g(z0)),
which proves (2′) for ν = 1. Next we assume that (1) and (2′) are true for
ν ≤ k and we shall prove them for ν = k + 1. We define, for t ∈ C,
k(t) := g
[∏k
i=1 gi(exp tiXi)h
−1
i
]
(gk+1(exp tXk+1)h
−1
k+1) ∈ G,
and we consider the curve C := {k(t) ∈ G : t ∈ C} in G. It suffices to prove
that C ⊂ D′(z0) and D′(k(t)(z0)) = D′(g(z0)), t ∈ C. Note that
k(t) = k0 · (exp tXk+1)h−1k+1,
where
k0 := g
[∏k−1
i=1 gi(exp tiXi)h
−1
i
]
( gk(exp tkXk)(g
−1
k+1hk)
−1 ).
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Then the induction hypothesis for (1) in the case ν = k implies that k0 ∈
D′(z0) since g
−1
k+1hk ∈ H ′z0 ; thus property a. yields that k0 exp tXk+1 ∈
D′(z0), t ∈ C. Since h−1k+1 ∈ H ′z0 , it follows from 2. in Proposition 6.1 that
C ⊂ D′(z0), so that (1) for the case ν = k + 1 is valid. Moreover, since
g
∏k
i=1 gi(exp tiXi)h
−1
i ∈ D′(z0) (by the induction hypothesis (1) in the case
ν = k) and gk+1 exp tXk+1h
−1
k+1 ∈ D′(z0) (which follows by (1) in the case
ν = 1 for g = e), we again utilize property III of Proposition 6.2 (twice) to
obtain
D′(k(t)(z0)) = D
′
(
[g
∏k
i=1gi(exp tXi)h
−1
i ](gk+1 exp tXk+1h
−1
k+1)(z0)
)
= D′((gk+1 exp tXk+1h
−1
k+1)(z0))[g
∏k
i=1gi(exp tXi)h
−1
i ]
−1
= D′(z0)[g
∏k
i=1gi(exp tXi)h
−1
i ]
−1
= D′
( [
g
∏k
i=1gi(exp tXi)h
−1
i
]
(z0)
)
= D′(g(z0)).
The last equality follows from (2′) in the case ν = k. This proves (2′) for
ν = k + 1. ✷
Arguing as in (1) but using (6.10) and (6.9) for A = ∂D′(z0), D′(z0)
c
instead of a. and III. in Proposition (6.2) for D′(z0), we obtain
g
[∏ν
i=1 gi(exp tiXi)h
−1
i
] ∈ A, g ∈ A. (6.13)
We can now prove the following fundamental result.
Lemma 6.4.
1. Xz0 is a complex Lie subalgebra of X.
2. Let X ∈ Xz0 and g ∈ H ′z0. Then any Y ∈ X which satisfies
[
d exp tY (z0)
dt
]|t=0 = [dg exp tX(z0)
dt
]|t=0 (6.14)
belongs to Xz0.
3. For z1 ∈ D we have dim Xz1 = dim Xz0.
Note that (6.14) says that the tangent vector of the curve CY := {exp tY (z0) ∈
M : t ∈ C} at z0 in M coincides with that of the curve g(CX) at z0.
Proof. To verify 1., let X, Y ∈ X0. Fix α, β ∈ C. If we set t1 = αt, t2 =
βt; X1 = X, X2 = Y ; and g1 = g2 = h1 = h2 = e in Lemma 6.3 (2), we
obtain
λ((expαtX)(exp βtY )(z0)) = λ(z0), for t ∈ C.
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Then as we deduced formula (5.7) from (5.6), we obtain
[
∂2λ(exp(αtX + βtY )(z0))
∂t∂t
]|t=0 = [∂
2λ(z0)
∂t∂t
]|t=0 = 0.
Hence αX + βY ∈ Xz0. Next, if we set t4 = t3 = −
√
t, t2 = t1 =
√
t; X4 =
X2 = Y,X3 = X1 = X ; gi = hi = e (i = 1, . . . , 4) in Lemma 6.3 (2), we
obtain
λ([(exp(−√t)Y )(exp(−√t)X)(exp√tY )(exp√tX)(z0)]) = λ(z0), for t ∈ C.
Then as we deduced (5.9) from (5.8), we obtain
[
∂2λ((exp t[X, Y ])(z0))
∂t∂t
]|t=0 = [∂
2λ(z0)
∂t∂t
]|t=0 = 0.
This shows that [X, Y ] ∈ Xz0, and 1. is proved.
To prove 2., we let X ∈ Xz0 , g ∈ H ′z0 and assume Y ∈ X satisfies (6.14).
By (2) of Lemma 6.3, for g ∈ H ′z0 we have
λ(g exp tX(z0)) = λ(g(z0)) = λ(z0), for ∈ C,
so that [∂
2λ(g exp tX(z0))
∂t∂t
]|t=0 = 0. It follows from condition (6.14) and Propo-
sition 5.1 that
[
∂2λ(exp tY (z0))
∂t∂t
]|t=0 = 0,
and hence Y ∈ Xz0.
Assertion 3. is intuitively clear from the property that, for g ∈ D′(z0),
λ(g(z0)) = λ(g exp tX(z0))
for all t ∈ C (this is c. listed after the proof of Theorem 6.1). The rigorous
proof is fairly technical. We begin by setting dimXz0 = m0 +m1 and m2 =
m − (m0 + m1) where m = dim G and m0 = dim hz0 . Note that m0 is
independent of the point z0 but, apriori, m1 may depend on z0. We consider
the following direct sum decompositions:
Xz0 = hz0 ∔ kz0 ; X = hz0 ∔ kz0 ∔ lz0 . (6.15)
Here kz0 and lz0 are defined by these relations. Let
{X1, . . . , Xm2}, {Y1, . . . , Ym1} and {Z1, . . . , Zm0}
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be bases of lz0 , kz0 and hz0 . We fix canonical local coordinates on V ⊂ Cm
for a neighborhood V ⊂ G of e such that g ∈ V corresponds to (ξ; η; ζ) ∈ V ;
precisely,
g =
∏m2
i=1 exp aiXi
∏m1
j=1 exp bjYj
∏m0
k=1 exp ckZk ∈ V
←→ (ξ; η; ζ) = (a1, . . . , am2 ; b1, . . . , bm1 ; c1, . . . , cm0) ∈ V,
where |ai|, |bj|, |ck| < ρ (for ρ > 0 sufficiently small), e corresponds to 0 =
(0; 0; 0), and
ψz0(g)←→ (ξ; η) = (a1, . . . , am2 ; b1, . . . , bm1) ∈ V ′ ⊂ Cm2+m1
are local coordinates of the neighborhood V ′ = ψz0(V) ⊂ M of z0 where z0
corresponds to 0 = (0; 0).
Fix z1 ∈ D. Using 1. in Proposition 6.1 we can find g1 ∈ D′(z0) with
g1(z0) = z1. As in (6.15) we consider the direct sums
Xz1 = hz1 ∔ kz1; X = hz1 ∔ kz1 ∔ lz1 .
We set dim Xz1 = m0 +m
′
1 where m0 = dim hz1 . To verify 3. it suffices to
show that m1 = m
′
1. Similar to before, we consider bases
{X ′1, . . . , X ′m′
2
}, {Y ′1 , . . . , Y ′m′
1
} and {Z ′1, . . . , Z ′m0}
of lz1, kz1 and hz1. Here, m
′
2 = m − (m0 + m′1). We fix canonical local
coordinates on V1 ⊂ Cm for a neighborhood V1 ⊂ G of e with
g =
∏m′
2
i=1 exp aiX
′
i
∏m′
1
j=1 exp biY
′
j
∏m0
k=1 exp ckZ
′
k ∈ V1
←→ (ξ′; η′; ζ ′) = (a1, . . . , am′
2
; b1, . . . , bm′
1
; c1, . . . , cm0) ∈ V1,
where |ai|, |bj|, |ck| < ρ for ρ > 0 sufficiently small; e corresponds to 0 =
(0; 0; 0); and
ψz1(g)←→ (ξ′; η′) = (a1, . . . , am′2 ; b1, . . . , bm′1) ∈ V ′1 ⊂ Cm
′
2
+m′
1
are local coordinates for the neighborhood V ′1 = ψz1(V) ⊂ M of z1 where z1
corresponds to 0 = (0; 0).
Given X + Y =
∑m2
i=1 aiXi +
∑m1
j=1 bjYj ∈ lz0 + kz0, we consider the curve
C := {exp t(X + Y )(z0) : t ∈ C} in M with initial value z0 and tangent
vector τ := [d exp t(X+Y )(z0)
dt
]|t=0 ∈ Cm2+m1 = Cm−m0 at z0 in M . Since
exp[t(X + Y ) +O(t2)] =
∏m2
i=1 exp taiXi
∏m1
j=1 exp tbjYj
70
near t = 0, we can write τ = (a1, . . . , am2 ; b1, . . . , bm1) := (a,b) in terms
of the canonical local coordinates of V ′. We note that this correspondence
X+Y ∈ kz0+lz0 ←→ τ = (a;b) ∈ Cm2+m1 is linear and one-to-one; moreover,
X+0 (0+Y ) corresponds to (a; 0) ((0;b)). We consider the image curve g1(C)
with initial value at z1 in M and tangent vector τ
′ := [dg1 exp t(X+Y )(z0)
∂t
]|t=0 ∈
Cm
′
2
+m′
1 = Cm−m0 at z1 inM (in terms of the local coordinates (ξ′; η′) for V ′1).
Then the correspondence L : τ ∈ Cm−m0 → τ ′ ∈ Cm−m0 is linear and one-to-
one since τ 6= 0 implies τ1 6= 0. We consider the case when X = 0, that is,
a = 0, and Y =
∑m1
j=1 bjYj 6= 0, so that τ = (0; b1, . . . , bm1) 6= (0; 0). Since
Y ∈ Xz0 and g1 ∈ D′(z0), it follows from property c. that λ(z) is constant
on the curve g1(C). Now by a standard result in the theory of homogeneous
spaces there exists Y˜ ∈ X such that the tangent vector [d exp teY (z1)
dt
]|t=0 of the
curve {exp tY˜ (z1) : t ∈ C} at z1 in M equals τ ′ (in the local coordinates
(ξ′; η′) for V ′1); thus [
∂2λ(exp teY (z1))
∂t∂t
]|t=0 = 0, so that Y˜ ∈ Xz1. We conclude
that τ ′ is of the form τ ′ = (0; b′1, . . . , b
′
m′
1
) ∈ Cm′2+m′1 . Since L is linear and
τ ′ 6= (0; 0), we have m1 ≤ m′1. Reversing the roles of z0 and z1 gives the
reverse inequality; hence m′1 = m1. ✷
Using 1. in Lemma 6.4 we can construct the connected Lie subgroup Σz0
of G which corresponds to Xz0, and the subset σz0 of M :
Σz0 = {
∏ν
i=1 exp tiXi ∈ G : ν ∈ Z+, ti ∈ C, Xi ∈ Xz0 };
σz0 := Σz0(z0) := { g(z0) ∈M : g ∈ Σz0 }.
(6.16)
We have the following.
Corollary 6.2.
1. If g ∈ D′(z0), then gΣz0 ⊂ D′(z0); λ(z) = const. = λ(g(z0)) on gσz0;
and gσz0 ⋐ D.
2. For z1 ∈ D, we define Σz1 ⊂ G and σz1 = Σz1(z1) ⊂ M as in (6.16).
Then we have, for g ∈ D′(z1), λ = const. = λ(g(z1)) on gσz1; and
gσz1 ⋐ D.
3. If g ∈ ∂D′(z0), then gΣz0 ⊂ ∂D′(z0) and gσz0 ⊂ ∂D.
Proof. The first assertion follows from Lemma 6.3 and (6.16). To verify 2.,
let z1 ∈ D and take g ∈ D′(z1) with z1 = g(z0). Using 1., z0 and z1 play the
same role as in 3. of Lemma 6.4, showing that 2. for z1 as well as 2. for z0
are valid. The first formula in 3. follows from (6.13). The second formula
follows from the first and the fact that [∂D′(z0)](z0) = ∂D (cf., (6.8)). ✷
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By 1. in Proposition 6.1 we thus have
D =
⋃
g∈D′(z0)
gσz0 with gσz0 ⋐ D;
∂D =
⋃
g∈∂D′(z0)
gσz0.
(6.17)
Note that we have not proved that (6.17) provide foliations of D and ∂D.
Moreover, we remark that if g ∈ D′(z0)c, then gΣz0 ⊂ D′(z0)
c
(as can be seen
using an argument similar to that used to verify the first assertions in 1. or
3.); however, it is not necessarily true that gσz0 ⊂ Dc. In Theorem 6.4 we
will need a fairly technical argument to find a domain K with D ⋐ K ⊂ M
such that gσz0 ⋐ D
c
for g ∈ K ′(z) ∩D′(z)c.
We introduce the following terminology. Let σ be a subset of M . We
call σ a µ-dimensional non-singular, generalized (f -generalized) analytic set
in M if, for any point z ∈ σ (z ∈ M), there exists a neighborhood V of z
in M such that each connected component of V ∩ σ is a µ-dimensional non-
singular analytic set in V . Moreover, if σ admits no non-constant bounded
plurisubharmonic functions, then σ is said to be parabolic. As a simple
example to illustrate the difference between generalized and f -generalized
analytic sets, let
Σ = {z = (z1, z2) ∈ C2 : z2 = z1}
and take σ := Σ ∩ B where B is the open unit ball
B = {z = (z1, z2) ∈ C2 : |z1|2 + |z2|2 < 1}.
Then σ is a generalized analytic set in C2 but it is not an f -generalized
analytic set in C2 because for z = (z1, z1) ∈ ∂B, there is no neighborhood V
of z in C2 such that V ∩ σ is an analytic set in V .
We first prove the main theorem in case the isotropy subgroup Hz is
connected.
Theorem 6.3. Let M be a complex homogeneous space of finite dimension n
and let G be a connected complex Lie transformation group of finite dimension
m ≥ n which acts transitively on M . Assume that the isotropy subgroup Hz
of G for z ∈ M is connected. Let D be a pseudoconvex domain in M with
smooth boundary. Assume that D is not Stein and fix z0 ∈ D. Then:
1-a. The subset σz0 = Σz0(z0) of M defined in (6.16) is a parabolic irre-
ducible m1-dimensional non-singular f -generalized analytic set in M
passing through z0 satisfying the following properties:
(o) σz0 ⋐ D; Σz0 = G ∩ Aut σz0; Σz0 acts transitively on σz0; and
σz0 ≈ Σz0/Hz0.
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(i) M (D) is foliated by cosets gσz0 , g ∈ G (g ∈ D(z0)) and each set
gσz0 is relatively compact in M (D):
M =
⋃
g∈G gσz0 and D =
⋃
g∈D(z0)
gσz0 .
(ii) Any parabolic non-singular generalized analytic set σ in M which
is relatively compact in D is contained in a set gσz0 for some
g ∈ D(z0).
1-b. Assume that σz0 in 1-a. is closed in M . Then
(o) σz0 is an irreducible, m1-dimensional compact non-singular ana-
lytic set in D and Σz0 is a closed connected Lie subgroup of G.
(i) Let M0 := G/Σz0 and let π0 : M = G/Hz0 7→ M0 be the canonical
projection. Then π−10 (ζ) ≈ σz0 (as complex manifolds) for each
ζ ∈ M0; moreover, there exists a Stein domain D0 ⋐ M0 with
smooth boundary such that D = π−10 (D0).
Proof. From the hypotheses of the theorem and 2. of Corollary 6.2 the
function −λ(z) is not strictly plurisubharmonic at z0. We maintain the
notation hz0 and Xz0 utilized in the proof of Lemma 6.4. Since Hz0 is assumed
to be connected, i.e., Hz0 = H
′
z0
, the Lie subalgebra hz0 of X corresponds to
the Lie subgroup Hz0 in G; D(z0) is connected in G, i.e., D(z0) = D
′(z0) and
Hz0 ⊂ D(z0); moreover, each D(z) ⊂ G, z ∈ D, is connected. We let Σz0
denote the connected Lie subgroup of G corresponding to the Lie subalgebra
Xz0 . We consider the direct sum decompositions from (6.15):
Xz0 = hz0 ∔ kz0 ; X = hz0 ∔ kz0 ∔ lz0.
Here dim hz0 = m0 and we set dimXz0 := m0 + m1 and dim lz0 := m2 so
that m = m0 +m1 + m2. Let X = {X1, . . . , Xm2}, Y = {Y1, . . . , Ym1} and
Z = {Z1, . . . , Zm0} be bases of lz0, kz0 and hz0. Then we have
Hz0 = {
∏ν
j=1 exp tjAj : ν ∈ Z+, tj ∈ C, Aj ∈ Z };
Σz0 = {
∏ν
j=1 exp tjAj : ν ∈ Z+, tj ∈ C, Aj ∈ Y ∪ Z }.
(6.18)
Note first that Hz0 is an m0-dimensional, non-singular closed analytic set
in G. From the (holomorphic) Frobenius theorem stated in the beginning of
section 5, Σz0 is an (m0+m1)-dimensional non-singular f -generalized anaytic
set in G with the property that G is foliated by the sets {gHz0}g∈G as well
as by the sets {gΣz0}g∈G. Thus, if g, g′ ∈ G,
g′ ∈ gHz0 ⇐⇒ gHz0 ∩ g′Hz0 6= ∅ ⇐⇒ gHz0 = g′Hz0;
g′ ∈ gΣz0 ⇐⇒ gΣz0 ∩ g′Σz0 6= ∅ ⇐⇒ gΣz0 = g′Σz0 .
(6.19)
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Given g ∈ G, we will call gHz0 (gΣz0) an integral manifold for hz0 (Xz0) in
G passing through g. Since Hz0 is closed and connected in G, we have the
following result on the integral manifolds for hz0: if we fix g0 ∈ G, then there
exists a neighborhood V of g0 in G such that for g, g
′ ∈ V ,
[(gHz0) ∩ V ] ∩ [(g′Hz0) ∩ V ] = ∅ =⇒ (gHz0) ∩ (g′Hz0) = ∅.
The analogous property does not necessarily hold for Σz0 since Σz0 is not
necessarily closed in G.
Fix g0 ∈ G. From item 3. in the discussion of the Frobenius theorem in
section 5, we have the following canonical local coordinates (Φ0, V0,∆0) of g
0
in G, which we call F -local coordinates of g0:
i) V0 is a neighborhood of g
0 in G;
ii) ∆0 = ∆
′
0 ×∆′′0 ×∆′′′0 ⊂ Cm2 × Cm1 × Cm0 where
∆′0 =
∏m2
i=1{|ξi| < ri}, ∆′′0 =
∏m1
i=1{|ηi| < ri}, ∆′′′0 =
∏m0
i=1{|ζi| < ri};
iii) Φ0 : g ∈ V0 7→ (ξ(g), η(g), ζ(g)) ∈ ∆0 is a holomorphic isomorphism
with Φ0(g
0) = 0 ∈ ∆0
which satisfies the properties:
i’) given ξ0 = (ξ01 , . . . , ξ
0
m2) ∈ ∆′0, the (m0 +m1)-dimensional polydisk in
∆0 defined by the equations
Sξ0 : ξi = ξ
0
i , i = 1, . . . , m2,
corresponds to an integral manifold for X0 from the map Φ0, i.e., if
g ∈ Φ−10 (Sξ0), then Φ−10 (Sξ0) = the connected component of [gΣz0 ]∩ V0
containing g;
ii’) given (ξ0, η0) = (ξ01, . . . , ξ
0
m2
; η01, . . . , η
0
m1
) ∈ ∆′0×∆′′0, them0-dimensional
polydisk in ∆0 defined by the equations
S(ξ0,η0) : ξi = ξ
0
i , ηj = η
0
j , i = 1, . . . , m2; j = 1, . . . , m1,
corresponds to an integral manifold for h0 from the map Φ0, i.e., if
g ∈ Φ−10 (S(ξ0,η0)), then Φ−10 (S(ξ0,η0)) = [gHz0] ∩ V0.
From property ii’) we have:
iii’) fix (ξ0, η0), (ξ1, η1) ∈ ∆′0 × ∆′′0, and let g0 ∈ Φ−10 (S(ξ0,η0)) and g1 ∈
Φ−10 (S(ξ1,η1)). If (ξ
0, η0) 6= (ξ1, η1) then g0Hz0 ∩ g1Hz0 = ∅.
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Using the local coordinate system F = {(Φ0, V0,∆0)}g0∈G for G at g0, we
canonically obtain a local coordinate system f = {(φ0, v0,∆′0×∆′′0)}z0∈M for
M at a point z0 as follows: fix z0 ∈ M and take g0 ∈ G with ψz0(g0) =
g0(z0) = z
0. Then we have F -local coordinates (Φ0, V0,∆0) at g
0 for G. We
set v0 = ψz0(V0) ⊂ M ; this is a neighborhood of z0 in M . Take z′ ∈ v0
and choose g′ ∈ V0 such that ψz0(g′) = z′. Let Φ0(g′) = (ξ′, η′, ζ ′) ∈ ∆0 and
consider the correspondence
φ0 : z
′ 7→ (ξ′, η′) ∈ ∆′0 ×∆′′0.
Since M = G/Hz0, we see from condition ii’) that φ0(z
′) does not depend on
the choice of g′ ∈ V0 with ψz0(g′) = z′. Thus φ0 defines a mapping from v0
onto ∆′0 ×∆′′0. We also see from iii’) that φ0 is one-to-one. Moreover, φ0 is
holomorphic. To see this, we consider a holomorphic section τ of G over v0
via ψz0 such that
τ : z′ ∈ v0 7→ τ(z′) ∈ V0
and τ(z0) = g0. We let Φ0(τ(z
′)) = (ξ(z′), η(z′), ζ(z′)) ∈ ∆0, so that z′ →
(ξ(z′), η(z′), ζ(z′)) is a holomorphic mapping from v0 into ∆0. On the other
hand, by the definition of φ0 we have φ0(z
′) = (ξ(z′), η(z′)) ∈ ∆′0 × ∆′′0.
Hence φ0 is holomorphic on v0. Thus the family f := {(φ0, v0,∆′0×∆′′0)}z0∈M
gives a local coordinate system for M . We will call (φ0, v0,∆
′
0×∆′′0) F -local
coordinates at z0 for M via g0 (i.e., via F -local coordinates (Φ0, V0,∆0) at
g0).
We recall from (6.16) the subset σz0 := ψz0(Σz0) = Σz0(z0) of M . Then:
(1’) σz0 is a parabolic, irreducible, m1-dimensional non-singular f-generalized
analytic set in D. Moreover, Σz0 = G ∩ Aut σz0; Σz0 acts transitively
on σz0; and σz0 ≈ Σz0/Hz0.
(2’) gσz0 = ψz0(gΣz0) for g ∈ G. Moreover, M = ∪g∈G gσz0 satisfies the
property that if g1σz0 ∩ g2σz0 6= ∅ for g1, g2 ∈ G then g1σz0 = g2σz0.
(3’) fix z0 ∈ M and take g0 ∈ G with ψz0(g0) = z0. Let (φ0, v0,∆′0 × ∆′′0)
be F -local coordinates at z0 for M via g0. Take z′ ∈ v0 with φ0(z′) =
(ξ′, η′) ∈ ∆′0 × ∆′′0 and let g′ ∈ G with z′ ∈ g′σz0. Then there exists a
connected component σ′ of [g′σz0 ]∩ v0 such that σ′ = φ−10 ({ξ′}×∆′′0) in
M .
Proof. The first assertion in (2’) follows from the definition of σz0 . We
next verify (3’). Let z′ ∈ v0 with φ0(z′) = (ξ′, η′) and let g′ ∈ G with z′ ∈
g′σz0 . We take h
′ ∈ V0 with ψz0(h′) = h′(z0) = z′; then Φ0(h′) = (ξ′, η′, ζ ′) for
some ζ ′ ∈ ∆′′′0 . Since z′ ∈ g′σz0 , we can find s ∈ Σz0 such that z′ = g′s(z0),
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and (h′)−1g′s ∈ Hz0. Since Σz0 is a connected Lie subgroup of G which
contains Hz0, it follows that
g′Σz0 = g
′sΣz0 ⊂ h′Hz0 · Σz0 = h′Σz0 so that g′Σz0 = h′Σz0 .
Since Φ0(h
′) = (ξ′, η′, ζ ′), we see from i’) that the connected component of
[g′Σz0 ] ∩ V0 = [h′Σz0 ] ∩ V0 containing h′ is equal to Φ−10 ({ξ′} × ∆′′0 × ∆′′′0 ).
Together with the observation that Φ−10 (ξ, η, ζ)(z0) = φ
−1
0 (ξ, η) for (ξ, η, ζ) ∈
∆0, this yields (3’).
We now prove the first assertion in (1’). Fix z0 ∈ σz0 and let g0 ∈ G with
g0(z0) = z
0. As before, we consider F -local coordinates (Φ0, V0,∆0) at g
0 for
G and (φ0, v0,∆
′
0 ×∆′′0) at z0 for M via g0. Since φ0(z0) = (0, 0) ∈ ∆′0 ×∆′′0
and z0 ∈ σz0 , it follows from (3’) that φ−10 ({0} × ∆′′0) coincides with some
connected component σ′ of [σz0 ] ∩ v0. Thus, σ′ is an m1-dimensional non-
singular analytic set in v0. Now Σz0 is connected; this implies that σz0 is
an irreducible m1-dimensional non-singular f -generalized analytic set in M .
Furthermore, using the representation for Σz0 in (6.18), one can show that
σz0 = Σz0(z0) is parabolic. Now take g ∈ D(z0). Since λ(z) is continuous on
D, it follows from Lemma 6.3 and (6.18) that
λ(z) = const. = λ(g(z0)) for z ∈ gσz0 . (6.20)
Since −λ(z) is an exhaustion function forD, we must have gσz0 ⋐ D, proving
the first assertion in (1’).
To prove the second assertion in (2’), assume that g′σz0 ∩ g′′σz0 6= ∅ and
take z0 ∈ g′σz0 ∩ g′′σz0 . Then there exist s′, s′′ ∈ Σz0 with z0 = g′s′(z0) =
g′′s′′(z0), so that we find h ∈ Hz0 such that g′s′ = g′′s′′h. Since Σz0 is a
group containing Hz0, it follows that g
′ = g′′s′′h(s′)−1 ∈ g′′Σz0 , and hence
g′Σz0 ⊂ g′′Σz0 . We thus have g′σz0 ⊂ g′′σz0 , and hence g′σz0 = g′′σz0 .
For the second assertion in (1’), since G ⊂ AutM , it suffices to prove
that {g ∈ G : gσz0 = σz0} = Σz0 and to verify that Σz0 acts transitively on
σz0 . Let g ∈ Σz0 . We have gσz0 = σz0 by (2’) which shows that Σz0 ⊂ {g ∈
G : gσz0 = σz0}. To prove the reverse inclusion, fix g ∈ G with gσz0 = σz0 .
There exist s ∈ Σz0 and h ∈ Hz0 such that g = sh. Since Hz0 ⊂ Σz0 , it
follows that g ∈ Σz0 , which proves {g ∈ G : gσz0 = σz0} ⊂ Σz0 . To verify the
transitivity, let ζ ∈ σz0 . From (6.2) we can find g ∈ D(z0) with g(z0) = ζ .
Using (2’) we have gσz0 = σz0 so that g ∈ Σz0 as required. ✷
Using (2’), (3’) and (6.2) we have
M =
⋃
g∈G gσz0 and D =
⋃
g∈D(z0)
gσz0, (6.21)
which provide foliations of M and D. We see from (1’) that each leaf gσz0 in
D for g ∈ D(z0) is relatively compact in D, and hence each leaf gσz0 in M
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for g ∈ G is relatively compact in M . Thus (i) in 1−a. is proved. Assertions
(1’) and (2’) verify (o) in 1− a.
To prove (ii) in 1− a. and 1− b., we begin with the following two items:
α. Let z′ ∈ D and let g′ ∈ G with g′(z0) = z′. Let l be a one-dimensional
complex analytic curve passing through z′ and contained in a neighbor-
hood U of z′ in M such that λ(z) is constant on l. Then l ⊂ g′σz0.
β. Σz0 is closed in G if and only if σz0 is closed in M .
Proof. We prove α. by contradiction. It suffices to consider the case when l
intersects the m1-dimensional generalized analytic set g
′σz0 transversally at
z′. Indeed, assume that α. is true for any g′σz0 which l intersects transversally.
Now assume that there exists some set g′σz0 such that l does not intersect
g′σz0 transversally at z
′. To verify α. in such a case, proceeding by contradic-
tion, we assume that l 6⊂ g′σz0 . Since we have a foliation D = ∪g∈D(z0) gσz0
of D in (6.21), we can find g′′ ∈ D(z0) sufficiently close to g′ such that
g′′σz0 ∩ l 6= ∅; g′′σz0 ∩g′σz0 = ∅; and l intersects g′′σz0 transversally. But then
by assumption we have l ⊂ g′′σz0 , which is a contradiction.
Thus we assume that l 6⊂ g′σz0 and also that l intersects g′σz0 transversally
at z′. Using standard results for homgeneous spaces, we can choose X ∈ X
such that the curve C := {exp tX(z′) : t ∈ C} in M has the same complex
tangent direction at z′ as the line l. Call this direction a. Since λ(z) = const.
on l, we have [∂
2λ(z′+at)
∂t∂t
]|t=0 = 0. It follows from the equivalent conditions
o. ∼ iii. before Lemma 6.3 that λ(exp tX(z′)) = const. for t ∈ C. Since
(g′)−1(z′) = z0 ∈ D, we have (g′)−1 ∈ D(z′) = D′(z′). Thus, from property
c., we see that λ((g′)−1 exp tX(z′)) = const. for t ∈ C. However the curve
C ′ := (g′)−1C intersects σz0 transversally at z0 since the curve C intersects
g′σz0 transversally at z
′. We can choose Y ∈ X such that the curve Ĉ :=
{exp tY (z0) : t ∈ C} has the same complex tangent direction at z0 as C ′.
This shows that Ĉ 6⊂ σz0 . We again use the conditions o. ∼ iii. to conclude
that λ(z) = const. on Ĉ, so that Y ∈ Xz0. Since σz0 = Σz0(z0) and {exp tY :
t ∈ C} ⊂ Σz0 , we have Ĉ ⊂ σz0 . This is a contradiction.
To prove the sufficiency in β., let zν ∈ σz0 , ν = 1, 2, . . ., and let z0 ∈ D
with zν → z0 as ν →∞. We show that z0 ∈ σz0 . Fix g0 ∈ G with g0(z0) = z0.
Consider F -local coordinates (Φ0, V0,∆0) at g
0 for G and (φ0, v0,∆
′
0 × ∆′′0)
at z0 for M via g0. Since zν ∈ v0 for sufficiently large ν, we can find gν ∈ V0
with gν(z0) = z
ν . By taking a subsequence of {gν}ν if necessary, we may
assume that there exists g∗ ∈ V0 ⊂ G such that gν → g∗ as ν → ∞, so that
g∗(z0) = z
0. On the other hand, since zν ∈ σz0 , we can find sν ∈ Σz0 such
that zν = sν(z0), ν = 1, 2, . . .. Hence g
ν(z0) = s
ν(z0), so that (s
ν)−1gν ∈
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Hz0 ⊂ Σz0 . Thus gν ∈ sνΣz0 = Σz0 . Since gν → g∗ as ν →∞ and since Σz0 is
assumed to be closed in G, it follows that g∗ ∈ Σz0 , so that z0 = g∗(z0) ∈ σz0 .
To prove the necessity in β., let gν ∈ Σz0 , ν = 1, 2, . . . and g0 ∈ G with
gν → g0 as ν → ∞. We show that g0 ∈ Σz0 . We set zν = gν(z0) ∈ σz0 and
z0 = g0(z0) ∈ M . Since zν → z0 as ν → ∞ and since σz0 is assumed to
be closed in M , it follows that z0 ∈ σz0 . Thus we can find s0 ∈ Σz0 with
s0(z0) = z
0. Hence g0(z0) = s
0(z0), so that g
0 ∈ s0Hz0 ⊂ s0Σz0 = Σz0 and β.
is proved. ✷
Since −λ(z) is a plurisubharmonic exhaustion function for D, assertion
α. implies (ii) of 1− a., completing the proof of 1− a.
To prove 1 − b. assume that σz0 is closed in M . From 1 − a., σz0 is an
irreducible, m1-dimensional compact non-singular analytic set in D. From
β., Σz0 is closed, which proves (o) in 1− b.
To prove (i) in 1 − b. we note that Σz0 is closed in G, so that Σz0 is
an (m0 + m1)-dimensional connected closed Lie subgroup of G which cor-
responds to the Lie subalgebra Xz0 of X. We consider the quotient space
M0 := G/Σz0 ; this is an m2-dimensional complex homogeneous space with
Lie transformation group G which acts transitively on M0. Since Hz0 ⊂ Σz0
as Lie groups, we have the canonical holomorphic projection
π0 : z = gHz0 ∈M 7→ w = π0(z) = gΣz0 ∈M0.
Just as we identified Hz0 ⊂ G with the point z0 in M , we may consider
w0 := Σz0 as a point in M0, i.e., Σz0 is the isotropy subgroup of G for the
point w0 in M0. Then
π0(g(z0)) = g(w0), for all g ∈ G;
π−10 (g(w0)) = gσz0 , for all g ∈ G.
(6.22)
Indeed, the first formula comes from the definition of π0. For the second
one, we first note that
π0(gσz0) = π0(gΣz0(z0)) = gΣz0(w0) = g(w0),
which proves the inclusion gσz0 ⊂ π−10 (g(w0)). To prove the inclusion
π−10 (g(w0)) ⊂ gσz0,
take z ∈ M with π0(z) = g(w0). We can find g′ ∈ G with g′(z0) = z. Thus,
g′(w0) = π0(g
′(z0)) = g(w0) so that g
′ ∈ gΣz0. It follows that g′(z0) ∈ gσz0,
and z ∈ gσz0. Thus, (6.22) is proved.
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Set D0 := π0(D) ⊂ M0. We have D0 ⋐ M0 since D ⋐ M ; moreover, let
w ∈ D0 (∂D0) and take g ∈ G such that w = g(w0). Then
π−10 (w) = gσz0 ⋐ D (∂D). (6.23)
Indeed, since the proof is similar, we only give the proof in the case w ∈ D0.
Since g(z0) ∈ D, we find g′ ∈ D(z0) such that g(z0) = g′(z0), which implies
g = g′h ∈ D(z0). This together with (6.22) and (i) in 1-a. implies (6.23).
Therefore, we have
D = π−10 (D0) and ∂D = π
−1
0 (∂D0). (6.24)
To prove that D0 is a Stein domain in M0, we define a real-valued func-
tion λ0(w) on D0 as follows. Fix w ∈ D0 and take z ∈ D with π0(z) = w.
We define λ0(w) := λ(z), which is well-defined by (6.23). In order to prove
that λ0(w) is a strictly plurisubharmonic exhaustion function on D0 we shall
utilize the usual coordinates for M and M0. Fixing g
0 ∈ G, by the Frobe-
nius theorem we have F -local coordinates (Φ0, V0,∆0) at g
0 for G with the
following properties:
Φ0 : g ∈ V0 7→ (ξ(g), η(g), ζ(g)) ∈ ∆0 := ∆′0 ×∆′′0 ×∆
′′′
0 ;
for a given p = (ξ′, η′, ζ ′) ∈ ∆0, if we set g′ := Φ−10 (p) ∈ V0, then
[g′Hz0] ∩ V0 = Φ−10 ({(ξ′, η′)} ×∆
′′′
0 );
[g′Σz0 ] ∩ V0 = Φ−10 ({ξ′} ×∆′′0 ×∆
′′′
0 );
(6.25)
and
([g′Hz0] ∩ V0) ∩ ([g′′Hz0 ] ∩ V0) = ∅ =⇒ [g′Hz0] ∩ [g′′Hz0] = ∅;
([g′Σz0 ] ∩ V0) ∩ ([g′′Σz0 ] ∩ V0) = ∅ =⇒ [g′Σz0 ] ∩ [g′′Σz0 ] = ∅.
(6.26)
Note that Σz0 and Hz0 are closed in G. We set U1 := {gHz0 ∈ G : g ∈ V0} ⊂
G, and we regard U1 as a neighborhood of z
0 = g0Hz0 in M . Similarly, we
regard U2 := {gΣz0 ∈ G : g ∈ V0} ⊂ G as a neighborhood of w0 = g0Σz0 in
M0. For g ∈ V0, we consider the correspondences
ϕ1 = φ0 : z = gHz0 ∈ U1 7→ (ξ, η) ∈ ∆′0 ×∆′′0;
ϕ2 : w = gΣz0 ∈ U2 7→ ξ ∈ ∆′0. (6.27)
Then (ϕ1, U1,∆
′
0×∆′′0) and (ϕ2, U2,∆′0) define local coordinates at z0 for M
and local coordinates at w0 for M0. In particular,
ϕ1([g
0σz0 ] ∩ U1) = {0} ×∆′′0; ϕ2([g0Σz0 ] ∩ U2) = 0. (6.28)
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In terms of the local coordinates (6.27), if we restrict π0 from the neighbor-
hood U1 of z
0 in M to the neighborhood U2 of w
0 in M0, we have
π0 : (ξ, η) ∈ ∆′0 ×∆′′0 7→ ξ ∈ ∆′0.
From the local coordinate expression for π0 and (6.24), we have that ∂D0
is smooth in M0. Moreover, using the local coordinates (6.27), λ0(w) is of
the form λ0(ξ) = λ(ξ, η) for (ξ, η) ∈ ∆′0 ×∆′′0. In particular, λ0(ξ) = λ(ξ, 0)
in ∆′0. It follows from the plurisubharmonicity of −λ(z) on D that −λ0(w)
is plurisubharmonic on D0. Since ∂D0 = π0(∂D), the fact that −λ(z) is an
exhaustion function for D implies that −λ0(w) is an exhaustion function for
D0.
It remains to verify that λ0(w) is strictly plurisubharmonic on D0. If not,
there exists w0 ∈ D0 and a0 ∈ Cm2 (a0 6= 0) such that [∂2λ0(w0+a0t)∂t∂t ]|t=0 = 0.
Take z0 ∈ D and g0 ∈ D(z0) with g0(z0) = z0 and π0(z0) = w0. Using local
coordinates (ϕ1, U1,∆
′
0 ×∆′′0) at z0 for M and (ϕ2, U2,∆′0) at w0 for M0, we
may assume that w0+a0t, |t| ≪ 1 in U2 is of the form ξ = a0t, |t| ≪ 1 in ∆′0.
Since λ0(a0t) = λ(a0t, 0), |t| ≪ 1, we have
[∂2λ(a0t,0)
∂t∂t
]|t=0 = 0. Take X ∈ X
with the property that the integral curve C0 := {exp tX(z0) : t ∈ C} in
M has direction (a0; 0) ∈ Cm1 × Cm2 at z0. From the equivalent conditions
o. ∼ iii. we see that λ(z) = const. on C0. Since z0 ∈ C0 ∩ [g0σz0 ], it
follows from α. that C0 ⊂ g0σz0 . On the other hand, by (6.28), [g0σz0 ] ∩ U1
corresponds to {0} ×∆′′0 using the local coordinates ϕ1. Since the direction
of C0 at z0 is (a0; 0) with a0 6= 0, this is a contradiction. Condition 1− b. is
proved. ✷
We would like to prove a result, Theorem 6.4, corresponding to Theorem
6.3 in the case when the isotropy subgroup Hz is not connected for use in
studying special Hopf spaces. We begin with a discussion below which makes
clear the difference between the connected case and the non-connnected case.
The bulk of the proof of Theorem 6.4 can be found in Appendix B; we
commence with some background and motivation. The next two results,
Propositions 6.4 and 6.5, are standard. To keep the article self-contained,
and since we will use some notation from the proofs later on, we include the
brief proofs. One preliminary notational remark: if A,B are subsets (not
necessarily subgroups) of a group G, we write AB := {ab : a ∈ A, b ∈ B}.
Proposition 6.4. Let z0 ∈M and suppose that Hz0 is not connected. Con-
sider the decomposition of Hz0 into connected components H
(k)
z0 , k = 1, 2, . . . ,
where H
(1)
z0 = H
′
z0 (see (6.3)). Then there exists a neighborhood v0 of e in G
such that
1. v0H
(k)
z0 ∩ v0H(l)z0 = ∅, k 6= l;
2. if a, b ∈ v0 and a−1b ∈ Hz0, then a−1b ∈ H ′z0.
Proof. Since Hz0 is closed in G, 2. automatically holds provided v0 is a
sufficiently small neighborhood of e in G. To verify 1. we first prove that
there exists a neighborhood v0 with property 2. such that
v0H
′
z0
∩ ( ⋃∞k=2 v0H(k)z0 ) = ∅. (6.29)
If no such neighborhood exists, then for any neighborhood v0 of e, for j =
1, 2, . . ., we can find gj ∈ v0, hj ∈ H ′z0 and gjkj ∈ v0, hjkj ∈ H
(kj)
z0 , kj ≥ 2
such that gj, gjkj → e as j → ∞ and gjhj = gjkjhjkj , j = 1, 2 . . .. Hence
g−1jkjgj = hjkjh
−1
j . The left-hand side g
−1
jkj
gj tends to e as j → ∞ and the
right-hand side hjkjh
−1
j always belongs to Hz0 . Hence hjkjh
−1
j ∈ H ′z0 for
sufficiently large j, so that hjkj ∈ H ′z0. This contradicts hjkj ∈ H
(kj)
z0 for all
kj ≥ 2, verifying (6.29). We now prove that this neighborhood v0 satisfies
1. If not, v0hkH
′
z0 ∩ v0hlH ′z0 6= ∅ for some k 6= l. Then v0(hkH ′z0h−1k ) ∩
v0(hlh
−1
k )(hkH
′
z0
h−1k ) 6= ∅. Since H ′z0 is a normal subgroup of Hz0 , we have
v0H
′
z0
∩ v0(hlh−1k )H ′z0 6= ∅. Since k 6= l we have (hlh−1k )H ′z0 = H(m)z0 for some
m ≥ 2 and H(m)z0 ∩ H ′z0 = ∅ by (6.3). Hence v0H ′z0 ∩ v0H(m)z0 6= ∅, which
contradicts (6.29). Condition 1. is proved. ✷
We consider the quotient space M ′ = G/H ′z0 which is a homogeneous
space with Lie transformation group G which acts transitively on M ′. We
note that M ′ depends on the point z0 in M . The space M
′ has the same
dimension, m−n, as M . We write w0 for the point in M ′ which corresponds
to H ′z0 and we introduce the notation Ĥw0 := H
′
z0
⊂ G. Then we have the
projections
ψ̂w0 : g ∈ G 7→ g(w0) ∈M ′, π̂w0 : g ∈ G 7→ gĤw0 ∈ G/Ĥw0.
Recall we defined hz0 as the Lie subalgebra of X which corresponds to H
′
z0 ; we
now write ĥw0 := hz0 ⊂ X. Thus, Ĥw0 is the connected isotropy subgroup of
G for w0 ∈M ′ whose Lie subalgebra is ĥw0, and a point w in M ′ is identified
with gĤw0 where g(w0) = w.
We consider the mapping
π̂ : gH ′z0 ∈M ′ 7→ gHz0 ∈M.
We remark that π̂ depends on z0 in M . This mapping is well-defined, holo-
morphic and surjective. Note that for any w ∈M ′ and g ∈ G
π̂(gw) = gπ̂(w), π̂−1(gHz0) =
⋃∞
k=1 ghkĤw0 (6.30)
81
with hk ∈ H(k)z0 as in (6.3) since H(k)z0 = hkĤw0 , k = 1, 2, . . . by (6.3).
To verify (6.30), since w = g′H ′z0 for some g
′ ∈ G, we have, by definition,
π̂(gw) = π̂(gg′H ′z0) = gg
′Hz0 = gπ̂(w). This proves the first equality. By
(6.3) we have π̂(gH
(k)
z0 ) = gHz0, so that ∪∞k=1gH(k)z0 ⊂ π̂−1(gHz0). Conversely,
if we take h ∈ G such that π̂(hH ′z0) = gHz0, then we have g−1h ∈ Hz0 =
∪∞k=1H(k)z0 , and hence h ∈ gH(k)z0 for some k. Thus, hH ′z0 ⊂ gH(k)z0 H ′z0 = gH(k)z0 .
Since both sets hH ′z0 and gH
(k)
z0 are irreducible, analytic sets in G of the same
dimension, we have hH ′z0 = gH
(k)
z0 . Thus the reverse inclusion holds, and the
second equality is proved.
Proposition 6.5. The pair (π̂,M ′) gives a normal, unramified cover of M ;
i.e., if z ∈ M , w ∈ π̂−1(z), and γ is a real, one-dimensional curve in M
starting at z, then there exists a unique curve γ′ in M ′ which starts at w and
satisfies π̂(γ′) = γ.
Proof. We use the notation in Proposition 6.4; in particular, v0 is a neighbor-
hood of e in G satisfying the conditions 1 and 2. Let z ∈ M ; thus z = gHz0
for some g ∈ G, or equivalently z = g(z0). Then we have by (6.30)
π̂−1(z) = {wk}k=1,2,... where wk = gH(k)z0 = ghkH ′z0 ∈M ′. (6.31)
Note that {wk}k=1,2,... are isolated in M ′. We define
V := gv0Hz0 and Uk := gv0H
(k)
z0 = gv0hkĤw0 = gv0Ĥw0hk, (6.32)
so that V is a neighborhood of z in M and Uk is a neighborhood of wk in
M ′. It suffices to prove that
π̂−1(V ) =
⋃∞
k=1 Uk a disjoint union;
π̂ : Uk 7→ V is bijective for each k = 1, 2, . . .. (6.33)
The first equality, and the disjointness, follow from 1. in Proposition 6.4. The
surjectivity of π̂ in the second assertion is clear by its definition. To verify
injectivity, it suffices to show that gaHz0 = gbHz0 =⇒ gaH(k)z0 = gbH(k)z0 for
a, b ∈ v0, or, equivalently, since H(k)z0 = hkH ′z0, a−1b ∈ Hz0 =⇒ h−1k (a−1b)hk ∈
H ′z0 . Since H
′
z0 is a normal subgroup of Hz0, this last implication follows from
2. in Proposition 6.4. ✷
We set up some more notation which will be useful in discussing the case
when Hz0 is not connected. For our relatively compact domain D in M ,
we take z0 ∈ D and set D̂ := π̂−1(D) in M ′. Note that D̂ need not be
relatively compact in M ′; moreover, D̂ may be disconnected. However, from
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Proposition 6.5, D̂ has no relative boundary over D; and from (6.33), for w ∈
∂D̂ we have π̂(w) ∈ ∂D. We decompose D̂ into its connected components
D̂j in M
′: D̂ =
⋃∞
j=1 D̂j . We use the convention that D̂1 is the connected
component containing w0. Recalling the notation D
′(z0), D
(i)(z0) in (6.4)
for the connected components of D(z0) in G, we will show in Appendix B
that we have, after possibly relabeling indices,
D̂k = {g(w0) ∈M ′ : g ∈ D(k)(z0)}, k = 1, 2, . . . .
We introduce the notation
λ̂(w) := λ(π̂(w)), w ∈ D̂1. (6.34)
Note that this notation implies that λ̂(w) is related to π̂ : M ′ = G/Ĥw0 7→
M = G/Hz0, but we caution the reader that λ̂(w) is not necessarily the c-
Robin function for D̂1 in M
′. However, since D̂1 is an unramified cover over
D without relative boundary, it follows that −λ̂(w) is, indeed, a plurisub-
harmonic function on the domain D̂1 ⊂M ′ such that for w′ ∈ ∂D̂1 we have
limw→w′ λ̂(w) = −∞. Moreover, if K ⋐ D and we set K̂1 := π̂−1(K) ∩ D̂1,
then λ̂(w) is bounded in K̂1.
We define
X̂w0 := {X ∈ X : [
∂2λ̂(exp tX(w0))
∂t∂t
]|t=0 = 0}. (6.35)
With the notation above, we will show in Appendix B that
X̂w0 = Xz0 = {X ∈ X : exp tX(w0) ∈ D̂1, λ̂(exp tX(w0)) = λ̂(w0), t ∈ C}
and for X ∈ X̂w0 and g ∈ D̂1(w0),
g exp tX(w0) ∈ D̂1, λ̂(g exp tX(w0)) = λ̂(g(w0))
for all t ∈ C. Associated to X̂w0 is the Lie subgroup
Σ̂w0 = {
∏ν
i=1 exp tiXi ∈ G : ν ∈ Z+, ti ∈ C, Xi ∈ X̂w0 }. (6.36)
We now state the main theorem in case Hz is not connected, and then we
make a remark on the roles of the Lie subalgebra X̂w0 of X and Lie subgroup
Σ̂w0 . In assertion (o) in 2 − a. in the theorem below, H′(z0) is the Lie
subgroup of Hz0 studied in Corollary 6.1 ; Σz0 is the connected Lie subgroup
of G corresponding to the Lie subalgebra X0 defined in (6.11), and
Σz0H′(z0) = {sh ∈ G : s ∈ Σz0 , h ∈ H′(z0)}. (6.37)
As mentioned, the proof of the theorem will be deferred to Appendix B.
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Theorem 6.4. Under the same notation as in Theorem 6.3; i.e., M is a
homogeneous space of dimension n and the Lie transformation group G of
dimension m acts transitively on M , assume that the isotropy subgroup Hz
of G for z ∈ M is not connected. Let D be a pseudoconvex domain in M
with smooth boundary. Assume that D is not Stein. Fix z0 ∈ D. Then:
2-a. The subset σz0 = Σz0(z0) of M defined in (6.16) is a parabolic m1-
dimensional non-singular f -generalized analytic set inM passing through
z0 with the following properties:
(o) σz0 ⋐ D; Σz0H′(z0) = D′(z0) ∩ Aut σz0; Σz0H′(z0) is a Lie sub-
group of G which acts transitively on σz0; and
σz0 ≈ Σz0H′(z0)/H′(z0).
(i) There exists a domain K with D ⋐ K ⊂ M such that D(K ) is
foliated by the sets gσz0, g ∈ K ′(z0) (g ∈ D′(z0)) and each such
set gσz0 is relatively compact in K(D ):
K =
⋃
g∈K ′(z0)
gσz0 and D =
⋃
g∈D′(z0)
gσz0 .
(ii) The same result as (ii) in 1-a. of Theorem 6.3 holds.
2-b. Assume that σz0 is closed in M . Then
(o) The same result as (o) in 1-a. of Theorem 6.3 holds.
(i) There exists a complex manifold K0 and a holomorphic map π0 :
K 7→ K0 such that π−10 (ζ) ≈ σz0 (as complex manifolds) for each
ζ ∈ K0; moreover, there exists a Stein domain D0 ⋐ K0 with
smooth boundary such that D = π−10 (D0).
Remark 6.1. We first remark that, as in the connected case, we have
hz0 ( Xz0 ( X
where hz0 is the Lie subalgebra of X corresponding to H
′
z0
and Xz0 = X̂w0
from (6.35). Also, in the proof of Theorem 6.4 the connected Lie subalgebra
Xz0 = X̂w0 of X defined by (6.35) and the connected Lie subgroup Σz0 = Σ̂w0
of G which corresponds to Xz0 will play essential roles. In the special cases
when Hz0 ⊂ Σz0 and Σz0 is closed inG, we will see from the proof that 2−b. in
Theorem 6.4 implies that K =M ; K0 = G/Σz0 (hence K0 is a homogeneous
space); π0 : gH0 ∈ M 7→ gΣz0 ∈ K0; and D0 is a Stein domain in K0 with
smooth boundary. That is, in this case, the result is the same as in 1− b. of
Theorem 6.3.
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This special case described in Remark 6.1 occurs whenM is a special Hopf
manifold; we now turn our attention to this case. We let (Cn)∗ := Cn \ {0}
and we fix α ∈ C with |α| 6= 1. For z, z′ ∈ (Cn)∗, we define the following
equivalence relation in (Cn)∗:
z ∼ w iff w = αk z for some integer k.
We consider the following space:
Hn = (Cn)∗/ ∼, (6.38)
this is an n-dimensional compact manifold. The space Hn is called a special
Hopf manifold. We write [z] ∈ Hn to denote the equivalence class of a point
z = (z1, . . . , zn) ∈ (Cn)∗. In case n = 1, H1 is the usual one-dimensional
complex torus Tα. The space Hn clearly has the following property.
Proposition 6.6.
1. The group GL(n,C) is a Lie transformation group of Hn and acts
transitively on Hn; i.e., Hn, equipped with the Lie group GL(n,C), is
a homogeneous space.
2. We have the canonical projection π0 : [z1, . . . , zn] ∈ Hn 7→ [z1 : . . . :
zn] ∈ Pn−1 such that π−10 (ζ) ≈ Tα for each ζ ∈ Pn−1.
We write O := [(1, 0, . . . , 0)] ∈ Hn and call O the base point of Hn. Then
the isotropy subgroup H0 of GL(n,C) for O is
H0 =
{

αk (∗)
0
... A
0
 ∈ GL(n,C) : k ∈ Z, (∗) ∈ Cn−1, det A 6= 0},
which is closed but not connnected in GL(n,C). We let H ′0 denote the
connected component of H0 which contains the identity In in GL(n,C), i.e.,
H ′0 =
{

1 (∗)
0
... A
0
 ∈ GL(n,C) : (∗) ∈ Cn−1, det A 6= 0}.
Therefore,
Hn ≈ GL(n,C)/H0 = {gH0 : g ∈ GL(n,C)}.
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To be precise, let
g =
 g11 . . . g1n... . . . ...
gn1 . . . gnn
 ∈ GL(n,C). (6.39)
Let g := (g11, . . . , gn1) ∈ (Cn)∗ denote the first column vector of g. Then the
mapping
α0 : gH0 ∈ GL(n,C)/H0 → g(O) = [g] ∈ Hn
is bijective.
For local coordinates in a neighborhood V of the base point O we can
take 
1 + t1
t2 1
...
. . .
tn 1
 , |ti| < ρ, i = 1, . . . , n,
where the missing entries are all 0. Equivalently, let U := {t = (t1, . . . , tn) ∈
Cn : |ti| < ρ} where the base point O of Hn corresponds to the origin
0 of Cn. That is, let g ∈ GL(n,C) in (6.39) be close to the identity In.
Corresponding to gH0 ∈ Hn the point t(g) := (g11 − 1, g21, . . . , gn1) ∈ Cn,
is close to (0, 0, . . . , 0). We have (i) if g1H0 6= g2H0 for g1, g2 ∈ V , then
t(g1) 6= t(g2); (ii) given t′ ∈ U , we can find g ∈ GL(n,C) close to In with
t(g) = t′. We call the local coordinates t at O the standard local coordinates
at O in Hn.
We consider the Lie algebra X consisting of all left-invariant holomorphic
vector fields X on GL(n,C). We identify X with Mn(C), the set of all
n × n square matrices, as follows: to X = (λij) ∈ Mn(C) we associate a
left-invariant holomorphic vector field vX on GL(n,C) via, for g = (xij) ∈
GL(n,C),
vX(g) :=
n∑
i,j=1
λijXij(g), where Xij(g) =
n∑
k=1
xki
∂
∂xkj
. (6.40)
Hence we identify the vector field vX on GL(n,C) with the matrix X = (λij)
in Mn(C) as additive groups. The integral curve CX for vX with initial value
In is given by
CX = {exp tX ∈ GL(n,C) : t ∈ C},
and the integral curve of vX with initial value g ∈ GL(n,C) is given by
g CX ∈ GL(n,C).
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We let h0 denote the corresponding Lie subalgebra for H
′
0, so that
h0 =
{ 0... A
0
 ∈Mn(C) : A ∈Mn, n−1(C)}, (6.41)
where Mn, n−1(C) denotes the set of all n× (n− 1)-matrices. We have
H ′0 = {
∏ν
i=1 exp tiXi ∈ GL(n,C) : ν ∈ Z+, ti ∈ C, Xi ∈ h0}.
Theorem 6.5. Let D ⋐ Hn be a pseudoconvex domain with smooth boundary
which is not Stein. Then there exists a Stein domain D0 in Pn−1 with smooth
boundary such that D = π−10 (D0).
Proof. We may assume D contains the base point O. Following Theorem
6.4 for such domains D in a homogeneous space, we fix a Ka¨hler metric ds2
on G = GL(n,C) and a strictly positive C∞ function c on G and we consider
the c-Robin function λ([z]) for D. Define the following subset of the Lie
algebra X = Mn(C):
X0 = {X ∈ X : [∂
2λ(exp tX(O))
∂t∂t
]|t=0 = 0}.
Under our assumptions for D we showed that X0 is a Lie subalgebra of X
with
h0 $ X0 $ X (6.42)
(recall (6.12) and Remark 6.1). Fix X ∈ X0 \ h0. We may assume that X is
of the form
X =
 c1... (∗)
cn
 ∈Mn(C),
where some ci 6= 0, i = 1, . . . , n, and (∗) is a matrix in Mn, n−1(C). We show
that
cj = 0, j = 2, . . . , n. (6.43)
We verify (6.43) by contradiction. Thus we assume that some cj 6= 0, j =
2, . . . , n. Take any Y ∈ h0 of the form Y = (0, . . . , 0,y, 0, . . . , 0), where 0
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is the zero n-colmun vector and y is an n-column vector in the j-th column.
An elementary calculation yields
[X, Y ] =
 −y1cj... (0)
−yncj
+ Y ′,
where (0) is the zero matrix in Mn,n−1(C) and Y ′ ∈ h0. Recall that X0 is a
Lie subalgebra of X with h0 ⊂ X0. Since the points yj, j = 1, . . . , n, can be
arbitrarily chosen in C, if cj 6= 0 it follows that X0 = X. This contradicts
(6.42), which proves (6.43).
We thus see that if X0 6= h0, then, dimX0 = 1 + n(n− 1) and
X0 =
{

x
0
... (∗)
0
 : x ∈ C, (∗) ∈Mn,n−1(C)}.
To complete the proof of the theorem we let Σ0 denote the integral manifold
for X0 in GL(n,C):
Σ0 = {
∏ν
i=1 exp tiXi ∈ GL(n,C) : ν ∈ Z+, ti ∈ C, Xi ∈ X0},
so that
Σ0 =
{

a (∗)
0
... A
0
 : a ∈ C∗; (∗) ∈ Cn−1, A ∈ GL(n− 1,C)}.
Hence Σ0 is a closed Lie subgroup of GL(n,C) with H0 ⊂ Σ0. Moreover,
writing tO for the transpose of the row vector O = [(1, 0, . . . , 0)],
σ0 := ψ0(Σ0) = Σ0(
tO) = { [(a, 0, . . . , 0)] ∈ Hn : a ∈ C∗ },
which coincides with the torus Tα. Since GL(n,C)/Σ0 = Pn−1 and the pro-
jection gH0 7→ gΣz0 from Hn to Pn−1 mentioned in Remark 6.1 coincides with
π0 in 2. of Proposition 6.6, Theorem 6.5 follows from Remark 6.1 (taking
K = Hn and K0 = Pn−1). ✷
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7 Flag space
In this section, we apply 1 − b. in Theorem 6.3 to the flag space Fn to
determine all pseudoconvex domains D ⋐ Fn with smooth boundary which
are not Stein (see Theorem 7.1). There are few known results on the Levi
problem in Fn (cf., Y-T. Siu [14], K. Adachi [1]). By definition, the flag space
Fn is the set of all nested sequences
z : {0} ⊂ F1 ⊂ . . . ⊂ Fn−1 ⊂ Cn, (7.1)
where Fi, i = 1, . . . , n − 1 is an i-dimensional vector subspace of Cn. We
describe the structure of Fn as a homogeneous space. Given A = (aij) ∈
GL(n,C) we shall define an isomorphism A of Fn. Consider the linear trans-
formation of Cn given by
A :
Z1...
Zn
 =
a11 · · · a1n... . . . ...
an1 · · · ann

z1...
zn
 .
For z ∈ Fn as in (7.1), we then define A(z) ∈ Fn via
A(z) : {0} ⊂ A(F1) ⊂ A(F2) ⊂ A(Fn−1) ⊂ Cn. (7.2)
In this way GL(n,C) acts transitively on Fn; i.e., Fn is a homogeneous space
with Lie transformation group GL(n,C).
We fix the following point O in Fn:
O : {0} ⊂ F 01 ⊂ F 02 ⊂ · · · ⊂ F 0n−1 ⊂ Cn,
where
F 0i : zi+1 = · · · = zn = 0, i = 1, . . . , n− 1.
We call O the base point of Fn. The isotropy subgroup H0 of GL(n,C) for
the point O is the set of all upper triangular non-singular matrices:
H0 =


a11 a12 · · · a1n
0 a22 · · · a2n
. . .
. . .
0 0 0 ann
 ∈ GL(n,C)
 .
In particular, H0 is connected in GL(n,C) and dimH0 =
n(n+1)
2
. Since
Fn ≈ GL(n,C)/H0, the flag space Fn is a compact manifold with dimFn =
N := n(n−1)
2
.
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For local coordinates of a neighborhood of the base point O in Fn we can
take 
1
. . . 0
tij
. . .
1
 , tij ∈ C, 1 ≤ j < i ≤ n− 1,
where the point O corresponds to the identity I in GL(n,C). Equivalently
t = (t21, t31, . . . , tn1; t32, . . . , tn2; . . . ; tnn−1)
≡ (t1; t2; . . . ; tn−1) ∈ CN
where tj, j = 1, . . . , n − 1 is an (n − j)-column vector and the base point
O corresponds to the origin 0 in CN . We call these local coordinates the
standard local coordinates at O.
For any A = (aij) ∈ GL(n,C) which is sufficiently close to I, each sub-
space A(F 0k ), k = 1, . . . , n− 1, in (7.2) can be written as
A(F 0k ) :

Zk+1 = α
(k)
k+11Z1 + · · · + α(k)k+1kZk
...
...
...
Zn = α
(k)
n 1 Z1 + · · · + α(k)n k Zk,
(7.3)
where α
(k)
k+11 · · · α(k)k+1k
...
. . .
...
α
(k)
n 1 · · · α(k)n k
 =
 ak+11 . . . ak+1k... . . . ...
an 1 . . . an k

 a11 · · · a1 k... . . . ...
ak 1 · · · ak k

−1
≡ Akn−k A−1k .
We call (7.3) the canonical representation of the k-dimensional vector space
A(F 0k ). Using the standard local coordinates t, we let
γ := (γ21, . . . , γn1; γ32, . . . , γn2; . . . ; γnn−1)
denote the point A(O) in Fn. Then γk+1k...
γnk
 =
 α
(k)
k+1k
...
α
(k)
n k
 , k = 1, . . . , n− 1, (7.4)
which is equal to the k-column vector determined by the coefficients of the
variable Zk in the canonical representation (7.3) of A(F
0
k ).
90
Recall that Mn(C) denotes the set of all n× n-matrices with coefficients
in C and we associate X = (λij) ∈ Mn(C) to a left-invariant holomorphic
vector field vX on GL(n,C) as in (6.40): for g = (xij) ∈ GL(n,C),
vX(g) :=
n∑
i,j=1
λijXij(g), where Xij(g) =
n∑
k=1
xki
∂
∂xkj
.
Then CX = {exp tX ∈ GL(n,C) : t ∈ C} is the integral curve of vX with
initial value I and ACX ∈ GL(n,C) is the integral curve of vX with initial
value A ∈ GL(n,C).
This identification of left-invariant holomorphic vector fields and matri-
ces will be heavily utilized. Also, unless otherwise stated, in the matrices
occurring in this section all missing entries are 0.
Lemma 7.1.
1. Let X = (λij) ∈Mn(C) and let CX(O) := {(exp tX)(O) ∈ Fn : t ∈ C}
be an analytic curve passing through the base point O at t = 0. Then the
tangent vector of CX(O) at O, in terms of the standard local coordinates
t at O, has the form
(λ21, λ31, . . . , λn1;λ32, . . . , λn2; . . . ;λnn−1).
2. Let X = (λij) ∈ Mn(C) and let X ′ ∈Mn(C) be the matrix
X ′ :=

0
λ21 0
λ31 λ32 0
...
...
. . .
. . .
λn1 λn2 · · · λnn−1 0
 .
For any A ∈ H0, the direction of the analytic curve A exp tX(O) at O
in Fn is equal to that of the curve A exp tX ′(O).
Proof. We have
exp tX =
 1 + λ11t · · · λ1nt... . . . ...
λn1t · · · 1 + λnnt
 +O(t2).
In terms of the standard local coordinates at O, we write
r(t) := (r1(t); r2(t); . . . ; rn−1(t))
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for the point exp tX(O) in Fn. Fix 1 ≤ k ≤ n−1. Following (7.4) we consider
the (n− k, k)-matrix Akn−k(t) and (k, k)-matrix Ak(t)−1 for A(t) = exp tX :
Akn−k(t) =
 λk+11t · · · λk+1 kt... . . . ...
λn1t · · · λnkt
 ,
Ak(t)
−1 =
 1 + λ11t · · · λ1kt... . . . ...
λk1t · · · 1 + λkkt

−1
≡ (d(k)1 (t), . . . ,d(k)k (t)),
where each d
(k)
j (t) j = 1, . . . , k is a k-column vector. We then have
trk(t) = A
k
n−k(t) d
(k)
k (t) +O(t
2),
so that
[ d
dt
trk(t)
]|t=0 = (Akn−k)′(0) d(k)k (0) = (Akn−k)′(0)

0
...
0
1
 =

λk+1k
...
λn−1k
λnk
 ,
which proves 1.
To prove 2. we write X = (λij) ∈Mn(C) and A = (aij) ∈ H0. We denote
by v := (v1 ;v2 ; · · · ;vn−1) and v′ := (v′1 ;v′2 ; · · · ;v′n−1) the directions
of the curves A exp tX(O) and A exp tX ′(O) at O in Fn. Following (7.4), for
k = 1, . . . , n− 1 we have
tvk =

∑n
i=k+1 ak+1 iλi1, . . . ,
∑n
i=k+1 ak+1 iλik∑n
i=k+2 ak+2 iλi1, . . . ,
∑n
i=k+2 ak+2 iλik
...
. . .
...
annλn1, . . . annλnk


a
(k)
1k
a
(k)
2k
...
a
(k)
kk
 , (7.5)
where the k-column vector in the right-hand side is the kth column vector of
the inverse matrix of (aij)i,j=1,...k. Hence, vk does not depend on λij for (i, j)
satisfying 1 ≤ i ≤ j ≤ n, so that vk = v′k. Thus 2. is proved. ✷
We define generalized flag spaces FMn . Let
M := (m1, · · · , mµ) (7.6)
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be a fixed, finite sequence of positive integers with 1 ≤ mj ≤ n and m1 +
· · ·+mµ = n. Set nj := m1 +m2 + . . .+mj for j = 1, . . . , µ, and consider a
nested sequence ζ of vector spaces in Cn
ζ : {0} ⊂ Sn1 ⊂ Sn2 ⊂ · · · ⊂ Snµ−1 ⊂ Cn,
where Snj , j = 1, . . . , µ − 1, is an nj-dimensional vector space. Let FMn
denote the set of all such sequences ζ . We call Fmn the M-flag space in
Cn. In particular, FMn coincides with Fn if µ = n. Clearly GL(n,C) acts
transitively on FMn . We fix the following point in FMn as the base point:
OM : Snj = {znj+1 = . . . = zn = 0}, j = 1, . . . , µ− 1.
Thus the isotropy subgroup HM0 of GL(n,C) for O
M is the set of all matrices
h1 (∗) (∗)
0 hj (∗)
0 0 hµ

where hj ∈ GL(mj ,C), j = 1, . . . , µ. Hence
(i) FMn ≈ GL(n,C)/HM0 ;
(ii) H0 ⊂ HM0 and HM0 /H0 ≈ Fm1 × · · · × Fmµ , where Fmj is the usual
flag space in Cmj ;
(iii) there exists a holomorphic projection πM : gH0 ∈ Fn 7→ gHM0 ∈ FMn ,
such that
(πM)
−1(ζ) ≈ Fm1 × · · · × Fmµ , ζ ∈ FMn .
Our main result is the following.
Theorem 7.1. Let D ⋐ Fn be a pseudoconvex domain with smooth boundary
which is not Stein. Then there exists a unique sequence M = (m1, . . . , mµ)
with 1 < µ < n and a Stein domain D0 ⋐ FMn with smooth boundary such
that D = (πM)
−1(D0).
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To prove the theorem, we isolate the main ingredient, Lemma 7.2. To
specialists in Lie theory, this is the statement that any parabolic Lie subgroup
of GL(n,C) containing the Borel Lie subgroup H0 must be of the formH
(M)
0 ∩
GL(n,C) whereM is defined in (7.6). We give an elementary proof accessible
to non-specialists. We first introduce some useful notation. For 1 ≤ m ≤ n−1
and q = n−m ≥ 1,
On or O (resp. Oq) = the base point of Fn (resp. Fq);
Mq(C) = the set of all q × q square matrices;
Iq = the identity inMq;
Mm,q(C) = the set of all m× q matrices;
H
(q)
0 = the set of all upper triangular matrices in Mq(C);
M (m,n) =
{(
X Y
0 0
)
∈Mn(C) : X ∈Mm(C), Y ∈Mm,q(C)
}
,
and, for an element Xq ∈Mq(C) and a subset X(q) ⊂Mq(C),
ωn(Xq) =
(
0 0
0 Xq
)
∈Mn(C);
ωn(X
(q)) = {ωn(Xq) ∈Mn(C) : Xq ∈ X(q)}.
We note that from (6.40), the Lie subalgebra H0 of X which corresponds
to the isotopy group H0 of GL(n,C) for the identity I can be written as
H0 = {vX ∈ X : X ∈ H(n)0 }. We identify H0 with H(n)0 just as we identify X
with Mn(C). Then H0 = H
(n)
0 ∩GL(n,C).
Lemma 7.2. Let X0 ⊂Mn(C) have the following two properties:
(a) X0 is a Lie subalgebra of Mn(C) with H
(n)
0 ⊂ X0;
(b) let X ∈ X0 and A ∈ H0. Then any Y ∈Mn(C) which satisfies[dA exp tX(On)
dt
]|t=0 = [d exp tY (On)
dt
]∣∣
t=0
(7.7)
belongs to X0.
Assume H
(n)
0 ( X0 (Mn(C). Then there exist a unique integer m, 1 ≤ m ≤
n− 1, and a unique subset X(q)0 ⊂Mq(C) where q = n−m ≥ 1 such that
(1) X
(q)
0 satisfies propeties (a) and (b) with n replaced by q;
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(2) X0 =M
(m,n) + ωn(X
(q)
0 ).
Remark 7.1. According to T. Morimoto (private communication), condi-
tion (a) implies condition (b). We include (b) as a hypothesized property to
maintain the elementary character of the proof of the lemma. Note that (b)
is very similar in content with 2. of Lemma 6.4.
Proof. The uniqueness is clear. To verify the existence of X
(q)
0 satisfying (1)
and (2) we divide the proof into seven short steps. For 1 ≤ k ≤ ν ≤ n we
write Xν1 ∈ Mn(C) for the matrix whose (ν, 1)-entry is 1 and whose other
entries are all 0.
1st step. Fix ν with 2 ≤ ν ≤ n. If Xν1 ∈ X0, then X0 contains all matrices
of the form
Y(a2,...,aν) =

0
a2
...
aν

, aj ∈ C, j = 2, . . . , ν,
where the missing entries are all 0.
Proof. Let aj ∈ C, j = 1, . . . , ν with aν 6= 0. We consider
A =

1 a1
. . .
...
1 aν−1
aν
In−ν

∈ H0.
We let
a(t) := (a1(t); a2(t); . . . ; an−1(t))
represent the point A exp tXν1(O) in Fn in terms of the standard local coor-
dinates at O. Then we have by (7.4)
a1(t) =
1
1 + a1t
(a2t, . . . , aν−1t, aνt, 0, . . . , 0);
aj(t) = (0, . . . , 0), j = 2, . . . , n− 1.
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It follows that the direction of the curve A exp tXν1(O) at O in Fn is
v = (a2, . . . , aν , 0, . . . , 0; 0, . . . , 0; . . . ; 0).
From 1. in Lemma 7.1 the curve exp tY(a2,...,aν)(O) at O in Fn has the same
direction v. Since Xν 1 ∈ X0, it follows from property (b) in Lemma 7.2 that
Y(a2,...,aν) ∈ X0. This proves the 1st step in the case where aν 6= 0. Suppose
now aν = 0. From the previous case, we have Y(a2,...,aν−1,ε) ∈ X0 for any
ε ∈ C \ {0}. Since X0 is a vector subspace of Mn(C), letting ε → 0 we see
that the 1st step is true for aν = 0. ✷
2nd step. Fix ν with 2 ≤ ν ≤ n. If Xν1 ∈ X0, then X0 contains all
matrices of the form
Z(a1,...,aν−1) =

0
0
. . .
0
a1 a2 · · · aν−1 0 · · · 0
. . .
0

.
Proof. It suffices to prove Z(1,a2,...,aν−1) ∈ X0 for any a2, . . . , aν ∈ C. We
consider
A =

1 −a2 . . . −aν
1
. . .
1
In−ν

∈ H0.
We let
a(t) := (a1(t); a2(t); . . . ; an−1(t))
denote the point A exp tXν1(O) in Fn in terms of the standard local coordi-
nates at O. Then we have by (7.4)
aj(t) =
1
1− aνt (0, . . . , 0, ajt, 0, . . . , 0), j = 1, 2, . . . , ν − 1,
where we set a1 = 1 and ajt is located in the (ν − j)-th slot. For ν ≤ j ≤ n
we have aj(t) = (0, . . . , 0). It follows that the direction v of the analytic
curve A exp tXν1(O) at O in Fn is
v = (0, . . . , 0, a1, 0, . . . , 0; · · · ; 0, . . . , 0, aν−1, 0, . . . , 0; 0, . . . , 0; · · · ; 0).
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From 1. in Lemma 7.1 and (b) in Lemma 7.2 we have Z(1,a2,...,aν−1) ∈ X0. ✷
Let 1 ≤ k < ν ≤ n and write Xν k ∈ Mn(C) for the matrix whose (ν, k)-
entry is 1 and whose other entries are all 0. By the 1st and 2nd steps we
have:
Xν1 ∈ X0 implies Xij ∈ X0, 1 ≤ j < i ≤ ν. (7.8)
3rd step. Fix ν with 2 ≤ ν ≤ n. Assume that X0 contains a matrix of
the form
Yν =

0
a2 0
a3 0 all (0)
...
. . .
aν−1 0
1 (∗) 0
0 0
...
. . .
0 0

(7.9)
where the (n−2)(n−1)
2
entries (∗) are complex numbers. Then X0 contains a
matrix of the form
Y ∗ν =

0
0 0
0 0 all (0)
...
. . .
0 0
1 (⋆) 0
0 0
...
. . .
0 0

(7.10)
where the (ν, 1)-entry is 1 and the entries (⋆) are complex numbers (i.e., Y ∗ν
is a matrix of the same form as Yν but with the entries a2 = · · · = aν−1 = 0).
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Proof. We consider
A =

1 0
1 −a2
1 −a3
1
...
. . . −aν−1
1
1
. . .
1

∈ H0.
Then the direction v of the curve A exp tYν(O) at O is of the form
v = (0, . . . , 0, 1, 0 . . . , 0; b32, . . . bn2; . . . ; bnn−1)
where bij , 2 ≤ j < i ≤ n are complex numbers. From 1. in Lemma 7.1 and
(b) in Lemma 7.2, Y ∗ν in (7.10) for (⋆) = (bij) belongs to X0. ✷
4th step. Fix ν with 2 ≤ ν ≤ n. If X0 contains at least one matrix
Y ∗ν ∈Mn(C) of the form (7.10), then Xν 1 ∈ X0.
Proof. We set (⋆) = (aij), 2 ≤ j < i ≤ n − 1 in Y ∗ν in (7.10). For a given
sequence
{M; ε} : M2 ≫ . . .≫Mν−1 ≫ 1≫ ε1 ≫ . . .≫ εn−ν > 0,
we consider the diagonal matrix
A = A(M; ε) =

1
M2
. . .
Mν−1
1
ε1
. . .
εn−ν

∈ H0.
(7.11)
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By direct calculation, A exp tY ∗ν is equal to
1
0 M2
0 M3a32t M3 all (0)
...
...
...
. . .
0 Mν−1aν−1 2t Mν−1aν−1 3t · · · Mν−1
t aν2t aν3t · · · aνν−1t 1
0 ε1aν+12t ε1aν+13t · · · ε1aν+1ν−1t ε1aν+1νt ε1
...
...
. . . all (0)
...
... εn−ν−1
0 εn−νan2t εn−νan3t · · · · · · εn−νann−1t εn−ν

up to terms of order O(t2). We write
v = (v1; v2; . . . : vν ; . . . , : vn−1)
for the direction of A exp tY ∗ν (O) atO. Using (7.4) we have v1 = (0, . . . , 0, 1, 0, . . . , 0),
where 1 is in the (ν − 1)-st slot. We also have
v2 =
1
M2
(M3a32, . . . ,Mν−1aν−1 2, aν2, ε1aν+1, 2, . . . , εn−νan2).
Thus by taking
M2 ≫ M3, . . . ,Mν−1, ε1, . . . , εn−ν > 0
we can make v2 as close to the (n− 2)-row vector 0 as we like.
Similar results hold for vj, j = 3, . . . , ν − 1; i.e., by taking
Mj ≫Mj+1, . . . ,Mν−1, ε1, . . . , εn−ν > 0,
we can make vj as close to the (n− j)-row vector 0 as we like. We have
vν = (ε1aν+1 ν , . . . , εn−νanν);
thus by taking
1≫ ε1, . . . , εn−ν > 0,
we can make vν as close to the (n− ν)-row vector 0 as we like. We have
vν+1 =
1
ε1
(ε2aν+2 ν+1, . . . , εn−νanν+1)
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Thus by taking
ε1 ≫ ε2, . . . , εn−ν > 0,
we can make vν+1 as close to the (n− ν − 1)-row vector 0 as we like.
Similar results hold for vj , j = ν + 2, . . . , n − 1. For example, for vn−1,
we have vn−1 =
1
εn−ν−1
εn−νann−1, so that, by taking εn−ν−1 ≫ εn−ν > 0 we
make vn−1 as close to the complex number 0 as we like.
Therefore by taking
{M; ε} : M2 ≫ . . .≫Mν−1 ≫ 1≫ ε1 ≫ . . .≫ εn−ν > 0
and considering A = A(M; ε) ∈ H0 as in (7.11), the direction v of A exp tY ∗ν (O)
at O in Fn can be made as close to
U := (0, . . . , 0, 1, 0, . . . 0; 0, . . . , 0; · · · ; 0).
as we like. Since U is the direction of exp tXν 1(0) at t = 0, it follows from
1. in Lemma 7.1 and (b) in Lemma 7.2 that Xν 1 ∈ X0. ✷
As the integer m in Lemma 7.2 we take
m := max
X∈X0
[max {i : each (j, 1)-entry of X with j > i is 0 } ] .
Since H
(n)
0 ( X0 we have m ≥ 2; on the other hand, from the 4th step, we
have m ≤ n− 1.
5th step. The number m has the following properties:
(i)
{( Xm 0
0 0
)
∈Mn(C) : Xm ∈ Mm(C)
}
+ H
(n)
0 ⊂ X0;
(ii) for any X ∈ X0, each (i, j)-entry with m+ 1 ≤ i ≤ n; 1 ≤ j ≤ m is 0.
Proof. By the 3rd and the 4th steps we have Xm1 ∈ X0; then (7.8) implies
assertion (i). We shall prove (ii) by contradiction. Assume that there exists
A = (aij) ∈ X0 with ai0j0 6= 0 for some m + 1 ≤ i0 ≤ n; 1 ≤ j0 ≤ m. Since
1 ≤ j0 ≤ m, it follows from (i) that Xj0 1 ∈ X0. Now X0 is a Lie subalgebra
of Mn(C); thus X0 contains the Lie bracket [A,Xj0]. A calculation shows
that the (i0, 1)-entry of [A,Xj0] is equal to ai0j0 6= 0. Since i0 > m, this
contradicts the definition of m. ✷
Note that we only used the fact that X0 is closed under Lie brackets and
the structure of H0 in the proof of Lemma 7.2. We set q = n − m ≥ 1 and
we consider Cn = Cm× Cq.
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6th step. We define
X
(q)
0 := {Yq ∈ Mq(C) : ωn(Yq) ∈ X0}. (7.12)
Then X
(q)
0 satisfies (1) in Lemma 7.2; i.e., X
(q)
0 satisfies propeties (a) and (b)
with n replaced by q.
Proof. Property (a) with n replaced by q clearly holds. To prove (b), let
Xq ∈ X(q)0 , Aq ∈ H(q)0 ∩GL(q,C) and let Yq ∈Mq(C) satisfy[dAq exp tXq(Oq)
dt
]|t=0 = [d exp tYq(Oq)
dt
]|t=0. (7.13)
To prove our claim that Yq ∈ X(q)0 , we first write
V := (v1 ; v2 ; · · · ; vq−1) and vk = (vk+1 k, . . . , vq k), 1 ≤ k ≤ q − 1,
for the direction of the curve Aq exp tXq(Oq) at Oq in Fq in terms of the
standard local coordinates t ∈ CQ. Here Q = q(q−1)
2
. If we set
Y ′q :=

0
v21 0
v31 v32 0
...
...
. . .
. . .
vq1 vq2 · · · vq q−1 0
 ∈Mq(C),
then 1. in Lemma 7.1 with n replaced by q together with (7.13) implies
Yq = Y
′
q +B
∗
q for some B
∗
q ∈ H(q)0 .
We next consider
X := ωn(Xq) ∈ Mn(C), A :=
(
Im 0
0 Aq
)
∈ H0,
so that X ∈ X0. By (7.5), the direction of the curve A exp tX(O) at O in
Fn is
U = (0n−1; . . . ; 0n−m; v1; v2; . . . ;vq−1),
where 0k is the zero k-row vector. It follows from 1. in Lemma 7.1 and (b)
in Lemma 7.2 that ωn(Y
′
q ) ∈ X0. Consequently, ωn(Yq) = ωn(Y ′q + B∗q ) =
Y ′ + ωn(B
∗
q ) ∈ X0, which is what we needed to show. ✷
7th step. Property (2) in Lemma 7.2 holds for X
(q)
0 defined in (7.12).
Proof. Let X ∈ X0. By (ii) in the 5th step, X is of the form
X =
(
Xm Xmq
0 Xq
)
, Xm ∈Mm(C), Xmq ∈Mm,q(C), Xq ∈Mq(C).
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Since X0 is a vector subspace of Mn(C), it follows from (i) in the 5th step
that ωn(Xq) ∈ X0; thus Xq ∈ X(q)0 and X ∈ M (m,n) + ωn(Xq), so that X0 ⊂
M (m,n) + ωn(X
(q)
0 ). The reverse inclusion follows from (i) of the 5
th step and
the definition of X
(q)
0 . The 7
th step, and Lemma 7.2, are proved. ✷
Proof of Theorem 7.1. It suffices to prove the theorem under the
assumption that D contains the base point O in Fn. We consider the c-
Robin function Λ(z) for D and define
X0 := {X ∈Mn(C) :
[∂2Λ(exp tX(O))
∂t∂t
]|t=0 = 0}.
We see from the assumption for D and Remark 6.1 that H
(n)
0 ( X0 (Mn(C).
Using 1. and 2. in Lemma 6.4 for general homogeneous spaces we see that X0
satisfies properties (a) and (b) in Lemma 7.2. Using Lemma 7.2 inductively,
we can find M = (m1, · · · , mµ) with 1 < µ < n such that X0 is the subset
H
(M)
0 of Mn(C) which consists of all matrices of the form
hm1 (∗) (∗)
0 hmj (∗)
0 0 hmµ

,
where hmj ∈ Mmj (C), j = 1, . . . , µ, and each (∗) is an arbitrary element
in the corresponding space Mmj ,mk(C) (here mj < mk). It follows that
the integral manifold Σ0 of the Lie subalgebra X0 passing through O in
GL(n,C), i.e., the connected Lie subgroup of GL(n,C) corresponding to X0,
is H
(M)
0 ∩ GL(n,C) and hence it is equal to the isotropy subgroup HM0 of
GL(n,C) at the identity I for the generalized flag space FMn . Thus, for the
flag space Fn, the space M0 := GL(n,C)/Σ0, which was considered in the
proof of Theorem 6.3 for general homogeneous spaces, coincides with the
space FMn . Consequently, the projection π0 and the analytic set σ ⋐ D ⊂M
defined in 1 − b. in Theorem 6.3 coincide with the projection πM : AH0 ∈
Fn → AΣ0 = AHM0 ∈ FMn (where A ∈ GL(n,C)) and the analytic set
HM0 /H0 ⋐ D ⊂ Fn. Therefore, π−1M (ζ) ≈ πM−1(OM) = HM0 /H0 ≈
∏µ
j=1Fmj
for ζ ∈ FMn . Using 1 − b. in Theorem 6.3, there exists a Stein domain
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D0 ⋐ FMn with smooth boundary such that D = π−1M (D0). Theorem 7.1 is
completely proved. ✷
The following remark is from T. Ueda. Consider two generalized flag
spaces FMn and FLn in Cn, where M = (m1, . . . , mµ), L = (l1, . . . , lν), µ > ν,
and
l1 = m1 +m2 + . . .+mj1 , . . . , lν = mjν−1+1 + . . .+mµ.
We introduce the notation M ≺ L for this situation. Then we have the
canonical projection
πM
L
: gHM0 ∈ FMn 7→ gHL0 ∈ FLn ,
where HM0 is the isotropy subgroup of G for FMn at the base point OM. Thus,
for each z ∈ FLn ,
(πM
L
)−1(z) ≈ FM1l1 × . . .×FMνlν as complex manifolds,
where Mk = (mjk+1, . . . , mjk), k = 1, 2, . . . , ν. If M = (1, . . . , 1), i.e., FMn =
Fn, we simply write πML = πL.
We have the following result.
Corollary 7.1. Let D be a pseudoconvex domain with smooth boundary in
FMn which is not Stein. Then there exists a unique L such that M ≺ L and a
Stein domain D0 in FLn with smooth boundary such that D = (πML )−1(D0) =
D.
Proof. We assume that the base point OM of FMn is contained in D. Define
D˜ := (πM)
−1(D) ⊂ Fn. Then D˜ is a pseudoconvex domain with smooth
boundary in Fn. We consider the c-Robin function λ(z) for D˜ and define
X0 = {X ∈ X :
[∂2λ(exp tX(O))
∂t∂t
]|t=0}
where O is the base point of Fn and X is the Lie algebra consisting of all
left-invariant holomorphic vector fields on Fn. Let Σ be the Lie subgroup
of GL(n,C) which corresponds to X0. Finally, let gM0 be the Lie subal-
gebra corresponding to HM0 ⊂ GL(n,C). Since λ = const. on the fiber
(πM)
−1(OM), we have gM0 ⊂ X0 (we identify both sets as subsets of Mn(C)).
Hence HM0 ⊂ Σ(O). Fix ζ ∈ D and take a point z ∈ (πM)−1(ζ). Then
λ̂(ζ) := λ(z)
is well-defined and −λ̂ is a plurisubharmonic exhaustion function onD. Since
D is not Stein, there exists ζ0 ∈ D and a direction a ∈ CN \ {0} (here
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N = dim FMn ) such that
[∂2bλ(ζ+at)
∂t∂t
]|t=0 = 0. Thus if we take z0 ∈ (πM)−1(ζ0),
then
[∂λ(ζ0+a′t)
∂t∂t
]|t=0 = 0 where πM(ζ0 + a′t) = z0 + at. If we take X ∈ X
such that
[d exp tX(O)
dt
]|t=0 = a′, then X ∈ X0 \ gM0 . It follows from the proof
of Theorem 7.1 that there exists L with M ≺ L and a Stein domain D0
with smooth boundary in FLn such that D˜ = (πL)−1(D0). Since M ≺ L, it
follows from the definition of D˜ that πM
L
= πL| eD ◦ (πM)−1|D is well-defined;
πM
L
: D 7→ D0 is surjective; and D = (πML )−1(D0), as claimed. ✷
T. Ueda has another proof of this corollary following ideas in the paper
[1] (which is based on [19]).
8 Appendix A
We discuss the three point property and the spanning property for projective
space, Grassmannian manifolds, and flag spaces. Our first observation is
elementary:
1. Projective space M = Pn with Lie transformation group G = GL(n,C)
satisfies the three point property.
On the other hand, we have:
2. The Grassmannian manifold M = G(k, n) with Lie transformation group
G = GL(n,C) and n ≥ 4, n − 2 ≥ k ≥ 2 does not satisfy the three point
property.
Recall that M is the set of all k-dimensional subspaces of Cn; we use
coordinates x = (x1, . . . , xn). Given z ∈M , we may write z as
z :
x1...
xn
 =
α11 · · · α1k. . .
αn1 · · · αnk

ζ1...
ζk
 , i.e., tx = α tζ,
where ζ = (ζ1, . . . , ζk) ∈ Ck. Then g = (gij) ∈ G acts on z as follows:
g(z) : tx = (g · α) tζ ∈M.
We let O denote the point in M defined as xk+1 = . . . = xn = 0. Then the
isotopy subgroup H0 of G for the point O consists of all elements in G of the
form
(
Ak ∗
O Bn−k
)
, where Ak and Bn−k are nonsingular square matrices of
order k and n− k.
We prove that (G,M) does not satisfy the three point property by con-
tradiction. Thus we take the following three points:
z0 = O; z1 : xk = xk+2 = . . . = 0; z2 : xk−1 = xk = . . . = 0.
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Then we have
z0 ∩ z1 : xk = xk+1 = . . . = 0 and z0 ∩ z2 : xk−1 = xk = . . . = 0.
Assuming the three point property holds, we can find g ∈ H ′0 so that g(O) =
O and g(z1) = z2. Since g is one-to-one, we have g(z0 ∩ z1) = g(z0)∩ g(z1) =
z0∩z2, which is (k−2)-dimensional. On the other hand, g(z0∩z1) is (k−1)-
dimensional, since z0 ∩ z1 is (k − 1)-dimensional and g is one-to-one. This is
a contradiction.
3. The Grassmannian manifold M = G(k, n) with Lie transformation group
G = GL(n,C) satisfies the spanning property.
For simplicity we set n = p + q, k = p; M = G(p + q, p) and G =
GL(p + q,C). We set O : xp+1 = . . . = xp+q = 0 to be our base point of M .
Then the isotropy sugroup H0 of G for O is
H0 =
{(
Ap ∗
O Bq
) ∣∣∣ detAp, detBq 6= 0} .
To prove 3. it suffices to prove thatM satisfies the spanning property for the
point O and H0. We identify M as the space G/H0 of all cosets {gH0 : g ∈
G}. Note that dimM = pq and dim H0 = (p+ q)2−pq. As local coordinates
in a neighborhood of O in M we can take
T (t) =
(
Ip 0
(t) Iq
)
where (t) = (tij) is a q × p-matrix and the base point O corresponds to the
identity matrix Ip+q. We identify T (t) with
t = (t11, t12, . . . , t1p; . . . ; tq1, . . . , tqp) ∈ Cpq (8.1)
and we call these local coordinates the standard local coordinates at O. Let
Mp+q(C) be the set of all (p+ q)-square matrices X .
Let X ∈Mp+q(C) satisfy condition
(⋆) : lim
t→0
d exp tX(O)
dt
|t=0 6= 0 ∈ Cpq.
We decompose X = A +B in Mp+q(C) where
A =
(
0 0
(a) 0
)
, B =
( ∗ ∗
0 ∗
)
,
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(a) = (aij) in A is a q × p-matrix and 0 in B is the q × p-zero matrix. Then
we have exp tX = exp t(A+B) = (Ip+q+ tA)(Ip+q+ tB)+O(t
2). Let h ∈ H0
and let |t| ≪ 1. Since
h(exp tX)(O) = h(exp tX)H0 = h(Ip+q + tA)h
−1[h(Ip+q + tB)H0] +O(t
2),
it follows from h(Ip+q + tB)H0 ∈ H0 that
h(exp tX)(O) = h(Ip+q + tA)h
−1(O) +O(t2) as points in M .
In particular, if we take h = Ip+q ∈ H0, condition (⋆) for X implies that
(a) 6≡ 0, i.e., there exists some aλν 6= 0. We show that we can choose a finite
number of h ∈ H0 with
h(Ip+q + tA)h
−1 =
(
Ip 0
(h(t)) Iq
)
,
where (h(t)) = (hij(t)) is a p× q-holomorphic matrix in |t| ≪ 1 and the set
of tangent vectors
V [h] :=
 h
′
11(0), . . . , h
′
1p(0)
...
. . .
...
h′q1(0), . . . , h
′
qp(0))
 (8.2)
form pq-linearly independent vectors in Cpq. Note that h(Ip+q+tA)h−1 ∈ H ′0.
We first show that we may assume a11 6= 0. We have aλν 6= 0 for some
1 ≤ λ ≤ p; 1 ≤ ν ≤ q; thus we consider the following matrix hνλ ∈ H0:
hνλ =

I∗ν
Ip−ν
I∗λ
Iq−λ
 .
Here I∗ν is the anti-diagonal identity matrix of degree ν and the empty blocks
are 0 matrices. An elementary calculation yields
A(t) := hνλ (Ip+q + tA) hνλ−1 =
(
Ip 0
(∗) Iq
)
,
where
(∗) =

aλνt aλν−1t · · · aλ1t · · · aλpt
...
...
...
...
...
...
a1νt a1ν−1t · · · a11t · · · a1pt
...
...
...
...
...
...
aqνt aqν−1t · · · aq1t · · · aqpt
 .
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Thus we see that if our claim were true for A(t), then it is also true for
Ip+q + tA. Hence we may assume a11 6= 0.
We next show that we can select a finite number of h ∈ H0 so that the
tangent vectors V [h] in (8.2) span Cpq under the condition that a11 6= 0 in
Ip+q+ tA. For let 1 ≤ i ≤ p and 1 ≤ j ≤ q be fixed, and let K ≫ 1. Consider
hij(K) =

m
Ip−i
n
Iq−j
 ∈ H0
where m is an i-square matrix and n is a j-square matrix with
m =

1/K
1
·
·
1
 , n =

1
·
·
1
K
 .
A calculation gives
hij(K) (Ip+q + tA)hij(K)
−1 =

1
. . .
1
1
Dji(t)
. . .
1

,
where
Dji(t) =

ajit aj i−1t · · · Kaj1t aj i+1t · · · ajpt
...
...
...
...
...
...
...
Ka1it Ka1 i−1t · · · K2a11t Ka1 i+1t · · · Ka1pt
...
...
...
...
...
...
aqit aq i−1t · · · Kaq1t aq i+1t · · · aqpt
 .
Thus the tangent vector vij := V [hij(K)] of the curve
hij(K) (I + tA)hij(K)
−1(O)
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at O in K is
vij =

aji aj i−1 · · · Kaj1 aj i+1 · · · ajp
...
...
...
...
...
...
...
Ka1i Ka1 i−1 · · · K2a11 Ka1 i+1 · · · Ka1p
...
...
...
...
...
...
aqi aq i−1 · · · Kaq1 aq i+1 · · · aqp
 ∈ C
pq,
where K2 occurs only in the (j, i)-entry. Thus if we take K ≫ 1 sufficiently
large, then a11 6= 0 implies that {vij ∈ Cpq : i = 1, . . . , p; j = 1, . . . , q} are
linearly independent in Cpq (under the identification (8.1)) and 3. is proved.
4. The flag space M = Fn for n ≥ 3 with Lie transformation group G =
GL(n,C) does not satisfy the spanning property.
We use the notation from section 7: O : {0} ⊂ F 01 ⊂ F 02 ⊂ . . . ⊂ F 0n−1
(the base point of Fn); H0 (the isotropy subgroup of G for the point O); t =
(t21, . . . , tn1; t32, . . . , tn2; . . . ; tnn−1) ∈ Cn(n−1)/2 where n(n − 1)/2 = dimFn
(the standard coordinates of a neighborhood of O). To show that Fn does
not satisfy the spanning property, we take z0 = O ∈ Fn and X = X21 ∈
X ≡ Mn(C) such that the (2, 1)-entry is 1 and all other entries are 0. A
calculation gives, for t ∈ C,
exp tX(O) : {0} ⊂ F1(t) ⊂ F2(t) ⊂ · · · ⊂ Fn−1(t) ⊂ Cn,
where
F1(t) : z2 = tz1, z3 = . . . = zn = 0;
Fj(t) : zj+1 = . . . = zn = 0, j = 2, . . . , n− 1.
Fix h ∈ H0. Since h(F 0i ) = F 0i , i = 1, . . . , n− 1, it follows that
h exp tX(O) : {0} ⊂ F˜1(t) ⊂ F 02 ⊂ . . . ⊂ F 0n−1 ⊂ Cn,
where F˜1(t) is a holomorphic function (depending on h) in |t| ≪ 1. Using
(7.4), this point h exp tX(O) may be written, in terms of the standard local
coordinates t, as
(f˜21(t), . . . , f˜n1(t); 0, . . . , 0; . . . ; 0),
where f˜j1(t), j = 2, . . . , n, are holomorphic functions in |t| ≪ 1. Therefore,{ [d(h exp tX(O))
dt
]|t=0 ∈ Cn(n−1)/2 : h ∈ H0 }
contains at most n− 1 linearly independent vectors in Cn(n−1)/2, so that Fn
does not satisfy the spanning property.
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9 Appendix B
In this appendix, we complete the proof of Theorem 6.4. First we recall our
notation. We write H ′z0 for the connected component of Hz0 in G containing
the identity element e. We defined the homogeneous space M ′ := G/H ′z0
with Lie transformation group G. We write w0 for the point in M
′ which
corresponds to H ′z0 in G/H
′
z0
, so that the isotropy subgroup Ĥw0 of G for
w0 is equal to H
′
z0. Since Ĥw0 is a closed normal subgroup of Hz0 , we can
consider the canonical projection π̂ : w = gĤw0 ∈ M ′ → z = gHz0 ∈ M , so
that (M ′, π̂) is a normal covering space over M . We defined D̂ = π̂−1(D) =
∪∞j=1D̂j ⊂ M ′. Since z0 ∈ D, we have w0 ∈ π̂−1(D). We then focused on
D̂1, the connected component of π̂
−1(D) containing w0. We defined λ̂(w) :=
λ(π̂(w)) for w ∈ D̂1, which is a smooth plurisubharmonic exhaustion function
on D̂1.
We begin with the following.
Lemma 9.1. Let D ⋐ M be a domain with piecewise smooth boundary in
M and let V be a neighborhood of e in G. Then there exist a finite number
of balls V (i), i = 1, 2, . . . , N centered at some point zi ∈ D such that
(1) D ⋐
⋃N
i=1 V
(i) ⋐ V(D) where V(D) = {g(z) ∈ M : g ∈ V, z ∈ D};
(2) π̂−1(V (i)) =
⋃∞
k=1 U
(i)
k (disjoint union) in M
′ and π̂ : U
(i)
k → V (i) is
bijective;
(3) there exists a holomorphic section σ
(i)
k : w ∈ U (i)k → σ(i)k (w) of G over
U
(i)
k via ψ̂w0 such that σ
(k)
i (w
′)(σ
(k)
i (w
′′))−1 ∈ V for any w′, w′′ ∈ U (k)i ,
k = 1, . . . , N and i = 1, 2, . . ..
Proof. From the Borel-Lebesgue theorem it suffices to verify the following.
Fix z ∈ M and a neighborhood V of e in G. We show that there exists a
neighborhood V of z in M satisfying
(1) π̂−1(V ) =
⋃∞
k=1Uk (disjoint union) in M
′ and π̂ : Uk → V is bijective;
(2) there exists a holomorphic section σk : w ∈ Uk → σk(w) ofG over Uk via
ψ̂w0 such that σk(w
′) (σk(w
′′))−1 ∈ V for any w′, w′′ ∈ Uk, k = 1, 2, . . ..
To prove this, we first take g ∈ G with g(z0) = z. Let v0 be the
neighborhood of e in G stated in Proposition 6.4. Let V ⊂ M,Uk ⊂
M ′, k = 1, 2, . . . , wk = ghk(w0) (the center of Uk) as in (6.32) and (6.31),
where π̂−1(z) = {wk}k=1,2,.... We also want to insure that v0 also satisfies
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(gv0)(gv0)
−1 ⊂ V. There exists a neighborhood V0 of z0 in M and a holomor-
phic section σ0 : ζ ∈ V0 → σ0(ζ) of G over V0 via ψz0 such that σ0(z0) = e
and σ0(V0) ⊂ v0. By redefining v0 := v0 ∩ π−1z0 (V0), we may assume that
ψz0(v0) = V0, so that σ0(V0) ⊂ v0 ⊂ σ0(V0)H ′z0, and hence v0H ′z0 = σ0(V0)H ′z0.
In this situation, (6.32) implies that V = gσ0(V0)(z0) = g(V0), and hence we
have a bijection between V and V0 defined by ζ ∈ V0 → ξ = g(ζ) ∈ V . Then
σ : ξ ∈ V → gσ0(ζ) = gσ0(g−1(ξ)) ∈ G, (9.1)
is a holomorphic section of G over V via ψz0 with σ(z) = gσ0(z0) = g and
σ(V ) = gσ0(V0). It follows that
Uk = gv0H
′
z0
hk(w0) = gσ0(V0)H
′
z0
hk(w0) = σ(V )H
′
z0
hk(w0)
= σ(V )hkH
′
z0(w0) = σ0(V )hk(w0), for k = 1, 2, . . . , (9.2)
and hence we have a bijection between V and Uk defined by ζ ∈ V → w =
σ(ξ)hk(w0) ∈ Uk with wk = σ(z)hk(w0) = ghk(w0). Thus
σk : w ∈ Uk → σ(ξ)hk ∈ G,
is a holomorphic section of G over Uk via ψ̂w0 with σk(wk) = ghk. Since
σ0(V ) ⊂ v0, it follows from (9.1) that for w′, w′′ ∈ Uk there exist ξ′, ξ′′ ∈ V
and ζ ′, ζ ′′ ∈ V0 with
σk(w
′)σk(w
′′)−1 = (σ(ξ′)hk)(σ(ξ
′′)hk)
−1 = σ(ξ′)σ(ξ′′)
= gσ0(ζ
′)(gσ0(ζ
′′))−1 ∈ (gv0)(gv0)−1 ⊂ V,
as required. ✷
With the decomposition of D̂ into its connected components D̂ = ∪∞j=1D̂j,
where D̂1 is the connected component containing w0, and D
′(z0), D
(k)(z0) in
(6.4) are the connected components of D(z0) in G, we set h
(k) ∈ H(k)(z0) ⊂
D(k)(z0), k = 2, 3, . . . as in equation (6.7) for z = z0, so that D
(k)(z0) =
D′(z0)h
(k). We next show that, after possibly relabeling indices,
D̂k = {g(w0) ∈M ′ : g ∈ D(k)(z0)}, k = 1, 2, . . . . (9.3)
To prove this, fix k and the set D(k)(z0). Then h
(k)(w0) ∈ π̂−1(z0) ⊂ π̂−1(D)
and there exists a unique connected component of π̂−1(D) =
∑∞
j=1 D̂j which
contains h(k)(w0). We call this component D̂k and we shall first prove equality
of the two sides of (9.3) for this k.
We let Ek denote the right-hand-side of (9.3). Using (6.7), we can write
Ek = D
′(z0)h
(k)(w0) = {g′h(k)(w0) ∈M ′ : g′ ∈ D′(z0)}.
110
This is a connected set inM ′ which contains h(k)(w0) and satisfies π̂(Ek) ⊂ D
since h(k)(w0) = z0. Hence Ek ⊂ D̂k. To prove the reverse inclusion we set
wk = h
(k)(w0) ∈ D̂k and let w ∈ D̂k. We take a continuous curve γ : t ∈
[0, 1] → w(t) in D̂k with w(0) = wk and w(1) = w. Then π̂(γ) : t ∈ [0, 1] →
z(t) := π̂(w(t)) is a continuous curve in D with z(0) = h(k)(z0) = z0. Using
property 2. of complex homogeneous spaces from the beginning of section 6,
we can find a continuous section σ : t ∈ [0, 1]→ σ(t) in D′(z0) over π̂(γ) via
ψz0 , i.e., σ(t)(z0) = z(t), t ∈ [0, 1], with σ(0) = e. We set g0 := σ(1) ∈ D′(z0).
We consider the continuous curve σh(k)(w0) : t ∈ [0, 1]→ σ(t)h(k)(w0) in M ′.
Then π̂(γ) = π̂(σ(w0)) ⊂ D. The two curves γ and σh(k)(w0) in M ′ start at
the same point wk = h
(k)(w0) ∈ D̂1. It follows that γ = σh(k)(w0) as curves
in M ′, and hence w = w(1) = σ(1)h(k)(w0) = g0h
(k)(w0). Thus D̂k ⊂ Ek.
To finish the proof of (9.3) it remains to show that the sets {Ek}k=1,2,...
exhaust each set D̂l. If not, by the previous argument, there exists a set
D̂l which is not equal to any of the sets Ek, k = 1, 2, . . .. From (6.6) we
have ∪∞k=1Hk(z0) = Hz0. Since Hk(z0) ⊂ D(k)(z0), we have (Hk(z0))(w0) ⊂
Ek = D̂k. Take a point w
∗ ∈ π̂−1(z0) ∩ D̂l. Then there exists h∗ ∈ Hz0 with
w∗ = h∗(w0). Since h
∗ ∈ Hk(z0) for some k, we have h∗(w0) ∈ D̂k. Thus
h∗(w0) ∈ D̂k ∩ D̂l = ∅, a contradiction. This proves (9.3).
Since D̂1 is a domain in M
′ which contains w0, as with our discussion of
D(z0) we will consider the set:
D̂1(w0) := {g ∈ G : g(w0) ∈ D̂1} ⊂ G.
We have the following equalities:
D̂1 = {g(w0) ∈M ′ : g ∈ D′(z0)}; D′(z0) = D̂1(w0). (9.4)
The first equality is the case k = 1 in (9.3). The inclusion D′(z0) ⊂ D̂1(w0) in
the second equality follows from the first equality. To prove D̂1(w0) ⊂ D′(z0),
fix g ∈ G with g(w0) ∈ D̂1. Take a continuous curve γ : t ∈ [0, 1] → w(t) ∈
D̂1 with w(0) = w0 and w(1) = g(w0). Since D̂1 ⊂ M ′ = G/Ĥw0, we can
find a continuous section σ : t ∈ [0, 1] → σ(t) in G over γ via ψ̂w0 with
σ(0) = e. Thus σ(t)(w0) = w(t), t ∈ [0, 1]. We set g1 := σ(1) ∈ G. Since
g1(w0) = g(w0), there exists h ∈ Ĥw0 such that g = g1h. Since Ĥw0 = H ′z
is connected in G, we can find a continuous curve τ : t ∈ [1, 2] → τ(t) in
Ĥw0 such that τ(1) = e and τ(2) = h. Then g1τ : t ∈ [1, 2] → g1τ(t) is a
continuous curve in G starting at g1 at t = 1 and satisfying g1τ(t)(w0) =
g1(w0) = g(w0) ∈ D̂1, t ∈ [1, 2] (since τ(t) ∈ Ĥw0 and τ(t)(w0) = w0). We
form the continuous curve Γ : t ∈ [0, 2]→ Γ(t) in G via the concatenation
Γ(t) := σ(t), t ∈ [0, 1]; and Γ(t) := g1τ(t), t ∈ [1, 2].
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This curve Γ starts at Γ(0) = e and terminates at Γ(2) = g1τ(2) = g. One
can check that Γ(t)(w0) ∈ D̂1, t ∈ [0, 2], so that Γ(t)(z0) ∈ D, t ∈ [0, 2].
Since Γ(0) = e ∈ D′(z0), we have Γ(t) ∈ D′(z0), t ∈ [0, 2]. In particular,
g ∈ D′(z0), which verifies the inclusion D̂1(w0) ⊂ D′(z0) and hence the
second equality in (9.4).
Using (6.5) we set
H′(z0) = D′(z0) ∩Hz0 =
⋃∞
j=0 h
′
jĤw0 (disjoint union),
where h′1 = e and h
′
j ∈ Hz0 ∩D′(z0), j = 2, 3, . . .. Thus, by (9.4) we have
π̂−1(z0) ∩ D̂1 = {w0, h′2(w0), h′3(w0), . . .} ≡: {w0, w(2)0 , w(3)0 , . . .}, (9.5)
and these points are distinct. Moreover, if z ∈ D, w ∈ π̂−1(z) ∩ D̂1 and
g ∈ D′(z0) with g(w0) = w in M ′, then
π̂−1(z) ∩ D̂1 = {g(w0), g(w(2)0 ), g(w(3)0 ), . . .}. (9.6)
We first verify that the right-hand side is contained in the left-hand side.
Take any element g(w
(j)
0 ) = gh
′
j(w0) in the right-hand side. Then we have
π̂(g(w
(j)
0 )) = ghj(z0) = g(z0) = π̂(g(w0)) = π̂(w) = z. Since g ∈ D′(z0)
and h′j ∈ D′(z0) ∩Hz0 , we see from 2. in Proposition 6.1 that gh′j ∈ D′(z0).
Using (9.4) we have g(w
(j)
0 ) = gh
′
j(w0) ∈ D̂1, which proves this inclusion. To
prove the reverse inclusion, let w′ ∈ D̂1 ∩ π̂−1(z). Using (9.4) we can find
g′ ∈ D′(z0) with g′(w0) = w′. Taking π̂ we have g′(z0) = z = g(z0) in M ,
so that there exists an h ∈ Hz0 with g′ = gh. From 3. in Proposition 6.1
we have h ∈ D′(z0) ∩ Hz. We thus have h ∈ h′jĤw0 for some j, and hence
w′ = gh(w0) = gh
′
j(w0) = g(w
(j)
0 ), as claimed.
Let E be a domain with piecewise smooth boundary inM which contains
D. We write E ′(z0) for the connected component of E(z0) containing e in
G. If E ′(z0) ∩ Hz0 = D′(z0) ∩ Hz0 = H′(z0), then we say that E and D
have the same isotropy class at z0. As for D̂1, we write Ê1 for the connected
component of π̂−1(E) containing w0 in M
′.
Let E be a domain containing D with the same isotropy class as D at z0.
Fix z ∈ E and let V be a neighborhood of e in G. Choose g ∈ E ′(z0) with
g(z0) = z. We can find a neighborhood V of z in E which satisfies (1) and (2)
in the proof of Lemma 9.1. For simplicity, if hk ∈ Hz0 is contained in H′(z0),
say hk = h
′
j, then we write U
′
j = σ(V )h
′
j(w0) for the set Uk = σ(V )hk(w0) =
gσ0(V0)hk(w0) in (9.2). Since gh
′
j ∈ E ′(z0) by 2. in Proposition 6.1, it follows
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from (9.4) that the center gh′j(w0) of U
′
j is contained in Ê1. This together
with V ⊂ E implies that U ′j ⊂ Ê1 ∩ π̂−1(V ). Moreover we show
π̂−1(V ) ∩ Ê1 = {U ′1 = U1, U ′2, U ′3, . . .}. (9.7)
It remains to prove that the left-hand side is contained in the right-hand
side. Let w′ ∈ π̂−1(V ) ∩ Ê1. We can find z′ ∈ V0 and hk ∈ Hz0 with w′ =
gσ0(z
′)hk(w0). Take a continuous curve γ : t ∈ [0, 1] → f(t) in σ0(V0) such
that f(0) = σ0(z
′) and f(1) = e. Then γ˜ : t ∈ [0, 1]→ γ˜(t) := gf(t)hk(w0) is
a continuous curve inM ′ with π̂(γ˜(t)) ∈ gσ0(V0)(z0) = g(V0) = V ⊂ E. Since
γ˜(0)(w0) = gσ0(z
′)hk(w0) = w
′ ∈ Ê1, it follows that γ˜ ⊂ Ê1. In particular,
we have γ˜(1) = ghk(w0) ∈ Ê1, so that ghk ∈ Ê1(w0) = E ′(z0) by (9.4). Since
g ∈ E ′(z0), this implies that hk ∈ H′(z0) by 3. in Proposition 6.1. Thus (9.7)
is proved.
We prove the following.
Lemma 9.2. Let D ⋐ E ⋐ M and z0 ∈ D. Let t ∈ [0, 1] → D(t) ⋐ M be
a one-parameter family of domains D(t) satisfying D ⊂ D(t) ⊂ E; D(0) =
D; D(1) = E; and each boundary ∂D(t) is piecewise smooth in M with
∂D(t) varying continuously with t ∈ [0, 1]. Then
(i) D and E have the same isotropy class at z0;
(ii) D̂1 = Ê1 ∩ π̂−1(D) in M ′;
(iii) D′(z0) = E
′(z0) ∩D(z0) in G.
Proof. Let D ⋐ M be a domain with piecewise smooth boundary ∂D. Let
z0 ∈ D. Fix z ∈ ∂D. We choose a neighborhood V = g(V0) of z in M as
constructed in the proof of Lemma 9.1 and we set E := D ∪ V ⊂ M . To
prove Lemma 9.2 it suffices to verify (i), (ii) and (iii) for such D and E. To
prove (i), i. e.,
E ′(z0) ∩Hz0 = D′(z0) ∩Hz0, (9.8)
we consider D˜1 := π̂
−1(D)∩ Ê1 ⊂M ′. Thus, if g ∈ G with g(w0) ∈ D˜1, then
g(z0) ∈ D. Using (6.33), we have
Ê1 ∩ π̂−1(V ) =
⋃∞
j=1Ukj ,
where the disjoint union {Ukj}j is a subsequence of {Uk}k in (6.33). To verify
(9.8) it suffices to show that E ′(z0) ∩Hz ⊂ D′(z0). Fix h ∈ E ′(z0) ∩Hz. To
show that h ∈ D′(z0), fix a continuous curve τ : t ∈ [0, 1] → τ(t) in E ′(z0)
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with τ(0) = e and τ(1) = h. Using (9.4) for the set E, the curve γ := τ(w0)
defined by t ∈ [0, 1] → w(t) := τ(t)(w0) is a continuous curve in Ê1 with
w(0) = w0 and w(1) = h(w0). We can take a partition 0 = t1 < t2 < . . . <
t2µ−1 < t2µ = 1 of [0, 1] such that{
w(t) ∈ D˜1 on [t2i−1, t2i], i = 1, . . . , µ,
w(t) ∈ Ukji on [t2i, t2i+1], i = 1, . . . , µ− 1,
where each set Ukji is one of the sets in the disjoint union {Ukj}j=1,2,....
For simplicity in notation we write Ii := [t2i, t2i+1] and Ui := Ukji for
i = 1, . . . , µ − 1. For i = 1, . . . , µ − 1, if we set γ2i : t ∈ Ii → w(t),
then γ2i is a continuous curve in Ui with w(t2i), w(t2i+1) ∈ D˜1. For each i,
we will construct a continuous curve τ˜2i : t ∈ Ii → τ˜2i(t) in G such that
τ˜2i(t)(w0) ∈ D˜1 in M ′ and τ˜2i(t2i) = τ(t2i), τ˜2i(t2i+1) = τ(t2i+1).
We first consider a continuous curve γ˜2i : t ∈ Ii → w˜(t) in D˜1 ∩ Ui with
w˜(t2i) = w(t2i), w˜(t2i+1) = w(t2i+1). From the proof of Lemma 9.1, there
is a holomorphic section σi : w ∈ Ui → σi(w) of G over Ui via ψ̂w0 , i.e.,
σi(w)(w0) = w, w ∈ Ui. Thus, for t ∈ Ii, σi(w(t))(w0) = w(t) = τ(t)(w0)
in M ′. Hence we can find a continuous curve t ∈ Ii → h(t) in Ĥw0 with
τ(t) = σi(w(t))h(t), t ∈ Ii. Next we consider the continuous curve
τ˜2i : t ∈ Ii → τ˜2i(t) := σi(w˜(t))h(t)
in G. Then we have τ˜2i(t)(w0) = σi(w˜(t))(w0) = w˜(t) ∈ D˜1, and
τ˜2i(t2i) = σi(w˜(t2i))h(t2i) = σi(w(t2i))h(t2i) = τ(t2i);
similarly τ˜2i(t2i+1) = τ(t2i+1). Thus τ˜2i satisfies the desired properties.
Now for i = 1, . . . , µ, let τ2i−1 denote the restriction of τ to the subinterval
[t2i−1, t2i]. Consider the concatenized curve
T := τ1 + τ˜2 + τ3 + · · ·+ τ˜2µ−2 + τ2µ−1
in G. Clearly T is continuous on [0, 1] and T (t)(w0) ∈ D˜1. Hence T (t)(z0) ∈
D, t ∈ [0, 1]. Since T (0) = e, it follows from the definition of D′(z0) that
T (t) ∈ D′(z0). In particular, h = τ(1) = T (1) ∈ D′(z0), which proves (i).
To prove (ii), note first that it is clear that the left-hand-side is contained
in the right-hand-side. To prove the reverse inclusion, let w ∈ π̂−1(D) ∩ Ê1,
so that z := π̂(w) ∈ D, and take g ∈ E ′(z0) = Ê1(w0) with g(w0) = w. Thus
π̂(g(w0)) = π̂(w); i.e., we have g(z0) = z in M . Using 1. in Proposition
6.1 we can find g′ ∈ D′(z0) such that g′(z0) = z. Thus there exists h ∈ Hz0
with g = g′h in G. Since g ∈ E ′(z0) and g′ ∈ D′(z0) ⊂ E ′(z0), we apply
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3. in Proposition 6.1 to obtain h ∈ E ′(z0) ∩ Hz0, so that h ∈ D′(z0) ∩ Hz0
by (i). It follows from 2. in Proposition 6.1 that g = g′h ∈ D′(z0). Hence
w = g(w0) ∈ D̂1 by (9.4), which proves the reverse inclusion in (ii).
For (iii), again, that the left-hand-side is contained in the right-hand-side
is clear. To prove the reverse inclusion, let g ∈ E ′(z0) ∩D(z0). By (9.4) we
have w := g(w0) ∈ Ê1. We set z := g(z0) ∈ D. Since π̂(w) = g(z0) = z, it
follows that w ∈ Ê1 ∩ π̂−1(z), so that w ∈ D̂1 by (ii). Again using (9.4) we
can find g′ ∈ D′(z0) such that w = g′(w0), and hence there exists h ∈ H ′z0
with g = g′h. Therefore, 2. in Proposition 6.1 implies that g ∈ D′(z0), which
proves the reverse inclusion in (iii). ✷
For the proof of Theorem 6.4 we next study the subset Σz0H′(z0) of G
defined in (6.37).
Lemma 9.3.
1. If h ∈ H′(z0), then h−1Σz0h = Σz0.
2. The set Σz0H′(z0) is a Lie subgroup of G such that
(i) Σz0 is a normal Lie subgroup of Σz0H′(z0);
(ii) Σz0H′(z0) = H′(z0)Σz0 and D′(z0)Σz0H′(z0) = D′(z0);
(iii) using the notation h′j , j = 1, 2, . . . in (6.5), we have
Σz0H′(z0) =
⋃∞
j=1 h
′
jΣz0 =
⋃∞
j=1Σz0h
′
j
and these are disjoint unions;
(iv) Σz0H′(z0) = D′(z0) ∩ Aut σz0, which acts transitively on σz0; and
σz0 is isomorphic to Σz0H′(z0)/H′(z0) (as complex manifolds).
3. If σz0 is closed in M , then Σz0H′(z0) is a closed Lie subgroup of G.
Proof. We prove 1. and 2. in the lemma in steps (1) ∼ (6).
(1) Each of Σz0H′(z0) and H′(z0)Σz0 are contained in D′(z0).
To see this, let s ∈ Σz0 and h ∈ H′(z0). To prove that sh ∈ D′(z0) we
take a continuous curve γ : t ∈ [0, 1]→ s(t) in Σz0 with s(0) = e and s(1) = s
(note that Σz0 is connected and contains e). Then γ˜ : t ∈ [0, 1] → γ˜(t) =
s(t)h is a continuous curve in G. We have
γ˜(t)(z0) = s(t)h(z0) = s(t)(z0) ∈ Σz0(z0) = σz0 ⋐ D, t ∈ [0, 1].
Since γ˜(0) = h ∈ H′(z0) ⊂ D′(z0), it follows that γ˜(z0) ⊂ D′(z0). Hence
sh = γ˜(1) ∈ D′(z0), so that Σz0H′(z0) ⊂ D′(z0).
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To verify the inclusion H′(z0)Σz0 ⊂ D′(z0), let h ∈ H′(z0) and s ∈ Σz0 .
We take the same continuous curve γ : t ∈ [0, 1]→ s(t) in Σz0 with s(0) = e
and s(1) = s; then γ̂ : t ∈ [0, 1] → γ̂(t) = hs(t) is a continuous curve in
G.We then have
γ̂(t)(z0) = hs(t)(z0) ∈ hσz0 ⋐ D, t ∈ [0, 1].
The last equality comes from h ∈ D′(z0) and formula (6.17). Since γ̂(0) =
h ∈ D′(z0), we have hs = γ̂(1) ∈ D′(z0). Thus (1) is proved.
(2) If h ∈ H′(z0), then h−1Σz0h = Σz0. In particular, H′(z0)Σz0 =
Σz0H′(z0).
Let Σ′ := h−1Σz0h. Then Σz0 and Σ
′ are Lie subgroups of G of the same
dimension. Since H ′z0 is normal in Hz0, Σ
′ and Σz0 each contain H
′
z0, which
is of dimension m0. We write
h0 = [X1, . . . , Xm0 ] and X
′ = [X1, . . . , Xm0, Xm0+1, . . . , Xm0+m1 ]
for the Lie algebras of H ′z0 and Σ
′. Thus
Σ′ = {∏νi=1 exp tiXi ∈ G : ν ∈ Z+, ti ∈ C, Xi ∈ X′ }.
To verify (2), it suffices to prove that X′ ⊂ Xz0, or equivalently,
Xj ∈ Xz0, j = m0 + 1, . . . , m0 +m1.
Fixing such a j, we consider the one-dimensional curve C := {exp tXj(z0) ∈
M : t ∈ C} in M . Since exp tXj ∈ Σ′ and h−1 ∈ H(z0′) ⊂ D′(z0), we have
C ⊂ Σ′(z0) = h−1Σz0h(z0) = h−1Σz0(z0) = h−1σz0 ⋐ D.
It follows that λ = const. = λ(z0) on C, and hence Xj ∈ Xz0 from the
definition of Xz0. This proves (2).
(3) D′(z0)Σz0H′(z0) = D′(z0).
The inclusion D′(z0) ⊂ D′(z0)Σz0H′(z0) is clear; we prove the reverse
inclusion. Let g ∈ D′(z0), s ∈ Σz0 , h ∈ H′(z0). Since Σz0 is connected and
contains e and s, we can find a continuous curve l : t ∈ [0, 1]→ l(t) := gs(t) in
G with s(t) ∈ Σz0 , t ∈ [0, 1]; l(0) = g and l(1) = gs. Since l(0) = g ∈ D′(z0),
we have l ⊂ D′(z0), and hence gs = l(1) ∈ D′(z0). Since h ∈ H′(z0) =
D′(z0) ∩ Hz0 , it follows from 2. in Proposition 6.1 that gsh ∈ D′(z0), as
required.
(4) We have 2. (iii) in the lemma.
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From (6.5) we have
Σz0H′(z0) = Σz0
⋃∞
j=1 h
′
jH
′
z0
=
⋃∞
j=1Σz0h
′
jH
′
z0
=
⋃∞
j=1 h
′
jΣz0H
′
z0 (by (2))
=
⋃∞
j=1 h
′
jΣz0 (since H
′
z0
⊂ Σz0).
To prove that this is a disjoint union, assume that h′jΣz0 ∩ h′kΣz0 6= ∅. Then
h′jsj = h
′
ksk for some sj, sk ∈ Σz0 . If we define α := (h′k)−1h′j = sk(sj)−1,
then α ∈ H′(z0) ∩ Σz0 , since both H′(z0) and Σz0 are subgroups in G. It
follows that h′jΣz0 = h
′
kαΣz0 ∈ h′kΣz0 , and hence h′jΣz0 = h′kΣz0 , and (4) is
proved.
(5) The set Σz0H′(z0) is a Lie subgroup of G, and Σz0 is a normal Lie
subgroup of Σz0H′(z0).
By (4) the set Σz0H′(z0) is a disjoint union of (m0 + m1)-dimensional
nonsingular f -generalized analytic sets which are equivalent to Σz0 . Thus
we need only verify that Σz0H′(z0) is a subgroup of G. Since e ∈ Σz0H′(z0),
it suffices to prove that for any s1, s2 ∈ Σz0 and h1, h2 ∈ H′(z0), we have
x := (s1h1)(s2h2)
−1 ∈ Σz0H′(z0). To see this,
x = s1h1h
−1
2 s
−1
2
∈ Σz0H′(z0)Σz0 (since H′(z0) is a group)
⊂ Σz0Σz0H′(z0) (by (2))
= Σz0H′(z0) (since Σz0 is a group),
so that Σz0H′(z0) is a Lie subgroup of G. This with (2) implies that Σz0 is a
normal Lie subgroup of Σz0H′(z0).
(6) We have 2. (iv) in the lemma.
For the first equality in (iv) it suffices to show that
Σz0H′(z0) = D′(z0) ∩ Aut σz0.
Let g = sh ∈ Σz0H′(z0). Then gσz0 = shσz0 = shΣz0(z0) = sΣz0h(z0) =
Σz0(z0) = σz0 . This together with (3) proves Σz0H′(z0) =⊂ D′(z0)∩ Aut σz0.
For the reverse inclusion, let g ∈ D′(z0) with gσz0 = σz0 . Then g(z0) = s(z0)
for some s ∈ Σz0 , so that g = sh for some h ∈ Hz0 . Since g, s ∈ D′(z0), we
have h ∈ H′(z0) by 3. in Proposition 6.1. Hence g ∈ Σz0H′(z0), as claimed.
To prove the transitivity of Σz0H′(z0) on σz0 , let ζ ∈ σz0 ; there exists s ∈ Σz0
with ζ = s(z0). Since σz0 ⊂ D, we have g ∈ D′(z0) with g(z0) = ζ , hence we
can find h ∈ Hz0 with g = sh; again, this implies h ∈ H′(z0).
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Finally to show Σz0H′(z0)/H′(z0) ≈ σz0 , it suffices to prove that the
isotropy subgroup {g ∈ Σz0H′(z0) : g(z0) = z0} of Σz0H′(z0) for z0 ∈ σz0 is
equal to H′(z0). This follows from the definition H′(z0) = Hz0 ∩D′(z0) and
(3).
This completes the proofs of (1) ∼ (6), and hence 1. and 2. in the
lemma are proved. To prove 3. we assume that σz is closed in M . Let
snhn ∈ ΣzH′(z), n = 1, 2, . . ., and take g ∈ G with snhn → g as n → ∞.
Since snhn(z) = sn(z) ∈ Σz(z) = σz ⋐ D, and since σz is assumed to be
closed in G, the limit g(z) = limn→∞ snhn(z) is contained in σz. Here, if
necessary, we take a subsequence of {snhn(z)}n. Thus there exists s∗ ∈ Σz
with g(z) = s∗(z). By definition of the isotropy subgroup Hz, there exsists
h∗ ∈ Hz such that g = s∗h∗. Since g(z) ∈ D, we have g 6∈ ∂[D(z)]. On the
other hand, by (1) we have snhn ∈ D′(z), so that g ∈ D′(z)∪∂[D′(z)]. Using
∂[D′(z)] ⊂ ∂[D(z)], we have g ∈ D′(z). Moreover, we have s∗ ∈ Σz ⊂ D′(z).
Applying 3. in Proposition 6.1 to g = s∗h∗, we have h∗ ∈ H′(z). Hence
g ∈ ΣzH′(z), and 3. in the lemma is proved. ✷
From 2. (ii) in Lemma 9.3 we can show that the union stated in (6.17):
D =
⋃
g∈D gσz0 is a disjoint union. (9.9)
To see this, take s1, s2 ∈ Σz0 with g1s1(z0) = g2s2(z0). Then we can find
h ∈ Hz0 with g1s1 = g2s2h. From 2. (ii) in Lemma 6.1 we have g1s1, g2s2 ∈
D′(z0); then from 3. in Proposition 6.1 we have h ∈ H′(z0). Next, from 1.
in Lemma 9.3 we have g1s1 = g2hs
′
2 for some s
′
2 ∈ Σz0 . Since Σz0 is a group,
it follows from 1. in Lemma 9.3 that
g1σz0 = g1Σz0(z0) = g1s1Σz0(z0) = g2hs
′
2Σz0(z0)
= g2hΣz0(z0) = g2Σz0h(z0) = g2Σz0(z0) = g2σz0 ,
as claimed.
Recall the notation λ̂(w) and Σ̂w0 in (6.34) and (6.35):
λ̂(w) = λ(π̂(w)), w ∈ D̂1;
X̂w0 = {X ∈ X : [
∂2λ̂(exp tX(w0))
∂t∂t
]|t=0 = 0};
Σ̂w0 = {
∏ν
i=1 exp tiXi ∈ G : ν ∈ Z+, ti ∈ C, Xi ∈ X̂w0 }.
Lemma 9.4. With the above notation,
(1) X̂w0 = Xz0 and hence Σz0 = Σ̂w0;
(2) X̂w0 = {X ∈ X : exp tX(w0) ∈ D̂1, λ̂(exp tX(w0)) = λ̂(w0), t ∈ C}.
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Proof. If |t| ≪ 1, then exp tX(w0) ∈ D̂1 and exp tX(z0) ∈ D. From the
definition of λ̂ and π̂ and (6.30), we have λ̂(exp tX(w0)) = λ(exp tX(z0)).
Thus (1) follows from the definition of the sets X̂w0 and Xz0. We write X˜w0
for the right-hand side of (2). Let X ∈ X̂w0. By (1) we have X ∈ Xz0, so
that, in particular, X satisfies condition i. in the definition of Xz0 in (6.11).
It follows from the definitions of D̂1 and λ̂ that X ∈ X˜w0, so that X̂w0 ⊂ X˜w0.
The reverse inclusion is clear, and (2) is proved. ✷
Using standard arguments this lemma implies the following results. From
(1) in Lemma 9.4, X̂w0 is a Lie subalgebra of X with Ĥw0 = H
′
z0
( Xz0 = X̂w0.
Now we let ĥw0 denote the Lie subalgebra of X which corresponds to the
closed Lie subgroup Ĥw0 of G. Note that dim ĥw0 = m0 = dimHz0 , and
let dim X̂w0 = m0 + m1 = dimXz0. Recall we used the notation Σ̂w0 for
the connected Lie subgroup of G which corresponds to X̂w0, even though
this is the same as Σz0 . From the Frobenius theorem, Σ̂w0 is an irreducible,
(m0 +m1)-dimensional non-singular f -generalized analytic set in G. Define
σ̂w0 := ψ̂w0(Σ̂w0) = Σ̂w0(w0) = {g(w0) ∈M ′ : g ∈ Σ̂w0} ⊂M ′. (9.10)
Since Ĥw0 is a closed connected Lie subgroup of G, it follows from the in-
clusion Ĥw0 ⊂ Σ̂w0 that σ̂w0 is an irreducible, m1-dimensional non-singular
f -generalized analytic set in M ′ passing through w0. Now to each tuple{
G; M = G/Hz0 ; D ⋐M ; z0 ∈ D; Xz0 ⊂ X; Σz0 ⊂ D(z0) ⊂ G; σz0 ⋐ D
}
from Theorem 6.3 where Hz0 is connected in G (so that Hz0 ⊂ Σz0) we assign
a corresponding tuple{
G; M ′ = G/Ĥw0; D̂1 ⊂M ′; w0 ∈ D̂1; X̂w0 ⊂ X; Σ̂w0 ⊂ D′(z0) ⊂ G; σ̂w0 ⊂ D̂1
}
from Theorem 6.4 where Ĥw0 is connected in G (so that Ĥw0 ⊂ Σ̂w0). Note
that, in general, σ̂w0 6⋐ D̂1. Then by the same argument used to obtain the
foliations of M and D in (6.21), we obtain the following foliations of M ′ and
D̂1
M ′ =
⋃
g∈G g σ̂w0 and D̂1 =
⋃
g∈D′(z0)
g σ̂w0 , (9.11)
despite the fact that D̂1 is not necessarily relatively compact in M
′. There-
fore, given w ∈M ′(D̂1), we have a unique leaf gσ̂w0 ⊂M ′ (D̂1) which passes
through w,. Here g ∈ G(D′(z0)) is uniquely determined up to Ĥw0. i.e., if
another leaf g′σ̂w0 passes through w, then g
′ = gh for some h ∈ H ′(z0) = Ĥw0.
With these preliminaries, we commence with the following lemma related
to the representation of D and ∂D in (6.17): D =
⋃
g∈D′(z0)
gσz0 and ∂D =⋃
g∈∂D′(z0)
gσz0.
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Lemma 9.5.
1. The set σz0 in M is an m1-dimensional non-singular f -generalized an-
alytic set in M with σz0 ⋐ D.
2. The union
⋃
g∈D′(z0)
gσz0 is a foliation.
Proof. We verified that σz0 ⋐ D in (6.17). Since 1. follows from 2., we
prove 2. First we verify the following elementary equality:
for any g ∈ D′(z0), π̂−1(gσz0) ∩ D̂1 =
⋃∞
k=1 gh
′
kσ̂w0. (9.12)
Indeed, letting h′k ∈ H′(z0), we have h′kΣ̂w0 = h′kΣz0 ⊂ D′(z0) = D̂1(w0)
from 2 (ii). in Lemma 9.3 so that h′kσ̂w0 = h
′
kΣ̂w0(w0) ⊂ D̂1. Using 1. in
Lemma 9.3 we obtain
π̂(gh′kσ̂w0) = π̂(gh
′
kΣ̂w0(w0)) = gh
′
kΣz0(z0) = gΣz0h
′
k(z0) = gσz0.
This proves that
⋃∞
k=1 gh
′
kσ̂w0 ⊂ π̂−1(gσz0) ∩ D̂1. Conversely, let w′ ∈
π̂−1(gσz0) ∩ D̂1. Using (9.4) we can find g′ ∈ D′(z0) with g′(w0) = w′.
We thus have g′(z0) = π̂(g
′(w0)) = π̂(w
′) ∈ gσz0 = gΣz0(z0); hence we can
find s ∈ Σz0 and h ∈ Hz0 with g′ = gsh in G. From 2. (ii) in Lemma 9.3,
gs and g′ are contained in D′(z0). It follows from 3. in Propositon 6.1 that
h ∈ H′(z0); hence there exists h′k with h ∈ h′kĤw0. Using 1. in Lemma 9.3,
we have
w′ = gsh(w0) ∈ gΣz0h(w0) = gΣz0h′k(w0) = gh′kΣz0(w0) = gh′kσ̂w0 ,
proving the reverse inclusion.
Finally, we note that π̂ : M → M ′ is a normal covering and D̂1 =⋃
g∈D′(z0)
gσ̂w0 is a foliation of leaves of m1-dimensional nonsingular general-
ized analytic sets gσ̂w0. It follows from formula (9.12) thatD =
⋃
g∈D′(z0)
gσz0
is a foliation of leaves of m1-dimensional non-singular f -generalized analytic
sets gσz0; hence Lemma 9.5 is proved. ✷
We construct a domain K as in 2−a (i) of Theorem 6.4. in the following
lemma.
Lemma 9.6. Let D ⋐ M and fix z0 ∈ D as above. Let E be a domain with
smooth boundary in M such that D ⋐ E ⊂M and D and E are of the same
isotropy class at z0 in D (such E exist by Lemma 9.2). Then there exists a
domain K in M with D ⋐ K ⊂ E such that K is foliated by m1-dimensional
non-singular f -generalized analytic sets gσz0 in M :
K =
⋃
g∈K ′(z0)
gσz0 with gσz0 ⋐ K. (9.13)
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Proof. Fix a neighborhood V of e in G such that f(D) ⋐ E for any f ∈ V.
We apply Lemma 9.1 for D and V to obtain balls V (i), i = 1, . . . , N, centered
at zi ∈ D in M and U (i)k in M ′ which satisfy conditions (1) ∼ (3) in the
lemma as well as the additional condition that V (i) ⋐ E, i = 1, . . . N . We
set π̂−1(zi) = {w(i)k }k=1,2,... ∈ π̂−1(D) ⊂M ′; i.e., w(i)k is the center of U (i)k . We
may assume that A := ∪Ni=1V (i) is a connected domain inM withD ⋐ A ⋐ E.
Since E and D are of the same isotropy class at z0, so are A and D; i.e.,
D′(z0) ∩Hz0 = A′(z0) ∩Hz0 = E ′(z0) ∩Hz0 .
For each i = 1, . . . , N , we consider the sets U
(i)
k ⊂ M ′ defined in (2)
in Lemma 9.1. We only consider the sets U
(i)
k in {U (i)k }k=1,2,... which are
contained in Ê1, the connected component of π̂
−1(E) containing w0 in M
′.
By convention, we use the same notation {U (i)k }i,k for these sets. From (ii) in
Lemma 9.2, Â1 = Ê1 ∩ π̂−1(A); thus the connected component Â1 of π̂−1(A)
in M ′ containing w0 may be decomposed as
Â1 =
⋃
i,k U
(i)
k , i = 1, . . . , N ; k = 1, 2, . . . .
We claim that
K :=
⋃
g∈A′(z0)
gσz0, (9.14)
satisfies the conclusion of Lemma 9.6. Note that A′(z0) and A in M are
domains in G and σz0 is connected in M ; thus K is a domain in M .
We begin by showing that
K =
⋃
g∈K ′(z0)
gσz0 with gσz0 ⋐ K. (9.15)
We first show A ⊂ K ⊂ E. Indeed, A ⊂ K follows from A = {g(z0) ∈ M :
g ∈ A′(z0)} and z0 ∈ σz0 . To prove K ⊂ E, we first show that
σ
(i)
k (w)σz0 ⋐ E, w ∈ U (i)k ; i = 1, . . . , N ; k = 1, 2, . . . ,
where σ
(i)
k is the holomorphic section of G over U
(i)
k via ψ̂w0 defined in (3) in
Lemma 9.1.
Since π̂(w
(i)
k ) = zi ∈ D, we see from (ii) in Lemma 9.2 that σ(i)k (w(i)k )(w0) =
w
(i)
k ∈ U (i)k ⊂ Ê1 ∩ π̂−1(D) = D̂1, so that σ(i)k (w(i)k ) ∈ D̂1(w0) = D′(z0) by
(9.4). It follows from 2. in Lemma 9.5 that σ
(i)
k (w
(i)
k )σz0 ⋐ D. Now let
w ∈ U (i)k , and set f := [σ(i)k (w)][σ(i)k (wk)]−1 ∈ G. Then by (3) in Lemma 9.1
we have f ∈ V. It follows that σ(i)k (w)σz0 = f [σ(i)k (w(i)k )]σz0 ⊂ f(D) ⋐ E, as
required.
Next we show that gσz0 ⋐ E for any g ∈ A′(z0). Let g ∈ A′(z0). Since
g(w0) ∈ Â1, we have w := g(w0) ∈ U (i)k for some i, k. Since σ(i)k (w)(w0) =
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w = g(w0), we can find an h ∈ Ĥw0 such that g = σ(i)k (w)h. Since hσz0 = σz0 ,
we have gσz0 = (σ
(i)
k (w)h)σz0 = σ
(i)
k (w)σz0 ⋐ E, as required.
Now we show that K =
⋃
g∈K ′(z0)
gσz0. Since A ⊂ K, we have the
inclusion K ⊂ ⋃g∈K ′(z0) gσz0. To prove the reverse inclusion, let g′ ∈ K ′(z0).
Then g′(z0) ∈ K, so that we can find g ∈ A′(z0) and s ∈ Σz0 with g′(z0) =
gs(z0). Thus there exists h ∈ Hz0 with g′ = gsh in G. We note that
gs ∈ K ′(z0). To see this, since Σz0 is connected and contains e in G, there
exists a continuous curve γ : t ∈ [0, 1] → s(t) in Σz0 with s(0) = e and
s(1) = s. The continuous curve γ˜ : t ∈ [0, 1] → γ˜(t) := gs(t) in G satisfies
γ˜(t)(z0) ∈ gσz0 ⊂ K. Since γ˜(0) = g ∈ A′(z0) ⊂ K ′(z0), we have γ˜ ⊂ K ′(z0),
and hence gs = γ˜(1) ∈ K ′(z0).
It follows from 2. in Proposition 6.1 applied to g′ = gsh ∈ K ′(z0) that
h ∈ K ′(z0) ∩Hz0 = E ′(z0) ∩Hz0 = H′(z0). Consequently,
g′σz0 = gshσz0 = gshΣz0(z0)
= gsΣz0h(z0) (by 1. in Lemma 9.3)
= gΣz0(z0) (since Σz0 is a group and h(z0) = z0)
= gσz0 ⊂ K,
as claimed.
To prove that gσz0 ⋐ K for a given g ∈ K(z′), since K is open it suffices
to show that for a given ζ ∈ ∂σz0 ⋐ D we have g(ζ) ∈ K. Since K ′(z0) is
an open set in G containing e, there is a ball B centered at e with gB ⋐
K ′(z0). From the previous assertion we have gBσz0 ⊂ K. It thus suffices
to show g(ζ) ∈ gBσz0 , or equivalently, ζ ∈ Bσz0 . This is also equivalent to
B−1(ζ)∩σz0 6= ∅. This is clear, since ζ ∈ ∂σz0 and B−1(ζ) is a neighborhood
of ζ in M .
Finally, we shall show that the union K =
⋃
g∈K ′(z0)
gσz0 is a foliation. In-
deed, using a similar argument as in the proof of (9.12), under the hypothesis
K ′(z0) ∩Hz0 = H′(z0), we have the following fact:
π̂−1(gσz0) ∩ K̂1 =
⋃∞
k=1 gh
′
kσ̂w0 for g ∈ K ′(z0).
Moreover, since π̂ : M →M ′ is a normal covering and K̂1 = ∪g∈K ′(z0)gσ̂w0 is
a foliation of leaves of m1-dimensional nonsingular generalized analytic sets
gσ̂w0, it follows from the above fact that K = ∪g∈K ′(z0)gσz0 is a foliation of
leaves of gσz0, and hence Lemma 9.6 is proved. ✷
The domain K in M as defined in (9.14) completes the proof of items
(o) and (i) in 2 − a of Theorem 6.4. For item (ii), let σ ⋐ D be a parabolic
nonsingular generalized analytic set in D. Then we have λ(z) = const. on σ.
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Since D =
⋃
g∈D′(z0)
gσz0 is a foliation, we use the same argument as in the
proof of (ii) in 1− a of Theorem 6.3 to obtain σ ⊂ gσz0 for some g ∈ D′(z0),
as required.
To prove 2− b. we assume that σz0 is closed in M . Since σz0 ⋐ D, σz0 is
an m1-dimensional, irreducible, nonsingular, compact analytic set in D. The
outline of the proof of 2 − b. is as follows. First, using (i) in 2 − a, we may
consider the quotient space K0 := K/σz0 which is an (n −m1)-dimensional
connected complex manifold. Moreover, D0 := D/σz0 is a subdomain of
K0, and ∂D0 is smooth in K0. This last fact follows from (6.17): ∂D =
∪g∈∂D′(z0)gσz0, together with the smoothness of ∂D.
To be precise, we work in the Lie group G. We use the notation G1 ≈ G2
to mean that G1 and G2 are isomorphic as complex manifolds. Since H′(z0)
and Σz0H′(z0) are closed Lie subgroups of G by 2. in Lemma 9.3, we may
consider the quotient spaces
A := G/H′(z0) and B := G/Σz0H′(z0);
then A is an n-dimensional connected complex manifold andB is an (n−m1)-
dimensional connected complex manifold. Since H′(z0) ⊂ Σz0H′(z0) we have
the canonical projection:
πab : gH′(z0) ∈ A 7→ gΣz0H′(z0) ∈ B,
and the quotient space
C := Σz0H′(z0)/H′(z0) with (πab )−1(ζ) ≈ C for ζ ∈ B.
From 2. (iv) in Lemma 9.3 we have C ≈ σz0 .
Since D′(z0)H′(z0) = D′(z0) and K ′(z0)H′(z0) = K ′(z0), the quotients
D′(z0)/H′(z0) and K ′(z0)/H′(z0) are well-defined and define domains, say
Da and Ka, in A. Since (∂D
′(z0))H′(z0) = ∂D′(z0), we have Da ⋐ Ka
and ∂Da is smooth in Ka. Similarly, since D
′(z0)Σz0H′(z0) = D′(z0) and
K ′(z0)Σz0H′(z0) = K ′(z0) by 2. (ii) in Lemma 9.3, the quotientsD′(z0)/Σz0H′(z0)
and K ′(z0)/Σz0H′(z0) define domains, say D0 and K0, in B. Since g ∈
∂D′(z0) implies gΣz0H′(z0) ⊂ ∂D′(z0), it follows that D0 ⋐ K0 and ∂D0 is
smooth in K0. Thus, π
a
b (Da) = D0 and π
a
b (Ka) = K0.
On the other hand, we have Da ≈ D and Ka ≈ K. To see this, since
H′(z0) ⊂ Hz0 , we have the canonical projection
π1 : gH′(z0) ∈ A 7→ gHz0 = g(z0) ∈M,
so that (A, π1) is an unramified covering of M (since Ĥw0 ⊂ H′(z0) ⊂ Hz0
and Ĥw0 is a normal subgroup of Hz0). Then the restriction π1 : Da (Ka) 7→
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D (K) is bijective. We only give the proof for π1 : Ka 7→ K. The surjectivity
comes from 1. in Proposition 6.1 (applied to K instead of D). To prove the
injectivity, let g1, g2 ∈ K ′(z0) with g1(z0) = g2(z0). We can find h ∈ Hz0
with g1 = g2h. It follows from 3. in Proposition 6.1 that h ∈ Hz0 ∩K ′(z0) =
H′(z0). Since H′(z0) is a group, we have g1H′(z0) = g2hH′(z0) = g2H′(z0),
as required.
Setting π0 := π
a
b |KA ◦ (π1)−1|K , we have the holomorphic surjection
π0 : K 7→ Ka 7→ K0,
which satisfies π0(D) = D0. Moreover, let z1, z2 ∈ K and let g1, g2 ∈ K ′(z0)
with z1 = g1(z0) and z2 = g2(z0). Then
π0(z1) = π0(z2) iff g1σz0 = g2σz0 . (9.16)
Assume first that π0(z1) = π0(z2). Then by the definition of π0 we have
g1Σz0H′(z0) = g2Σz0H′(z0). Since giΣz0H′(z0)(z0) = giσz0 , i = 1, 2, we
have g1σz0 = g2σz0 . Conversely, assume that g1σz0 = g2σz0 . Then we have
s1, s2 ∈ Σz0 and h ∈ Hz0 with g1s1 = g2s2h. By (3) in Lemma 9.3 (replacing
D′(z0) by K
′(z0)) we have gis ∈ K ′(z0), i = 1, 2. It follows from 3. in
Proposition 6.1 that h ∈ K ′(z0) ∩Hz0 = H′(z0). Since Σz0H′(z0) is a group,
we have g1Σz0H′(z0) = g2Σz0H′(z0); i.e., π0(ζ1) = π0(ζ2). Thus (9.16) is
proved.
In particular, (9.16) implies that π−10 (ζ) ≈ σz0 for each ζ ∈ K, and
π−10 (D0) = ∪g∈D′(z0) gσz0 = D.
To complete the proof of 2− b. in Theorem 6.4, it remains to verify that
D0 is a Stein domain in K0.
Fix ζ ∈ D0. Take a point z ∈ D with π0(z) = ζ and define λ0(ζ) :=
λ(z). If we take another point z′ ∈ D with π0(z′) = ζ , there exists g ∈
D′(z0) with z = g(z0), and hence z
′ ∈ gσz0 by (9.16). Since λ(gσz0) =
const. = λ(g(z0)) = λ(z), it follows that λ(z
′) = λ(z); thus λ0 is a well-
defined real-valued function on D0. Since π0(D) = D0, it follows that −λ0
is plurisubharmonic exhaustion function on D0. Noting that assertion α. in
the proof of Theorem 6.3 holds under the conditions in Theorem 6.4, using
the same method as in the proof of 1 − b. of Theorem 6.3, we see that −λ0
is strictly plurisubharmonic on D0; i.e., D0 is Stein. ✷
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