Universal Learning Networks (ULNs) provide a generalized framework to many kinds of structures of neural networks with supervised learning. Multi-Branch Neural Networks (MBNNs) which use the framework of ULNs have been already shown that they have better representation ability in feedforward neural networks (FNNs). Multi-Branch structure of MBNNs can be easily extended to recurrent neural networks (RNNs) because the characteristics of ULNs include the connection of multiple branches with arbitrary time delays.
In this paper, therefore, RNNs with Multi-Branch structure are proposed and they show that their representation ability is better than conventional RNNs. Fig.1 shows MultiBranch structure between nodes in RNNs. The nodes are connected using multiple branches and each branch has time delay Dij (p) and gaussian function. Therefore, a signal processed by node i is tranfered to pth branch with time delay Dij (p). Then, it is processed by gaussian function of pth branch and weight wij (p), after that it is transfered to node j.
The input signal of node j at time t: αj (t) is written by Eq.(1).
where JF (j): the set of nodes which are connected to node j B(i, j): the set of branches from node i to node j wij (p): weight of pth branch from node i to node j gij(p, hi(t − Dij (p))): gaussian function of pth branch from node i to node j Dij (p): time delay of pth branch from node i to node j θj : threshold of node j. Gaussian function gij is defined by Eq. (2) .
where cij (p) is center of gaussian of pth branch from node i to node j σij (p) is width of gaussian of pth branch from node i to node j, and L is a positive constant of lower bound of width of gaussian. Multi-Branch Recurrent Neural Networks (MBRNNs) are RNNs with Multi-Branch structure which is constructed as shown in Fig.1 . And, Modular MBRNNs shown in Fig.2 are suited for practical use. It is easy for Modular MBRNNs to grow the network size because they consist of small sized MBRNNs and don't have too many connections.
RNNs can represent dynamical systems and are useful for time series prediction. The performance evaluation of Modular MBRNNs was carried out using a benchmark of MackeyGlass time series prediction.
Simulation results showed that MBRNNs could obtain better performance than conventional RNNs, and also that they could have improved representation ability even if they are smaller sized networks. Universal Learning Networks (ULNs) provide a generalized framework to many kinds of structures of neural networks with supervised learning. Multi-Branch Neural Networks (MBNNs) which use the framework of ULNs have been already shown that they have better representation ability in feedforward neural networks (FNNs). Multi-Branch structure of MBNNs can be easily extended to recurrent neural networks (RNNs) because the characteristics of ULNs include the connection of multiple branches with arbitrary time delays. In this paper, therefore, RNNs with Multi-Branch structure are proposed and they show that their representation ability is better than conventional RNNs. RNNs can represent dynamical systems and are useful for time series prediction. The performance evaluation of RNNs with Multi-Branch structure was carried out using a benchmark of time series prediction. Simulation results showed that RNNs with Multi-Branch structure could obtain better performance than conventional RNNs, and also showed that they could improve the representation ability even if they are smaller sized networks. 
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