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Abstract
We present a multi-modal dialog system to assist online
shoppers in visually browsing through large catalogs. Vi-
sual browsing is different from visual search in that it al-
lows the user to explore the wide range of products in a
catalog, beyond the exact search matches. We focus on a
slightly asymmetric version of the complete multi-modal di-
alog where the system can understand both text and image
queries, but responds only in images. We formulate our
problem of “showing k best images to a user” based on
the dialog context so far, as sampling from a Gaussian Mix-
ture Model in a high dimensional joint multi-modal embed-
ding space, that embed both the text and the image queries.
Our system remembers the context of the dialog and uses an
exploration-exploitation paradigm to assist in visual brows-
ing. We train and evaluate the system on a multi-modal di-
alog dataset that we generate from large catalog data. Our
experiments are promising and show that the agent is ca-
pable of learning and can display relevant results with an
average cosine similarity of 0.85 to the ground truth. Our
preliminary human evaluation also corroborates the fact
that such a multi-modal dialog system for visual browsing
is well-received and is capable of engaging human users.
1. Introduction
When a customer visits a physical retail store, she has
the option to quickly visually browse through a large num-
ber of products. In most cases, she has the option to en-
gage in a one-on-one conversation with a human agent in
the store who can assist the customer to find what she is
looking for. For example, the customer may say “Show me
blue dresses” and the agent can respond by displaying blue
dresses. If the customer points to a particular dress and
says “Show me more like this”, the agent not only shows
products that are exactly similar to the chosen product, but
also shows a few samples that he thinks the customer may
∗These authors contributed equally to this work.
like, allowing the customer to explore the catalog better and
refine her preferences. The human agent understands and
remembers the customer’s requirements, learns her likes
and dislikes and pro-actively makes recommendations in an
exploration-exploitation framework, which in turn allows
the customer to know about the range of products in the
store quickly and also refine her preferences efficiently.
 
Figure 1. Visual browsing through multi-modal dialog.
In contrast, an online customer does not have much
flexibility to quickly visually browse through large catalogs
in an exploration-exploitation setup. More often than not,
a customer rarely goes beyond the first 2-3 pages of search
results returned by the search engine. Also, search engines
mostly restrict search results to exact matches to the search
query, without any exploration. Since online catalogs are
huge there is a significant fraction of products which never
surface on the the first page of the search results unless the
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user is specifically searching for it or it is being promoted
by the retailer. In this paper, we present a system to assist
customers in visually browsing through large catalogs
in an exploration-exploitation setup using multi-modal
dialog that allows the customer to search better, refine her
preferences and at the same time ensure that the customer
gets to see a large part of the catalog. Figure 1 shows an
example of our proposed system. The key aspects of our
system are:
• Visual browsing is different from visual search:
Online visual browsing is different from visual search
in that it allows the user to explore the catalog beyond
the exact search results, thus capturing the concept of
exploration-exploitation. When an online customer
expresses her preference in the form of an image click,
it is difficult to exactly verbalize what the user wants.
For example in the second round of the dialog given
in Figure 1, when the customer clicks on the third blue
dress in the first row, does the customer want dresses
similar in design to the one clicked? Or does the
customer want only blue dresses, irrespective of the
design? Is the customer willing to explore tops that are
not blue? In this example, the agent not only shows
blue dresses in response to the user click, but also ex-
plores and shows a red long top, a blue top and a short,
and a couple of dresses that are not blue, but similar
to the clicked dress in design. The advantages of
visual browsing are: (1) it allows for easier navigation
through large product catalogs, and (2) it provides the
user the capability to sample from the whole catalog
based on the exploration-exploitation paradigm. Such
a system allows for a more interactive online shopping
experience, while providing an opportunity to quickly
browse through representative products of the catalog.
• Multi-modal dialog: The user can express his/her
preference or query in natural language text or image
click, while the agent responds only in images.
This is a slightly asymmetric version of a complete
multi-modal dialog. In order for the agent to respond
to both text and image queries, it needs to learn a joint
embedding space that maps both types of queries to a
common space.
• Context: The agent has to understand not only the
current query, but also remember previous rounds of
the dialog. For example in the third round of dia-
log in Figure 1, although the user query is “Show me
only sleeveless”, the agent remembers that the user had
queried for dresses in the first round and had clicked
on a blue dress in the second round of the dialog
and hence only displays sleeveless dresses in various
shades of blue.
The first challenge in building such an intelligent and in-
teractive system is the absence of any existing multi-modal
dataset. In this paper, we first build a multi-modal dialog
dataset from large product catalogs, as described in Section
3. We then propose the architecture of a model that can
learn how to respond to multi-modal queries based on user
context and the exploration-exploitation paradigm, as de-
scribed in Section 4. We train our agent and evaluate its per-
formance on our multi-modal dialog dataset with promising
results.
2. Related Work
Several recent works have focused on the intersection
of computer vision and natural language, in the develop-
ment of conversational agents, two-player games, visual
question-answering, image captioning etc. Some relevant
works include [2], where the authors train an AI agent to
hold meaningful conversation with a human about an im-
age. Given an image, a dialog history and a question, the
agent comes up with a meaningful reply in natural language.
In [4], H. de Vries et al. introduced the two-player “Guess
What?!” game, where the task is to guess a particular ob-
ject in an image. Das et al. [3] use deep reinforcement learn-
ing to develop a co-operative image guessing game between
two AI agents, the Q-Bot and the A-Bot. The goal for both
the bots is to steer the dialog in a way that leads the Q-Bot
to quickly guess the image that is being referred to from the
line-up of images.
While research in multi-modal dialog is gaining traction,
the domain of online shopping is yet to tap into its full po-
tential. E-commerce leaders like Amazon and Netflix ex-
tensively use recommender systems. Starting with content
based and collaborative filtering, recommender systems are
now focusing on matrix factorization, multi-armed bandits,
and methods for blending recommendations [10]. For on-
line shopping, visual search is very common and recent
advances in computer vision have made significant contri-
butions to this field [7, 9, 12, 17]. Going beyond visual
search, Laenen et al. [11] present a multi-modal product re-
trieval method that leverages both text and image queries.
They present a model that learns the cross-modal represen-
tations and ranks images based on their relevance to a given
query. Teo et al. [16] proposed a system of visual browsing
on e-commerce platforms using image clicks by adaptive
personalization and incorporating concepts of exploration-
exploitation. They used a Bayesian regression model, a sub-
modular diversification framework and personalized cate-
gory preferences.
In contrast to existing literature for online product rec-
ommendation and visual search/ visual browsing, we pro-
pose a framework of multi-modal dialog to assist online
customers in visual browsing through product catalogs. The
system would be capable of remembering context, corre-
lating text and image queries to a common representation
space and go beyond “exact matches” to allow for the user
to explore the catalog quickly. To the best of our knowl-
edge, there is no existing work that unifies all these con-
cepts to provide a one-stop intelligent agent that can mimic
an in-store retail experience.
3. Dataset Creation
To the best of our knowledge, there is no existing dataset
of multi-modal dialog for visual browsing of large cata-
logs. A primary reason is that online visual browsing is still
not deployed in large scale and still not widely used on e-
commerce websites. It is also difficult to collect real-world
multi-modal data that mimics in-store retail experience in
an on-line shopping framework.
Figure 2. The image of a typical product in the catalog and some
associated attributes and attribute values.
In order to create the dataset, we crawled 71905 unique
products (consisting of apparel, footwear, and accessories)
from a fashion e-commerce site. For each product, we
crawled the main product image together with available
meta-data including category, name, description and vari-
ous attribute values. Figure 2 shoes a typical product in the
catalog, with the image and some of the available meta-data
information.
Since there can be a multitude of product category types,
attributes and attribute values, we standardize them by
building a fashion specific vocabulary. Each category has
certain attributes and each attribute can take some specified
set of values. Table 1 shows a snippet of our vocabulary
and some sample tokens of categories (e.g. shoes), attribute
names (e.g. color) and possible attribute values (e.g. red,
blue, etc.). Some attributes are common to all categories
(e.g. color), while some attributes are specific to only cer-
tain categories (e.g. attribute sleeves is applicable for cate-
gories tops, shirts, dresses and not for category shoes). The
data has a total of 130 categories, 17 attribute types, and
501 unique attribute values, resulting in a vocabulary size
of 648.
Table 1. Fashion specific vocabulary built by standardizing product
categories, attributes and attribute values.
Attribute Count Sample values
Gender 2 men, women
Category 130 shoes, dresses, trousers, shirts ...
Color 46 sky blue, peach, red, violet ...
Material 65 leather, cotton, jute, silk ...
Pattern 17 woven design, floral, embellished,
checkered ...
Brand 160 John Players, Reebok, 109F, Adi-
das ...
In our initial experiments, we select a subset of the entire
product catalog, focusing only on categories related to men
and women footwear, giving a total product count of 3500.
We generate around 5K multi-modal dialog sessions on this
dataset by a context dependent probabilistic finite state au-
tomaton, as illustrated in Figure 3. A sample dialog starts
at the start node and continues by a random walk through
the different nodes in the graph until it hits the end node.
The edge weights denote the various transition probabilities
between the nodes.
Figure 3. Multi-modal dialog dataset creation by probabilistic fi-
nite state automaton.
To get the dialog started, at the start node, we transition
to one of the three nodes – gender query, category query,
gender category query. It may be noted that although the
user can express her choices both in terms of text or im-
age clicks, the starting query is always a text query, which
is generated by randomly sampling a term from the fash-
ion vocabulary. The gender query node generates queries
only related to gender, while the category query node gen-
erates queries related to different categories (e.g. running
shoes, formal shoes, sandals, etc.) and the gender cate-
gory query generates queries about gender specific cate-
gories (e.g. men’s running shoes). The products with their
attributes are indexed into an elastic search [6], to facilitate
their retrieving from the catalog. The images corresponding
to the top 6 results are shown to the user.
From gender query, category query or gender category
query node, the dialog can transition to either the attribute
query node, or the image click node. The attribute query
node generates text queries related to specific attributes. At
every round of the dialog, we maintain the context, in terms
of gender, category name and attributes queried. Based on
the context and the current search query, we retrieve re-
sults to display to the user. The image click node corre-
sponds to the user clicking on any one of the displayed
images in the current state of the dialog. An image-click
query is simulated as a random selection of one of the 6
images shown in the previous round of the dialog. The
‘exploration-exploitation’ paradigm is implemented in re-
sponse to an image click query. The response to the image
click query should include (a) some results which are very
similar to the clicked image in terms of image features, and
(b) some results which are somewhat different but only to
the extent where the user may be interested, pertaining to
the current query and the context.
In order to extract image features, we use the pre-trained
VGG16 [15] architecture and use the FC7 layer to repre-
sent the image features. We use a probabilistically gener-
ated number n1, where 1 ≤ n1 ≤ 6, to display the n1 K-
Nearest Neighbors (KNN) results and 6 − n1 results based
on hierarchical clustering, as shown in Figure 4. We choose
hierarchical clustering in order to capture the hierarchical
structure of products in a fashion catalog. The KNN results
are meant to exploit the catalog for closest image results
and the clustering results are meant to explore the catalog.
In the hierarchical clustering, the cluster size s is chosen
probabilistically, such that s is 2 − 5 times the maximum
distance in the KNN results. This value is experimentally
seen to give an optimum clustering to explore the catalog
without drastically deviating from the clicked image. As the
number of dialog rounds increases, n1 increases, thereby
focusing more and more on the user preference, with less
exploration.
From the attribute query node and the image click query
node, the dialog can proceed to the end node with certain
probability.
In generating the simulated dialog dataset, we particu-
larly focus on the following features:
Context dependent state transition: The transition from
one node to another depends on context. For example, if we
are in the gender query node and the category name is not
yet available in the context, then we try to get the category
in the current context by transitioning to the category query
node or to the image click node.
Context switches: We allow for context switches in the di-
alog. This is a more realistic scenario in which the user is
Figure 4. Hierarchical clustering to retrieve results corresponding
to image-click query, by taking into account the exploration ex-
ploitation paradigm.
free to switch context. Context switches are shown as dot-
ted lines in Figure 3. Any time there is a context switch,
the gender and category in the current context is reset to the
new values.
Exploitation-exploration: We explicitly include explo-
ration in the image-click query mode, as described above.
The rationale behind this is that fashion shopping is highly
serendipitous and we leave some room to the user to explore
other parts of the catalog.
4. Proposed Method
An intelligent agent should be capable of assisting cus-
tomers without having real-time access to the meta-data in-
formation in the product catalog. It should be capable of re-
sponding to unstructured or natural language conversations
or even images provided by the user not present in the cat-
alog. Although our current set-up only allows for the user
to express her preference from the existing product catalog,
our vision is to extend the capabilities of the agent to re-
spond to images that are not present in the catalog and fed
in externally by the user. Thus, it is essential for the agent
to comprehend multi-modal queries and learn to sample ju-
diciously from large catalogs to assist the customers.
The first step for the agent in achieving this objective is
to learn a common representation of images and their text
descriptions in a high-dimensional joint embedding space.
We use the Correlational Neural Network (CorrNet) [1] (de-
scribed in Section 4.2) and pre-train the model with our cat-
alog data. Once the agent learns to map an input query onto
this high dimensional vector space, it has to learn how to re-
spond to the query by showing relevant products. We model
this behavior of the agent as sampling from this joint em-
bedding space by a Gaussian Mixture Model (GMM). How-
ever, sampling is a non-differentiable operation, and cannot
be used in a neural network based model that uses back-
propagation. We navigate this problem by modeling the
sampling operation using some re-parameterization tech-
niques, as discussed in Section 4.3. The following sections
describe the complete model in more detail.
4.1. Query encoding:
For image encoding, we use the pre-trained VGGNet-
16 [15] Convolutional Neural Network. The 4096 di-
mensional representation obtained from the FC7 layer of
VGGNet-16 form our encoded image representation Ie.
Each word in the text query is encoded using the 300 dimen-
sional representation obtained from Word2Vec [13]. The
entire text query containing multiple words is then repre-
sented using the Continuous Bag of Words (CBOW) model
[13], where we average the Word2Vec encoding over all the
words in the query, and this representation forms our en-
coded text representation Te. The text/image query is then
passed on to the pre-trained CorrNet model to be encoded
into the joint embedding space.
4.2. Common Representation Learning using Cor-
rNet
The Correlational Neural Network architecture consists
of an input layer, a hidden layer, and an output layer. We
pre-train this network using all the products in the catalog.
One view of the input Z is the encoded frontal image repre-
sentation Ie and the other view is the encoded text descrip-
tion Te of the product formed from the attributes color, gen-
der and all synonymous category names. We choose these
attributes among all the available meta-data information be-
cause these features are the most representative in describ-
ing a product.
The hidden layer computes an encoded representation of
dimension k, from the input Z as below:
(1)H(Z) = f(WIe + V Te + b)
where W ∈ Rk×4096, V ∈ Rk×300 and b ∈ Rk×1 . The
function f can be any non-linear activation function, like
sigmoid or tanh. We use the sigmoid activation function
here. In our experiments, we consider the hidden layer di-
mension k = 200. The output layer reconstructs Z from the
hidden representation by computing:
(2)Z ′ = g([W ′H(Z), V ′H(Z)] + b′)
where W ′ ∈ R4096×k, V ′ ∈ R300×k and b′ ∈
R(4096+300)×1 . Function g is a sigmoid activation function.
In order to learn the parameters θ = {W,V,W ′, V ′, b, b′} of
the system, we minimize the following objective function,
as detailed in [1]:
(3)J(θ) =
N∑
i=1
L(Zi, g(H(Zi))) + L(Zi, g(H(Xi)))
+ L(Zi, g(H(Yi)))− λcorr(H(X), X(Y )
corr(H(X), H(Y ))
=
∑N
i=1(H(Xi)−H(X))(H(Yi)−H(Y )√∑N
i=1(H(Xi)−H(X))2
∑N
i=1(H(Yi)−H(Y ))2
(4)
where L is the reconstruction error, λ is the scaling pa-
rameter used to determine the relative weight of the corre-
lation term with respect to the reconstruction errors, H(X)
is the mean vector for the hidden representations of the first
view and H(Y ) is the mean vector for the hidden represen-
tations of the second view.
In essence, the objective function given in Equation 3
(i) minimizes the self and cross reconstruction error, and
(ii) maximizes the correlation between the hidden represen-
tations of the two views. This ensures that the k dimensional
hidden representation of text and image descriptions of the
same product are very similar.
After the CorrNet is trained, we use the weights W,V, b
to project the input image or text query into the k dimen-
sional space of the hidden layer, which is the joint embed-
ding space and we call it the CorrNet space.
4.3. Sampling from a Gaussian Mixture Model
While showing the nearest neighbors of the current user
query in the CorrNet space can provide useful recom-
mendations, it neither captures the context of the multi-
modal dialog, nor implements the exploration-exploitation
paradigm. Therefore, we train the model to sample from
a GMM in a way that the samples generated by the model
are similar to the ground truth image recommendations for
the same set of dialog rounds. We choose a Mixture of
Gaussians instead of a single Gaussian with the idea that
each Gaussian would be centered around certain features of
the product catalog and the sampling operation would be
learned in a way that the exploration-exploitation paradigm
and the context are both captured by the model.
The model learns in a supervised framework, trying to
show results that mimic the rule-based multi-modal dialog
dataset results. The cosine similarity is a measure of simi-
larity between two non-zero vectors, and since our objective
is to maximize the similarity between the model generated
results and ground truth results in the dataset, our objec-
tive function is the negative of the mean cosine similarity of
the model generated images and the dataset images over a
batch of input dialog rounds. Mathematically, the objective
function is:
(5)Jm(θ′) = − 1
N
Nb∑
s=1
1
(Nd)2
Nd∑
j=1
Nd∑
i=1
yi · yˆj
||yi ||·||yˆj ||
where s is a sample of the batch, Nb is the batch-size and
Nd is the number of images displayed, yˆj is the jth model
generated image and yi is the ith dataset image response to
some query in the dialog. Since for each round of the dia-
log, the model and the ground truth dataset both contain Nd
images, we can form a Nd × Nd matrix of cosine similar-
ities. For each sample, we take the mean cosine similarity
from this matrix and then further consider the mean over the
entire batch as our loss. As the ground truth image recom-
mendations already take care of the exploration-exploitation
paradigm, when the model learns to minimize the objective
function 5, it also learns to sample while taking care of the
exploration-exploitation paradigm.
Now, sampling is a discrete operation and is non-
differentiable. Hence we cannot back-propagate through
a node that has a sampling operation. To overcome this
problem, we use a re-parameterization technique that is
commonly used in Variational Auto-encoders. A sample
from a Gaussian distribution with a mean µ and covari-
ance Σ can be expressed as ‡ = N (µ,Σ). Using the re-
parameterization technique, we can express ‡ as ‡ = µ+L,
where  = N (0, I) and Σ = LLT . So, we can now say that
‡ is a function that takes parameters (, µ, L).  is an input
to the network. While back-propagation, we compute par-
tial derivatives w.r.t µ and L only. The model learns the µ
and L for each Gaussian, as a function of the input queries
and we explain this in more detail in Section 4.4.
Since the model learns to sample from a GMM, it should
not only learn how to sample from a Gaussian distribution,
but also learn how to select which Gaussian to sample from.
A GMM has a pdf: φX(x) =
∑
i wiN (µi,Σi;x). Sam-
pling from the GMM involves the following two steps:
1. Sample i from the categorical distribution parameter-
ized by vector w = (w1, w2, · · · , wd), with w′is such that∑
i wi = 1.
2. Sample x from normal distribution parameterized by µi
and Σi.
Now, again, sampling from a categorical distribution is
non-differentiable and we use the Gumbel Softmax function
[8] to overcome this problem. Sampling from a categorical
distribution with class probabilities pii can be expressed as:
(6)‡ = one hot(argmax
i
[gi + log pii])
where gi is the gumbel noise. Since argmax is not differen-
tiable, in the Gumbel Softmax technique, we use softmax
as a continuous approximation of argmax as below:
(7)wi =
exp((log(pii) + gi)/τ)∑C
j=1 exp((log(pij) + gj)/τ)
where C is the number of classes in the categorical dis-
tribution. In our case, C is the number of Gaussians (Ng)
in the GMM and is a hyper-parameter of the system. τ
is called the temperature parameter that gives a control
as to how closely the samples from the Gumbel-Softmax
distribution would approximate the categorical distribution.
When τ is very close to 0, the softmax becomes an argmax.
We experiment over different values of τ and observe that
τ = 1 gives the best results.
The next section explains how each of the individual op-
erations described in Section 4 thus far, are combined to
form the complete model.
4.4. The Complete Model
A multi-modal dialog in the dataset can have varying
number of rounds of dialog, depending on the transitions
in the finite state automaton in Figure 3. In order to keep
the context in perspective, at any time instant, the model
has to consider the current user query as well as the previous
queries. But, how many queries should it consider to be per-
form optimally? It may consider all the queries in the dialog
till the current query, or it may only consider the last Nws
queries. For example, in Figure 5, we show 3 rounds of dia-
log, where the current query is a user click and the previous
two queries are text queries. Thus, in this case, the contex-
tual window-sizeNws = 3, but the model can also deal with
variable window-sized context, where the algorithm allows
for tuning Nws as a hyper-parameter. Each encoded text
and image query (Te and Ie) in Nws is passed through the
pre-trained CorrNet to give corresponding 200 × 1 vectors
in the CorrNet space, and the mean of these CorrNet space
representations form Hunionsq, which is the input to subsequent
parts of the network. The model takes this input Hunionsq and
learns to sample from a Mixture of Gaussians. The number
of Gaussians (Ng) is a hyper-parameter of the model. The
mean of each Gaussian µi in the GMM, is a function ofHunionsq.
The probability of selecting the Gaussians in the GMM, pii
is also a function of Hunionsq. This means that the model has to
learn to weigh the Gaussians based on the current and the
previous queries, thus capturing the context in the dialog.
The weights wi are computed from pii by Equation 7 and
ultimately, sampling from the GMM can be written in the
form:
yˆ =
Ng∑
i=1
wi(µi + Li)
where  ∈ N (0, I).
Figure 5 and Algorithm 1 show the complete model for
visual browsing using Multi-Modal Dialog.
5. Experimental Results
The first contribution in this paper is the development of
a multi-modal dialog dataset for visual browsing. Figure
6 shows four rounds of dialog in an example session, con-
sisting of user queries (text/image click) and our simulated
dataset recommendations, generated as described in Section
3.
Figure 5. Schematic overview of the complete model as detailed in Algorithm 1.
 
Q1: Women ballerinas Q2: Women beige ballerinas 
Q3: Click on 4th image Q4: Click on 6th image 
Figure 6. Four rounds of dialog and the corresponding recommen-
dations as generated by our simulated dataset.
Learning appropriate common representations of text
and images for a product is a crucial for the complete model.
After training the CorrNet model, we tested it by compar-
ing CorrNet space representations of text descriptions with
nearest CorrNet space image representations. By plotting
the nearest image representations of a given text query, we
find that the representations in the joint embedding space
are very similar. Figure 7 shows this cross-referencing in
the CorrNet space for two different text representations.
For training the complete model, we used 70% of
the simulated dialog dataset as our training data. The
hyper-parameter k, which is the dimension of CorrNet
 
Women beige-black strapped sandals 
 
Men yellow-green running shoes 
Figure 7. Images with closest CorrNet space representations to the
given text representation in the CorrNet space.
space was fixed at 200 for all our experiments. We studied
the performance of the algorithm with the change of hyper-
parameters, the learning rate η, the temperature parameter
τ in Equation 7, the contextual window size Nws, and the
number of Gaussians Ng in the GMM. It is seen that a τ
value of 1.0, an η value of 0.1 and an Ng value of 3 give
optimum performance. The performance of the algorithm
dwindles when the contextual window size Nws becomes
too large, or when we have too many Gaussians Ng . This
can be explained by the fact that the model finds it difficult
to learn effectively when too much dialog history is taken
into account. This can be attributed to the relatively simple
method of encoding the text descriptions and the simple
averaging technique to account for the context. We believe
that including a more advanced method like LSTM can
help build the “memory” of the model more efficiently and
effectively. Nevertheless, with simple encoding schemes
Algorithm 1: Algorithm for visual browsing by the
agent.
Input : Current query Qt (text/ image click),
contextual window size Nws, Number of
Gaussians Ng , pre-trained CorrNet
weights {W,V, b}, Gumbel temperature τ ,
Gumbel noise gi, Batch size Nb, Number
of displayed image in each dialog round
Nd, Learning rate η.
Output: Learned model parameters
θm = {Wµ, bµ, L,Wg, bg}
1 if Qt = text then
2 Find text encoding Te as described in Section 4.1
3 end
4 else if Qt = image then
5 Find image encoding Ie as described in Section
4.1
6 end
7 Project Qt onto the CorrNet space using {W,V, b} to
get k dimensional representation Ht, as described in
Section 4.2.
8 ComputeHunionsq = 1Nws
∑Nws−1
w=1 Ht−w.
9 The mean of each Gaussian in the GMM is computed
as µi = f(HunionsqWµi + bµi), where Wµi and bµi are
learned by the model and f = sigmoid activation
function.
10 The variance of each Gaussian is computed as
Σi = LiL
T
i , where Li is learned by the model, but
independent ofHunionsq.
11 Compute probability of selecting each Gaussian from
the GMM as pii = g(WgHunionsq + bg), where Wg and bg
are learned by the model and g = softmax activation
function.
12 Convert sampling to a differentiable operation by the
Gumbel Softmax operation as:
wi =
exp((log(pii)+gi)/τ)∑Ng
j=1 exp((log(pij)+gj)/τ)
.
13 Express sampling from GMM as:
yˆ =
∑Ng
i=1 wi(µi + Li), where  ∈ N (0, I).
14 Compute the objective function as: Jm(θm) =
− 1Nb
∑Nb
s=1
1
(Nd)2
∑Nd
j=1
∑Nd
i=1
yi ·yˆj
||yi ||·||yˆj ||
, where yi
is the corresponding ground truth product
representation.
15 Learn the model parameters
θm = {Wµi, bµi, Li,Wg, bg} by iteratively
minimizing Jm(θm), on the training data set.
16 Use the leaned parameters θm for generating results
on the test data set.
and context-building, our results are quite promising.
Figure 8 shows 3 examples of the ground truth results
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Figure 8. Ground truth results from the dataset and the model gen-
erated recommendations, considering a contextual window size
Nws = 3. Top: Dialog session with only text queries. Middle:
Dialog session with only image click queries. Bottom : Dialog
session with multi-modal queries.
from our simulated dataset and the generated results by our
model, when Nws = 3. In our experiments, we achieve an
average cosine similarity of 0.85 with the ground truth on
the test data set.
Human Evaluation Since, to the best of our knowledge,
there exists no similar multi-modal dialog system to assist in
visual browsing, it is difficult to make a direct performance
comparison with any existing system. However, since the
motivation of this work is to assist online customers in vi-
sual browsing, it is important to get an idea of what human
users think of this system. Therefore, in order to evaluate
the acceptance and performance of this multi-modal visual
browsing system to human users, we conducted a prelimi-
nary user study with 13 individuals, who were undergradu-
ate and graduate students in the age group of 23 – 31 years.
In the user study, the participants were presented a demo
version of our system where they could interact with the
agent to visually browse through the shoes catalog. The par-
ticipants were also presented with a system that randomly
sampled products from the catalog in response to any im-
age click or text query. The participants were free to con-
duct as many trial runs of either system (random sampling/
our multi-modal dialog system) as they wanted. The num-
ber of trails per participant and the number of dialog rounds
per trial for each user was logged by the system. After the
interaction with the system, each participant was given a
questionnaire, where in addition to their age and gender,
they were asked the following questions:
• In how many trials were you happy with the recom-
mendations? (All of the trials, most of the trials, about
half of the trials,rarely, none of the trials)
• Do you think this kind of a recommending system can
improve your online shopping experience? (Strongly
agree, somewhat agree, neutral, somewhat disagree,
strongly disagree)
• How much do you agree, our system works better than
a random baseline? (Strongly agree, somewhat agree,
neutral, somewhat disagree, strongly disagree)
• Overall on a scale of 1 to 10 (10 being the highest),
how much will you rate our system?
In order to evaluate the system, we used the number of
trials and the number of dialog rounds per trial as quan-
titative metrics to capture the acceptance and engagement
of the users. We evaluated the user engagement and accep-
tance in comparison to the random baseline system. The
more the number of dialog rounds in a trial, the more the
level of user engagement with the system. The number of
trials by a participant is indicative of user acceptance of the
system, and it suggests the user’s interest as they test the
system more with different starting queries. It can be taken
as a proxy for an online customer coming back to re-use the
system more than once.
The mean number of dialog rounds in one trial of the
random sampling system was 2.8 and the mean number of
rounds in one trial of our system was 4. 14.28% of the par-
ticipants conducted the random sampling experiment twice,
while 46% of the participants ran multiple trials (2 or 3)
of our multi-modal dialog system. This shows that users
interacted and got engaged to our system more than the ran-
dom baseline and wanted to run several trials with different
starting queries. The post study feedback of our system was
unanimously positive. 100% of the users strongly agreed
that our system presents more meaningful results than a
random recommender, and 100% of the users agreed that
such an interactive AI system for visual browsing can im-
prove our online shopping experience. On a scale of 1 to
10 (10 being the highest), 66.7% users rated our system
as 8, and 33.3% users gave a rating of 9. The prelimi-
nary human evaluation is promising and shows that such a
multi-modal dialog system to assist visual browsing would
be well-received by the online shopping community.
6. Conclusion
In this paper, we presented a simulated dataset of multi-
modal dialogs that mimic visual browsing by a user in an
online shopping environment. Using this dataset, we devel-
oped an AI agent to mimic a human agent that can remem-
ber context, understand both natural language and images,
and adhere to the exploration-exploitation paradigm to as-
sist in visual browsing. Our preliminary experiments show
promising results of achieving an average cosine similarity
of 0.85 between model generated results and ground truth
results on the test dataset. The human evaluation study laid
the foundation to the fact that such a multi-modal dialog
system would be well-received by online customers, once
deployed, and would be capable of engaging the customers
to a greater extent than a random baseline.
We are currently in the process of developing a larger
scale dataset of multi-modal dialog using the entire range
of products (all 71905 products covering apparel, footwear
and accessories) in our catalog. We are also working on de-
veloping a more involved human evaluation system on this
larger dataset, by allowing users to interact with our model
via a web portal, and also by comparing the performance
with simple KNN based methods.
We want to develop and test more involved algorithms
on this dataset including a more robust approach of “con-
text” or “memory” using a sequential model like LSTM [5].
We also plan to extend our algorithm from the supervised
learning framework to a reinforcement learning framework,
where the agent can get feedback on the results. However,
building a reward function for the results for this system is
challenging since the goal is subjective as opposed to, say,
an Atari game where we have a well defined scoring system.
In this work, we pre-trained the CorrNet architecture to
learn the joint multi-modal representation. However, this ar-
chitecture cannot learn disentangled representations of the
different attributes associated with a product. For exam-
ple, learning disentangled representations for the important
attributes like color, pattern, material etc., within a particu-
lar view and correlate them appropriately with correspond-
ing attributes from the other view, could significantly im-
prove the performance of visual browsing. We want to in-
clude the architecture suggested in [14], in an end-to-end
learning module, integrated with LSTM and reinforcement
learning. Finally, incorporating user information and likes
and dislikes can significantly improve visual browsing re-
sults, as the recommendation can be tailored to particular
customers.
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