For a fixed unit vector a = (a 1 , a 2 , .
Introduction and result
For a given n we consider the set S = {+1, −1} n of row vectors ε = (ε 1 , . . . , ε n ) ∈ R n with ε i ∈ {+1, −1}, i = 1, . . . , n. Given a column vector a = (a 1 , . . . , a n ) ′ one may consider the product εa = n i=1 ε i a i ∈ R. The Euclidean length of a will be denoted by a . The problem we address is explicitly mentioned in [5] and acknowledged to Bogus lav Tomaszewki: Of the 2 n expressions |εa| = |ε 1 a 1 + · · · + ε n a n |, ε ∈ S, Can there be more with value > a than with value ≤ a ? The result proved in this paper, is the solution for n ≤ 9: Theorem 1.1 Let n ≤ 9 and a ∈ R n . Then {ε ∈ S | |εa| ≤ a } contains at least half of the elements of S.
Let for the moment ǫ 1 , ǫ 2 , . . . , ǫ n be independent Rademacher random variables and let S n := a 1 ǫ 1 + a 2 ǫ 2 + · · · + a n ǫ n , where a 1 , a 2 , . . . , a n are any real numbers such that a 2 1 + a 2 2 + · · · + a 2 n = 1. In [11] , Pinelis showed that P{S n ≥ x} ≤ c P{Z ≥ x} where Z is the standard normal r.v. and c is an almost optimal constant. He indicated that, while S n represents a simplest case of the sum of independent non-identically distributed r.v.'s, it is still very difficult to control in a precise manner. As a by-product he obtained
where
and where g and h are complicated expressions involving the standard normal density and the standard normal distribution function, but g and h are independent of n and of the a i 's. In [10] , Pinelis proved that for x > 0
where C := 5 √ 2πe P{|Z| < 1} = 14.10 . . . , and where φ is the standard normal density function. Holzman and Kleitman showed in [8] that
, if |a i | < 1, for i = 1, . . . , n, so that also P{|S n | ≤ 1} ≥ 3 8 , but the conjecture that P{|S n | ≤ 1} ≥ 1 2 remained open. In [13] , however, Van Zuijlen proved this conjecture in case of equal a i 's. Bentkus and Dzindzalieta obtained in [1] in case a It has also been indicated in [3, p. 31] how to use Lyapunov type bounds, with explicit constants for the remainder term in the Central Limit Theorem, in order to obtain upper bounds for P{S n ≥ x}. Let Y 1 , Y 2 , . . . , Y n be independent rv's such that EY j = 0 for all j.
Assume that the sum U n = Y 1 + Y 2 + · · · + Y n has unit variance. Then there exits an absolute constant, say c L , such that
It is known that c L ≤ 0.56. By replacing Y j by a j ǫ j and using β j = |a j | 3 ≤ τ a 2 j with τ = max{|a j |, j = 1, . . . , n} we obtain
Dzindzalieta, Juškevičius andŠileikis proved in [4] that, for M n = X 1 + X 2 + · · · + X n a sum of independent symmetric rv's such that |X i | ≤ 1,
where A is either an interval of the form [x, ∞) or just a single point and
The optimal values c and k are given explicitly. It improves Kwapień's inequality in the case of Rademacher series. Oleszkiewicz proved in [9] for n > 1 and any real numbers a 1 ≥ a 2 ≥ · · · ≥ a n > 0, that
and for n = 6 even that, for any a 1 , . . . , a 6 ,
In [6] Hendriks and Van Zuijlen studied, in the case a 1 = a 2 = . . . = a n = n −1/2 , the probabilities P{|S n | ≤ ξ} for ξ ∈ (0, 1], depending on n. Furthermore, we have to mention the interesting papers [7] and [12] of Von Heymann and of Zhubr, where the problem has been studied from a geometrical point of view. In Section 2 we explain how the proof is devised. In Section 3 we exhibit the ingredients of the proof based on Table 1 . At the end of this section we present a slight variation on the result of Holzman and Kleitman in [8] . In the Appendix we collect some ideas about the structure of the problem, and we give some background on quadratic programming.
Methods
For vectors x, y ∈ R m we will denote by x y the property that x − y ∈ R m + , where
m and y ∈ R we will denote by x y the property that x 1 y where 1 ∈ R m denotes the vector with all coefficients equal to 1. In considering the number of elements of {ε ∈ S | |εa| ≤ a } it is clear that without loss of generality we may assume that a ∈ Q := {x = (x 1 , . . . ,
+ be the subset of S of sign vectors ε = (ε 1 , . . . , ε n ) with ε 1 = +1. It is clear that {ε ∈ S + | |εa| ≤ a } (resp. S + ) contains half of the elements of {ε ∈ S | |εa| ≤ a } (resp. S) so it is sufficient to prove that for all a ∈ Q at least half of the elements ε ∈ S + satisfy |εa| ≤ a . We introduce the dual Q * of Q to be defined as the set of row vectors V such that V a ≥ 0 for all a ∈ Q. Since Q is the set of linear combinations with non-negative coefficients of the n elements (counting the number of ones) of the form (1, . . . , 1, 0, . . . , 0), for V to belong to Q * it is necessary and sufficient that the vector of cumulative sums of V ,
Basically the proof of Theorem 1.1 is a compilation of cases where we use the following argument:
Lemma 2.1 Let e 1 , . . . , e k ∈ S for some k ≥ 1 and σ 1 , . . . , σ k ∈ {+1, −1}. Suppose there exist row vectors R ∈ R n and λ = (λ 1 , . . . , λ k ) 0 with R ≤ 1 and
Then for all a ∈ Q we have the implications
Given the signs σ 1 , . . . , σ k , there are many combinations e 1 , . . . , e k ∈ S that share the same vectors λ and R, although, generally, the vector L depends on the particular combination. Suppose R and λ as in Lemma 2.1 are found, so that in particular R ≤ 1. Then, without changing its norm, by taking absolute values and sorting the coefficients of vector R, one can arrange that R ′ ∈ Q and still satisfies the conditions of Lemma 2.1. In the Appendix it is shown, that R and λ can be found as in Lemma 2.1, such that R itself satisfies R ′ ∈ Q and σ ℓ e ℓ R ′ ≥ 0, ℓ = 1, . . . , k, but such restriction on R would lead to unnecessary complications in our arguments. We enumerate the elements of S as follows:
Then S + is the subset of S of the ε i with 0 ≤ i < 2 n−1 . Often we will identify S + with the numerals {i | 0 ≤ i < 2 n−1 }. In general we will call an ordered set (
ε j = (1, 0, . . . , 0). We will refer to i and j as the legs of the pair. Proof of Theorem 1.1 It is rather obvious to see, that we need only consider the case n = 9. The proof follows the scheme given in Table 1 . The table gives a partition of the sign vectors in S + in unions of conjugate pairs enclosed in outer parentheses, and the conjugate twins that are not mentioned in the table. In the next section we will prove that the thus given 2k-tuples form 2k-tuplets.
Proofs
We base the proof of Theorem 1.1 on the proof scheme in Table 1 . Recall that in proving Theorem 1.1 it is enough to show that for all a ∈ Q, for at least half of the sign-vectors ε ∈ S + it holds that |εa| ≤ a .
Conjugate twins
A pair (i, j) or (ε i , ε j ) ∈ S + × S + with i = j is a twin if for all a ∈ Q it holds that min(|ε i a|, |ε j a|) ≤ a . Of course, if we could partition S + into disjoint twins, we would Table 1 : Proof scheme for n = 9, numbers should not appear twice. Terms enclosed in matching parentheses correspond to twins, 4-tuples, 6-tuples, 8-tuples. Non mentioned numbers belong to conjugate twins.
have proved Theorem 1.1. Unfortunately, such partitioning is not possible. Let R 1 = (1, 0, . . . , 0) ∈ R n and R 0 = (0, . . . , 0) ∈ R n . Conjugate pairs (i, j) are rather special in the following sense: if a ∈ Q, then 1 2
Remark 3.1 Let (ε i , ε j ) be a conjugate pair and a ∈ Q. Then
• If both ε i a ≤ 0 and ε j a ≤ 0 then min(|ε i a|, |ε j a|) ≤ R 0 a = 0 ≤ a (Lemma 2.1, with k = 2 and
Notice that | min(ε i a, ε j a)| = min(|ε i a|, |ε j a|).
From now on we assume n = 9. Let R 2 = 1 2
Theorem 3.2 Let n = 9. Of all the 128 conjugate pairs (ε i , ε j ) ∈ S + × S + with i < j, exactly 34 of them are non-twin, namely the pairs (i, j) = (255 − j, j), with j = 128, . . . , 131, 188, . . . , 191, 220, . . . , 223, 231, 235, . . . , 255.
Proof Given ε ℓ , we show that there exists a vector R such that R + ε ℓ ∈ Q * and R ≤ 1 so that Lemma 2.1 (k = 1, σ 1 = −1) applies, or there is a vector R such that R ′ ∈ Q, R > 1 and −ε ℓ R ′ ≥ RR ′ . These vectors R are found as feasible solution if not the optimal solution of a quadratic programming problem as explained in Theorem 4.2 and Remarks 4.4 and 4.5.
• The sign vectors ε ℓ with 0 ≤ ℓ ≤ 123, 128 ≤ ℓ ≤ 187 or 192 ≤ ℓ ≤ 219 satisfy R 3 + ε ℓ ∈ Q * . In particular 0 ≤ −ε ℓ a ≤ R 3 a ≤ R 3 a = a for all a satisfying 0 ≤ −ε ℓ a. Notice that the given sign vectors ε ℓ are exactly those satisfying ε ℓ − ε 219 ∈ Q * .
• For R = and ε ℓ R ′ = − 9 7
< 0, so that |ε ℓ R ′ | > R .
• For 224 ≤ ℓ ≤ 230 and 232 ≤ ℓ ≤ 234 we have R 2 + ε ℓ ∈ Q * . Notice that the sign vectors ε ℓ with R 2 + ε ℓ ∈ Q * are exactly those satisfying ε ℓ − ε 234 ∈ Q * .
• For ℓ = 231 and ℓ = 235 and R = < 0, so that |ε ℓ R ′ | > R .
• For 236 ≤ ℓ ≤ 239 and R = 3 7
(1, 1, 1, 1, 1, 1, 1, 0, 0) we have RR ′ = 9 7 and ε ℓ R ′ = − 9 7 < 0, so that |ε ℓ R ′ | > R .
• For 240 ≤ ℓ ≤ 255 and R = and
The non-twins are those conjugate pairs (
Remark 3.3 Notice two curious facts
• ε j ∈ Q * for j = 128, . . . , 131 and ε 255−j ∈ Q * for j = 188 . . . , 191, 220, . . . , 223, 231, 235, . . . , 255. In particular, for each non-twin conjugate pair, one of the two legs belongs to Q * .
• For these ε j we have
Proof witnesses
We will be able to combine any conjugate pair (e 1 , e 2 ) with k − 1 (k = 1, 2, 3, 4) conjugate twins (e 2l−1 , e 2l ), l = 2, ..., k, yielding a 2k-tuple A := (e 1 , e 2 , (e 3 , e 4 ), (e 5 , e 6 ), ..., (e 2k−1 , e 2k )), with the property that for all a in Q, at least k terms of (|e 1 a|, |e 2 a|, ..., |e 2k−1 a|, |e 2k a|) are not greater than a , proving that the 2k-tuple is a 2k-tuplet. Let a ∈ Q, a = 0. Say ε ∈ S is good if |εa| ≤ a . In order to show that A is a 2k-tuplet, we notice that already each of the k − 1 twins has a good leg, we therefore leave out from A from each twin (e 2l
Summarizing it is sufficient to prove that for all combinations of k positions s 1 , . . . , s k with s 1 ∈ {1, 2}, . . . , s k ∈ {2k − 1, 2k} and signs
i e s i a ≥ 0 implies that there is some i with |e s i a| ≤ a . For any such combination, by Lemma 2.1, it is sufficient to produce a row-vector R ∈ R 9 and a vector λ ∈ R k , such that R ≤ 1, λ 0, 
. Clearly if some λ ℓ = 0, the sign vector e s ℓ is irrelevant, which we will denote by putting a ' * ' instead of s ℓ .
2-tuplets (conjugate twins revisited)
In the notation proposed above, we can give witnesses of the proof for conjugate twins (i.e. k = 1) as follows. Recall the understood sign is σ 1 = −1. (1, 1, 1, 1, 1, 1, 1, 1, 1 (7, 248, 20, 235, 33, 222, (77, 178) ) and (15, 240, 24, 231, 66, 189, (87, 168) ).
4-tuplets
We will first prove that the 15 combinations (i, 255 − i, (95 − i, 160 + i)) with i = 5, 6, 7, 9, . . . (1, 1, 1, 1, 1, 1, 1, 1, 1 
6-tuplets
We need consider the following five cases (2, (4, 2, 2, 2, 2, 1, 1, 1, 1)/6 (1, 2, 3 )/6 [2, 4, 6] R * 3 = (2, 1, 1, 1, 1, 1, 0, 0, 0)/3 (1, 2, 3 )/6 the same values hold for (3, 252 ,(92,163),(107,148) ). Notice that the conjugate pair (1, 254) also fits in a 6-tuplet, e.g. (1,254,(94,161),(86,169) ). We were not able to exploit this fact since the involved twins are needed elsewhere.
8-tuplets
We have collected in Table 2 the vectors R ∈ R 9 needed in the proof of Theorem 1.1.
An additional result
In relation to the results in Holzman and Kleitman [8] consider the maximal numbers c k , k = 1, . . . , n, such that 1 2 n #{ε ∈ S | |εa| < a } ≥ c k , if |a i | > 0, for i ≤ k, and a i = 0 for i > k. 1, 1, 1, 1, 1, 1, 1, 1 )/3; R * 3 = (2, 1, 1, 1, 1, 1 , 0, 0, 0)/3; R 4 = (3, 1, 1, 1, 1, 1, 1, 1 , 0)/4; R 5 = (3, 3, 1, 1, 1, 1, 1, 1, 1 )/5; R 6 = (4, 2, 2, 2, 2, 1, 1, 1, 1)/6; The result in [8] implies that c k ≥ 3/8 for k ≥ 2. Notice that for any R = (r 1 , r 2 , 0, . . . , 0) with r 1 ≥ r 2 > 0, it holds that |εR| ∈ {r 1 − r 2 , r 1 + r 2 }. Of course 0 ≤ r 1 − r 2 ≤ R = r 2 1 + r 2 2 < r 1 + r 2 , and even 2
. This result also holds for vectors a sufficiently close to R, say for a satisfying R − a < δ where δ depends on R. Of course there are vectors a ∈ Q with a i > 0, for i = 1, . . . , n and R − a < δ. Therefore, c k ≤ 1/2 for all 2 ≤ k ≤ n. Proof For any a ∈ Q we have shown that for at least half of ε ∈ S + there is R from the above table, R depending on ε, such that |εa| ≤ Ra. Moreover, if a ∈ Q is not a scalar multiple of any R from this table, the inequality Ra ≤ a is strict. So we need only consider the vectors a from Table 2 . The theorem follows simply by counting the number of sign sequences ε with |εR| < R .
Appendix Group structure
Notice that there is a product structure given by ε i * ε j = ε k where ǫ ℓ k = ǫ ℓ i ǫ ℓ j which turns S and S + into an abelian group. The resulting index k may be denoted by k = i * j. Notice that j = 0 * j = j * 0 and j * j = 0. When ε i * ε j = ε k we will also say that ε k is the translate of ε i by ε j . Our presentation is pervaded with conjugate pairs, that is pairs (i, j) of integers with i + j = 2 n−1 − 1 = i * j and i, j ≥ 0. In Table 3 considerable effort has been undertaken to go from one row to another by using the above product structure. The horizontal lines indicate a discontinuity in this effort. The resulting proof scheme has the nice property that it reduces to a proof scheme for n = 8 by considering only the even numbered rows, starting with 1, 3, . . . , and integer division of the numbers in the table by 2. This procedures works iteratively until n = 5, ending with the last row of the table, with numbers integer divided by 16. We do not present a proof based on this scheme, since it is more elaborate then the proof based on Table 3 : Proof scheme for n = 9, numbers should not appear twice. Terms enclosed in matching parentheses correspond to twins, 4-tuplets, 6-tuplets, 8-tuplets. A twin decorated with a − sign is not needed in the 2k-tuplet in which it is contained.
Lattice structure
Consider the vectorspace of row vectors R n . Given R 1 , R 2 ∈ R n we will say that R 1 is less than R 2 , R 1 ⊆ R 2 , iff R 1 a ≤ R 2 a for all a ∈ Q. Notice that
Given R 1 , R 2 ∈ R n there is a unique least upper bound R ∈ R n , denoted by R 1 ∨ R 2 . Namely, R such that the i-th coordinate of R equals
. Clearly then, R 1 ⊆ R and R 2 ⊆ R. In the same way there is a unique greatest lower bound, denoted by R 1 ∧ R 2 , namely R such that the i-th coordinate of R equals
Lemma 4.1 If ε 1 , ε 2 ∈ S, then ε 1 ∨ ε 2 ∈ S and ε 1 ∧ ε 2 ∈ S. More generally, let A be an arithmetic progression, A = {p + q · r | r = 1, . . . , k} for some p, q ∈ R, and e 1 , e 2 ∈ A n , then e 1 ∨ e 2 , e 1 ∧ e 2 ∈ A n .
) and for i > 1 we have (
2 ) is odd integer, at least −1 and at most +1. Thus ε 1 ∨ ε 2 ∈ S. More generally, let e 1 , e 2 ∈ A n . Without loss of generality in the first place we may suppose that q = 0 and then we may suppose p = 0 and q = 1, by considering the transformation A ∼ = {1, . . . , k} mapping p + qr to r. Notice that if for some k = 1, 2, max(e ∈ {1, . . . , k}.
In particular, for n = 9, the greatest lower bound of {ε i ∈ S + | R 3 + ε i ∈ Q * } is ε 219 . The greatest lower bound of {ε i ∈ S + | R 2 + ε i ∈ Q * } is ε 234 . The greatest lower bound of {ε i ∈ S + | R 3 + ε i ∈ Q * and R 2 + ε i ∈ Q * } is the least upper bound of {ε 219 , ε 234 }, and that is ε 218 . The least upper bound of {ε i | 123 < i < 128, or 187 < i < 192, or 219 < i < 224, or 236 ≤ i ≤ 239} is ε 124 . The least upper bound of {ε i | i = 231 or i = 235} is ε 231 . The least upper bound of {ε i | 240 ≤ i ≤ 255} is ε 240 . The greatest lower bound of
Programming
In this subsection we expound the context in which we developed the proof of Theorem 1.1.
Be given e 1 , . . . , e k ∈ S. We consider the problem of finding (R,
Let Q be the n × n-matrix with diagonal −1 and superdiagonal +1, so that x ∈ Q is equivalent to
0. Let E be the k × n-matrix with rows e 1 , . . . , e k and 1 the k × 1 matrix with coefficients 1. Then L = λE and the conditions are:
In matrix form, where the big matrix is of dimension (n + k) × (n + k), one obtains 
For the optimal solution the parameters (R, λ) and (u, v, w) have to satisfy additionally the complementary slackness conditions (R − λE)Q −1 u = 0, λv = 0, and the crucial The last remark coincides with Lemma 2.1. Notice that given R the search for a convex combination L of e 1 , . . . , e k such that R − L ∈ Q * corresponds to a linear optimization problem, finding maximal x ∈ R for which R − L x which is successful if one finds x ≥ 0. Conversely, given L, finding the solution of the minimization problem of 
RR
′ subject to R ′ ∈ Q and R − L ∈ Q * can be reduced to a linear programming problem. We made extensive use of quadratic programming software to construct the proof schemes in Tables 1 and 3 . Finally, R-package lpSolve † is used to handle the cases in Table 1 , based on the library of vectors R given in Table 2 at the end of Section 3. We present the following example to Remark 4.4: Consider e 1 = −ε 223 = ε 288 and e 2 = ε 106 . Let a ∈ Q. Suppose that ε 223 a ≤ 0 and ε 106 a ≥ 0. Then we will prove that min(−ε 223 a, ε 106 a) ≤ a . Take λ = (2, 3)/5 and R = (3, 3, 1, 1, 1, 1, 1, 1, 1 so that obviously L * L R.
