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Abstract
Proteins are only marginally stable at room temperature and can easily be unfolded
when subjected to denaturants such as chemicals or mechanical forces. Despite this,
proteins are able to maintain a unique 3D structure held together by interactions such as
hydrogen bonds and hydrophobic interactions in physiological conditions. We have used
single molecule force spectroscopy (SMFS) to investigate the effect of hydrogen bond
strength on the mechanical resilience of two proteins: I27, from the giant muscle protein
titin, and protein L, an immunoglobulin binding domain from bacterial cell wall. By
picking up and stretching a single protein, the unfolding force needed to unravel it can
be determined; this infers information about the molecular interactions that confer its
stability and flexibility.
To directly test the importance of hydrogen bond strength, we have exploited the use
of deuterium (D or 2H) and deuterium oxide (D2O). Deuterium has been shown to form
strong hydrogen bonds than hydrogen (1.04 – 2.07 kBT stronger). Protein engineering was
used to create protonated and deuterated versions of the proteins and SMFS experiments
have been completed on the proteins in both water (H2O) and D2O. Our single molecule
studies indicate that the mechanical resilience of both proteins is sensitive to the hydrogen
bond strength in both the protein and the solvent. Furthermore, the changes in the
mechanical resilience of the protein is coupled with an changes in the spring constant of
the protein chain. The changes observed in the properties of the proteins due isotopic
substitution could aid differentiation between the interactions involved within the rate
limiting step of mechanical unfolding. This study has illustrated the sensitivity of SMFS
experiments to small changes in the strength of the interactions within proteins, and the
importance of probing the net contribution of different interactions to protein stability.
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Chapter 1
Introduction
This chapter will begin by introducing the biomolecules under investigation in this project,
namely proteins. The importance of hydrogen bonds, the solvent and hydrophobic interac-
tions to the function, structure and stability of proteins will then be discussed, followed by
the use of deuterium and deuterium oxide as methods to manipulate the strength of differ-
ent interactions. Finally it will discuss the contribution single molecule force spectroscopy
has made to understanding the importance of interactions governing protein folds, and
the use of deuterium, an isotope of hydrogen, for investigating protein mechanical stability.
1.1 Proteins
The word protein originates from the Greek for “first rank importance” [1]. These
biological molecules are important for all biological processes such as: catalysis of
reactions, mechanical support, transportation of molecules and transmitters of signals [1].
Understanding the biology, chemistry and physics of these molecules is of fundamental
importance. Proteins are long chain polymers (also known as polypeptides) made up of
small subunits called amino acids1 covalently linked together via peptide bonds [2].
1.1.0.1 The primary structure of proteins
The typical chemical structure of an amino acid is shown in Figure 1.1.0.1 where R
denotes the side chain. There are 20 naturally occurring amino acids each with a
unique side chain conferring different physical and chemical properties. The 20 naturally
occurring amino acids are shown in Figure 1.1.0.2 and are grouped according to the
1An amino acid is an organic molecule consisting of a central carbon atom (Cα) covalently bound to a
hydrogen, a carboxylic acid COOH group, an amino NH2 and a side chain. This side chain is unique to
each amino acid.
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Figure 1.1.0.1: Proteins are made up of subunits called amino acids. This schematic depicts
the general structure of an amino acid. An amino acid is made up of a central carbon atom,
known as the α-carbon, covalently bound to a hydrogen atom, a carboxyl group (COOH), an
amino group (NH2) and an R group. The R denotes the characteristic side-chain of atoms
which is unique for every type of amino acid. This side chain gives an amino acid different
chemical properties.
chemical properties of their side chains. The R group is responsible for an increase in
hydrophobicity2 or an increase in the overall charge of the molecule. The order of amino
acids in the polypeptide chain is known as the sequence of the protein and forms the
primary structure of the protein as shown in Figure 1.1.0.3. Amino acids in the primary
sequence determine how the chain folds, amino acids are able to interact and fold into
different shapes according to their sequence (Figure 1.1.0.3).
Figure 1.1.0.2: Figure showing the 20 naturally occurring amino acids and their side chains.
Amino acids are the building blocks of proteins. The amino acids are grouped according to the
properties of their side chains [3]. Nonpolar, aliphatic amino acids (yellow) are amino acids
with long chain hydrocarbons. The sidechains of these amino acids are typically hydrophobic
which means it does not interact favourably with water molecules. Aromatic amino acids
(pink) are amino acids that contain an aromatic ring on their side chain. These amino acids
can be nonpolar or polar. The aliphatic polar uncharged amino acids (green) contain an amino
or hydroxyl group on their sidechain. These amino acids can interact and form hydrogen bonds
with other polar amino acids, water molecules and the backbone. The sulfur containing amino
acids (orange) include cysteine and methionine. Cysteine amino acids contain a sulfur-hydryl
(SH) group. This amino acid is able to form covalent disulphide bonds with other cysteine
residues. The methionine has a hydrophobic side chain. The charged amino acids carry either
a negative (acidic, red) or positive (basic, blue) charge at neutral pH.
2Tendency for a molecule to not interact with water.
2
Figure 1.1.0.2: (Caption on the previous page)
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Figure 1.1.0.3: Schematic showing the basis for the primary and secondary structures of
proteins. The primary structure of the protein refers to the order of amino acids in the
polypeptide chain. Each amino acid has a side chain (shown as the coloured square). This
polypeptide chain can fold into different shapes based on the order of the amino acids. These
folded peptide chains form the secondary structure of a protein.
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1.1.0.2 Dihedral angles and Ramachandran plots
The peptide bond is rigid due to a “partial” double bond forming due to interactions
between the electron clouds of the N-, C’- atoms [2, 4]. The rotation about the C’-N bond
is therefore restricted. When the protein folds this means the number of conformations
available to the chain decreases which has significant consequences to the stability of a
protein (Section 1.2). Understanding why a protein adopts a particular conformation
is important to understanding how they remain folded. The relative positions of side
chains about the carbon backbone bonds can be described by dihedral angles. These
angle are formed between two planes as depicted in Figure 1.1.0.4. In this figure one
plane is formed between the (1) and (a) atoms and the other is formed between the (2)
and (b) atoms. The angle between these planes is known as the dihedral angle of the (a)
and (b) groups about the (1)–(2) bond. The dihedral angle increases if one plane rotates
anticlockwise but decreases in the clockwise direction.
Figure 1.1.0.4: Schematic diagram showing how dihedral angles are measured. In this
molecule containing atom (a) covalently bound to atom (1) this atom is also bound to atom
(2) which, in turn, is bound to (b)(a–1–2–b). The angle of rotation of the side chains a and b
is taken about the 1–2 bond. The a–1 and 2–b form the two intersecting planes to measure
the angle χ between as shown in the left-hand figure. The angle is also illustrated from the
viewpoint of the eye (right).
The protein backbone (Figure 1.1.0.3) can be described in terms of the angles φ,
ψ and ω as shown in Figure 1.1.0.5. The φ angle is the rotation of the two adjoining
C’ groups around the N–Cα bond. The ψ angle describes the rotation of the N groups
around the Cα–C’ bond. The ω angle of rotations describes the position of the two Cα
groups around the N–C’ bond. The magnitude of the angles depends on the positions of
the electron clouds. If electron clouds, already involved in covalent bonds, become too
close there is a repulsion, known as a steric clash. This is based on the Pauli exclusion
principle: Only two electrons (with opposite spins3) are allowed in a single orbital [2]. If
3Spins refer to the moments of rotation of an electron. Electrons have two spin state: spin up and spin
down.
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Figure 1.1.0.5: Figure illustrating the angles of rotation in the backbone of a polypeptide
bond. Nitrogen atoms, N, are blue spheres, carbon atoms, C, are grey, hydrogen atoms, H,
oxygen atoms, O, are red and side chains, R, are pink. The peptide unit is highlighted by
the orange rectangles, this is formed by the covalent peptide bond between the amide N and
carboxyl C’ of amino acids. The Cα is the central carbon atom in an amino acid bound to
the characteristic side chain labelled R. Three angles are illustrated: The ω angle is the angle
of rotation around the C’–N peptide bond. The ψ angle is the rotation around the Cα–C’
bond. The φ is the angle of rotation around the N–Cα bond. The angles of rotations are taken
between the planes corresponding to the largest groups covalently bound to the two atoms.
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an electron cloud contains two electrons it is said to be saturated and therefore repels
other saturated electron clouds if they overlap [2]. This leads to potential barriers on
the rotations on each of the bonds. At larger distances, however, the atoms will attract
one another due to coordinated electron vibrations in the orbital. The distance (r)
dependence on the interaction potential, U, between two atoms can be described by a
Lennard-Jones (LJ) potential [2]:
U(r) = E0
[(ro
r
)12 − 2(r0
r
)6]
(1.1)
Where ro is the optimum distance where U is at a minimum. This value of U
corresponds to E0. This potential describes the attraction and repulsion observed
between atoms.
The ω angle has two minima and two maxima in the potential barriers within a 360
° rotation. These potential minima occur at 0 ° and 180 ° and corresponds to the angles
at which the electron clouds of the N and C’ atoms are at their closest. The potential
barriers are high due to the partial double bond nature of the peptide bond and therefore
tend to only fluctuate ∼ 5–10 ° due to thermal fluctuations [2]. If ω=0 °then the molecule
is said to be in a cis configuration. This is shown in Figure 1.1.0.6. The two Cα are in the
same plane. This is energetically unfavourable due to the large size of these atoms, the
distance between them in this configuration is ∼ 0.28 nm [2]. The minimum distance for
two carbon atoms in the crystalline state (0.30 nm), rmin, is the approximate distance at
which the LJ potential goes from being attractive to repulsive at short distances [2]. The
cis configuration is therefore less energetically favourable than the trans configuration,
where ω=180 °and the two Cα atoms are on opposites sides of the C’–N bond. The
peptide bonds are therefore found in the trans configuration with the exception of proline,
where two carbons are bound to the peptide nitrogen. This results in a 20 % chance of
the proline amino acid being found in the cis conformation [2].
Unlike the peptide bond, the N–Cα (described by the φ angle) and the Cα–C’
(described by the χ angle) are purely single bonds. These bonds are free to rotate and
determine the path of the polypeptide chain [5]. However, the angles of these bonds are
also limited by steric clashes of the main chain and bulky side chains. A Ramachandran
plot is often used to illustrate the regions of “allowed” and “disallowed” φ and χ angles.
The area of the number of allowed angles is much smaller than the region of disallowed.
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Figure 1.1.0.6: Schematic of the cis and trans bonds around a rigid N–C’ bond. The cis
configuration has both Cα atoms on the plane (i.e, ω=0 from the dihedral angles). This is
sterically unfavourable due to the close proximity of the electron clouds of the atoms. The
trans configuration has the Cα atoms on the opposite sides. This is more favourable due to
the distance between the electron clouds of the two carbon atoms.
The regions of allowed angles are important for protein folding. The 3D structures that
proteins adopt have well defined regions associated with them on a Ramachandran plot
[6]. Figure 1.1.0.7 shows a schematic of the regions associated with different types of 3D
structures. Therefore the order of amino acids can determine whether a protein has a
propensity for a certain structure.
1.1.0.3 Secondary, tertiary and quaternary structure of proteins
The common shapes (or structural motifs) a protein adopts are known as β-sheets,
formed by parallel or anti-parallel β-strands. The β-structures are shown by arrows in
Figure 1.1.0.8, and α-helices shown as the helical ribbon. These structures, among other
less common structural motifs, are known as the secondary structure of the protein. The
existence of these structures were predicted as early as 1951 [4, 7]. In 1951 Linus Pauling
won a Nobel prize for his contribution to predicting a number of secondary structures [4].
Typically one polypeptide chain forms multiple secondary structures. These secondary
structures can interact to form a 3D shape. This is known as the tertiary structure
of the protein as shown in Figure 1.1.0.8. Protein tertiary structure can be classed in
three main categories: all β structure; all α structure and α/β structure. A number of
different protein structures are shown in Section 1.6.3. Quaternary structure of a protein
refers to interactions between multiple polypeptide chains or subunits. When a protein
folds, it will “test” multiple different 3D structures before adopting the most favourable
conformation. This unique structure is held together by many chemical forces between
the parts of the polypeptide and the surrounding environment. These chemical forces
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Figure 1.1.0.7: Schematic of a Ramachandran plot of the φ angle against the χ angle. These
are the angles of rotation around the N–Cα and the Cα–C’ respectively. The approximate
regions of the most energetically favourable angles for all amino acids are shown as green,
less favourable as yellow and disallowed regions as white. The regions correspond to different
types of secondary structure and these are illustrated. The disallowed region occurs due to
steric clashes of the backbone and side chains.
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are known as non-covalent interactions and typically depend on the primary structure of
the polypeptide. For example, the environment surrounding a protein is aqueous, and
consequently, hydrophobic amino acids (Figure 1.1.0.2) that are “water fearing” and are
typically found to be shielded from water in the centre of the protein fold. Hydrophilic
(“water loving”) amino acids, on the other hand, are usually found on the outside of
proteins. It is these interactions that determine how stable the folded structure is.
1.2 Protein stability
The first folded structure of a protein was solved by Perutz and Kendrew in 1958 [2].
However the idea that proteins folded into specific 3D structures was first suggested in the
1860s by Hoppe–Zeiler from studying hemoglobulin crystals [2]. For proteins to be able
to carry out important functions in the cell they typically need to be folded [11]. Proteins
can be unfolded by small changes to its environmental conditions such as an increase in
temperature or a decrease in pH. Understanding how the protein maintains its folded state
at physiological conditions is important. One way to quantify the stability of the folded
protein is by determining the change in free energy associated with the reaction[11]:
Unfolded(U)←→ Folded(F ) (1.2)
1.2.1 Gibbs free energy and the protein stability problem
When a polypeptide folds many interactions form and the structural conformation of
the polymer changes. This causes energetic changes in the system. The free energy of a
system is a measure of how favourable a state is; the most favourable state of a system
will have the lowest energy. For a reaction, if a change in free energy between two states
is negative, a reaction will occur spontaneously. On the other hand if the difference in
free energy is positive the reaction will require energy to occur. In the context of protein
unfolding the conformational stability of the protein is defined as the change in free
energy of the unfolded protein and the free energy of the folded protein. This change in
free energy is depicted in Figure 1.2.0.1 and is the difference between the two minima in
the energy profile of the protein.
The change in free energy is defined as the work required to transfer a body from one
state to another whilst the body exchanges heat with the environment [2]. For a system
at constant pressure (isobaric), and constant temperature (isothermal), measuring the
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Figure 1.1.0.8: Schematic showing different types of secondary structure in proteins: the
parallel β-strands shown by two arrows in the same direction, the anti-parallel β-strands shown
as arrows in opposite directions and the α-helix shown as a twisting ribbon. These secondary
structures can form in different parts of the polypeptide chain. The arrangement of secondary
structures defines the tertiary structure of a protein. The secondary and tertiary structures
of the protein (PDB ID 1HZ6 [8, 9] was made using the softwater PyMOL [10]
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Figure 1.2.0.1: Schematic of a two-state energy landscape of a protein. Top: The forward
arrow indicate the reaction of the folded (F) protein being unfolded (U). The probability of
this reaction is governed by the rate of unfolding (kU). The backwards arrow is the folding
reaction of the protein. The probability of this reaction is governed by the rate of folding (kF).
Bottom: Schematic of a plot of the free energy of the system against the reaction coordinate
being followed. The reaction coordinate is the parameter being probed when the system is
perturbed. For example, in single molecule force spectroscopy the reaction coordinate is the
distance between the N- and C- termini. There are energy minima in the landscape where
protein can be in the folded (F) or unfolded (U) state. The difference in the free energy of these
two states, ∆GU-F determines the stability of F. Proteins can sample the energy landscape
around the energy minima. A barrier to unfolding separates the two states of the protein.
This barrier is known as the transition state (TS) of the protein and the height of this barrier
relative to the F state is ∆G0TS-F.
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change in Gibbs free energy, ∆ G, can determine whether a reaction is favourable or
unfavourable and is defined as[2]:
∆G = ∆H − T∆S (1.3)
where ∆H is the change in enthalpy of the system and ∆S is the change in entropy of
the system. The change in enthalpy is defined as [2]:
∆H = ∆E + P∆V (1.4)
where ∆E is the change internal energy of the system and P∆V is the work done on
the system at constant pressure. The entropy of a system is dependent of the number
of available states in the system. Each state has an associated energy with is Estate.
The greater the number of available states, the higher the entropy because the energy
dispersion is greater. The entropy is defined as [2]:
S = k × ln Ω (1.5)
Where Ω is the number of accessible states of a single particle. A similar expression
exists for a system at constant volume (isochoric) and constant temperature the change
in Helmholtz free energy, ∆U, is defined as:
∆U = ∆E − T∆S (1.6)
The Gibbs free energy and Helmholtz free energy only differ by PV . In the case of
liquids PV is negligible because the volume is small and the pressure is low, therefore the
value is less than the thermal energy, kT , of the system [2]. There is therefore a negligible
difference between the Helmholtz and Gibbs free energy. In this thesis, the change in free
energy or simply free energy refers to the change in the Gibbs free energy of the system.
There are a number of points to note from equation 1.3:
• A large decrease in entropy (and therefore the number of states available in a system)
is unfavourable.
• A large increase in enthalpy (and therefore a large amount of energy required for the
reaction to take place) is unfavourable.
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Many proteins can be repeatedly unfolding and refolded. If a single barrier exists
between the folded and unfolded state the reaction is known as a two-state process.
Figure 1.2.0.1 shows an example of two-state energy landscape. Most proteins have more
complex landscapes [12], where proteins fold via stable intermediates (Figure 1.2.1.1)
due to multiple barriers along the reaction coordinate probed. In fact protein energy
landscapes are actually hypothesised to be funnel shaped (Figure 1.2.1.2) [12, 13]. The
proteins are biased to the folded state and therefore many intermediates and folding
pathways exist causing the energy landscape to be rough.
Figure 1.2.1.1: Schematic of the free energy, G, of a protein against the reaction coordinate
for a protein that populates three-states during folding. In a three-state energy landscape
there are three energy minima in the profile corresponding to a folded (F) protein, a stable
intermediate (I) state and the unfolded (U) polypeptide chain. There are two energy barriers
to unfolding. The first, TS1, is the barrier between the F and I states. The height of this
barrier is ∆G0TS-F with respect to the F state. The second barrier, TS2, separates the I and
U protein states. There are energy minima in the landscape where the protein can be in the
folded (F) or unfolded (U) state. The probability of the protein going from one state to the
other is determined by the rate of the reaction (right). For example, the probability of the
protein going from the F to the I state is determined from the rate of F to I transition kFI.
Therefore, there are two rates associated with the protein going from the F to U state (kFI
and kIU).
For protein folding to be spontaneous, the free energy between the unfolded and folded
state, ∆GU-F, must be negative [2]. This energy difference is the difference between: the
total energy of the interactions between the unfolded protein with the solvent and the
energy of the interactions when the protein is folded. When a protein is unfolded there
are multiple conformations available to the polypeptide chain; when a protein folds it has
a fewer conformations available to it [14]. This results in a decrease in the entropy of this
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Figure 1.2.1.2: Schematic of the 3-D energy landscape profile of a protein, where the y axis
is the potential energy and the x-axis is the configuration of protein. When a protein is in
the unfolded state, the protein has a larger amount of conformational freedom in 3-D confor-
mational space. As the protein folds this freedom decreases which reduces the conformational
freedom of the chain. This decrease is shown by the transition of colours from blue to red.
Where blue indicates multiple states (or conformations) available to the protein and red indi-
cates a single conformation. Proteins can sample many conformations between the unfolded
and folded states. The protein folding landscape represents a funnel where the protein folding
reaction, indicated by black arrows, can occur via many pathways. The protein therefore can
form many unfolding intermediates between the unfolded and folded states, these are indicated
by small local minima along the folding pathway. As the free energy of the systems decreases,
the protein tends towards the native folded protein state of the protein. This native state
corresponds to the global minimum in the schematic. If no folding intermediates were present,
the energy landscape of the protein would illustrate a smooth funnel leading to the native
state.
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system. This entropy is known as the conformational entropy of the system, ∆Sconf and
contributes unfavourably to the ∆S in Equation 1.3 [11, 14]. When a protein is unfolded,
amino acids are free to rotate about the peptide bond leading to multiple conformations.
However when a protein folds the number of dihedral angles available to the backbone
and side chains reduces (see Section 1.1.0.2). This reduces the number of states available
to each amino acid. It has been estimated that each amino acid contributes ∼ 7 kJ/mol
to the ∆G due to the increase in ∆Sconf [11, 14]. In fact experimental evidence has
suggested that the entropic penalty at 25 °C is 5.7 ± 0.6 kJmol-1residue-1, which is
consistent with theoretical predictions [15, 16]. As the size of the protein increases this
entropy penalty will be more significant. Proteins with enhanced stability have also been
engineered by reducing this conformational entropy [17]. Therefore for protein folding to
be spontaneous there must be favourable contributions to ∆H and T∆S that compensate
the unfavourable ∆Sconf.
The favourable contribution to ∆H arises from non-covalent interactions between parts
of the polypeptide chain. These interactions include: hydrogen bonds, Van der Waal’s
interactions, salt bridges and ion pairs [2, 11, 18, 19]. The hydrophobic effect, discussed
in Section 1.4.3 contributes favourably to the T∆S [14, 18]. Hydrophobic interactions and
hydrogen bonds are thought to be two of the most important contributions to protein
stability [11]. For example, Figure 1.2.1.3 shows the predicted contributions of different
interactions to the protein Ribonuclease Sa. This protein is only 96 amino acids long.
The destabilising contribution of ∆Sconf towards protein folding is predicted to be ∼ 700
kJ/mol. This is counteracted by the combination of hydrogen bonds (∼ -350 kJ/mol)
and hydrophobic interactions (∼ -400 kJ/mol). These competing effects result in a small,
predicted, negative ∆G ∼ -50 kJ/mol which is two times greater than the measured ∆G
of the protein (∼ -25 kJ/mol). This small ∆G is typical for proteins 21 – 42 kJmol-2 [18].
This is a small difference compared to the observed value of their entropy and enthalpy
[17, 20]. It is therefore challenging to understand why proteins remain so unstable despite
the ability to evolve to form more stable constructs [11, 21]. This suggest the small
stability of the protein could play an important role in the proteins function [22], for
example to provide flexibility in enzymatic catalysis[23]. Understanding the contribution
of different interactions to protein stability can help design and engineer proteins with
increased stabilities or optimised functions. It can also aid with the understanding of
how proteins misfold and aggregate [24]. In this thesis, two interactions are going to
be discussed in detail: Hydrogen bonds and hydrophobic interactions. Hydrogen bonds
play an important role in the stability, flexibility and dynamics of proteins. Furthermore
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Figure 1.2.1.3: (a) Schematic of the protein folding reaction showing the formation of hy-
drogen bonds and hydrophobic interactions. (b) Figure showing the negative and positive
contributions to free energy of the folded protein Ribonuclease Sa (25 °C, pH 7). Confor-
mational entropy destabilises the folded protein whereas hydrogen bonds and hydrophobic
interactions contribute favourably to protein stability. The values are taken from experimen-
tal studies [14]. Figure and values based on Figure 2 (a and b) Pace, C. N., Grimsley, G. R.,
Scholtz, J. M. and Shaw, K. L. 2014. Protein Stability. eLS. © 1999-2015 John Wiley Sons,
Inc. All Rights Reserved.
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they underpin the the structures of proteins. Hydrogen bonding within the solvent is
also the reason the interior of a protein is mostly made of hydrophobic residues. These
hydrophobic interactions are therefore important for protein folding and determining the
tertiary structure of the protein.
1.3 Hydrogen bonds
1.3.1 Definition and history of hydrogen bonds
Interaction Strength (kBT) Ref.
Covalent bonds 60–380 [25]
Ionic bonds >400 [25]
Hydrogen bonds 1.6–5.2 [26]
Van der Waals interactions 0.8–1.6 [26]
CH - pi bonds 0.9–1.5 [27]
Table 1.3.1.1: Table listing the different interactions found between atoms and molecules
and their approximate strengths at 298 K in kBT which is the Boltzmann constant times
temperature.
Hydrogen bonds (HBs) are non-covalent interactions that are weaker than covalent
and ionic interactions but stronger than Van der Waals interactions. Table 1.3.1.1
illustrates the difference in strength of a number of different interactions. Some of the
earliest suggestions about the existence of these non-covalent interactions date back to
1902 [28]. The term “hydrogen bond” was first coined in 1912 by Moore and Winmill to
describe the weak dissociation of a basic compound [29–31]. In 1920 interactions between
hydrogen atoms and “free” pairs of electrons were used to describe the interaction
between water molecules [31, 32]. Their importance in the structure of proteins was first
made apparent by Pauling et al., who predicted the existence of α-helical and β-sheets in
the secondary structures of proteins based solely on the knowledge of the peptide bond
and the existence of HBs [7, 33, 34].
The classical definition of the HB[30] states that they are interactions between a
hydrogen atom bound to an electronegative atom, known as the hydrogen bond donor
(D), and another electronegative atom, called the hydrogen bond acceptor (A) [37]. This
is often written as D-H. . . A. The electronegative atoms include oxygen (O) and nitrogen
(N). The electronegative donor atom is able to attract the electron density from the
hydrogen atom, leaving it with a slightly positive charge. The partially charged hydrogen
atom is free to interact with the lone pair of electrons on another electronegative atom.
It has been argued by Pimetal et al., however, that hydrogen bonds exist between any
18
Figure 1.3.1.1: Figure illustrating a hydrogen bond between two water molecules. The
oxygen is electronegative atom, therefore it is able to attract the electron density away from
hydrogen. This leaves the hydrogen atom with a partial positive charge (δ+). The oxygen
has two pairs of free electrons (black dots) which are able to interact with the hydrogen atom.
This interaction is known as a hydrogen bond. The parameters are taken from [35, 36].
D-H. . . A , as long as the bond involves a hydrogen already bonded [38]. Figure 1.3.1.1
illustrates a hydrogen bond between two water molecules with dimensions calculated
from ab initio studies [35, 36]. The strength of a HB depends on the angle and distance
between atoms [2, 35]. The donor angle is measured between O-H. . . O. If the angle is
180°, the strength depends linearly on the distance between the atoms, with the shortest
bonds being the strongest [35]. The HB strength is less sensitive to the acceptor angle [2].
The favourable ∆G associated with hydrogen bond formation between water molecules
is estimated to be ∼ -5.7 kJ/mol at 25 °C [35]. Therefore breaking of these bonds is
energetically unfavourable. Temperature and pressure have been found to affect the
hydrogen bond strength [39, 40].
Proteins contain many atoms that are capable of forming HBs. The amide and carbonyl
groups on the backbone and polar groups on the amino acid side chains can participate
in HBs. The amino acids that can be involved in hydrogen bonding are the polar amino
acids shown in Figure 1.1.0.2. Proteins have been found to form 1.1–1.2 HBs per residue
when a protein folds [41, 42]. The majority (68.1 %) of these occur between the amide
and carbonyl groups of the backbone [19, 41, 43]. However, 31.9 % of the hydrogen bonds
involve the polar side chains of the amino acids [41, 43]. HBs are therefore important
components of proteins.
1.3.2 The role of hydrogen bonds in protein structure
In Section 1.1.0.3 different types of protein secondary structure were introduced. When
a protein is unfolded HBs can occur between the polar water molecules and the polar
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atoms in the protein chain. When a protein folds, the atoms in the peptide backbone
can no longer interact with water molecules. To overcome the loss of these interactions,
intra-molecular HBs are formed between parts of the protein backbone. These HBs
underpin the secondary structure of the protein: The protein chain maximises the number
of hydrogen bonded pairs by forming the secondary structure elements. Figure 1.3.2.1
illustrates the HBs formed within the different types of secondary structure. The pitch of
a helix is determined by the HB pattern in the protein chain. The α-helix is a 413–helix
which means that the the n and the n+4 residue is involved in the hydrogen bond and
13 atoms are involved in the loop [2]. In β-structures, HBs form between opposite amide
and carbonyl groups in the backbone.
Figure 1.3.2.1: Schematic indicating the hydrogen bonding between the carbonyl and the
hydrogen from the amide groups in the protein backbone. The hydrogen bonds are illustrated
by dashed lines. The oxygen of the carbonyl is coloured red and the nitrogen of the amide group
is coloured blue. The carbon backbone is coloured black. These hydrogen bonds underpin the
structural stability of α-helices and β strands. β-strands can be arranged in anti-parallel or
parallel geometry based on the chain direction.
Figure 1.3.2.2 shows examples of the classifications of HBs that can occur in protein
systems. HBs in a protein mostly occur between the backbone of the protein (68.1 %),
but also form between the backbone and sidechains (20.3 %) and between side chains
(10.6 %) [41, 43]. Side chain HBs help stabilise the tertiary structures of proteins. The
strength of the HBs within a protein will be variable due to the large range of bond
lengths and bond angles that can occur. Baker et al. have suggested a maximum distance
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between the hydrogen - acceptor of 2.5A˚ and a donor angle between 90 and 180 °C [44].
Figure 1.3.2.2: Figure illustrating hydrogen bond networks within protein L (PDB
ID:1HZ6). Hydrogen bonds, shown as black dashes, can form between the amide (blue) and
carbonyl (red) backbone groups (a), between polar side chains (b) and between the protein
and water molecules (blue spheres) (c).
1.3.3 Role of hydrogen bonds in protein stability
Polar side chains (up to 65 %), peptide groups (up to 70%) and charged groups (up to 54
%) in proteins that are able to HB are buried4 during protein folding [45]. Many studies
have been carried out to try and elucidate the contribution of HBs to protein stability
[19, 41, 46–48]. Despite this, it is still not fully understood how HBs contribute to protein
stability [19]. To determine whether HBs are more stable within the folded protein, or in
the unfolded protein it is useful to study the change in free energy associated with the
reaction [19]:
(–NH . . . O=C–)protein+2H2O←→ H2O. . . HN– + –C=O. . . H2O (1.7)
Whilst some experimental[19, 41, 47–52] studies have suggested this reaction con-
tributes favourably to the thermodynamic stability of proteins, other theoretical [53–56]
and experimental [57] studies have suggested that this reaction is unfavourable or
contributes little to protein stability. This is attributed to the loss of water-hydrogen
bonds upon protein folding. However, studies show that the likelihood of an unsatisfied
HB is unlikely [58].
In general, HBs have been shown experimentally to contribute 4.6 ± 3.4 kJ/mol to
the thermodynamic stability of proteins [46]. This is almost 25 % of the protein’s folded
4This means that these amino acids, or parts of the amino acid, can be removed from contact with
water
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stability. The large error associated with this value is attributed to the context of the
HB environment [14, 19, 46]. When polar groups are buried upon folding, they are often
surrounded by both polar and nonpolar groups. It has been suggested that the burial of
the polar groups can contribute more to protein stability than nonpolar groups [59, 60].
In the nonpolar environment of the core of the protein, the dielectric constant is lower,
therefore HBs have been found to be up to 5.0 kJ/mol stronger than if they are solvent
exposed [59, 60]. Furthermore, HBs between the protein and the solvent have also been
found to contribute favourably to protein stability (4.8 ± 0.7 kJ/mol)[52]. The location
of hydrogen bonds are also thought to play a key role to the flexibility of proteins [61].
Livesay et al. (2008) determined a correlation with the rigidity of a hinge region within
a protein and the number of HBs. The hinge had fewer HBs in an open conformation,
leading to additional flexibility in this region.
The HB network within water has also been found to play an important role in the
flexibility, structure and dynamics[62–66] and, therefore, the function [67–69] of proteins.
Indeed, in the absence of water, proteins have been shown to lose their activity [70, 71].
The structural changes in the polypeptide chain associated with protein folded has been
hypothesised to be facilitated by hydrogen bonding between the protein and the water
[65, 72, 73]. Simulations of protein folding have shown that the majority of protein
structure is formed before water is expelled [74]. Water is “squeezed” out from the
structure by peptide hydrogen bonding at the final stages of protein folding. Neutron
diffraction experiments have also suggested that water acts a nucleation side between
sections of a polypeptide during the formation of a β-turn [72]. The water molecules in
this study were found to mediate conformational changes during folding and to stabilise
interactions within the peptide [72].
Water forms a hydration layer around proteins. In the first hydration layer the
molecules can interact with the protein via Van der Waals interactions or HBs [66, 70, 75–
78]. This hydration layer is dynamic and exchanges with bulk water due to thermal
fluctuations on the surface of the protein [70]. The structure of the protein can be
maintained by this hydration layer. For example the unfolding of a protein has been
coupled with a loss of the network of water hydrogen bonds surrounding the protein [79].
Furthermore, conformational changes in the protein have been shown to be coupled with
the dissolution of large clusters of hydrogen bonded waters into smaller clusters [80]. The
hydrogen bonding network within the water must therefore by dynamic and flexible to
facilitate structural changes associated with the function of the protein [81]. Studies have
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suggested that other solvents would not be able to facilitate biological processes [82].
Understanding the role of protein-protein and protein-water HBs is therefore crucial
to understanding how proteins remain stable. It is also important to determine experi-
mentally how hydrogen bonds in the protein and or solvent affect protein flexibility and
dynamics. Few studies have been performed to determine systematically how the HB
network of the solvent and protein affects the transition barrier to folding. The tertiary
structure of proteins is also believed to be “glued” together by hydrophobic interactions.
In fact, some studies have suggested that hydrophobic interactions provide the major en-
ergetic contribution to protein stability [83]. However, the importance of hydrophobic
interactions are difficult to probe due to the inhomogeneous core of the protein.
1.4 Hydrophobic interactions
Hydrophobic interactions refer to the aggregation of nonpolar solutes to minimise their
interaction with water. A nonpolar solute is defined as hydrophobic if it has a poor
solubility in water and a good solubility in nonpolar solvents [84]. Ideas about the
hydrophobic effect started as early as 1937 [85], in this study it was postulated that
the driving force behind the hydrophobic interaction would be entropic due to the
temperature dependence of the interaction. The importance of hydrophobic interactions
in the structure of proteins was then introduced in 1939. Hydrophobic residues were
hypothesised to “hold” the protein together, not due to attractive interactions, but due to
repulsion of water molecules [86]. However, the importance of hydrophobic interactions in
biological systems did not become widely accepted until 1959 after a review by Kauzmann
[87]. In this review, Kauzmann predicted hydrophobic interactions to be a major driving
force in protein folding. This review was controversial due to the lack of protein structures
existing at that time and the widely accepted idea that bonds of a certain length and
angle would be responsible for protein folding [88]. The term hydrophobic bonds was
coined in this review, however the hydrophobic effect was introduced by Tanford in 1980
to describe this phenomenom. This term is more widely accepted due to issues with the
term “bond” referring to interactions that did not have any characteristics of chemical
bonds [84, 89]. These interactions are not driven by the interactions between the atoms
involved, but the medium surrounding them [2]. Furthermore, there are favourable Van
der Waals interactions between “hydrophobic” solutes and water [90].
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Figure 1.4.1.1: A schematic of the Van der
Waals radius of a nonpolar solute (blue cir-
cle). The solvent accessible area is the area
surrounded by the dashed line encompassing
the nonpolar solute. Two individual non po-
lar solutes have a larger accessible area to a
water molecule (a) compared to the surface
area if they cluster together (b).
1.4.1 What drives the hyrophobic interaction?
When a nonpolar molecule (solute) is introduced to water (solvent) a larger volume is
accessible to the water molecules. Typically nonpolar molecules are considered to be
hydrophobic because they are unable to form hydrogen bonds. Water molecules are
unable to interact with this molecule. Therefore, to reduce the solvent accessible surface
are (SASA)5, non polar molecules are clustered together. As Figure 1.4.1.1 shows, this
significantly reduces the SASA available to the water molecules. As the nonpolar solute
increases in size more volume will be solvent accessible. This is the reason smaller
nonpolar solutes are easier to dissolve in water than long chain molecules [84]. To
determine the driving force behind the hydrophobic interaction it is useful to look at how
the free energy of the system changes when nonpolar solutes are added to water.
To determine the ∆G from introducing a nonpolar solute to water, the nonpolar
molecule is typically considered to move from a nonpolar liquid to water. The free energy
of transfer (∆Gnonpolar-water) of particle A from phase the α (nonpolar environment), to
the phase β (water) is given by Eqaution 1.8 [91].
∆Gnonpolar−>water = −kT ln
cβA
cαA
(1.8)
where cβA is the equilibrium concentration of the molecule A in phase β and c
α
A is the
concentration in phase α for a given volume. The ∆Gnonpolar-water is deduced from the
5The SASA is the area described by the centre of a 1.4 A˚ sphere that rolls over the Van der Waals
envelope of a molecule [2]
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interactions of the molecule with the surrounding solvent and includes the change entropy
and enthalpic interactions that occur with the reactions (see Section 1.2.1.
This reaction for a nonpolar solute, such as a hydrocarbon, is associated with a positive
∆G [2, 84, 92, 93]. This is typically several times kBT, therefore the process is energetically
unfavourable [2, 91]. The hydrophobic interaction is also more pronounced for larger
nonpolar solutes [94]. For nonpolar solutes the free energy changes, per the SASA of the
nonpolar side chain, by ∼ 0.02 kJmol-1A˚-1 [94]. This accounts for the low solubility of
hydrocarbons at room temperature. When a non polar solute is transferred to water, it is
expected that hydrogen bonds would be broken between the water molecules to encompass
the solute. This would result in a large increase in the enthalpy of the system and would
be energetically unfavourable. However, the ∆H, at room temperature and pressure, of
the system has been shown to be small and positive in some experiments, and negative
in others [95, 96]. The ∆S, on the other hand, is always large and negative [95, 96]. For
example, for methane, the ∆Gnonpolar-water is ∼ 25.5 kJ/mol, the ∆H is ∼ -19.7 kJ/mol but
the T∆S was ∼ -45.2 kJ/mol [95]. The large positive ∆Gnonpolar-water is therefore driven
by unfavourable entropic forces. Based on the definition of ∆S, this suggests a decrease
in the number of states in the system. This change in entropy is also coupled with an
increase in heat capacity in the system. Heat capacity is defined as[89]
∆Cp =
d∆H
dT
= T
∆S
dT
(1.9)
A large heat capacity suggest, ordering of water molecules within the solvent and
strengthening of intermolecular interactions [91]. The heat capacity is determined from the
change in free energy with temperature. The driving force behind hydrophobic interaction
is therefore temperature dependent. As the temperature increases, the ∆S increases but
the ∆H also increases. At high temperatures the hydrophobic interaction is driven by
enthalpic interactions[89]. Models have been developed to try and explain the driving force
of the hydrophobic interaction and its temperature dependence. These will be discussed
in the next section.
1.4.2 Models to explain the hydrophobic interactions
The driving force behind the hydrophobic interaction is under debate. The classical
model for hydrophobic interactions is known as the “ice-berg” model (Figure 1.4.2.1).
The model was first suggested by Frank and Evans in 1945 [97]. In this description of
the hydrophobic interaction, the large negative T∆S from hydration of nonpolar solutes
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and is explained by the ordering of water molecules around the nonpolar solute. The
decrease in ∆S occurs due to the formation of a “clathrate-like” shell of waters at the
surface of the nonpolar solute. The waters rearrange themselves to form hydrogen bonds
with other water molecules and minimise their interaction with the non-polar solute.
This constrains the number of possible orientations of the water molecules and partially
“freezes” the motion of water molecules at the surface of the solute. The enthalpy gain
by loss of hydrogen bonding is minimised but the penalty is an increase in entropy. It
is estimated that the loss of a hydrogen bond energetically costs ∼ 21 kJ/mol whereas
the loss of entropy is ∼ 1 kJ/mol [2]. As the temperature increases initially the “shell”
of waters is maintained but broadens, increasing the entropy. This broadening of the
shell causes hydrogen bonds to break thus increasing the enthalpy. This model explains
the positive heat capacity attributed to the hydration of nonpolar solutes [89]. These
“clathrate” cages have been observed in crystalline hydrates [97, 98]. Furthermore some
experimental evidence suggests that there is a propensity for the OH of a water molecule
to be frozen at the surface of a nonpolar solute [99]. However, the water molecules are
not “frozen” in this model; freezing of the water molecules would result in a decrease
in molar volume, whereas introduction of nonpolar solutes to water have been shown to
decrease it[89]. Theoretical studies have supported the idea of more ordered waters in
the water shell around a nonpolar solute [100]. However, it has been suggested that this
ordering would occur over a very narrow temperature range [89, 101]. There is strong
experimental [102, 103] and theoretical[104] evidence to challenge this model. Some
experimental studies have suggested that the water molecules at the surface of a nonpolar
solute are less ordered than free water molecules [102].
Experiments suggest that, despite no evidence for the ordering of water, the dynamics
of water molecules at the surface of the nonpolar solute is “ice-like” and some waters can
be immobilized at the surface [99]. This view has also been challenged [104]. Molecular
dynamics simulations have shown that, whilst the rotational dynamics of the water
molecules are hindered around the nonpolar solute at low temperatures[101], the waters
are never immobilised [104].
Since this first model was proposed, others have been proposed to explain the
thermodynamics of hydrophobic interactions. Lee [96] and Lucas [105] suggested that
hydrophobic hydration is a result of the energetic penalty of finding a cavity large enough
to encompass the nonpolar solute. In this model the large entropic cost occurs from the
creation of a large cavity for the solute from small pockets of free volume within the
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Figure 1.4.2.1: Schematic illustrating the theory behind the “ice-berg” model for hydropho-
bic interactions. (1) When non polar solute is added to water, the hydrogen bonding network
of the water molecules will be disrupted. (2) The waters reorientate themselves at the surface
to minimise the loss of hydrogen bonds. This freezes the motion of the water molecules causing
the local entropy to increase.
solvent. If the molecules in the solvent are larger, the “pockets” of free volume are larger
which would reduce the entropic penalty. On the other hand, the larger the solute, the
larger the cavity that is required to encompass the molecule.
Alternatively, Stillinger, in 1973 [106], suggested that the hydrogen bond network of
water can be maintained around small nonpolar solutes, however the entropic penalty
arises from maintaining these hydrogen bonds. However, these cannot be maintained for
large nonpolar solutes. For large non polar solutes, the hydrophobic interaction would be
driven by enthalpy, contradicting the classical view that entropy is the underlying driving
force. Studies have since highlighted the importance of lengthscale on the hydrophobic
interaction when considering the driving force [103, 107–109]. Whilst water may be
able to reorientate around small solutes, it would not be geometrically possible for
the water to reorientate, as in Figure 1.4.2.1, around large molecules [93, 107]. There
appears to be a length crossover of 1 nm between more ordered “hydrophobic” waters
with stronger hydrogen bonds around small nonpolar solutes and disordered waters with
weaker hydrogen bonding around larger nonpolar solutes [108, 109]. Simulations have
indicated that the association between small nonpolar solutes is driven by entropy but
the negative enthalpy of the reaction occurs due to the larger number of hydrogen bonds
within the water surrounding the solutes [109]. For larger nonpolar solutes the waters are
unable to maintain this hydrogen bonding network and therefore association is driven to
minimise the loss of hydrogen bonds. More recently, it has been suggested that nonpolar
solutes aggregate to replace high energy waters that are not hydrogen bonded [110].
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1.4.3 Hydrophobic interactions in biological systems
All water-soluble globular proteins contain a hydrophobic core [111] formed by the
hydrophobic residues indicated in Figure 1.1.0.2. This hydrophobic core is thought to
play a critical role in protein stability and the of the tertiary, and often quaternary,
structure of proteins [2, 111, 112]. Furthermore, hydrophobic interactions are thought to
play a key role in protein folding [20, 87] and the evolution and adaptation of proteins [113].
(a) (b)
Figure 1.4.3.1: Figure showing the position of hydrophobic residues in two proteins. (a) the
protein’s hydrophobic residues are shown as green spheres. (b) the hydrophobic residues are
shown as yellow spheres. In both proteins the hydrophobic residues are clustered within the
centre of the tertiary structure. Figure made using Pymol [10] for PDB IDs [8] 1HZ6 [9] and
1TIT [114].
To help elucidate the contribution of hydrophobic interactions to protein stability,
a number of studies have tried to model the hydrophobic core as the transference of
nonpolar side chains from water to a nonpolar environment [83, 84]. This is thought to
mimic the folding of proteins, where the non polar side chains are no longer in contact
in water [84]. By studying the ∆Gwater-nonpolar for amino acids, or chemical derivative,
hydrophobicity scales for the 20 naturally occurring amino acids have been determined
[115–118]. Studies have used nonpolar environments such as bilayers [119], liquid alkanes
or alcohols [117, 120], which are slightly polar, to determine the hydrophobicity (or
hydropathy scales). It is hard to determine which environment best mimics that of the
protein core [83]. The hydrophobic core is slightly polar due to the enhanced Van der
Waal’s interactions in the tightly packed core [121]. Therefore there are often large dis-
crepancies between the available hydrophobic scales. This is illustrated in Figure 1.4.3.2
which shows examples of the hydrophobicity rankings of the amino acids determined
by different groups and methods. Whilst, there are some general trends in these scales,
the inconsistencies make it challenging to elucidate the contribution of hydrophobic
interactions to protein stability. Another method to determine the contribution is to
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mutate non-polar amino acids in the protein. Experimental evidence from these studies
has suggested that the hydrophobicity cyclohexane may best describe a protein core [122].
Figure 1.4.3.2: Graph showing the normalised hydrophobic scales from four groups for the
20 naturally occurring amino acids where 1 corresponds to the most hydrophobic value and 0
corresponds to the more hydrophillic amino acid. Kyte-Doolittle scale (black) is taken from
ref. [116] is determined from The Frauchere-Pilska scale is taken from [2] (dark grey) and is
determined from the transfer of amino acids from water to alcohol[120]. The Moon-Fleming
scale from ref. [119] (lighter grey) is derived from water to bilayers. Finally the Kapcha and
Rassky scale [115] is determined from a simple coarse grain computational model.
The results of such studies have highlighted the importance of core packing to the ther-
mal, chemical and mechanical stability of proteins[112, 122–126]. It has been estimated,
from chemical denaturation experiments, that the burial of a CH2 group contributes ∼
4.6 (± 2.1) kJ/mol to the stability of a protein [122]. In a study by Pace et al. (2011), the
hydrophobic interactions within a protein core provide more stability to the folded state
of a large protein (containing 341 amino acids protein) than compared with small proteins
(containing 36 amino acids) [122]. Furthermore, optimising the hydrophobic core packing
within a protein can increase its thermodynamic stabilty [123, 127]. The hydropho-
bic core therefore must play an important role to the thermodynamic stability of a protein.
Understanding how hydrophobic interactions maintain a protein in the folded state
is challenging. Hydrophobic interactions occur over large lengthscales that are larger
than the distances that homogeneous molecules affect one another in liquids [93]. Studies
have suggested that there is an exponential decrease in the strength of the hydrophobic
interaction with increasing distance [128]. Furthermore, whilst single molecule studies have
been used to look at hydrophobic interactions in nonpolar molecules [103], characterising
the contribution of hydrophobic interactions to protein stability is challenging due to their
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heterogeneous environment [129]. Therefore it is not well understood how hydrophobic
interactions individually affect the transition barrier to folding. To determine the net
contribution of the hydrophobic interaction to protein stability, the strength of these
interactions would need to be manipulated. Determining the individual contribution of
hydrophobic interactions and hydrogen bonds to the rate limiting step would need careful
design of model systems. One method to do this is by using isotopes of hydrogen.
1.5 Deuterium
Isotopic substitution of hydrogen in bio-molecules using deuterium (D or 2H) and
deuterium oxide (D2O) can be used as a method to test the bulk importance of HBs
and hydrophobic interactions on the stability of proteins [130–132]. Deuterium was first
discovered in 1932 by Urey et al.[133], it has a relative abundance of 0.015 % in the
atmosphere[134]. It is an isotope of hydrogen with an additional neutron in its nucleus.
This causes the molecular weight of deuterium (2.014) to be twice that of hydrogen [135],
therefore D2O is often referred to as “heavy water”. This additional mass results in
many physical and chemical differences between deuterium and hydrogen. This includes
a smaller Van der Waal radius (and therefore small steric requirement) of deuterium and
greater bond strength [136, 137]. The differences caused by isotopic substitution has a
significant effect on the the solubility of nonpolar molecules and the stability of proteins,
which will be discussed in this section.
1.5.1 An introduction to deuterium
Figure 1.5.1.1: Geometries of the H2O (left) and D2O (right) molecules. Hydrogens are
coloured white and the oxygen/deuterium atom red. There is slight differences between the
lengths (0.005 nm) and angles (0.5 °) of the molecules. Values are taken from a neutron
diffraction study comparing the two molecules [138].
Table 1.5.1.1 lists the some of the properties measured for both D2O and H2O. The
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geometries of the two molecules is not significantly different, these are are shown in Figure
1.5.1.1. There is a 0.005 nm shortening of the O-D bond[138]. Both experimental[139] and
theoretical [140] studies have determined that “hydrogen” bonds formed by deuterium
are stronger than those in water by ∼ 0.4-0.8 kJ/mol. An increase of ∼ 0.6 kJ/mol in
HB strength was determined from the change in excess enthalpy observed for transferring
methanol to water or deuterium oxide[139]. Computational methods determined the
increase to be ∼ 0.8 kJ/mol based on ab-initio calculations [140]. This latter study
showed that the increase in hydrogen bond strength in gas is caused by a decrease in
the zero-point vibrational energy of the bond (ZPVE) caused by the additional mass in
deuterium [140]. Figure 1.5.1.2 illustrates the ZPVE and a schematic of the differences in
the ZPVE for O-D and O-H bond. This lower ZPVE is a consequence of the additional
mass of deuterium lowering the frequency of the bending motion of the bridging hydrogen
or deuterium atom (∼ 100 cm-1 [141]). This, in turn, reduces the frequency of the entire
bond. The decrease in ZPVE also has an effect on the rate of cleavage (breaking) of the
C-D, O-D and N-D covalent bonds. The rates of cleavage have been calculated to be 7,
10.6 and 8.5 times slower than their protiated homologues respectively [142, 143]. The
ZPVE refers to the level with energy E=1/2(hν), where ν is the vibrational frequency
and h is Plank’s constant [144]. A C-D bond has a vibrational frequency of 2100 cm-1 and
a C-H bond has a vibrational energy of 2900 cm-1 [145]. Therefore more energy would be
required to break a C-D bond.
Chemical property H2O D2O
Melting point (°C) 0 3.81
Boiling point (°C) 100.0 101.4
Viscosity (millipoise, 25 °C) 0.895 1.113
Density (g/cm3 - 25 °C 101 kPa) 0.997 1.104
Dielectric constant (25 °C) 78.304 77.937
Average number of hydrogen bonds (liquid) 3.62 3.76
Table 1.5.1.1: Properties of liquid H2O and D2O. Values for the melting points, boiling
points, viscosities and dielectric constant are taken from [146]. Values for the viscosity are
taken from [147]. Values for the average number of hydrogen bonds are taken from [148]
Despite the relatively small difference in the hydrogen bond strength, significant
differences have been noted in the bulk properties of water (e.g. boiling point +1.8 °C,
density ∼ +0.1 g/cm3 [146]), including an increase in the average number of HBs [148].
There is some dispute to the geometry of the HB in D2O. Studies have suggested that
the bond is longer in D2O (0.181 nm compared with 0.174nm), but more linear than
H2O[148], whilst others suggest that there is no change in hydrogen bond length due to
competition of inter- and intra- molecular quantum effects [149].
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Figure 1.5.1.2: Top: Potential energy well for the bond cleavage of two atoms. The y axis
is the energy and the x axis is the internuclear distance between the two atoms. The system
has a distribution of vibrational energy levels. To energy required to cleave the bond from a
particular energy level is given by: E = (n + 1/2)~ω. Where n is the vibrational quantum
number (n=0,1,2,3...), ω is the vibrational frequency of the bond and ~ is Plank’s constant
n=0 is the lowest energy system, this energy level is known as the zero-point vibration energy
level. Bottom: Differences between the zero-point vibrational levels of the O-H and O-D
covalent bonds. The O-D sits deeper in the potential well due to the additional mass in the
D nucleus. This causes the bond to vibrate at a lower frequency. Therefore more energy is
required to cleave this bond.
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1.5.2 Effect of deuterium oxide on hydrophobic interactions
The results for the hydrophobic effect in D2O are somewhat controversial. An increase in
hydrogen bond strength, and more extensively hydrogen bonded network in D2O would
suggest that the hydrophobicity of nonpolar solutes would be enhanced in D2O. An
increase in heat capacity was observed for the transference of nonpolar solutes from H2O
to D2O [150].
This increase in heat capacity upon transference is typically indicative of a lower
solubility of a solute. However, experiments have shown that for simple hydrocarbons
and noble gases, heavy water is a better solvent than H2O [151–153]. This means that
a negative ∆GH2O-D2O is associated with the transfer of a nonpolar solute to D2O from
H2O. These molecules are therefore more soluble in D2O than H2O. This makes it
challenging to explain these results in terms of the classical model for the hydrophobic
interaction [150]. However, the hydrophobic hydration of small nonpolar solutes in D2O
can be explained by a lower packing density in D2O. The negative ∆GH2O-D2O arises due
to the lower penalty for forming a cavity in D2O. The increase in ∆H is observed due to
the enthalpy fluctuations from reforming the HBs [150]. As for H2O, the hydrophobic
effect becomes more pronounced in D2O with increasing temperature[152].
As expected, an increase in the size of the nonpolar solute causes an increase in the
hydrophobic effect in D2O [151, 154]. For larger nonpolar solutes and proteins, the hy-
drophobic interaction is found to be intensified in D2O relative to H2O [151, 154–156].
Studies on polypeptides in D2O have shown a tendency for them to reduce their SASA
by aggregating more readily. Furthermore aggregation in proteins where hydrophobic in-
teractions are thought to be important has also been increased by the presence of D2O.
Some macromolecular complexes have also been shown to form a more compact globular
shape due to increased hydrophobic interactions. The hydrophobic effect of amino acids
in D2O is more complex due to the presence of hydrophilic groups. Whilst alanine and
phenylalanine are more soluble in D2O, proline and glycine were found to be less soluble
[157]. The solubility in phenylalanine reverses at temperatures greater than 37 °C. The
∆GH2O-D2O for a number of amino acids with nonpolar solutes were also determined. The
hydrophobicity of these amino acids were found to be enhanced in D2O and are depen-
dent on the length of the hydrophobic side chain [151]. This has consequences for the
hydrophobicity of proteins however, the change in hydrophobicity in D2O on protein sta-
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bility are less clear with some studies reporting an increase in stability, whilst others show
an increase or little change in stability. These results will be discussed below.
1.5.3 Deuterium and protein stability
1.5.3.1 Solvent isotope effects
Significant differences have been observed in the flexibility and thermodynamic, mechan-
ical and thermal stability of biological systems in D2O and H2O [130–132, 158–160].
The thermal stability of a number of proteins have been found to be enhanced in D2O
[160–164]. For example the melting point of the protein tubulin has been found to increase
by 3 °C. Furthermore, tubulin was found to remain active in D2O for 14 hours more than
in H2O at 20 °C. At 37 °C, whilst the protein had lost full activity after 8 hours in H2O,
only 20 % of the activity was lost in D2O. In another study the thermodynamic stability
of two proteins, a “hard” (requires large amount of heat, enthalpy, to unfold per unit
mass) protein and a “soft” (conformational adaptable) protein in were compared both
solvents [161]. At every pH tested both proteins were found to be more stable in D2O.
Furthermore the increase in stability could be related to an increase in hydrophobicity
of the nonpolar amino acids within the proteins [161]. The increase in hydrophobicity
has also been observed for other systems. For example polypeptides have been found
to reduce their SASA by aggregating more readily or forming more compact globular
shapes in D2O [131, 159, 165, 166]. In addition the concentration at which surfactants
aggregate into micelles has been found to be lower in D2O than H2O [151, 152, 167].
The tendency for a protein to reduce its SASA in D2O more readily, is supported by
experiments illustrating that the protein forms a more compact form in D2O [168, 169].
These studies determined that proteins have a smaller radius of gyration in D2O[168], and
a smaller hydrodynamic radius[169]. This would suggest an increase in hydrophobicity
for large molecules due to differences in the solvation of polar and nonpolar amino acid
side chains [131, 146, 158, 169, 170]. However, others have suggested the increase in
stability of proteins might be explained by the increase in hydrogen bond strength within
the protein[165, 171] or a reduction in the hydrogen bond dynamics in the solvent [172].
Molecular dynamics simulations of a small β-turn and α-helix have indicated that the
rupture time of the water-protein hydrogen bonding is retarded in D2O [172]. Hydrogen
bond rupture in D2O was coupled with a deepening of the energy well and an increase
in the rupture barrier height. There was also a suppression of internal protein-protein
hydrogen bonds. Furthermore, the structures were shown to be more compact across
the 2 ns of the simulation [172]. This is attributed to the stronger hydrogen bonding
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within the solvent compressing the protein into a smaller cavity [172]. Furthermore, fewer
solvent-protein hydrogen bonds were formed upon folding of the structures in the D2O
simulation [172]. There are also some results to suggest that proteins are unperturbed
in D2O or largely unchanged [163, 173]. In one study in particular, despite an increase
thermal stability, there was little change in the ∆G of unfolding [163]. Furthermore the
protein azurin was thermally destabilised in D2O. It has been suggested that the changes
enthalpic and entropic effects in D2O cancel one another other out [174].
Isotope effects also influence the unfolding and folding rates of proteins[170, 175–177].
The refolding rate of the protein lysozyme is significantly reduced in the presence of D2O
[175]. It was suggested that the lower folding rate was due to the increased C=O. . . DOD
hydrogen bonding energy, or due to a change in the hydrophobic interactions within the
protein. This result was independent of whether the exchangeable backbone groups were
protiated or deuterated [175]. This has also been observed for the protein CD2 [170]. The
decrease in the observed rates were attributed to a change in the hydrophobic interaction
due to increased solvent-solvent hydrogen bond affinities [175]. Furthermore, the solvent
isotope effect is thought to increase the rigidity of a number of proteins[158, 178]. The
intrinsic dynamics of a series of proteins was found to be dampened in the presence of
D2O [158]. This suggested an increase in the structural rigidity of the protein. Whilst
an increase in intra-peptide hydrogen bond strength could not be ruled out completely,
the increase in rigidity was attributed to the propensity for D2O to form water-water
hydrogen bonds [158]. This was due to the rapid response (within 10 minutes) to the
change in dynamics of the protein when diluted into D2O. Full isotopic substitution was
assumed to not occur within the 10 minute dead time of the experiment [158].
1.5.3.2 Deuteration of the carbon backbone and side chains
A fully detuerated (sometimes referred to as perdeuterated) protein is a protein
containing deuterium instead of hydrogen at all non-exchangeable (C–H bonds) and
exchangeable (e.g. amide) groups in the protein backbone and sidechains. The ex-
ample dipeptide in Figure 1.5.3.1 illustrates the full deuteration of a protein. Fully
deuterated proteins are synthesised by bacteria when they are grown on a deuterated
carbon source [130, 179]. Deuterated proteins have been found to be biochemically
similar to protiated (non-deuterated) proteins [180]. However, they appear to have
different physiochemical properties [130, 137]. Studies on deuterated proteins have shed
light on the importance of different interactions to the thermodynamic stability of proteins.
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Figure 1.5.3.1: Figure showing a fully protiated and fully deuterated polypeptide. A fully
protiated protein contains hydrogen. A fully deuterated protein contains deuterium at all
positions. However, partial labelling of the protein can occur at the exchangeable sites, indi-
cated by the dashed circles. This is achieved by saturating a protiated polypeptide in D2O or
a deuterated peptide in H2O.
A study by Crespi and Katz in 1962 determined the thermal melting temperature
(Tm) of fully deuterated DNA [181]. Despite no differences in the Tm of DNA, significant
differences have been noted between, fully deuterated, and protiated proteins. X-ray
structures of a number of deuterated proteins have been determined. These proteins have
been shown to have the same structure as the protiated homologues[180, 182, 183]. Despite
this, deuterated proteins proteins have generally been found to be thermodynamically less
stable than their protiated analogues in both H2O and D2O. This has been determined
using chemical denaturation, thermal denaturation and activity assays. The first study to
compare the physio and chemical differences of deuterated and protiated proteins was per-
formed in 1963 by Berns et al. [184]. In this study the thermal melting temperature of a
deuterated protein was compared to its protiated analogue in H2O. In this study the ther-
mal transition of the deuterated protein was 5 °C lower than the protiated analogue. This
change in stability was attributed to differences in stabilities of the side chain interactions.
This study was followed by a number of other studies on deuterated proteins [130,
137, 156, 170, 185]. This included an extensive study comparing the thermodynamic
stabilities of deuterated and protiated proteins in both H2O and D2O [137]. In this study
the least stable system, once again, was the deuterated protein in H2O [137]. This was
followed by the protiated protein in H2O and the deuterated protein in D2O [137]. The
most stable protein was therefore the protiated protein in D2O. [137] This destabilisation
was more pronounced in the H2O solvent in comparison to the protontated and deuterated
proteins in D2O. This trend has been observed for a number of deuterated proteins studied
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[130, 170, 186]. The deuterated proteins, in both solvents, were therefore found to be less
stable than the protiated homologues in the same solvent. The decrease in stability of
the deuterated proteins has been attributed to the shorter C-D bond compared to a C-H
bond [137]. The C-D bond has been determined to be ∼ 0.005 A˚[187] shorter than the
C-H bond. This reduces the steric requirement of a methyl group within the protein core.
The same effect has been observed for the change in activity of a deuterated and protiated
enzyme [130, 144].
1.5.3.3 Single molecule force spectroscopy in deuterium oxide
One method to directly test regions of specific interactions within a single proteins is
single molecule force spectroscopy (SMFS). Dougan et al. (2008) mechanically unfolding
protiated protein, called I27, in a solvent environment containing H2O and D2O. These
experiments reported an increase in the force required to unfold the protein in D2O [132].
The unfolding force of the protein was reported to be 17.6 % higher than the protein in
H2O. Furthermore the protein was reported to refold more readily at small forces (30 pN)
in D2O than in H2O. This suggested the driving forces for folding were already present in
D2O but absent in H2O. This study suggested that this refolding was driven by enhanced
hydrophobic interactions and illustrated the role of stronger hydrogen bonds within the
solvent.
SMFS experiments of a synthetic peptide (containing a sequence of amino based on
the sequence of a protein responsible for the elasticity of wheat) in H2O and D2O solvents,
have also been performed [188]. In this study, the elastic peptide was incubated in D2O
to allow for full isotopic exchange to take place. The thermal softening of the peptide
was enhanced in D2O suggesting that the protein was less mechanically stable in D2O
[188]. This destabilisation was observed as an increase in the persistence length of the
peptide with temperature. An increase in persistence length is indicative of a decrease
in the peptides flexibility. This effect was less significant in H2O. The larger increase
of persistence length of the peptide in D2O was associated with a faster expansion or
unfolding of the peptide chain [188]. This is not in agreement with the results discussed
previously [132]. However, this peptide chain was highly hydrophillic, leading the authors
to hypothesise that it was due to isotopic substitution and hydrophobic interactions
were less prominent [188]. In the previously discussed study, the increase in mechanical
stability was due to an increase in hydrophobic contacts.
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1.5.4 Using deuterium as a model system
This section of the report has reviewed the literature on the importance of hydrogen
bond strength to protein stability, function and dynamics. Hydrogen bonds are thought
to play a key role in the stabilisation and dynamics of proteins, both intrinsically within
the protein and externally between the protein and the solvent. Studies have utilised the
increased hydrogen bond strength of deuterium to quantify changes in protein stability.
This is done either by performing experiments in D2O and experiments on deuterated
proteins. These studies have found that, in general, an increase in hydrogen bond
strength in the solvent increases the thermodynamic stability of proteins and biological
systems. This is attributed to the increase in hydrophobic interactions due to an increase
in the ordering and strength of hydrogen bonds in the solvent. Perdeuteration, on the
other hand, destabilises proteins due to a decrease in hydrophobicity. This highlights the
importance of hydrophobic interactions in protein stability. Furthermore, these studies
illustrate a delicate balance between the hydrogen bonding within the protein and the
solvent.
SMFS has been widely used to characterise proteins mechanically and can determine
the forces that are involved in maintaining the stability of the protein. However, deuterated
proteins have not previously been characterised using a single-molecule approach. This
makes it a powerful tool to determine the importance of hydrogen bond strength and
hydrophobic interactions in protein stability. The single molecule approach in this project
will be used to determine information about the mechanical and kinetic stability of a
protein. This will enable an in-depth study into the effect of solvent-protein hydrogen
bonding and internal interactions on the energy landscape of proteins. The contribution of
SMFS to the understanding of the interactions governing protein stability will be discussed
in the next section.
1.6 The mechanical stability of proteins
One method to study the importance of specific interactions within proteins is by
mechanical denaturation. SMFS enables single protein molecules to be unfolded over a
well-defined reaction co-ordinate and is able to determine the underlying perturbation in
the energy landscape. Furthermore, single molecule experiments are able to determine
stable intermediates in protein structures along this single reaction coordinate [189]. For
a protein to be mechanically stable it must have a mechanical clamp region, that is, there
must be a region of interactions that are able to withstand unfolding forces greater than
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Figure 1.6.0.1: Schematics of the use of
forces in biology. A: shows a protein translo-
cating through a cell membrane. This example
shows the import of a protein into michondria.
For directional transport to occur the peptide
must be partially unfolded first. The mecha-
nism is not yet known but one suggestion is
that it occurs by a power stroke mechanism
where the peptide is actively pulled through
the channel. B: Example of a protein be-
ing degraded by the hexameric ClpX complex.
ATP hydrolysis provide the energy which is
used to mechanically unfolded a protein prior
to translocation into the chamber for degrada-
tion. C: The cytosckeleton of red blood cells
is made up of α-helical proteins which form an
elastic mesh. This mesh provides the mechan-
ical stability required by the red blood cell due
to external forces such as shear flow rates. Re-
produced from Ref [189] with permission from
The Royal Society of Chemistry.
the noise of an instrument.
Proteins have been found to unfold and refold during biological processes, due to
chemical, thermal or even mechanical denaturation [190]. As a result, the significance of
force within biological systems has become apparent [189, 191–193]. For a protein that
is initially in a folded state to translocate across a membrane in mitochondria, requires
forced unfolding. The mechanism of unfolding is not fully understood, however, two
hypotheses have been proposed. The first model assumes that the protein propagates
through a channel via random sliding movements of the peptide chain; whereas the
other model proposes that the protein is actively pulled through the channel by a
chaperone[194]. Titin kinase and the Von Willebrand factor are examples of mechanosen-
sor proteins[195–197]. These proteins have been identified as components of cell signalling
by converting mechanical forces into biochemical signals. Furthermore, proteins have
been identified that require the ability to withstand applied forces[198, 199]. Examples
include fibronectin (a), tenascin (b) and titin (c), these proteins extend and contract for
cell migration and adhesion ((a) and (b)) and for the passive elasticity to prevent damage
to skeletal and cardiac muscle sarcomeres (c). Some more examples of forces in biology
are given in Table 1.6.0.1. To help understand more about biological forces within cells,
mechanical biosensors have been developed and inserted into cells. These sensors have
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directly shown the presence of force in cellular activity [200]. The relevant physiological
forces for some proteins have been reported to be >10 pN, and single molecule force
extension experiments can measure forces from several fN up to a few nN, which cor-
respond to entropic forces up to the energy required to break covalent bonds [189, 201, 202].
Mechanical
process
Function Ref.
Protein degrada-
tion
In the bacterial cell proteins are degraded by two proteins which com-
bined are known as ClpXP; one protein is an AAA+ATPase known as
ClpX and a peptidase called ClpP. To be degraded the protein needs
to be unfolded before translocation to the ClpP region for degradation.
The energy required to perform the mechanical processes of unfolding
and translocation of the protein by ClpX is produced by ATP binding
and hydrolysis [203]
[204]
Cell signalling Mechanical forces can also play a role in cell signalling. For example the
ear is subjected to mechanical forces from sound waves and movements
of the head. Sound waves provide a mechanical signal which is converted
to an electrical signal through hairs in the inner ear.
[205]
Extracellular ma-
trix
The extracellular matrix is the important “shell” surrounding cells in all
tissues. This matrix is important for providing mechanical and struc-
tural support as well as facilitating biological processes such as cell mi-
gration and adhesion. Elastic proteins such as collagen, fibrillin and
elastin are often found in the extracellular matrix in tissues. The com-
position of tissue is dependent on the cellular forces that is is subjected
to. Often they are required to withstand high tensile and repetitive
stresses.
[206]
Cytoskeletan Red blood cells survive for 120 days in the human body and are subjected
to mechanical stress such as shear flows. The proteins spectrin and F-
actin are found in the cytoskeletan of red bloods cells. The proteins
interact to form a cross-linked skeletal structure to the cell and maintains
the specific structure of the red blood cell under different mechanical
perturbations.
[207]
DNA replication,
transcription and
packaging
Molecular machinery such as DNA helicases and RNA polymerase are
required to “unwind”, linearise and “unzip” single stranded and double
stranded DNA during replication and transcription. Motors involved
in packaging of DNA have also been found to be subjected to internal
forces of the DNA opposing confinement.
[208]
Table 1.6.0.1: This table describes some of the examples of force in biological systems.
Force is therefore an important tool to study the interactions within proteins on
a single molecule scale. This allows the experiment to probe important unfolding
intermediates along a single reaction coordinate. Bulk chemical and thermal denaturation
of proteins can give information about an averaged ensemble of proteins but do not follow
a single reaction coordinate. There are a few experimental techniques available that use
force to probe single molecules such as individual protein domains. These include optical
traps [209], magnetic beads [210] and the atomic force microscope (AFM) [211]. In these
single molecule experiments the force response of a protein is monitored as the separation
between two well-defined attachment points (usually between the N- and C- termini) is
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increased, thus allowing interactions holding the structure together to be examined. The
mechanical stability of the protein is described as the maximum force the protein can
withstand before it unfolds, resulting in a fully extended state [189]. Force perturbs the
energy landscape by lowering the energy barrier to unfolding. The assumption is that
an application of force tilts the energy landscape by −F × x, where x is the reaction
coordinate over which the force is being applied [189, 212]. For most proteins this process
is kinetic, which means that it depends on the activation energy of the transition barrier.
By determining the unfolding rate of a protein at different forces or velocities, information
about the unperturbed energy landscape can be extracted, namely: xu, the distance
between the folded state and the unfolded state and k0u,force, the unfolding rate at zero
force [189].
Single molecule force spectroscopy (SMFS) has been used to mechanically unfold a di-
verse range of proteins; some proteins have been found to be mechanically labile, whereas
others have been found to withstand forces in the range from tens to hundreds of picoNew-
tons (pN) [189, 212]. The energy landscape has been found to be altered by changes in
temperature, pH and mutations [213–215]. In this section, the origin of mechanical resis-
tance of proteins is discussed along with studies performed using SMFS.
1.6.1 How does protein structure affect the mechanical properties of a
protein?
Some proteins are able to withstand forces of above 200 pN, whereas other proteins unfold
at forces below the measurable limit of an AFM which is ∼ 15 pN [189]. Table 1.6.3.1
demonstrates that protein secondary structure is a key determinant of the mechanical
stability of a protein. The most mechanically stable proteins are those from the all-β
SCOP class, followed by α/β structures and with the most mechanically labile being
proteins containing all-α structure[216, 217]. This appears to be a general trend across
all proteins that have been mechanically characterised, when pulled from the N–C
terminialigned with the force.
An extensive computational study by Lu et al. (1999) compared the unfolding of
10 proteins containing different secondary structures [218]. This study compared the
unfolding of 10 proteins with a similar number of amino acids but with different secondary
structures. Using molecular dynamic simulations (MDS), a constant velocity was applied
to the ends of the proteins and the force response was monitored. This study found
that elongation of proteins containing β-sheets resulted in a force peak. This force peak
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corresponded to the breaking of hydrogen bonds in the backbone of the protein. For
proteins containing α-helices, there were no inter-strand hydrogen bonds to break in this
structure and the protein unfolded readily with no force response. This suggested the
hydrogen bonds connecting the β-strands in a β-sheet conformation provide more stability
than hydrophobic contacts between α-helical proteins. A simple elastic model has also been
used to descibe this general trend between unfolding force and type of secondary structure
[219].
1.6.2 Importance of the direction of the applied force on the mechanical
stability of a protein
Despite the general trend suggesting secondary structural elements are a key determinant
of protein mechanical stability, it cannot explain the broad range of force responses
observed for proteins with similar structures. For example, the protein TNfn3 unfolds at
a force of 120 pN at 600 nm/s [216, 220] which is a significantly lower unfolding force
than the, structurally similar, protein I27 (184 pN at 200 nm/s) [214]. Experimental
[221] and theoretical studies [218, 222] of different proteins suggested that the number
and geometry of hydrogen bonds, with respect to the applied force, could explain the
differences between structurally similar proteins. However, it was challenging to directly
determine the effect of hydrogen bond geometry in different proteins due to differences
in protein sequences and stabilities [223]. This problem was circumvented in two studies
both published in 2003. In the study by Carrion-Vazquez et al., the pulling geometry of
the protein was changed by pulling the protein ubiquitin between the N- to C- termini or
between a lysine (lys48) and cysteine residue [224]. The ubiquitin domains pulled between
the two termini had unfolding forces of 203 pN at 400 nm/s [224]. The domains pulled
between lys48 and the cysteine residue had an unfolding force of 85 pN at 300 nm/s [224].
The differences in forces were attributed to the direction of the hydrogen bonds with
respect the applied force vector. This sensitivity to hydrogen bond geometry was also
observed in the study by Brockwell et al. on the protein E2lip3 [223]. In this study the
protein could be immobilised on a surface in two positions. This enabled the hydrogen
bonds to be either “peeled” and “sheared”. In the peeling geometry, the hydrogen bonds
are parallel to the direction of the applied force. In the shearing geometry the hydrogen
bonds are perpendicular to the direction of the applied force. This is illustrated in
Figure 1.6.2.1. Whilst a large unfolding force (177 pN at 700 nm/s) was observed for the
protein with the shearing geometry, no force unfolding peak was observed for the protein
in the peeling geometry [223]. This suggested the protein unfolded below the noise of
the instrument. The hypothesis that this was as a consequence of the hydrogen bond
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geometry in the termini was strongly supported by MD simulations.
Figure 1.6.2.1: Illustration of the different pulling geometries of hydrogen bonded β-strands
on the application of an unfolding force using SMFS. (A) The “peeling” geometry. The force
(red arrows) is applied to the N- and C- termini of the protein such that the hydrogen bonds
are sequentially broken. In this case the force is applied parallel to the hydrogen bonds. (B)
The “shearing” geometry. In this application of force, the hydrogen bonds must be broken
simultaneously. This is because the force is applied perpendicularly to the hydrogen bond
geometry.
Since then, experimental [225–231] and theoretical [232–236], studies have been per-
formed to determine the importance of pulling geometry to protein mechanical stability.
The pulling geometry has been controlled by circular permutations6 to protein structures
or by engineering exposed pairs of cysteine residues. The force response of the green
fluorescence protein, GFP, was determined by applying force across five pairs of cysteine
residues [231]. A diagram illustrating these results is shown in Figure 1.6.2.2 [231]. A
large range of forces were observed between the different unfolding geometries, the forces
varied from ∼ 100 pN for the least stable geometry and ∼ 600 pN for the most stable
geometry [231]. Circular permutations on the protein DHFR caused a decrease of ∼ 56
pN in the unfolding force c.f. the wild type (w.t.) protein [237]. Alternative unfolding
pathways have also been observed by manipulating the pulling geometry of a protein [238].
These studies have identified key structural motifs involving hydrogen bonds that are re-
sponsible for the unfolding pathway and therefore force response of the protein. Certain
arrangements of hydrogen bonds give rise to much larger unfolding forces than others.
The pattern of hydrogen bonds within a protein can help identify the force response of
the protein. These regions of hydrogen bonds are known as the mechanical clamp of a
6A circular permutation results in an identical topology, but a different location of the N- and C-
termini. This causes the secondary structure elements to unfold in an alternative order.
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protein.
Figure 1.6.2.2: Illustration of the deformation response of the protein GFP (PDB ID 1EMB
[239]) when subjected to five different pulling geometries. The position of force application are
indicated by space filled residues. The width of the connecting lines indicates the mechanical
unfolding force. The colour of the line indicates the rigidity of the protein in the pulling
direction. Where red indicated a high directional spring constant (most rigid) and blue a low
directional spring constant (less rigid). Figure taken from Ref [231] subject to © 2006 by The
National Academy of Sciences of the USA.
1.6.3 Mechanical clamps in proteins
A mechanical clamp is defined as a localised force bearing region within a protein which
results in the largest force response of the protein [240–242]. The first mechanical clamp
region within a protein was identified by Lu et al. 1998 in the protein I27 in 1998
using MDS [243]. The force bearing region was identified as a cluster of six hydrogen
bonds. For the protein to unfold, simultaneous rupturing of these hydrogen bonds was
required. The existence of this mechanical clamp was experimentally verified in 2000
by Li et al. by mutating residues identified in the mechanical clamp region[244]. These
mutations severely destabilised the protein. This clamp region consists of two directly,
hydrogen bonded β-strands located near the terminal of the protein. Since then other
mechanical regions in other proteins have been identified [189, 193, 217, 245, 246].
These mechanical regions are not always directly part of the force bearing region. Two
structurally analogous, β-sheet proteins were found to have significantly differing force
responses. The protein Top7 could withstand significantly higher forces than Barstar.
The differences in force response of Top7 was attributed to supporting neighbouring
strands within the force-bearing region. A theoretical study, comparing coarse grain
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mechanical unfolding simulations of 17 134 protein structures from the PDB, has identified
a series of different mechanical clamp regions within proteins [240, 240]. The mechanical
clamps were identified by hydrogen bonding patterns between secondary structure el-
ements within the protein structures. These clamp regions are illustrated in Figure 1.6.3.1.
Figure 1.6.3.1: Top: Clamp motifs described by Ref. [241]. S is a shear clamp, SA is
a shearing antiparallel, Z is a zipper, SD1 is a shear disconnected clamp, SD2 is a shear
disconnected 2, SS is a shear clamp supported by other strands, T is a torsional clamp and
D is shear delocalised. Each clamp gives a different force response. Bottom: The relationship
between ∆xu and FU (600 nm/s), proteins are grouped by the clamp motif. The data can
be described by a power law function ∆xu =
39.4
FUN
with an R2=0.91 (goodness of fit). Clamp
types are illustrated above. Adapted from Ref [247] with permission of the PCCP Owner
Societies.
A correlation between the type of clamp in a protein and its mechanical properties
such as: the distance from the unfolded state to the transition state, ∆xU and the
unfolding force, has recently been reported [193]. The relative contact order (RCO) is
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defined as the average sequence distance between residues that are in contact, normalised
to the contour length of the protein. It had previously been suggested that there was a
correlation between the RCO and the mechanical unfolding force of the protein. A paper
by Tych, Hoffmann et al. (2013) showed that, although there was a general trend for all
proteins with increasing RCO and unfolding force, a stronger correlation was observed for
all β proteins. There was no clear correlation for other protein fold types or certain clamp
motifs such as SD2 or zipper. Despite this, this study observed clusters the proteins based
on their mechanical clamp motif in a change in xU -F plot across 25 proteins studied.
Typically proteins with the SD1 motif have a smaller xu and a larger range of unfolding
forces. This study demonstrates that similarities in the structural components in proteins
results in similarities in the energy landscapes. The relationship between the xU and F
has been shown to follow a power law suggesting proteins with a lower unfolding force
have a higher xU (forces determined at 600 nm/s) [193].
Figure 1.6.3.2: Figure showing the structures of 6 different proteins created using the soft-
ware PyMOL [10]. Each protein has a unique 3D structure containing α-helices and β-strands.
Proteins can contain force bearing regions known as mechanical clamps. The regions within
the protein that satisfy the mechanical clamp patterns defined by Sikora et al. are indicated
to the right of the structure [241, 242]. Structures were obtained from the PDB database [8]
and the references are as follows: 1TIT [114], 1HZ6 [9], 1G6P [248],1ANU [249], 1BNR [250],
1AJ3 [251].
These SMFS studies identified the importance of specific hydrogen-bonded regions to
the mechanical stability of a protein. Hydrogen bond patterns between secondary struc-
ture elements of proteins are responsible for the force response of proteins. Furthermore,
there is a correlation between the unfolding force observed and type of mechanical clamp
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Protein Mechanical un-
folding force/pN
(Velocity/nm/s)
Clamp motif Protein fold
(SCOP)
Reference
I27 204 (400–600) S all beta [252]
I27 (C47S C63S) 172 (600) S all beta [217]
I1 127 (400-600) SD2 all beta [103]
1FNIII 220 (600) SD2 all beta [253]
10FNIII 74 (600) SD2 all beta [253]
13FNIII 89 (600) SD2 all beta [253]
C2A 60 (600) SD2 all beta [221]
C2B 100 (500) SD2 all beta [254]
E2Lip3 15 (700) Z all beta [223]
TmCSP 78 (400) Z all beta [193]
Barnase 70 (100-500) Z alpha and beta [255]
Protein L 152 (700) SS alpha and beta [217]
GB1 184 (400) SS alpha and beta [256]
Barstar <50 (400) - alpha and beta [257]
Top7 150 (400) - alpha and beta [257]
Ubiquitin 203 (300) SS alpha and beta [224]
AcP ∼ 60 (600) SS alpha and beta [258]
Spectrin ∼50 (80-800) Za all alpha [259]
Calmodulin <15 pN (600) - all alpha [221]
Table 1.6.3.1: Values, at a given velocity, for the maximum force a protein can withstand
before unfolding. The type of structure was obtained from a search of the SCOP class of
the protein. The mechanical clamp motif of the protein was determined from the definitions
given by the Biomolecular Stretching Database (BMSD) [241] [193]. The table illustrates the
effect of protein topology and pulling direction to the mechanical resistance of proteins. Force
values depend on the pulling velocity used in the experiment, proteins unfold at lower forces
for lower pulling speeds because the protein has more time to sample the energy landscape
before mechanical unfolding occurs. Some mechanical clamp motifs have not been defined by
the hydrogen bond patterns from [241], these are indicated with a -.
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of the protein. However, hydrogen bond patterns cannot explain the differences in the
forces observed for proteins containing the same type of mechanical clamp. Mutational
studies [124, 245] and simulations [217, 218, 260] have identified other interactions and
non-native contacts that can be important in the mechanical responses of proteins.
Furthermore combination of mutagenisis, mechanical and chemical unfolding of proteins
can reveal information about the importance of specific amino acids to the mechanical
transition state of the protein.
1.6.4 Point mutations can significantly alter the mechanical stability of
proteins
Regions of hydrogen bonds can be identified as the force bearing region of a protein.
Mutations of amino acids within this mechanical clamp region of proteins have been
shown to alter the mechanical stability of proteins [124, 244, 245, 261]. These studies have
illustrated the importance of hydrogen bonded regions within proteins[244], identified
intermediates in the unfolding pathways [261], highlighted the importance of hydrophobic
interactions [124, 245] and identified multiple unfolding pathways of a protein [262] within
proteins. The first studies combining mutational studies and SMFS were performed on
the I27 protein. These studies mutated key residues identified from MD simulations. The
protein was severely destabilised by mutations of hydrogen bonded amino acids within the
clamp but not altered significantly by changes in the hydrophobic core [263]. However,
the hydrophobic core has been shown to play a key role in the mechanical stability of
protein L and GB1[124, 245].
Mutational SMFS studies have also identified a “mechanical rheostat” in the core of
protein L [124]. A mutation of a single residue, I60V, resulted in a 36 pN decrease in
unfolding force campared with the w.t. protein despite no change in the thermodynamical
stability of the protein[124]. This decrease in stability was coupled with a large increase in
the distance to the transition barrier (0.46 nm compared with 0.26 nm for the w.t.) [124].
Therefore the transition state moved further away from the native state, allowing larger
deformations of the protein before unfolding occurred. Two other single mutations were
performed on protein L, these mutations were hypothesised to increase the hydrophobic
core packing. Whilst one mutation increased the unfolding force by 13 pN, the other
mutation increased the force by 72 pN at a single velocity [124]. This increase in force was
coupled with an increase in the thermodynamic stability of the protein. The importance
of hydrophobic core packing on the mechanical unfolding force of GB1 has also been
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shown by mutations [245]. Protein GB1 is structurally similar to protein L. A series of
mutations to this protein identified three mutations that caused a significant decrease
in unfolding force. These mutations were positioned in the mechanical shearing region
between two structural motifs containing hydrophobic contacts. These amino acids were
hypothesised to provide stabilising hydrophobic interactions. Mutating these residues
disrupts the contacts between the shearing region [245].
1.6.4.1 How is the transition barrier affected by mutations?
The change in the unfolding barrier height of a protein as a result of a mutation with
respect to the w.t. protein can be compared to the change in thermodynamical stability of
the native state with the wild-type (w.t.) protein. This comparison enables information
about the native contacts formed at the transition state upon folding in the mutated
protein to be obtained. Φ-value analysis determines how many of the native contacts are
formed at the rate limiting step[264]. Best et al. have also implemented Φ-value analysis
to determine how mutations affected the contacts of the protein at the transition state in
mechanical unfolding experiments. Φ-value is given in equation 1.10 [264] and is defined
as the ratio of the change in free energy of activation for folding (∆∆GTS,force), to the
change in equilibrium free energy (∆∆GUN ).
Φ = 1− ∆∆GTS,force
∆∆GUN
(1.10)
A value of 1 indicates that the protein is fully native at the transition state. A partial
value in SMFS experiments indicates partial structuring of the protein [264]. Φ-value
analysis has been used to determine the role of different amino acids on the transition
state of the protein. Best et al. determined the regions of the protein that were involved
in the mechanical unfolding event in the protein [264]. Furthermore, the Φ-values obtained
for the destabilising hydrophobic deletions in both Protein L and GB1 indicated that the
mutated proteins were only partially structured at the transition state [124, 245]. This
sensitivity of SMFS experiments to the structure of the single molecules at the transition
state enables determination of important interactions at the rate limiting step. Whilst
in bulk experiments, a partial Φ-value can suggest alternative transition states or partial
contacts, in SMFS experiments it can only represent partial structuring of the protein.
This analysis has never been used to determine the influence of deuterium on the rate
limiting step. It is apparent that manipulating the hydrophobic interactions of a protein
can affect the structure of the protein at the transition state.
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1.6.5 The role of solvent environment on the mechanical stability of
proteins
The solvent environment is believed to be important for the dynamics of proteins
[158, 265, 266]. It is therefore useful to understand the role of solvent environment on the
stability of proteins [132].
In recent years there has been a large number of studies to understand the role of
osmolytes on protein stability. Osmolytes are small organic molecules that can shift the
equilibrium between the folded and unfolded states of a protein [267]. Osmolytes, such
as glycerol, sorbitol and sucrose, push the equilibrium towards the folded state of the
protein. Denaturing osmolytes such as guanidine hydrochloride (GdnHCl) and urea shift
the equilibrium to the unfolded state of the protein. Despite an abundance of research,
little is known about the role of solvent molecules on the mechanical transition barrier
and shape of the folding energy landscapes. Information about these is pivotal to the
understanding of protein dynamics. SMFS have been performed in solvent environments
containing a number of different osmolytes [268–270]. These molecules enabled the
mechanical properties of proteins to be modulated. For example, glycerol has been shown
to increase the mechanical stability of the protein GB1 [270]. Furthermore, dentaturing
osmolytes such as GdnHCl and urea have been found to decrease the mechanical stability
of proteins[269, 271]. In fact the mechanical unfolding of the protein GB1 indicated that
the rate of folding and unfolding obtained from SMFS showed similarities to the rates
obtained from bulk denaturation experiments [269]. However, this would not be the case
for all proteins because of the differences of unfolding pathways between mechanical and
chemical denaturation.
The mechanical properties of a protein can alternatively by tuned by a change in pH
or ionic strength of a buffer. Electrostatic interactions within a protein can be affected by
changes in the environment. Tuning the pH of a solvent has been shown to “switch-on”
or “switch-off” electrostatic attractions and repulsions within a protein [272]. Further-
more, these electrostatic interactions can be screened by the introduction of salt [272, 273].
More recently, SMFS has also been used to mechanically probe a protein in a
nonpolar environment [274]. Moving the protein from a water-based solvent to an
organic nonpolar solvent octyl benzene, resulted in the loss of mechanical stability of
the protein. This was equivalent to unfolding the protein in a high (6 M) concentra-
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tion of GdnHcl and therefore suggested that the mechanical resistance of the protein
was lost due to the loss of the tertiary structure of the protein[274]. However, MD
simulations indicated that the loss of mechanical resistance was not due to a loss of
tertiary structure, but due to an interface between water molecules in a hydration layer re-
maining on the surface of the protein resisting transference into the nonpolar environment.
SMFS is therefore sensitive to the changes in environment of a protein. In addition,
SMFS can also probe the transition barrier of a protein. This therefore endows the tech-
nique with the ability to provide a unique understanding of the role of solvents on the
mechanical folding pathway of a protein.
1.7 Discussion and objectives
In this chapter the importance of understanding protein stability was introduced. Protein
folds are held together by different interactions such as hydrogen bonds and hydrophobic
interactions. Whilst there are an abundance of studies addressing the contribution of
these interactions to the stability of a protein, little is known about how they affect
the unfolding transition state of the protein. Understanding how they shape the energy
landscape can help understand misfolding and protein adaptation. Many studies have
used mutations to try and probe this problem. However, it is complex to deconvolute the
contribution of hydrogen bond strength from single point mutations due to the complexity
of the environment of a HB. Very little is known about the net contribution of hydrogen
bond strength and hydrophobic interactions to the unfolding (or folding) pathway of a
protein or the important interactions governing the mechanical stability of proteins.
SMFS experiments are sensitive to the key interactions within a proteins mechanical
clamp and solvent environment. The mechanical clamps are formed by regions of hydrogen
bonds but can also be stabilised by other interactions such as hydrophobic interactions.
Because the reaction coordinate probed in these experiments is well defined, the technique
is sensitive to small changes within this region. It is, however, still challenging to “bridge
the gap” between mechanical and chemical unfolding experiments on proteins. The two
techniques probe different unfolding pathways. Mechanical unfolding drives the protein to
a fully extended state, whereas chemical unfolding drives a protein to a molten globular
state [275]. Simulations, however, have made some progress in connecting mechanical
and thermal denaturation[276].
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In this thesis the objective was to use SMFS studies to yield information about how
hydrogen bond strength, hydrophobic interactions and the solvent affect the mechanical
unfolding transition state of proteins. The strength of the interactions will be manipulated
by mechanically unfolding fully deuterated and protiated proteins in both H2O and D2O.
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Chapter 2
Materials and Methods
This chapter will give an overview of the materials and methods used in this project.
It will begin by summarising the buffers used in the project and then will describe the
biological techniques used to express deuterated and non-deuterated proteins (protiated).
It will follow by giving an overview of the techniques used to characterise the proteins.
2.1 Materials
A detailed list of apparatus and chemicals and manufacturers is given in the appendix. The
buffers/media were all made with Purite 18 MΩ distilled (MiliQ) water unless containing
deuterium oxide (D2O) or otherwise stated.
2.1.1 Media and Buffers
2.1.1.1 Growth Media
This section gives details about the growth medium used in this project. Luria-Bertani
Broth (LB) growth medium was dissolved in Mili-Q water whereas the deuterated growth
media, ISOGRO-D, was dissolved in D2O before sterilisation. Agar is dissolved in the
relevent growth media and the correct antiboitics. The details are given in the appendix.
53
Growth media Components
LB medium Premixed :40 % bacto-tryptone, 20 % yeast extract,
40 % NaCl. 25 g of media was dissolved in 1 litre
of Mili-Q water.
Deuterated growth medium ISOGRO-D medium (premixed: 30 % salts, 3 %
water, 2 % glucose, 65 % amino acids/peptides),
1.8 g/L K2HPO4, 1.4 g/L KH2PO4, 1 g/L MgSO
50 g/L MGSO4 111 × 10-4 g/L of CaCl2, pH 7.0. 1
g of medium is required per 100 ml of D2O.
Agar plates 15 g/L agar
Table 2.1.1.1: Table giving the list of growth media used in this project and how to make
them.
2.1.1.2 Buffers
This section describes the standard buffers used in this project. The buffers were all made
with Mili-Q water or D2O. The pH or pD were corrected with NaOH, HCl or NaOD or
DCl respectively unless stated.
Buffer name Components
Gel electrophoresis
Anode buffer 400 mM Tris.HCl, pH 8.8
Cathode buffer 100 mM Tis.HCl, 100 mM Tricine, 0.1 % sodium
dodecyl sulfate SDS, pH 8.3
2 × Loading buffer 50 mM Tris.HCl pH 6.8, 100 mM DTT, 2 % (w/v)
SDS, 0.1 % (w/v) bromophenol blue, 10 % (v/v)
glycerol
Protein Purification
100 % protease inhibitor cocktail 100 mM PMSF, 200 mM benzamidine dissolved in
ethanol
Size exclusion chromatography
buffer
300 mM NaCl, 25 mM Tris.HCl, 2 mM DTT, 1 mM
EDTA, pH 8.0
Lysis buffer 300 mM NaCl, 25 mM Tris.HCl, 20 mM imidazole,
2 mM DTT, 0.5 ml 100 % Triton-X , 2 % Sodium
azide, pH 8.0
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Wash buffer 300 mM NaCl, 25 mM Tris.HCl, 20 mM imidazole,
2 mM DTT, 2 % sodium azide, pH 8.0
Elute buffer 300 mM NaCl, 25 mM Tris.HCl, 200 mM imidazole,
2 mM DTT, 2 % Sodium azide, pH 8.0
Protein preparation
Unfolding buffer (I27) 3 M GdnHCl, 25 mM sodium phosphate, 2 mM
DTT, 1 mM EDTA, pH or pD 7.4
Unfolding buffer (pL) 3 M GdnHCl, 25 mM sodium phosphate, 1 mM
EDTA, pH or pD 7.4
Protein characterisation
Circular dichroism 63 mM sodium phosphate pH 7.4
Circular dichroism (I27) 25 mM sodium phosphate pH or pD 7.4, 2 mM DTT
Circular dichroism (pL) 50 mM sodium phosphate pH or pD 7.4
Equilibrium denaturation unfold-
ing buffer (I27)
25 mM sodium phosphate, 2 mM DTT, pH or pD
7.4
Equilibrium denaturation folding
buffer (I27)
10 M urea, 25 mM sodium phosphate, 2 mM DTT,
pH or pD 7.4
Equilibrium denaturation unfold-
ing buffer (pL)
50 mM sodium phosphate, pH or pD 7.4
Equilibrium denaturation folding
buffer (pL)
8 M GdnHCl, 50 mM sodium phosphate pH or pD
7.4
Kinetic unfolding folding buffer
(I27)
9 M urea, 25 mM sodium phosphate, 2 mM DTT,
pH or pD 7.4
Kinetic unfolding folding buffer
(pL)
8 M GdnHCl, 50 mM sodium phosphate, pH or pD
7.4
Atomic force microscopy buffer 63 mM sodium phosphate, pH or pD 7.4
2.1.2 Preperation of deuterated buffers
All deuterated buffers (buffer containing deuterium in place of hydrogen) used throughout
this project were dissolved in 99.8 % D2O. To ensure all hydrogen atoms were exchanged
to deuterium, buffers were freeze-dried (lyophilised) and then re-dissolved in D2O. This
was repeated twice more. The pH of the buffers were determined using the relationship in
Equation 2.1 [277, 278]. All buffer pD were corrected using sodium deuteroxide, NaOD,
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or deuterium chloride, DCl.
pD = pH∗ + 0.42 (2.1)
2.1.2.1 Sodium phosphate buffer
To ensure that the pD of the deuterated sodium phosphate buffer is the same as the pH of
the protiated buffer (buffer containing hydrogen), the apparent pKH∗a of the buffer can be
determined using Equation 2.2 [278]. The Henderson-Hasselbach (Equation 2.3 [279]) can
then be used to determine the correct volume of Na2DPO4 (di-basic sodium phosphate)
and NaD2PO4 (mono-basic sodium phosphate) to mix for the correct pH and molarity of
sodium phosphate buffer before exchange. The pH can then be determined from Equation
2.1 [277].
pKHa = 0.929pK
H∗
a + 0.42 (2.2)
The pKa
H of dibasic sodium phosphate at room temperature is 6.82 [279], the apparent
pKa of sodium phosphate in D2O is therefore 6.89. A pH
* of 7.0 would give a pD of 7.4
according to Equation 2.1.
pH = pKa + log
[A−]
[HA]
(2.3)
2.2 Protein Expression and Purification
This section gives details of the experimental procedures used to express and purify pro-
tiated 1 and deuterated 2 protein constructs.
2.2.1 Translation and Transcription for protein expression
In cells there are two steps for protein expression; transcription of DNA and translation
of RNA into the protein [280]. Cells contain ribonucleic acid (RNA) polymerases which
are enzymes that can build an RNA molecule with a sequence complementary to a de-
oxyribonucleic acid (DNA) molecule. This is illustrated in Figure 2.2.1.1. DNA molecules
encode the genetic information for proteins. The process of making a complementary
RNA molecule is known as transcription (see Figure 2.2.1.1 part B for a schematic of this
process). Protein production is carried out on the ribosome; ribosomes are common to
all cells and consist of proteins and ribosmal RNA (rRNA) molecules. There are three
1Proteins containing hydrogen
2Protein containing deuterium/D2 in place of hydrogen atoms
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important RNA molecules that are involved in protein production. Messenger RNA
(mRNA) is the molecule that carries the genetic coding information for protein synthesis.
Ribosomal RNA (rRNA) is a ribosomal component alongside protein ribosomes and acts
as a catalyst for the formation of the primary amino acid sequence that makes up a
protein. Transfer RNA (tRNA) are molecules that are tethered to amino acids which
bind to the mRNA, linking the messenger sequence to the protein sequence.
Translation is the reading of mRNA for production of a protein. Every three codons
of the mRNA represent a single amino acid, therefore the mRNA strand contains the
information for the order of amino acids in a protein. A stop codon is at the end of
a protein sequence and signals for the translation process to terminate. Figure 2.2.1.2
illustrates the process involved. Initially the subunits that make up the ribosome encase
the mRNA at the start codon (black and white rectangles) for translation to occur and
tRNA molecules provide the correct amino acid. The tRNA molecules bind to the correct
codon site on the mRNA inside the ribosome, rRNA molecules then catalyses peptide
bond formation between the amino acids in primary sequence. The ribosome moves along
the mRNA until it reaches the stop codon.
Bacteria strains have been successfully genetically modified to facilitate the production
of recombinant proteins for extraction [281, 282]. In this project modified Escherichia coli
(E.coli) were used for the production of proteins.
2.2.2 The pET vector
For bacteria to produce the proteins which have been studied in this project, the genetic
information for production of this protein must be inserted, transcribed and translated
within the bacteria. Recombinant proteins can be toxic to the cell, therefore production
of protein must be carefully controlled to optimise the amount of protein expressed. The
production can be controlled by inserting genetic code for the protein of interest (POI)
into a pET vector3 [283]. A diagram outlining the important components of this bacterial
plasmid is shown in Figure 2.2.2.1.
The POI is expressed by insertion, also known as transformation, (see Section 2.2.4)
of the pET vector into genetically modified bacteria. The expression of protein is
controlled by manipulation of the lac repressor protein. In cells the lac repressor protein
3The pET vectors containing the correct inserts for the POI in this project were provided by Dr David
Brockwell
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Figure 2.2.1.1: Top: Schematic of a double stranded DNA molecule (dsDNA). DNA
molecules are made up of nucleotides. Nucleotides are formed of a phosphate group, sugar
group and a nitrogen base. These nucleotides covalently bind to form the phosphate sugar
backbone of DNA. There are four nitrogen bases; adenine (A), throemine (T), cytosine (C)
and guanine (G). Each base has a complementary base, which bind to form base pairs; A
(green) binds to T (blue) and C (pink) in complementary to G (yellow). The base pairs on
one strand in double stranded DNA will bond to the complementary base pairs in the other.
Bottom: Complementary mRNA molecules are synthesised by RNA polymerases, which trans-
late across a DNA molecule. mRNA molecules differ from the DNA molecules; the base pair
T in DNA is replaced by Uracil (U) and RNA molecules are always single stranded. Once the
RNA polymerase has finished transcribing the DNA strand, the mRNA are able to carry the
genetic information to the ribosome for translation into a protein.
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Figure 2.2.1.2: Top: A schematic of the ribosome, the ribosome is made up of two sub-
units. These subunits encase the mRNA during translation. The ribosome contains ribosomal
RNA, the catalyst for polypetide bond formation. Bottom: Schematic of the transcription
process within cells. The ribosome identifies an mRNA to translate by virtue of a start codon
(black and white rectangles), it then reads the genetic information encoding a protein (a small
polypeptide in this example). The tRNA with the relevant amino acid are attracted to the
ribosome and bind to the complementary sequence on the mRNA strand. Once the rRNA has
catalysed a peptide bond between the amino acids, the preceding tRNA molecule detaches
from the mRNA strand (large arrow). This process continues and a polypeptide of amino acids
is synthesised. The ribosome stops translation at a stop codon (red and white rectangles).
This codon causes the ribosome to detach from the mRNA strand and release the polypeptide.
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Figure 2.2.2.1: Figure showing pET vector, this vector encodes for specific antibiotic re-
sistance (ampicillin or carbenicillin), a lacI gene that encodes the genetic information for a
lac repressor protein, a T7 promotor for T7 RNA polymerase provided by the host bacterial
strain, a lac operator and the gene of interest.
is responsible for blocking the transcription of the lac operon, a group of bacterial genes
and a promoter gene. These genes encode the genetic information required to synthesise
proteins that metabolise allolactose. The binding of the lac repressor protein to DNA
is modulated by the presence or absence of allolactose. Typically bacteria use glucose
as their energy source, lactose is only used when the presence of glucose is low. The lac
repressor protein is continually expressed from the regulatory lacI gene. When the protein
is expressed in the absence of lactose, it binds to an operator between the promotor gene
preceding structural genes. This binding prevents the transcription of the genes by RNA
polymerase. When lactose is present, allolactose binds to the repressor protein causing a
conformational change in the protein structure. This change in conformation significantly
reduces the affinity of the protein to the binding site. RNA polymerase can therefore
transcribe the genes at a high rate due to the presence of the promotor gene, which has a
high affinity for RNA polymerase.
The pET vector containing the genetic sequence for the POI contains the lacI gene
and a T7 promotor site. The bacteria are genetically modified to contain the gene for
expression of the T7 RNA polymerase, which is required to express the POI [284–286].
The transcription of the gene by T7 RNA polymerase is also controlled by binding of
the lac repressor protein [287]. Transcription of T7 RNA polymerase, and therefore
overexpression of the POI, occurs when isopropyl β-D-1-thiogalactopyranoside (IPTG),
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a non-cleavable synthetic structural analogue of allolactose, is present, or an excess of
lactose is present in the cell. IPTG displaces the repressor from the lac operator, present
on both the pET vector and gene for the T7 RNA polymerase and this activates both
genes. The T7 RNA polymerase can then proceed to transcribe the gene for the POI,
causing the cell to over express the protein. This process is illustrated in Figure 2.2.2.2.
The bacterial strains used in this project were BLR[DE3]pLysS and BL21[DE3]pLysS
(Stratagene, UK). BL21 and BLR describe the strain of bacteria, [DE3] indicates that
T7 RNA polymerase is present on the bacterial chromosome and pLysS indicated the
presence of T7 lysozyme which reduces uninduced (“leaky”) expression of proteins
[288–290].
The pET vectors used in this project also contain the gene for antibiotic resistance to
ampicillin or carbenicillin, allowing for selective growth of bacteria containing the correct
DNA sequence for protein production.
2.2.3 Preparation of competent cells
For any bacteria strain to uptake the pET vector for protein production, the cells need
to be made competent. This means treating the surface of the bacteria with chemicals
so that the bacteria wall becomes more permeable and can uptake manipulated DNA
plasmid. Competent cells were made using the calcium chloride method as previously
described [291]. A 100 ml stock of 100 mM CaCl2 was made and filter-sterilised using
a 0.2 µm membrane4. A 5 ml stock of 100 mM CaCl2, 30 % glycerol was also made
and filtered through a sterile 0.2 µm filter. Both stocks were chilled at 4 °C before use.
The relevant strain of bacteria was grown in 100 ml LB or ISOGRO-D growth media
(97 % atom5) were made as described in section 2.1.1.1. The optical density at 600 nm
(OD600) of the bacteria was monitored during the growth using a UV spectrometer.
Measuring the OD600 determines the growth of the bacteria; as more bacteria grow, the
scattering of light at 600 nm increases and the OD600 reading therefore increases. Once
the bacteria reached an OD600 of 0.4, the cells were spun down in a centrifuge at 4000
rpm (revolutions per minute) for 10 minutes at 4 °C to form a pellet. The remaining
liquid, or supernatant, was removed from the pellet which was then re-suspended in 10 ml
pre-chilled sterile 100 mM CaCl2. The bacterial culture was then chilled for 10 minutes
on ice before being centrifuged at 4000 rpm for 10 minutes at 4 °C. The supernatant
4This is typically done by flaming the top of the container with a Bunsen flame
5This refers to the percent deuteration of the carbon source
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Figure 2.2.2.2: This schematic diagram illustrates how the T7 RNA polymerase (the RNA
polymerase used to produce mRNA encoding the genetic information for a recombinant pro-
tein) production is controlled within each stage for DNA insertion and protein expression in
DE3 E.coli bacteria. In this strain the E.coli genome has been genetically modified to contain
the sequence for expression of T7 RNA polymerase. Top: The expression of the polymerase
is controlled by the lac repressor protein. In the absence of lactose or IPTG (a structural
analogue of lactose), the lac repressor protein binds to the lac operon preventing transcription
of the T7 polymerase gene. These E.coli BL21 or BLR [DE3] cells also contain a pLysS gene
which encodes the expression of lysozyme. Lysozyme can bind and inhibit T7 RNA poly-
merase. Middle: A pET vector encoding the genetic information for a recombinant protein
can be transformed into the cell. This gene also contains a lac operon gene to prevent prema-
ture expression of the protein before induction with IPTG. Bottom: When IPTG is added to
the cell, it binds to the lac repressor protein reducing the protein’s affinity for the lac operon.
This enables the transcription of T7 RNA polymerase and therefore the transcription of the
gene for the recombinant protein. The pET vector is colour coded according to Figure 2.2.2.1.
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was removed and the remaining pellet was re-suspended in 2 ml sterile 100 mM CaCl2,
30 % glycerol. The solution was then divided into 100 µl aliquots in 0.5 ml eppendorfs
that were pre-chilled on dry ice6. The competent cells were stored at -80 °C until required.
2.2.4 Transformation of cells
Once competent cells were made as described in section 2.2.3, these could then be
transformed with the recombinant DNA. This involved the uptake of the DNA plasmid
by heat shocking the bacteria. The bacteria could then be grown in a medium and, once
induced with IPTG, can over-express the POI.
Initially 50 µl of competent cells, defrosted on ice, were transferred to a sterile 0.5 ml
tube and 2-4 µl of 100 µg/µl DNA plasmid was added. The bacteria and DNA mixture
was incubated on ice for 30 minutes with occasional gentle mixing. After 30 minutes
the bacteria were subjected to a heat shock by incubation at a temperature of 42 °C in
an unstirred water bath for 30 seconds then returned to ice. The higher temperature
provides the heat shock required to increase the permeability of the bacteria wall which
allows the diffusion of the plasmid into the cell. Returning the bacteria to ice reduces the
permeability once more.
After 10 minutes of incubation on ice, 900 µl of sterile LB was added to the eppendorf
and the bacteria were grown at 37 °C for 1 hour spinning at 200 rpm. This growth step
allows the bacteria to express the antibiotic resistance protein (see Section 2.2.2) that
makes the cell resilient to ampicillin or carbenicillin.
After growth for 1 hour the bacteria were plated on an LB or ISOGRO-D Agar plate
containing either 100 µg/ml of carbenicillin or ampicillin. The bacteria were plated by
pipetting 100 µl of bacteria into the center of an agar plate and then spreading using a
sterilised glass rod. The glass rod was sterilised by dipping in 100 % ethanol and then
flaming repeatedly. The glass rod was then allowed to cool before spreading the bacteria.
The agar plates were incubated at 37 °C overnight. The transformation was successful if
colonies of approximately equal size grew.
To check that the transformation was successful a control was carried out. This
control involved repeating the procedure with the addition of water instead of DNA. The
6Solid CO2
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untransformed bacteria were also plated on an agar plate to check for colonies. There
were no colonies for every control performed suggesting that the transformation was
successful.
2.2.4.1 Plasmid purification and sequencing
The pET vectors were sequenced using Beckman Coulter Geonomics after their isolation
from 10 – 15 ml of bacterial culture using a PureYeild plasmid miniprep kit (Promega,
UK). This involved expressing the plasmid in the bacteria, lysing the bacteria and then
purifying the plasmid from the bacteria on a spin column according to the manufacturers
instructions. The protein were then eluted using nuclease-free water. The plasmid was
diluted to 100 µg/µl for sequencing. The concentration of DNA, CDNA was estimated using
a UV spectrophotometer and Equation 2.4[292]. Where A260 and A320 are the absorbance
of the DNA at 260 and 320 respectively, d is the dilution factor (typically 100). The
multiplication accounts for the relationship that A260=1 corresponds to 50 µg/ml of pure
DNA. The sequenced verified DNA was stored at -20 °C.
CDNA = (A260 −A320)× d× 50 (2.4)
2.2.5 Trial Expression
Once the plasmid was transformed into the relevant bacterial strain, test expressions were
carried out to determine the optimum time, topt, of bacteria growth for maximum protein
yield. The pET vectors encoding the genetic information for expression of the protein are
discussed in Section 2.2.2.
Initially a single colony was picked from the agar plate containing the transformed
bacteria. This colony was grown at 37 °C, shaking at 200 rpm, overnight in a flask
containing 50 ml of sterile LB or ISOGRO-D medium (made as described in section
2.1.1) containing 100 µg/ml carbenicillin. 100 ml of sterile growth medium was incubated
overnight at 37 °C in a 200 ml flask, for an LB test grow, or 500 ml flask for an ISOGRO-D
test grow. Before sub-culturing7 the bacteria, carbenicillin was added to the 100 ml
of sterile pre-incubated media to a final concentration of 100 µg/ml. The OD600 was
recorded of the overnight bacterial culture using a four times dilution. A 30 % glycerol
stock was taken of the bacteria by mixing 0.3 ml 50 % glycerol with 0.7 ml of bacterial
culture. The overnight culture of bacteria was then sub-cultured into the sterile media
7Adding the bacteria from the overnight grow of the transformed colony
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to give an initial OD600 reading of 0.1 for the trial expression. This was then shaken at
200 rpm at a temperature of 37 °C until an OD600 of 0.6 was reached. At an OD600=0.6
the bacteria were in an exponential phase of growth, this means that the bacteria were at
optimum growth and would be producing chaperones that prevent misfolding of proteins.
At this point a 1 ml sample was taken and protein over-expression was induced by
inoculating the media with 1 M filter-sterilised IPTG to a final concentration of 1 mM.
The OD600 of the 1 ml sample was recorded, OD
0
600, and this sample was pelleted by
centrifuging the bacteria at 13000 rpm for 10 minutes and the supernatant is removed.
The pellet was re-suspended using 100 µl of Bugbuster (Merck Millipore Corporation,
Germany) which lyses the cells.
After inoculation with IPTG, 1 ml samples were taken every 1 hour (t=1) for up to
10 hours (t=10), and the OD600 of the samples were measured (OD
t
600). Each sample was
pelleted by centrifugation at 13000 rpm for 10 minutes and the supernatant was removed
before storing at -20 °C. The cell pellets were lysed by re-suspension in Bugbuster, the
volume, V, of which was determined using Equation 2.5. An equal quantity of 2 x loading
buffer was added to the sample.
V (µl) =
100
OD0600
×ODt600 (2.5)
These samples were boiled for 2 minutes then centrifuged at 13 000 rpm for 2 minutes
before incubation on ice. To determine the topt a sodium dodecyl sulphate polyacrlamide
gel (SDS-PAGE gel) was run (see section 2.2.6). Between 10 - 15 µl of sample was loaded
per well and one well contained 10 µl of Mark12 Protein Standard (Invitrogen, UK)
which contains a series of proteins with known mass.
2.2.6 Sodium-dodecyl sulphate polyacrylamide gel electrophoresis
Tris-tricine buffered sodium-dodecyl sulphate polyacrylamide gel electrophoresis (SDS-
PAGE gel) is the process of separating proteins based on their size. The proteins are
separated through a gel mesh under the influence of an applied electric field. Proteins are
fully unfolded by boiling in SDS buffer before loading. The SDS fully unfolds proteins to
a linear state and coats the unfolded protein in a layer of negative charge. This coating in
negative charge masks the charge on the side groups on the amino acids of proteins and
also prevents the protein from refolding. This causes the proteins to all have an equal
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mass:charge ratio which removes the effect of different migration speeds of proteins based
on charge.
When an electric charge is applied across the gel, the proteins enter the gel and
migrate towards a positive anode. The rate at which the protein migrates through the gel
matrix is inversely proportional to the logarithm of the protein mass. A smaller protein
will move quicker through the acrylamide gel matrix than a larger protein. To ensure all
protein enters the gel at the same time, and not at a staggered rate, the gel contains a
stacking region followed by a separating region.
The SDS-PAGE gel was made by mixing the chemicals given in Table 2.2.6.1, ammo-
nium persulphate (APS) was added last. Once the APS was added to the separating gel
mixture, the mixture was quickly mixed then poured into a two-glass plate system with a
1.5 mm spacer, leaving roughly 2.5 cm gap to the top. Glycerol was added to this layer
to prevent mixing of the two components of the gel. The APS was then added to the
stacking gel buffer and rapidly poured on top. A 14-tooth comb was added to the top of
the gel to provide the wells for sample loading. The plates were left to set and typically
set after an hour. Once the gel was set, the gel plates were stored in an air tight container
at 4 °C after wrapping in a damp cloth.
Stack/resolving gel Separating gel
Components Volume (ml)
30 % Bis-acrylamide 7.5 0.83
3M Tris.Hcl, 0.3 % SDS, pH 8.45 5 1.55
H2O 0.44 3.72
Glycerol 2 -
10 % ammonium persulphate (APS) 0.15 0.1
Tetramethylethylenediamine, TEMED 0.015 0.005
Table 2.2.6.1: Table indicating the volume of buffers that formed the resolving and separat-
ing components of an SDS-PAGE gel. The APS was omitted until all other components were
added.
The SDS buffered gel was subjected electrophoresis in a Dual Slab Gel Electrophoresis
Chamber (ATTO, Japan). The anode buffer was poured into the inner reservoir and
a cathode buffer was poured into the outer reservoir. The anode and cathode buffers
are made according to Section 2.1.1. Samples are made by mixing the sample with 2 ×
loading buffer (Section 2.1.1) in equal volumes. The appropriate sample volume (typically
10-20 µl) was pipetted into individual wells. Typically one well was used to run a pre-
stained protein mass reference ladder (Mark12 Protein Standard, Invitrogen, UK). Once
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the samples were loaded a Standard Power Pack P25 (Biometra, Germany) was attached
to the gel chamber. A current of 30 mA was initially applied across the gel plates until
the sample was suitably stacked. After about 30 minutes the current was increased to
60 mA until the dye reached the bottom of the gel. The gels were then stained using
Instant Blue Stain (Expedeon, UK) for at least 1 hour before being transferred to water
to remove excess stain. The gels were photographed using either a Syngene InGenius gel
documentation system or a flat-bed scanner.
2.2.7 Full-scale Expression
The optimum growth time (topt) for maximum protein yield was determined as described
in Section 2.2.5.
2.2.7.1 LB large scale grows
A flask containing 200 ml of sterile LB, 100 µg/ml carbenicillin and 50 µl of glycerol stock
from section 2.2.5 was incubated (37 °C, 200 rpm) the night preceding the large scale
grow. 20-25 ml of this overnight culture was sub-cultured into each of the 10 2 litre flasks
containing 1 litre of pre-incubated (37 °C) LB medium after the addition of carbenicillin
to a final concentration of 100 µg/ml. This typically gave a starting OD600 of 0.1. The
cultures were incubated (37 °C, 200 rpm) and the growth was monitored using OD600.
At an OD600=0.6, 1 M IPTG was added to a final concentration of 1 mM. The cultures
were left to grow for topt before pelleting the cells by centrifugation at 16 000 rpm (Avanti
J-E centrifuge, JLA-16.250 rotor, Beckman Coulter, UK) at 4 °C. After centrifugation,
the supernatant was removed and disposed and the protein is extracted as described in
Section 2.2.8.
2.2.7.2 ISOGRO-D large scale grows
Two flasks containing 100 ml of sterile ISOGRO-D (made according to Section 2.1.1), 100
µg/ml carbenicillin and 50 µl of glycerol stock from section 2.2.5 were incubated (37 °C,
200 rpm) the night preceding the large scale grow. 10–15 ml of this was sub-cultured
into each of the 10, 500 ml flasks containing 100 ml of pre-incubated (37 °C) ISOGRO-
D media (made according to Section 2.1.1) after the addition of carbenicillin to a final
concentration of 100 µg ml-1. The volume added was chosen to provide a starting OD600
of 0.1. The cultures were then incubated (37 °C, 200 rpm) and the growth was monitored
using OD600. At an OD600=0.6, 1 M IPTG (dissolved in D2O) was added to give a final
concentration of 1 mM. The cultures were left to grow for topt before pelleting the cells
by centrifugation at 16 000 rpm (Avanti J-E centrifuge, JLA-16.250 Beckman Coulter,
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UK) at 4 °C. After centrifugation, the supernatant was removed and disposed of and the
protein was extracted as described in Section 2.2.8.
2.2.8 Cell lysis
After the bacteria were pelleted, the cells were then lysed to extract the recombinant
protein. Protease inhibitor cocktail (Section 2.1.1) was added to the lysis buffer (Section
2.1.1) to give a final concentration of 1 mM PMSF and 2 mM Benzamidine. Complete
EDTA-free protease inhibitor tablets (Roche, USA) were also added to the lysis buffer
according to the user manual. Protease inhibitor tablets were used to ensure minimal
degradation of the protein during the purification process.
Different volumes of lysis buffer were added to the cell pellets depending on the
volume of the large scale grow: 100 ml of lysis buffer made as described in Section
2.1.1 was added to the cells pelleted from a 10 litre grow, 20 ml was added to cell
pellets from a 1 litre grow and 30 ml was added to cell pellets from a 2 litre grow.
Small amounts of DNAase 8, RNAase 9 and lysozyme 10 were added. The solution
was stirred until minimal DNA and RNA was left in the sample. The solution was
then homogenised using an electronic disperser, to disrupt any solid left. The cells were
then subjected to a cell disruptor or tip sonicator to ensure maximum extraction of protein.
The solution was then centrifuged at 16 000 rpm for 30 minutes to separate the insoluble
and soluble material of the lysate. The supernatant (which should contain the protein)
was separated from the insoluble material, both lysate and pellet were stored at - 20 °C
before purification.
2.2.9 Purification of proteins
All proteins were subjected to two stages of purification, all purification steps were per-
formed at room temperature. Both stages of purification are described in this section.
2.2.9.1 Ni-NTA protein purification
Nickel-nitrilotriacetic acid, Ni-NTA, protein purification is a type of immobilised metal-
affinity chromatography (IMAC) [293, 294]. In this purification step a transition metal
(Ni2+ in this case) is immobilised on a matrix and free to bind to the side chain of
8Breaks down DNA molecules
9Breaks down RNA molecules
10Breaks down the cell wall (peptidoglycan layer) of bacteria
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histidine. In this study proteins were previously genetically engineered to contain a
hexa-histidine11 tag at the C-terminus of the construct. The imidazole group has a high
affinity for Ni2+ ions. The electron donor groups on the imidazole side chain of histidine
is readily available to bond to Ni2+. As the proteins contain six histidines, the proteins
can strongly interact with the IMAC column matrix. Changing the pH or introducing
large quantities of imidazole can disrupt this interaction and unbind the protein, allowing
it to be eluted. It has been reported that this method of purification can increase the
purity of the protein to 95 % whilst minimising the loss of protein sample. The matrix
used in this project was Ni2+-NTA, coupled to a solid support resin.
The cells were lysed as described in 2.2.8 and the lysate was defrosted on ice. Lysis,
washing and elution buffers were made as described in Section 2.1.1 with the addition of
100 x protein inhibitor cocktail to give final concentrations of 1 mM PMSF and 2 mM
Benzamidine. All buffers were then filtered through a 0.4 µm filter using a vacuum pump.
Depending on volume of lysate to be loaded, either a, XK 50/20 column containing 30 ml
Ni Sepharose resin, 5 ml Ni-NTA column or 1 ml Ni-NTA column (all G.E. Healthcare,
UK) was used to perform the IMAC purification. The columns were attached to an A¨KTA
Prime 12 which enabled monitoring of the sample A280. The A280 is the absorbance of the
sample at 280 nm. Proteins absorb light at a wavelength of 280 nm when they contain
tryptophan, tyrosine or cysteine disulphide bonds. This allows accurate measurement of
protein concentration for a known extinction coefficient and enables protein peaks to be
distinguished during the elution stage.
Initially the columns were washed with 10 × column volume of filtered and de-gassed
mili-Q water. The columns were then equilibrated into lysis buffer, from Section 2.2.8,
until the A280 remained constant. At this point the A280 was baselined by subtracting the
constant A280 reading from the buffer. The lysate was filtered through a 0.2 µm membrane
filter before loading on the column to prevent blockages and bacterial contamination.
There are three stages to the purification process: loading, washing and elution. All
flow-through from the column was collected for testing on SDS-PAGE gels (see section
2.2.6).
Loading: The samples were loaded onto the column at a flow rate according to
the manufacturers instructions (typically 1 ml/min or slower to ensure maximum binding).
11A chain of six histidines, an amino acid containing an imidazole group
12A pump for buffers and sample
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Washing: After the lysate was loaded onto the column, the column was washed with
column washing buffer until the A280 returned to the baseline (approximately).
Elution: Elution buffer was introduced at different concentrations after the washing
stage. Initially a concentration of 25 % elution buffer was introduced to the wash buffer.
Mixing was automated using the A¨KTA Prime. This was done until the A280 was
constant. The concentration of elution buffer was then increased to 50 % and 100 % until
the A280 is constant. During this step, it is assumed that protein is eluted when there is
a presence of a peak in the A280 reading.
20 µl samples were taken from the loading, washing and elution stages, including any
peaks in the absorbance. These samples were mixed with 20 µl of 2 × loading buffer. These
samples were loaded on a SDS-PAGE gel to analyse protein recovery, yield and purity. The
purification was repeated for flow-through of the loading and washing steps if necessary.
Elution peaks containing protein of similar purity were pooled and either: dialysed (see
section 2.2.9.3) and lyophilised into approximately 10 mg aliquots, or concentrated to ∼
10 mg/ml using a Amicon Ultra Centrifugal filter (3 000 MWCO13) to be used in the next
stage of purification (Section 2.2.9.2).
2.2.9.2 Size-exclusion chromatography
Size-exclusion chromatography (SEC), also known as gel filtration chromatography (GF),
is a purification technique which separates proteins according to their size. The gel
matrix that the column is comprised of is made up of porous beads which buffers/liquids
can flow through or around (>95 % of the column is liquid volume). The rate at which a
protein elutes from the column is dependent on how much access the protein has to the
pores in the beads. A larger protein will travel through the column faster than a small
protein because they are less likely to travel through pores in the beads; smaller proteins
can travel through the beads and therefore take a longer path through the column.
Aggregates and very large proteins typically elute from the protein very fast and are seen
in the void volume14 [295].
The advantage of this purification technique is that it can be used to remove
impurities or desalt proteins. The column used in this project is a Superdex 75 (SUP-75)
13Molecular weight cut off
14Volume of the column occupied by the beads
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gel filtration column (GE Healthcare, UK). The matrix of this column consists of
beads made from highly cross-linked dextran and cross linked agarose, with an average
particle size of 34 µm. It is functional over a large range of pH (2–13) and is chemi-
cally inert in a range of buffers and conditions (according to the manufacturers guidelines).
The SUP-75 column was attached to an A¨KTA prime for purification. Initially the
column was rinsed with water at 1 ml/min and then equilibrated in 400 ml of gel filtration
buffer (see Section 2.1.1). A 5 ml sample loop was attached to the A¨KTA and flushed
through with buffer following the manufacturers instructions. The samples were filtered
using a 0.4 µm filter and loaded onto the column. Samples were loaded at concentrations
of ∼ 10 mg/ml in 3 ml aliquots via the 5 ml sample loop. The protein was loaded onto the
column at a rate of 2 ml/min. The flow-through was collected in 2 ml fractions, protein
elution was observed by peaks in the A280 output of the A¨KTA. To test which peak
corresponded to the protein of interest 10 µl samples of fractions across each peak were
run on an SDS-PAGE gel for analysis (see section 2.2.6). The relevant fractions containing
pure protein were pooled, dialysed and lyopholised as described in Section 2.2.9.3.
2.2.9.3 Sample dialysis and preparation
Dialysis involves the removal of salts and other small impurities from protein samples
using osmosis. Dialysis tubing is a semi-permeable material which allows small molecules
to pass through the wall, whilst keeping larger molecules inside. Salts are removed
by placing the protein and salt solution inside dialysis tubing and introducing it to a
large volume of water. The salts will then permeate across the membrane due to the
concentration gradient until the gradient no longer exists. Most of the salts can be
removed by repeatedly changing the dialysis water.
Dialysis of protein was performed in Snakeskin dialysis tubing (3 kDa MWCO) for
volumes larger than 5 ml using Mili-Q water. Addition of 20 mM ammonium bicarbonate
was added for proteins with low solubility. For volumes less than 5 ml the proteins were
dialysed in Maxi or Midi Protein dialysis kits following the manufacturers instructions.
After 3 changes of dialysis water, the protein concentrations were checked using the sample
absorbance at A280 as discussed in Section 2.3.3.1. Protein purity was determined from the
ratio of A260 to A280. Pure protein gives a ratio of 0.57 whereas pure DNA or RNA give a
ratio of 2.00. If there was contamination in the sample additional purification steps can be
run, including desalting columns (if contaminated with small salt molecules), concentrators
with a large cut off and analytical gel filtration (not discussed here). Once the purity was
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verified, the proteins were aliquoted into the relevant quantities for experiments before
being rapidly frozen using liquid nitrogen or dry ice mixed with ethanol. Frozen samples
were lyophilised on a freeze dryer.
2.2.10 Storage of proteins
After purification proteins were stored at -20 °C until use. The quantity of protein required
for each experiment is given in Table 2.2.10.1.
Experimental method Sample mass (final concentration)
Atomic force microscope (Section 2.3.4) 0.05mg/0.1mg (0.1 mg/ml)
Circular Dichroism (Section 2.3.2) 0.3 mg (0.3 mg/ml)
Fluorescence (Section 2.3.3) 4 mg (0.5 mg/ml)
Protein preparation (Section 2.2.11) 5-10 mg (5 mg/ml)
Table 2.2.10.1: Table indicating the appropriate sample aliquots for each experimental
technique.
2.2.11 Protein preparation
Within this project there were four test systems being characterised for each protein:
p(protein name)5
15or p(protein name)16in H2O
Fully protiated protein in a H2O solvent environment
p(protein name)5 or p(protein name) in D2O
Fully protiated protein in a D2O solvent environment
d(protein name)5 or d(protein) in H2O
Fully deuterated protein in a H2O solvent environment
d(protein name)5 in D2O
Fully deuterated protein in a D2O solvent environment
Where p indicates a protein with hydrogen in all non-exchangeable17 hydrogen posi-
tions and d indicates a protein containing deuterium in all non-exchangeable hydrogen
positions. To minimize the effects of exchange during characterisation, all proteins were
incubated in the appropriate buffer to ensure all other positions were populated with
either H or D at the start of each experiment.
15for the polyprotein containing five proteins
16for the monomer
17Carbon backbone and nonpolar side chains such as methyl
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Initially the lyophilised protein was resuspended in the relevant unfolding buffer (see
Section 2.1.1). The samples were left overnight to ensure the protein was fully exchanged
at the relevant pH or pD. The protein was then desalted into pure Mili-Q H2O or D2O
using a desalting column. The protein was then dialysed in either Mili-Q H2O or D2O
depending on the system. The samples were then aliquoted into the correct quantities
based on their concentration and lyopholised as described in Section 2.2.9.3.
2.3 Characterisation of protein constructs
2.3.1 Mass spectrometry
The mass of all protein constructs was determined by electrospray ionisation mass spec-
trometry (EI-MS)18, 0.05 mg of proteins were unfolded in a 50 % (v, v) acetonitrile, 0.1
% (v, v) formic acid pH ∼ 2.5 in water. To determine the level of deuteration of protein
constructs, the proteins were left to exchange and the mass was measured every 24 hours
until the mass remained constant. After purification the mass was typically constant after
24 hours.
2.3.2 Circular dichroism spectroscopy
Circular dichroism spectroscopy uses the interactions of chiral molecules with circularly
polarised light to determine information about their structure. Molecules can be chiral in
nature, in particular this is seen for all amino acids with the exception of glycine. Chiral
molecules have mirror image isomers, which cannot be superimposed on one another and
can occur for three reasons:
(a) The chirality is as a consequence of the structure, for example, the C atom with
bonds with four different substituents, and the disulphide bonds due to dihedral
angles between the atoms.
(b) There is a covalent bond to a chiral centre in the molecule.
(c) The 3-D structure adopted by the molecule causes the molecule to be placed in an
asymmetric environment.
The only distinguishing features between these enantiomers are the different absorp-
tions of polarised light and the way they interact with other chiral molecules [296].
18Mass spectrometry experiments were performed by Dr James Ault
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Figure 2.3.2.1: Schematic diagram illustrating the production of circularly polarised light.
In linearly (or plane) polarised light, the resultant vectors making up the light wave lie in a
single plane. After the light passes through a quarter-wave plate, the the vector is continuously
rotating about the axis because the vectors making up the light pass through the plate at
different speeds.
Linearly polarised light is light where the oscillations of the electric field are in a single
plane. The electric field will be made up of two vector components orthogonal to one
another with equal amplitude and phase. Circularly polarised light occurs when linearly
polarised light is passed through a quarter-wave plate. The quarter-wave plate is made of
a birefringent material which causes the vectors comprising the electric field of the linearly
polarised light to be 45° out of phase with one another. This phase difference between
the vectors result in a constantly changing electric field causing circularly polarised
light (Figure 2.3.2.1). Circular dichroism spectroscopy (CDS) measures the difference in
absorption of left (counter clockwise) and right hand circularly polarised light (clockwise),
∆A = AL−AR [296], when is passes through a sample. If the left-hand and right-hand
circularly polarised light were not absorbed at all then the two waves would produce the
same circularly polarised light that was incident on the sample. However when chiral
molecules are present, the left and right polarised light will be absorbed in different
amounts and therefore the emitted light will be different to the incident light. CD
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instruments typically report the ellipticity, θ, of a sample where θ = arctan(a/b) where a
and b are the minor and major axis of the elliptical light respectively. The ellipticity can
be calculated by θ = 32.98 ∆A [296]. To obtain a CD spectrum, the ellipticity is recorded
as a function of wavelength of the radiation propagating through the sample. The set up
of a typical CD instrument is shown in Figure 2.3.2.2.
Figure 2.3.2.2: Schematic showing the principles behind a CD experiment. Initially white
light is passed through a monochromator, to obtain a single wavelength of light, and a plane
polariser, to obtain light where the oscillations of the electronic field are in a single plane.
This plane polarised light is then passed through a quarter-wave plate to produce right hand
(clockwise) and left hand (anticlockwise) circularly polarised (RCPL and LCPL respectively)
light at a rate of 50 kHz. This light then passes through the sample and the change in RCPL
and LCPL is determined and converted to ellipticity of the sample.
Figure 2.3.2.3: Figure showing examples of CD spectra for different protein secondary
structures. a) Example of far UV spectra taken for different types of structure. 1.(black line)
shows a typical spectrum for a protein containing α-helices. 2. (red line) shows the spectrum
obtained for a β-sheet conformation. 3. (green line) is indicative of a disordered polypeptide.
4. (blue line) shows a triple helical domain and 5. (cyan line) shows a denatured polypeptide.
b) Example spectra for proteins with different conformations showing the sensitivity of the
technique to different protein structures. Reprinted by permission from Macmillan Publishers
Ltd: Nature Protocols ([297]), copyright (2006)
Peptide bonds, aromatic amino acids and disulphide bonds absorb radiation below
240 nm, in the range 260 – 329 nm (resulting in a broad peak which is weak in intensity)
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respectively, making it possible to study proteins using CDS. In addition, ligand binding
and cofactors19 can also cause absorption of radiation over a large range of wavelengths
[298]. The absorption of the different wavelengths can give information about different
properties of protein, including information about the type of secondary structure (see
Figure 2.3.2.3)[297], tertiary structure [299], and thermodynamic parameters [300]. For
the latter, if the protein is thermally unfolded, the unfolding of the protein must be
reversible and the specific heat capacity of the protein must be known or easily estimated.
Figure 2.3.2.3 shows the spectra obtained from proteins containing different types of
secondary structure. These spectra arise because of the absorption of radiation by the
peptide bond below 240 nm. This region is known as the far UV CD spectrum [296]. This
is the region that has been probed in this project. The tertiary structure of the protein
can be studied using the near UV CD spectrum of the sample [296]. This region probes
the absorption of radiation between 260 and 320 nm. In this region the aromatic amino
acids such as tryptophan (Trp) give rise to characteristic wavelength profiles depending on
the number of aromatic amino acids, their mobility and the nature of their environment
(including the H-bonding, polar groups and polarisibility). When proteins are subjected
to a change in temperature, for example, they can undergo conformational changes where
the type of structure will change. This would result in a different wavelength profile.
These changes can therefore be monitored using CDS and information about the melting
temperature, Tm can be obtained. Tm is the temperature at which 50 % of the protein
domains in the sample are fully unfolded. This value can be obtained by following the
change in the ellipticity of the protein at a single wavelength. The wavelength chosen is
often the wavelength at which the largest change of ellipticity is observed as a function of
temperature. If a protein undergoes a conformational change upon melting, the change in
ellipticity, as a function of temperature, will give rise to a sigmoidal curve. The midpoint
of this sigmoidal curve will determine the Tm of the protein [300].
CD was performed using on of the polyprotein and monomeric systems studied in
this project using a Chirascan CD Spectrometer. Samples for CDS were made up by re-
suspending 0.3 mg of lyophilised protein in 1 ml of the relevant sodium phosphate buffer
to give a final concentration of 0.3 mg/ml. For the polyprotein constructs the buffer was
63 mM sodium phosphate pH or pD 7.4. For the monomers the buffer was either 25 mM
sodium phosphate, 2 mM DTT, pH or pD 7.4 or 50 mM sodium phosphate pH 7.4 or pD
7.4 depending on the protein. Initially a reference was taken for the CDS in air, followed
by a CD spectrum of the buffer. This buffer spectrum was taken for every sample and
19Cofactors are molecules required for the function of a protein
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subtracted from all protein CD spectra. The range of wavelengths measured was 180 - 280
nm using an increment of 1 nm. Initially a spectrum was taken at 23 – 25 °C to determine
whether the structures of the systems were correctly folded. Three repeats were taken
for each sample. The spectra of the different systems were normalised to account for the
different concentrations, Cmg/ml, of protein samples (measured by A280) using Equation
2.6[301].
∆ [θ]mrw =
θ ×MRW
10× Cmg/ml × L
(2.6)
Where MRW is the mean residue weight, computed from the molecular weight of the
protein divided by the number of residues and L is the path length of the cuvette (0.1 cm).
After spectra were acquired a temperature ramp was performed from 10 °C to 85–
°C in 2.5 °C steps for the polyprotein or 1 °C steps for the monomers. The change
in ellipticity at a single wavelength (corresponding to the largest change in ellipticity
of all samples or a structural feature on the spectra) was followed as a function of
temperature. Two-state unfolding pathways were observed for all proteins evidenced by
a single transition in the sigmoidal curve. The midpoint of the transition corresponds to
the Tm. The sigmoidal curves were fitted by Boltzmann sigmoidal function accounting for
slopes in the baselines before (pre-transitional) and after (post-transitional) the protein
unfolded. The sigmoidal curve used to fit the data is given in Equation 2.7. θi and
θf are the initial and final ellipticity of the sample respectively, w is the slope of the
transition between the folded and unfolded states and m is the slope of the pre and post
translational baselines (assumed the be the same).
θ = θf +
(θi − θf )
1 + exp
(
Tm−T
w
) +m× T (2.7)
2.3.3 Studying Proteins using Fluorescence
Fluorescence uses the wave-particle duality properties of light to study excited states
of electrons [302]. A beam of light can be thought of as a continuous stream of
photons with fixed quanta of energy. Each photon may only interact with one atom or
molecule - therefore the quantum of energy available to each molecule is directly deter-
mined from the energy of the photon. By increasing the intensity, and therefore the flux
of incoming photons, the number of molecules that the photons interact with can increase.
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Molecules have discrete energy states that are separated by a specific energy
difference, ∆E = h × ν, where h is Plank’s constant and ν is the frequency. For a
molecule to be in an excited energy state it must be subject to a specific quantum
of energy that equates to ∆E. Molecules will therefore only be excited by light of a
certain frequency. A molecule can possess different quantised internal energies such as,
rotational, vibrational and electronic energy [302]. Translational energy is not quantised
but only accounts for 4 % of the total energy of the molecule [303]. Atoms may only
have electronic internal energies - an increase in electronic energy involves the movement
of electrons to higher energy orbitals. The type of internal energy excited depends on
the frequency (or wavelength) of light incident upon it. It is the electronic transitions
in molecules that are probed using fluorescence by using the ultraviolet region of light [302].
For the electronic energy of a molecule to increase, the electron must be excited from
a lower energy state to a higher energy state by a photon with energy corresponding
to the energy difference between the two electronic states. Electrons can also relax to
lower energy states from higher energy states by emission of light with energy equal
to the difference between the states. The type of emission from excitation of electrons
is dependent on the path the electron takes upon relaxation. A schematic diagram of
this process is shown in Figure 2.3.3.1. Stimulated emission is the emission that results
from the excitation of the electron by a stimulus. Spontaneous emission can also occur,
this is a random process and can occur in the absence of a stimulus. Fluorescence,
phosphorescence and chemiluminescence are usually spontaneous. As spontaneous
emission is a random process, the rate of emission is proportional to the concentration of
excited species and is thus a first order kinetic reaction [302].
The ability of a molecule to fluoresce can be defined by its quantum yield. Quantum
yield describes the “number of molecules of reactant consumed per photon of light
absorbed” (Wayne, 1996). If a system is efficient the quantum yield will be 1 - this
would mean that for every photon absorbed, a photon was emitted. Three amino acids
have been found to have relatively high quantum yields upon excitation - tryptophan
(0.20), tyrosine (0.21) and phenylalanine (0.04) [304]. The quantum yield of these amino
acids is dependent on the environment of the residue including the position within a
protein. This enables the conformation of a protein to be monitored as it is denatured [305].
In this project the tryptophan emission for protein molecules was monitored as a
function of chemical denaturant. Many studies have been performed to determine the
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Figure 2.3.3.1: Schematic diagram illustrating the excitation and relaxation of electron
which leads to fluorescence. Initially an electron is excited by a photon which has an energy
equal to the difference between the energy state the electron originates in and the excited
energy state. Relaxation of the excited electron can take different paths and the wavelength
of the photon released depends on the path of relaxation.
response of tryptophan emission to the environment of the amino acid [306–309]. In
this project protein samples were excited at a wavelength of 280 nm and the emission
spectra of the protein was monitored for wavelengths of 300 – 380 nm. Tryptophan
fluorescence was used to monitor the protein species present when samples are left to
reach equilibrium in different concentrations of denaturant. It was also used to determine
the kinetic response of proteins when denaturant was introduced to the system, or, when
the protein was rapidly diluted to low concentrations of denaturant. The typical set-up
of the equilibrium denaturation experiment is shown in Figure 2.3.3.2.
2.3.3.1 The Beer-Lambert Law
It
I0
= 10−εCd (2.8)
The Beer-Lambert law, Equation 2.8 [302], uses the relationship between the fraction
of the intensity of transmitted monochromatic light (It) compared to incident light (I0)
by a sample with concentration C, through a path length, d with a known extinction
coefficient20, ε. This expression can be used to determine protein concentrations in
experiments. This relationship uses the assumption that the absorption of the light is
proportional to the concentration of the species [302].
20The ability of a molecule to absorb light.
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Figure 2.3.3.2: Schematic diagram illustrating the typical set-up in a fluorescence experi-
ment. Initially light, containing a broad spectrum of wavelengths, passes through an excitation
monochromator which isolates a single wavelength of light. The light is then passed through
the sample and the light emitted from the relaxation of electrons in the sample is passed
through another monochromator to allow monitoring of the signal for different wavelengths
of light. This passes through a detector which determines the intensity of photons for each
wavelength. The amount of light transmitted to the sample and detector is controlled by
adjustable slits.
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Extinction coefficients21 for the proteins studied in this project had previously been
determined using the method by Gill and Von Hippel explained elsewhere [310]. It was
assumed to be unperturbed upon deuteration.
2.3.3.2 Equilibrium denaturation
Equilibrium denaturation measures the change of the fraction of folded protein as
a function of denaturant to determine the free energy of unfolding as a function of
denaturant concentration. The protein is allowed to reach equilibrium in the denaturant
before measuring the fluorescence. In this study the proteins were equilibrated overnight
at 25 °C in a waterbath.
Initially 100 ml of equilibrium folding buffer was made according to Section 2.1.1.1.
This buffer was used to dissolve the unfolding buffers also given in Section 2.1.1.1. A 10
× stock of protein was made by dissolving 4 mg of lyophilised protein in the folding buffer
to a final concentration of 0.5 mg/ml. This was filtered using a 0.2 µm filter to removed
any aggregated protein. Substocks were then made by combining the correct amount of
folding buffer, unfolding buffer and the 10 × protein stock. Each substock containined
a final protein concentration of 0.05 mg/ml. The substocks for urea had final urea
concentrations of 0 M, 2 M, 4 M, 6 M and 8 M (maximum denaturant concentration).
The substocks of GdnHCl had final GdnHCl concentrations of 0M, 2 M, 4 M, 6 M and 7
M (maximum denaturant concentration). The denaturant concentrations of all substocks
were checked using a refractometer. The refractometer is used to determine the refractive
index of the 0 M denaturant buffer, n0M and the buffers containing denaturant nxM ,
where x is the expected concentration of the substock. The change in refractive index
∆n can be used to determine [denaturant]22 using the relationships given in Equation
2.10. The true concentrations of denaturant were used to correct for the concentration of
denaturant in each sample.
[Urea] = 117.66∆n+ 29.75(∆n)2 + 185.56(∆n)3 (2.9)
[GdnHCl] = 57.15∆n+ 38.68(∆n)2 − 91.60(∆n)3 (2.10)
The substocks were then mixed in the correct ratios to give 1 ml of 0.05 mg/ml protein
21Provided by Dr David Brockwell
22Square bracket, [x] indicates concentration of x.
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samples increasing by 0.2 M of denaturant from 0 M up to the maximum denaturant
concentration.
The fluorescence experiments were performed at 25 °C. The denaturation was
monitored by following the change of fluorescence for a single wavelength (SW) for 60
seconds (s), by excitation of tryptophan residues at 280 nm. The SW method uses the
average of the intensity of fluorescence over 60 s. The SW monitored was chosen based on
the largest change in fluorescence between the emission spectra (300 nm – 380 nm) of the
fully folded (0 M sample) and fully unfolded sample (maximum denaturant concentration).
The change in intensity, I, as a function of denaturant concentration, [denaturant],
was fitted using a two state model in Origin Pro 6.1, using the expression in Equation
2.11. Where m is the change in free energy between the unfolded and native states per
mole of denaturant, R is the ideal gas constant, T in the temperature of the experiment
in Kelvin and ∆ Gu,chem is the free energy of unfolding at 0 M denaturant.
I =
(A[denaturant] +B)e(
∆Gu,chem−m[denaturant]
RT
)(C[denaturant] +D)
1 + e(
∆Gu,chem−m[denaturant]
RT
)
(2.11)
This expression includes parameters that determine linear fits to the pre- and post-
transitional baselines; A and C are the slopes of the folded and unfolded transition and
B and D given the limits of the equations, i.e. the signal of a totally folded and unfolded
protein respectively. The data was corrected for the slopes before and after the transition
and normalised to the fraction of folded and unfolded protein using in house written
software in Igor Pro (Wavemetrics, USA).
Normalisation of the data and elimination of the pre- and post- transitional slopes
were carried out in a single step. The parameters for the straight line fits to the
pre and post transition data were determined as described from Equation 2.11. It
was assumed that the straight line fit to the data pre-transition corresponded to fully
folded protein domains. It was also assumed that the straight line fit to the data after
the transition corresponded to the fully unfolded protein and the protein underwent
a single unfolding step. Using the straight lines fits, the values for the folded and
unfolded proteins were calculated at every denaturant concentration. The data at each
[denaturant] was then normalised to the values of the straight lines. Once the normal-
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isation was completed, Equation 2.11 was again fitted to the data to check that there
were no considerable changes in the fit parameters, except for the slopes pre- and post-
transition. This process was automated and carried out using software written in Igor-Pro.
2.3.3.3 Studying the kinetics of protein unfolding
Fluorescence spectroscopy can also be used to determine the rates of unfolding and folding
of proteins, and therefore to determine their stability. This is achieved by monitoring the
exponential increase or decrease of fluoresence as a function of time when the denaturant
concentration of the protein is rapidly changed. In this project, the unfolding and folding
rates for the p(protein) in H2O and d(protein) in H2O were determined by measuring the
change of fluoresence with time by rapidly increasing or decreasing the concentration of
denaturant in the sample.
2.3.3.4 Manual mixing experiments
For protein unfolding transients that took over 30 seconds, manual mixing was performed.
Initially stocks of equilibrium unfolding and kinetic folding buffers were made as described
in Section 2.1.1.2. The concentration of the GdnHCl or Urea in the folding buffers were
tested by refractometry as described in Section 2.3.3.2. A 10 × stock (0.5 mg/ml) of
protein was made by dissolving 5 mg in unfolding buffer. The unfolding and folding
buffers were mixed using a dispenser. The dispenser was programmed to give substocks
that would have denaturant steps of 0.2 M when mixed with the protein. The denaturant
concentrations ranged from the midpoint of protein unfolding, determined from an
equilibrium experiment, to the maximum denaturant concentration (defined in Section
2.3.3.2). The substocks and 10 × stock of protein were incubated overnight at 25 °C.
For the manual mixing experiment 100 µl if protein solution was rapidly added to
0.9 ml of the substocks to give a final protein concentration of 0.05 mg/ml. This was
then gently mixed before the fluorescence was measured. The time between the addition
of protein and recording of signal was recorded and is known as the dead time of the
experiment. The fluorescence was measured by excitation at 280 nm and emission at
the SW used in equilibrium denaturation for 900 s or until equilibrium was reached.
Equilibrium was reached when the intensity of fluorescence reached a constant value.
This was repeated for each 0.2 M step of denaturant three times beginning with the
highest concentration of substock. All unfolding experiments were performed at 25 °C
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using a sample handling unit connected to a temperature controller.
The emission spectra were fitted by a single exponential function (Equation 2.12)
where the rate of decay gives the observed unfolding rate constant, kobsu,chem, of the
protein at the concentration of denaturant. The fitting was performed using au-
tomated code written in Igor Pro. The rate constant at 0 M denaturant, k0u,chem,
was determined by linear extrapolation to 0 M of a linear fit to the natural logarithm
of the observed unfolding rate constants, ln (kobs) against the concentration of denaturant.
I = I0 +A× exp
(
− t
kobschem
)
(2.12)
2.3.3.5 Stopped flow fluorescence spectroscopy
A stopped flow fluorimeter was used to determine the folding and/or unfolding rates
constant for proteins where the folding and/or unfolding rate was too quick to monitor
using manual mixing. The stopped flow instrument rapidly mixes samples within a mixing
chamber kept at a constant temperature by a water bath. In this study the temperature
was maintained at 25 °C for all unfolding and refolding experiments. Fluorescence
emission can be monitored for all wavelengths above 320 nm, after excitation at 280 nm
with a 10 nm bandwidth. The deadtime of the instrument was determined to be 2 ms
using quenching of N-acetyltryptophanamide (NATA) with different concentrations of
N-bromosuccinimide (NBS) [311].
Initially equilibrium unfolding and kinetic folding buffers were made up as described
in Section 2.1.1.2. A dispenser was used to mix the buffers to give substocks with varying
denaturant concentrations. For protein refolding experiments, lyophilised protein was
dissolved in a buffer containing the maximum denaturant concentration being measured
(for example, for urea this was 6 M). The protein concentration was typically 0.5 mg/ml.
This protein solution was diluted 1:10 into solutions with lower denaturant concentrations
down to a final concentration 0.6 – 0.7 M denaturant. The fluorescence was monitored
for enough time to observe at least 60 % of a full unfolding transient.
For protein unfolding experiments lyophilised protein was resuspended in unfolding
buffer to a final concentration of 0.5 mg/ml. This protein was mixed in a 1:10 ratio
with buffer containing higher GdnHCl concentrations. Several spectra were taken for
each folding or unfolding experiment. These spectra were fit to the single exponential
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given in Section 2.3.3.4 unless the protein contained proline. For proteins that contain
proline, ∼ 20 % of the amplitude of the spectra was attributed to proline isomerisation
[214]. These spectra were fit with a double exponential and the contribution for the
proline isomerisation was ignored in the analysis. Data was fitted in Origin Pro or using
automated code written in Igro Pro. Both fitting programs yielded the same observed
rate constants.
ln (kchem,obs) = ln
(
k0u,cheme
(mu[denaturant]) + k0f,cheme
(−mf[denaturant])
)
(2.13)
After unfolding and refolding experiments were performed, the observed rate constants
for both reactions were plotted against denaturant concentration to obtain chevron plots.
Figure 2.3.3.3 shows example chevron plots in addition to yielding rate constants. The
shape of the graph can determine information about the energy landscape (see figure
2.3.3.3). The chevron plots for all proteins tested were fitted using a two-state model
given in Equation 2.13. This expression determined the rate constant of unfolding in 0 M
buffer, k0u,chem, the rate of folding in 0 M buffer, k
0
f,chem and the denaturant dependence
of the unfolded and folded rates, mu and mf respectively. R and T were the gas constant
and temperature in Kelvin respectively. To determine whether the two-state model agrees
with the data, the free energy ∆Gu,chem and the total m value could be determined from
Equation 2.14, where Keq is the equilibrium rate constant, and Equation 2.15 respectively.
These values can be compared to those obtained from equilibrium experiments.
∆Gu,chem = RT ln (Keq) = RT ln
(
k0u,chem
k0f,chem
)
(2.14)
m = mu +mf (2.15)
2.3.4 The Atomic Force Microscope
Proteins can be mechanically unfolded by a number of experimental techniques [312] in-
cluding optical tweezers [209], magnetic tweezers [210, 313] and the atomic force micro-
scope (AFM)[189, 202, 211, 314], the technique used in this study. There are different
methods by which a protein can be mechanically unfolded using an AFM. In each mode
the protein is typically tethered at one end to a surface or tip leaving the other end free to
interact with either the tip, another molecule or a surface. The force response of the pro-
tein is then monitored by either unfolding the protein at constant velocity (force-extension
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Figure 2.3.3.3: Figure showing example chevron plots (top) for different protein energy
landscapes (middle). Chevron plots are graphs of the natural logarithm of the observed
rate constant (ln (k) in this figure) against denaturation concentration ([denaturant]). The
unfolding rate constant is determined from measuring the rate of folding (left branch) and
unfolding (right branch) of a protein. Differences in the shape of the chevron plots are observed
when intermediates are present in the energy landscapes of proteins. In (a) there is no barrier
to unfolding and therefore no rates are observed. (b) There is a single barrier to protein
folding. This is known as two-state folding. (c) A slight curvature is observed in the folding
and unfolding branches of the chevron plots due to a high energy intermediate. (d) A protein
with a late stage intermediate. This protein can display two-state unfolding and these late
intermediates are inferred from other experiments. (e) A rollover of the folding branch of
the chevron plot indicates a rapid folding intermediate (closed circles). This intermediate can
be probed by ultra-fast mixing experiments (open circles). This figure was taken from [216]
copyright (2007) Elsevier Ltd. subject to CC by 3.0 license.
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mode), or under a constant force. In this project, protein constructs were mechanically
unfolded using an Asylum MFP-3D atomic force microscope (AFM) in force-extension
mode. This section will give a background to AFM experiments and the models used to
interpret the data.
2.3.5 Single-molecule force spectroscopy
Figure 2.3.5.1: Schematic showing the set up for the Asylum MFP-3D instrument used for
SMFS in this project. The protein is bound to a gold substrate, covered in a suitable buffer,
which itself is placed on a piezo electric device. A laser beam is deflected off the cantilever tip
into a photo-detector which monitors the deflections of the cantilever.
The AFM (Figure 2.3.5.1) is used to extend and refold single protein domains and can
measure force responses of proteins from just a few pN up to hundreds of picoNewtons
(pN) [315]. It is challenging to study a single protein molecule using single protein
molecule force spectroscopy (SMFS). This is because the tip can often interact with
the surface causing non-specific peaks in a force-extension trace [316]. For this reason,
polyprotein constructs are more commonly used. A polyprotein, shown in Figure 2.3.5.2,
is a macromolecule that contains tandem repeats of a protein.
In the AFM experiments presented here, the polyprotein constructs were bound at
one end to a gold substrate in solution. Cysteine residues were genetically encoded onto
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Figure 2.3.5.2: Schematic of a polyprotein chain with all protein domains folded (top) and
one protein domain unfolded (bottom). Protein domains are linked together by polypeptide
linker regions which have a specific linker length Llinker. The folded and unfolded length of
the protein is labelled by Lf and Lu respectively. Cysteine residues have been genetically
engineered to one end of the chain to allow an Au-S bond to form between the sulphur side
chain of the cysteine and the gold surface. The other end of the chain has a hexa-histidine
chain which is used for affinity chromatography purification using Ni2+-NTA resin.
one end of the polyprotein chain. This enabled the polyprotein to form a covalent bond
between the sulphydryl groups of two cysteine residues at the N-terminus of the protein
with the gold residues (an Au-S bond). Initially 0.05 – 0.1 mg protein samples were
resuspended in 63 mM sodium phosphate buffer to a final concentration of 0.1 mg/ml and
centrifuged at 14 500 × g for 10 minutes. The protein solution was then passed through
a 0.45 µm filter. 30 – 50 µl of the protein was incubated on a fresh gold surface for 30 –
60 minutes. Gold substrates were made by gluing glass slides onto a gold templated plate
(obtained from Platypus Technologies23) using epoxy heat-set glue (Epoxy Technology,
UK) following the manufacturers instructions. A new glass slide was freshly cleaved
from the plate before each experiment. After the incubation period, excess protein was
removed by gently rinsing the surface with 50 - 80 µl of fresh buffer.
A new MLCT cantilever (Bruker,USA), made of a gold coated silicon nitride tip
mounted on a flexible cantilever, was used in every experiment. In this AFM setup the
cantilever is mounted onto a cantilever holder and the position of the cantilever with
respect to the surface is controlled by a piezo-electric device. This device acts as an
actuator; when a particular voltage is applied across the piezo crystal it will contract
or expand in the direction the voltage is applied. The magnitude of the contraction or
expansion is proportional to the voltage applied. This allows the position of the cantilever
to be accurately controlled at a nanometer length scale. A laser beam is reflected off
the surface of the cantilever into a photodetector. The photodetector is made up of four
quadrants and the position of the incident laser beam, and the photodetector, is optimised
23This is a custom made product without a titanium adhesion layer under the gold coating
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until the reflected laser beam is in the centre of the four quadrants. The deflections of the
cantilever can be monitored by movement on the centralised laser spot on the photodiode.
The cantilever is an essential component of the AFM, it must be sensitive to the pN forces
observed in AFM experiments. In these single molecule experiments the cantilever has a
low spring constant, typically between 25 – 50 pNnm-1. The spring constant is slightly
different for every cantilever and therefore is calibrated before each experiment and
recalibrated during long experiments. The method for cantilever calibration in this study
was the thermal fluctuation method discussed in Section 2.3.6. The cantilever spring
constant, kc allows the force applied to the cantilever to be calculated using Hooke’s law,
Equation 2.16, where x is the cantilever deflection.
F = kcx (2.16)
After the cantilever was calibrated, it was brought into contact with the surface at a
constant velocity, v. Polyproteins can adsorb to the tip when it is brought into contact
with the surface; this can occur anywhere along the macromolecule. A contact force
of 1500 pN was applied to the surface in these experiments to increase the probability
of protein adsorbtion. The tip could then be retracted at a constant velocity. If a
polyprotein was attached to the tip, a restoring force on a force-extension trace was
observed. This restoring force results from a change in entropy of the system. At a
certain force a protein domain will unfold and the restoring force will be removed. This
unfolded protein domain will continue to be fully elongated adding to the effective length
of the chain. Once fully extended, a force will be applied across the remaining folded
protein domains and another one will unfold. This process is repeated until all the
protein domains attached to the cantilever tip are unfolded. A detachment peak is then
observed which corresponds to the protein detaching from the tip or substrate. This
process is illustrated in Figure 2.3.5.3. The force-extension profile therefore results in
a saw-tooth pattern, where each peak reports on the unfolding of a protein domain.
A single unfolding peak for each protein indicates a two-state unfolding process. The
elongation of the protein is observed in the force-extension trace after an unfolding event
due to the additional lengthening of the unfolded protein. Figure 2.3.5.4 is a schematic
of a typical AFM trace for a polyprotein containing five protein domains. In this figure
the unfolding forces of the protein and the detachment peak are labelled. Each unfolding
event occurs a regular distance apart if the polyprotein is made up of a protein domains
with a single mechanically resistant unit. These sawtooth patterns are characteristic of
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polyproteins and provide a mechanical fingerprint in SMFS experiments [221]. These
mechanical fingerprints of previously studied proteins have provided a useful tool for
mechanical characterisation of previously uncharacterised proteins. This is done by sand-
wiching uncharacterised proteins between previously characterised proteins [124, 255, 317].
Figure 2.3.5.3: Schematic diagram showing how a force-extension trace is obtained. The
red line is the approach of the substrate to the cantilever, the force is negative initially as
the cantilever is deflected upwards when in contact with the surface. The black line is the
retraction of the cantilever from the substrate at constant velocity. As the distance increases a
restoring force results as the protein resists the change in entropy of the chain. At a particular
force the bonds within the protein will break. Following this the chain will elongate and a
restoring force on the cantilever will be observed again. Once all the domains have unfolded
the protein detaches from the tip or substrate.
Figure 2.3.5.3 shows how a force-extension trace is obtained. The red line is the
force-measured during the approach of the cantilever to the substrate; typically the
contact force on approach is 1500 pN. The black line is the force measured upon the
retraction of the cantilever from the substrate at constant velocity. Initially there can be
some interactions, either with the surface, or protein-protein interactions. The first peak
on the graph corresponds to one of the domains in the construct unfolding, the peak
is the point of rupture of the bonds holding the protein together, and the curve rising
up to the force of the subsequent protein rupture is the elongation of the protein as the
restoring force increases again. In the resulting graph, each peak is an unfolding peak and
the last peak is the detachment of the elongated chain from the cantilever and is known
as the detachment peak. The protein chain can also dissociate from the cantilever before
detachment occurs, this typically results in a smaller detachment peak.
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Figure 2.3.5.4: Schematic of a force-extension trace for a polyprotein containing five protein
domains. The detachment is labelled. Each peak preceding the detachment corresponds to
a protein unfolding event. The unfolding force of the protein is taken as the maximum force
observed before the restoring force is removed.
In this project experiments were repeated at least three times at retraction velocities
of 160 nm/s, 400 nm/s, 1000 nm/s and 2000 nm/s. Where possible, multiple velocities
were performed in a single experiment (i.e. one calibrated cantilever) to ensure that there
were no errors due to cantilever calibration.
2.3.6 Calibration of cantilevers
Cantilever spring constants must be soft enough to respond to the pN forces observed for
protein unfolding events. The force sensitivity of a cantilever is limited by its thermal
noise [318] therefore cantilevers with low spring constants (softer) are more susceptible to
noise[319]. Recent advances have been made improve the precision of force measurements.
The short-term force precision of a cantilever is sensitive the hydrodynamic drag on
the cantilever. By reducing the size of the cantilever, this drag is reduced [320]. The
Bio-lever by Olympus Optical Co. reduces the length and thickness of the cantilever
which does not significantly increase the spring constant but significantly reduced the
noise of the cantilever. Reducing the reflective coating on the cantilever can also increase
the long-term force precision of a cantilever [321–323]. Removing some of the gold coating
on a cantilever reduced the instrumental drift of soft (∼ 6 pN/nm) cantilevers[321]. To
ensure the forces obtained in these SMFS were as accurate as possible, the cantilever
was calibrated at the start of each experiment. The cantilevers were also recalibrated
during the course of an experiment. Many models have been developed to estimate the
spring constant of the cantilever [324]. In this project the cantilever was calibrated using
the thermal fluctuation model [325]. The thermal fluctuation model was first derived by
Hutter et al. (1993). This model assumes that, in equilibrium, the cantilever tip behaves
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as a simple harmonic oscillator, with one degree of freedom fluctuating in response
to thermal noise. This assumption is a good approximation when the deflections of a
cantilever are small. The AFM tip is therefore modelled as an ideal spring with spring
constant, kc, and mass, m [325, 326].
Figure 2.3.6.1: Figure showing an example of a power spectrum of a cantilever in liquid.
Where the y axis is the amplitude of the cantilever measured in V/sqrt(Hz), shown on a
logarithmic scale, and the bottom axis is the frequency in Hz. The power spectrum is fitted
by a Lorenzian curve (blue). The peak position corresponds to the resonant frequency of the
cantilever.
Figure 2.3.6.2: Figure showing an example of a contact slope of a cantilever on a surface.
The red line is the approach of the cantilever to the surface and the blue line is the retraction.
The graph shows the change in the deflection of the laser beam incident on the cantilever,
measured by the photodiode, as a function of sample displacement. The sample displacement
is measured by the displacement of the piezoelectric device. The slope (straight line fit shown
by the green line) of the contact region of the tip with the sample is used to calibrate the
cantilever tip.
When the tip is far from the sample, its motion will be solely due to thermal
fluctuations [325]. The frequency of the motion near the resonant frequency will allow
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an approximation of the spring constant. The spring will undergo a deflection due to
thermal motion in the vertical direction z, will have momentum, p and therefore the
system will have an angular resonant frequency, ωo. This is related to the spring constant
by Equation 2.17 [325, 326].
1
2
mω20〈z2〉 =
1
2
kc〈z2〉 (2.17)
kc〈z2〉 = kBT (2.18)
Initially the cantilever is positioned within the buffer droplet and brought towards
the surface. A contact slope, as shown in Figure 2.3.6.1, is taken which measures C, the
change in voltage, V, as a function of distance, nm. The cantilever is then withdrawn
from the surface and a power spectrum is taken. A schematic of a power spectrum is
shown in Figure 2.3.6.2. The power spectrum monitors the oscillation of the tip due to
thermal fluctuations. This power spectrum is fast Fourier transformed in Igor Pro to
change the data from the time domain to the frequency domain. A Lorentzian24 is then
fitted to the resonant peak of the cantilever. The area under the curve determines, zv,
the mean square displacement of the cantilever due to thermal motion in volts. Equation
2.19 can then be used to determine the displacement in nm [326]. This displacement is
then used in 2.17 [326] to determine the cantilever spring constant.
z = C−1 · zv (2.19)
2.3.7 Analysis of a force-extension trace
Force extension traces from single molecule force experiments were filtered to only include
traces where: 2 – 5 unfolding events were observed, minimal surface interactions were
present close to the surface and there was a clear detachment peak [214]. Initially the
inter-peak distance, xp, which is labelled in Figure 2.3.7.1 (a), was measured for each
protein unfolding domain. If it deviated from the literature value (± 2 nm) significantly
the trace was disregarded. Traces were analysed in Igor PRO (Version 6.0, Wavemetrics,
USA), using software written in-house. The worm-like chain model (WLC), a model for
polymer elasticity (see Section 2.3.7.1), was fitted to each of the curves. The bottom
24With functional form P (f) = A
(f−f0)2+B + bg, where f is the frequency, f0 is the resonant frequency,
bg corresponds to foreign noise with a uniform and constant spectrum, A and B are parameters that be
used to determine the quality factor, Q (Q = B
2A1/2
) height of the peak and Lpeak (Lpeak =
A
B
) [325, 327]
93
Figure 2.3.7.1: Schematic showing the parameters and analysis of a force-extension trace
from a SMFS experiment on a poly-protein containing 5 tandem repeats of a protein. The
parameters highlighted are: (a) FUN: the unfolding force of a single protein and xp: the
interpeak distance between peaks. The interpeak distance should correspond to the elongation
of a protein domain upon unfolding. (b) Worm-like chain (WLC) fits to each of the the
unfolding peaks. Each worm-like chain fit will yield a contour length, the full length of the
chain, at each unfolding event. These unfolding events should occur at regular distances
apart. This change in contour length, ∆Lc, should correspond to the fully unfolded length of
the protein. This can be used to determine between unspecific and events. It can also be used
to determine whether a cantilever is properly calibrated in the experiment.
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schematic in Figure 2.3.7.1 shows how the WLC is fitted to a force-extension trace. The
red lines indicate the WLC fits to the rising edges of protein unfolding events in the
saw-tooth pattern.
The peaks can be fitted to each curve simultaneously by setting a change in contour
length ∆Lc which corresponds to the additional length added when a protein has unfolded.
The ∆Lc should therefore be identical for each unfolding peak in a single force-extension
trace when using a polyprotein containing repeats of the same protein. Furthermore
the ∆Lc should be consistent across the different experimental force-extension traces for
the same polyprotein. This is a characteristic of the mechanical fingerprint provided
by polyproteins. The persistence length, Lp, can also be varied in this model. This
value affects the gradient, and therefore Lc, of the WLC fit. The persistence length is a
measure of the flexibility of a protein and is defined as the length along which correlation
in the tangent vector is lost. For proteins it is normally found to be ∼ 0.4 nm which
approximates to the length of a single amino acid [252].
Once the WLC had been fitted to the unfolding curves, model free analysis of the
data was performed. The unfolding force, FUN, of a protein is the peak force reached
before the protein unfolds. This gives the mechanical stability of a protein. This is
the amount of force the mechanical clamp (see Section 1.6.3) within the protein can
tolerate before it unfolds, if it contains a mechanical clamp motif. It should be noted that
for these polyprotein constructs, FUN varies depending on how many domains remain
unfolded when a protein domain unfolds (an effect known as the unfolding history)[328].
By performing these measurements for the same construct at different speeds, a plot of
pulling speed against FUN can be used to extract basic estimates of the 2-dimensional
energy landscape of the protein (see Section 2.3.9). FUN increases as the pulling velocity
is increased, this can be attributed to a decrease in the time that thermally activated
protein unfolding can occur [267].
In this project the pulling velocities tested are 160 nm/s, 400 nm/s, 1000 nm/s and
2000 nm/s for each of the systems. At least three data sets are collected for each speed
for each of the four systems. After a WLC fit to the data, fixing Lp = 0.4 the FUN was
determined for each unfolding event in every accepted force-extension trace. For each
experiment the FUN were pooled into a histograms with a bin width of 10 pN. The modal
FUN was obtained from a Gaussian fit to the distribution. The average force, F, was
then taken as the average of the modal forces for each pulling velocity. These forces were
95
plotted against the natural logarithm of pulling velocity to extract information about
energy landscape of the protein systems as discussed in Section 2.3.9.1.
2.3.7.1 The worm-like chain model for polymer elasticity
The worm-like chain model (WLC) is a model of polymer elasticity used to fit the ex-
perimental force-extension data. If the polymer is modelled as a continuous chain of N
segments, each with length d, that are at an angle θ to the adjacent segment, the pro-
jection of each segment, from the first segment to the last, affects the projection of the
adjacent segment along the chain by l×cos(θ). The projection onto the first bond is given
by 〈cos(θ1N )〉 = cosN−1(θ). The average projection is therefore given by[329]:
〈x〉 = 1
d
N∑
i=1
〈di · dj〉 = d
N−1∑
i=0
cosi(θ) =
d(1− cosN (θ)
1− cos(θ) (2.20)
As N tends to infinity this expression tends to [329]:
lim
N→∞
〈x〉 = d
1− cos(θ) = Lp (2.21)
This is the definition of the persistence length which is a measure of polymer stiffness,
it determines the distance over which the correlations between the segment are lost. The
more flexible and bendy the chain, the quicker these correlations are lost, and therefore
Lp is small. A more rigid rod like chain will have a higher Lp as the correlations are
lost more slowly. For example the persistence length of a β-sheet protein, determined by
fitting the protein unfolding force-extension curve by a WLC, was found to be about 0.4
nm [252] which roughly corresponds to the size of an amino acid. The persistence length
of individual actin filaments has been found to be 17.7 µm indicating the structure is
much stiffer than a single protein [330]. The reason for a higher persistence length than
protein is attributed to their function in the cytoskeleton. These materials are known
as semi-flexible materials. Microtubules, hollow cylinders made up of tubulin proteins,
are also found in the cytoskeleton. These are found to be very rigid with persistence
lengths of 5200 µm [330]. These microtubules therefore form stiff scaffolds and supporting
compressive loads within the cell [331].
For small angles cos(θ) ≈ 1− θ22 ≡ exp( θ
2
2 ) the expression given in Equation 2.26 tends
to Lp =
2d
θ2
. In the WLC the segment length becomes infinitely small as the number of
segments in the chain increases, whilst the contour length, Lc = Nd, and the Lp remain
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constant. The projection in this limit then becomes [329, 332]:
〈x〉 = Lp(1− e−
Lc
Lp ) (2.22)
The exponential term means that the angular correlation decays exponentially along
the chain. As L → ∞ this would tend to the persistence length of the chain. The mean
square radius of gyration is also given by:
〈
r2
〉
= 2Lp
[
1− Lp
Lc
(1− e−
Lc
Lp )
]
(2.23)
There is an energy cost associated with the bending of a WLC given by a bending
elasticity term [333]:
E =
κ
2
∫ Lc
0
(
∂2rˆ(s)
∂s2
)2
ds (2.24)
This term accounts for the shape of the polymer. Where E is the bending energy, s is
the distance along the curve, κ is the bending coefficient and ∂
2r(s)
∂s2
is the tangent vector
along the chain [333–335]. To straighten out the chain work needs to be done against
the bending energy. The hamiltonian, H, for such a system is given by Equation 2.25
[334, 336]. The f ·R accounts for the application of a constant force to the ends of the
chain.
H =
∫ L
0
ds
κ
2
|∂
2rˆ(s)
∂s2
|2 − f ·R (2.25)
This model therefore takes into account entropic and some enthalpic contributions
to the unfolding of a polymer chain [337]. To determine the resultant force-extension
relationship this would have to be computed over all possible shapes of a polymer.
An interpolation formula for this model has successfully been used to describe the
unfolding of DNA by Marko and Siggia and Bustamente et al. and is given in Equation
2.26 [336, 338]. The force (F) is measured as a function of extension (x), Lp is the
persistence length, kB is the Boltzmann constant and Lc is the contour length i.e., the
fully extended length of a protein, or full poly-protein construct and T is the temperature
of the experiment (assumed to be 298 K). The WLC can also be used to calculate ∆Lc,
which is also labelled on Figure 2.3.7.1, this is typically the change in length between
the folded and unfolded protein. The WLC model has been used extensively to fit
force-extension curves from forced protein unfolding [193, 252, 317, 339, 340]. Despite
being able to describe most biomolecular stretching such as the stretching of DNA [338],
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this model fails for large forces where over-stretching of the bonds within the polymer
occur[334]. Furthermore this model assumes that the persistence length is the same
for the folded and unfolded proteins and does not change as a function of distance.
This is a crude estimation, the stiffness of a folded domain would differ to that of a
fully unfolded domain [341]. Other models have tried to add additional terms to the
WLC model to minimise the discrepancies between the experimental data and model.
Some of these models are discussed in the next section along with alternatives to the WLC.
F (x) =
kBT
p
[
1
4
(
1− x
Lc
)−2
− 1
4
+
x
Lc
]
(2.26)
2.3.7.2 Alternative to the WLC model
As discussed in the previous section, the WLC fails to describe the over-stretching
of molecules at high force [334]. To try and account for this there have been a few
extensions to the worm-like chain. The work by Wang et al. (1997) incorporates a
stretching term in the WLC model[342, 343]. This model is known as the WLC model
with segment elasticity (or extendable WLC model). In this model the ratio of extension
to contour length, x/Lc, is replaced by x/Lc + F/κs, where κs is the extension modulus
of the protein. Bouchiat et al. (1999) have also incorporated additional terms to the
WLC model [334]. This study determined an exact solution to the WLC model and
added correction terms to the WLC model to eliminate discrepancies. This method suc-
cessfully reduced errors between the experimental data for DNA stretching and the model.
There are also alternative models that describe the force-extension behaviour of
polymer unfolding. A simple model for polymer elasticity is the freely jointed chain model
(FJC) [344]. This model describes the chain as a series of rigid segments. An extension to
the FJC was also made to include the elasticity of the segments [345]. Another extension
of the FJC is heterogeneous FJC model which incorporates the difference in stiffness
between a folded and unfolded protein chain [341]. The FJC model is extended to be the
sum of the contribution of the number of folded and unfolded domains in a polyprotein.
Models have also attempted to incorporate information about the 3D structure of a
protein. One example is the thick chain (TC) model [346]. This model is used to infer
information about the width of the chain in force-extension relationships.
This section briefly reviews some of the models available for protein unfolding. The
WLC model was chosen based on its simplicity and popularity in the SMFS field.
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2.3.8 Modelling the energy landscapes of proteins in forced unfolding
Force acts as a denaturant in these experiments, as the force is applied across the protein
domains the activation barrier for unfolding is lowered - this increases the probability that
the protein will unfold. There are many models that describe how forces affects the rate
of unfolding of a protein [347–349]. Although the Bell model has been used extensively
to determine the free energy landscape of proteins using single force spectroscopy, other
models have emerged for determine the free energy landscape from such experiments.
These models incorporate more detail than the simple assumptions made in the Bell
model, and can account for the curvature that is sometimes observed in the plot of force
against the natural logarithm of the velocity [313, 350]. Figure 2.3.8.1 shows schematics
of some of the available models. These models will be described in this section beginning
with the most frequently used model, the Bell model. This section will also describe the
Monte Carlo simulations used to determine the energy landscape parameters.
Figure 2.3.8.1: Figure showing a schematic of three available models to describe the effect
of force on the unfolding rate of a protein. F(v) is the most probable unfolding force at a
loading rate here denoted as v. In these expressions T is the temperature, xβ denotes the
distance between the folded and transition states (in the text this is denoted as xu. The
koff corresponds to the rate of unfolding (denoted as k
0
u,force in the text). Right: The Bell
model describtes the force-ln(loading rate) relationship as a straight line. Middle: The Dudko-
Hummer-Szabo Model accounts for some curvature in the F-ln(v) plots. S(t) is the probability
of unfolding as a function of time and κs is the harmonic force constant. Right: The Friddle-De
Yoreo model assumes that the protein is in equilibrium between folding and unfolding before
a certain force. Figure taken from [313].
2.3.9 The Bell Model
The Bell Model (BM) [347] is an empirical model, which can be applied to data obtained
from SMFS that describes the rate of unfolding of a biological molecule under a mechanical
force kFu . It is a one-dimensional model that assumes the rate of unfolding is described
by a van’t Hoff Arrhenius-like equation, where the rate of the reaction is force dependent.
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George Bell originally developed this model to describe the rate of adhesion of cells to other
cells or surfaces in the presence of hydrodynamic stress [347]. In fact this kinetic model for
mechanical strength was first derived by Zhurkov who applied the same principles to solids
under mechanical strength [351]. Subsequently, an analytical version of the equation was
derived from Kramers reaction rate equation by Evans and Richie and is given by Equation
2.27 [352].
kFu = A exp
−(∆G0TS,force − Fxu)
(kBT )
= k0u,force exp
Fxu
(kBT )
(2.27)
Where k0u,force is the rate of unfolding in the absence of force, A is the attempt
frequency, F is the force applied along the reaction co-ordinate, kB is the Boltzmann
constant, T is the temperature, ∆G0TS,force is the height of the unperturbed free energy
barrier opposing the mechanical fracture (or activation energy to the transition state) and
xu is the difference in the extension of the native and transition states (or the distance to
the unfolding transition state).
If unfolding occurs via a two-state process, there is an energy barrier between the
folded and unfolded states of the protein. This 1D energy barrier is defined by the
reaction coordinate studied. In SMFS this is the distance between the -N and -C terminus
of the protein. By applying a force across the protein, the energy barrier to the unfolded
state decreases. This increases the probability that the protein will unfold at a certain
force. Using the BM, the rate of a reaction can be related to the force applied. It can be
assumed that a protein has two well-defined states: the native state and the transition
state. If mechanical work is performed linearly over the reaction coordinate, the effect of
force on the reaction can be governed by the van’t Hoff Arrhenius-like equation given by
the BM (Equation 2.31). If it is assumed that the transition state and native state on
the 1D free energy profile are independent of force, then that activation barrier at any
force is given by ∆G∗ = ∆G0TS,force − F × xu. Force therefore lowers the energy barrier
by tilting the energy landscape, (see Figure 2.3.9.1) assuming there is no change in the
shape of the energy landscape [350].
Evans and Richie derived the equation for the most probable force of unfolding, FUN ,
which is given by Equation 2.28 [352]. This describes how the most probable force, F,
is affected by the loading rate R = F ′. For constant pulling velocity experiments, the
loading rate is given by R = keffv, where keff is the effective spring constant of the
system and v is the pulling velocity. Previously it was thought that the loading rate could
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Figure 2.3.9.1: Schematic showing the effect on force on the energy landscape of a protein,
where ∆G∗ is the change in ∆G0TS,force under applied force. The protein is folded in the energy
minimum (right hand side) and will be unfolded only when it gets over a barrier to another
energy minimum.
be directly calculated from the spring constant of the cantilever (R = kcv). In this case the
energy landscape parameters could be obtained directly from a linear fit to the F − ln(v)
data. However, it has been shown that, as a protein unfolds in a poly-protein chain,
the compliance changes [328]. Linkers also change the compliance of the protein [348].
Therefore polyproteins preclude the direct calculation of unfolding rates. To overcome
this problem, Monte Carlo simulations (MCS) are often used to determine the parameters
governing the energy landscape [214, 217, 340]. These are described in Section 2.3.9.1.
FUN =
kBT
xu
ln
Rxu
kBT × k0u,force
(2.28)
2.3.9.1 Monte Carlo simulations on poly-proteins to extract energy landscape
parameters
The average modal force (F) can be plotted as a function of the natural logarithm of the
speed and, according to the BM, the data should be described by a linear fit. The average
persistence length, average spring constant, the linker length, the length of a single folded
and unfolded I27, contour length and the temperature of the experiment (assumed to be
performed at 23 °C) were used in the MCS. The MCS initially calculates the probability
that a protein domain will unfold based on the constraints set, including a randomly
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selected chain length. In these simulations the MCS can only select chain lengths of 2 – 5
domains in order for the simulated data to correspond to the data collected experimentally.
The software used to run the MCS was written in C programming language following
the code previously written in Igor Pro [124]. The code is based on MC simulations that
allowed for unfolding and refolding of proteins [340]. The compiler used for writing and
running the program was Xcode (Apple, USA). The simulations run using a two state
model, where the protein is either folded or unfolded (all or nothing), as described by
the BM. It was assumed that the pulling rates used in this experiment were large enough
for protein refolding not to occur [217]. The simulation was written to loop over a range
of xu and k
0
u,force with given step sizes. Table 2.3.9.2 gives the necessary information
required for the simulation and the typical inputs for each protein system. An algorithm
has previously been designed [217, 332] to determine the number of proteins unfolded in
the simulations. This algorithm is presented and described below and in Figure 2.3.9.2.
The parameters typically used are presented in Table 2.3.9.2.
1. The number of proteins to unfold, N0f , is initially determined from:
N0f = (4RN + 2) (2.29)
Where RN is a pseudo-random number generator to obtain a random number (RN)
between [0,1)25. Random numbers are generated using a Marsenne-Twister algo-
rithm provided by the website of Makoto Matsomoto, Hiroshima University, the
numbers generated are from a normal distribution and a period of 219937 − 1. This
number also gives the number of linkers between the protein domains.
2. The length of the protein is determined for the protein in a folded and unfolded
conformation where Lf is the length of a folded protein i.e, the distance between the
-N and -C termini of the folded protein, Lu is the unfolded length of the protein and
Llinker is the length of each linker region between each protein domain. Nu and Nf
is the number of unfolded and folded protein domains at the time-step respectively.
L = NfLf +N
0
fLlinker +NuLu (2.30)
3. For the first time step, dt, where the extension x is given by x = V dt where V is
the velocity of the simulated experiment, the extension of the protein, xp is deter-
mined. This is done by obtaining the real cubic root of the polynomial from solving
25The random number is <1 but can be equal to 0
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FWLC(xp) = kc(x − xp) for xp. The cantilever extension can then be determined
from x = xc + xp.
4. The force, F , at this time point is calculated using Hooke’s law for the cantilever
F = kcxc, where kc is the experimentally determined cantilever spring constant.
5. The unfolding rate under applied force, kFu is calculated according to the Bell Model.
kfu = k
0
u,force exp
Fxu
(kBT )
(2.31)
6. The probability a single protein domain will unfold at a defined time step of dt is
then calculated by:
p(protein) = Nfk
f
u exp (F × xu)/(kBT )dt (2.32)
7. The probability is compared to a RN from [0,1)
• If the probability is greater than the RN then the protein unfolds and Nf de-
creases by one and Nu increases by one, the force at this point is stored. If the
Nf > 0 the process continues until all protein domains are unfolded. If unfold-
ing of the protein domain occurs there is an increase of δLc to the total length
of the chain. The calculation can then be repeated for the new contour length
of the chain until all domains are unfolded or the probability of unfolding is zero.
• If the probability is less than the RN then the process continues until the
probability is greater than a RN.
This algorithm is repeated until all proteins have unfolded. The whole process is then
repeated 1000 times to achieve good statistics [332]. Repeats of this typically at a single
velocity give modal forces that vary by less than 1 pN.
The simulations are used to generate a list of forces for each experimental pulling
velocity, which can be compared to the experimental distribution. The data is imported
into Igor Pro and analysed - this has been automated to loop the analysis over the range
of xu and k
0
u,force. The analysis works by converting the list of forces for each v for a given
xu and k
0
u,force to a histogram. The histograms can be described by a Gaussian and the
mean force and width of distribution is obtained. The F − ln v from the simulated data
can be described by a linear fit. The method described by Zinober (2005) was employed to
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Figure 2.3.9.2: Diagram representing the algorithm used for the MCS written in C pro-
gramming environment to mimic SMFS experiments for a given xu and k
0
u,force. Initially
the number folded proteins, Nf is determined using a random number, RN, generator. The
number of protein domains can be anywhere between 2–5 to mimic the experimental traces.
The full length, L, of the polyprotein can then be calculated based on the user inputs for
the length of the folded protein Lf , length of the unfolded protein, Lu and the linker length
Llinker. The extension across the protein for velocity, v, can be determined for each timestep
dt. This allows the force across the protein domains to be calculated. The rate of unfolding
under applied force, kFu , is then calculated using the BM (in this diagram, ku is the rate of
unfolding in the absence of force and β is 1kBT ). This allows the probability, dP , of unfolding
to be computed. This probability is compared to a RN from [0,1). If dP is greater than RN
the protein unfolds, if dP is less than RN the timestep is increased. If a protein unfolded, the
Nf is decreased by 1 and the number of unfolded proteins, Nu increases by 1. If Nf is now
zero, there are no more protein domains to unfold, the simulations check if it has run enough
times (1000) before exporting the forces. If Nf is greater than zero, the algorithm continues
until all proteins have unfolded in the chain.
determine the range of xU and k
0
u,force that “fit” experimental data [332]. In this method,
the linear fits to the simulated data, F (log (v);xu, k
0
u,force)
26, were determined for a grid of
xu and ku,force0 to determine the best fit parameters to the data. The best fit parameters,
xu,best and k
0
u,best, were the parameters whose F (log (v);xu, k
0
u,force) yielded the best linear
least squares fit to the experimental data. TThis F (log (v);xu, k
0
u,force) corresponded to
the Fbestift(ln (v)). The 95 % confidence interval of this fit to the experimental data was
also computed to determine the limits of the straight line fit to the experimental data. The
normalised deviation, E(xu, k
0
u,force), of the fits to the forces from grid of xu and k
0
u,force
was computed using Equation 2.33. In this equation, the linear fit describing the forces
26F (log (v);xu, k
0
u,force) = m× log (v) + c where m is the slope (pN) and c is the intercept (pN)
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for a pair of xu and k
0
u,force (F (log (v);xu, k
0
u,force)), was compared to the Fbestift(ln (v)).
This was integrated over the range of experimental velocities (160 – 2000 nm/s), where
v1 is the lowest velocity and v2 is the maximum velocity. The range of acceptable E were
determined by computing E95; the normalised deviation between xu,best and k
0
u,best and
the 95 % confidence intervals. This gave an upper limit to the accepted E(xu, k
0
u,force); if a
F (log (v);xu, k
0
u) gave a value less than or equal to this they were accepted. This method
provides a simple way to compute the error in the grid of parameters. Furthermore the
method allows the error to be driven by the accuracy of forces computed from simulations.
E(xu, k
0
u,force) =
1
v2 − v1
∫ v2
v1

(
F (log (v);xu, k
0
u,force)− Fbestift(ln (v))
)
Fbestift(ln (v))
2 dv (2.33)
Typical value/range
Parameter Definition pL I27
Lu (nm) Length of unfolded protein 22.25 28
Lf (nm) Distance between the -N and -C ter-
mini when protein is folded
3.7 4.2
Llinker
(nm)
Average linker length 2.8 2.8
p (nm) Persistence length 0.4 0.4
Kc
(pN/nm)
Spring constance of cantilever in ex-
periment
40 40
dt (s) Time step 0.0001 0.0001
v (nm/s) Pulling speed of experiment 160 - 2000 160 - 2000
T (°C) Temperature 23 23
nV Number of velocities 4 4
Niterations Number of iterations in the Monte
Carlo
1000 1000
xu (nm) Distance to the unfolding barrier from
the folded state
0.1 - 0.4 0.1 - 0.4
k0u,force
(s−1)
Rate of unfolding at zero force 0.0005 - 0.3000 0.0005 - 0.3000
Table 2.3.9.2: Table showing a list of the parameters and typical values used in the Monte
Carlo code to simulate forced-protein unfolding events.
2.3.10 Alternative models to the Bell Model
2.3.10.1 Friddle-de-Yoreo model
The Friddle-de-Yoreo model, [349] takes into the account the probability that a protein
can refold once unfolded, especially in the limit of lower rates. At the lower velocities the
protein is assumed to be in an equilibrium phase where reforming of bonds can occur.
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At faster pulling speeds the protein is no longer in an equilibrium between folding and
unfolding. At this point the process switches to a kinetic phase and the unfolding is
irreversible. Fiddle et al. (2012) determined the force, feq, at which the phase changes
from equilibrium to kinetic as:
feq =
√
2kc∆G0u,force (2.34)
feq is dependent of the cantilever spring constant, kc and the free energy difference
between the unfolding event at zero force relative to the cantilever (∆G0TS,force). In this
model the rate of unfolding, ku and rate of refolding kf is taken into account. Both are
given in Equations 2.35, 2.36 and 2.37.
ku (F ) = k
0
u,force exp
[
β
(
Fxu − 1
2
kcx
2
u
)]
(2.35)
kF (F ) = k
0
F,force exp
[
−βkc
2
(
F
kc
− xu
)]
(2.36)
kF (F ) = k
0
u,force exp
[
β
(
∆G0TS,force −
F 2
2kc
)]
(2.37)
Where F is the unfolding force, xu is the distance between the unfolded state and the
barrier to unfolding, k0u is the rate of unfolding at zero force and k
0
F is the rate of refolding
at zero force. exp (β∆GTS,force) = k
0
F,force/k
0
u,force is used to define the equilibrium free
energy, ∆G0TS,force. An approximation can be made for the unfolding force, F (r) by:
〈F (r)〉 = feq + kBT
xu
ln
(
1 +
Re−γ
ku (feq)
kBT
xu
)
(2.38)
Where γ is Euler’s constant. This can be used to fit the force versus loading rate,
R, relationships. It is hard to determine the loading rate for polyproteins. This is due
to the complications in measuring the loading rate at each protein unfolding event. The
loading rate depends on the effective spring constant, which is a combination of the spring
constant of the cantilever and protein. As a protein unfolds the effective spring of the chain
changes. Due to the stochastic nature of the number of unfolding events, the loading rate
is not constant between force-extension traces. For simpler systems such as the rupture
of a single protein or interaction between two molecules, it is quite easy to correct for
the loading rate as described in Section 2.3.10.2. Friddle and coworkers also extend the
method to multiple parallel bonds between the tip and substrate. Due to the number of
free parameters we were unable to use this model in this report.
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2.3.10.2 Dudko-Hummer-Szabo model
The Dudko-Hummer-Szabo (DHS) model [348, 353] is based on Kramer’s theory for the
movement of a gas molecule over a diffusive barrier. This model aims to account for the
non-linearity in the data observed in some F-log(Pulling speed) plots. The theory behind
the model was originally completed by Hummer and Szabo (2001) [354]. In this model the
lifetime of a bond is dependent on an arbitrary exponent, a. Equation 2.39 [348, 353] gives
the relationship between the change in free energy ∆ G0TS,force, the distance between the
unfolded and transition state, xu and the loading force, F. τ0 is the lifetime of the bond
at zero force.
τ(F ) = τ0
(
1− aFxu
∆G0TS,force
)1− 1
a
e
∆G
1−( aFxu
∆G0
TS,force
) 1
a

(2.39)
The equation governing this relationship can be reduced to the widely accepted Bell’s
model with a=1.
The loading rate, R, during an experiment, for a single molecule, can be approximated
by R = kcv, however, when multiple proteins or molecular linkers are present the spring
constant must be modified. For the Bell model this is done by accounting for the change
in effective spring constant of the protein chain in Monte Carlo simulations. Dudko et
al. (2008) showed that, when molecular linkers are present, the rate needs to corrected
to Equation 2.40. Where Lp is the persistence length, Lc is the contour length, kc is the
cantilever spring constant, β is (kBT )
−1 and v is the pulling speed of the experiment.
R(F ) = v
[
1
kc
+
2βLcLp (1 + βFLp)
3 + 5βFLp + 8 (βFLp)
5
2
]−1
(2.40)
The distribution of lifetimes, p(F ), is related to the lifetime by Equation 2.41.
p (F ) =
exp
(
− ∫ F0 [r (F ) τ (F )] df)
R (F ) τ (F )
(2.41)
Dudko et al. (2008) showed that this could be inverted to the lifetime by Equation
2.42.
τ (F ) =
∫ inf
F
p (F ) df/ [R (F ) p (F )] (2.42)
This expression suggests that the distribution of the forces can readily describe the
rate of unfolding of the protein, by approximating the probability of the distribution as a
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Gaussian distribution the expression can be approximated by Equation 2.43.
τ (F ) =
[pi
2
(〈
F 2
〉− 〈F 〉2)]1/2 /R (〈F 〉) (2.43)
In an ideal experiment, the true R(F ) can be determined for each unfolding event, the
histograms could be separated into N bins, where each bin would correspond to a different
loading rate. The force distributions can then be used to determine the lifetime of the
bond as a function of loading rate (Equation 2.43), which in turn can be fitted by Equation
2.39. This method has the advantage of not requiring approximations of the shape of
the energy landscape. However, in this form, it cannot be used for multiple barriers to
unfolding, where the barriers are codependent on the preceding and following unfolding
events. When a poly-protein unfolds each barrier is dependent on the preceding barrier
[328, 355]. Zhang and Dudko (2013) have since developed this model so that it could
be used for such a system. In this paper they describe a method for mapping the forces
from multiple unfolding events into force dependent rates. This paper assumes that the
free energy landscape has an arbritary number of barriers with metastable intermediates
between the folded and unfolded state. The population in the system that will move from
state i to state j when the force changes by dF (or similarly between time t and dt) is
given by:
Pij |dF | = Pij(t)dt = kij(F (t))Ni(t)dt (2.44)
Where Ni(t) is the population of state i at time t and is dependent on the original
population of this state (N 0i ) and the number that transitioned to state i from/to the mth
state. kij(F ) is the force dependent rate of moving between the two states. This led the
authors to the following relationship:
kij(F ) = |F˙ (F )|i PijNi(F ) (2.45)
Ni(F ) = Ni(F (t)) = N 0i −
∑
m
∫ t
0
Pim(t
′)dt′ +
∑
m
∫ t
0
Pmi(t
′)dt′ (2.46)
Equations 2.45 and 2.46 can be used to map the experimental force to force dependent
loading rates. Where Pim is the population that moved between i to m and Pim is the
population that moved between m to i. Pij(F ) = nbin/wbin where nbin is the number
of counts in a bin and wbin is the width of each bin. |F˙ (F )|i is the loading rate in state
i to correct for the constantly changing loading rate between systems. The loading rate
can be read directly from the force-extension profiles as the gradient of the force-time
108
trajectory. There are two methods for determining Ni(F ): by counting the number of
force trajectories in state i at force F or by approximating it as the integrals in Equation
2.46 by the corresponding bins in the histogram. The force-dependent rates for each
unfolding event could then be fit by Equation 2.43 as described above. This method
would require separation of unfolding events based on the force-extension profile. This
can be complicated when the full poly-protein has not unfolded or the chain is picked up
elsewhere. To be able to accurately pool unfolding events, one would have to know where
the chain was picked up. This method does provide a new procedure for analysing force-
extension traces without the need to incorporate the WLC model. However, it is impossible
to determine how many protein domains are initially picked up by the cantilever, and
therefore how many barriers are preceding an unfolding event. Often the polyprotein can
detach from the tip before all unfolding events have occurred. To implement this model
accurately a large set of data only allowing unfolding of full constructs should be used to
overcome this problem. However, this was not possible in this project and therefore this
model was not implemented.
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Chapter 3
Expression, purification and
characterisation of deuterium
labelled proteins
3.1 Introduction
The first research goal of this project was to design and produce model systems to
determine the importance of hydrogen bond strength and hydrophobic interactions on
protein stability. This chapter will begin by introducing the model proteins in this study.
The expression of protiated and deuterated monomeric and polyprotein domains, will
then be presented before discussing the characterisation of the proteins.
Figure 3.1.0.1 outlines the four test systems studied in this project:
1. A protiated protein p(protein) in H2O is the wild-type protein. This serves as the
reference system, i.e, the baseline of the native contacts in the protein.
2. A protiated protein p(protein) in D2O. In this system the protein is fully isotopically
exchanged in D2O.
3. A deuterated protein d(protein) in H2O. In this system the deuterated protein is
fully exchanged in D2O.
4. A deuterated protein d(protein) in D2O. This protein will be fully exchanged in
D2O.
Mechanical studies on these proteins systems will determine information about specific
regions of the protein which are involved in the mechanical clamp. Therefore studying
110
Figure 3.1.0.1: Figures illustrating the four test systems used in this project where the
proteins are represented by an arbitrary peptide. The schematics also illustrate the positions
of deuterium or hydrogen in the protein.
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Figure 3.1.1.1: The 3-D structure of the protein pL PDB code: 1HZ6 [8, 9]. The protein
contains 72 amino acids and is made up of 4 β-strands in a β-sheet which fold onto an α-helix.
Structure made using Pymol [10].
proteins with well-defined mechanical clamp regions is necessary. The two proteins chosen
on this basis are I27 and protein L (pL).
3.1.1 Protein L
Since the first mechanical unfolding experiment of a protein in 1996, the number of
different proteins studied by force, with different topologies, has increased[189]. These
studies indicate the importance of secondary structure, topology and pulling geometry
on the mechanical resistance of proteins[216, 247]. One study predicted a small protein,
with no known mechanical function, to have significant mechanical resistance based
solely on its simple topology. This protein is the pseudo-wild type1 of the protein L B1
domain (referred to as pL) [217]. This small protein is found in the bacterial cell wall
of Peptostreptococcus magnus and binds immunoglobulin G (IgG) domains [356]. This
protein has been studied both kinetically (by mechanical [217] and chemical denaturation)
and thermodynamically (by equilibrium denaturation) [357]. Mechanical studies of this
protein will be discussed in more detail in Section 4.1.1.
The crystal structure of the mutated pL has been determined [9]. The protein consists
of an α-helix packed onto four-stranded β-sheet (see Figure 3.1.1.1). Thermodynamic and
1It contains a tyrosine to tryptophan substitution to aid biological studies
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kinetic studies of this protein indicate unfolding can be described by a simple two-state
model and no intermediates are observed [357]. The simplicity of the unfolding mechanism
of this protein makes it a good model for protein unfolding.
3.1.2 Protein I27
Titin is a giant muscle protein from the human sarcomere and has been the subject
of many mechanical unfolding experiments[340, 358–362]. It is the largest single chain
protein in the human body made up of 27 000 amino acids [363] and spans over half
the length of the sarcomere (Figure 3.1.2.1). The protein is divided into modules called
the I band and A band and is responsible for the passive elasticity when the muscle
fibre is stretched [363]. The A-band consists of tandem repeats of Immunoglobulin (Ig)
and fibronectrin III (FnIII) domains. The I band is also made up tandem repeats of Ig
domains but also has a PEVK (proline, aspartic acid, valine and lysine) rich domain and
N2B region, the latter of which contains a unique sequence (i.e, not repeated in the rest
of the protein) of 572 residues. There are over 300 Ig and FnIII domains in the entire
protein. In 1997 three studies were published on the mechanical unfolding of this large
protein [340, 358, 359]. Two of these mechanical unfolding studies were performed using
an optical trap [358, 359] and one was conducted using an AFM [340]. All studies showed
similar results indicating the unfolding of the protein at low and high forces could be
modelled as a WLC. The optical trap measurements indicated that titin could unfold at
high forces and refold at low forces, but between 5–40 % of the giant protein remained
unfolded[358]. However, the protein behaved differently in the two force regimes; At low
forces the PEVK domains elongate and at high forces the Ig and FnIII domains unfold
[359]. Furthermore the protein displayed hysteresis between the extension and relaxation
cycles indicated the different folding kinetics of the chain. The SMFS study using the
AFM indicated that the force-extension cycle of the protein gave a characteristic sawtooth
pattern of the unfolding forces (Figure 3.1.2.2) indicative of single Ig and FnIII protein
domains unfolding in an all or none fashion [340].
Ig and FnIII domains have therefore been extensively studied using force-spectroscopy
studies. One protein in particular has been a popular candidate for mechanical unfolding
and theoretical studies ([214, 218, 252, 261, 316, 328, 365]); the protein I91. This protein,
formally known as I27, consists of 81 residues and is the 27th Ig domain from the I-band
of titin and was initially selected for study due to the availability of a high-resolution
structure [114]. I91 will be referred to protein I27 for simplicity. I27, shown in Figure
3.1.2.3 is formed of 8 β-strands labelled A’,A-G, these strands make up two β-sheets
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Figure 3.1.2.1: Schematic showing the architecture of the sacromere. Titin spans from the
M-line to the Z-disk. Titin is mostly composed of structured Ig and FnIII domains but also
has unstructured PEVK and N2B regions. Protein I27 is located in the I-band of the protein.
Reprinted with permission from [364]. Copyright 2007 American Chemical Society.
packed onto one another in a β-sandwich conformation. I27 is a good model system for
this project due to the detailed understanding of its mechanical properties gained over
almost 20 years of study.
A homo-polyprotein of a mutant of I27 (T42A, A78T) was first constructed, and
then experimentally unfolded, by Carrion-Vazquez et al. (1999). In this study they
compared the mechanical and chemical unfolding rates of the protein [252]. Initially
these experiments indicated that the rate of unfolding obtained from mechanical,
ku,force
0, and chemical denaturation, ku,chemical
0, were similar (ku,force
0=3.3 × 10-4 s-1
and ku,chemical
0=4.9 × 10-4 s-1 , however later experiments on cysteine free mutants
indicated they probed different unfolding pathways [214]. It is the cysteine free mutant
of I27 (I27 C43S,C63S) that is the focus of this study due to the lack of cysteines in the
protein. The chemical denaturation experiments on this protein show it is significantly
destabilised by the cysteine mutations compared to the T42A, A78T mutant[214]. The
∆∆GUN,chemical, the difference between the ∆GUN,chemical of the two mutants, is 18 kJ
mol-1. The rate of unfolding at 0M guanidine hydrochloride, ku,chemical
0, has also been
found to increase from 4.9 × 10-4 s-1 for the T42A, A78T mutant to 10.3 × 10-3 s-1 for
the C43S, C63S mutant and the rate of folding is lower, kf,chemical
0, from 30 s-1 to 1.9
s-1 for the proteins respectively [214]. The transition state placement, βT, measured by
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Figure 3.1.2.2: Force extension traces from mechanical unfolding of the entire native titin
protein. The traces have sawtooth peaks that are indicative of protein unfolding events. Up
to 20 forces peaks were observed in the traces. Many had a long plateau before the sawtooth
peaks were observed, these are attributed to unfolding of the PEVK segments. From [340].
Printed with permission from AAAS.
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Figure 3.1.2.3: The 3-D structure of the protein I27 PDB code: 1TIT [8, 114]. The protein
is 89 amino acids long and is made up of 8 β-strands which fold to form a β-sandwich fold.
The strands are labelled A’, A-G. This structure was drawn using PyMOL [10].
chemical denaturation, is similar (0.90 kJ mol-1M-1 for the T42A, A78T mutant and 0.94
kJ mol-1M-1 for the C43S, C63S mutant [214]).
This protein has been extensively studied mechanically [124, 214, 317] and thermody-
namically [214] and therefore is a good candidate to study. The mechanical properties of
this protein will be discussed in more detail in Chapter 4.1.2. The mutant I27C43SC63S
will be referred to as I27 in this thesis.
3.1.3 Objectives
To our knowledge, deuterated I27 and pL have never been expressed or purified, fur-
thermore no deuterated polyprotein construct has been expressed or characterised. The
objectives of this chapter are as follows:
1. Determine whether fully deuterated proteins can be successfully expressed and pu-
rified.
2. Confirm that the protein is correctly folded in deuterated form.
3. Determine the thermal melting temperature of each of the I27 and pL test systems.
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4. Perform chemical denaturation experiments of the four I27 and pL test systems to
determine equilibrium free energies and unfolding and folding rate constants.
3.2 Results
3.2.1 Expression of protiated and deuterated monomeric and polypro-
teins
This section outlines the results from expression and purification of protiated and deuter-
ated monomeric and pentameric pL and I27 proteins. The monomers were expressed
for characterisation using thermal and chemical denaturation experiments. The polypro-
teins were required for mechanical denaturation experiments. Initially an attempt was
made to adapt the BLR[DE3]pLysS E.coli cells to growth on deuterated carbon source,
ISOGRO-D. However after three iterations of the adaptation, no improvement was found
in the growth rate of the bacteria. Expression trials were carried out as described in
Section 2.2.5 for all proteins except p(I27)5. The optimal time for protein expression for
the p(I27)5 protein was previously determined to be 4 hours [214]. SDS PAGE gels were
used to determine the level of expression of each protein. Example SDS PAGE gels for
the deuterated monomer and polyprotein are shown in Figure 3.2.1.1. These gels were
used to determine the optimal growth time for maximal expression of the protein and the
maximal expression level determined the scale of growth culture. The bacteria containing
the plasmid for d(I27)5 were grown in 1 litre of ISOGRO-D (10 × 100 ml in 500 ml flasks)
for 7 hours after inducing with IPTG. The bacteria containing the plasmids for d(I27) and
d(pL)5 were grown in 1 litre (10 × 100 ml in 500 ml flasks) and d(pL) 2 litres (4 × 500
ml in 2.5 litre flasks) of ISOGRO-D dissolved in 99.8 % D2O for 24 hours after induction
with IPTG. All protiated proteins were grown for 4 hours in 10 litres (10 × 1 litre in 2.5
l flasks) of LB after induction with IPTG.
3.2.2 Purification and preparation of proteins
To obtain pure protein samples after expression, two purification steps were performed
these were outlined in Section 2.2.9. A second large scale expression and purification of
p(I27)5 was carried out by Gael Radou and this protein was also used in this project.
3.2.2.1 Affinity chromatography of His-tagged proteins using Ni-NTA
The bacteria containing the protein were lysed as described in Section 2.2.8. The super-
natent, or lysate, was added to a Ni-NTA column. Figure 3.2.2.1 shows the SDS PAGE
gel with the steps involved in this purification. The protein was eluted from the column
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(a)
(b)
(c)
(d)
Figure 3.2.1.1: SDS-PAGE gels showing the expression trials of the deuterated monomeric
(a) I27 and (b) pL and deuterated pentameric constants (c) (I27)5 and (d) (pL)5 proteins. 0
hours on (a) and (b) indicates before IPTG. The protein sizes of the ladder are labelled along
with the coloured band corresponding to the estimated weight of each of the proteins. For
the deuterated I27 monomer, growth after 8 hours resulted in a maximal protein expression.
For the deuterated protein L monomer, growth after 7 hours resulted in maximal protein
expression. The maximum expression was observed after 6 hours for the detuerated (I27)5.
Growth for 24 hours of (pL)5 resulted in a protein band with sufficient intensity suggesting
maximal protein expression. Note: each sample was normalised for cell density.
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Protein Molar extinction coefficient Estimated molecular mass
M-1cm-1 Da
p(I27) 6970 10878
d(I27) 6970 11643
p(I27)5 34970 52219
d(I27)5 34970 55935
p(pL) 9970 8039
d(pL) 9970 8577
p(pL)5 47770 39952
d(pL)5 47770 42676
Table 3.2.1.1: Table indicating the predicted molar extinction coefficient and molecular
weight based on the amino acid composition of the protein. The deuterated masses are based
on a fully deuterated protein construct. The estimated mass was determined using the ExPASy
server [366].
in the 25 % elution step. The SDS PAGE gels were obtained for each protein construct.
If protein was observed in the loading stage, it was reapplied to the Ni-NTA column in
a second purification step. Protein eluted, in the 25–100 %, elution stages was pooled
and dialysed for further purification. SDS PAGE gels indicated impurities in the eluted
samples. The typical amounts of protein predicted from this stage of the purification are
shown in Table 3.2.2.1. These were estimated from the area underneath the elution peak,
the molar extinction coefficient and formula mass of the protiated protein (given in Table
3.2.1.1). After four changes of dialysis, the protein was snap frozen and freeze-dried in 30
mg aliquots (where possible).
Protein Estimated yield (mg/l of culture medium)
p(I27) 10
d(I27) 60
p(I27)5 5
d(I27)5 20
p(pL) 9
d(pL) 40
p(pL)5 5
d(pL)5 30
Table 3.2.2.1: Table indicating the estimated yield of the proteins expressed and purified
in this project. The estimated yeild was determined from the area under the protein elution
peaks from Ni-NTA purification.
3.2.2.2 Size-exclusion chromatography
Protein contaminants were still present in the protein samples after the Ni-NTA stage
of purification. These were observed as additional bands on the SDS-PAGE gels from
the Ni-NTA chromatography. The protein was purified further using size-exclusion chro-
matography (SEC) as described in Section 2.2.9.2. Lyophilised protein was resuspended
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(a)
(b)
Figure 3.2.2.1: Caption on the following page
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Figure 3.2.2.1: SDS-PAGE gels showing the NiNTA for the d(I27). The size of proteins
in the reference ladder are shown. The predicted electrophoretic of the target protein is also
labelled. The numbers on each gel represent the fraction number on the chromatograms
above. (a) and (b) is the NiNTA for dI27. d(I27) underwent two purification steps because
a lot of protein was observed in the lysate and wash steps. These fractions were pooled and
loaded onto a second NiNTA column with a larger binging capacity. The lysate was loaded
over fractions 1-18 (a) and 1-38 (b). The column was then washed with washing buffer over
fractions 19-25 (a) and 39-49 (b). Both dI27 gels show protein in the wash steps despite
loading on a second NiNTA column. The fractions from (b) were kept and stored at -20 °C.
25 % eluting buffer mixed with 75 % washing buffer was then added to the column. A protein
elution peak was observed for each protein. 50 % elution buffer was then mixed with 50 %
washing buffer followed by 100 % elution buffer. These steps were to ensure all protein was
recovered. Fractions containing protein in the elution steps were pooled for dialysis.
in 3–10 ml of gel-filtration buffer. Only 3 ml of protein could be loaded at a time for
each run of the column so multiple runs were performed for all proteins. Figure 3.2.2.3
shows example SDS PAGE gels for the SEC elution profiles of a monomeric and a pen-
tameric protein. The larger polyproteins elute soon after the void volume and the smaller,
monomeric proteins elute later due to the smaller size, as expected. For each run, the
elution peak was reproducible. The purest samples from the eluted fractions were pooled
before dialysis and freeze-drying.
3.2.2.3 Preperation of samples for characterisation
All proteins, excluding p(protein) in H2O, were isotopically exchanged for full characterisa-
tion. This was achieved for all proteins by unfolding the proteins in protiated/deuterated
buffer described in Section 2.2.11 before dialysis and lyophilisation. The majority of
d(pL)5 was lost using this method (yield <20 %). This suggested that the protein was
not stable in the absence of salts within the solvent.
A second method was therefore employed for the preparation of the d(pL)5 proteins.
The d(pL)5 protein constructs were exchanged by unfolding them in the relevant buffer
whilst immobilised on Ni-NTA beads. The proteins were washed using protiated or deuter-
ated washing buffer before being eluted using protiated or deuterated elution buffer. The
samples were dialysed directly into relevant buffers for experiments before snap freezing
in liguid N2. These samples were defrosted before use in each experiment.
3.2.2.4 Determining the level of deuteration of the protein
Mass spectrometry was used to determine the percentage of deuteration of the proteins
in non-exchangeable positions2. The proteins were unfolded at 50 % acetonitrile, 0.1 %
formic acid pH 2.5 in water and the mass of the protein was monitored over 2–3 days to
2Mass spectrometry experiments were performed by James Ault.
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Figure 3.2.2.2: SDS Page gels showing the NiNTA for the d(pL)5. The size of proteins in
the reference ladder are shown. The protein band is also labelled. The numbers on each gel
represent the fraction number on the chromatograms above. These fractions were pooled and
loaded onto a second bigger NiNTA column. The lysate was loaded over fractions 1-26. The
column was then washed with washing buffer over fractions 27-37. Some d(pL)5 was observed
in the wash step. 25 % eluting buffer mixed with 75 % washing buffer was then added to the
column and a protein elution peak was observed. 50 % elution buffer was then mixed with 50
% washing buffer followed by 100 % elution buffer. These steps were to ensure all protein was
recovered. Fractions containing protein in the elution steps were pooled for dialysis.
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Figure 3.2.2.3: SDS-PAGE gels showing the relative purity of the protein in each fraction
from a size-exclusion column for the d(I27). A large peak is observed in the A280 peak on the
chromatogram when the protein elutes (top).
123
Figure 3.2.2.4: SDS page gels showing the relative purity of the protein in each fraction
from the column for the d(pL)5 protein. A large peak is observed in the A280 peak on the
chromatogram when the protein elutes (top)
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determine whether it remained constant. The results indicate that the masses remained
stable over the experimental period. The mass spectrometry results are shown in Figures
3.2.2.5–3.2.2.8. The mass spectra monitored for the deuterated proteins over 2–3 days can
be found in the Appendix B. To determine the level of deuteration, the number of non-
exchangeable hydrogen atoms was calculated for each protein. This mass was compared
to the final mass obtained from mass spectrometry to determine the level of deuteration.
It was assumed that the protein was fully exchanged to hydrogen in the exchangeable
positions during the purification process. Table 3.2.2.2 outlines the calculated mass and
percent deuteration for the proteins. The results indicate close agreement between the
calculated masses and the experimental masses. This suggested >97 % deuteration for
all deuterated protein constructs and is consistent with previous expression of deuterated
proteins [130].
Protein Mass (Da) Percent deuteration
p(I27) 10878 n/a
d(I27) 11463 98.6 %
p(I27)5 52218 n/a
d(I27)5 55119 98.9 %
p(pL) 8039 n/a
d(pL) 8437 98.4 %
p(pL)5 39950 n/a
d(pL)5 41994 98.5 %
Table 3.2.2.2: Table indicating the mass of the protiated and deuterated proteins used in
this project. The mass of the deuterated protein shown is assumed to be fully exchanged to
hydrogen in the exchangeable positions. The percent deuteration of these proteins is obtained
based by determining total number of non-exchangeable hydrogen atoms in each protein.
(a) (b)
Figure 3.2.2.5: Mass spectra of the purified protein of p(I27) (left) and d(I27) (right). Single
peaks can been seen for the mass of each of the proteins. For the d(I27) there is a considerable
shift in mass suggesting the protein is deuterated. The mass spectra for this protein were
taken every day for two days to check that deuterons at labile sites had fully exchanged to
protons.
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(a) (b)
Figure 3.2.2.6: Mass spectra of the purified protein of p(I27)5 (left) and d(I27)5 (right).
Single peaks can been seen for the mass of each of the proteins. For the d(I27)5 there is a
considerable shift in mass suggesting the protein is deuterated. The mass spectra for this
protein were taken every day for three days to check that deuterons at labile sites had fully
exchanged to protons.
(a)
(b)
Figure 3.2.2.7: Mass spectra of the purified protein of p(pL) (left) and d(pL) (right). Single
peaks can been seen for the mass of each of the proteins. For the d(pL) there is a considerable
shift in mass suggesting the protein is fully deuterated. The mass spectra for this protein were
taken every day for three days to check that deuterons at labile sites were fully exchanged to
protons.
(a) (b)
Figure 3.2.2.8: Mass spectra of the purified protein of p(pL)5 (left) and d(pL)5 (right).
Single peaks can been seen for the mass of each of the proteins. For the d(pL)5 there is a
considerable shift in mass suggesting the protein is deuterated. The mass spectra for this
protein were taken every day for three days to check that deuterons at labile sites had fully
exchanged to protons.
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3.2.3 Characterisation of proteins using circular dichroism
It has previously been demonstrated that the structure of proteins is unaltered when
proteins are deuterated[180, 182, 183]. To determine the effect of deuteration of the
secondary structure in the model I27 and pL protein systems studied here, circular
dichroism spectroscopy (CDS) was performed as described in Section 2.3.2. CDS can also
be used to determine the thermal melting temperature, Tm of proteins. Furthermore, if
the folding is reversible, the thermodynamic stability of the proteins can be determined
following the protocol outlined in [300].
When protein is unfolded by denaturant it transitions between the folded state (F)
and the unfolded state (U). The equilibrium constant, Keq, can be determined from the
concentration of the unfolded proteins [U] and the concentration of folded proteins [F]
[300]:
Keq =
[F ]
[U ]
(3.1)
This allows the free energy, ∆Gu,temp of unfolding to be computed at every tempera-
ture, T:
∆Gu,temp = RT ln (Keq) (3.2)
Where R is the ideal gas constant. The fraction of folded proteins, α is given by:
α =
Keq
(1 +Keq)
(3.3)
This can be related to the ellipticity of the folded, θF and unfolded proteins, θU using
Equation 3.4. Where θT is the ellipticity at temperature T in Kelvin.
α =
(θT − θU )
(θF − θU ) (3.4)
The thermodynamic parameters can be determined from the Gibbs-Helmholtz (Equa-
tion 3.5). The parameters that can be probed are: the change in enthalpy ∆H, the change
in entropy ∆S, the change in free energy of folding, ∆Gf,temp and the melting temperature
Tm. The melting temperature is defined as the temperature at which α = 0.5[297].
∆Gf,temp = ∆H(1− T/Tm)−∆Cp((Tm − T ) + T ln (T/Tm)) (3.5)
The thermodynamic parameters governing protein folding can be determined by fitting
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Equations 3.2–3.5 to the thermal denaturation data. The method outlined by Greenfield
(2007) suggests to set change in heat capacity going from the folded to the unfolded state
(∆Cp) to zero for the initial calculations unless it has previously been determined [300].
However, in this study the ∆Cp is estimated from the fitting procedure.
3.2.3.1 Comparison of secondary structures
To determine whether the protein domains were correctly folded, CDS was used to
determine the secondary structure of the protein. CD spectra were taken at 23–25 °C for
each system. The spectra have previously been determined for the monomeric proteins
[357, 367, 368].
Figure 3.2.3.1: Overlaid circular dichroism spectra at 23 °C for the (I27)5 (left) test systems
and the I27 monomer (right) in deuterated or protiated buffers. The high tension (HT) of the
instrument is also shown in the inset. A high HT signal indicates a low signal strength from
the sample. The detector has to increase its sensitivity to the decrease in the signal intensity
from the sample. The units of ellipticity have been corrected for differences in the protein
concentration. Left: Open squares are the p(I27)5 in H2O, open circles are d(I27)5 in H2O,
closed squares are p(I27)5 in D2O and closed circles are d(I27)5 in D2O. The spectra should
overlay perfectly, however the protein with the lower concentrations has subtle differences
in the spectra. Errors could be attributed in the differences in concentration. Right: Open
squares are the p(I27) in H2O, open circles are d(I27) in H2O, closed squares are p(I27) in
D2O and closed circles are d(I27) in D2O. The spectra overlay well in this graph apart from
at wavelengths <200 nm. At this point the HT for two of the systems is considerably larger
and could suggest unreliable data.
The overlaid spectra for the four (I27)5 (left) and I27 monomer (right) test systems
are shown in Figure 3.2.3.1. The CD spectra of I27 has a characteristic maximum centred
around 230 nm and a minimum around 215 nm [367]. This minimum around 215 nm is
indicative of β-sheet structure. The maximum at 230 nm is attributed to β-turns within
the protein [369]. The CD spectra all display the characteristics of a folded I27 domain.
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Figure 3.2.3.2: Overlaid circular dichroism spectra at 25 °C for the (pL)5 (left) test systems
and the pL monomer test systems. The high tension (HT) of the instrument is also shown in
the inset, when the HT is too high, the detector is saturated and the spectra become noisy.
The units of ellipticity have been corrected for differences in the protein concentration. Left:
Open squares are the p(pL)5 in H2O, open circles are d(pL)5 in H2O, closed squares are p(pL)5
in D2O and closed circles d(pL)5 in D2O. The spectra are very similar for all systems which
suggests the proteins are correctly folded. Right: Open squares are the p(pL) in H2O, open
circles are d(pL) in H2O, closed squares are p(pL) in D2O and closed circles are d(pL) in D2O.
The CD spectra overlay well except the (I27)5 where there were deviations in the spectra
in the maximum region at 230 nm. This was attributed to the low concentrations of
protein. The two systems that deviated the most were the p(I27)5 in D2O and d(I27)5 in
H2O. These samples had concentrations <0.3 mg/ml. The spectra of the monomers were
also obtained at 25 °C, ensuring the concentrations of the protein samples were ∼ 0.35
mg/ml. The spectra for the four I27 monomer test systems overlay well at 25 °C (see
Figure 3.2.3.1). This suggests that the protein domains are correctly folded in all systems
despite changes to the strength of interactions.
The spectra for protein L also show large minima at 211 nm which are indicative of
the α and β structure and agree with the structure determined by Scalley et al. (1997)
[357]. The spectra for the (pL)5 and pL systems are shown in Figure 3.2.3.2. The spectra
overlay well for all systems in both constructs. This suggests that the proteins are
correctly folded in the monomer and polyprotein domains.
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3.2.3.2 Thermal denaturation
Thermal denaturation was performed for the polymeric and monomeric protein systems
to obtain the midpoint temperature of unfolding, Tm. If thermal denaturation was
reversible, that is proteins were able to refold upon cooling, information governing the
thermodynamics of the protein folding was also estimated.
Figure 3.2.3.3: CD spectra of the p(I27)5 in H2O before and after thermal denaturation.
The spectra before denaturation at 23 °C is shown as open squares connected by a solid yellow
line. The spectra of the fully unfolded protein is shown in as the open squares connected by
the solid black line. Finally the CD spectra of the protein after cooling to 23 °C is shown as
the black squares connected by a black line. The spectra indicate that the protein does not
refold upon cooling.
Example spectra before and after thermal denaturation of the I27 polyprotein are
given in 3.2.3.3. These spectra were the same for the protein solution conditions tested.
These demonstrate that the protein does not refold upon cooling to 23 °C. This has
previously been observed for polyproteins containing 5 or more tandem repeats of I27
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Figure 3.2.3.4: CD spectra of the I27 monomer systems before (25 °C) and after heating to
90 °C. The open yellow squares are the p(I27) in H2O (top left), the open yellow circles are
the d(I27) in H2O (bottom left), the closed yellow squares is the p(I27) in D2O (top right) and
the d(I27) in D2O (bottom right) are the closed yellow circles. These markers connected by
solid yellow lines indicate the protein before thermal unfolding. The same markers connected
by solid black lines are the thermally unfolded spectra of the protein. The black markers
connected by a black line is the data corresponding to the protein system after cooling to 25
°C. The spectra show the protein regains the secondary structure upon cooling.
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[368]. It has been suggested that this occurs due to subdomain swapping in the unfolded
poylpeptide which prevents refolding of the protein domains [368, 370–372]. The spectra
before and after heating for the I27 monomers are shown in Figure 3.2.3.4. The spectra
show that the majority of structure is reformed upon cooling the protein sample to 25 °C
for 1 hour as compared with heating for 5 hours. However, it has been suggested that
cooling of the protein sample should be performed at the same rate as heating [300].
Therefore, this could explain some discrepancies between the initial spectra and refolded
protein spectra. It was thus assumed that the thermal denaturation of the I27 monomers
was reversible.
Figure 3.2.3.5: CD spectra of the p(pL)5 in H2O before and after thermal denaturation.
The spectra before denaturation at 23 °C is shown as open organge squares connected by a
solid orange line. The spectra of the fully thermally unfolded protein is shown in as the closed
black squares connected by the solid black line. Finally the CD spectra of the protein after
cooling to 23 °C is shown as the orange squares connected by a black line. The spectra indicate
that the protein does not refold upon cooling.
Example spectra before and after thermal denaturation of (pL)5 are given in 3.2.3.5.
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Figure 3.2.3.6: CD spectra of the pL monomer systems before (25 °C) and after heating to
90 °C. The open orange squares are the p(pL) in H2O, the open orange circles are the d(pL)
in H2O, the closed orange squares are the p(pL) in D2O and the d(pL) in D2O are the closed
orange circles connected with an orange line are the proteins before thermal unfolding. The
same markers connected by solid black lines are the thermally unfolded spectra of the protein
and the black closed markers connected by the black line show the respective proteins after
cooling to 25 °C. The spectra show the protein regains the secondary structure upon cooling.
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These spectra were the same for the isotopic protein/solution systems. This shows that
the protein does not refold upon cooling to 23 °C. It has previously been shown that
protein refolding is less likely to occur if the neighbouring protein has greater than 42
% sequence identity [370]. By contrast the spectra before and after heating for the pL
monomers are shown in Figure 3.2.3.6. The spectra show that the majority of structure
is reformed upon cooling to 25 °C.
The thermal denaturation of the polyprotein systems is discussed in Section 3.2.3.3
and the monomers is discussed in Section 3.2.3.4.
3.2.3.3 Thermal denaturation of polyproteins
The thermal denaturation curves for the four (I27)5 and (pL)5 test systems were fitted
as described in Section 2.3.2 using Equation 2.7. The denaturation curves for the (I27)5
protein systems are given in Figure 3.2.3.7. The values from the fits to the data for the four
(I27)5 test systems are given in Table 3.2.3.1. There is not much differentiation between
the melting temperatures of the systems. The least thermally stable is the d(I27)5 in H2O
and the most stable are the (I27)5 systems in D2O.
Figure 3.2.3.7: Thermal denaturation spectra for the (I27)5 systems (left) and a close up
on the transition (right) followed at 222 nm. Open squares: p(I27)5 in H2O, open circles:
d(I27)5 in H2O, closed squares: p(I27)5 in D2O and closed circles:d(I27)5 in D2O. Solid lines
are fits to Equation 2.6. All spectra have a single transition from the folded to unfolded states
suggesting two-state unfolding. There is not a significant difference between the melting
temperatures of the systems. The error bars are the standard error from two repeats of the
thermal denaturation.
The Tm for the (pL)5 are given in Table 3.2.3.2. These were determined by fits to the
spectra given in Figure 3.2.3.8. There is not a significant difference between the melting
temperatures for each of the systems. The least stable is the (pL)5 systems in H2O and
the most stable is the (pL)5 systems in D2O.
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Protein system Wavelength (nm) Tm ± error (°C)
p(I27)5 in H2O 222 48.3 ± 0.5
p(I27)5 in D2O 222 49.3 ± 0.7
d(I27)5 in H2O 222 47.8 ± 0.4
d(I27)5 in D2O 222 49.6 ± 0.1
Table 3.2.3.1: Table of thermal melting temperatures for each of the (I27)5 systems. Thermal
denaturation was followed at 222 nm and the error stated is the standard error from two
repeats.
Protein system Wavelength (nm) Tm ± error (°C)
p(pL)5 in H2O 216 56.5 ± 0.4
p(pL)5 in D2O 216 57.5 ± 0.1
d(pL)5 in H2O 216 56.5 ± 0.5
d(pL)5 in D2O 216 57.4 ± 0.4
Table 3.2.3.2: Table of thermal melting temperatures for each of the (pL)5 test systems.
Thermal denaturation was followed at 216 nm and the error stated is the standard error from
two repeats.
There is a greater difference in the Tm for the I27 systems compared to the pL systems.
3.2.3.4 Thermal denaturation of monomers
The thermal melting of the pL and I27 monomers in all four test systems was reversible.
Therefore the equations outlined in Section 3.2.3 were fit to the data in Origin Pro using
the method outlined in reference [297]. The thermal denaturation curves were fitted by
Equations 3.2–3.5 allowing ∆Cp to be estimated in the fitting. The parameters obtained
from these fitting procedures are given in Table 3.2.3.3 and Table 3.2.3.4 for protein I27
and pL respectively. This fitting procedure enabled ∆H and ∆Cp to be obtained and
therefore enabled ∆Gf,temp to be determined at every temperature. The gradient from
the straight line graph from a plot of −∆Gf,temp against the temperature, T, therefore
enables ∆S to be determined using 1.3 (Gibbs-Helmholtz equation). Additionally, the
Tm was determined by a single transition sigmoidal fit (see Section 2.3.2, Equation 2.7)
for comparison. The thermal denaturation of I27 was followed at 230 nm and 222 nm.
The thermal denaturation of pL was followed at 222 nm. The denatuation curves for I27
and pL are shown in Figures 3.2.3.9 and 3.2.3.10 respectively.
The thermal denaturation of the four I27 monomer test systems indicates larger
differences between Tm of the four test systems compared with the Tm obtained for of
the four (I27)5 test systems. The melting temperature of the d(I27) in H2O is ∼ 4 °C
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Figure 3.2.3.8: Thermal denaturation spectra for the (pL)5 systems (left) and a close up
on the transition (right) followed at 216 nm. Open squares: p(pL)5 in H2O, open circles:
d(pL)5 in H2O, closed squares: p(pL)5 in D2O and closed circles:d(pL)5 in D2O. Solid lines
are fits to Equation 2.6. All spectra have a single transition from the folded to unfolded states
suggesting two-state unfolding. There is not a significant difference between the melting
temperatures of the systems. The error bars are the standard error from two repeats of the
thermal denaturation.
Parameters p(I27) in H2O p(I27) in D2O d(I27) in H2O d(I27) in D2O
Wavelength 222 nm
(a)
Tm (°C) 51.40 ± 0.02 57.89 ± 0.11 47.75 ± 0.10 55.90 ± 0.39
(b)
Tm (°C) 51.40 ± 0.02 57.9 ± 0.1 47.8 ± 0.1 55.9 ± 0.4
∆H (kJmol-1) 273.3 ± 0.8 319.4 ± 0.4 245.7 ± 9.2 298.0 ± 5.7
∆S (Jmol-1K-1) 823.8 ± 2.9 905.6 ± 0.01 766.0 ± 28.0 860.6 ± 13.8
∆Cp
(kJmol-1K-1)
1.68 ± 0.02 1.92 ± 0.01 1.53 ± 0.06 1.81 ± 0.03
Wavelength 230 nm
(a)
Tm (°C) 51.18 ± 0.04 57.67 ± 0.10 47.61 ± 0.10 55.67 ± 0.33
(b)
Tm (°C) 51.18 ± 0.04 57.7 ± 0.1 47.6 ± 0.1 55.8 ± 0.3
∆H (kJmol-1) 272.5 ± 0.4 299.3 ± 1.3 246.5 ± 8.8 290.5 ± 6.7
∆S (Jmol-1K-1) 822.5 ± 0.4 849.7 ± 2.1 769.4 ± 27.3 839.3 ± 15.1
∆Cp
(kJmol-1K-1)
1.71 ± 0.01 1.80 ± 0.01 1.54 ± 0.05 1.76 ± 0.04
Table 3.2.3.3: Parameters governing the thermal denturation of the I27 protein test systems.
(a) The thermal denaturation curves were fitted with Equation 2.7, as outlined in Section 2.3.2,
to obtain Tm. (b) The thermal denaturation curves were fitted using equations 3.2–3.5. The
∆Cp from this fitting procedure will not be accurate but can give an indication of the true heat
capacity. The errors stated are the standard error from two independent unfolding curves.
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Figure 3.2.3.9: Thermal denaturation spectra for the I27 systems (left) and the transition
(right) followed at 222 nm (a) and 230 nm (b). Open squares: p(I27) in H2O, open circles:
d(I27) in H2O, closed squares: p(I27) in D2O and closed circles:d(I27) in D2O. The differences
between the curves are significant suggesting a change in the melting temperature of the
protein. All spectra have a single transition from the folded to unfolded states suggesting
two-state unfolding. Solid lines are fits to Equation 2.6. The error bars are the standard error
from two repeats of the thermal denaturation.
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Figure 3.2.3.10: Thermal denaturation spectra for the pL systems (left) and the transition
(right) followed at 216 nm. Open squares: p(pL) in H2O, open circles: d(pL) in H2O, closed
squares: p(pL) in D2O and closed circles:d(pL) in D2O. There are significant differences
between the melting temperatures of the systems. All spectra have a single transition from
the folded to unfolded states suggesting two-state unfolding. Solid lines are fits to Equation
2.6. The error bars are the standard error from two repeats of the thermal denaturation.
System
Parameters p(pL) in H2O p(pL) in D2O d(pL) in H2O d(pL) in D2O
Wavelength 216 nm
(a)
Tm (°C) 68.5 ± 1.0 72.4 ± 0.1 65.24 ± 0.02 71.2 ± 1.3
(b)
Tm (°C) 68.1 ± 1.2 71.4 ± 1.9 64.6 ± 0.3 72.1 ± 0.2
∆H (kJmol-1) 218.5 ± 38.9 213.9 ± 0.8 174.6 ± 23.4 196.7 ± 6.7
∆S
(kJmol-1K-1)
- - - -
∆Cp
(kJmol-1K-1)
6.11 ± 1.42 5.37 ± 0.01 4.77 ± 0.71 5.44 ± 0.17
Table 3.2.3.4: Parameters governing the thermal denturation of the pL protein test systems.
The parameters were obtained from three different fitting methods (a) and (b). (a) The
thermal denaturation curves were fitted with Equation 2.7, as outlined in Section 2.3.2, to
obtain Tm. (b) The thermal denaturation curves were fitted using equations 3.2–3.5. The
∆Cp from this fitting procedure will not be accurate but can give an indication of the true
heat capacity. The errors stated are the standard error from two independent unfolding curves.
The errors stated are the standard error from two independent unfolding curves.
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lower than the p(I27) in H2O and is 8 °C lower than the p(I27) in D2O. The decrease in
melting temperature for the d(I27) in H2O was also coupled with a decrease in the change
in enthalpy and entropy of unfolding. This suggests that the interactions are weaker
in the d(I27) in H2O system, and potentially that the hydrophobic interaction is less
prominent (hydrophobic interactions are driven by entropy see Section 1.4.3). The largest
change in enthalpy upon unfolding is observed for the I27 proteins in D2O. This could be
attributed to the stronger hydrogen bonds in the solvent. There are some discrepancies
between the change in enthalpy determined for the p(I27) in D2O for the two wavelengths
monitored during unfolding. The entropy of the system was determined from the slope
of the negative ∆Gf,chem (calculated using Equation 3.5) against temperature. There
was a slight curvature in the plots, this graph is shown in the Appendix B. The two I27
systems in D2O also appear to have a larger change of entropy upon folding. The largest
change in the entropy of unfolding is observed for the p(I27) in D2O. The heat capacities
have also been estimated. There is not enough information from a single unfolding curve
in one condition [300] to determine an accurate value for the change in heat capacity
and therefore they will not be discussed in this project. More accurate values could be
obtained from global fitting of thermal denaturation curves in different concentrations of
chemical denaturant.
Figure 3.2.3.11: Bar charts showing the thermal melting temperatures, Tm, for the I27
(left, yellow) and pL (right, yellow) four test systems. The patterned bars are the Tm for the
protein monomer systems and the plain bars are the Tm for the polyprotein systems.
Table 3.2.3.4 gives the parameters obtained from fitting to the thermal denaturation
curves for the four pL monomer test systems in Figure 3.2.3.10. There is only a short
post-transitional baseline in the pL unfolding curves due to the heating limits of the
instrument and the water buffer. The instrument has a maximum temperature of 90 °C,
after this temperature the temperature probe can be damaged. Furthermore around this
temperature, bubbles and condensation can build in the samples. This therefore will lead
to large uncertainties in the fitting parameters of the data. Despite this similar trends of
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Tm were observed between the I27 and pL test systems. These results are summarised in
Figure 3.2.3.11. For the pL systems, the d(pL) in H2O was again found to be the least
thermally stable. The melting temperature was ∼ 3 °C lower than the p(pL) in H2O
and ∼ 7 °C lower than p(pL) in D2O. These differences are similar to those observed for
I27 (4 °C and 8 °C respectively). Despite both systems in D2O being more thermally
stable, the enthalpy obtained from fitting regime (b) suggested the change in enthalpy
was negligible. However, ∆S for the protein L could not be accurately obtained from the
Gibbs free energy (Equation 1.3) due to curvature in a plot of calculated ∆Gf,temp against
∆H (figure shown in Appendix B). This could suggest that the lack of post transitional
baseline causes large errors in the calculated thermodynamic parameters that are not
accounted for from the standard error.
Another result to note is that the polyproteins of pL are significantly destabilised
compared to the monomers. There is an increase in Tm of ∼ 10 °C for the monomer
test systems compared with the polymeric constructs. The differences between the Tms
obtained for the monomeric and polymeric I27 proteins systems are less significant. This
has been observed in a study using chemical denaturation to compare the stability of the
monomer with polyproteins [373]. These studies found that, whilst the I27 polyprotein
had a similar to the monomer, fibronectrin domains showed a significant increase in their
stability within a polyprotein domain. This study suggested that the domains in the
polyprotein were stabilised by inter-domain electrosatic interactions [373]. It appears
as though unfavourable interactions are occuring between the pL monomers within the
polyprotein.
3.2.4 Chemical denaturation of proteins
In order to explore the importance of the primary and secondary isotope effect on the
stability of the folded protein state in these protein systems, equilibrium denaturation was
carried out. Kinetic unfolding experiments were also performed to examine the effect of
isotope substitution the folding and unfolding rates in the I27 and pL test systems. These
experiments were performed on the monomers only. It has previously been shown that
chemical denaturation experiments yield similar results for the poly- and monomeric pro-
teins [217]. Therefore it is assumed that the free energy differences and rates of unfolding
and folding are the same for the monomer and polyproteins.
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3.2.4.1 Equilibrium denaturation
The equilibrium of protein L was carried out in GdnHCl in similar conditions to those
described by Scalley et al. [357]. Folded and unfolding spectra of the pL and I27 test
systems can be found in the Appendix B. The equilibrium of I27 was carried out in
urea using similar conditions as previous studies on this Ig domain [214, 367]. The data
obtained from following the change in intrinsic tryptophan fluorescence followed at a
single wavelength of 320 nm and 328 nm are shown in Figures 3.2.4.1 and 3.2.4.2 for I27
and pL respectively. The spectra were taken at 25 °C to allow direct comparison of the
p(protein) in H2O from previous studies [214, 357, 367, 368].
Figure 3.2.4.1: Normalised chemical denaturation spectra for the I27 systems. Denaturation
of the protein using urea was followed by intrinsic tryptophan fluorescence excited at 280 nm
and followed at 320 nm. Open squares: p(I27) in H2O, open circles: d(I27) in H2O, closed
squares: p(I27) in D2O and closed circles:d(I27) in D2O. The differences between the curves
are significant suggesting that ∆Gu,chem has been affected in all systems. All spectra have a
single transition from the folded to unfolded states suggesting two-state unfolding. Solid lines
are fits to Equation 2.11.
Fits assuming two-state unfolding were used to extract the free energy of unfolding,
∆Gu,chem, and the dependence of the free energy of unfolding on denaturant concentration,
m. The parameters determined are given in Table 3.2.4.1 for both proteins. The trend in
the results are similar as the thermal denaturation. The d(protein) in H2O is the least
stable of all of the systems for both pL and I27. The most stable system in the p(protein)
in D2O for both pL and I27. There are varied results for the d(protein) in D2O. Whilst
the d(I27) in D2O is significantly more stable than the p(I27) in H2O, the d(pL) in D2O
does not significantly differ from the p(pL) in H2O. The value of ∆Gu,chem obtained for
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Figure 3.2.4.2: Normalised chemical denaturation spectra for the pL systems. Denaturation
of the protein using GdnHcl was followed by intrinsic tryptophan fluorescence excited at 280
nm and followed at 328 nm. Open squares: p(pL) in H2O, open circles: d(pL) in H2O, closed
squares: p(pL) in D2O and closed circles:d(pL) in D2O. The differences between the curves
are significant suggesting that ∆Gu,chem has been affected in all systems. All spectra have
a single transition from the folded to unfolded states suggesting two-state unfolding. Solid
lines are fits to Equation 2.11. The right hand figure allows clear differentiation between the
unfolding curves of the four different pL protein systems.
the p(I27) in H2O of 20.6 ± 0.5 kJmol-1 agrees with the previously determined value of
19.3 ± 0.8 kJmol-1. The m value of 8.6 ± 0.2 kJmol-1M-1 is also close to the previously
determined value of 8.0 ± 0.3 kJmol-1M-1.
Protein system ∆Gu,chem (kJmol
-1) m (kJmol-1M-1)
p(I27) in H2O 14.5 ± 0.4 4.2 ± 0.1
p(I27) in D2O 19.3 ± 0.3 4.1 ± 0.1
d(I27) in H2O 10.2 ± 0.3 3.7 ± 0.1
d(I27) in D2O 17.1 ± 0.2 4.2 ± 0.1
p(pL) in H2O 20.6 ± 0.5 8.6 ± 0.2
p(pL) in D2O 22.4 ± 0.6 8.5 ± 0.2
d(pL) in H2O 19.5 ± 0.4 8.8 ± 0.2
d(pL) in D2O 21.0 ± 0.5 8.6 ± 0.2
Table 3.2.4.1: Parameters found from fitting equilibrium denaturation curves with a two
state model for the pL and I27 test systems. The stated errors are determined from the
standard error of the least linear squares fit.
The m value has been found to correlate with the area of protein exposed to the solvent
(solvent accessible surface area or SASA upon unfolding) [374]. The m values determined
for the proteins in these experiments indicate no change in the SASA of the proteins from
deuteration or change in solvent for all proteins. However, there is a slight decrease in the
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m value for the d(I27) in H2O. This may be attributed to the lack of a pre-transitional
baseline in protein denaturation curve.
3.2.4.2 The effect of the backbone deuteration on the kinetics of protein
folding
To determine whether the difference in the m value of the d(I27) in H2O is due to the lack
of a pre-transitional baseline, it can be compared to the total m value mtot, determined
from kinetic unfolding experiments. The mtot can be determined from fitting Equation
2.13 to a chevron plot (see Section 2.3.3.5) where mtot=mu+mf. Chevron plots were
obtained for the p(protein) in H2O and d(protein) in H2O for both I27 and protein L
(Figures 3.2.4.3 and 3.2.4.4 respectively). The results of these experiments are presented
in Tables 3.2.4.2 and 3.2.4.3 for the I27 and pL systems respectively. The results obtained
for the unfolding and refolding rate constants for p(I27) in H2O, 3 × 10-3 s-1 and 1.8 s-1
respectively, are consistent with previous studies under similar conditions (k0u,chem=10.7
× 10-3 s-1 and k0f,chem=1.9 s-1)[214]. Similarly the results obtained for the p(pL) in H2O
(k0u,chem=0.05 s
-1 and k0f,chem=76 s
-1) agree with previous studies (k0u,chem=0.02 s
-1 and
k0f,chem=61 s
-1) [357].
These results indicated that the rate of folding of the d(protein) in H2O is significantly
reduced for both I27 and pL proteins. Despite the large differences in the folding rates,
only small differences were observed in the folding barrier heights. Diagrams of the
energy landscapes for the I27 and pL systems can be found in the Appendix B. The rates
of unfolding of the two protein systems tested (p(protein) in H2O and d(protein) in H2O)
are similar for both protein systems. The values for ∆G0u,chem, obtained from the rate
constants of unfolding and refolding at 0 M denaturant, for both I27 and pL proteins, are
comparable with those obtained from the equilibrium unfolding experiments except for
the d(protein) in H2O pL and I27 systems. The values calculated for these test systems
might be higher in these experiments because they do not depend on a pre-transitional
baseline. Furthermore, the mtot are comparable with those obtained for all systems in
the equilibrium experiments. This suggests the m value for the d(I27) in H2O from
equilibrium is not accurate, this would lead to an underestimation in the ∆Gu,chem.
A slight curvature is observed in the unfolding branch on the chevron plots for the
pL protein systems. This can often suggest the presence of stable intermediates [216]
however, this has not been observed previously for this protein under similar conditions
[367].
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Parameters p(I27) in H2O d(I27) in H2O
k0u,chem (s
-1) 2.92 ± 0.41 × 10-3 3.67 ± 0.44 × 10-3
mu (kJmol
-1M-1) 0.28 ± 0.06 0.26 ± 0.05
k0f,chem (s
-1) 1.79 ± 0.09 0.78 ± 0.05
mf (kJmol
-1M-1) 4.41 ± 0.08 4.44 ± 0.13
∆Gu,chem (kJmol
-1) 15.9 ± 3.2 13.3 ± 1.3
mtot (kJmol
-1M-1) 4.69 ± 0.10 4.70 ± 0.14
Table 3.2.4.2: Table of the values obtained from the fit of a two-state model to the denaturant
dependence on the observed rate for the the: p(I27) in H2O and d(I27) in H2O test systems.
The standard error is determined from standard error from the fit to the curves.
Parameters p(pL) in H2O d(pL) in H2O
k0u,chem (s
-1) 50.9 ± 3.1 × 10-3 65.2 ± 3.5 × 10-3
mu (kJmol
-1M-1) 2.13 ± 0.04 1.98 ± 0.04
k0f,chem (s
-1) 76.1 ± 10.1 39.4 ± 4.7
mf (kJmol
-1M-1) 6.95 ± 0.22 6.68 ± 0.21
∆Gu,chem (kJmol
-1) 18.1 ± 2.6 15.9 ± 2.1
mtot (kJmol
-1M-1) 9.08 ± 0.22 8.66 ± 0.21
Table 3.2.4.3: Table of the values obtained from the fit of a two-state model to the denaturant
dependence on the observed rate for the: p(pL) in H2O and d(pL) in H2O test systems. The
standard error is determined from standard error from the fit to the curves.
3.2.5 Discussion
The results presented here indicate that the deuterated polyprotein and monomers
of I27 and pL can be expressed and purified with a good yield of protein. It was
not necessary to adapt the bacteria to growth on a deuterated carbon source. The
percentage deuteration was above 98 % which is consistent with deuteration of other
proteins [130]. The proteins appear to be correctly folded within both polyprotein and
monomeric constructs for all systems. Furthermore, thermal and chemical denaturation
experiments on the proteins are consistent with results obtained for other proteins
suggesting that the secondary isotope effect destabilises proteins whereas the primary
isotope effect is mostly stabilising. An interesting result is the differences obtained
between the Tm for the pL monomer test systems and polyprotein test systems. It has
been suggested previously that the thermal and chemical stability of a protein is not
affected by incorporation into a polyprotein [217, 255, 367]. However chemical denatura-
tion studies using urea as a denaturant suggested that incorporation of I27 and TNfn3
into a homo polyprotein stabilises the protein fold [373] by decreasing the rate of unfolding.
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Figure 3.2.4.3: Denaturant dependence of the the natural logarithm of observed rate con-
stant, ln(kobs). The folding branch of the chevron plot (left) was obtained by stopped-flow
fluorescence. The unfolding branch of the chevron plot (right) was determined by manual
mixing. The open squares are p(I27) in H2O and the open circles are d(I27) in H2O. The solid
line fit of the kinetic data to a two-state model (Equation 2.13). There are no curves in the
branches of the chevron plot which indicates no presence of intermediates. The error bars are
calculated as the standard error from the average rate determined from exponential fits to the
unfolding or refolding data.
Figure 3.2.4.4: Denaturant dependence of the the natural logarithm of observed rate con-
stant, ln(kobs). The folding branch of the chevron plot (left) was obtained by stopped-flow
fluorescence. The unfolding branch of the chevron plot (right) was determined by manual
mixing. The open squares are p(pL) in H2O and the open circles are d(pL) in H2O. The solid
line fit of the kinetic data to a two-state model (Equation 2.13). There is a slight curve in the
unfolding branch of the chevron plot which may indicate the presence of an intermediate for
both proteins. However, this has not been observed previously for this protein and therefore
could be attributed to the large jump in denaturant concentration to this value. The error
bars are calculated as the standard error from the average rate determined from exponential
fits to the unfolding or refolding data.
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Figure 3.2.5.1: Top: Figure showing box-plots for change in melting temperature in com-
parison to the p(protein) in H2O for different proteins. In total there were 6 d(protein) in D2O
studies (filled circle), 13 p(protein) in D2O (filled square) studies and 10 studies on d(protein)
in H2O (open circle). The markers indicate the average and range of values for the proteins
studied. A negative sign indicates an increase in the melting temperature for this system
compared to the p(protein) in H2O and an positive value means the Tm has decreased. The
differences for the proteins in D2O are similar - both systems are stabilised by similar amounts.
There is a significant decrease in the Tm for the d(protein) in H2O. Bottom: Graph showing
the change in free energy compared with the p(protein) in H2O. In total there were only 3
d(protein) in D2O studies, 7 p(protein) in D2O studies and 5 studies on d(protein) in H2O.
The markers indicate the average and range of values for the proteins studied. A negative
∆∆G indicates an increase in the barrier to unfolding, a positive value indicates the folded
state is destabilised. Generally the p(protein) in D2O are the most stable, the d(protein)
in D2O are slightly more stable than the p(protein) in H2O and the d(protein) in H2O is
always >0 kJ/mol. The data were taken from this report and from references:[130, 137, 160–
162, 170, 375, 376].
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3.2.5.1 Effect of deuterium on the Tm of proteins
Figure 3.2.5.1 (top) shows a summary of some proteins that have been thermally
denatured (including those from this study). It is apparent that the least thermally stable
system is the d(protein) in H2O, for both proteins. This is due to a shorter C-D bond
resulting from reduced vibrational amplitudes of the bond [137]. This decreases the steric
requirement compared with the C-H bond. The most stable are the p(protein) in D2O
and d(protein) in D2O.
The results from this study are varied and are summarised in the bar charts shown
in Figure 3.2.3.11. For the polyproteins systems there are only slight differences between
the melting temperatures of the systems. This could be as a result of the presence of
linkers between the proteins or due to interactions between the protein domains. For
the (I27)5 systems the most significant difference is between the d(I27)5 in D2O and the
d(I27)5 in H2O (1.8 °C). There is also a difference (outside of error) between the d(I27)5
in D2O and the p(I27)5 in H2O (1.3 °C). There is not a significant difference for the other
systems. This is surprising and could be attributed to the large error in the CD data. For
the pL test systems there is a difference of 1 °C between the two least stable (p(protein)5
in H2O and d(protein)5 in H2O) and the two most stable (d(pL)5 in D2O and the p(pL)5
in D2O).
The Tm values observed for the I27 monomer test systems are comparable to those
obtained in the polyprotein construct. However, there was significant differences between
the Tm of the protein in these protein systems that were not observed in the I27
polyprotein systems. This could suggest that using CD to monitor the thermal melting of
polyproteins may obscure differences between the melting temperatures. When a protein
is unfolded in the polyprotein the spectra tends to that of a random coil with a significant
minimum at 215 nm. This minimum is not observed in the monomer test systems. The
differences between the polyprotein and monomer test systems are more pronounced in
the pL test systems, there is an increase in 10 °C in the monomer melting temperatures.
This may suggest that the protein is destabilised in a polyprotein construct or the spectra
is dominated by random coil formation which masks the unfolding of the single protein
domains.
The trend in Tm values obtained from thermal melting temperatures are consistent
with the previous studies. For both proteins there is a decrease of 3-4 °C in the melting
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temperature for the d(protein) in H2O. There is also ∼ 3 °C increase for the d(protein)
in D2O compared to the p(protein) in H2O. The largest increase in Tm is observed for
the p(protein) in D2O. This could suggest that this protein is stabilised by stronger
hydrogen bonds in the protein and/or the solvent and enhanced hydrophobic contacts.
For I27 this is further supported by an increase in the change in enthalpy for the protein.
However, this was not observed for the pL protein but it is challenging to interpret the
pL data due to the shorter post-translational baseline. The I27 data also suggests that
this increase in enthalpy is coupled with an increase in entropy in D2O. This change in
entropy has been observed previously for proteins [137]. This result suggests that it is
entropically favourable for the protein to be unfolded in D2O. The isotopic substitution in
the solvent is therefore thermodynamically stabilising the unfolded state. The folded state
is stabilised by enhanced interactions within the protein. The smallest change in enthalpy
and entropy is associated with the d(protein) in H2O. The smaller change in enthalpy
suggests that some Van der Waals interactions may be lost in the folded state. The
smaller ∆S can be associated with the reduction in steric constraint in this protein [130].
The trends observed in the thermodynamic parameters for I27 are consistent between
the two wavelengths followed. For pL the value for the ∆H fluctuates between the fitting
methods. Furthermore a curvature is observed when trying to determine the change in
entropy, this suggests that the model does not fit the data well. All interpretation of
these data should be taken with caution due to the lack of information governing the
heat capacity. An accurate heat capacity should be determined by performing multiple
experiments at different pH or denaturant concentrations for accurate thermodynamic
parameters [297].
3.2.5.2 Effect of deuterium on the free energy of unfolding
Figure 3.2.5.1 (bottom) also shows a summary of the ∆∆Gu,chem for some proteins that
have been chemically denatured (including those from this study). It is apparent that
the least stable are the d(protein) in H2O. In this chapter, the decrease in stability was
more pronounced for the d(I27) in H2O (∆∆Gu,chem=3.8 kJ/mol) than the d(pL) in H2O
system (∆∆Gu,chem=0.9 kJ/mol). This could suggest that hydrophobic interactions are
more important to the thermodynamical stability of I27 than pL. On the other hand,
the ∆∆Gu,chem, suggests that this difference could be as a consequence of the lack of
pre-transitional baseline in the d(I27) in H2O equilibrium curve. The differences between
the two systems for the two proteins are less pronounced when considering free energies
obtained from kinetic denaturation experiments. This result suggests that caution should
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be taken if the pre- or post- transitional baselines of proteins are short. This could lead
to errors not accounted for by the fit to the data.
Figure 3.2.5.1 also shows that generally proteins in D2O are more stable than those
in H2O. This further suggests that hydrogen bonds stabilise the folded protein. A further
increase is observed for the p(protein) in D2O suggesting that the hydrophobicity is
increased further supporting the idea that the stronger hydrogen bonds in the solvent
leads proteins to form more compact state.
3.2.5.3 How does deuteration of the carbon backbone affect the kinetics of
protein folding?
The results in this study indicate that the unfolding rate of a d(protein) in H2O is similar
to is similar to that of a protiated protein. The most significant difference was observed
in the rate of folding. In both pL and I27 test systems the rate of folding was ∼ 2 ×
slower in the deuterated proteins. Whilst studies have probed the unfolding and refolding
rates of proteins in D2O [170], few studies have probed the kinetics of deuterated proteins.
The results presented here suggest that hydrophobic interactions may play an important
role in protein folding. Furthermore it has been hypothesised that the hydrophobic effect
might be the driving force for changes in protein unfolding [170, 175].There is only a small
change between the unfolding rates of the pL and I27 deuterated and protiated proteins
in H2O systems. This suggests that the barrier to unfolding is the same but the barrier to
folding is higher. This could be further supported by the increase in folding rate observed
for an alternative study of a mutant p(I27) in D2O using SMFS [132]. Comparing the
results of the two proteins yields important information on the kinetics of protein folding.
However, other differences may account for the differences observed such as differences
of the hydration of the nonpolar regions of the protein, it is an important result for the
understanding of the driving force behind protein folding. Exploring the rate of unfolding
at a single molecular level could provide more insightful information about the interactions
governing the protein fold.
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Chapter 4
The effect of hydrogen bond
strength on the mechanical
stability of proteins
4.1 Introduction
Thermal and chemical denaturation suggest that deuteration of the solvent stabilises both
protiated and deuterated proteins. However, deuteration of the protein destabilises the
protein with respect to the protiated protein. To test the direct effect of deuteration on
a specific region of the protein, SMFS experiments are performed on two model protein
systems. To understand the role of the of the different non-covalent interactions, hydrogen
bonds and hydrophobic interactions, it is useful to have information about the region
involved in the rate limiting step of unfolding. In SMFS, the region, that primarily defines
the transition state, is the mechanical clamp region of the two proteins being studied in
this project; protein I27 and protein L. The mechanical clamps of each of the proteins will
initially be discussed in this chapter. The chapter will then go on to discuss how deuterium
effects mechanical stability of proteins in the four protein L and I27 test systems.
4.1.1 The mechanical clamp of protein L
.
Protein L (pL) was first mechanically unfolded by Brockwell et al. (2005) [217]. The
protein was chosen due to its simple topology and hydrogen bonded parallel β-strands.
Simulations have shown that the protein has a simple unfolding pathway. In constant
velocity simulations, there is a steep force response to the extension of its termini followed
by a sharp decrease in the force as the protein unfolds. The unfolding occurs after an
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Figure 4.1.1.1: 3D structure of pL (protein L, PDB code 1HZ6) indicating the position of
the mechanical clamp of the protein (blue). The clamp consists of a shear-supported clamp
motif formed by the four hydrogen bonded β-strands. The hydrogen bonds are illustrated by
the black lines. Contacts between this sheet and the α-helix also contribute to the mechanical
unfolding as identified by mutational studies.
initial extension of 0.11 nm as a single, sharp transition suggests the protein is brittle
[217]. Constant force simulations, where the -N and -C termini are held under constant
tension, indicate that the protein occupies a metastable state that is similar to the native
state of the folded protein. The only structural rearrangement in this protein, before the
main unfolding event, is the rearrangement of the termini in the direction of the force.
This disrupts several contacts between the N- terminal, hydrophobic residues and residues
in a β-strand. The main unfolding event involves the breaking of contacts between the
N- and C- termini β-stands, labelled I and IV in Figure 4.1.1.1. The transitional state
of the protein is highly reproducible and therefore is well defined [217]. The identified
mechanical clamp of pL is shown in Figure 4.1.1.1 [247], it is a shear supported clamp
where two shearing β-strands are sandwiched between additional β-strands.
Mutational studies have also identified a residue isoleucine (I60) that acts a force
’rheostat’ in the protein core and mechanically stabilises the protein [124]. Truncating
this side chain results in a decrease in the mechanical stability. This study illustrated
the importance of hydrophobic contacts to the mechanical clamp region of this protein.
Truncation of side chains only has been shown to only have an effect on the force if the
residues were part of the force bearing region [124]. Therefore, for protein L, hydrophobic
contacts have been shown to be important for the proteins mechanical stability.
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Figure 4.1.2.1: Figure of the 3D structure of I27 (PDB 1TIT) indicating the position of the
mechanical clamp region (red) formed by six hydrogen bonds (black lines) between the A’ and
G strands and hydrophobic contacts with amino acid side-chains. An initial unfolding event
is often observed on the force-extension traces of the protein as a deviation from the WLC on
the unfolding peak. This is due to the breaking of two to three hydrogen bonds (dashed lines)
between the A and B strands.
4.1.2 The mechanical clamp of protein I27
The existence of a mechanical clamp in I27 was first identified using simulations by Lu
et al. in 1998 [243]. The characterisation of the force bearing region was experimentally
verified by SMFS experiments on the protein. This was achieved by performing mutations
to the region of amino acids involved in the clamp region identified by simulations [244].
The clamp consists of 6 hydrogen bonds between the A and G β-strands shown in Figure
4.1.2.1, that are sheared apart when force is applied between the -N and -C termini [218].
Further mutational and computational studies have also highlighted the importance of
hydrophobic side-chain interactions between the A and G-stands and the A’-B and E-F
loops in the mechanical stability of the protein [263]. These results have also highlighted
that contacts between residues in the hydrophobic core are unperturbed at the transition
state of the protein and therefore do not play a significant role in the mechanical stability
of the protein [263]. Figure 4.1.2.2 highlights the important regions within the I27 protein
for mechanical, kinetic and thermodynamic stability. Additional simulations on the w.t.
I27 protein also revealed that the breaking of hydrogen bonds in the mechanical clamp
was mediated by interactions with the water [377]. These water interactions are found to
repeatedly interact with the hydrogen bonds and weaken them.
The mutant I27 protein used in this project maintains the hydrogen bonds in the
clamp region of the protein. However, contacts between C47, found in the D strand, and
amino acids in the D and E strands are assumed to be disrupted [214]. Furthermore,
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Figure 4.1.2.2: Figure illustrating the regions that are important for the mechanical (left)
and thermodynamic (right) stability of protein I27. The figure on the right is coloured accord-
ing to the Φ analysis determined by chemical denaturation experiments on mutated proteins.
Mutations that resulted in low Φ values (∼ 0) are coloured red and mutations that had high Φ
values (>0.7) are coloured blue. Reprinted from Journal of Molecular Biology, 330, Robert B.
Best, Susan B. Fowler, Jos L. Toca Herrera, Annette Steward, Emanuele Paci, Jane Clarke,
Mechanical Unfolding of a Titin Ig Domain: Structure of Transition State Revealed by Com-
bining Atomic Force Microscopy, Protein Engineering and Molecular Dynamics Simulations,
867–877, Copyright (2003), with permission from Elsevier. Reference number [263].
the residue C63, in the loop region between D and E, makes contacts with residues V13,
found in the A strand, residues in the E strand and L84, V86 in the G strand. A mutation
of cysteine to serine should maintain the force bearing contacts however, both A’ and G
strand are involved in the mechanical clamp region.
Mechanical unfolding of a polyprotein containing the mutant I27 yields a regular
sawtooth pattern [214]. A force-extension trace for the mutant I27 is shown in Figure
4.1.2.3. Previous SMFS revealed that each sawtooth peak occurs at a regular distance of
23.1 ± 1.3 nm apart, consistent with previous studies, however the mutant I27 unfolds at
lower forces of 173 pN at 1000 nm/s than an alternative mutant of I27 (see Chapter 3
(206 pN at 1000 nm/s) [214].
Simulations also indicate that mechanical unfolding of I27 occurs via a short-lived
metastable state [217]. This intermediate is observed by a characteristic deviation in the
rising edge of an unfolding peak from a fit of the WLC model to the unfolding curve
for the I27 protein as illustrated in Figure 4.1.2.3 (labelled I). This “hump” feature is
observed in the first few unfolding events and corresponds to an initial extension of the
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Figure 4.1.2.3: Figure illustrating the initial unfolding event observed in force-extension
traces. A) Force extension trace of the (I27)5 C63SC47S mutant. This protein construct
shows the characteristic saw-tooth trace that is observed for the other mutant I27 proteins.
The WLC fit to the saw-tooth trace is shown as the red solid line. A characteristic deviation
from the WLC is observed in the first couple of unfolding peaks. The peak unfolding event
in the force-extension trace corresponds to the intermediate (I) unfolding event. B) A close
up on the first couple of unfolding peaks highlighting the initial unfolding events. A second
WLC has been fit to the intermediate unfolding event - this is typically 3 nm longer than the
initial unfolding event. The ∆Lc between the initial and intermediate unfolding force depends
on the number of unfolded proteins.
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A strand following unfolding from the native fold of I27. This is thought to involve
the rupture of two to three hydrogen bonds between the A and B strands in every
protein domain [243, 339]. This deviation is most prominent in the first few unfolding
events but is also observed in the sequential unfolding events. The distance between
the hump and peak unfolding force decreases as more unfolding events occur. This is
because, in a polyprotein containing five protein domains, the first hump corresponds
to the breaking of the hydrogen bonds in the five protein domains. As the protein
unfolds the hydrogen bonds between the four remaining proteins refold. The hump
on the second unfolding event corresponds to breaking of the hydrogen bonds in four
domains. By the last unfolding event, it is the breaking of the hydrogen bonds in
a single folded protein domain [339]. This unfolding event makes this protein an
excellent candidate to study. Not only does this protein allow investigations into the
affect of deuterium on the mechanical stability of the stable intermediate, it will al-
low direct testing of the strength of two hydrogen bonds in the native states in the protein.
4.1.3 Objectives
SMFS experiments to probe the force bearing regions of the two proteins will enable the
importance of different interactions to be investigated. Protein L has a mechanical clamp
motif that involves hydrogen bonds and hydrophobic contacts. I27 has a clamp motif
that involves the shearing of 6 hydrogen bonds and interactions between the side chains
in the A’ and G stands but also requires interactions with water molecules to weaken the
hydrogen bonds before unfolding. Furthermore an initial unfolding event, involving just a
few hydrogen bonds, occurs before the unfolding of the stable intermediate. The force of
this intermediate can be measured [365]. The objectives of this chapter are as follows:
• Determine the change in mechanical stability for the four pL test systems to deter-
mine the importance of hydrogen bonds and hydrophobic interaction on the unfold-
ing force.
• Determine the change in mechanical stability for the four I27 test systems to deter-
mine the importance of hydrogen bonds and solvent on the unfolding force of the
stable intermediate.
• Determine whether a change in unfolding force is observed for the initial breaking
of two or three hydrogen bonds in the I27 protein systems.
For each mechanical unfolding experiment, traces containing 2–5 unfolding forces were
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accepted. Examples of such traces are shown in Figure 4.1.3.1.
Figure 4.1.3.1: Typical force extension traces for I27 accepted in mechanical unfolding
experiments in this project. Between two (bottom,right) and five (top, left) unfolding events
were accepted for analysis.
4.2 The mechanical stability of pL
In order to assess the effect of deuterium on the mechanical stability of pL, mechanical
unfolding experiments were carried out on the four polyprotein test systems. These are
the p(pL)5 in H2O, p(pL)5 in D2O, d(pL)5 in H2O and d(pL)5 in D2O. Proteins me-
chanically unfolded in D2O and H2O were isotopically exchanged before each experiment
to ensure isotope atoms in the exchangeable hydrogen positions were identical to the
solvent. Each system was mechanically unfolded in 63 mM sodium phosphate buffer, pH
7.4 at four velocities (160 nm/s, 400 nm/s, 1000 nm/s and 2000 nm/s). Unfolding of
the full polyprotein construct was observed for each system at every velocity. Examples
of these are shown in Figures 4.2.0.1–4.2.0.4. Observation of the maximum number of
possible unfolding events suggested the protein constructs were fully folded and did not
degrade. An increase in the peak-to-peak distance, xp, with velocity was observed for
each system. This increase in xp has been observed previously. For p(pL) in H2O the xp
increases from 15.8 to 16.1 nm. The p(pL) in D2O increases from 16.1 to 16.5 nm. The
d(pL) in H2O increases from 16.2 to 16.6 nm and the d(pL) in D2O increases from 16.2
to 16.6 nm. The average xp ± standard deviation for 160 nm/s and 2000 nm/s for each
of the systems was: 16.1 ± 0.1 nm and 16.5 ± 0.1 nm; 16.2 ± 0.1 nm and 16.6 ± 0.1 nm;
15.9 ± 0.1 nm and 16.1 ± 0.1; 16.1 ± 0.1 and 16.6 ± 0.1, for p(pL)5 in H2O, p(pL)5 in
D2O, d(pL)5 in H2O and d(pL)5 in D2O respectively. This is consistent with previous
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Pulling
velocity/nms-1
n Median unfolding
force/pN (SD)
Modal unfolding
force/pN (SD)
Average/pN
(± SE)
p(pL)5 in H2O
160 256 123.2 (31.0) 121.7 (39.2)
77 126.8 (29.1) 121.7 (36.6) 121.6 (± 1.4)
76 124.4 (34.0) 123.9 (45.1)
400 286 142.0 (35.3) 138.0 (45.4)
50 142.9 (29.2) 141.7 (43.1) 139.3 (± 1.2)
118 141.7 (31.8) 138.3 (43.4)
1000 165 157.1 (38.8) 154.0 (43.5)
340 157.2 (37.1) 154.0 (42.2) 158.7 (± 3.0)
136 166 (33.3) 158.8 (42.9)
115 167.5 (36.4) 167.1 (38.6)
2000 230 171.4 (38.6) 168.9 (44.7)
96 174.9 (39.0) 174.2 (37.4) 173.6 (± 2.5)
116 179.8 (43.7) 177.6 (43.7)
Table 4.2.0.1: Summary of unfolding statistics for p(pL)5 in H2O in 63 mM sodium phos-
phate buffer, pH 7.4 at room temperature.
n is the number of data points
The modal unfolding force is obtained from a Gaussian fit to the histogram distribution of
the forces SD is the standard deviation or the full width at half height of a Gaussian fit to the
histogram
The average is the average of the modal forces
SE is the standard error in the average
studies where the xp increases from 15.2 ± 0.3 nm to 16.9 ± 0.3 nm [217]. The peaks
were all fit by an average change in contour length, Lc=19.0 and persistence length of 0.4
nm which is also consistent with previous studies [217].
Force-frequency histograms were obtained for at least three repeats of each velocity
for every system. Each histogram was fit by a Gaussian to obtain the modal unfolding
force for each experiment. The histograms for each of the systems are shown in Figures
4.2.0.5–4.2.0.8 and the unfolding statistics are given in Tables 4.2.0.1–4.2.0.4. The
histograms appear to have similar widths, therefore suggesting that the distance to the
transition step is not perturbed. The force - ln(v) graph is shown in Figure 4.2.0.9. The
forces for the p(pL)5 in H2O agree with those previously obtained by Brockwell et al.
(2002) under similar conditions. Furthermore, the data for all systems can be described
by a linear fit. The graph showing the percent increase between each of the systems and
the p(pL) in H2O is shown in Figure 4.2.0.10. This graph indicates that the systems
in D2O have a higher force than the p(pL) in H2O. The most mechanically stable is
the p(pL) in D2O. This is attributed to an increase in the hydrophobic interaction for
this protein. The average percent increase for this system is ∼ 14 % compared with the
p(pL) in H2O. As expected, a decrease in unfolding force was observed for the d(pL) in
H2O. Deuterated proteins in H2O are typically found to be destabilised as a result of a
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Pulling
velocity/nms-1
n Median unfolding
force/pN (SD)
Modal unfolding
force/pN (SD)
Average/pN
(± SE)
p(pL)5 in D2O
160 81 149.2 (41.5) 143.9 (38.7)
58 145.9 (38.8) 143.9 (28.5) 143.5 (± 0.5)
67 148.1 (32.8) 142.5 (44.7)
400 128 165.1 (30.0) 160.9 (43.0)
180 167.3 (31.3) 160.4 (33.3) 160.2 (± 0.4)
60 164.1 (41.9) 159.4 (54.8)
1000 232 182.9 (36.7) 178.5 (36.9)
105 184.0 (39.2) 178.5 (48.4) 178.3 (± 0.2)
108 177.3 (36.8) 177.9 (48.4)
2000 82 202.8 (47.8) 199.0 (44.5)
100 199.5 (41.7) 197.2 (33.4) 191.1 (± 4.1)
70 185.1 (30.5) 182.2 (25.2)
178 187.8 (36.0) 186.6 (50.0)
Table 4.2.0.2: Summary of unfolding statistics for p(pL)5 in D2O in 63 mM sodium phos-
phate buffer, pH 7.4 at room temperature.
n is the number of data points
The modal unfolding force is obtained from a Gaussian fit to the histogram distribution of
the forces SD is the standard deviation or the full width at half height of a Gaussian fit to the
histogram
The average is the average of the modal forces
SE is the standard error in the average
Pulling
velocity/nms-1
n Median unfolding
force/pN (SD)
Modal unfolding
force/pN (SD)
Average/pN
(± SE)
d(pL)5 in H2O
160 158 116.8 (31.9) 110.9 (42.8)
84 116.8 (28.3) 115.1 (42.5) 111.8 (± 1.7)
107 114.6 (41.9) 109.5 (42.5)
400 159 135.3 (35.2) 130.9 (44.1)
105 133.0 (44.3) 128.2 (45.0) 128.8 (± 1.1)
90 131.3 (32.2) 127.3 (39.9)
1000 89 155.0 (35.4) 150.4 (49.4)
86 152.1 (40.6) 150.1 (34.4) 148.4 (± 1.8)
91 148.3 (32.5) 144.8 (42.4)
2000 183 168.2 (38.3) 163.1 (44.1)
110 167.4 (44.7) 167.8 (46.7) 163.5 (± 2.4)
131 162.6 (38.1) 159.6 (54.0)
Table 4.2.0.3: Summary of unfolding statistics for d(pL)5 in H2O in 63 mM sodium phos-
phate buffer, pH 7.4 at room temperature.
n is the number of data points
The modal unfolding force is obtained from a Gaussian fit to the histogram distribution of
the forces SD is the standard deviation or the full width at half height of a Gaussian fit to the
histogram
The average is the average of the modal forces
SE is the standard error in the average
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Pulling
velocity/nms-1
n Median unfolding
force/pN (SD)
Modal unfolding
force/pN (SD)
Average/pN
(± SE)
d(pL)5 in D2O
160 88 143.4 (34.4) 136.1 (35.8)
120 140.2 (38.3) 135.6 (36.6) 133.2 (± 2.6)
204 133.0 (29.9) 128.0 (39.2)
400 124 155.0 (33.5) 150.2 (40.2)
111 156.4 (32.3) 152.7 (39.0) 150.8 (± 1.0)
201 153.8 (31.1) 149.4 (38.6)
1000 89 171.5 (36.1) 168.8 (52.2)
311 175.3 (34.4) 170.3 (39.6) 169.8 (± 0.6)
192 173.3 (36.3) 170.6 (37.3)
2000 408 195.3 (43.9) 190.6 (51.7)
104 191.1 (31.2) 186.4 (43.3) 186.3 (± 2.5)
129 185.4 (38.1) 181.1 (37.3)
Table 4.2.0.4: Summary of unfolding statistics for d(pL)5 in D2O in 63 mM sodium phos-
phate buffer, pH 7.4 at room temperature.
n is the number of data points
The modal unfolding force is obtained from a Gaussian fit to the histogram distribution of
the forces SD is the standard deviation or the full width at half height of a Gaussian fit to the
histogram
The average is the average of the modal forces
SE is the standard error in the average
Figure 4.2.0.1: Force-extension traces showing mechanical unfolding events for all five do-
mains within the polyprotein in the p(pL)5 in H2O. Force-extension traces were obtained
at four different velocities. The traces show equally spaces peaks for each of the constructs
suggesting the proteins were correctly folded in the polyprotein domain.
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Figure 4.2.0.2: Force-extension traces showing mechanical unfolding events for all five do-
mains within the polyprotein in the p(pL)5 in D2O systems. Force-extension traces were
obtained at four different velocities. The traces show equally spaces peaks for each of the
constructs suggesting the proteins were correctly folded in the polyprotein domain.
Figure 4.2.0.3: Force-extension traces showing mechanical unfolding events for all five do-
mains within the polyprotein in the d(pL)5 in H2O systems. Force-extension traces were
obtained at four different velocities. The traces show equally spaces peaks for each of the
constructs suggesting the proteins were correctly folded in the polyprotein domain.
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Figure 4.2.0.4: Force-extension traces showing mechanical unfolding events for all five do-
mains within the polyprotein in the d(pL)5 in D2O test systems. Force-extension traces were
obtained at four different velocities. The traces show equally spaces peaks for each of the
constructs suggesting the proteins were correctly folded in the polyprotein domain.
reduction in hydrophobicity of proteins [130, 137]. Another interesting result is that a
decrease in 7 % is observed for this system and an increase of 7 % is observed for the
d(pL) in D2O. This suggests that there is an increase in unfolding force of 7 % for an
increase in the hydrophobic interactions for the p(pL) in D2O which is consistent with
the decrease of 7 % for reducing the strength of the hydrophobic interactions.
4.3 The mechanical stability of I27
In order to determine the importance of hydrogen bond strength on the mechanical
stability of I27, mechanical unfolding experiments were also carried out on the four I27
polyprotein test systems. These are the p(I27)5 in H2O
1, p(I27)5 in D2O, d(I27)5 in H2O
and d(I27)5 in D2O. Each system was mechanically unfolded in 63 mM sodium phosphate
buffer, pH 7.4, room temperature at four velocities (160 nm/s, 400 nm/s, 1000 nm/s and
2000 nm/s). Unfolding of the full polyproteins (five protein domains) was observed for
each system at every velocity. Examples of these are shown in Figures 4.3.0.1–4.3.0.4.
Observation of the maximum number of possible unfolding events suggested that the
protein constructs were fully folded and did not degrade. The average peak-to-peak
distance, xp ± standard deviation for each of the systems was 24.0 ± 1.4 nm, 24.2 ± 1.0
nm, 24.1 ± 0.8 nm and 23.9 ± 1.0 for p(I27)5 in H2O, p(I27)5 in D2O, d(I27)5 in H2O
and d(I27)5 in D2O respectively. This is consistent with previous studies where the xp
1Dr Katarzyna Tych obtained a set of data for this system.
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Figure 4.2.0.9: The dependence of force on the logarithm of pulling speed (log(v)). Compar-
ison of the force-log(v) graphs for each of the pL test systems: p(pL)5 in H2O (open squares),
p(pL)5 in D2O (closed squares), d(pL)5 in H2O (open circles) and d(pL)5 in D2O (closed
circles). All are described well by a linear fit.
was found to be 23.1 ± 1.3 nm [214]. The peaks were all fit by an average change in
contour length, Lc=28.0 nm and persistence length of 0.4 nm. This is in agreement with
previous studies where the persistence length was 0.4 nm and ∆Lc was 28 ± 1 nm [214].
Force-frequency histograms were obtained for at least three separate repeats of the
four velocities for every protein system. Each histogram of unfolding forces was fit by
a Gaussian to obtain the modal force of unfolding, FUN. The histograms for each of
the systems are shown in Figures 4.3.0.5–4.3.0.8 and the unfolding statistics are given
in Tables 4.3.0.1–4.3.0.4. Comparing the unfolding force histograms it can be seen that
the distributions are slightly wider for the systems in D2O (Figures 4.3.0.6 and 4.3.0.8).
This could suggest a change in the distance between the folded and transition state. The
average width at half height of Gaussian fits to the histograms for the I27 test systems
are: 31.1 ± 7.6 pN, 36.6 ± 8.3 pN, 33.5 ± 5.4 pN and 36.4 ± 6.5 pN for the p(I27) in
H2O, p(I27) in D2O, d(I27) in H2O and d(I27) in D2O respectively. The force - ln(v)
graph is shown in Figure 4.3.0.9. The forces for the p(I27)5 in H2O agree with those
previously obtained by Brockwell et al. (2002) under similar conditions (see Appendix
C). The pulling speed dependence data, in Figure 4.3.0.9, for all I27 protein-solvent
systems can be described by a linear fit. Inspection of the data shows that the gradients
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Figure 4.2.0.10: The percent increase in the forces for the test systems compared to p)5 in
H2O. p(pL)5 in H2O (open squares), p(pL)5 in D2O (closed squares), d(pL)5 in H2O (open
circles) and d(pL)5 in D2O (closed circles). All are described well by a linear fit. The percent
increases were determined from the experimental forces at each velocity. The dotted line
corresponds to the average percent increase for the p(pL)5 in D2O system, the dashed line
corresponds to the average percent increase for the d(pL)5 in D2O system and the solid line
indicates the position of the average percent increase in the d(pL)5 in H2O system.
Figure 4.3.0.1: Force-extension traces showing the full construct unfolding for the p(I27)5 in
H2O test system. Force-extension traces were obtained at four different velocities. The traces
show equally spaces peaks for each of the constructs suggesting the proteins were correctly
folded in the polyprotein domain.
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Pulling
velocity/nms-1
n Median unfolding
force/pN (SD)
Modal unfolding
force/pN (SD)
Average/pN
(± SE)
p(I27)5 in H2O
160 45 159.8 (35.9) 155.6 (24.9)
34 153.3 (43.0) 152.4 (29.1) 154.3 (± 2.7)
80 162.0 (34.0) 161.4 (35.8)
24 153.4 (18.7) 147.8 (23.2)
400 82 170.0 (35.3) 166.2 (24.9)
81 177.8 (33.3) 170.5 (36.6) 168.1 (± 1.1)
165 173.8 (21.3) 167.7 (24.3)
1000 75 183.2 (26.6) 179.1 (31.0)
139 181.0 (25.1) 175.8 (30.3) 180.0 (± 2.7)
47 187.2 (32.4) 185.1 (50.0)
2000 43 195.5 (34.2) 194.0 (24.1)
62 192.5 (29.1) 190.9 (29.3) 190.2 (± 1.4)
59 194.5 (27.5) 188.0 (38.1)
29 191.1 (34.7) 188.0 (37.8)
Table 4.3.0.1: Summary of unfolding statistics for p(I27)5 in H2O in 63 mM sodium phos-
phate buffer, pH 7.4 at room temperature.
n is the number of data points
The modal unfolding force is obtained from a Gaussian fit to the histogram distribution of
the forces SD is the standard deviation or the full width at half height of a Gaussian fit to the
histogram
The average is the average of the modal forces
SE is the standard error in the average
Pulling
velocity/nms-1
n Median unfolding
force/pN (SD)
Modal unfolding
force/pN (SD)
Average/pN
(± SE)
p(I27)5 in D2O
160 69 186.1 (34.9) 179.7 (32.6)
58 184.3 (23.8) 178.7 (34.6) 180.6 (± 0.9)
47 187.8 (29.0) 182.3 (33.8)
73 180.9 (37.2) 181.9 (25.1)
400 93 191.9 (34.3) 188.1 (29.8)
73 191.0 (30.6) 188.1 (29.1) 195.2 (± 4.5)
48 200.8 (39.6) 197.9 (27.5)
51 210.8 (30.1) 206.7 (29.3)
1000 84 214.5 (36.3) 208.1 (40.8)
63 215.9 (33.2) 212.3 (32.1) 215.1 (± 2.9)
80 221.8 (44.4) 219.8 (46.9)
115 221.3 (40.1) 220.1 (40.5)
2000 179 224.1 (34.0) 219.4 (38.3)
49 230.2 (41.3) 227.6 (53.4) 224.8 (± 2.3)
94 234.5 (38.9) 229.5 (41.0)
66 221.1 (52.5) 222.6 (50.1)
Table 4.3.0.2: Summary of unfolding statistics for p(I27)5 in D2O in 63 mM sodium phos-
phate buffer, pH 7.4 at room temperature.
n is the number of data points
The modal unfolding force is obtained from a Gaussian fit to the histogram distribution of
the forces SD is the standard deviation or the full width at half height of a Gaussian fit to the
histogram
The average is the average of the modal forces
SE is the standard error in the average
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Pulling
velocity/nms-1
n Median unfolding
force/pN (SD)
Modal unfolding
force/pN (SD)
Average/pN
(± SE)
d(I27)5 in H2O
160 60 161.0 (31.5) 156.1 (34.6)
64 169.1 (26.9) 166.3 (32.8) 161.2 (± 2.2)
58 166.9 (28.1) 162.8 (26.2)
96 164.9 (25.3) 159.7 (31.4)
400 78 176.6 (34.8) 172.2 (25.8)
37 183.2 (25.4) 176.2 (39.5) 175.8 (± 1.9)
89 178.0 (26.7) 174.0 (38.7)
62 181.9 (32.8) 180.8 (37.5)
1000 82 192.1 (30.2) 187.1 (30.7)
71 196.4 (29.0) 191.3 (32.1) 188.7 (± 1.3)
107 191.6 (29.5) 187.6 (29.0)
2000 134 208.4 (33.7) 205.3 (39.9)
152 204.3 (37.0) 200.3 (36.3) 203.0 (± 1.5)
115 207.4 (41.8) 203.4 (44.8)
Table 4.3.0.3: Summary of unfolding statistics for d(I27)5 in H2O in 63 mM sodium phos-
phate buffer, pH 7.4 at room temperature.
n is the number of data points
The modal unfolding force is obtained from a Gaussian fit to the histogram distribution of
the forces SD is the standard deviation or the full width at half height of a Gaussian fit to the
histogram
The average is the average of the modal forces
SE is the standard error in the average
Pulling
velocity/nms-1
n Median unfolding
force/pN (SD)
Modal unfolding
force/pN (SD)
Average/pN
(± SE)
d(I27)5 in D2O
160 62 174.8 (45.3) 171.2 (32.6)
89 174.9 (40.2) 172.3 (36.8) 173.5 (± 1.2)
43 179.5 (30.6) 176.5 (26.1)
53 176.0 (29.1) 174.1 (30.2)
400 83 185.4 (30.1) 180.2 (27.4)
75 190.7 (33.0) 188.0 (32.6) 188.0 (± 4.5)
62 200.4 (51.2) 195.7 (34.6)
1000 80 204.2 (32.7) 203.0 (33.7)
130 210.8 (32.2) 202.9 (39.8) 204.5 (± 1.6)
132 212.2 (41.1) 207.6 (44.3)
2000 90 221.5 (37.0) 221.6 (48.3)
81 227.9 (52.4) 223.4 (41.5) 219.0 (± 2.1)
39 221.9 (28.6) 214.5 (41.0)
113 219.1 (41.7) 216.7 (40.8)
Table 4.3.0.4: Summary of unfolding statistics for d(pL)5 in D2O in 63 mM sodium phos-
phate buffer, pH 7.4 at room temperature.
n is the number of data points
The modal unfolding force is obtained from a Gaussian fit to the histogram distribution of
the forces SD is the standard deviation or the full width at half height of a Gaussian fit to the
histogram
The average is the average of the modal forces
SE is the standard error in the average
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Figure 4.3.0.2: Force-extension traces showing the full construct unfolding for the p(I27)5 in
D2O test systems. Force-extension traces were obtained at four different velocities. The traces
show equally spaces peaks for each of the constructs suggesting the proteins were correctly
folded in the polyprotein domain.
Figure 4.3.0.3: Force extension traces showing mechanical unfolding of the full construct
unfolding for the d(I27)5 in H2O test system. Force-extension traces were obtained at four
different velocities. The traces show equally spaces peaks for each of the constructs suggesting
the proteins were correctly folded in the polyprotein domain.
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Figure 4.3.0.4: Force extension traces showing the full construct unfolding for the d(I27)5 in
D2O test system. Force-extension traces were obtained at four different velocities. The traces
show equally spaces peaks for each of the constructs suggesting the proteins were correctly
folded in the polyprotein domain.
are not significantly different. The percentage increase in the forces, compared to the
p(I27)5 in H2O show a stepwise increase in the unfolding force for the d(I27) in D2O,
p(I27) in D2O and, most suprisingly, d(I27) in H2O (Figure 4.3.0.10). This result is
surprising for the d(I27) in H2O where a decrease in the hydrophobicity was expected to
eliminate hydrophobic contact made by the side chains and decrease the stability of the
protein. However, the increase in force for this system is only marginal (∼ 5%). This
is similar to the percentage difference observed between the d(I27) in D2O and p(I27)
in D2O (4 %). The mechanical stability is most significantly changed as a consequence
of increasing the hydrogen bond strength in the solvent in the p(protein) in D2O (∼
18 %) and d(protein) in D2O (∼ 13 %). The mechanical clamp of I27 is made up of
six hydrogen bonds. Therefore the increase in mechanical stability of the systems in
D2O is not surprising. The average percent increase for the p(I27) in D2O, is ∼ 18 %.
This agrees well with the increase in force observed by Dougan et al. (2008) (17.6 %) [132].
Populations of the intermediate, evidenced by a “hump” in rising edge of early pro-
tein unfolding events, were observed on traces for all I27 test systems. The force of the
intermediate should correspond to force required to break two–three hydrogen bonds.
4.3.0.1 Effect of deuterium on the initial unfolding event of I27
To determine the effect of isotopic substitution on the relevant strength of the native state
of I27 is was necessary to quantify the force at which the deviation to the WLC occurs. A
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Figure 4.3.0.9: The dependence of force on the logarithm of pulling speed (log(v)). Compar-
ison of the force-log(v) graphs for each of the I27 test systems: p(I27)5 in H2O (open squares),
p(I27)5 in D2O (closed squares), d(I27)5 in H2O (open circles) and d(I27)5 in D2O (closed
circles). All are described well by a linear fit.
Figure 4.3.0.10: The percent increase in the forces for the test systems compared to I27
where: p(I27)5 in H2O (open squares), p(I27)5 in D2O (closed squares), d(I27)5 in H2O (open
circles) and d(I27)5 in D2O (closed circles). All are described well by a linear fit. The percent
increases are determined from the experimental forces. The dotted line corresponds to the
average percent increase for the p(I27)5 in D2O system, the dashed line corresponds to the
average percent increase for the d(I27)5 in D2O system and the solid line indicates the position
of the average percent increase in the d(I27)5 in H2O system.
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two state WLC model has previously been employed to determine the position of the force
[365]. In this project, the change in gradient was determined along the force-extension
profile of an unfolding event. The initial unfolding event should correspond to the
minimum gradient along the force-extension profile. This method was easy to employ and
did not require selection of the unfolding event by eye. The ratio of the initial unfolding
force, FI, to the intermediate unfolding, FUN was also determined to see whether the
hydrophobic interaction was involved in the unfolding of the stable intermediate of the
protein. Figure 4.3.0.11 illustrates the change in gradient along the unfolding curve
of the protein. The minimum closest to the peak unfolding event was taken as the
position of FI. The gradient was taken over 20 points for each increment along the
force-extension trace. The FI was taken to be the average of the 20 points corresponding
to the minimum in the gradient. The initial unfolding force was taken for the first two
peaks on the trace (when present) only, unless the third unfolding event had a well defined
minimum. The initial unfolding events resulted in better resolution in the position of FI
for 160 nm/s, 400 nm/s and 1000 nm/s therefore 2000 nm/s was omitted from the analysis.
System
FI*[pN]/ratio
+
160 nm/s
n
FI[pN]/ratio
400 nm/s
n F
FI[pN]/ratio
1000 nm/s
n
p(I27) in H2O
103.7(33.3)/0.75(0.12) 24 116.2(15.8)/0.71(0.10) 88 116.0(27.3)/0.67(0.11) 18
117.5(32.3)/0.81(0.08) 16 125.2(23.4)/0.73(0.12) 68 121.7(19.9)/0.68(0.11) 68
125.8(24.5)/0.78(0.10) 38 120.5(21.1)/0.69(0.10) 40 118.6(21.4)/0.66(0.11) 40
101.8(25.3)/0.70(0.11) 13
Average (±SE) 112.2(±5.7)/0.76(±0.02) 120.6 (±2.6)/0.71(±0.01) 118.1(±1.8)/0.67(±0.01)
p(I27) in D2O
134.5(30.0)/0.77(0.11) 38 139.7(18.9)/0.73(0.15) 48 135.8(31.8)/0.68(0.12) 53
137.1(21.6)/0.76(0.11) 35 136.4(29.0)/0.77(0.12) 33 137.0(18.5)/0.65(0.11) 23
135.8(31.9)/0.67(0.13) 34 135.9(27.6)/0.76(0.11) 19 137.0(36.0)/0.65(0.14) 50
138.3(23.4)/0.75(0.13) 32 140.7(29.3)/0.66(0.14) 34 141.8(25.1)/0.65(0.11) 55
Average (±SE) 136.4(±0.8)/0.74(0.02) 138.2(±1.2)/0.73(±0.03) 137.9(±1.3)/0.66(±0.01)
d(I27) in H2O
114.8(29.3)/0.77(0.13) 33 120.3(28.0)/0.74(0.09) 44 130.8(23.8)/0.73(0.11) 57
123.6(23.9)/0.77(0.10) 32 124.8(14.4)/0.75(0.12) 21 128.1(23.2)/0.69(0.12) 40
120.0(22.6)/0.77(0.10) 32 121.0(24.0)/0.74(0.11) 54 132.8(29.0)/0.73(0.16) 60
127.0(27.5)/0.79(0.12) 47 130.4(31.4)/0.72(0.13) 32
Average (±SE) 121.3(±2.6)/0.77(±0.01) 124.1(±2.3)/0.73(±0.01) 130.6 (±1.4)/0.71(±0.01)
d(I27) in D2O
134.2(24.4)/0.78(0.12) 30 136.4(25.7)/0.73(0.13) 53 143.3(27.7)/0.68(0.11) 60
136.3(30.9)/0.80(0.13) 61 136.2(30.3)/0.77(0.11) 39 133.4(25.5)/0.71(0.12) 43
135.0(20.6)/0.76(0.10) 19 143.1(25.3)/0.73(0.10) 34 132.2(34.8)/0.64(0.12) 75
138.9(26.2)/0.76(0.13) 30
Average (±SE) 136.1(±1.0)/0.77(±1.0) 138.6(±2.3)/0.74(±0.01) 137.3(±3.1)/0.67(±0.02)
Table 4.3.0.5: Summary of unfolding statistics for the initial unfolding event for all I27
systems.
* FI refers to median initial unfolding force found by determined from n initial unfolding forces.
The force is determined from a minimum in the gradient along the protein unfolding curve in
a force-extension trace. The value in brackets is the standard deviation of the median. + is
determined as the median ratio of the initial unfolding force/ peak unfolding force (initial:peak)
for every unfolding event. The value in brackets is the standard deviation of the n values. SE
is the standard error in the average initial unfolding force or intial:peak ratio.
The results from the analysis on the initial unfolding event for all four I27 systems are
shown in Figure 4.3.0.12. The forces obtained for the p(I27)5 in H2O are lower than those
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Figure 4.3.0.11: Figure illustrating how the initial unfolding event is determined on a force-
extension trace. The force-extension is graph is shown in black, the WLC is shown in red and
the change in gradient as a function of extension is shown in purple. The first three unfolding
peaks have a clear minimum in the gradient which is taken from initial rise in the force peak,
to the unfolding peak (peaks (1)–(3)). The minima in the gradient are circled. Peaks (4), (5)
and the detachment (for comparison) do no appear to have this minimum in gradient.
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previously obtained (∼ 130 pN [365]). This could be a consequence of using an alternative
method to determine the FI. There is, however, a significant increase (∼ 17 pN compared
with the p(I27) in H2O) in the FI observed for the proteins in D2O, this is attributed to
an increase in hydrogen bond strength. If one assumes the energetic cost for breaking a
hydrogen bond is ∼ 4.5 kJ/mol [46] (≈ 6.5 pNnm, see Section 1.3.2 on hydrogen bonds
in proteins) to the protein stability, then the estimated force to simultaneously rupture 3
hydrogen bonds ∼ 2 A˚ apart would be 114 pN. If the hydrogen bonds within the backbone
of the protein involved deuterium instead of hydrogen then the bond strength is expected
to increase by ∼ 0.4–0.8 kJ/mol [139, 140]. This would lead to a force of ∼ 122–132
which is an increase of ∼ 15 pN. This is in excellent agreement with the results presented
here. The forces for the p(protein) in H2O, d(protein) in D2O and p(protein) in D2O
do not fluctuate with velocity, this suggests this unfolding event is in equilibrium at the
experimental velocities probed. There appears to be a force-log(v) dependence for the
d(I27)5 in H2O. This could suggest that this event is loading rate dependent and therefore
in not in equilibrium. The forces for the other systems are approximately the same within
error for all four velocities. This is because the process is reversible and has been observed
previously [365]. No change was observed for the ratios for each test system within error.
4.3.1 Discussion
The effect of deuteration on the protein and the solvent has been investigated in this chap-
ter to determine how different interactions affect the mechanical unfolding force. This is
the first time a deuterated protein construct has been mechanically unfolded using SMFS.
An alternative protiated I27 mutant has been mechanically unfolded in D2O previously.
This protein was found to unfold at a force 17.6 % higher than the protein in H2O [132].
The results indicate differences in the mechanical response of the proteins in the presence
of deuterium. The mechanical stability is most significantly changed as a consequence of
increasing the hydrogen bond strength in the solvent in p(protein) in D2O. The results
presented may relate to the differences the mechanical clamp regions of the proteins being
probed.
4.3.2 How does deuteration of the solvent affect the mechanical stability
of proteins?
The results presented here suggests that isotopically substituting the hydrogen atoms in
the exchangeable positions within both I27 and pL, by saturation of the protein in D2O,
results in an increase in unfolding force of a protein. The increase in mechanical unfolding
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Figure 4.3.0.12: Graph showing the change in force with log(v), where v is the pulling
velocity, for the initial unfolding event in a force-extension trace Left: and Right: the change
ratio of the initial unfolding force to the peak unfolding force for each test system. The open
squares correspond to the p(I27)5 in H2O, the open circles are the d(I27)5 in H2O, the closed
squares are p(I27)5 in D2O and the closed circles are the d(I27)5 in D2O. The error bars for
the points are the standard error from multiple experiments.
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force for the p(protein) in D2O is consistent with previous findings [132]. This suggests
that it is a result of an increase in hydrogen bond strength and hydrophobicity of the
protein. This is consistent with the thermodynamic data obtained for both proteins. The
folded state of the protein was more stable for both constructs. The percent increase
in the I27 protein was higher than that of protein L (∼ 18 % compared with ∼ 14 %
respectively) suggesting the effect was more pronounced in I27.
The d(protein) in D2O was also more mechanically stable for both pL and I27 test
systems. This was less significant that the increase in mechanical stability observed for
the p(protein) in D2O suggesting that hydrophobic interactions mechanically stabilise
both pL and I27 proteins. An increase in mechanical unfolding force for this protein
system, however, could suggest that simply an increase in hydrogen bond strength results
in a 7% increase in the FUN for both proteins.
The results from the analysis on the initial unfolding event of I27 provide more
evidence that the increase in FUN in D2O is due to an increase in the strength of intra-
molecular hydrogen bonds. This increase has been observed previously for an alternative
mutant, I27 p(protein) in H2O, but was more significant than the increase observed here
(104 pN – 150 pN, compared to 115 pN – 135 pN). The ratio between the peak height
and the initial unfolding event did not lead to conclusive information about the different
interactions involved in the unfolding of the intermediate. It is hard to deconvolute this
data due to large error bars, this suggests this method for determining the unfolding
intermediate may not be sensitive enough to these changes in the system. Furthermore,
the initial unfolding event was included in this analysis and it is unknown whether these
initial unfolding events will affected by interactions between the protein and the substrate.
This chapter has provided evidence that deuteration of the solvent increases the me-
chanical stability of the protein. This increase is observed independently of the type of
clamp of the protein being studied and the function of the protein. Previous studies have
also suggested an increase in rigidity of proteins in D2O [158]. No significant changes
were observed in the WLC fits to the protein unfolding events, however more information
can be obtained about the stiffness of the chain from extraction of the energy landscape
parameters xu and k
0
u,force for simulations. The xu has been related to the malleability of
protein domains [317] and can indicate changes in the number of degrees of freedom of the
protein [378]. This parameter will be determined in Chapter 5.
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4.3.3 How does deuterating the C-H bonds affect the mechanical sta-
bility of a protein?
Full deuteration of a protein involves deuteration of the protein backbone and sidechains.
Typically the deuteration of such hydrogen atoms leads to a destabilised protein in
comparison to the protiated proteins [130, 137]. The results here indicate that the effect
of protein deuteration to the mechanical stability of proteins is complex.
A decrease in unfolding force was observed for the d(pL) in H2O system, whereas,
an increase in force was observed for the d(I27) in H2O. The increase in stability
observed for the d(I27) in H2O could be a result of fewer interactions between the water
and hydrogen bonds in the I27 protein, or an elevation of a frustrated (not optimally
packed) hydrophobic core. However, if it was the latter, the increase of mechanically
stability of p(I27) in D2O might not be as prominent, furthermore the hydrophobic
interactions are not expected to play a dominant role in the mechanical stability of
I27[263]. A combination of mutational studies with SMFS have provided evidence that
the hydrophobic core plays no part in the mechanical stability of I27, whereas chemical
denaturation of this protein does depend on the hydrophobic core [263]. The average
increase in force of the d(I27) in H2O, across the four experimental velocities, is only
marginal (∼ 5 %) therefore changes to the interactions within this system does not appear
to be the major contribution to the mechanical stability of the protein. This suggests that
the contribution of hydrophobic interactions to the mechanical clamp regions of proteins
is context dependent. The pL clamp involved hydrophobic contacts for the mechanical
stability [124] which would explain the decrease in unfolding force. The mechanical
clamp region of I27, however, does not appear to involve hydrophobic contacts. This has
been observed previously for I27. The mechanical unfolding force was not significantly
perturbed in TFE or sodium sulphate. TFE solubolises hydrophobic side-chains, reducing
the hydrophobicity of proteins, and sodium sulphate reduces the rate of unfolding by
stabilising the native contacts in the protein. Despite this, no change was observed when
mechanically unfolding the protein in these two solvents [367].
The results presented here suggest that the type of mechanical clamp is sensitive
to the solvent environment. If hydrophobic interactions are involved in a mechanical
clamp motif it is hypothesised that similar results as d(pL) in H2O would be observed.
However, if the mechanical clamp region is dominated by hydrogen bonds, then a protein
is expected to behave more similarly to I27. In mutational studies, the structure of the
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transition state can be determined by φ-analysis [263, 264]. This will be explored in
chapter 5 to determine if hydrophobic contacts have a significant effect on the structure
of the transition state for the pL protein but not for I27 as hypothesised.
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Chapter 5
Effect of deuterium on the
mechanical unfolding pathway of
proteins
5.1 Introduction
In this chapter theoretical models and computational modelling are used to extract
information from the experimental SMFS data obtained in Chapter 4. The MC simu-
lations are discussed in Section 2.3.9.1. The four systems are the p(protein) in H2O,
p(protein) in D2O, d(protein) in D2O and d(protein) in H2O. These were described in
more detail in Chapter 3. The two model systems chosen to study, and their mechanical
properties, were described in Chapters 3 and 4 respectively. The MC simulations will be
used to obtain an estimate of the xU , the distance between the folded and the transition
state, and k0u,force, the unfolding rate at zero force. In the initial MC simulations,
it is assumed that there is an equal probability of observing two, three, four or five
unfolding events in experiments[124]. However, in SMFS it has been shown that this is
an oversimplification[379–382]. An additional model is considered which also takes this
unequal unfolding probability into account.
When a polyprotein, containing five repeats of a protein, is “picked-up” during
an SMFS experiment, between zero and five unfolding events can be observed in the
force-extension trace. Figure 5.1.0.1 shows four example scenarios of why this might
occur [379]. The stochasticity of this pick-up event in the experiment results in the
total number of traces containing zero, one, two, three, four or five protein unfolding
events to differ in each individual SMFS experiment. The most frequent trace ob-
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Figure 5.1.0.1: Schematic diagram illustrating why unfolding of the full construct might not
always be observed during a SMFS experiment. When the cantilever tip is initially brought
into contact with a surface, a protein may adsorb to the tip. This figure illustrates differ-
ent possible ways a protein may be adsorbed onto the tip. (From left to right) In the first
diagram, all five protein unfolding events may be observed because the tip has adsorbed to
one end of the polyprotein, while the other end is attached to the protein surface. In the
next diagram, two protein domains have non-specifically adsorbed to the surface. Therefore
a maximum of three protein unfolding events will be observed. In the third diagram, the tip
has adsorbed the protein along the polypeptide chain, therefore only three unfolding events
can be observed. In the final schematic, the polyprotein detaches from the tip before full
unfolding has occurred. Reprinted figure with permission from ([379]) as follows: Katarzyna
M. Tych, Megan L. Hughes, James Bourke, Yukinori Taniguchi, Masaru Kawakami, David
J. Brockwell, and Lorna Dougan, Optimizing the calculation of energy landscape parameters
from single-molecule protein unfolding experiments, 91, 012710 and 2017. Copyright (2015)
by the American Physical Society.
served contains no protein unfolding events. As these force-extension traces contain
no information about protein unfolding events, they are not considered for analysis.
However, the number of these traces can be used as a guide to optimise the experiment
and increase the number of protein unfolding events observed. Force-extension traces
in the experiments reported here are only accepted when they contain two or more
protein unfolding events. This therefore results in an unequal unfolding probability
distribution for traces containing two, three, four or five unfolding events. In most
experiments, the number of observed traces containing two unfolding events is substan-
tially higher than observing five unfolding events [379]. In an earlier study on I27, the
probability of observing more than two unfolding events decreased by ∼ 40 % of the
total per unfolding event for a pentameric polyprotein [379]. These unequal probability
distribution of events has also been observed in force-clamp spectroscopy experiments
[381, 382]. In this experiment, for a polyprotein consisting of 12 domains, the dwell time of
the polyprotein chain was dependent on the number of unfolding events “picked-up” [381].
If the forces observed in experimental traces were independent of the number of do-
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Figure 5.1.0.2: Shematic illustrating the unfolding history effect on the unfolding force
of protein domains within a polyprotein. (A) Figure showing a force extension trace for
a polyprotein containing five I27 domains. Each unfolding event is numbered from 1–5, 1
indicates the first unfolding protein event observed, and 5 is the unfolding event corresponding
to the fifth protein unfolding event. D corresponds to the detachment of the chain from the tip
or substrate. (B) Schematic showing the expected unfolding force – event number relationship
due to two competing effects illustrated as the pink and blue straight lines. Pink - as protein
domains unfolding, the number of folded domains decreases. This decreases the probability of
observing an unfolding event at a given force and therefore acts to increase the unfolding force
observed. Blue: As the protein domains unfold, the compliance of the chain increases. This
decreases the effective spring constant of the chain and therefore acts to decrease the unfolding
force of the chain. The combination of the two effects results in a non-linear relationship
between the unfolding force and event number [328].
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mains picked up by the cantilever, an equal unfolding distribution would suffice to describe
the data. However, it has previously been shown that the unfolding force of a single do-
main depends on the “unfolding history” of a polyprotein [328]. Each individual force
peak can be given an event number as shown in Figure 5.1.0.2 (A). The force of each
individual unfolding event (i.e, 1, 2, 3, 4, 5) can be measured for a number of traces at a
particular pulling velocity. A minimum has been observed in the graph of modal unfolding
force against event number (Figure 5.1.0.2). This suggested that the unfolding force of
a single protein domain within a polyprotein construct was dependent on the preceding
unfolding events [328]. The minima in the forces occurs due to the competition between
two effects:
1. The number of protein domains that have unfolded previously and therefore, the
number of protein domains which remain folded
2. The stiffness of the supramolecular scaffold: This depends on the cantilever spring
constant and the polyprotein domain (i.e. the compliance of the chain)
Figure 5.1.0.2 (B) illustrates these effects. These individually influence the loading
rate applied to each folded protein domain; 1. acts to increase the loading rate and 2. acts
to decrease it [328, 379]. As the number of unfolding domains increases, the probability
of a protein unfolding at a given force decreases. This suggests that the unfolding force
would increase with event number. However, as more protein domains unfold, the length,
and therefore compliance of the chain, increases. The increase in compliance decreases
the effective spring constant of the polyprotein and therefore decreases the force required
to unfold a protein domain. The MC simulations used in SMFS experiments incorporate
this effect by measuring the effective spring constant of the protein at every timestep
[328]. Using the MC simulations this unfolding history has been shown to be sensitive to
the number of domains in a polyprotein [328, 383]. Therefore, the unfolding force will
be different if two protein domains were picked up as opposed to five. Incorporating the
unequal unfolding probability observed in the SMFS experiments into the analysis could
be important.
An MC simulation has been developed to include the experimentally observed unfolding
probability distrubution (Figure 5.1.0.1) [379]. In the study by Tych et al. simulations were
used to obtain the energy landscape parameters for an (I27)5 protein using two different
simulations. In the simulations using an equal unfolding probability, the simulations used
a random number generator to determine whether the simulations observed two, three,
four or five proteins unfolding events. This allowed for the observation two, three, four
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or five events to be statistically equally probable. The unequal probability distribution
was computed by averaging the percent observation of each trace containing two, three,
four or five protein unfolding events in each experiment. These percentages were used
to directly determine the number of two, three, four and five unfolding events observed
in the simulation with the assumption that the polyprotein, in the experiment, did not
detach from the tip before all unfolding events were observed. This study showed that
the changes in energy landscape parameters observed using both simulations for the I27
protein were small in these simulations [379]. The equal unfolding distribution resulted in
an xu (distance between the folded state and the transition state) of 0.29 nm and a k
0
u,force
(the rate of unfolding at zero force) of 0.0011 s-1[379]. The simulations with an unequal
unfolding distribution resulted in an xu of 0.28 nm and k
0
u,force of 0.0021 s
-1[379]. In this
study the incorporation of the unequal unfolding probability did not change the energy
landscape parameters obtained from the simulations. However, the spring constant has
also been shown to affect the unfolding history of the polyprotein [328]. The simulations in
this chapter aim to mimic the experimental uncertainty for each experiment independently.
Furthermore, it will incorporate the individual experimental spring constant.
5.1.1 Objectives
The aim of this chapter was to explore a number of different theoretical and computational
models to determine the effect of deuterium on the mechanical properties of pL and I27.
Specifically the objectives of this chapter are as followed:
1. Obtain the energy landscape parameters of the mechanical unfolding energy land-
scape for the I27 and pL proteins from MC simulations.
2. Determine whether the experimentally observed unequal unfolding distribution af-
fects the the energy landscape parameters from the MC simulations.
3. Perform Φ-value analysis on the data to determine whether the structure of the
protein is affected at the transition barrier.
5.2 Obtaining the mechanical unfolding energy landscape
parameters from MC simulations
MC simulations, using the Bell model, (see Section 2.3.9.1) were performed by computing
the unfolding force for each of the four experimental velocities (160 nm/s, 400 nm/s, 1000
nm/s and 2000 nm/s) over incremental steps of xu and k
0
u,force as described in Section
2.3.9.1. These simulations were performed for both I27 and protein L. The log(v) against
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unfolding forces (from the MC) were described well by a linear fit F(log(v):xu, k
0
u) for all
pairs of xu and k
0
u,force. As described in Section 2.3.9.1 the error from fitting the linear
fits from the simulated data to the observed forces was calculated using Equation 5.1[332]:
E(xu, k
0
u) =
1
v2 − v1
∫ v2
v1
[(
F (log (v);xu, k
0
u)− Fbestift(ln (v))
)
Fbestift(ln (v))
]2
dv (5.1)
Two methods were used to determine the line of best fit to the data and the errors
associated with xu, k
0
u,force:
1. Method 1: The residuals between the experimental data and F(log(v):xu, k
0
u)
were computed. The function that best fit the data, F(log(v):best fit), was the
F(log(v):xu, k
0
u) that minimised the squared sum of residuals. The 95 % confi-
dence interval of the F(log(v):best fit) to the data was then computed. This en-
abled the straight lines that span the 95 % confidence interval to be computed,
F(log(v):95,min) and F(log(v):95,max). The range of accepted error was determined
by:
E(xu, k
0
u) =
1
v2 − v1
∫ v2
v1
[
(F (log (v); 95,min[ormax])− Fbestift(ln (v)))
Fbestift(ln (v))
]2
dv (5.2)
The errors F(log(v):95,min) and F(log(v):95,max) were identical. The F(log(v):xu,
k0u) were then compared to F(log(v):best fit) using Equation 5.1. Values of xu, k
0
u
were accepted if they lay within the error determined from the 95 % confidence
interval.
2. Method 2: A fixed xu was assumed for the second method. The xu was taken
as the average xu that determined the F(log(v):best fit) for the four protein L or
I27 test systems. The F(log(v):best fit) for this method was taken as the k0u,force at
the given xu that minimised squared sum of residuals. The error was determined as
above.
Once the k0u,force was obtained, the ∆G
0
u,force could be computed from Equation
5.3[216]. The prefactor is assumed to be A =1×106 s-1 for all I27 and protein L test sys-
tems in H2O [384]. The prefactor has been determined to be inversely proportional to the
viscosity of the solvent. The prefactor, for the proteins mechanically unfolded in D2O, was
corrected for the change in viscosity of D2O, ηD2O (1.113 millipoise [146]), in comparison
to H2O, ηH2O (0.896 millipoise [146]), by scaling by using (AD2O = AηD2O/ηH2O) [132, 385].
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∆G0u,force = −RT ln
(
k0u,force
A
)
(5.3)
If the energy well of the folded protein is assumed to be parabolic and the shape of
the curve unpertubed by force (see Figure 2.3.9.1), the spring constant of the protein can
also be determined using Equation 5.4[213]. The spring constant will indicate whether
the malleability of the protein has been significantly perturbed by deuteration. It has
previously been shown that the rigidity of the protein is affected by D2O [158].
D =
2∆G0TS,force
x2u
(5.4)
5.2.1 The four protein L test systems
xiu x
f
u ∆xu k
i
u,force k
f
u,force ∆k
0
u,force
(nm) (nm) (nm) s-1 s-1 s-1
0.18 0.30 0.01 0.00005 0.17000 0.00005
0.18 0.30 0.0025 0.00005 0.20000 varied
Table 5.2.1.1: The grid of parameters used in the MC simulations of the four pL test systems.
xu is the distance between the folded and transition states and k
0
u,force is the rate of unfolding
at zero force. In this table i indicates the initial value and f indicates the final value. The step
size for the second row of the table was varied logarimically (0.01 logarithmic steps between
log(kiu,force) and log (k
f
u,force). This was done to optimise the simulation time. The unfolded
length of the protein was taken to be 22.25 nm [217], the folded length was 3.7 nm [217],
the average linker lengths were 2.8 nm [217], the temperature was 23 °C and the number of
iterations was 1000.
The parameters presented in Table 5.2.1.1 were used in the MC simulations. The MC
algorithm was iterated 1000 times for each pair of xu and k
0
u,force parameters to obtain
unfolding forces at each of the four experimental velocities.
Method 1
The best fit parameters for each of the protein L systems using the different method
are presented in Table 5.2.1.2. The shaded regions in Figures 5.2.1.1–5.2.1.4 show the
distribution of accepted values of xu and k
0
u,force using Method 1. The error distribution
is elliptical in xu and k
0
u,force for all pL test systems which agrees with previous studies
[217, 264]. The reason the error is not continuous is due to the step size used for
xu. When the step size of xu is reduced, the contours between the error distribution
become more smooth. The best fit parameters for the p(pL) in H2O, xu=0.22 nm and
k0u,force=0.0551 s
-1, agree well with the literature values of xu=0.22 nm and k
0
u,force=0.05
s-1 [217]. Furthermore similar parameters were obtained by running the simulations with
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a smaller stepsize (xu=0.22 nm, k
0
u,force=0.0575 s
-1) suggesting the stepsize used for this
system is valid.
Figure 5.2.1.1: Graph of the accepted k0u,force against xu for the p(pL) in H2O system using
an xu stepsize of 0.1 nm (left) and 0.025 nm (right). The stepsize on the left for k
0
u,force is
0.00005 s-1. The k0u,force were varied on a logarithmic scale with a logarithmic step-size of
0.01. These parameters have errors within the 95 % confidence interval defined by the best
fit parameters (red cross) obtained from MC simulations. Darker grey regions of the contour
graph indicated values with errors close to 0.
Figure 5.2.1.2: Graph of the accepted k0u,force against xu for the p(pL) in D2O system using
an xu stepsize of 0.1 nm (left) and 0.025 nm (right). The stepsize on the left for k
0
u,force is
0.00005 s-1. The k0u,force were varied on a logarithmic scale with a logarithmic step-size of
0.01. These parameters have errors within the 95 % confidence interval defined by the best
fit parameters (red cross) obtained from MC simulations. Darker grey regions of the contour
graph indicated values with errors close to 0.
The xu of the four test systems are the same within error. Therefore the transition
state has not moved with respect to the p(pL) in H2O by deuteration of the protein and
solvent. The rate of unfolding at zero force has changed significantly for the p(pL) in
D2O. The rate is three-fold smaller that the p(pL) in H2O. This results in an increase in
barrier height of 3.4 kJ/mol. Despite the forces of the d(pL) in H2O being 7 % lower than
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Figure 5.2.1.3: Graph of the accepted k0u,force against xu for the d(pL) in H2O system using
an xu stepsize of 0.1 nm (left) and 0.025 nm (right). The stepsize on the left for k
0
u,force is
0.00005 s-1. The k0u,force were varied on a logarithmic scale with a logarithmic step-size of
0.01. These parameters have errors within the 95 % confidence interval defined by the best
fit parameters (red cross) obtained from MC simulations. Darker grey regions of the contour
graph indicated values with errors close to 0.
Figure 5.2.1.4: Graph of the accepted k0u,force against xu for the d(pL) in D2O system using
an xu stepsize of 0.1 nm (left) and 0.025 nm (right). The stepsize on the left for k
0
u,force is
0.00005 s-1. The k0u,force were varied on a logarithmic scale with a logarithmic step-size of
0.01. These parameters have errors within the 95 % confidence interval defined by the best
fit parameters (red cross) obtained from MC simulations. Darker grey regions of the contour
graph indicated values with errors close to 0.
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p(pL) in H2O, the barrier height is not significantly perturbed. In fact the ∆∆G
0
TS,force
is only 0.26 kJ/mol ( where ∆∆G0TS,force = p(pL) in H2O ∆G
0
TS,force - d(pL) in H2O
∆G0TS,force). Similarly the barrier height is not significant perturbed, within error,
for the d(pL) in D2O system in comparison to the p(pL) in H2O (∆∆G
0
TS,force=0.02
kJ/mol). It should be noted that the changes are small between the ∆∆G0TS,force but
more significant between the k0u,force due to the magnitude of the prefactor. The spring
constants (presented in Table 5.2.1.2) using the parameters obtained from this method
indicate an insignificant change in the stiffness of the pL test systems.
Variable System
Method 1 p(pL) in H2O p(pL) in D2O d(pL) in H2O d(pL) in D2O
B.f. xu (nm) 0.22 0.23 0.23 0.21
Min xu (nm) 0.21 0.22 0.22 0.20
Max xu (nm) 0.24 0.24 0.25 0.23
Average xu (nm) 0.22 0.23 0.23 0.21
Sd xu (nm) 0.01 0.01 0.01 0.01
B.f. k0u,force (s
-1) 55.1 ×10−3 15.2 ×10−3 69.1 ×10−3 44.4 ×10−3
Max k0u,force (s
-1) 82.3 ×10−3 22.5 ×10−3 129.0 ×10−3 68.9 ×10−3
Min k0u,force (s
-1) 22.7 ×10−3 10.1 ×10−3 34.5 ×10−3 20.1 ×10−3
Average k0u,force (s
-1) 56.6 ×10−3 15.8 ×10−3 76.5 ×10−3 43.9 ×10−3
Sd k0u,force (s
-1) 13.4 ×10−3 4.1 ×10−3 20.5 ×10−3 14.8 ×10−3
Av. ∆G0TS,force (kJ/mol) 41.1 43.8 40.4 41.3
Sd ∆G0TS,force (kJ/mol) 0.6 0.7 0.7 0.9
Av. D (N/m) 2.8 2.8 2.6 3.1
Sd D (N/m) 0.1 0.1 0.2 0.2
Method 2 p(pL) in H2O p(pL) in D2O d(pL) in H2O d(pL) in D2O
B.f. xu (nm) 0.22 0.22 0.22 0.22
B.f. k0u,force (s
-1) 55.1 ×10−3 22.5 ×10−3 93.0 ×10−3 32.7 ×10−3
Max k0u,force (s
-1) 60.5 ×10−3 25.0 ×10−3 99.9 ×10−3 34.5 ×10−3
Min k0u,force (s
-1) 52.2 ×10−3 20.6 ×10−3 82.4 ×10−3 28.7 ×10−3
Average k0u,force (s
-1) 56.5 ×10−3 22.7 ×10−3 91.7 ×10−3 31.6 ×10−3
Sd k0u,force (s
-1) 1.8 ×10−3 1.0 ×10−3 3.9 ×10−3 1.5 ×10−3
Av. ∆G0TS,force (kJ/mol) 41.07 42.79 39.88 41.98
Sd ∆G0TS,force (kJ/mol) 0.08 0.11 0.11 0.12
Av. D (N/m) 2.82 2.93 2.74 2.88
Sd D (N/m) 0.01 0.01 0.01 0.01
Table 5.2.1.2: Statistics obtained from MC simulations for the four pL test systems: p(pL)
in H2O, p(pL) in D2O, d(pL) in H2O, d(pL) in D2O. Two methods were used to obtain the
parameters xu; the distance between the unfolded and transition state in a two-state unfolding
energy landscape, k0u,force; the rate of unfolding at zero force, ∆G
0
TS,force; the height of the
transition barrier to unfolding and D; the spring constant of the protein. Method 1 determined
the best fit to the experimental data, allowing xu to vary. Method 2 determined the best fit
to the experimental data assuming a fixed xu. B.f. indicates the best fit parameters. Av.
is the average of the accepted xu and k
0
u,force, Sd is the standard deviation of the values.
The Av. and Sd ∆G0TS,force was the average and standard deviation taken from calculating
∆G0TS,force for every accepted k
0
u,force.
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Figure 5.2.1.5: Graph of Unfolding force against log(Pulling velocity) for the four pL test
systems (as labelled) comparing the experimental and simulated data determined by two
methods. The numbers next to the line indicate the associated xu and the method used to
determine the parameters. Blue: The straight line fit to the simulated data for pair of xu and
k0u,force from method 1 that minimises the error to the experimental data. These are the best
fit parameters to the experimental data. This line minimises the least squares of a weighted
fit to the experimental data. The associated xu are labelled. Green: Straight line fits to the
simulated forces that minimise the error to the experimental data for using method 2 with a
fixed xu of 0.22 nm. The associated best fit k
0
u,force are presented in Table 5.2.1.2. The graph
indicates close agreement between the experimental and simulated data for both methods.
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Method 2
Table 5.2.1.2 give the parameters obtained using the second method described above
where the xu was fixed to 0.22 nm. This significantly reduced the error on the k
0
u,force
and therefore, the ∆GTS,force. This results in a large decrease in error for each of the
systems. In fact for the d(pL) in D2O the decrease is nearly 10 fold. This results in
larger differences in the barrier heights of the four protein L test systems. However, it is
only possible to fix xu if the gradients are similar. A significant difference in gradient can
suggest a change in xu[264]. In the protein L test systems the values of xu were similar
for both methods implemented. Figure 5.2.1.5 illustrate the similarities observed between
the best fit parameters obtained by the two methods and the experimental data. There is
close agreement between the observed unfolding forces in the experiment and simulation.
The spring constants calculated from this method are presented in Table 5.2.1.2. The
results suggest a small increase of ∼ 0.1 N/m in the spring constants of both protiated
and dueterated proteins in D2O.
5.2.2 The four I27 test systems
xiu x
f
u ∆xu k
i
u,force k
f
u,force ∆k
0
u,force
(nm) (nm) (nm) s-1 s-1 s-1
0.16 0.34 0.01 0.00005 0.02000 0.00005
0.185 0.325 0.005 0.00005 0.01500 0.000005
Table 5.2.2.1: The grid of the xu and k
0
u,force parameters used in the MC simulations of
the I27 test systems. Where i indicates the initial value, f indicates the final value and ∆ is
the incremental step size used. The unfolded length of the protein was taken to be 28 nm
[214], the folded length was 4.2 nm (determined from the PDB structure in PyMOL [10]), the
average linker lengths were 2.4 nm, the temperature was 23 °C and the number of iterations
was 1000.
The parameters in Table 5.2.2.1 were used in the MC simulations and 1000 iterations
of the simulation were run for I27. The best fit parameters for each method are presented
in Table 5.2.2.2.
Method 1
The shaded region in Figures 5.2.2.1–5.2.2.4 show the distribution of accepted values
of xu and k
0
u,force for the I27 test systems using method 1. The error distribution is
approximately elliptical in xu and k
0
u,force for all I27 test systems which agrees with
previous studies [217, 264]. This ellipse is narrower in the xu and spans over a large
range of k0u,force. Therefore, the errors associated with the k
0
u,force are typically the same
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Figure 5.2.2.1: Graph of the accepted k0u,force against xu for the p(I27) in H2O system
using an xu stepsize of 0.1 nm (left) and 0.05 nm (right). The stepsize of k
0
u,force is 0.00005
s-1 in both graphs. These parameters have errors within the 95 % confidence interval defined
by the best fit parameters (red cross) obtained from MC simulations. Darker grey regions of
the contour graph indicated values with errors close to 0.
Figure 5.2.2.2: Graph of the accepted k0u,force against xu for the p(I27) in D2O system using
an xu stepsize of 0.1 nm (left) and 0.05 nm (right). The stepsize in both graphs for k
0
u,force
is 0.00005 s-1. These parameters have errors within the 95 % confidence interval defined by
the best fit parameters (red cross) obtained from MC simulations. Darker grey regions of the
contour graph indicated values with errors close to 0.
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Figure 5.2.2.3: Graph of the accepted k0u,force against xu for the d(pL) in H2O system using
an xu stepsize of 0.1 nm (left) and 0.05 nm (right). The stepsize on for k
0
u,force is 0.00005 s
-1
in both graphs. These parameters have errors within the 95 % confidence interval defined by
the best fit parameters (red cross) obtained from MC simulations. Darker grey regions of the
contour graph indicated values with errors close to 0.
Figure 5.2.2.4: Graph of the accepted k0u,force against xu for the d(pL) in D2O system using
an xu stepsize of 0.1 nm (left) and 0.05 nm (right). The stepsize for the k
0
u,force is 0.00005 s
-1
in both graphs. These parameters have errors within the 95 % confidence interval defined by
the best fit parameters (red cross) obtained from MC simulations. Darker grey regions of the
contour graph indicated values with errors close to 0.
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order of magnitude as the k0u,force[264]. The reason the error distributions are not a
continuous contour in Figures 5.2.2.1–5.2.2.4 (left) is due to the step size chosen for xu.
These figures show that the contours of the error distribution become more continuous
for the smaller ∆xu of 0.05 nm as opposed to 0.1 nm. However, increasing the number
of xu or k
0
u,force steps, increases the computational cost of the simulation. The figures
indicate that decreasing the step size of the simulation did not significantly alter the best
fit parameters obtained.
The agreements of the F(log(v):best fit) to the experimental data are shown in Figure
5.2.2.5. The F(log(v):best fit) for each I27 system describe the experimental data well.
The best fit parameters for the p(I27) in H2O system, using method 1, (xu=0.29 nm
and k0u,force=9.5 ×10−4 s-1) agree well with the values obtained by Brockwell et al. of
xu=0.29 nm and k
0
u,force=20.0 ×10−4 s-1 [214]. The slight differences are attributed to
the different methods used to obtain the best fit parameters. However, the values for
p(I27) in D2O are not comparable for those obtained for another mutant of I27 [132].
In this study, the k0u,force was found to decrease in deuterium oxide therefore increasing
the transition barrier height. Method 1 indicates an increase in k0u,force for the protein
used in this project. Furthermore, the study by Dougan et al. 2008, noted no change
in the xu. In this study, the best fit xu has reduced by 0.07 nm. However, the range of
accepted xu and k
0
u,force is large, this causes large errors associated with the k
0
u,force. The
spring constants determined from the values obtained from Method 1 are in Table 5.2.2.2.
These results suggests an increase in ∼ 1.5 N/m for both the protiated and deuterated
I27 proteins due to isotopic substitution in the solvent.
Method 2
Method 2 was also implemented to determine the best fit parameters to the experimental
data for the four I27 test systems. The range of accepted k0u,force within the 95 %
confidence interval of the best fit to the data for the fixed average xu of 0.25 nm was
determined. Whilst fixing xu reduced the error in three of the I27 test systems, it
increased the error in the p(I27) in H2O. The standard deviation of the k
0
u,force for this
system increase from 0.1 × 10-4 s-1 to 10.2 × 10-4. This is a ten-fold increase in the
associated error. Furthermore the simulated forces deviate from the experimental data
(Figure 5.2.2.5). This suggests that fixing xu for the p(I27) in H2O to 0.25 nm is not
valid. Previous studies have determined the xu to be 0.29 nm for this system [214].
To determine whether this xu would adequately describe the four I27 test systems, the
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Variable System
Method 1 p(I27) in H2O p(I27) in D2O d(I27) in H2O d(I27) in D2O
B.f. xu (nm) 0.29 0.23 0.26 0.23
Min xu (nm) 0.28 0.19 0.22 0.20
Max xu (nm) 0.30 0.29 0.31 0.29
Av. xu (nm) 0.29 0.21 0.24 0.22
Sd xu (nm) 0.01 0.02 0.02 0.02
B.f. k0u,force (s
-1) 9.5 ×10−4 20.5 ×10−4 18.5 ×10−4 31.0 ×10−4
Max k0u,force (s
-1) 14.5 ×10−4 157.5 ×10−4 109.0 ×10−4 134.0 ×10−4
Min k0u,force (s
-1) 6.5 ×10−4 1.0 ×10−4 2.0 ×10−4 2.0 ×10−4
Av. k0u,force (s
-1) 10.1 ×10−4 75.1 ×10−4 49.0 ×10−4 63.8 ×10−4
Sd k0u,force (s
-1) 3.3 ×10−4 48.3 ×10−4 31.5 ×10−4 40.2 ×10−4
Av. ∆G0TS,force (kJ/mol)* 51.1 46.4 47.8 46.6
Sd ∆G0TS,force (kJ/mol) 0.8 2.5 2.2 2.2
Av.D (N/m) 2.02 3.53 2.70 3.21
Sd (N/m) 0.08 0.45 0.31 0.37
Method 2a p(I27) in H2O p(I27) in D2O d(I27) in H2O d(I27) in D2O
B.f. xu (nm) 0.25 0.25 0.25 0.25
B.f. k0u,force (s
-1) 50.0 ×10−4 8.0 ×10−4 27.5 ×10−4 13.0 ×10−4
Max k0u,force (s
-1) 69.5 ×10−4 10.5 ×10−4 34.5 ×10−4 16.5 ×10−4
Min k0u,force (s
-1) 35.0 ×10−4 6.0 ×10−4 23.0 ×10−4 10.5 ×10−4
Av. k0u,force (s
-1) 52.3 ×10−4 8.3 ×10−4 28.8 ×10−4 13.5 ×10−4
Sd k0u,force (s
-1) 10.2 ×10−4 1.5 ×10−4 3.3 ×10−4 1.9 ×10−4
Av. ∆G0TS,force (kJ/mol) 47.0 51.0 48.4 49.8
Sd ∆G0TS,force (kJ/mol) 0.5 0.5 0.3 0.4
Av. D (N/m) 2.51 2.75 2.58 2.68
Sd (N/m) 0.03 0.03 0.02 0.02
Table 5.2.2.2: ]
Statistics obtained from MC simulations for the four I27 test systems: p(I27) in H2O,
p(I27) in D2O, d(I27) in H2O, d(I27) in D2O. Two methods were used to obtain the
parameters xu; the distance between the unfolded and transition state in a two-state
unfolding energy landscape, k0u,force; the rate of unfolding at zero force, ∆G
0
TS,force; the
height of the transition barrier to unfolding and D; the spring constant of the protein.
Method 1 determined the best fit to the experimental data, allowing xu to vary. Method
2 determined the best fit to the experimental data assuming a fixed xu. B.f. indicates the
best fit parameters. Av. is the average of the accepted xu and k
0
u,force, Sd is the standard
deviation of the values. The Av. and Sd ∆G0TS,force was the average and standard
deviation taken from calculating ∆G0TS,force for every accepted k
0
u,force. * 1 kBT ≈ 2.46
kJ/mol at 23 °C.
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Figure 5.2.2.5: Graph of Unfolding force against log(Pulling velocity) for the four I27 test
systems (as labelled) comparing the experimental and simulated data determined by two
methods. The numbers next to the associated lines in the key indicate the xu and the method
used to determine the parameters. Blue: The straight line is the fit to simulated forces
from method 1 corresponding to the best fit parameters to the experimental data of xu and
k0u,force. This line minimises the least squares of a weighted fit to the experimental data. The
associated xu are labelled. Green: Straight line fits to the simulated forces from method 2
which minimise the error to the experimental data for a fixed xu of 0.25 nm. The associated
best fit k0u,force are presented in Table 5.2.2.2. The graph indicates close agreement between
the experimental and simulated data for the d(I27) in H2O, d(I27) in D2O and p(I27) in
D2O using both methods. However, it is apparent the green simulated data deviates from the
experimental data for p(I27) in H2O.
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value of xu was then fixed to the 0.29 nm. The error reduced for all systems. However,
comparisons between the experimental and simulated forces showed that large deviations
are observed between the straight line fit determined from using the best fit parameters
obtained and the I27 systems in D2O. The associated Figure and Table for fixing xu to
0.29 nm can be found in D.
An additional step was performed to reduce the error associated with the k0u,force for
all four systems. It was noted that the best fit xu for the d(I27) in H2O in method 1 was
0.26 nm, which is similar to p(I27) in H2O. The two I27 systems in D2O had smaller xu
than the two I27 systems in H2O. It was therefore assumed that the xu for the two I27
systems in H2O was 0.28 nm. The xu of the two I27 systems in D2O was fixed to 0.23
nm. The values obtained from fixing the xu for the two different solvents are presented in
Table 5.2.2.3. The error is significantly reduced for all test systems and the fits generated
by the best fit parameters agree well with the experimental data (Figure D.1.0.1. The
figure comparing the experimental and simulated forces can be found in the Appendix
D. The spring constants associated with the test systems from this second iteration of
Method 2 are given in Table 5.2.2.3. The data suggests an increase of ∼ 1.0 N/m in the
spring constants of the deuterated and protiated I27 proteins in D2O.
Variable System
Method 2 p(I27) in H2O p(I27) in D2O d(I27) in H2O d(I27) in D2O
B.f. xu (nm) 0.28 0.23 0.28 0.23
B.f. k0u,force (s
-1) 14.5 ×10−4 20.5 ×10−4 8.0 ×10−4 31.0 ×10−4
Max k0u,force (s
-1) 17.0 ×10−4 25.5 ×10−4 10.0 ×10−4 36.0 ×10−4
Min k0u,force (s
-1) 12.5 ×10−4 17.0 ×10−4 6.0 ×10−4 27.5 ×10−4
Average k0u,force (s
-1) 14.8 ×10−4 21.3 ×10−4 8.0 ×10−4 31.8 ×10−4
Sd k0u,force (s
-1) 1.5 ×10−4 2.7 ×10−4 1.4 ×10−4 2.7 ×10−4
Av. ∆G0TS,force (kJ/mol) 50.1 48.6 51.6 47.6
Sd ∆G0TS,force (kJ/mol) 0.3 0.3 0.4 0.2
Av D (N/m) 2.11 3.10 2.18 3.04
Sd D (N/m) 0.01 0.02 0.02 0.02
Table 5.2.2.3: Statistics obtained from MC simulations for the four I27 test systems: p(I27)
in H2O, p(I27) in D2O, d(I27) in H2O, d(I27) in D2O. Method 2 was used to obtain the
parameters xu; the distance between the unfolded and transition state in a two-state unfolding
energy landscape, k0u,force; the rate of unfolding at zero force, ∆G
0
TS,force; the height of the
transition barrier to unfolding and D; the spring constant of the protein. Method 2 determines
the best fit to the experimental data assuming a fixed xu. B.f. indicates the best fit parameters.
Av. is the average of the accepted xu and k
0
u,force, Sd is the standard deviation of the values.
The Av. and Sd ∆G0TS,force was the average and standard deviation taken from calculating
∆G0TS,force for every accepted k
0
u,force.
Figure 5.2.2.6 shows a comparison of all of the straight line fits from the best
fit xu and k
0
u,force parameters determined from each of the methods described. The
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Figure 5.2.2.6: Graph of Unfolding force against log(Pulling velocity) for the four I27 test
systems (as labelled) comparing the experimental and simulated data determined by two meth-
ods. The values in the key indicate the value of the best fit xu and the method used to obtain
the best fit parameters. Blue: The straight line is the fit to simulated forces corresponding
to the best fit parameters to the experimental data of xu and k
0
u,force using method 1. In
some cases this xu was also fixed this is indicated by “and 2” in the key. These line minimises
the least squares of a weighted fit to the experimental data. Green line: The line fit to the
simulated forces for the best fit parameter k0u,force using a fixed xu of 0.25 nm. Pink: Straight
line fits to the simulated forces that minimise the error to the experimental data for a fixed
xu of 0.28 nm, for p(I27) in H2O and d(I27) in H2O, and xu = 0.23 nm for p(I27) in D2O and
d(I27) in D2O. The associated best fit k
0
u,force are given in Table 5.2.2.2. The graph indicates
discrepancies between the experimental and simulated data for some of the fixed xu used in
method 2.
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figure shows that the best fit parameters from method 1 describe the data the best
in each case (dark blue line). The fit to the best fit parameters obtained by fixing
the xu to 0.25 nm (green) for p(I27) in H2O deviates from the experimental data
points. For the other three I27 systems, the straight line fits from setting xu to 0.25
nm describe the data well. It is apparent that fixing the xu to 0.29 nm (cyan) results
in significant deviations from the experimental data in the d(I27) in D2O and p(I27) in
D2O systems. This suggests that the xu has reduced in these systems and therefore the
transition state has moved toward the folded state of the protein. All methods appear
to fit the d(I27) in H2O experimental data well. The largest deviations from the ex-
perimental data in this system arise from setting the xu to 0.28 (pink) and 0.29 nm (cyan).
5.3 Incorporating the unequal probability distributions in
MC simulations
Before incorporating the unequal probability distribution into the MC simulations, the
effect of deuterium on the unfolding history effect was first determined. This was to
see whether the forces were significantly affected for an individual unfolding event in the
polyprotein for each of the pL and I27 test systems.
5.3.1 How does deuterium affect the unfolding history of the protein?
The unfolding history is the consequence of the competition between the number of do-
mains unfolded/remaining folded and stiffness of the supramolecular scaffold. The compli-
ance of the chain therefore will influence this unfolding history, either due to a change in
the cantilever spring constant or the compliance of the polypeptide [328]. It is expected,
for the four I27 and protein L test systems, that the minima in a force-event number graph
should be in the same position across the four protein test systems. This is because the
same number of domains, of equal length, are in the polyprotein and the cantilevers had
similar spring constants (average spring constant: 41.5 ± 0.5 pN/nm protein L and 41.6
± 0.4 pN/nm I27). Forces were obtained for each unfolding event from traces contain-
ing 5 unfolding peaks and a detachment. Each unfolding peak was labelled as shown in
Figure 5.1.0.2 (A). Forces for each unfolding event, in a single force-extension trace, were
normalised to the sum of all unfolding forces observed in the trace. This was to alleviate
errors associated with the spring constant of a fresh cantilever in each experiment. In a
previous study, over 104 traces containing the full unfolding profiles of the polyprotein
were obtained and analysed [328]. The forces for each event (1,2,3,4,5) were pooled into
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histograms and the weighted mean and standard error were obtained. However, it was not
possible to obtain this number of full unfolding profiles for each of the four I27 and protein
L test systems in this thesis. Therefore, the average normalised force and standard error
have been determined for the I27 and protein L test systems. The change of force with
event number will be discussed in this section.
5.3.2 The four protein L test systems
Figure 5.3.2.1: Figure showing how the unfolding force changes with event number for the
pL test systems at each experimental velocity tested. Each event number corresponds to the
order of protein unfolding peaks observed in a force-extension trace for the unfolding of a
full pentameric polyprotein. For example, 5 corresponds to the fifth protein unfolding event
observed before the detachment of a protein from the cantilever. The black line is a linear fit to
the change in experimental normalised forces at 400 nm/s is also plotted to determine whether
there are obvious deviations from a linear increase in force with event number. A minimum
is typically observed in an unfolding force–event number graph[328]. For the p(pL) in H2O,
d(pL) in H2O and p(pL) in D2O it appears that the forces vary linearly with event number.
However, there are large errors associated with the unfolding forces which may obscure the
unfolding history of the polyprotein chain. Despite this, the unfolding forces from the d(pL)
in D2O system show a small deviation from a linear increase in the unfolding force between
event numbers 3 and 4.
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Figure 5.3.2.1 shows the experimental force-event number graphs obtained for the four
protein L test systems. The force appears to increase linearly with event number for this
protein. The experimental normalised forces for the four different experimental velocities
do not overlay well which could suggest compliance affects with the changing velocity.
However, for most unfolding events, the associated error is too large to differentiate the
normalised forces. For comparison, the best fit xu and k
0
u,force from Section 5.2, using
method 1, were used to simulate 1000 perfect traces at each velocity for each protein L
test system. A comparison of the simulated and experimental data is shown in Figure
5.3.2.2. Whilst the experimental normalised forces agree with the simulated normalised
forces, the minima observed in the simulations was not observed in the experimental
traces. The best agreement between the simulated and experimental forces, across all
velocities, was with the d(pL) in D2O system. This system had the highest number of
full unfolding traces observed than the other protein L test systems. The total number
of traces containing the five unfolding events, i.e. the full polyprotein construct can be
found in the Appendix D.
5.3.3 The four I27 test systems
Figure 5.3.3.1 illustrates the change in force with event number graphs obtained for the
four I27 test systems. Whilst there appear to be some deviations from a linear increase
in force for the p(I27) in H2O, p(I27) in D2O and d(I27) in D2O, it is less clear in the
d(I27) in H2O. A clear deviation may not be observed because are larger errors associated
with the normalised forces for the d(I27) in H2O. It appears as though the minima in
the normalised forces, observed for p(protein) in H2O, occurs later in the I27 systems in
D2O. This could be indicative of an increase in stiffness of the protein due to a change in
the solvent. For comparison, the best fit xu and k
0
u,force from Section 5.2, using Method
1, were used to simulate 1000 perfect traces at each velocity. The agreement between
the normalised simulated forces with the experimental data suggests that the apparent
shift in minimum for the systems in D2O may be an artefact of the small number of
traces containing five protein unfolding events (information given in the Appendix D).
However this could also suggest the xu and k
0
u,force determined from the Bell model does
not adequately describe these systems, better statistics would have to be obtained to make
a fair comparison. Furthermore, the data was simulated from the best fit data collected
in Section 5.2. This MCS assumes an equal unfolding probability distribution. Due to the
lack of ideal traces, this could suggest that the parameters obtained are not the true “best
fit” to the data.
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Figure 5.3.2.2: Figure showing how the unfolding force changes with event number for
the simulated unfolding forces, from 1000 force-extension traces. Simulations were run using
the best fit xu and k
0
u,force for each of the pL test systems at each experimental velocity
tested. Each event number corresponds to the order of protein unfolding peaks observed in
a force-extension trace for the unfolding of a full pentameric polyprotein. For example, 5
corresponds to the fifth protein unfolding event observed before the detachment of a protein
from the cantilever. The simulated data does not overlay well with the experimental data
(faint symbols) for the p(pL) in H2O, d(pL) in D2O and p(pL) in D2O but agrees well with
the data obtained for the d(pL) in D2O. The simulated data, for all systems, suggests a
deviation from a linear increase in the unfolding force occurs at unfolding event number 3.
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Figure 5.3.3.1: Figure showing how the unfolding force changes with event number for the
I27 test systems at each experimental velocity tested. Each event number corresponds to the
order of protein unfolding peaks observed in a force-extension trace for the unfolding of a
full pentameric polyprotein. For example 5 corresponds to the fifth protein unfolding event
observed before the detachment of a protein from the cantilever. The black line is a linear
fit to the change in experimental normalised forces at 400 nm/s is also plotted to determine
whether there are obvious deviations from a linear increase in force with event number. A
minimum is typically observed in an unfolding force–event number graph[328]. For the p(I27)
in H2O and d(I27) in H2O a minimum in the unfolding force seems to occur around event
number 3. This minimum seems to shift to event number 4 for the p(I27) in D2O and d(pL)
in D2O systems.
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Figure 5.3.3.2: Figure showing how the unfolding force changes with event number for the
simulated unfolding forces, from 1000 force-extension traces of the I27 proteins. Simulations
were run using the best fit xu and k
0
u,force for each of the I27 test systems at each experimen-
tal velocity tested. Each event number corresponds to the order of protein unfolding peaks
observed in a force-extension trace for the unfolding of a full pentameric polyprotein. For
example 5 corresponds to the fifth protein unfolding event observed before the detachment of
a protein from the cantilever. The simulated data does overlays well with the experimental
data for all systems (faint symbols). The simulated data, for all systems, suggests a minimum
in the unfolding force occurs at unfolding event number 3.
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5.3.4 MC simulations with an unequal unfolding probability distribution
It has been shown the probability of observing two unfolding events is higher than
observing the full protein construct in SMFS experiments [379, 381]. Furthermore,
previous studies have shown that the mean unfolding force changes with the number of
protein domains in the construct [214, 328, 383]. As the number of protein domains in
the polyprotein construct increases, the mean unfolding force has been shown to decrease
[214, 328, 383]. The MC simulations, unfolding five protein domains, assumes an equal
probability of observing two, three, four or five unfolding domains. Therefore if only two
protein domains were picked up in an experiment the average unfolding force would be
overestimated[379].
(a) (b)
(c) (d)
Figure 5.3.4.1: Figure showing the percent occurrence of force-extension traces containing
2, 3, 4 or 5 pL unfolding events for a pentameric polyprotein for each pL test system. (a)
p(pL) in H2O, (b) d(pL) in H2O, p(pL) in D2O and (d) d(pL) in D2O. The percent occurrence
generally decreases with the number of unfolding events for (a), (b) and (c). In (d) the percent
occurrence does not appear to change with the number of unfolding events.
Figures 5.3.4.1 - 5.3.4.2 show the probability distributions of observed traces con-
taining: two, three, four or five protein unfolding events. There appears to be a bias to
observing two unfolding events than five unfolding events. For the d(pL) in D2O and
p(pL) in H2O experiments, the probability of observing 2, 3, 4 or 5 unfolding events is ∼
25 %. For these two systems the average number of points per experiment was 173 and
150 respectively. The other protein L systems, p(pL) in H2O, d(pL) in H2O and p(pL)
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(a) (b)
(c) (d)
Figure 5.3.4.2: Figure showing the percent occurrence of force-extension traces containing 2,
3, 4 or 5 I27 unfolding events for a pentameric polyprotein for each I27 test system. (a) p(I27)
in H2O, (b) d(I27) in H2O, p(I27) in D2O and (d) d(I27) in D2O. The percent occurrence
generally decreases with the number of unfolding events for all protein test systems.
in D2O, show a bias towards observing traces containing two unfolding events across all
velocities. However, the average number of points per experiment for these protein L
systems were: 150, 116 and 111 for d(pL) in H2O and p(pL) in D2O respectively. This
could suggest that the stochasticity observed in experiments reduces with the number of
traces observed. To determine whether the same effect is observed in the MC simulations,
simulations of 1000, 100 and 30 traces were run to determine the % observation of each
trace. The results of these simulations are shown in Figure 5.3.4.3. As the number of
traces increases, the % occurrence of 2, 3, 4 and 5 unfolding events tends to 25 % as
expected. This suggests that the stochasticity observed in our experiments might not be
an artefact of memory in the system.
To determine whether the xu and k
0
u,force determined from MC simulations are sensitive
to the unequal probability distribution observed in experiments, the MC was adapted to
include the experimental stochasticity. Furthermore, the experimental spring constant
was used to mimic the experiments. Both methods outlined in Section 5.2 were used to
determine the xu and k
0
u,force.
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Figure 5.3.4.3: Bar charts showing the percent occurrence of force-extension traces contain-
ing 2, 3, 4 or 5 unfolding events from simulations of 1000 traces (top), 100 traces (middle)
and 30 traces (bottom). Simulations were performed at 160 nm/s, 400 nm/s, 1000 nm/s and
2000 nm/s. When the number of simulated traces increases, the percent increase of observed
traces increases to 25 %. The dashed red line indicates 25 %.
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5.3.5 The four protein L test systems
The parameters used in the MCS simulations for each of the four pL systems can be
found in the Appendix D. The percentages illustrated in Figure 5.3.4.1 were used in the
simulation. This allowed the number of iterations in the simulation of two, three, four and
five unfolding events to be determined.
Method1
Table 5.3.5.1 outlines the energy landscape parameters obtained using method 1 on
the forces generated by these simulations. A comparison of the agreement between the
simulated forces from the MC simulations incorporating equal, and unequal probability
distributions and the experimental data for the p(pl) in H2O system is given in Figure
5.3.4.1. There appears to be negligible difference between the best fits to the simulated
data and therefore their agreement with the experimental data. This was the same for
the other three pL systems. The figures comparing simulated and experimental data for
these systems can be found in the Appendix D. For method 1, described in Section 5.2,
the xu corresponding to the best linear fit to the experimental data increased by 0.01 nm
for the p(pL) in H2O and d(pL) in D2O. This results in a change in the best fit k
0
u,force
of -4.7 ×10−3 s-1 and -13.5 ×10−3 s-1 for the two systems respectively. These values are
still comparable to the values obtained previously due to the large associated error with
the k0u,force. The xu corresponding with the best linear fit to the experimental data for
the p(pL) in D2O and d(pL) in H2O was unperturbed in these simulations. Furthermore,
only small changes were observed in the k0u,force best fit parameter (+4.2 ×10−3 s-1 and
+8.4 ×10−3 s-1 for p(pL) in D2O and d(pL) in H2O respectively). The associated error
associated with these values is the same order of magnitude as the previous simulations.
The spring constants for each of the protein systems were also determined to see how an
unequal unfolding probability distribution affected the computed stiffness of the protein
and are given in Table 5.3.5.1. Interestingly the average spring constants decreased by
0.1 – 0.4 N/m for all systems when compared to those obtained from an equal unfolding
probability distribution. Whilst inclusion of the unequal unfolding probability distribution
does not alter the energy landscape parameters obtained substantially, differences may
occur between the spring constants. However, there is a large error associated with the
values from method 1 are large therefore fixing xu may provide a better comparison
between the methods.
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Variable System
Method 1 p(pL) in H2O p(pL) in D2O d(pL) in H2O d(pL) in D2O
B.f. xu (nm) 0.23 0.23 0.23 0.22
Min xu (nm) 0.22 0.22 0.22 0.20
Max xu (nm) 0.24 0.24 0.25 0.23
Average xu (nm) 0.23 0.23 0.23 0.22
Sd xu (nm) 0.01 0.01 0.01 0.01
B.f. k0u,force (s
-1) 49.4 ×10−3 19.4 ×10−3 77.5 ×10−3 30.9 ×10−3
Max k0u,force (s
-1) 69.9 ×10−3 28.8 ×10−3 113.3 ×10−3 64.9 ×10−3
Min k0u,force (s
-1) 36.6 ×10−3 13.2 ×10−3 39.8 ×10−3 20.1 ×10−3
Average k0u,force (s
-1) 48.8 ×10−3 20.6 ×10−3 77.8 ×10−3 35.0 ×10−3
Sd k0u,force (s
-1) 11.7 ×10−3 4.7 ×10−3 22.2 ×10−3 9.7 ×10−3
Av. ∆G0TS,force (kJ/mol) 41.5 43.1 40.4 41.8
Sd ∆G0TS,force (kJ/mol) 0.6 0.6 0.7 0.7
Av. D (N/m) 2.6 2.7 2.5 2.9
Sd D (N/m) 0.1 0.1 0.2 0.2
Method 2 p(pL) in H2O p(pL) in D2O d(pL) in H2O d(pL) in D2O
B.f. xu (nm) 0.23 0.23 0.23 0.23
B.f. k0u,force (s
-1) 49.4 ×10−3 19.4 ×10−3 77.5 ×10−3 22.4 ×10−3
Max k0u,force (s
-1) 51.6 ×10−3 20.3 ×10−3 85.0 ×10−3 24.6 ×10−3
Min k0u,force (s
-1) 46.2 ×10−3 18.8 ×10−3 72.6 ×10−3 20.0 ×10−3
Average k0u,force (s
-1) 48.9 ×10−3 19.4 ×10−3 79.0 ×10−3 22.1 ×10−3
Sd k0u,force (s
-1) 1.4 ×10−3 0.4 ×10−3 3.2 ×10−3 1.2 ×10−3
Av. ∆G0TS,force (kJ/mol) 41.43 43.19 40.25 42.85
Sd ∆G0TS,force (kJ/mol) 0.07 0.04 0.10 0.14
Av. D (N/m) 2.599 2.710 2.526 2.677
Sd D (N/m) 0.004 0.006 0.006 0.002
Table 5.3.5.1: Statistics obtained from the MC simulations for the four pL test systems:
p(pL) in H2O, p(pL) in D2O, d(pL) in H2O, d(pL) in D2O. The MC simulations incorporate
the unequal probability distributions observed in SMFS experiments. Two methods were used
to obtain the parameters xu; the distance between the unfolded and transition state in a two-
state unfolding energy landscape, k0u,force; the rate of unfolding at zero force, ∆G
0
TS,force;
the height of the transition barrier to unfolding and D; the spring constant of the protein.
Method 1 determined the best fit to the experimental data, allowing xu to vary. Method
2 determined the best fit to the experimental data assuming a fixed xu. B.f. indicates the
best fit parameters. Av. is the average of the accepted xu and k
0
u,force, Sd is the standard
deviation of the values. The Av. and Sd ∆G0TS,force was the average and standard deviation
taken from calculating ∆G0TS,force for every accepted k
0
u,force.
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Figure 5.3.5.1: Graph of unfolding force against the logarithm of pulling velocity for the
p(pL) in H2O. The graph shows the experimental forces (open squares) and the simulated
forces from the simulation with an equal unfolding probability distribution (grey) or unequal
unfolding probability distribution (red).
Method 2
Method 2, described in Section 5.2, was also implemented for this data and the results from
these simulations are given in Table 5.3.5.1. The average xu for the unequal simulations
increased to 0.23 nm from 0.22 nm for the equal simulations. This small change in xu
did not significantly perturb the height of the energy barrier. The change in ∆G0TS,force
was +0.36 kJ/mol, +0.36 kJ/mol, +0.37 kJ/mol and +0.12 kJ/mol for the p(pL) in H2O,
p(pL) in D2O, d(pL) in H2O and d(pL) in D2O respectively. The spring constants for the
p(pL) in H2O, p(pL) in D2O, d(pL) in H2O and d(pL) in D2O are given in Table 5.3.5.1.
The spring constants for the four pL systems suggests an increase of 0.1 N/m in the
stiffness of the deuterated and protiated protein in D2O. The values obtained from these
unequal probability distribution simulations are ∼ 0.2 N/m lower than those obtained
from the equal unfolding probability distributions. This suggests that the stiffness of the
chain may be sensitive to the unfolding history. This is expected because it will affect the
compliance of the chain which, in turn, would change the effective loading rate [328]. This
result could suggest that the simulations using an equal unfolding probability distribution
may mask some of the changes in the stiffness of a polyprotein.
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5.3.6 The four I27 test systems
The parameters used for each I27 system in these simulations can be found in the Ap-
pendix D. The percentages illustrated in Figures 5.3.4.2 were inputed into the simulation.
This allowed the number of iterations in the simulation of two, three, four and five
unfolding events to be determined.
Method 1
The best fit parameters from method 1 for this method agree well with the values obtained
in Section 5.2.2. For example the p(I27) in H2O system gave an xu = 0.29 nm and
k0u,force = 9.5 ×10−4 s-1 for the MC simulations assuming an equal unfolding probability
distribution. In these simulations the p(I27) in H2O system gave an xu = 0.29 nm and
k0u,force = 12.0 ×10−4 s-1. Therefore there is only a small difference between the k0u,force
(2.5 ×10−4 s-1). Furthermore negligible changes were observed between the agreement of
the simulated unfolding with the experimental unfolding forces for the equal and unequal
unfolding probability distributions (figures are shown in the Appendix D for all I27
systems). Similarly the change in k0u,force for the p(I27) in D2O, d(I27) in H2O and d(I27)
in D2O systems were comparable between the two different simulations: -3.5 ×10−4, -3.0
×10−4 and +12.5 ×10−4 respectively. The spring constant for the p(I27) in H2O was
calculated to be 2.0 ± 0.2 N/m which in comparable with the spring constant obtained
from the simulations using an equal probability distribution (2.02 N/m). Similar results
were observed for the other systems. These results suggested that the computed stiffness
for the I27 systems was not affected by the unequal unfolding probability distribution.
The spring constants for the p(I27) in D2O, d(I27) in H2O and d(I27) in D2O (3.3 ± 0.4
N/m, 2.5 ± 0.3 N/m and 3.1 ± 0.3 N/m respectively) protein systems were similar to
those obtained by the previous simulations.
Method 2
The values of xu were also fixed for the I27 test systems to reduce the error associated with
the k0u,force. The values were fixed using 0.28 nm for the p(I27) in H2O and d(I27) in H2O,
and 0.24 nm for the p(I27) in D2O and d(I27) in D2O. The average xu for the p(I27) in D2O
and d(I27) in D2O was 0.01 nm higher than previously. This did not significantly affect
the best fit k0u,force obtained (-3.5 ×10−4 s-1 for both systems). Therefore the heights of
the barrier obtained from these simulations was not significantly affected (+0.6 and +0.4
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Variable System
Method 1 p(I27) in H2O p(I27) in D2O d(I27) in H2O d(I27) in D2O
B.f. xu (nm) 0.29 0.24 0.27 0.23
Min xu (nm) 0.28 0.20 0.23 0.21
Max xu (nm) 0.32 0.31 0.33 0.28
Average xu (nm) 0.29 0.22 0.25 0.23
Sd xu (nm) 0.02 0.02 0.02 0.02
B.f. k0u,force (s
-1) 12.0 ×10−4 17.0 ×10−4 15.5 ×10−4 43.5 ×10−4
Max k0u,force (s
-1) 28.0 ×10−4 132.5 ×10−4 94.5 ×10−4 122.0 ×10−4
Min k0u,force (s
-1) 3.5 ×10−4 0.5 ×10−4 1.0 ×10−4 4.0 ×10−4
Average k0u,force (s
-1) 13.4 ×10−4 65.2 ×10−4 45.5 ×10−4 67.4 ×10−4
Sd k0u,force (s
-1) 7.8 ×10−4 40.5 ×10−4 29.4 ×10−4 36.6 ×10−4
Av. ∆G0TS,force (kJ/mol) 50.7 46.7 48.1 46.3
Sd ∆G0TS,force (kJ/mol) 1.6 2.5 2.4 1.9
Av. D (N/m) 2.0 3.3 2.5 3.1
Sd D(N/m) 0.2 0.4 0.3 0.3
Method 2 p(I27) in H2O p(I27) in D2O d(I27) in H2O d(I27) in D2O
B.f. xu (nm) 0.28 0.24 0.28 0.24
B.f. k0u,force (s
-1) 18.0 ×10−4 17.0 ×10−4 10.0 ×10−4 27.5 ×10−4
Max k0u,force (s
-1) 19.5 ×10−4 20.0 ×10−4 12.0 ×10−4 32.0 ×10−4
Min k0u,force (s
-1) 14.0 ×10−4 5.0 ×10−4 8.5 ×10−4 23.5 ×10−4
Average k0u,force (s
-1) 18.0 ×10−4 17.0 ×10−4 10.3 ×10−4 27.8 ×10−4
Sd k0u,force (s
-1) 1.1 ×10−4 2.0 ×10−4 1.2 ×10−4 2.7 ×10−4
Av. ∆G0TS,force (kJ/mol) 49.6 49.2 51.0 48.0
Sd ∆G0TS,force (kJ/mol) 0.2 0.3 0.3 0.2
Av. D (N/m) 2.10 2.83 2.16 2.74
Sd D(N/m) 0.01 0.02 0.01 0.01
Table 5.3.6.1: Statistics obtained from the MC simulations for the four I27 test systems:
p(I27) in H2O, p(I27) in D2O, d(I27) in H2O, d(I27) in D2O. The MC simulations incorporate
the unequal probability distributions observed in SMFS experiments. Two methods were used
to obtain the parameters xu; the distance between the unfolded and transition state in a two-
state unfolding energy landscape, k0u,force; the rate of unfolding at zero force, ∆G
0
TS,force;
the height of the transition barrier to unfolding and D; the spring constant of the protein.
Method 1 determined the best fit to the experimental data, allowing xu to vary. Method
2 determined the best fit to the experimental data assuming a fixed xu. B.f. indicates the
best fit parameters. Av. is the average of the accepted xu and k
0
u,force, Sd is the standard
deviation of the values. The Av. and Sd ∆G0TS,force was the average and standard deviation
taken from calculating ∆G0TS,force for every accepted k
0
u,force.
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kJ/mol for the p(I27) in D2O and d(I27) in D2O respectively). The barrier heights were
also similar for the p(I27) in H2O and d(I27) in H2O systems (-0.5 kJ/mol and -0.6 kJ/mol
respectively). Similarly the spring constants were not significantly perturbed. The spring
constant for four I27 test systems are given in Table 5.3.6.1. The differences observed
between the spring constants for the I27 proteins in D2O and H2O is smaller than obtained
in the equal unfolding probability distributions (≈ 0.7 N/m compared with 1.0 N/m). This
may suggest that the equal unfolding probability distribution may overestimate the spring
constants in D2O. Therefore this method may be more sensitive to the small differences
observed in these systems.
5.4 How is the protein structure at the transition state af-
fected by deuterium?
As discussed in Section 1.6.4.1, Φ-value analysis can be performed for proteins that have
been mutated. The Φ-value is defined as:
Φ = 1− ∆∆G
0
TS,force
∆∆G0u,force
(5.5)
Which compares the change in barrier height of the transition barrier, ∆∆G0TS,force,
compared to the change in the free energy difference between the folded and unfolded
state of the protein, ∆∆G0u,force (assuming the folded states have similar energies in
chemical and mechanical denaturation experiments). It measures how much structure
is formed at the transition state relative to the denatured state. A value of 1 indicates
that the structure is fully formed at the transition state and a value of 0 means it is
fully unstructured [264, 386]. Values outside of 0 6 Φ 6 1 are typically disregarded
as an artefact of the experiment [387]. However, it has been suggested, for chemical
denaturation Φ-value analysis, that the Φ-value can be indicative of the a change in the
speed of folding. In fact, for protein folding kinetic, if the Φ-value is less than 0 that the
mutation destabilises the native state of the protein and increases the speed of folding
[387]. The Φ-value analysis has been implemented for each of the four protein systems,
I27 and protein L. It is assumed that deuterium can be treated as a mutation of hydrogen
atoms within the protein. Best et al. (2002) have shown that Φ-value can be determined
from three methods [264].
Method A:
Φ = 1 +RT
ln
(
k0,mutu
k0,w.t.u
)
∆∆Gu,chem
(5.6)
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The Φ-value analysis can be obtained from the unfolding rates obtained from the
Monte Carlo simulations. Where k0,w.t.u is the rate of unfolding of the p(protein) in H2O
and k0,mutu is one of the other test systems. Whilst this method is simple and robust, the
errors in the unfolding rate are large. Therefore the error associated with the Φ-value
analysis is large. Alternatively, by assuming a fixed xu, the error in the unfolding rate
can be greatly reduced.
Method B:
Φ = 1 +RT
ln
(
v0,mut
v0,w.t.
)
∆∆Gu,chem
(5.7)
This Φ-value is determined from the velocities at a given force. Where v0,mut is the
velocity for the test system involving deuterium and v0,w,t is the velocity for the wild type
protein.
Method C:
Φ = 1− RT
FUN,w.t.−FUN,mut
m
∆∆Gu,chem
(5.8)
This Φ-value is determined from the force of each system at a given velocity. Where
FUN,mut is the velocity for the test system involving deuterium and FUN,w,t is the veloc-
ity for the wild type protein and m is the average slope from the four I27 or pL test systems.
Methods B and C are, in principle, the same, as long as the xu does not change, and can
be determined from a line fit with an average slope or directly from the experimental forces
[264]. Methods 1 and 3 are implemented in this chapter on the experimental fit, using
the rate determined from varying xu and the rate obtained from fixing xu. The averages
of the energy landscape parameters obtained from the MC simulations incorporating the
unequal probability were used to determine Φ-values for both pL and I27 protein systems
to determine how deuterium affects the structure of the protein at the mechanical unfolding
transition state.
5.4.1 The four pL test systems
Table 5.4.1.1 presents the results from the Φ analysis on the pL test systems. There are
obvious deviations between the different methods. The value for the d(pL) in D2O is not
within 0 and 1 for all three methods employed. There is also a large error associated
with this value due to the large error associated with ∆∆G0u,chem. It is therefore difficult
interpret these results. The values of Φ for the p(pL) in D2O and d(pL) in H2O, are
taken to be ∼0. It should also be noted that, whilst the Φ-value determined from the MC
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Method A Method C
Line fitc Direct fitd
System ∆∆Gu,chem
a MC 2b F
1000 nm/s
UN F
1000 nm/s
UN
(kJ/mol) Φ (pN) Φ (pN) Φ
p(pL) in H2O – – 158.8 (0.3) – 158.7 (3.0) –
p(pL) in D2O -1.8 (0.8) 0.03 (0.05) 178.9 (0.3) -0.35 (0.15) 178.3 (0.2) -0.32 (0.14)
d(pL) in H2O 1.1 (0.6) 0.07 (0.07) 148.7 (0.4) -0.12 (0.07) 148.4 (1.8) -0.13 (0.24)
d(pL) in D2O -0.4 (0.8) -2.55 (4.51) 170.8 (0.6) -2.58 (4.56) 169.8 (0.6) -2.31 (4.09)
Table 5.4.1.1: Table illustrating the Φ-values obtained for the four pL test systems using
two different methods. The Φ-value is calculated using Φ = 1 − ∆∆G
0
TS,force
∆∆G0u,force
. Method A
uses the unfolding rates obtained from simulations to determine the ∆∆G0TS,force, where
∆∆G0TS,force = −RT k
0,mut
u
k0,w.t.u
. Method B uses forces at a single velocity (1000 nm/s) to
determine the ∆∆G0TS,force using:∆∆G
0
TS,force = RT
FUN,w.t.−FUN,mut
m . a ∆∆Gu,chem =
∆G
p(pL)inH2O
u,chem − ∆Gsystemu,chem values are taken from the equilibrium chemical denaturation ex-
periments outlined in Chapter 4 b k0,w.t.u from MC simulations where the parameters were
obtained using method 2 c Forces from a line fit to the experimental data with average slope
of 20.28 pN d Experimental forces
simulatons is corrected for the change in viscosity of D2O, it was not corrected when using
the line and direct fits. This would result in an over-estimation of the ∆∆G0TS,force for
the pL systems in D2O.
5.4.2 The four I27 test systems
Method A Method C
Line fitc Direct fitd
System ∆∆Gu,chem
a MC 2b F
1000 nm/s
UN F
1000 nm/s
UN
(kJ/mol) Φ (pN) Φ (pN) Φ
p(I27) in H2O – – 182.0 (1.5) – 180.0 (2.7) –
p(I27) in D2O -4.8 (0.5) 1.08 (0.90) 212.5 (1.1) 0.62 (0.08) 215.1 (2.9) 0.56 (0.07)
d(I27) in H2O 4.3 (0.5) 1.32 (0.34) 191.0 (0.7) 1.13 (0.24) 188.7 (1.3) 1.12 (0.39)
d(I27) in D2O -2.6 (0.5) 1.62 (0.40) 204.6 (0.9) 0.48 (0.09) 204.5 (1.6) 0.44 (0.06)
Table 5.4.2.1: Table illustrating the Φ-values obtained for the four I27 test systems using
two different methods. The Φ-value is calculated using Φ = 1 − ∆∆G
0
TS,force
∆∆G0u,force
. Method A
uses the unfolding rates obtained from simulations to determine the ∆∆G0TS,force, where
∆∆GTS,force = −RT k
0,mut
u
k0,w.t.u
. Method B uses forces at a single velocity (1000 nm/s) to
determine the ∆∆G0TS,force using:∆∆G
0
TS,force = RT
FUN,w.t.−FUN,mut
m . a ∆∆Gu,chem =
∆G
p(pL)inH2O
u,chem − ∆Gsystemu,chem values are taken from the equilibrium chemical denaturation ex-
periments outlined in Chapter 4 b k0,w.t.u from MC simulations where the parameters were
obtained using method 2 c Forces from a line fit to the experimental data with average slope
of 20.28 pN d Experimental forces
Table 5.4.2.1 presents the results from Φ-value analysis on the data from mechanical
unfolding experiments on the I27 systems. The data presented again shows large deviations
between the different methods for data interpretation. As the ∆∆GTS,force computed from
the experimental results was not corrected for a change in viscosity, the results may over-
estimate the computed ∆∆G0TS,force for the I27 systems in D2O. Furthermore, there is
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evidence to suggest the xu of the p(I27) in D2O and d(I27) in D2O does change. Therefore
Method C is an oversimplification for these systems. However, it can be noted that the
value of Φ for the d(I27) in H2O is ≈ 1. This suggests the contacts of the protein at the
transition state are native-like, therefore a reduction in the hydrophobic interaction does
not affect these contacts.
5.5 Discussion
The aims of this chapter included obtaining accurate energy landscape parameters for
the pL and I27 test systems to determine how isotopic substitutions within the protein
or solvent affected the energy landscapes of the proteins. Once the parameters were
obtained, Φ-value analysis was implemented to determine how the structure of the protein
was affected by deuterium at the transition state. This can often yield information about
contacts that are important in the mechanical unfolding pathway of a protein [124, 245,
255]. However, it appears as though the values may be hard to interpret in this project
due to the small changes in the ∆Gu,chem[263].
5.5.1 How were the energy landscapes of the proteins affected by iso-
topic substitution?
The initial MC simulations incorporated an equal unfolding probability distributions.
This means there was an equal probability of picking up and unfolding 2, 3, 4 and
5 protein unfolding events in the simulation. The simulations were initially used to
obtained the energy landscape parameters, namely xu and k
0
u,force, for the pL and I27
test systems. Figures 5.2.2.5 and 5.2.1.5, illustrate that there was a close agreement
between the simulated data, yielding the best fit parameters (xu and k
0
u,force), and the
experimental data.
It has previously been shown that the k0u,force, obtained from MC simulations has
large errors associated with it[264, 328]. This error is often the same order magnitude as
the unfolding rate [264, 328]. On the other hand, the error in xu is lower. Two methods
were employed to minimise the errors associated with the energy landscape parameters.
Figures 5.5.1.2 a–d illustrate the energy landscape parameters using method 2 for the
pL test systems. For this method the xu = 0.22 nm was determined from the average
obtained from method 1 allowing xu to vary. Method 2 resulted in a significant decrease
in the error in the average k0u,force without significantly perturbing the associated average
∆G0TS,force. Despite the large differences observed between the unfolding forces and the
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(a) p(pL) in H2O (b) d(pL) in H2O
(c) p(pL) in D2O (d) d(pL) in D2O
Figure 5.5.1.1: Schematic illustrating the 1-D energy landscape for each of the protein test
systems. The k0u,force, ∆G
0
TS,force (calculated using ∆G
0
TS,force = RTln
(
k0u,force
A
)
) xu and
D (spring constant) have been obtained from MC simulations using a fixed xu for all pl test
systems. Fixing xu reduced the error associated with the k
0
u,force (and therefore ∆G
0
TS,force).
Despite the large differences in k0u,force and D, the differences in ∆G
0
TS,force are small. Errors
are the standard deviation of the average values.
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k0u,force determined for each of the pL test systems, small changes were observed in the
height of the transition barriers and spring constants of the test systems.
For example the rate of unfolding d(pL) in H2O increased by ∼ 62 % compared to
the p(pL) in H2O. This translated to a 3 % decrease in the barrier height of the protein.
The small percentage change is due to the prefactor used in the calculation of the barrier
height. However, these results do indicate that the transition state is destabilised with
respect to the folded state for the d(pL) in H2O by ∼ 1 kJ/mol. This could be associated
with a decrease in steric requirement of a C-D bond compared to a C-H bond therefore
lowering the activation energy of protein unfolding [130, 137]. The large increase in the
rate of unfolding could be associated with a reduction in Van der Waals interactions
between side chains therefore causing the protein to favour the unfolded state over the
native state. Furthermore, pL has been shown to contain a force rheostat in the core,
therefore a reduction in the unfolding rate and force was observed [124].
The average rate of unfolding of the p(pL) in D2O decreased by ∼ 60 %. This was
coupled with in increase of barrier height of just ∼ 1.7 kJ/mol. This suggests that more
favourable interactions must be overcome for the protein to unfolding. The decrease in
unfolding rate, and increase in the height of the transition barrier, is consistent with
previous studies on a mutant of I27 [132]. In this study, the decrease in unfolding rate
was attributed to an enhancement of the hydrophobic interaction due to the increase
strength of hydrogen bonds within the solvent.
A ∼ 44 % decrease in unfolding rate of the d(pL) in D2O was also observed in
comparison to the p(pL) in H2O. This could suggest that the decrease observed for the
p(pL) in D2O is also attributed to the increase in the hydrogen bond strength within the
protein or the solvent. However, the ∆∆G0TS,force for the d(pL) in D2O is ≈ 0.9 kJ/mol
using the fixed xu method but only 0.2 kJ/mol using the variable xu method so this
decrease may be an artefact of varying xu.
The increase in transition barrier height between the d(pL) in H2O and d(pL) in
D2O (≈ 2.1 kJ/mol) is larger than the difference observed between the p(pL) in H2O
and p(pL) in D2O (≈ 1.7 kJ/mol). This suggests that the decrease in hydrophobicity in
the d(pL) in H2O c.f in D2O is more destabilising that the increase in hydrophobicity
observed for the p(pL) in D2O compared to H2O.
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It has previously been shown that the destabilisation observed in proteins due to iso-
topic substitution at the non-exchangeable hydrogen sites is more prominent in H2O than
D2O. This means that typically the ∆∆Gu between the p(protein) and d(protein) in H2O
is greater than the ∆∆Gu between the p(protein) and d(protein) in D2O. Interestingly,
this was not observed in the chemical denaturation experiments on the pL test systems
(see Section 3.2.4.1). However, the difference between the ∆∆G0TS,force p(protein) and
d(protein) in H2O is ∼ 1.2 kJ/mol and the difference between the ∆∆G0TS,force p(protein)
and d(protein) in D2O is ∼ 0.8 kJ/mol. This suggests the enhanced destabilisation is
observed at the transition states of pL.
It is also interesting to note that the rates of unfolding for the p(pL) in H2O and d(pL)
in H2O, 56.5 ×10−3 s-1 and 91.7 ×10−3 s-1 respectively, are similar to those obtained
by chemical denaturation experiments, 50.9 ×10−3 s-1 and 65.2 ×10−3 s-1 respectively
(Section 3.2.4.2). This similarity of mechanical and chemical unfolding rates also been
observed previously for structurally homologous protein GB1 [269] and could be indicative
of the interactions important to the protein unfolding. For these proteins, it has been
shown that hydrogen bonds and hydrophobic interactions contribute to the mechanical
and chemical unfolding of the proteins [124, 245]. Therefore, whilst for some proteins,
chemical and mechanical denaturation probe different unfolding pathways [214, 275], we
can hypothesise that proteins involving residues in hydrophobic core along with hydrogen
bonds in their mechanical clamps, may have unfolding rates homologous to those obtained
from chemical denaturation.
This is also supported by the differences observed between the rates of unfolding for
the I27 test systems. It has been shown by Best et al. (2003) that the hydrophobic core
of I27 does not contribute to the mechanical unfolding pathway of the protein but does
contribute to the chemical unfolding rate [263]. The unfolding rate constants for the
p(I27) in H2O and d(I27) in H2O (9.5 ×10−4 s-1 and 18.5 ×10−4 s-1 respectively) are
∼ 3 × and ∼ 2 × smaller, respectively, than that obtained from chemical denaturation
experiments (29.2 ×10−4 s-1 and 36.7 ×10−4 s-1 respectively). This suggests different
unfolding mechanisms probed by the different protein deunaturation techniques and has
been observed for this mutant of I27 previously [214]. This further provides evidence that
the unfolding mechanism of I27 is dominated by hydrogen bonds, as suggested in Chapter
4, whereas chemical denaturation involves hydrogen bonds and hydrophobic interactions.
Whilst it appears that fixing xu in the pL systems appears to not significantly alter
223
(a) p(I27) in H2O (b) d(I27) in H2O
(c) p(I27) in D2O (d) d(I27) in D2O
Figure 5.5.1.2: Schematic illustrating the 1-D energy landscape for each of the I27 protein
test systems. The k0u,force, ∆G
0
TS,force (calculated using ∆G
0
TS,force = RTln
(
k0u,force
A
)
), xu
and spring constant D, were obtained from best fit parameters using Method 2 in the MC
simulations. Method 2c (yellow line) uses a fixed xu. For the I27 test systems, xu significantly
reduced the error (black and yellow arrows plotted at the transition state) associated with the
∆G0TS,force (and therefore k
0
u,force) furthermore there are more significant differences between
the ∆G0TS,force. Errors are the standard deviation of the average values.
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the transition barrier height obtained, the same cannot be said for the I27 test systems.
The average xu across the four I27 protein systems was 0.25 nm (method 2a). This is
0.4 nm smaller than the best fit for the p(I27) in H2O and reduced the barrier height
by ∼ 4.1 kJ/mol. Furthermore, the standard deviation of the accepted k0u,force increased
an order of magnitude. Fixing the xu for all I27 systems to 0.29 nm, the best fit xu for
p(I27) in H2O in method 2, resulted in large deviations in the fits to the experimental
data for the I27 systems in D2O. Therefore, it appeared as though the differences in
xu observed for the systems in D2O were significant. Therefore the I27 systems in
the homologous solvent environments (H2O and D2) were “coupled”. The xu for the
p(I27) in H2O and d(I27) in H2O was fixed to 0.28 nm. The xu for the p(I27) in H2O
and d(I27) in D2O was fixed to 0.23 nm. This decreased the errors associated with
all k0u,force compared with method 1. Furthermore this suggests that D2O moves the
transition state closer to the native state in mechanical denaturation experiments. It
has previously been suggested that the movement of the xu is coupled with a change in
the internal dynamics of the protein [378]. However, a change in the xu for the p(I27)
in D2O with respect to the p(I27) in H2O, does not agree with a previous SMFS study
on an alternative I27 mutant in D2O [132]. The mutant used in this study, however,
has been shown to be mechanically destabilised compared to this alternative pseudo-
wild type I27 protein due to lost side-chain contacts of the mutated cysteine residues [214].
One reason for the discrepancies observed between the two different methods, used
to obtain the energy landscape parameters, is attributed to the large range of k0u,force
accepted for the p(I27) in D2O (156.5 × 10-4), d(I27) in H2O (106.5 ×10-4) and d(I27) in
D2O (132.0 × 10-4) systems. The range of accepted k0u,force for p(I27) in H2O is much
smaller (8 ×10−4 s-1) therefore, less error is associated with the ∆∆G0TS,force in method
1. The comparison of these values is therefore not viable. For example, comparing the
average transition barrier height from Method 1 suggests that all isotopically labelled I27
systems are destabilised with regard to the p(I27) in H2O. This results in an increase in
the rate of unfolding of all of the systems. Whilst this is still observed for the deuterated
systems in method 2, compared to the p(I27) in H2O, fixing the xu for the d(I27) in H2O
results in a 1.5 kJ/mol increase in the unfolding barrier of the protein. Similarly, the
∆∆G0TS,force between the p(I27) in D2O and d(I27) in D2O was negligible in method 1.
On the other hand, in method 2, the ∆∆G0TS,force was 1 kJ/mol.
This result is interesting because if the protein unfolding was dominated solely by
hydrogen bonds, it would be expected that the barrier height would increase in the
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isotopically exchange proteins in D2O. This is because hydrogen bonds formed by deu-
terium are stronger than hydrogen bonds formed by hydrogen. In these systems all labile
hydrogen positions are fully substituted to D2O. This could suggest that the unfolding
mechanism of the protein is altered as a consequence of the solvent environment. This
change due to the solvent, rather than intra-molecular hydrogen bonds, has been noted
previously for changes in the internal dynamics of proteins [158] and the refolding kinetics
of a protein [170, 175]. The proteins in D2O have higher spring constants, increasing by
∼ 1 N/m compared to the I27 proteins in H2O. This change was not observed in the pL
test systems where the change was almost negligible ( ≈ 0.1 N/m). This suggests the
I27 proteins are more brittle in D2O. The increased rigidity in a number of proteins in
D2O has been observed previously [158]. The increase in rigidity has been observed as
a consequence of a change in the internal dynamics of the protein due to the increased
strength of solvent-solvent bonding [140]. This increase in intra-solvent hydrogen bonds
often results in a increase in the hydrophobicity in long chain molecules [131, 146, 159].
The hydrophobic core does not play an important role in the unfolding mechanism of
I27 [263]. However, simulations suggest that water molecules mediate the unfolding of
the protein [377]. An enhanced interaction of the water molecules with the protein upon
unfolding could reduce the height of the transition barrier. In fact it has been suggested
that the folding kinetics of a protein is slowed due to increased C=O. . . DOD hydrogen
bond energies [175]. The increase in the mechanical unfolding force could therefore be
attributed to the internal dynamics of the protein [158] or due to the reduction in the
hydrogen bond dynamics within the water [172].
The increase in strength of intra-solvent hydrogen bonds in D2O can also account for
the increase in ∆G0TS,force of 1 kJ/mol observed between the p(I27) in D2O and d(I27)
in D2O. Whilst the hydrophobic core does not play a significant role in the mechanical
unfolding pathway of I27 [263], side chain contacts can significantly affect the mechanical
unfolding of the protein [214, 263]. The interactions are expected to be enhanced in D2O.
However, the side chain interactions fail to explain the increase in barrier height of 1.5
kJ/mol in the d(I27) in H2O. Whilst this could suggest unfavourable side chain contacts in
the p(I27) in H2O, this is unlikely due to the increased stability of p(I27) in D2O compared
to d(I27) in D2O. It could, however, be an artefact of fixing the xu of the protein. In fact,
fixing the xu of the d(I27) in H2O to 0.26 nm, which is the best fit parameter from method
1, results in an average ∆G0TS,force=49.4 ± 0.2 kJ/mol and an average k0u,force=19.0 ±
1.7 s-1. This suggests a large difference with the associated spring constant (2.43 ± 0.01
N/m compared with 2.18 ± 0.02 N/m) but no change in the barrier height of the protein.
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Therefore fixing xu to an average between systems may cause incorrect interpretation of
experimental data.
5.5.2 Does incorporating the stochasticity observed in SMFS experi-
ments in the MCS affect the energy landscape parameters?
Monte Carlo simulations typically incorporate an equal probability of picking up 2, 3,
4 or 5 unfolding events [379]. Due to an effect known as the unfolding history [328]
of a polyprotein, this can obscure subtle differences between the forces in the protein.
Initially the affect of isotopic substitution within the protein and/or solvent on the
unfolding history of the unfolding of the full polyprotein domain was reported. It
was difficult to accurately observe any changes in the unfolding history effect due to
isotopic substitution using the experimental unfolding forces for both pL and I27 test
systems. This is due to the low numbers of force-extension traces obtained with the
experiments. However, it was apparent that a deviation from a linear increase in force
occurred in the p(I27) in H2O, d(I27) in D2O and p(I27) in D2O systems. This minima
appeared to have shifted in the systems containing D2O. This shift was not apparent
in the pL test systems. Comparisons of the MC data, using the best fit parameters
derived from method 1 in Section 5.2, with the experimental data did not show this
apparent shift in the unfolding history behaviour. This could be attributed to subtle
changes in the spring constants in the experimental data. In these simulations a spring
constant of 40 pN/nm was used. This may be an oversimplification of the systems and
lead to in-accuracy in determining the energy landscape parameters from the simulated
data. It could also be attributed to changes in compliances of the system that are not
accounted for by the simulations which would not be taken into account in the simulations.
We have previously reported on simulations to incorporate an unequal probability
distribution into the MC simulations[379]. This unequal probability distribution was
determined from the average number of each trace observed across all experiments [379].
To further the investigations into the sensitivity of the MC simulations to the probability
of observing 2, 3, 4 or 5 unfolding events, the information from each individual SMFS
experiment was used within the simulations. The results of these simulations have been
presented in Section 5.3.4. Both methods implemented in Section 5.2 were also used to
analyse the data from these simulations.
For the pL systems, the best fit xu, determined from method 1, increased by 0.01
nm for the p(pL) in H2O and d(pL) in D2O. This was coupled with a decrease in the
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average k0u,force by 7.8 ×10−3 s-1 for the former system and 8.9 ×10−3 s-1 for the latter.
Small changes in the k0u,force were also observed for the p(pL) in D2O (+4.8 ×10−3
s-1) and d(pL) in H2O (+1.3 ×10−3 s-1) systems. These changes were not reflected
in the associated average ∆G0TS,force for all four pL systems; The ∆G
0
TS,force were all
the same within error. An increase in the best fit xu from method 1 for two systems
led to a 0.01 nm increase in the average xu across the four test systems. Fixing the
xu to this average value using method 2 did not significantly perturb the associated
k0u,force (p(pL) in H2O ∆k
0
u,force = -7.6 ×10−3 s-1, p(pL) in D2O ∆k0u,force = +3.4
×10−3 s-1, d(pL) in H2O ∆k0u,force = -12.7 ×10−3 s-1 and d(pL) in D2O ∆k0u,force =
-9.5 ×10−3 s-1). This therefore did not result in changes with the associated transition
barrier heights but resulted in a decrease with the associated spring constants of
the system. This is expected because the calculation of the compliance of the protein
(the inverse of the spring constant) would be most sensitive to the unfolding history effect.
Similar results were obtained for the I27 test systems using method 1. However,
method 2 suggested that the difference between the barrier heights of the p(I27) in
H2O and p(I27) in D2O was only 0.4 kJ/mol. This is a 1.1 kJ/mol decrease in the
difference observed in Section 5.2. The results indicate only minor differences in the
energy landscape parameters obtained by both simulations but more significant changes
in the calculated stiffness of the protein.
Whilst these results suggest that the simulations are insensitive to the probability
distribution observed experimentally, they may yield more information about the stiffness
of the protein chain. The subtle change in energy landscape parameters obtained is in
agreement with the previous study [379] and is important because it justifies the selection
criteria used previously in SMFS experiments. However, more accurate information may
be obtained by mimicking the experiments more closely.
5.5.3 Which interactions are important at the transition state of the
protein?
Φ-value analysis can help identify interactions which are important in denaturation of a
protein. It is often used to interpret the chemical denaturation data of mutated proteins.
In this study it has been utilised to determine whether specific interactions are important
at the transition state of a protein. The results for the protein L test systems suggest
that Φ-value is ≈ 0 for the p(pL) in D2O and d(pL) in H2O. This suggests that the
native contacts at the transition state are disrupted in these systems. This suggests
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that substitution of deuterium within the protein and in the solvent disrupts the native
contacts upon folding. Therefore the protein would not be native like at the transition
state. The methods implemented indicate a large negative Φ-value for the d(pL) in D2O.
Typically this value is disregarded as an artefact, however it has been suggested it could
be indicative of the acceleration of protein folding [387]. The results presented here are
hard to interpret due to the large errors associated with the Φ-value. Furthermore, it has
previously been suggested that Φ-values should only be determined for systems where the
∆∆Gu,chem is greater than ∼ 8 kJ/mol [263]. This would mean it is not suitable to use
this analysis in this project.
For the d(I27) in H2O it is assumed that the Φ=1 within the experimental error and
is similar across the MC method, line fit and direct fit. This suggests all native contacts
are maintained within this protein. This is expected because the hydrogen bonds are not
expected to have been perturbed in this system. It appears as though the Φ-value for the
d(I27) in D2O is >1 which could suggest a deceleration in the protein folding [387]. It
appears as though the Φ-value for the p(I27) in D2O is ≈ 1. This would also suggest that
all native contacts are formed at the transition state. However, the error associated with
the p(I27) in D2O is too large to be certain of this. The differences observed between the
Φ-value computed from the MC simulations, and the experimental forces are expected for
the p(I27) in D2O and d(I27) in D2O due to the change in xu of the system.
5.5.4 Summary
The results presented in this chapter indicate that the effect of deuterium on the energy
landscape of proteins may depend on the mechanical unfolding pathway of the protein
and the interactions involved within the mechanical clamp region. The error associated
with the k0u,force can be substantially reduced by fixing xu, however, this should be done
with caution. These results suggest that fixing the xu may lead to misinterpretation of
the experimental data. Therefore, we suggest an alternative method for reducing the
error in k0u,force. Instead of using an average xu across the four protein systems in the
analysis using method 2, the xu should be fixed using the best fit xu determined from
method 1 allowing the xu to fluctuate by the xu increment used in the simulation. In this
experiment this would allow for xu ± 0.01 nm. This chapter also illustrated, and further
supported, the insensitivity of the MC simulations using the Zhurkov-Bell model to the
unequal unfolding distribution observed in experiments [379]. This shows that, despite
obtaining a higher number of traces containing fewer protein unfolding events, the energy
landscape parameters obtained from simulations are not significantly perturbed. However,
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using an equal unfolding probability distribution may mask differences in the stiffness of
the proteins which can be related to protein dynamics [158].
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Chapter 6
Discussion and future work
Investigating protein folding, unfolding and stability has been an important endeavour
for over 50 years [18, 21, 388]. Since the introduction of SMFS experiments a wealth of
information has emerged regarding the mechanical stability of proteins [202, 212, 312].
This has enabled key interactions in the mechanical stability of proteins to be identified,
and differentiated from those required for protein stability against other denaturants
such as chemicals [214]. It has further allowed different unfolding pathways of proteins
to be mapped and intermediate states to be identified[231, 238, 261, 389, 390]. Point
mutations enable the role of specific residues in the mechanical, or chemical denaturation
of proteins to be elucidated [124, 220, 245, 263]. However, little is known about the net
contribution of each type of interaction (i.e, hydrophobic interactions, hydrogen bonds,
electrostatic interactions) to the mechanical stability of proteins. Hydrogen bond patterns
within protein structures are often used to predict the proteins mechanical stability
[240, 241, 247]. This ignores the contribution of hydrophobic interactions within the
protein and hydrogen bonding within the solvent which could be important [132, 391].
Here we have presented a novel method to determine the key contributions of different
interactions to the mechanical stability of proteins. Isotopic substitution of hydrogen for
deuterium within the protein and/or the solvent has been used to address this question
in two model proteins, I27 and pL.
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6.1 How does deuterium affect the stability of the two
model proteins?
6.1.1 Thermodynamic stability
In Chapter 3, the properties of deuterated monomeric and pentameric (polyprotein) con-
structs were determined and compared to the protiated homologues in H2O and D2O. We
determined that structures of the poly and monomeric proteins appeared to be largely un-
perturbed. However, significant differences were noted in the thermodynamic properties
of the monomeric I27 and pL protein systems.
Figure 6.1.1.1: Normalised ∆Gu,chem for each of the I27 (yellow) and pL (orange) protein
test systems: p(protein) in H2O (open square), p(protein) in D2O (closed square), d(protein)
in H2O (open circle) and d(protein) in D2O (closed circles). The ∆Gu,chem for each system are
normalised to the sum of all four protein ∆Gu,chem to show the relative differences between
each of the systems. If all systems had the same ∆Gu,chem then the values would center around
25. More significant differences are observed for the I27 protein systems than the pL protein
systems.
The normalised ∆Gu,chem for both the pL and I27 protein test systems are shown
in Figure 6.1.1.1. These results indicated that the thermodynamic stability of the I27
protein was more sensitive to isotopic substitution within the protein and the solvent
environment than the pL protein.
For both I27 and pL d(protein) in H2O systems, it was predicted that there would be
a reduction in the strength of the hydrophobic interaction compared to the p(protein) in
H2O, whereas the hydrogen bond strength and ionic interactions would be maintained
[130, 137, 151]. This is attributed to the shorter C-D bond, reducing the steric require-
ment of the side chain and therefore decreasing the hydrophobic interaction within the
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core [130, 137]. As predicted, for both pL and I27, the thermodynamic stability in the
d(protein) in H2O system decreased. However, the decrease in the normalised ∆Gu,chem
with respect to the p(I27) in H2O was much more substantial for the d(I27) in H2O (-7.9)
than the for the d(pL) protein in H2O (-2.2). This could be attributed to the differences
in hydrophobic core sizes, due to the size of the proteins. It has previously been shown
that hydrophobic interactions contribute less to the thermodynamic stability of small
proteins compared to large proteins [122]. In this study, the protein I27 is 89 amino acids
long, whereas protein L contains 67 amino acids this corresponds to an estimated radius
of gyration (RG) of 13.2 and 12.4 A˚ respectively estimated using [392]. These changes
are small, in fact there is a 28.2 % difference in the number of amino acids and a 6.3 %
difference in RG compared to a 88.5 % different in the normalised Gu,chem. It should be
noted however, that the ∆Gu,chem for the d(I27) protein was taken from the equilibrium
denaturation experiments; The lack of pre-transitional baseline in the equilibrium curve
may result in an underestimation of the ∆Gu,chem determined for this system. Using the
values obtained from the kinetic unfolding data for p(I27) in H2O and d(I27) in H2O, the
difference for I27 became -3.4 which was still marginally larger than the value for pL.
The results also suggest that the increase in stability of the p(protein) in D2O,
compared with the p(protein) in H2O, for both I27 and pL, could be attributed to an
increase in the hydrophobicity. A increase of 4.8 was observed for the protiated I27
and 1.3 for pL in the normalised ∆Gu,chem in D2O, compared to the values obtained in
H2O. This is at odds with the results for hydrocarbons and ethanol molecules [151, 393].
However, it has been suggested that the approximations used to determine the free energy
of transfer in some methods are not sensitive to the changes in hydrophobicity between
H2O and D2O [394]. It has been shown that hydrophobic interactions are enhanced for
nonpolar amino acids with long side chains [151]. An increase in hydrophobic interaction
has been observed in studies of the critical micelle concentration [151, 394, 395], protein
aggregation and association [165, 396, 397], and protein stability [137, 398]. In fact
the rate of protein aggregation in D2O was only significantly peturbed if hydrophobic
interactions were involved in the process[396]. It has been suggested that the increase in
stability of protiated proteins in D2O is due to isotopic substitution within the solvent
rather than at the exchangeable sites within the protein [137]. However, it has also been
suggested that deuterium bonds do form longer and stronger hydrogen bonds within
polypeptides [146, 399]. This may account for the increase in stability of pL and I27
deuterated proteins in D2O compared to the protiated proteins in H2O.
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The differences observed between the p(I27) in H2O and d(I27) in H2O (4.3) were also
greater than those observed between d(I27) in D2O and p(I27) in D2O (2.2). This is in
accord with previous studies [137]. This suggests that the deuteration of methyl groups
is more destabilising than the increased hydrogen bond strength in D2O. However, the
opposite was observed for pL. This again could be attributed to the smaller size of the
protein and could indicate that, whilst hydrophobic interactions dominate the thermody-
namic stability of I27, they are less important for pL. Comparison the differences between
the ∆Gu,chem of the p(protein) in H2O and p(protein) in D2O and, perhaps,between the
d(protein) in H2O and d(protein) in D2O for pL and I27 also support this. There is a
larger change in the I27 systems (4.8 and 6.9 respectively) than the pL systems (1.8 and
1.5 respectively).
6.1.2 Thermal stability
In Chapter 3, the thermal stability of the monomeric and pentameric proteins were
determined. It has previously been suggested that the thermal stability of proteins
increases with the number of hydrogen bonds, electrostatic interactions and improved
hydrophobic packing within the core of the protein [400, 401]. Therefore significant
differences were expected to occur between the systems. The differences in the normalised
melting temperature for the monomeric and pentameric pL and I27 systems are shown
in Figure 6.1.2.1. Interestingly, the differences between the systems were more apparent
between the monomers than the polyproteins. Differences in the stability between
monomeric and polyproteins have been noted before for equilibrium of TNfnIII domains
[373]. This could be due to the size of the polyprotein chain. More random coil states
will form as the polyprotein is unfolded and the signal from these states may dominate
in the spectra obtained from CD spectroscopy. In fact the thermal denaturation of these
polyproteins is not reversible.
It is apparent that there is a significant decrease in the midpoint temperature of un-
folding for the d(protein) in H2O in comparison to all other protein systems. The decrease
between the d(protein) in H2O and p(protein) in H2O was greater in I27 (3.1) than pL
(1.4). This difference is greater than the difference observed between the d(protein) in
D2O and p(protein) in H2O for both I27 (0.9) and pL (0.4). This substantial decrease
for both proteins suggested that different interactions are important for the thermal and
chemical denaturation of these proteins. The thermal denaturation of the proteins was
reversible. This enabled thermodynamic parameters to be computed for both proteins.
The normalised ∆Hu for pL and I27 and ∆Su for I27, are shown in Figure 6.1.2.2. The
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(a) Pentameric polyprotein (b) Monomeric
Figure 6.1.2.1: Normalised melting temperature, the midpoint temperature of unfolding,
Tm for each of the I27 (yellow) and pL (orange) polyprotein (left) and monomeric (right)
polyprotein test systems. The p(protein) in H2O are shown with open squares, the p(protein)
in D2O are closed squares, the d(protein) in H2O are open circles and the d(protein) in D2O
are closed circles. The Tm for each system are normalised to the sum of all four protein Tm
to show the relative differences between each of the systems. If all systems had the same Tm
then the values would center around 25. Significant differences are observed between the Tm
of the protein systems, particularly for the monomeric systems.
results suggested a loss of interactions within the d(protein) in H2O for both pL and I27
due to a decrease in the ∆Hu compared to the other test systems. Furthermore, the study
suggested an increase in the enthalpy for both deuterated and protiated pL and I27 in
D2O compared to the proteins in H2O. This suggests an increase in the interactions within
the systems at some point. This could be attributed to additional intramolecular bonds
in the solvent due to the additional propensity for D2O to form solvent-solvent hydrogen
bonds and additional compactness of the protein[140, 158, 402]. This is supported by
the decrease in ∆ Hu for the deuterated pL and I27 proteins compared to the protiated
proteins in both solvents. Changes in the entropy of folding were also noted which were
similar to those previously reported for phycocyacins [137].
6.1.3 Mechanical stability
In Chapter 4, the mechanical unfolding forces at four velocities were determined for
each of the test systems. The normalised forces, along with the associated normalised
spring constant, for the (I27)5 and (pL)5 systems are shown in Figure 6.1.3.1. The forces
for pL test systems showed similar trends to those observed in thermal and chemical
dentauration experiments. Interestingly, the normalised differences in the forces between
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Figure 6.1.2.2: Normalised ∆Hu and ∆Su for each of the I27 (yellow) and pL (orange)
protein test systems: p(protein) in H2O (open squares), p(protein) in D2O (closed squares),
d(protein) in H2O (open circles) and d(protein) in D2O (closed circles). The ∆Hu and ∆Su
for each system are normalised to the sum of ∆Hu and ∆Su (respectively) of all of the four
protein systems to show the relative differences between each of the systems. If all systems
had the same ∆Hu and ∆Su then the values would center around 25. It was not possible to
calculate the normalised ∆Su for the pL test systems.
the pL systems involving deuterium, compared with the p(pL) in H2O, are similar to
those observed between the normalised Tm and ∆Gu,chem for the monomer protein systems.
Figure 6.1.3.1 shows that in the pL systems the force increases for the protiated and
deuterated pL in D2O, with the p(pL) in D2O having the highest mechanical stability.
These differences suggest that there is an increase in intra-molecular hydrogen bonding,
in both d(pL) and p(pL) in D2O, and hydrophobic interactions, in p(pL) in D2O, due to
the isotopic substitution exchangeable positions in the protein and increased hydrogen
bond strength in the solvent. The mechanical unfolding force decreases for the d(protein)
in H2O in comparison to the other pL systems. This was expected due to the decrease in
hydrophobicity in the protein. However, the force of the d(I27) in H2O increased with
respect to the p(I27) in H2O. This supports the results by Best et al. (2003), whom
suggested that the hydrophobic core plays no role in the mechanical stability of the I27
protein[263] and therefore the force was not significantly reduced by mutations within
the core. However, the increase in force for the deuterated I27 is surprising and was
coupled with an increase in the spring constant of the protein (Figure 6.1.3.1) due to the
movement of the transition barrier to the native state. This movement of the transition
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(a) pL test systems
(b) I27 test systems
Figure 6.1.3.1: Normalised forces and associated spring constants for each of the pL (or-
ange, top) and I27 (yellow, bottom) protein test systems: p(protein) in H2O (open squares),
p(protein) in D2O (closed squares), d(protein) in H2O (open circles) and d(protein) in D2O
(closed circles). The forces (presented in Chapter 4) and spring constants (presented in Chap-
ter 5) for each system are normalised to the sum of all four protein forces and spring constants
respectively to show the relative differences between each of the systems. The crosses in the
symbols on the graph corresponding to the normalised spring constant indicate that the pa-
rameters were obtained from the unequal probability distribution simulations. If all systems
had the same forces, and spring constants, then the values would center around 25. For the
d(I27) in H2O the spring constant was determined for a fixed xu of 0.26 nm because this best
described the data. The xu for all other systems were presented in Chapter 5.
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state has also been observed upon the removal of side chain contacts within the clamp
region of the protein [214, 263]. In fact, removal of two amino acids in contact with the
G strand of the protein resulted in an increase in force and decrease in xu of the protein
[263]. This could suggest that the d(protein) in H2O removes some of these side-chain
contacts. One hypothesis is that the side chain interactions maintain the malleability
of the protein. The wild-type I27 requires mechanical stability to perform its biological
function[244]. Therefore, side chain interactions may govern the malleability of the I27
molecule, whilst hydrogen bonds provide the dominant resistance to mechanical unfolding.
The dominance of hydrogen bonding to the mechanical resistance of I27 was also
observed by the increase in unfolding force observed in the initial unfolding event
of both protiated and deuterated I27 in D2O without a change in the ratio of the
initial:intermediate unfolding event. Increasing the strength of the hydrogen bonds within
the solvent also moved the position of the protiated and deuterated I27 protein transition
barrier closer to the native state. This is also surprising because it was not observed for
another mutant of I27 [132]. However this may be attributed to the loss of key side chain
interactions made by the two cysteine residues within the protein: the mutations of these
cysteine residues to serine significantly altered the mechanical properties of the protein
[214]. The increase in spring constant associated with this movement of the transition
state may suggest a change in the interaction of the solvent with the protein. It appears
as though, by changing the stiffness of the chain, the effective loading rate upon the
proteins is increased which acts to increase the observed mechanical unfolding force. This
is supported by the small movement observed in the minima in the unfolding history
effect for the d(protein) in D2O [328]. It has previously been shown that the interaction
between the solvent and protein is reduced in D2O, this has been shown to be coupled
with an increase with the rigidity of the protein due to change in the internal dynamics
of the protein [158, 178]. The differences observed in Figure 6.1.3.1 between the forces
and spring constants of the I27 protein systems in D2O and H2O could be indicative of
a change in the internal dynamics of the protein. The internal dynamics are thought to
be inversely proportional to the thermal stability of proteins [403], therefore this could
explain the larger differences observed in the Tm shown in Figure 6.1.2.1. Although,
mechanical and thermal denaturation is expected to occur via different pathways [404].
It could also be argued that the movement of the transition state could be a ground
state effect [405]. That is, structural changes in the ground state of the protein, causing
the unfolded state to move closer to the transition state[405]. Furthermore, the movement
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of the transition barrier can also be related to the Hammond effect. The Hammond postu-
late dictates that the transition state represents the least stable species of the protein[405].
This least stable species may move closer to the native state in the protein. This Hammond
behaviour has previously been observed in temperature studies in mechanical denaturation
experiments of I27 [213]. It has also been suggested that the movement of the transition
state, in mechanical unfolding experiments, is attributed to a change in the internal dy-
namics of a protein [378]. When a transition state moves closer to the native state fewer
states are available to the protein[378]. This again could be attributed to solvent-protein
interactions.
6.1.4 Kinetic stability
To determine the effect of isotopic substitution within proteins and the solvent on the
transition barrier of the protein, MC simulations were implemented in Chapter 5. These
simulations enabled determination of k0u,force and therefore the ∆GTS,force. Graphs of the
normalised values for the pL and I27 test systems are shown in Figure 6.1.4.1. It appears
as though the rate of unfolding was was only marginally perturbed by the isotopic
substitution for the d(I27) in H2O and p(I27) in D2O. The rate of unfolding was more
substantially affected in the d(I27) in D2O. This suggests a combination of deuterium
in exchangeable positions and deuteration within the solvent actually destabilises the
transition barrier to unfolding. This could suggest that additional side chain interactions
are in the d(protein) in D2O, compared with the d(protein) in H2O, that mechanically
destabilise the protein. These interactions would also be enhanced in the p(I27) in D2O.
It is also interesting to note that the k0u,chem for the pL protein was similar to that
obtained for k0u,force for both p(protein) in H2O and d(protein) in H2O. This is at odds with
mutational studies on pL [124], however the results for ku,chem in this study were taken at 2
M denaturant and therefore were much lower than the ones obtained from the mechanical
denaturation experiments. Chemical and mechanical unfolding experiments have been
shown to occur via different pathways [214, 275]. This is because chemical denaturants
act globally on the protein, lowering the height of the transition and unfolded states of
the protein relative to the native state of the protein. Whereas, mechanical denaturation
affects the transition barrier in an anisotropic way [223, 352] over a well-defined reaction
coordinate. However, this might suggest that, if the same interactions are disturbed at
the rate limiting step in the chemical denaturation of pL as in mechanical denaturation
experiments, similar unfolding rates would be obtained. That is, the hydrophobic core and
hydrogen bonds are equally disturbed in both techniques, then both techniques may probe
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Figure 6.1.4.1: Normalised ∆GTS,force (left) and corresponding k
0
u,force (right) for each of
the I27 (yellow) and pL (orange) protein test systems: p(protein) in H2O (open squares),
p(protein) in D2O (closed squares), d(protein) in H2O (open circles) and d(protein) in D2O
(closed circles). The ∆GTS,force and k
0
u,force for each system are normalised to the sum of all
four protein ∆GTS,force and k
0
u,force respectively to show the relative differences between each
of the systems. If all systems had the same ∆GTS,force and k
0
u,force then the values would
center around 25. More significant differences are observed for the I27 protein systems than
the pL protein systems.
similar transition barriers. In fact, the tryptophan (W47) in pL, probed by fluorescence
experiments, is located on the alpha helix which packs onto the β-sheets in the hydrophobic
core. This will not be the case for all proteins. For I27, the tryptophan side chain (W43)
makes contacts (4 A˚ or less) with residues: F30, G41, Q42, K44, I58, L67, V80, S81,
F82 and Q83. None of these residues are found within the A or G strands within the
protein. This could suggest that the position of tryptophan with respect to the mechanical
clamp could determine whether the unfolding rates determined by chemical and mechanical
denaturation are similar.
6.2 Future work
How does deuterium affect the interactions in the transition state of a
protein?
To determine the effect of deuterium on the structure of the mechanical transition barrier
of the proteins, full atomistic data is required. This could be achieved by mechanically
unfolding the proteins in ab initio MD simulations to take into account the quantum
differences between the solvents[148, 149]. To reduce the computational cost, regions
240
hypothesised to be important to the mechanical stability of proteins could be probed
to see how the interactions are affected by the change in solvent. The differences
observed in ∆Gu,chem for both proteins were small. Therefore interpretation of the
Φ-value analysis is challenging. If one assumes the d(protein) in H2O only changes the
hydrophobic interaction and p(protein) in D2O changes the hydrogen bonds within the
protein: In the pL systems the Φ-value suggested that hydrogen bonds and hydrophobic
interactions are fully dissociated at the transition state. On the other hand, the results
for I27 suggest that the hydrogen bonds and hydrophobic interactions are fully formed
at the transition state. However, this appears to be nonsensical when comparing
with the Φ analysis provided by mutational studies [124, 261, 263]. Furthermore MD
simulations could also yield information about the movement of the transition state of
the protein. Simulations have been performed on small model peptides in D2O [402].
These suggested an increase in the number of intramolecular hydrogen bonds formed
in D2O and could further explain the differences in forces observed between both pL
and I27 systems. However, limited data is available concerning the deuteration of the
carbon backbone of the protein. This information could provide useful information to
help understand the differences in unfolding rates observed by each of the protein systems.
Is it a universal property for the rates obtained from SMFS experiments
to differ from chemical denaturation experiments?
Chemical unfolding of the both the p(protein) and d(protein) should also be performed
in D2O to elucidate any further similarities or differences between the mechanical and
chemical denaturation of proteins. Furthermore, it would be useful to compare the rates
of folding obtained from chemical denaturation experiments and mechanical refolding
experiments. Refolding experiments could also be performed to determine the k0f,force.
This would also enable the ∆G0u,force to be determined. There are different SMFS
techniques that can obtain the rate of folding of proteins [340, 364, 406–409]. Recently,
refolding experiments were performed on an alternative mutant of I27, These experiments
have been used to probe the refolding and unfolding rates of the protein in equilibrium.
A constant force of 4.1 pN was applied across the I27 polyprotein [313]. It was observed
at this force that unfolding and refolding was equally probable. This allowed the change
free energy between the unfolded and folded states to be determined.
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Are the differences observed between the mechanical unfolding forces
attributed to the residues involved in the mechanical clamp region?
To verify that the results presented here are indicative of the residues involved in the
mechanical clamp, another model protein system should also be probed. It has been noted
that fibronectrin protein TNfn3 has a similar structure to I27 domains [220], however,
TNfn3 unfolds at significantly lower forces. Studies have indicated that more residues
within TNfn3 contribute to the mechanical unfolding pathway than I27. The mechanical
unfolding pathway of TNfn3 probed by MD simulations indicated rearrangements of the
protein before the mechanical unfolding event within the core and loss of interactions
between the A and G strands[220]. Mutations to this protein within the hydrophobic core
significantly decreased the unfolding force of the protein [220]. Therefore, we hypothesise
this protein will display differences in the mechanical properties of the four test systems
similar to those observed in pL. An alternative model to test would be the ankyrin
repeat protein N6C. This proteins consists of tandem repeats of alpha helices packed
onto one another by extensive hydrophobic interactions and hydrogen bond networks [410].
Could alternative models for effect of force on the 1-D energy landscape
reduce the errors associated with the energy landscape parameters?
During this project, one aim was to increase the sensitivity of the MC simulations to subtle
changes in the xu and k
0
u,force by using an experimental input. It was found that the sim-
ulations, and therefore the Zhurkov-Bell [347] model, was insensitive to the stochasticity
in the number of pick-up events in the simulations. Therefore, it would be advantageous
to incorporate an alternative model to deconvolute the k0u,force and xu directly from the
experimental data. One method to do this would be the use of the Dudko-Hummer-Szabo
model with the adaptation to multiple barriers by Zhang and Dudko [348, 355]. This would
require the acquisition of additional full unfolding trajectories for each protein system.
6.3 Deuterium as a probe for important contacts for protein
stability
Whilst the use of force on a protiated protein in H2O can determine whether a protein
is mechanically resilient, in a certain pulling direction, it cannot differentiate between the
specific interactions that are important within the mechanical clamp (Section 1.6.3). In
this thesis isotopic substitution was used to probe the mechanical properties of two model
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proteins: I27 and pL. The aim was to differentiate the key interactions required for a pro-
teins mechanical stability without using point mutations. By using the two model, pL and
I27, the origin of the differences in the mechanical properties of the two proteins was possi-
ble. This was due to changes in the different interactions, hydrophobic bonds and hydrogen
bonds, within the mechanical clamp region. These differences were attributed to changes
in strength of hydrophobic interactions and intra- and inter molecular hydrogen bonds in
each of the different protein systems. Therefore, the dominant interactions involved in the
mechanical clamp region could be determined. Isotopic substitution coupled with SMFS
experiments could also be used to investigate the key interactions involved with protein
aggregation, ligand–protein binding and mechanical function of biological molecules. The
method could also be used to provide more information about how a protein arrives at
its unique 3-D structure during protein folding. The changes observed in the mechanical
properties of these proteins may suggest differences in the internal dynamics of the protein
due to isotopic substitution. This causes the two proteins to behave differently under the
application of force and in the presence of chemical denaturants. These results may have
implications for experimental techniques that use deuterium and hydrogen in the solvent
and within proteins interchangeably such as neutron diffraction, nuclear magnetic reso-
nance, and Raman spectroscopy. Therefore caution should be taken in the interpretation
in the conformational changes and dynamics of proteins in these experiments.
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Appendix A
List of chemicals and experimental
apparatus
The section gives a list of the apparatus and kits and manufacturers used in this project.
A¨KTAprime Plus GE Healthcare, UK
Asylum MFP-3D Atomic Force Micro-
scope
Oxford Instruments Asylum Research, UK
Avanti J-26 XP Centrifuge Beckman Coulter, USA
Autoclave Prestige Medical, UK
BUCHI Vac V-500 vacuum pump Sigma Aldrich, USA
Cell disruptor Constant Cell Disruption Systems, UK
Chirascan CD Spectrometer Applied photophysics, UK
Centrifuge 5810R Eppendorf, Germany
GenFuge 24D Centrifuge Progen Scientific, UK
HANNA pH 20 pH Meter HANNA Instruments Ltd, UK
Grant JB1 Unstirred Waterbath Grant Instruments, UK
T 18 digital ULTRA-TURRAX ho-
mogenisor
IKA, UK
Nickel sepharose GE Healthcare, UK
Microlab 500 series Hamilton Hamilton, USA
HisTrap HP 5 ml column GE Healthcare, UK
HisTrap HP 1 ml column GE Healthcare, UK
Photon Technology International Fluo-
rimeter
Ford, UK
Snakeskin Pleated Dialysis Tubing, 3,500
MWCO
Thermo Scientific, UK
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Superdex 74 gel filtration column GE Healthcare, UK
Tip sonicator, Sonics vcx-130PB Vibracell Sonics & Materials Inc, USA
UltroSpec 2100 Pro UV/Visible Spec-
trophotometer
GE Healthcare, UK
VWR pH Electrode VWR International, USA
Neslab waterbath RTE-300 Thermo Scientific, UK
Zeba desalting column (5ml and 2ml) Thermo Scientific, UK
500 ml bottle top filter (0.22 µm) Coming, USA
A.0.1 List of chemicals
This section lists the chemicals used within this project and recipes for all of the buffers.
The buffers/media were all made with Purite 18 MΩ distilled (MiliQ) water unless con-
taining deuterium or stated.
Chemical name Company
A
Acrylamide 30 % (w/v): 0.8 % (w/v)
bisacrylamide
Severn Biotech, UK
Agar Melford Laboratories, UK
Ammonium Bicarbonate/CH3NO3 Sigma Life Sciences, USA
Ammonium Persulphate (APS) Sigma Life Sciences, USA
Ampicillin Formedium, UK
B
Benzamidine Sigma Aldrich, USA
Bromophenol Blue Sigma Aldrich, USA
C
Calcium chloride/CaCl2 Melford Laboratories, UK
Carbenicillin disodium salt Formedium, UK
Chloroamphenicol Sigma Life Sciences, USA
D
Deoxyribonuclease, DNAase Sigma Aldrich, USA
Deuterium chloride/DCl Sigma Aldrich, USA
Deuterium Oxide/D2O 99.9% Cambridge Isotope Laboratories,
USA
245
1,2-Dithiothreitol, DTT Formedium, UK
E
Ethanol Fisher Scientific, UK
Ethylenediaminetetraacetic acid, EDTA Acros Organics, Belgium
G
Glycerol Fisher Scientific,, UK
Guanidine Hydrochloride (GnHcl)/CH6CIN3 Sigma Life Science, USA
H
Hydrochloric acid/HCl Fisher scientific, UK
I
Imidazole Sigma Aldrich, USA
InstantBlue stain CBS Scientific, UK
ISOGRO-D growth media 97 atom % D Sigma Aldrich, USA
Isopropyl β-1-D-thiogalactopyranoside, IPTG Formedium, UK
L
Luria-Bertani Broth, LB broth (ready mixed) Melford Laboratories, UK
Lysosyme Sigma Aldrich, USA
M
Magnesium sulphate/MgSO4 Sigma Life Sciences, USA
Mark12 Protein Standard Promega, UK
N
Ni Sepharose 6 Fast Flow GE Healthcare, UK
Nuclease free water Promega, UK
P
Phenylmethylsulphonyl fluoride, PMSF Sigma Aldrich, USA
Phosphoric acid/H3PO4 Alfe Aesar, USA
Potassium phosphate dibasic/K2HPO4 Acros Organic, USA
Potassium phosphate monobasic/KH2PO4 Acros Organic, USA
S
Sodium Azide Sigma Aldrich, USA
Sodium Chloride/NaCl Fisher Scientific, UK
Sodium Deuteroxide/NaOD Sigma Aldrich, USA
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Sodium Dodecyl Sulphate, SDS Severn biotech Ltd., UK
Sodium Hydroxide/NaOH Fisher Scientific, UK
Sodium phosphate dibasic/Na2HPO4 Sigma Aldrich, USA
Sodium phosphate monobasic/NaH2PO4 Sigma Aldrich, USA
T
Tetramethylethylenediamine, TEMED Sigma Life Sciences, USA
Tris-(hydroxymethyl)-aminomethane, Tris Fisher Scientific, UK
Triton-X VWR (USA)
U
Urea/CO(NH2)2 Sigma Life Sciences, USA
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Appendix B
Supplementary information for
chapter 3
B.1 Mass spectra for the deuterated proteins taken as a
function of time
The mass spectra shown in Figures B.1.0.1–B.1.0.4 are of the deuterated proteins taken
as a function of time. Little variance is observed in the measured mass and therefore it is
assumed that the proteins are fully isotopically exchanged.
Figure B.1.0.1: Mass spectra of the purified protein of d(I27) taken as a function of time.
Single peaks can been seen for the mass of the protein. The mass spectra for this protein were
taken at 0 hours and 48 hours to check that deuterons at labile sites had fully exchanged to
protons. The mass did not change significantly over the time period monitored.
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Figure B.1.0.2: Mass spectra of the purified protein of d(I27)5 taken as a function of time.
Single peaks can been seen for the mass of the protein. The peaks are quite broad due to the
broad range of masses attributed to the size of the polyprotein. The mass spectra for this
protein were taken every day for three days to check that deuterons at labile sites had fully
exchanged to protons. The mass did not change significantly over the time period monitored.
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Figure B.1.0.3: Mass spectra of the purified protein of d(pL) taken as a function of time.
Single peaks can been seen for the mass of the protein. The mass spectra for this protein were
taken every day for three days to check that deuterons at labile sites had fully exchanged to
protons. The mass did not change significantly over the time period probed.
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Figure B.1.0.4: Mass spectra of the purified protein of d(pL)5 taken as a function of time.
Single peaks can been seen for the mass of the protein. The peaks are quite broad due to the
broad range of masses attributed to the size of the polyprotein. The mass spectra for this
protein were taken every day for three days to check that deuterons at labile sites had fully
exchanged to protons. The mass did not change significantly over the time period monitored.
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B.2 The calculation of ∆S
Figures B.2.0.1–B.2.0.2 show the change in ∆Gf,temp with T for the I27 and protein L
monomers. The ∆Gf,temp were calculated using Equation 3.5 with the parameters obtained
in Section 3.5 for the I27 and pL monomers. The slope of these plots should determine
the ∆S of protein folding. The pL plot indicates a non-linear relationship between the
∆Gf,temp and T therefore the ∆S could not be determined.
Figure B.2.0.1: ∆Gf,temp against T determined from the thermal melting parameters for
the I27 systems. The slope of this plot determined the entropy of folding.
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Figure B.2.0.2: ∆Gf,temp against T determined from the thermal melting parameters for
the pL systems. The slope of this plot determined the entropy of folding.
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B.3 Fluorescence spectra of the folded and unfolding pro-
teins
The folded and unfolded protein fluorescence spectra for the four test systems of I27 and
protein L are given in Figures B.2.0.1 and B.2.0.2 respectively.
Figure B.3.0.1: Fluorescence spectra for the four I27 protein systems. Open squares are the
p(I27) in H2O, open circles are the d(I27) in H2O, closed squares are the p(I27) in D2O and
closed circles are the d(I27) in D2O. The folded spectra of the proteins in 0 M urea have a
peak at ∼ 310 nm. This peak shifts to ∼ 345 nm in 8 M urea.
Comparisons of barrier heights
Negligible differences were observed in the folding and unfolding barrier heights for both
deuterated and protiated I27 and pL systems. This can be observed in Figures B.3.0.3–
B.3.0.4.
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Figure B.3.0.2: Fluorescence spectra for the four pL protein systems. Open squares are the
p(pL) in H2O, open circles are the d(pL) in H2O, closed squares are the p(pL) in D2O and
closed circles are the d(pL) in D2O. The folded spectra of the proteins in 0 M urea have a peak
at ∼ 310 nm. This peak shifts to ∼ 345 nm in 7 M GdnHCl. There is a significant decrease
in the height of the fluorescence curve for the p(pL) in H2O systems. This may be indicative
to a change in the quantum yield, or reduction in the concentration of protein due to protein
instability.
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Figure B.3.0.3: Figure showing the differences in in the folding and unfolding barrier heights
for the deuterated and protiated I27 proteins, obtained assuming Arrhenius behaviour i.e.,
∆G0uorf,chem = −RT ln
(
k0uorf,chem
A
)
, where A is the prefactor (assumed to be 106[384]. Despite
large differences in the folding rates of the proteins, only small differences were observed in
the barrier heights.
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Figure B.3.0.4: Figure showing the differences in in the folding and unfolding barrier heights
for the deuterated and protiated protein L systems, obtained assuming Arrhenius behaviour
i.e., ∆G0uorf,chem = −RT ln
(
k0uorf,chem
A
)
, where A is the prefactor (assumed to be 106[384].
Despite large differences in the folding rates of the proteins, only small differences were ob-
served in the barrier heights.
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Appendix C
Supplementary information for
chapter 4
The figures presented in this section present a comparison of the experimental obtained
in this study and previous studies for: the p(pL) in H2O [217], Figure C.0.0.1 and p(pL)
in H2O [214], Figure C.0.0.2.
Figure C.0.0.1: Figure comparing the experimental unfolding forces obtained for the p(pL)
in H2O in this study and the forces obtained in the study by Brockwell et al. (2005)[217].
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Figure C.0.0.2: Figure comparing the experimental unfolding forces obtained for the p(I27)
in H2O in this study and the forces obtained in the study by Brockwell et al. (2002)[214].
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Appendix D
Supplementary information for the
MC simulations on the protein
test systems
D.1 Equal unfolding simulations on the I27 test systems
Table D.1.0.1 gives the energy landscape parameters obtained from fixing the xu to 0.29
nm. This corresponds to the best fit parameter for the p(I27) in H2O system using Method
1 as described in Chapter 5. A comparison of the simulated forces obtained from fixing
xu to 0.29 nm the the experimental unfolding forces is shown in Figure D.1.0.2. Figure
D.1.0.1 compares the simulated and experimental forces from fixing the xu to 0.28 nm for
p(I27) in H2O and d(I27) in H2O and 0.23 nm form p(I27) in D2O and d(I27) in D2O.
D.2 Information about the number of traces containing five
unfolding events
The number of traces containing the five unfolding events, corresponding to the full un-
folding of the polyprotein, are given in Table D.2.0.1
D.3 Parameters used in the MC simulations with unequal
probability distribution
Tables D.3.0.1 and D.3.0.2 list the parameters used for each of the four pL and I27 sys-
tems using the unequal unfolding probability distributions respectively. Comparison of
the simulated forces with the experimental data and equal unfolding distribution MC sim-
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Figure D.1.0.1: Graph of Unfolding force against log(Pulling velocity) for the four I27
test systems (as labelled) comparing the experimental and simulated data determined by two
methods. Blue: The straight line is the fit to simulated forces corresponding to the best fit
parameters to the experimental data of xu and k
0
u,force. This line minimises the least squares
of a weighted fit to the experimental data. The associated xu are labelled. Cyan: Straight
line fits to the simulated forces that minimise the error to the experimental data for a fixed
xu of 0.29 nm. The associated best fit k
0
u,force are given in Table 5.2.2.2. The graph indicates
deviations between the simulated and experimental data for the p(I27) in D2O and d(I27) in
D2O.
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Figure D.1.0.2: Graph of Unfolding force against log(Pulling velocity) for the four I27
test systems (as labelled) comparing the experimental and simulated data determined by two
methods. Blue: The straight line is the fit to simulated forces corresponding to the best fit
parameters to the experimental data of xu and k
0
u,force. This line minimises the least squares
of a weighted fit to the experimental data. The associated xu are labelled. Pink: Straight
line fits to the simulated forces that minimise the error to the experimental data for a fixed
xu of 0.28 nm, for p(I27) in H2O and d(I27) in H2O, and xu = 0.23nm for p(I27) in D2O and
d(I27) in D2O. The associated best fit k
0
u,force are given in Table 5.2.2.2. The graph indicates
close agreement between the experimental and simulated data for both methods.
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Variable System
Method 2b p(I27) in H2O p(I27) in D2O d(I27) in H2O d(I27) in D2O
B.f. xu (nm) 0.29 0.29 0.29 0.29
B.f. k0u,force (s
-1) 9.5 ×10−4 1.0 ×10−4 5.0 ×10−4 2.0 ×10−4
Max k0u,force (s
-1) 10.0 ×10−4 2.0 ×10−4 6.5 ×10−4 3.5 ×10−4
Min k0u,force (s
-1) 9.5 ×10−4 0.5 ×10−4 4.0 ×10−4 1.5 ×10−4
Average k0u,force (s
-1) 9.8 ×10−4 1.3 ×10−4 5.3 ×10−4 2.5 ×10−4
Sd k0u,force (s
-1) 0.4 ×10−4 0.7 ×10−4 1.0 ×10−4 0.8 ×10−4
Av. ∆G0TS,force (kJ/mol) 51.1 55.9 52.6 54.0
Sd ∆G0TS,force (kJ/mol) 0.1 1.5 0.4 0.8
Av. D (N/m) 2.024 2.235 2.085 2.161
Sd D (N/m) 0.004 0.058 0.017 0.032
Table D.1.0.1: Statistics obtained from MC simulations for the four I27 test systems: p(I27)
in H2O, p(I27) in D2O, d(I27) in H2O, d(I27) in D2O. Method 2 was used to obtain the
parameters xu; the distance between the unfolded and transition state in a two-state unfolding
energy landscape, k0u,force; the rate of unfolding at zero force and ∆G
0
TS,force the height of
the transition barrier to unfolding. Method 2 determines the best fit to the experimental data
assuming a fixed xu. B.f. indicates the best fit parameters. Av. is the average of the accepted
xu and k
0
u,force, Sd is the standard deviation of the values. The Av. and Sd ∆G
0
TS,force
was the average and standard deviation taken from calculating ∆G0TS,force for every accepted
k0u,force.
Pulling velocity nm/s
System 160 nm/s 400 nm/s 1000 nm/s 2000 nm/s
p(pL) in H2O 12 34 5 35
p(pL) in D2O 11 9 24 15
d(pL) in H2O 21 18 16 19
p(I27) in H2O 3 12 8 17
p(I27) in D2O 10 11 7 12
d(I27) in H2O 11 6 3 10
d(I27) in D2O 6 6 18 6
Table D.2.0.1: Table showing the number of experimental traces containing five protein
unfolding events for pL and I27.
ulations, using the forces corresponding to the best fit parameters, are shown in Figures
D.3.0.1–D.3.0.7.
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System xiu x
f
u ∆xu k
i
u,force k
f
u,force ∆k
0
u,force
p(pL) in H2O 0.18 0.25 0.01 0.01 0.09 0.00005
p(pL) in D2O 0.18 0.25 0.01 0.00005 0.04 0.00005
d(pL) in H2O 0.18 0.26 0.01 0.02 0.15 0.00005
d(pL) in D2O 0.18 0.25 0.01 0.02 0.07 0.00005
Table D.3.0.1: The grid of parameters used in the MC simulations of the pL test systems.
Where i indicates the initial value and f indicates the final value. The unfolded length of the
protein was taken to be 22.25 nm , the folded length was 3.7 nm, the average linker lengths
were 2.8 nm (values from based on [217]), the temperature was 23 °C and the number of
iterations was 1000.
System xiu x
f
u ∆xu k
i
u,force k
f
u,force ∆k
0
u,force
p(I27) in H2O 0.20 0.34 0.01 0.00005 0.01 0.00005
p(I27) in D2O 0.18 0.34 0.01 0.00005 0.017 0.00005
d(I27) in H2O 0.20 0.34 0.01 0.00005 0.012 0.00005
d(I27) in D2O 0.18 0.34 0.01 0.00005 0.015 0.00005
Table D.3.0.2: The grid of parameters used in the MC simulations of the I27 test systems.
Where i indicates the initial value and f indicates the final value. The unfolded length of
the protein was taken to be 28 nm [214], the folded length was 4.2 nm (determined from the
PDB structure in PyMOL [10]), the average linker lengths were 2.4 nm, the temperature was
assumed to be 23 °C and the number of iterations was 1000.
Figure D.3.0.1: Graph of unfolding force against the logarithm of pulling velocity for the
p(pL) in D2O. The graph shows the experimental forces (open squares) and the simulated
forces from the simulation with an equal unfolding probability distribution (grey) or unequal
unfolding probability distribution (red).
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Figure D.3.0.2: Graph of unfolding force against the logarithm of pulling velocity for the
d(pL) in H2O. The graph shows the experimental forces (open squares) and the simulated
forces from the simulation with an equal unfolding probability distribution (grey) or unequal
unfolding probability distribution (red).
Figure D.3.0.3: Graph of unfolding force against the logarithm of pulling velocity for the
d(pL) in D2O. The graph shows the experimental forces (open squares) and the simulated
forces from the simulation with an equal unfolding probability distribution (grey) or unequal
unfolding probability distribution (red).
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Figure D.3.0.4: Graph of unfolding force against the logarithm of pulling velocity for the
p(I27) in H2O. The graph shows the experimental forces (open squares) and the simulated
forces from the simulation with an equal unfolding probability distribution (grey) or unequal
unfolding probability distribution (red).
Figure D.3.0.5: Graph of unfolding force against the logarithm of pulling velocity for the
p(I27) in D2O. The graph shows the experimental forces (open squares) and the simulated
forces from the simulation with an equal unfolding probability distribution (grey) or unequal
unfolding probability distribution (red).
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Figure D.3.0.6: Graph of unfolding force against the logarithm of pulling velocity for the
d(I27) in H2O. The graph shows the experimental forces (open squares) and the simulated
forces from the simulation with an equal unfolding probability distribution (grey) or unequal
unfolding probability distribution (red).
Figure D.3.0.7: Graph of unfolding force against the logarithm of pulling velocity for the
d(I27) in D2O. The graph shows the experimental forces (open squares) and the simulated
forces from the simulation with an equal unfolding probability distribution (grey) or unequal
unfolding probability distribution (red).
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