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La liste des domaines touche´s par l’apprentissage machine s’allonge rapidement. Au fur et a` mesure
que la quantite´ de donne´es disponibles augmente, le de´veloppement d’algorithmes d’apprentissage
de plus en plus puissants est crucial. Ce me´moire est constitue´ de trois parties: d’abord un survol
des concepts de bases de l’apprentissage automatique et les de´tails ne´cessaires pour l’entraıˆnement
de re´seaux de neurones, mode`les qui se livrent bien a` des architectures profondes. Ensuite, le pre-
mier article pre´sente une application de l’apprentissage machine aux jeux vide´os, puis une me´thode
de mesure performance pour ceux-ci en tant que politique de de´cision. Finalement, le deuxie`me
article pre´sente des re´sultats the´oriques concernant l’entraıˆnement d’architectures profondes non-
supervise´es.
Les jeux vide´os sont un domaine particulie`rement fertile pour l’apprentissage automatique: il est
facile d’accumuler d’importantes quantite´s de donne´es, et les applications ne manquent pas. La
formation d’e´quipes selon un crite`re donne´ est une taˆche commune pour les jeux en lignes. Le
premier article compare diffe´rents algorithmes d’apprentissage a` des re´seaux de neurones profonds
applique´s a` la pre´diction de la balance d’un match. Ensuite nous pre´sentons une me´thode par sim-
ulation pour e´valuer les mode`les ainsi obtenus utilise´s dans le cadre d’une politique de de´cision en
ligne.
Dans un deuxie`me temps nous pre´sentons une nouvelle me´thode pour entraıˆner des mode`les ge´ne´ratifs.
Des re´sultats the´oriques nous indiquent qu’il est possible d’entraıˆner par re´tropropagation des mode`les
non-supervise´s pouvant ge´ne´rer des e´chantillons qui suivent la distribution des donne´es. Ceci est
un re´sultat pertinent dans le cadre de la re´cente litte´rature scientifique investiguant les proprie´te´s
des autoencodeurs comme mode`les ge´ne´ratifs. Ces re´sultats sont supporte´s avec des expe´riences
qualitatives pre´liminaires ainsi que quelques re´sultats quantitatifs.
Mots cle´s: apprentissage machine, matchmaking, re´seaux de neurones, autoencodeurs, rec-
ommendation de contenu, architectures profondes
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ABSTRACT
The list of areas affected by machine learning is growing rapidly. As the amount of available training
data increases, the development of more powerful learning algorithms is crucial. This thesis consists
of three parts: first an overview of the basic concepts of machine learning and the details necessary
for training neural networks, models that lend themselves well to deep architectures. The second
part presents an application of machine learning to online video games, and a performance mea-
surement method when using these models as decision policies. Finally, the third section presents
theoretical results for unsupervised training of deep architectures.
Video games are a particularly fertile area for machine learning: it is easy to accumulate large
amounts of data, and many tasks are possible. Assembling teams of equal skill is a common machine
learning application for online games. The first paper compares different learning algorithms against
deep neural networks applied to the prediction of match balance in online games. We then present
a simulation based method to evaluate the resulting models used as decision policies for online
matchmaking.
Following this we present a new method to train generative models. Theoretical results indicate that
it is possible to train by backpropagation unsupervised models that can generate samples following
the data’s true distribution. This is a relevant result in the context of the recent literature investigating
the properties of autoencoders as generative models. These results are supported with preliminary
quantitative results and some qualitative experiments.
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L’apprentissage machine est une branche de l’intelligence artificielle de´die´e a` l’e´tude de mode`les et
d’algorithmes capables d’apprendre automatiquement. Ceci implique re´soudre une varie´te´ de taˆches
en se basant sur des donne´es existantes, avec un minimum d’a` priori humain. De plus en plus, les
connaissances accumule´es du monde sont stocke´es en format e´lectronique. Une e´norme quantite´ de
documents, d’images, de sons, de vide´os et de discussions sont disponible graˆce a` l’internet. Dans le
but de cre´er un syste`me intelligent, il faudrait tirer avantage de l’ensemble du savoir humain contenu
dans ces donne´es. Celles-ci sont cependant tre`s complexes dans leur forme brute; par exemple,
un sous-ensemble infime de toutes les configurations possibles de pixels repre´sentent une image
naturelle. On peut imaginer la structure de ce sous-ensemble comme une surface extreˆmement
tordue, plie´e et courbe´e a` l’inte´rieur d’un cube, le cube repre´sentant l’ensemble des configurations
possibles. Cette surface est mieux repre´sente´e par des concepts abstraits. La sous-surface des
images repre´sentant un arbre est tout aussi complexe, mais il suffit de comprendre le concept d’arbre
pour discerner lorsqu’une image se situe sur cette sous-surface ou non.
Le coeur du proble`me de l’apprentissage machine et que le lien entre la structure de cette sur-
face et ce concept n’est pas stocke´ explicitement. Ce savoir est encode´ implicitement dans notre
cerveau lorsque nous apprenons des concepts nouveaux; c’est en partie ce qui nous permet d’agir
de fac¸on intelligente. De la meˆme fac¸on, un syste`me intelligent devrait eˆtre capable de de´couvrir lui-
meˆme la structure d’un signal ou de donne´es qui lui sont pre´sente´s. L’apprentissage machine est au
croisement des statistiques, des probabilite´s, du calcul, de l’alge`bre line´aire et de l’optimisation
1
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nume´rique; parseme´ d’allusions a` la biologie et la psychologie. Main en main avec la crois-
sance de la puissance de calcul et la quantite´ de donne´es disponibles, la performance des syste`mes
d’apprentissage automatique ne cesse d’augmenter.
Ce premier chapitre couvre les concepts de bases de l’apprentissage machine. Le deuxie`me chapitre
concerne les re´seaux de neurones, classe de mode`le inspire´ par le fonctionnement du cerveau. Les
spe´cifications, les variations et les de´tails ne´cessaire a` leur bon fonctionnement seront couverts.
Le troisie`me et quatrie`me chapitre pre´sentent l’article principal de cet ouvrage: une application de
l’apprentissage machine aux jeux vide´os. Finalement, le cinquie`me et sixie`me chapitre couvrent un
second article pre´sentant une nouvelle me´thode pour entraıˆner des mode`les dits ge´ne´ratifs.
1.2 Minimisation du risque
Le cadre classique des proble`mes d’apprentissage machine est le suivant: nous avons acce`s a un en-
semble de donne´es D = {x(i), y(i)}Ni=1,xi ∈ Rd, ou` les xi sont identiquement et inde´pendemment
tire´s d’une distribution sous-jacente p(x), et les yi tire´s d’une distribution p(y|x). On nomme x
les entre´es et y les cibles. En pratique, x re´fe`re a` un ensemble de variables auxquelles nous avons
acce`s, tandis que y est un re´sultat qui de´pend de x. Nous n’avons pas ne´ce´ssairement acce`s a` ce
re´sultat autre que dans D.
Nous distinguons, de fac¸on ge´ne´rale, deux cate´gories d’apprentissage: supervise´ et non-supervise´.
Les proble`mes d’apprentissage supervise´ utilisent x pour former une approximation d’une proprie´te´
de y, comme l’espe´rance E[y|x] ou la probabilite´ conditionelle p(y|x). On retrouve deux principaux
proble`mes dans l’apprentissage supervise´: la re´gression et la classification. Lorsque y prend des
valeurs quantitatives continues, nous avons a` faire a un proble`me de re´gression; si y prend des
valeurs cate´goriques non ordonne´es, un proble`me de classification. L’apprentissage non-supervise´
a trait a` la mode´lisation des entre´es, soit en estimant la densite´ p(x), en cherchant des encodages de
x qui puissent eˆtre utiles par la suite ou en cate´gorisant les entre´es de fac¸on implicite (sans aide des
cibles).
Ces taˆches sont effectue´es avec le principe de minimisation du risque empirique [77] . Le risque
correspond a` la valeur, donne´e par une fonction de perte L, qui indique la performance d’un mode`le
sur la taˆche donne´e. Par convention, L est de´croissant en fonction de la performance du mode`le.
Nous voulons donc trouver une fonction f(x) qui minimise le risque espe´re´. Dans le cadre de
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l’apprentissage supervise´, le risque espe´re´ est de´fini par:
E[L] =
∫ ∫
L(f(x), y)p(x, y)dxdy. (1.1)
Pour l’apprentissage non-supervise´ la fonction de couˆt est fonction de x et f(x). Il est ge´ne´ralement
impossible de calculer E[L] exactement puisque nous n’avons pas acce`s a` p(x, y), et nous n’avons






nomme´e risque empirique. On cherche donc f(x) qui minimise cette quantite´.
Si f ne fait que me´moriser les exemples contenus dans D, avec f(x(i)) = y(i), (x(i), y(i)) ∈ D, le
risque empirique sera nul. Cette approximation ne vaut rien puisque les exemples qui ont directe-
ment servis a` optimiser f sont aussi utilise´s pour estimer E[L]. Dans ce cas, l’estimation du risque
espe´re´ est biaise´e de manie`re optimiste. Ce qui importe re´ellement est l’erreur de ge´ne´ralisation,
c’est-a`-dire le risque sur de nouveaux exemples tire´s de p(x). On dit d’un mode`le qui performe bien
sur de nouveaux exemples qu’il ge´ne´ralise correctement. Pour obtenir une estimation non-biaise´e de
l’erreur de ge´ne´ralisation, les exemples utilise´s pour obtenir f et estimer le risque doivent eˆtre dis-
tincts. Il est pratique courante de diviser les donne´es en deux ensembles: l’un pour l’optimisation de
f , nomme´ ensemble d’entraıˆnement (Dtrain), et l’autre pour l’estimation du risque espe´re´, nomme´
ensemble de test (Dtest). Cette me´thode simule la performance du mode`le sur de nouveaux exem-
ples. Le surapprentissage re´fe`re a` une bonne performance sur l’ensemble d’entraıˆnement mais une
mauvaise performance sur l’ensemble de test. Plus de de´tails sur les me´thodes d’e´valuations sont
fournis a` la section 2.6.1.
1.3 Types d’algorithmes d’apprentissage
Malgre´ la jeunesse du domaine de l’apprentissage machine, il existe de´ja` beaucoup d’algorithmes
d’apprentissage diffe´rents, chacun posse´dant ses propres avantages. Nous distinguons deux cate´gories,
parame´triques et non-parame´triques. Un algorithme d’apprentissage parame´trique est spe´cifie´ par
l’apprentissage d’un nombre de parame`tres fini et une famille de distribution que ces parame`tres
peuvent repre´senter. On nomme ces parame`tres ”parame`tres libres” du mode`le, puisque c’est
eux que nous optimisons pour minimiser le risque empirique. Les algorithmes d’apprentissage
parame´triques ont une capacite´ finie, limite´e par le nombre de parame`tres libres. La capacite´ d’un
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mode`le re´fe`re a` la quantite´ d’information qu’il peut encoder. Une faible capacite´ implique donc une
faible performance d’entraıˆnement et de test. Une grande capacite´ implique une bonne performance
d’entraıˆnement et un bon potentiel de performance de test accompagne´ de risque de surapprentis-
sage. Un algorithme d’apprentissage dit ”non-parame´trique” n’a pas d’a` priori sur la distribution a`
repre´senter, ce qu’un nombre de parame`tres fini implique. Ceux dont la capacite´ peut croıˆtre avec
la quantite´ et la complexite´ des donne´es sont donc dit non-parame´triques.
Quelques algorithmes parame´triques classiques incluent les re´gressions line´aires, les lois de proba-
bilite´s spe´cifie´es par un nombre de parame`tres fixe et les re´seaux de neurones a` taille fixe. Par ex-
emple, une loi normale dont la moyenne est une fonction line´aire de x est un mode`le parame´trique
: les parame`tres sont les poids de la fonction line´aire et l’e´cart-type. L’ensemble des parame`tres
possibles de´finissent une famille de distributions que ce mode`le peut repre´senter. Nous utiliserons
la notation fθ pour spe´cifier que f de´pend des parame`tres θ, et que c’est eux que nous cherchons a`
optimiser.
Parmi les algorithmes non-parame´triques on retrouve entre autres les arbres de de´cisions, les k
plus proches voisins et les machines a` vecteurs de support a` noyau. Les fonctions approxime´es
par ces algorithmes peuvent devenir arbitrairement complexe en fonction de la quantite´ de donne´es
disponibles. Sans contrainte de mode´lisation sur leur capacite´ (la profondeur d’un arbre de de´cision
par exemple), l’approximation obtenue tend vers la vraie distribution estime´e lorsque la quantite´ de
donne´es tend vers l’infini.
Dans le cas des plus proches voisins, ainsi que pour plusieurs autres mode`les non-parame´triques, la
dimensionalite´ des donne´es peut eˆtre proble´matique. Imaginons le cas ou` la dimension des entre´es
est de taille 100, avec des variables d’entre´es binaires. Meˆme avec des milliards d’exemples il est
impossible d’obtenir toute les configurations possibles, ni meˆme une fraction raisonnable. Plus le
nombre de dimensions est e´leve´, plus il est difficile de couvrir uniforme´ment l’espace des config-
urations possibles, qui croıˆt exponentiellement en fonction du nombre de dimensions. De plus,
certaines intuitions ge´ome´triques acquises en trois dimensions sont errone´es en haute dimension.
Par exemple, imaginons un hypercube unitaire A de´fini par xd ∈ [0, 1]d, et un sous-volume B
contenu dans cet hypercube de´fini par xd ∈ [0, 0.9]d. En trois dimensions, le volume de B est
approximativement e´gal a 70% volume de A. Lorsque d = 100, cette fraction tombe a` ∼ 10−5%,
malgre´ que chaque areˆte deB est presque de la meˆme taille que les coˆte´s deA! La vaste majorite´ du
volume d’un hypercube en haute dimension est contenue dans les coins de celui-ci. Ce phe´nome`ne
est surnomme´ fle´au de la dimensionalite´. C’est pourquoi une entre´e posse`dera typiquement peu de
voisins au sens euclidien. Les seuls voisins seront des donne´es qui partagent quelques variables
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d’entre´es proche. C’est une des raisons qui motive l’e´tude de mode`les d’apprentissage qui appren-
nent a de´composer l’entre´e en diffe´rentes caracte´ristiques, potentiellement communes a` beaucoup
d’exemples. Ces types d’algorithmes font usage d’une repre´sentation dite distribue´e. A` l’oppose´,
une repre´sentation dite locale est base´e sur les donne´es faisant partie du voisinage (bien que pas
ne´cessairement au sens euclidien) d’un exemple.
Peu importe le type d’algorithme d’apprentissage, il y a des variables de controˆle qui ne sont pas
directement optimise´es via l’ensemble d’entraıˆnement. On les nomme hyperparame`tres: c’est eux
qui controˆlent ce que l’algorithme peut apprendre. Le nombre de voisins utilise´s dans les k plus
proches voisins est un exemple, la taille d’un re´seau de neurones ou la profondeur maximale d’un
arbre de de´cision sont tous des hyperparame`tres.
Couvrir en de´tail l’ensemble des diffe´rents algorithmes d’apprentissage est un travail colossal. Cet
ouvrage se concentre sur les re´seaux de neurones, couverts au prochain chapitre.
1.4 Fonctions de pertes
Le choix de la fonction de perte de´coule directement de la taˆche que nous voulons re´soudre. Pour
la re´gression, la fonction de perte habituelle est l’erreur quadratique:
L(y, f(x)) = (y − fθ(x))2. (1.3)
Minimiser l’erreur quadratique correspond a` estimer E[y|x] [14, p. 46], une estimation souvent
de´sire´e. Une autre fonction de perte possible pour la re´gression est l’erreur absolue L(y, f(x)) =
|y− f(x)|, puisque minimiser celle-ci correspond a` estimer la me´diane conditionelle a` x de la cible
[74, p. 43].
La fonction peut aussi eˆtre parame´trise´e pour de´finir une fonction de densite´, soit des cibles ou
des entre´es elle-meˆmes. Un re´sultat interme´diaire ne´cessaire est l’espe´rance de cette densite´; les
autres moments peuvent eˆtre d’autres re´sultats interme´diaires du mode`le ou mis fixes pour toute
entre´e, devenant ainsi des hyperparame`tres. Par exemple, un mode`le peut calculer une espe´rance
et une variance en fonction de l’entre´e, utilise´es ensuite pour de´finir la densite´ d’une loi normale.
Pour expliciter un proble`me supervise´, la notation fθ(x)y signifie que f est une fonction de densite´
e´value´e en y, avec
∫
fθ(x)ydy = 1. Donne´ un ensemble d’observations D = {(x(i), y(i))}Ni=1, la
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vraisemblance de D e´tant donne´ θ est de´finie par:




Il est ge´ne´ralement plus commode, en partie pour des raisons nume´riques, de travailler avec la
log-vraisemblance. L’e´quation pre´ce´dente devient:







Pour suivre la convention, maximiser la log-vraisemblance e´quivaut a` minimiser la log-vraisemblance
ne´gative (NLL). Nous pouvons alors interpre´ter la NLL comme notre fonction de perte, avecL(fθ(x), y) =
− log fθ(x)y. En ajustant les parame`tres pour minimiser la NLL, fθ(x) nous donne une approxi-
mation de p(y|x). Cette me´thode est nomme´e estimation du maximum de vraisemblance.
Face a` un proble`me de classification, on conside`re naturellement l’erreur de classification comme
mesure de performance d’un algorithme d’apprentissage. Si y, fθ(x) ∈ {1, ...,K}, l’erreur de
classification est de´finie par:
L(y, f(x)) = Iy 6=f(x), (1.6)
moyenne´ sur l’ensemble de donne´es. Cependant, il est souvent ne´cessaire d’utiliser une fonction de
perte diffe´rentiable, a` des fins d’optimisation. Puisque l’erreur de classification ne l’est pas, nous
utilisons une estimation du maximum de vraisemblance et un mode`le probabiliste de classification.
Dans le cas binaire, nous avonsK = 2; nous conside´rons cependant que y = {0, 1}, par convention.
Supposons que y est tire´ de p(y|x), et fθ(x) ∈ [0, 1]. Ceci nous permet d’interpre´ter fθ(x) comme







(1− fθ(x))1−y(i) , (1.7)
et la log-vraisemblance ne´gative:
− log p(D|θ) = −
N∑
i=1
(y(i) log fθ(x) + (1− y(i)) log(1− fθ(x))) (1.8)
appele´e l’entropie croise´e binaire [14, p. 206]. Pour une classification multiclasse, nous encodons
y ∈ 1, ...,K avec y = [y1, ...,yK ], yc = Iy=c. Le mode`le est parame´trise´ pour que
∑K
c=1 fθ(x)c =
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1, et nous interpre´tons fθ(x)c comme p(y = c|x). Nous retrouvons l’entropie croise´e comme log-
vraisemblance:
















et donc comme fonction de couˆt. Minimiser l’entropie croise´e peut aussi eˆtre utilise´e lorsque les
cibles sont re´elles et interpre´te´es comme des probabilite´s, par exemple, la moyenne des re´sultats
d’une expe´rience de classification re´pe´te´e plusieurs fois pour une meˆme entre´e. Rien n’empeˆche
l’utilisation de l’erreur de classification comme mesure finale de la qualite´ d’un mode`le, comme
c’est souvent le cas. La classe la plus probable donne´e par le mode`le est la classe pre´dite dans ce
cas.
Pour un proble`me d’estimation de densite´, fθ(x) doit de´finir une fonction densite´ sur les entre´es,
avec
∫
fθ(x)dx = 1. Pour trouver les parame`tres, il s’agit de maximiser la vraisemblance des
donne´es sous la distribution de´finie par θ, comme dans l’e´quation 1.5. La log-vraisemblance est
alors:







1.5 Optimisation par gradient
Nous supposerons dore´navant que fθ(x) est continue et diffe´rentiable presque partout. La fonction
de couˆtL(fθ(x), y) en fonction de θ de´finit une surface d’erreur, sur laquelle nous pouvons naviguer
en modifiant θ. Si cette surface est convexe, nous cherchons le minimum global de celle-ci; si la
surface n’est pas convexe, il est difficile de trouver le minimum global. Dans ce cas, nous nous con-
tentons ge´ne´ralement d’un minimum local suffisament bon. Beaucoup de me´thodes d’optimisation
nume´rique existent, et sont une partie importante des algorithmes d’apprentissage. Lorsque f est
diffe´rentiable, la descente de gradient en est une des plus populaires, particulie`rement pour les re-
seaux de neurones depuis [68]. Le gradient de la fonction de couˆt par rapport aux parame`tres nous
donne la direction de la pente maximale de la surface d’erreur. Une mise a` jour des parame`tres
en effectuant un de´placement le long de cette pente nous permet d’augmenter ou diminuer le couˆt
empirique. L’algorithme de descente de gradient (1) consiste essentiellement a` ite´rer l’e´valuation du
gradient et la mise a` jour des parame`tres jusqu’a` ce qu’une condition d’arreˆt soit rencontre´e. Nous
utilisons comme condition d’arreˆt de base le nombre d’ite´rations effectue´es.
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Algorithm 1 Descente de gradient
Require: D,L, fθ, θ0, , T
θ˜ ← θ0
t← 0













Le taux d’apprentissage, , est un facteur multiplicatif qui controˆle la norme du vecteur utilise´
pour la mise a` jour des parame`tres. On le conside`re ge´ne´ralement comme un hyperparame`tre pro-
pre a` l’algorithme d’apprentissage, mais une distinction possible se fait pour les hyperparame`tres
d’optimisation. C’est l’hyperparame`tre le plus important de la descente de gradient: trop grand et les
parame`tre divergeront, trop petit et la convergence sera trop lente, et la performance sous-optimale.
Non seulement cela, mais le taux d’apprentissage joue un roˆle particulier lors de l’optimisation de
fonctions non convexes. Puisque celles-ci posse`dent plusieurs minima locaux, le taux d’apprentissage
a un impact direct sur lequel de ces minima les parame`tres convergeront. Nous pouvons imaginer
une surface d’erreur ressemblant un bol, parseme´e de petits creux, des minima locaux. Avec un tre`s
petit taux d’apprentissage, les parame`tres peuvent se retrouver pris dans le premier creux rencontre´,
tandis qu’un grand taux d’apprentissage passera par dessus. D’un autre coˆte´ un grand taux peut
rater ou osciller autour d’un bon minimum local. Bien que dans un contexte d’optimisation pur
l’algorithme s’arreˆterais lorsque L est infe´rieur a` un seuil pre´de´fini, il n’est pas garanti que le min-
imum empirique soit ne´cessairement optimal. La surface d’erreur de´finie par les donne´es est une
approximation de la vrai surface d’erreur. Pour cette raison, nous lissons la surface d’erreur ou nous
arreˆtons l’entraıˆnement lorsqu’un seuil de performance est atteint sur un ensemble de test alternatif
(me´thode nomme´e early stopping, l’ensemble alternatif correspond a` l’ensemble de validation, vu
en 2.6.1).
Bien que les proprie´te´s de convergence de la descente de gradient dite batch sont bien de´finies
(garanties cite), celle-ci peut eˆtre acce´le´re´e via une approximation stochastique. Au lieu de calculer













, k ∼ U(1, ..., n), (1.11)
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ce qui nous permet d’utiliser un seul exemple, ale´atoirement choisi, pour calculer une estimation
non-biaise´e du gradient des parame`tres. Il y a plusieurs avantages a` cette me´thode, nomme´e de-
scente de gradient stochastique. Non seulement le couˆt de calcul est grandement re´duit, mais la
convergence est aussi plus rapide en terme de nombre de pas de gradients, et ce malgre´ le bruit
ajoute´ par l’estimation du gradient. En fait, graˆce a` ce bruit, de meilleures solutions peuvent eˆtre
obtenues pour les proble`mes non-convexes, parce que les parame`tres s’e´chapperons plus facilement
des minima locaux [55].
Nous pouvons interpre´ter la descente de gradient comme l’utilisation d’une se´rie de Taylor pour
obtenir une approximation line´aire de la fonction que nous souhaitons optimiser, et supposer que
cette approximation est assez bonne dans un petit rayon pour faire un pas de gradient. De la meˆme
fac¸on, on peut utiliser une approximation quadratique avec la de´rive´ partielle de second ordre. La
me´thode d’optimisation de Newton est l’exemple classique d’optimisation de second ordre. Pour
un grand nombre de parame`tres, cette me´thode est ge´ne´ralement difficile a` utiliser. C’est pourquoi
il existe des me´thodes dites quasi-Newtoniennes, qui approximent les de´rive´es partielles de second
ordre ou qui ne les calculent pas explicitement. Parmi ces me´thodes on retrouve L-BFGS, Hessian




Les mode`les line´aires sont parmis les mode`les parame´triques plus simples. La re´gression line´aire





xiwi + b (2.1)
E´tant contraint a` ne repre´senter qu’un hyperplan, une de´finition plus ge´ne´rale de la re´gression
line´aire consiste a` admettre une transformation fixe des variables d’entre´e via un ensemble de fonc-




ϕ(xi)wi + b (2.2)
En statistique, la de´finition des mode`les line´aires ge´ne´ralise´s inclut une fonction applique´e au




xiwi + b) (2.3)
La fonction g est ge´ne´ralement choisie d’apre`s la distribution des cibles. Pour les trois mode`les
pre´ce´dents, les parame`tres sont θ = {w, b}, ou` w = [w1, ..., wd].
Un classifieur line´aire simple est de prendre le mode`le 2.1, et de conside´rer l’hyperplan de´fini
comme frontie`re de de´cision pour se´parer deux classes. Ce mode`le se nomme le Perceptron, et
est un classifieur line´aire binaire. Cependant le gradient associe´ a` ce mode`le et la fonction de
10
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couˆt 1.9 est ze´ro presque partout, et non diffe´rentiable a` la frontie`re. Afin d’utiliser une optimisa-
tion a` base de gradient, nous introduisons une version probabiliste de la classification binaire. La
re´gression logistique est un mode`le line´aire standard pour la classification binaire. Formellement,
on conside`re les cibles y comme des variables de Bernoulli, prenant les valeurs 0 ou 1, avec une









La re´gression logistique est un mode`le line´aire ge´ne´ralise´: σ, nomme´e fonction sigmoı¨de, borne´e
entre 0 et 1 sert de fonction de lien. Les parame`tres sont les meˆmes que dans les mode`les line´aires.
On interpre`te f(x) comme une approximation de p(y = 1|x). Pour trouver les parame`tres w et b
on minimise l’entropie croise´e, de´finie en 1.8.
La re´gression logistique multinomiale est une ge´ne´ralisation de la re´gression logistique pour un
proble`me de classification multiclasse. La probabilite´ d’appartenance a` une classe k est pose´e
comme e´tant proportionnelle a` exWk+bk . Les range´es de la matrice W : k × d correspondent aux
poids des entre´es pour chaque classe, et bk les biais pour chacune d’elle. Il suffit ensuite d’avoir
un facteur de normalisation pour conserver la sommation unitaire des probabilite´s d’appartenances
a` toute les classes. Le mode`le est donc:





La fonction dans l’e´quation 2.5 se nomme ”softmax”, et son re´sultat est interpre´te´ comme les proba-
bilite´s d’une loi multinomiale. Les parame`tres ici sont θ = {W,b}, et la fonction de couˆt est encore
l’entropie croise´e (1.9). Les mode`les line´aires, bien qu’utiles pour leur simplicite´, sont souvent sous-
optimaux pour des donne´es moindrement complexes, pour lesquelles une relation line´aire entre les
entre´es et les cibles est insuffisante. Cependant, combine´s a` des transformations non-line´aires qui
rendent les donne´es line´airement se´parables ou qui de´meˆlent les facteurs de variations pour obtenir
des caracte´risques plus inde´pendantes et moins corre´le´es entre elles, les mode`les line´aires servent
souvent d’e´tape finale pour la re´gression et la classification.
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2.2 Re´seaux de neurones artificiels
Le fonctionnement du cerveau humain est une merveille dont la compre´hension ne fait que de´buter.
Quel meilleur mode`le pour comprendre le monde qui nous entoure? Il est possible de de´battre
qu’e´muler le cerveau, ou du moins extraire les principes qui permettent son fonctionnement, soit
crucial pour la cre´ation d’une intelligence artificielle. Sans entrer dans cette discussion, certains
concepts ont inspire´s l’e´laboration de mode`les qui maintenant offrent des performances a` l’e´tat de
l’art pour une multitude de taˆches.
2.2.1 Re´seaux supervise´s
Les re´seaux de neurones artificiels forment une famille de mode`les inspire´s par le fonctionnement
du neurone, cellule a` la base du cerveau. De manie`re (extreˆmement) simplifie´e, les neurones fonc-
tionnent en rec¸evant le signal e´lectrique provenant des neurones adjac¸ents et en e´mettant le leurs
lorsque le signal rec¸u est assez fort. Les re´seaux de neurones imitent ce fonctionnement a` l’aide
de neurones artificiels, aussi appele´s unite´s cache´es. La sortie d’une unite´ est essentiellement un
mode`le line´aire ge´ne´ralise´ applique´ aux sorties d’un autre ensemble d’unite´s cache´es. La fonction
de lien des unite´s cache´es est typiquement appele´e ”fonction d’activation”. Les ensembles d’unite´s
sont organise´s en couches : les unite´s d’une couche rec¸oivent les sorties des unite´s appartenant a` la
couche pre´ce´dente. Ces couches sont appele´es les ”couches cache´es” du re´seau. Voir [14, p. 225]
pour un survol plus en de´tail.
Le re´seau classique est constitue´ de la couche d’entre´e, une ou plusieurs couches cache´es puis d’une
couche de sortie. La couche d’entre´e correspond directement aux entre´es x, et la couche de sortie
est ge´ne´ralement un des mode`les line´aires de´crit en 2.1, prenant en entre´e la dernie`re couche cache´e
du re´seau. Chaque couche cache´e ainsi que la couche de sortie posse`de ses propres parame`tres.
Pour un re´seau a` une couche cache´e (de´note´e par h), on a:
h = fact(xW + b)
fθ(x) = g(hV + c),
(2.6)
Les hyperparame`tres du re´seau sont nh et le choix de fact. Les parame`tres sont θ = {W,b,V, c}.
Avec nout spe´cifie´ par la taˆche en question, on aW : d×nh, b : 1×nh,V : nh×nout, c : 1×nout.
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La de´finition re´cursive suivante ge´ne´ralise 2.6 pour L couches cache´es:
h(0) = x
h(l) = fact(h(l−1)W(l) + b(l)), l = 1, ..., L
fθ(x) = g(h(L)V + c)
(2.7)
Ceci introduit de nouveaux hyperparame`tres : chaque couche posse`de sa propre taille nlh et L
controˆle la profondeur du re´seau. Pour un proble`me de re´gression, g est hatibuellement l’identite´,
ou une fonction de lien approprie´e pour une distribution a` priori lorsque nous de´sirons estimer les
parame`tres par maximum de vraisemblance, comme de´crit a` la section 1.4. Dans un proble`me de
classification, la sortie du re´seau est habituellement la fonction softmax applique´e a` une transfor-
mation line´aire de dimension approprie´e de la dernie`re couche cache´e. Lors de l’optimisation, les
couches cache´es apprendront alors a` transformer les entre´es pour que les classes soit line´airement
se´parables.
Lorsque nous approximons plusieurs cibles simultane´ment, avec nout > 1, nous avons un mode`le
”multi-taˆche”. Il est possible d’obtenir de meilleurs re´sultats en partageant la couche cache´e pour
plusieurs taˆches. En forc¸ant le re´seau a` apprendre une repre´sentation commune via les couches
cache´es, les diffe´rentes cibles s’entraident mutuellement si celles-ci ne sont pas inde´pendantes.
Puisque le gradient des parame`tres est une fonction des diffe´rentes cibles, les couches cache´es
apprennent a` repre´senter de l’information utile a` chaque cible, et donc les cibles ont implicitement
acce`s a` une certaine quantite´ d’information qui ne serait pas accessible sans entraıˆnement multi-
taˆche [11, 22].
La fonction sigmoı¨de fut un des premiers choix de fonction d’activation (fact) pour les re´seaux
de neurones. Cependant, la tangeante hyperbolique (tanh) est ge´ne´ralement pre´fe´rable pour des
raisons d’optimisation [55]. Une autre fonction d’activation re´cemment populaire [40, 52] est le
rectifieur, une fonction line´aire par partie. Le rectifieur est de´fini par:
rect(x) = max(0, x) (2.8)
Cette fonction d’activation est inte´ressante en partie pour sa capacite´ a` atte´nuer le proble`me de
disparition du gradient. Ce phe´nome`me a lieu dans les couches infe´rieures d’un re´seau profond.
Lors du calcul de la de´rive´e partielle du couˆt par rapport aux parame`tres, la de´rive´e des fonctions
d’activations de chaque couche supe´rieure fait partie de la chaıˆne multiplicative ne´cessaire pour
obtenir le gradient des poids d’une couche infe´rieure. Puisque la de´rive´e des fonctions d’activations
habituelles comme sigmoid et tanh est positive et infe´rieure a` 1, la norme du gradient des poids
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dans les couches infe´rieures est plus petite que celle aux couches supe´rieures. L’apprentissage est
alors domine´ par les mises a` jours des couches supe´rieures. La sigmoı¨de souffre davantage de ce
proble`me car non seulement la de´rive´e est borne´e a` 0.25, mais sa valeur moyenne est 0.5, ce qui
peut saturer plus facilement les couches supe´rieures [39]. Quelques succe`s ont e´te´ reporte´s avec des
re´seaux profonds utilisant tanh [25].
Il a e´te´ de´montre´ qu’un re´seau de neurones a` une couche cache´e est un approximateur universel:
avec suffisament d’unite´s cache´es et des conditions faibles sur la fonction d’activation, il est pos-
sible d’approximer n’importe quelle fonction continue avec un niveau de pre´cision arbitraire [49].
Des motivations the´oriques indiquent aussi que des fonctions complexes peuvent eˆtre approxime´es
de fac¸on plus compacte (moins de parame`tres) en utilisant des re´seaux dits profonds, comportant
plus de deux couches cache´es [5]. De plus, un ensemble de re´sultats empiriques a` l’e´tat de l’art sup-
portent cette hypothe`se et motivent la continuation de l’e´tude des re´seaux de neurones artificiels,
particulie`rement pour les re´seaux profonds.
2.2.2 Re´seaux non-supervise´s
Les autoencodeurs sont des re´seaux de neurones entraıˆne´s a` pre´dire leur propre entre´e : la cible y
est en fait x. Ce sont des mode`les non supervise´s : nous n’utilisons pas les cibles pour estimer une
espe´rance ou probabilite´ conditionelle fonction de x. L’inte´reˆt n’est pas la pre´diction de l’entre´e en
tant que tel, mais la transformation apprise par l’autoencodeur, qui sert de repre´sentation alternative
de l’entre´e. Avec une couche cache´e, on a:
h = fenc(xWenc + b)
r = fdec(hWdec + c),
(2.9)
ou` h correspond a` la transformation de l’entre´e (aussi appele´e encodage), et r la reconstruction
de celle-ci. Tout comme un re´seau supervise´, les hyperparame`tres sont nh, la taille de h, et le
choix de fenc. Les parame`tres sont θ = {Wenc,Wdec,b, c}. Les poids du re´seau, Wenc et Wdec,
peuvent eˆtre distincts ou les meˆmes, avec Wdec =WTenc. Pour un x binaire, le couˆt a` optimiser est




−(xi log(ri) + (1− xi) log(1− ri)), (2.10)
l’entropie croise´e entre x et r. Pour un x continu on peut utiliser l’erreur quadratique, et l’autoencodeur
estimera aussi E[x|h]. Le choix de fdec et de la fonction de perte, comme les re´seaux supervise´s,
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de´pend de la taˆche et de la distribution des donne´es. Dans le cadre des autoencodeurs, on nomme
L(x, r) couˆt de reconstruction. Pour une couche cache´e plus petite que l’entre´e, le re´seau ap-
plique une compression avec perte. En entraıˆnant un re´seau avec cette proprie´te´, les parame`tres
chercherons une transformation compacte de l’entre´e qui conserve un maximum d’information, du
moins pour les exemples d’entraıˆnement, te´moigne´ par un faible couˆt de reconstruction. Une entre´e
provenant d’une distribution diffe´rente aura un couˆt de reconstruction e´leve´.
Si la taille de la couche cache´e est supe´rieure a` celle de l’entre´e, la repre´sentation apprise est dite
surcomple`te. Cependant, sans aucune autre contrainte que le couˆt de reconstruction, l’autoencodeur
peut apprendre la fonction indentite´. Cette solution comporte peu d’inte´reˆt puisque rien ne garan-
tit que la repre´sentation apprise ne sera pas une permutation et/ou un changement d’e´chelle des
entre´es, avec des unite´s cache´es redondantes. A` priori, une repre´sentation surcomple`te semble su-
perflue, mais posse`de plusieurs attraits. D’abord il est possible d’apprendre une repre´sentation dite
e´parse, ou` seul quelques e´le´ments ne sont pas nuls, ce qui permet de simuler une repre´sentation de
taille variable. Une telle repre´sentation peut mieux de´meˆler les facteurs de variations des variables
d’entre´es, contrairement a` une re´duction de dimensionalite´, est plus susceptible d’eˆtre line´airement
se´parable et peut avoir des proprie´te´s de´bruitantes [58]. Ces proprie´te´s sont lie´es fait qu’une
repre´sentation surcomple`te permet de capter la distribution des entre´es: chaque unite´ cache´e cor-
respond a` une direction locale de variation, ce qui nous permet de capter une varie´te´ non-line´aire
arbitraire.
Introduit par [78], les autoencodeurs de´bruitants (DAE) introduisent une modification au couˆt de re-
construction qui permet a` l’autoencodeur de capter la distribution des entre´es de manie`re prouvable.
L’intuition est simple : minimiser le couˆt entre l’entre´e originale et la reconstruction d’une version
corrumpue. Le re´seau apprendra ainsi a` de´bruiter l’entre´e, et produire une reconstruction plus prob-
able, selon les exemples d’entraıˆnement, que la version corrompue de l’entre´e. Mathe´matiquement,
ceci correspond a`:
x˜ ∼ p(x˜|x)
h = fenc(x˜Wenc + b)
r = fdec(rWdec + c),
(2.11)
Le processus de corruption, x˜ ∼ p(x˜|x), est au choix et de´pend de la nature des donne´es. Les couˆts
de reconstruction utilise´s sont les meˆmes que dans un autoencodeur standard. Parmi les choix de
corruption populaires il y a le bruit ”poivre et sel”, pour des entre´es binaires, ou` un sous-ensemble
ale´atoire des variables d’entre´es sont mis a` 0 ou 1 avec probabilite´ e´gale. Pour des entre´es continues,
du bruit gaussien centre´ est un choix raisonnable. Le choix de la proportion des variables d’entre´es
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corrompues ou l’e´cart-type du bruit sont des hyperparame`tres. Lorsque nous de´sirons encoder ou
de´bruiter une entre´e en pratique, la corruption n’est pas utilise´.
Les autoencodeurs contractants (CAE) [65] sont une autre variation, non-stochastique, qui posse`dent
des proprie´te´s semblables a` celles des autoencodeurs de´bruitants. Le principe est d’ajouter a` la
fonction de couˆt un terme qui pe´nalise les variations des unite´s cache´es en fonction des entre´es. Ce
terme correspond a` la somme des e´le´ments au carre´ de la matrice jacobienne des unite´s cache´es et
des entre´es. Ceci e´quivaut a` LJ =
∑
i,j
J2i,j , avec Ji,j =
∂hi
∂xj
. L’optimisation doit donc balancer une
reconstruction correcte et une couche cache´e re´sistante aux variations de l’entre´e. Le re´sultat est
l’apprentissage d’une repre´sentation sensible aux facteurs de variations des entre´es, mais qui ignore
les directions orthogonales aux facteurs de variations. Rappelons l’analogie de la surface courbe´e
de´crite a` la section 1.1, appele´e commune´ment varie´te´. Nous pouvons interpre´ter la repre´sentation
apprise (unite´s cache´es de l’autoencodeur) comme des coordonne´es qui situent les exemples sur la
varie´te´. Le CAE permet de mieux approximer la varie´te´ car nous ignorons les facteurs de variations
qui ne sont pas important pour encoder un exemple. La couche cache´e ne peut alors eˆtre de´code´e que
sur un point proche de la varie´te´. Le DAE obtient un effet similaire avec la corruption: en bruitant
l’entre´e, nous e´loignons celle-ci de la varie´te´ mais la reconstruction doit la rapprocher. Les unite´s
cache´es doivent donc repre´senter la position sur la varie´te´ la plus proche de l’exemple corrompu,
c’est-a`-dire orthogonale a` celle-ci. Il est possible de faire un lien analytique entre le de´bruitage et la
pe´nalisation de la matrice jacobienne, voir [1] pour une discussion discussion de´taille´e du sujet, et
une analyse des proprie´te´s des autoencodeurs.
2.3 Optimisation
La me´thode d’optimisation de loin la plus populaire pour trouver les parame`tres d’un re´seau de
neurones est la descente de gradient stochastique. Celle-ci produit en ge´ne´ral les meilleurs re´sultats
pour les re´seaux de neurones classiques, de´crits dans la section pre´ce´dente.
Cette section couvre les bases de l’utilisation de la descente de gradient pour les re´seaux de neurones
ainsi que des extensions ame´liorant la pre´cision ou la vitesse de convergence de l’optimisation.
2.3.1 Re´tropropagation
Pour un re´seau suffisament gros, la descente de gradient implique potentiellement l’e´valuation de
millions de de´rive´es partielles, de plus en plus lourdes en calcul pour les parame`tres des couches
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infe´rieures du re´seau. La re´tropropagation [68] est un algorithme combinant des principes simples










la re`gle de de´rivation en chaıˆne. Un re´seau de neurones n’e´tant essentiellement qu’une se´rie d’ope´rations
mathe´matique, nous pouvons appliquer la re`gle de de´rivation en chaıˆne au maximum sur celle-ci.
Ce faisant, nous remarquons que certains termes sont communs dans la formule de la de´rive´e du
couˆt par rapport a` diffe´rents parame`tres.
Pour alle´ger la notation, on utilise L au lieu de L(fθ(x), y). Nous supposons que le re´seau produit
une sortie scalaire. Le couˆt pour une sortie vectorielle, comme l’entropie croise´e avec la classifi-
cation multiclasse, est la somme des couˆts pour chaque sortie individuellement, et donc le gradient
final est la somme des gradients pour chaque couˆt. Nous voulons calculer la de´rive´e de L par rap-
port aux parame`tres θ = {W1,b1, ...,WL,bL,V, c}. Au lieu de la calculer se´pare´ment pour tout
les parame`tres, on calcule d’abord l’e´tat du re´seau pour un exemple x donne´. Ceci nous donne les






















Puisque L est une fonction de hL et que hl est une fonction de hl−1, chacun des termes du produit
peut eˆtre calcule´ inde´pendamment, et e´value´ graˆce a` l’e´tat des couches cache´es, donne´ par x. Non
seulement cela, mais ces termes sont communs a` toutes les couches. En les e´valuant une seule fois,
























pour l = 2, ..., L et nous
obtenons tous les e´le´ments ne´ce´ssaires pour calculer le gradient des e´le´ments de θ. En substituant


















































hl−1i , j = k












1, j = k
0, j 6= k
(2.14)
Le principe reste le meˆme pour une architecture diffe´rente: e´valuer l’e´tat du re´seau en x, de´composer
les de´rive´es partielles au maximum graˆce la de´rivation en chaıˆne et finalement calculer une seule
fois toute les de´rive´es partielles ne´cessaires [14, p. 241].
2.3.2 De´tails et ajouts a` la descente de gradient
Un aspect important de la descente de gradient applique´e aux re´seaux de neurones est l’initialisation
des poids. Si tous les poids sont initialise´s a` ze´ro, toutes les unite´s calculeront la meˆme chose et
presqu’aucun apprentissage sera possible. A` l’oppose´, des poids trop grands combine´s aux fonctions
d’activations habituelles sigmoı¨dales (sigmoı¨de et tanh) saturerons les unite´s cache´es, ce qui fera
tendre le gradient vers ze´ro et ralentira l’entraıˆnement. L’ide´al pour l’optimisation d’un re´seau de
neurones sigmoı¨dal est que l’activation initiale des unite´s cache´es soit situe´e dans le re´gime line´aire
de la fonction d’activation (autour de ze´ro), puis que celles-ci ope`rent dans le re´gime non-line´aire,
sans saturer au fil de l’entraıˆnement. [39] recommande une initialisation uniforme des poids dans















pour tanh et le meˆme interval multiplie´ par 4 pour
la sigmoı¨de. Les biais d’un re´seau sont habituellement initialise´s a` ze´ro, quoique initialiser les bias
des unite´s cache´es a` une valeur ne´gative est une me´thode (le´ge`rement vulgaire) pour encourager
l’e´parsite´ .
Un autre point important lors de la descente de gradient stochastique est l’ordre des exemples
pre´sente´s. Les exemples doivent eˆtre pre´sente´s au re´seaux dans un ordre ale´atoire sans quoi les
parame`tres peuvent se retrouver dans une zone loin d’une bonne solution. Prenons par exemple
un proble`me de classification, ou` un grand nombre d’exemples d’une seule classe sont initialement
pre´sente´s au re´seau. En optimisant sur les exemples d’une seule classe, la sortie du re´seau sera bi-
aise´e vers cette classe et la suite de l’entraıˆnement devra combattre pour de´faire ce biais, ralentissant
ainsi la convergence et plac¸ant les parame`tres loin d’un bon minimum local [55].
La descente de gradient stochastique ”pure” e´value le gradient pour un seul point entraıˆnement a`
la fois. Une astuce commune pour acce´le´rer l’entraıˆnement est de moyenner le gradient sur un
petit e´chantillon d’exemples ale´atoires, afin de prendre avantage des algorithmes de multiplication
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matricielle tout en conservant les avantages du gradient stochastique. Le re´sultat est une estimation
du gradient avec une variance re´duite (moins bruite´e) par rapport a` la descente stochastique pure,
et un couˆt de calcul par exemple re´duit. On nomme cette me´thode descente par ”minibatch”. La
taille de la minibatch devient un nouvel hyperparame`tre, et controˆle la variance de l’estimation du
gradient ainsi que vitesse de convergence de l’entraıˆnement.
Le taux d’apprentissage de´termine, en conjonction avec le gradient lui-meˆme, la norme des pas de
gradients. Cependant, avec un taux d’apprentissage constant , les derniers exemples ayant servis
a` optimiser les parame`tres auront une influence disproportionne´e sur la solution par rapport aux
exemples vus pre´ce´demment. De plus, une fois proche d’un minimum local, il est possible que les
parame`tres se mettent a` osciller autour de celui-ci, sans jamais l’atteindre. Imaginons un long creux
e´troit dans la surface d’erreur; les parame`tres se dirigent vers le fond via l’information donne´e par
le gradient. Un grand taux d’apprentissage sera utile pour couvrir plus de distance en se dirigeant
vers le fond, mais une fois proche du minimum, de trop grands pas ne feront qu’osciller autour
du fond. Il est difficile, dans ces conditions, de naviguer la surface d’erreur avec pre´cision avec
un taux d’apprentissage constant. Une option pour contrer ce phe´nome`ne est de re´duire le taux
d’apprentissage en fonction du nombre de mise a` jour ayant e´te´ fait. En posant t comme le nombre
de mises a` jour effectue´es, il existe une panoplie d’heuristiques pour re´duire le taux d’apprentissage






 t ≤ T

(T−t) t > T
t = αt
Des hyperparame`tres additionels controˆlant la vitesse d’amortissement sont ajoute´s.
Calculer les de´rive´es partielles de deuxie`me ordre dans un re´seau de neurones moindrement grand
est pratiquement impossible, duˆ a` la taille de la matrice hessienne 1, quadratique en nombre de
parame`tres libres. Le re´sultat est soit une demande de me´moire trop grande ou un temps de calcul
trop e´leve´ pour justifier les gains apporte´s par des me´thodes d’optimisation de second ordre. Autre
que les me´thodes quasi-Newtonienne, il existe un moyen simple d’obtenir de l’information sur la
courbure de la surface d’erreur. Au lieu d’utiliser le gradient au temps t pour effectuer la mise a` jour
des parame`tres, on utilise une moyenne glissante exponentielle des gradients a` travers le temps. La
1Matrice des de´rive´es partielles de second ordre
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notion de temps correspond au nombre de mises a` jour effectue´es. La re`gle de mise a` jour devient:
mt =α~∇θt + (1− α)mt−1
θt =θt−1 + mt
Pour une surface d’erreur irre´gulie`re, certains termes du gradient auront tendance a` changer de signe
fre´quemment. D’autres, en moyenne, seront plus stables a` travers le temps: ceux-ci de´finissent
les directions plus importantes pour l’optimisation des parame`tres. La technique de ”momentum”
mitige l’effet d’oscillation du gradient cause´e par une surface d’erreur irre´gulie`re, et allonge les
pas de mise a` jour dans les directions cruciales. Ce lissage des mise a` jours permet en ge´ne´ral
de converger plus rapidement en ignorant les directions insignifiantes, et d’obtenir de meilleurs
re´sultats puisque les parame`tres auront moins tendance a` eˆtre attire´s vers des petits minima locaux
[6].
2.4 Re´gularisation
Acce´le´rer l’optimisation de la fonction de couˆt est important, mais pratiquement inutile si le re´seau
ne ge´ne´ralise pas correctement. C’est pourquoi il existe une varite´te´ de me´thodes pour pre´venir
le sur-entraıˆnement. Une fac¸on simple de re´gulariser un re´seau de neurones est de restreindre la
taille de ses couches cache´es. Avec un re´seau suffisament petit, de´pendant du nombre d’exemples
d’entraıˆnements, il est presque impossible pour le re´seau de sur-entraıˆner puisque sa capacite´ est
insuffisante pour repre´senter une fonction qui assigne aux exemples leur cibles correspondantes. Le
re´seau doit donc partager sa capacite´ parmi tout les exemples d’entraıˆnements. Il y a inte´reˆt a` ex-
plorer les re´seaux a` plus haute capacite´ puisque les petits re´seaux sont en ge´ne´ral moins performants.
Cette section e´nume`re quelques techniques de re´gularisation populaires utilise´es avec succe`s.
2.4.1 Terme de re´gularisation
Une me´thode commune de re´gularisation est d’ajouter a` L un terme qui impose une contrainte
sur les parame`tres du re´seau. Pour un re´seau a` haute capacite´, il est ge´ne´ralement inde´sirable que
certains poids deviennent trop grand par rapport aux autres, ce qui peut arriver lorsque le re´seau
me´morise un exemple ou place trop d’importance sur une entre´e particulie`re. Des poids trop grands
auront aussi tendance a` saturer les unite´s cache´es plus facilement, ce qui nuit a` l’entraıˆnement
[55]. Ce phe´nome`ne peut eˆtre amorti en imposant une contrainte sur la taille des poids du re´seau,
en ajoutant un terme de re´gularisation qui croıˆt en fonction de la taille des poids. Les choix les
Chapitre 2. Re´seaux de neurones 21
plus populaires sont la sommes des poids au carre´ et la somme des valeurs absolues , nomme´s
respectivement re´gularisation L1 et L2 des poids [6]. Ceci correspond mathe´matiquement, pour les









Afin de controˆler l’intensite´ de la re´gularisation, on utilise un facteur multiplicatif applique´ au terme
de re´gularisation des poids. Celui-ci devient un nouvel hyperparame`tre du mode`le. On peut assigner
aux poids de chaque couche un terme diffe´rent.
Comme mentionne´ en 2.2.2, une repre´sentation e´parse peut servir a` de´meˆler les facteurs de varia-
tions des variables d’entre´es. Une me´thode pour encourager l’e´parsite´ de la repre´sentation apprise
est d’ajouter un terme de re´gularisation qui croıˆt en fonction de l’activation des unite´s cache´es. Cette
me´thode fonctionne particulie`rement bien avec des rectifieurs et un terme L1(h) =
∑
i |hi| ajoute´
a` la fonction de couˆt [40].
2.4.2 Pre´-entraıˆnement
Sujet qui me´rite son propre ouvrage, l’apprentissage non-supervise´ s’est ave´re´ d’une grande utilite´
pour l’apprentissage de re´seaux profonds. Il est difficile d’entraıˆner des re´seaux profonds sig-
moidaux par descente de gradient avec des poids initialise´s ale´atoirement [39]. En initialisant les
poids d’un re´seau a` l’aide d’autoencodeurs ou de variantes des machines de boltzmann, il a e´te´ possi-
ble d’entraıˆner avec succe`s des re´seaux de neurones profonds, surpassant la performance de re´seaux
a` une couche [8, 47]. Plusieurs hypothe`ses entourent la raison de l’efficacite´ du pre´-entraıˆnement. Il
est tout de meˆme possible de l’interpre´ter comme une forme de re´gularisation, puisque des re´seaux
profonds avec pre´-entraıˆnement obtiennent une performance d’entraıˆnement infe´rieure mais une
meilleure ge´ne´ralisation [35]. Un exemple de cette proce´dure suit:
1. Entraıˆner un autoencodeur sur les donne´es d’entraıˆnement.
2. Entraıˆner un autre autoencodeur en utilisant comme donne´es l’encodage des entre´es fournis
par l’autoencodeur pre´ce´dent.
3. Re´pe´ter l’e´tape 2 pour le nombre de couches de´sire´es, chaque autoencodeur e´tant entraıˆne´ sur
la transformation de l’autoencodeur pre´ce´dent.
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4. Initialiser un re´seau de neurones avec les poids et les biais ainsi appris. Le premier autoen-
codeur devient la premie`re couche et ainsi de suite.
5. Entraıˆner le re´seau de fac¸on supervise´e.
Optionellement, nous pouvons entraıˆner l’autoencodeur profond re´sultant de l’empilage des au-
toencodeurs entraıˆne´s avant l’e´tape 3. Les hyperparame`tres des autoencodeurs pour chaque couche
sont se´lectionne´s par validation supervise´e, c’est-a`-dire la performance du re´seau une fois opti-
mise´ de fac¸on supervise´e. Les autoencodeurs de´bruitants et contractants, ainsi que les machines
de boltzmann restreintes sont de bons mode`les pour le pre´-entraıˆnement. Par cette initialisation,
nous essayons de trouver une configuration des parame`tres a` partir de laquelle une bonne solution
(minimum local) peut eˆtre obtenue avec la descente de gradient [35].
2.4.3 Dropout
Re´cemment, une technique introduite par [52] a e´te´ utilise´e avec grand succe`s dans des re´seaux
profonds supervise´s, ame´liorant significativement leurs performances. Le principe est similaire aux
auto-encodeurs de´bruitants, i.e. ajouter du bruit lors de l’entraıˆnement. On corrompt aussi cepen-
dant les unite´s cache´es avec du bruit binomial: un sous-ensemble ale´atoire d’unite´s cache´es sont
ignore´es pour chaque exemple vu lors de l’optimisation. Ceci a pour effet d’empeˆcher les unite´s
cache´es a` fonctionner en groupe, et devenir plus inde´pendantes. Ce faisant, il est plus difficile
pour le re´seau de me´moriser des exemples d’entraıˆnement, et il doit de´composer l’entre´e en car-
acte´ristiques utiles inde´pendemment des unes des autres. Voici les calculs durant l’entraıˆnement du
re´seau, modifiant le´ge`rement 2.7:
m(0) ∼ BINOMIAL(1, px)1×d
h˜(0) = x×m(0)
h(l) = fact(h˜(l−1)W(l) + b(l)), l = 1, ..., L
m(l) ∼ BINOMIAL(1, ph)1×nlh
h˜(l) = h(l) ×m
fθ(x) = g(h˜LV + c)
(2.15)
L’application de ce bruit posse`de une interpre´tation inte´ressante. Moyenner les pre´dictions d’une
multitude de mode`les de performance similaire produit ge´ne´ralement des re´sultats supe´rieurs [18].
En masquant un sous-ensemble d’unite´s cache´es, on obtient un re´seau de neurones alternatif, com-
pose´ des unite´s restantes du re´seau original. Chaque exemple se voit donc assigne´ un sous-re´seau
Chapitre 2. Re´seaux de neurones 23
presque toujours diffe´rent, le nombre de sous-re´seaux possibles e´tant e´norme avec un minimum
d’unite´ cache´es. Nous entraıˆnons ainsi implicitement un grand nombre de re´seaux diffe´rents, partageant
tous partiellement les meˆmes poids. De plus, chaque re´seau voit un ensemble diffe´rent de variables
d’entre´es, comme dans les foreˆts ale´atoires. Pour moyenner ces re´seaux lors d’une pre´diction, le
bruit est omis et nous multiplions les entre´es par px et les unite´s cache´es par ph, puisque c’est la
proportion d’entre´es et d’unite´s utilise´es lors de l’entraıˆnement. Le re´sultat est une approximation
de la sortie moyenne de tous les re´seaux. Cette me´thode fonctionne particulie`rement bien avec les
re´seaux de rectifieurs profonds, typiquement avec px = 0.8 et ph = 0.5. Pour plus d’information,
voir [48].
2.5 Formattage des entre´es
2.5.1 Encodage
Il est important, pour assurer un bon apprentissage, que les entre´es soit formatte´es et traite´es
ade´quatement pour une optimisation nume´rique. Tout d’abord, on distingue entre les variables quan-
titatives et qualitatives. Les variables quantitatives sont ge´ne´ralement normalise´es pour plusieurs
raisons, couvertes dans la prochaine sous-section. Une variable cate´gorique non ordonne´e n’a
presque qu’aucune signification nume´rique dans le cadre de l’optimisation d’un re´seau de neurones;
il faut la transformer de fac¸on a` ce qu’elle en aie une. Pour une variable de´signant l’appartenance
a` une de K classes, il est pre´fe´rable de l’encoder en format ”one-hot”, c’est-a`-dire un vecteur
v = [v1, ..., vK ], vk = 1, vi 6=k = 0. Pour une variable cate´gorique ordonne´e, un encodage dit
”thermome`tre” correspondant a` un vecteur v = [v1, ..., vK ], vi≤k = 1, vi>k=0 peut eˆtre utile. Une
variable binaire est typiquement laisse´e intacte. Il existe beaucoup de fac¸ons d’encoder des vari-
ables, et trouver celles qui fonctionnent bien fait parti des pre´liminaires ne´cessaires a` l’utilisation
de re´seaux de neurones, et des mode`les d’apprentissage en ge´ne´ral.
2.5.2 Normalisation
Il est pre´fe´rable de normaliser les variables d’entre´e pour ame´liorer le conditionnement du proble`me
d’optimisation. Si certaines entre´es sont syste´matiquement trop grandes par rapport aux autres, elles
auront une participation de´mesure´e au gradient de l’erreur, ce qui empeˆchera le re´seau d’utiliser les
autres variables. De plus, ces variables auront tendance a` saturer les unite´s cache´es au de´but de
l’entraıˆnement, ce qui le ralentit [55].
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La standardisation est une me´thode commune pour normaliser les entre´es. Il suffit de soustraire la
moyenne et diviser par l’e´cart-type chaque variable d’entre´e, les deux obtenus empiriquement via
l’ensemble d’entraıˆnement. Ceci a` pour d’effet de centrer les entre´es et imposer un e´cart-type uni-
taire, et ame´liore ge´ne´ralement la convergence du re´seau. Cette me´thode fonctionne bien pour des
entre´es gaussiennes, mais peut eˆtre inaproprie´e si la variable comporte beaucoup de cas extreˆmes.
Une autre me´thode, non-line´aire, pour transformer les entre´es est l’uniformisation. Elle consiste a`
appliquer la fonction de re´partition empirique. La fonction est calcule´e d’abord en ordonnant les
variables disponibles, puis en divisant la position du classement d’une variable dans cet ordre par le
nombre d’e´le´ments dans le classement. Le re´sultat est une estimation de la fonction de re´partition
de la distribution de cette variable, par conse´quent borne´ entre 0 et 1 [6].
2.6 Se´lection des hyperparame`tres
Entraıˆner un mode`le implique ge´ne´ralement choisir la famille de mode`le puis choisir les hyper-
parame`tres correspondant. Les hyperparame`tres ont une influence critique sur le mode`le final. C’est
eux, en conjonction avec la quantite´ et la qualite´ des donne´es, qui de´terminent la performance d’un
mode`le et sa capacite´ a` ge´ne´raliser. Choisir les hyperparame`tres correctement est une e´tape cru-
ciale, c’est pourquoi il existe diffe´rentes techniques pour l’exploration et la validation du choix
d’hyperparame`tres.
2.6.1 Me´thodes de test
La me´thode de base pour e´valuer et se´lectionner un mode`le est de diviser les donne´es ale´atoirement
en trois ensembles: entraıˆnement, validation et test. L’ensemble d’entraıˆnement sert a` l’optimisation
du mode`le et l’ensemble de test a` estimer l’erreur de ge´ne´ralisation. Cependant, si nous se´lectionnons
le mode`le en se basant sur l’erreur de test, l’erreur de ge´ne´ralisation estime´e est biaise´e de fac¸on
optimiste. En utilisant l’erreur de test dans le processus de se´lection, nous utilisons de l’information
qui ne serait pas normalement disponible si la performance du mode`le e´tait e´value´e sur des exem-
ples qui n’e´taient pas disponibles lors de l’entraıˆnement. C’est pourquoi nous utilisons un ensemble
de validation, qui lui sert a` la se´lection et l’optimisation des hyperparame`tres.
Une ge´ne´ralisation de la me´thode pre´ce´dente est la validation croise´e a` k plis. Apre`s avoir choisi
ale´atoirement un ensemble de test, les donne´es restantes sont divise´es ale´atoirement en k sous-
ensembles de taille e´gale nomme´s plis. Pour les diffe´rentes configurations d’hyperparame`tres,
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chaque mode`le est entraıˆne´ sur k − 1 plis et valide´ sur le pli restant. Ceci est re´pe´te´ pour les k
configurations possibles de k − 1 parmi k plis d’entraıˆnement. L’erreur de validation pour chaque
mode`le est obtenue en moyennant les k validations ainsi calcule´es, re´duisant ainsi la variance de
l’erreur de validation. Nous choisissons finalement le mode`le avec la meilleur erreur de valida-
tion. Dans le cas extreˆme, k est e´gal au nombre d’exemples disponibles (nomme´ ”leave-one-out
validation”).
Si les donne´es ont un aspect se´quentiel ou temporel, la validation se´quentielle sert a` estimer l’e´volution
de l’erreur en fonction du temps. Le principe est similaire a` la validation croise´e a` kmais les donne´es
conservent leur ordonnement se´quentiel et sont divise´s en groupes chronologiques. Les premiers ex-
emples sont garde´s comme ensemble d’entraıˆnement de base. Ensuite nous entraıˆnons, validons et
testons sur la concate´nation successive des plis, en re´pe´tant cette ope´ration pour chaque plis ajoute´.
On moyenne finalement l’erreur de test pour les mode`les se´lectionne´s par validation sur chaque pli.
Ceci nous donne une estimation de l’erreur de ge´ne´ralisation a` travers le temps.
2.6.2 Me´thodes de recherche
Une solution naı¨ve pour explorer les hyperparame`tres est de construire une grille de points, chaque
dimension correspondant a` un hyperparame`tre et chaque point e´tant une combinaison de valeurs a`
tester. Nous entraıˆnons ensuite un mode`le pour chaque configuration ainsi de´finie. Cette me´thode
est inefficace a` cause du fle´au de la dimensionalite´ : le nombre de points dans la grille croıˆt expo-
nentiellement en fonction du nombre d’hyperparame`tres. De plus, la valeur optimale d’un hyper-
parame`tre peut re´sider entre les valeurs de l’espacement re´gulier de´fini par la grille. Avec 5 hy-
perparame`tres espace´s sur 10 valeurs, nous devons entraıˆner 105 mode`les, ce qui est ge´ne´ralement
infaisable. Ces principes sont analogues au concept d’inte´gration nume´rique par quadrature. Une
me´thode beaucoup plus efficace est l’e´chantillonage ale´atoire, qui ressemble plus a` l’inte´gration
nume´rique Monte-Carlo. En tirant chaque hyperparame`tre ale´atoirement et inde´pendemment, nous
pouvons mieux couvrir marginalement l’e´tendue des valeurs possible pour chaque hyperparame`tre.
Ceci nous permet d’observer plus clairement l’effet de chaque hyperparame`tre. La proce´dure
habituelle implique de se´lectionner une plage raisonnable d’e´chantillonage pour chaque hyper-
parame`tre, entraıˆner autant de mode`les possible en tirant des configurations ale´atoires, puis re´pe´ter
en re´ajustant la plage d’e´chantillonage d’apre`s le re´sultat des expe´riences. Plusieurs me´thodes au-
tomatiques ont e´te´ de´veloppe´es re´cemment, dans le but d’automatiser la recherche d’hyperparame`tre
[13, 80].
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3.1 Contexte
Ubisoft, une des grandes compagnies de jeux vide´os, participe pre´sentement a` une chaire de recherche
avec l’Universite´ de Montre´al. C’est au sein de cette collaboration que ma maıˆtrise eut lieu, pendant
laquelle j’ai principalement travaille´ sur les projets de la chaire, plus spe´cifiquement ceux relie´s a`
la recommendation automatique. Ceci inclut le filtrage collaboratif, la formation d’e´quipes en ligne
et la recommendation de contenu. Les premie`res suggestions de projets lors de ma maıˆtrise furent
axe´s sur le filtrage collaboratif, c’est-a`-dire l’estimation de l’appre´ciation d’items par les utilisateurs
base´ sur l’appre´ciation des autres utilisateurs.
Ghost Recon Online est un jeu de tir a` la troisie`me personne ou` des e´quipes de joueurs s’affrontent en
ligne. La performance d’une e´quipe dans ce genre de jeu est ge´ne´ralement base´e sur la coope´ration
des joueurs au sein d’une e´quipe et les joueurs dont le niveau de jeu est significativement supe´rieur
ou infe´rieur aux autres joueurs. L’application typique d’apprentissage machine pour ce genre de jeu
est le matchmaking: assembler les joueurs pour former des e´quipes balance´es, avec une probabilite´
e´gale de gagner. Les me´thodes existantes n’e´tant base´es que sur l’estimation du niveau du joueur,
notre premier but fut de de´montrer que l’utilisation des statistiques des joueurs pouvait ame´liorer
la performance du mode`le et des heuristiques en place dans le jeu. Apre`s quelques mois, l’article
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[31] fut publie´, de´crivant le mode`le confectionne´ sur mesure pour cette taˆche, et de´montrant des
performances supe´rieures a` TrueSkill, mode`le standard de matchmaking.
Ve´rifier si le nouveau syste`me de matchmaking augmentait l’appre´ciation des joueurs fut le travail
futur principal mentionne´ par [31]. A` cette fin, les joueurs pouvaient remplir des questionnaires
apre`s les matchs pour indiquer leur appre´ciation. Le mode`le fut modifie´ pour pre´dire l’appre´ciation
individuelle des joueurs, afin de grouper ceux-ci pour maximiser l’amusement moyen. Un simu-
lateur fut aussi code´ pour ve´rifier les proprie´te´s du syste`me de matchmaking et comparer la per-
formance des diffe´rentes me´thodes. Cependant, apre`s plusieurs mois d’expe´riences et de tests,
le matchmaking base´ sur l’appre´ciation des joueurs ne donna que des re´sultats marginalement
meilleurs que les approches base´es sur une probabilite´ e´gale de gagner.
3.2 Contributions et commentaires
Malgre´ cet e´chec apparent, nous avions en main un simulateur qui nous permettait de ve´rifier les
proprie´te´s des algorithmes de matchmaking. Bien que nous puissions ve´rifier l’erreur de classi-
fication des algorithmes pre´disant l’e´quipe gagnante, ceci nous dit peu sur la balance des matchs
qui seraient recommande´s par un tel mode`le. Nous avons donc de´veloppe´ une approche pour
e´valuer l’utilisation d’un algorithme de matchmaking en tant que politique de de´cision, base´e sur
l’utilisation du simulateur. Nous avons aussi profite´ de l’occasion pour comparer diffe´rentes sortes
algorithmes d’apprentissage applique´s a` cette taˆche. L’article qui suit au prochain chapitre fait la
comparaison de ces algorithmes en terme de performance ”classique” et fait l’e´tude de l’utilisation
du simulateur pour les e´valuer en tant que politiques de de´cision. L’article de´montre d’abord la
performance supe´rieure d’un re´seau de neurones profond avec une fonction d’activation particulie`re
introduite par [41], puis explique une technique de re´gularisation pour l’utilisation du simulateur
lorsque celui-ci utilise la meˆme fonction comme politique de de´cision et comme estimateur de la
valeur de cette politique. L’article fut accepte´ par Computational Intelligence in Games, confe´rence
axe´e sur l’intelligence artificielle dans les jeux. Ma contribution personelle fut l’e´criture d’une ma-
jorite´ de l’article, l’imple´mentation du cadre expe´rimental pour les simulations et l’obtention des
re´sultats pour la deuxie`me partie.
Chapitre 4
Stacked Calibration of Off-Policy Policy
Evaluation for Video Game
Matchmaking
4.1 Abstract
We consider an industrial strength application of recommendation systems for video-game match-
making in which off-policy policy evaluation is important but where standard approaches can hardly
be applied. The objective of the policy is to sequentially form teams of players from those waiting
to be matched, in such a way as to produce well-balanced matches. Unfortunately, the available
training data comes from a policy that is not known perfectly and that is not stochastic, making it
impossible to use methods based on importance weights. Furthermore, we observe that when the
estimated reward function and the policy are obtained by training from the same off-policy dataset,
the policy evaluation using the estimated reward function is biased. We present a simple calibration
procedure that is similar to stacked regression and that removes most of the bias, in the experiments
we performed. Data collected during beta tests of Ghost Recon Online, a first person shooter from
Ubisoft, were used for the experiments.
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4.2 Introduction
Video games have been a fertile area of research for machine learning and artificial intelligence in
the past decade. Applications range from automated content generation [81], behavior modelling
[76] to game playing [37]. Of particular interest here are ranking and matchmaking algorithms,
stemming from chess rating systems, and motivated by studies reporting that an adequate challenge
is an important component of player satisfaction and enjoyment [28, 75]. Starting with Harkness
[44] and Elo [34], these systems were designed to rank professional chess players according to their
history of tournament performance, modelling pairwise comparisons between players, inspired by
Bradley and Terry [17]. Further research on the subject led to modelling uncertainty about the
player skills, first introduced by Glickman [38], and spawning a variety of Bayesian rating systems,
the most famous being Microsoft’s own TrueSkill [45]. Going further, Delalleau et al. [31] and
Riegelsberger et al. [64] presented feature-based approaches, computing player features based on
their behavior (and not only the win/lose results of matches) and using them to model inter-player
interactions.
Most of these systems are focused on estimating player skill and predicting game outcomes accu-
rately. Here we will address the problem at a slightly higher level, defining matchmaking as the
process of assembling and pairing available users into groups in order to maximize some measure
of quality should they play together. The design of such a system is a necessary step for the de-
velopment of an online multiplayer game, which has become a popular and lucrative paradigm for
video games. Since changes in the matchmaking system can potentially impact user experience
negatively, careful attention must be given to the evaluation and comparison of matchmaking al-
gorithms. Faced with this policy evaluation challenge in the context of an industrial collaboration,
we sought to evaluate methods using reinforcement learning [62] and contextual bandits [54] tech-
niques. However, due to practical issues, they could not be applied on the real task: we propose
here an evaluation framework for matchmaking policies, which we show to perform as well as these
techniques, would it have been possible to use them in practice.
In the next section we will review and formalize the problem of online matchmaking for video
games, describing popular algorithms and presenting an alternative approach to learning to pre-
dict game outcomes based on Deep Learning [12, 41]. Section 4.4 will address offline evaluation
of these systems through reinforcement learning methods called off-policy policy evaluation pro-
cedures [62], and explain why it is hard to apply them to our task. Section 4.5 will present the
matchmaking simulator used in our experiments in order to evaluate the different off-policy policy
evaluation methods. Section 4.6 discusses a specific bias induced in direct methods to evaluate a
policy and proposes a method to alleviate this bias, called Stacked Calibration. Section 4.7 presents
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results obtained with a methodology that we propose to validate off-policy policy evaluation meth-
ods, based on a two-stage simulation, i.e., with a model trained on real data being used to generate
data and evaluate ground truth inside the simulator.
4.3 Video Game Matchmaking by Deep Learning
4.3.1 Matchmaking in Online Video Games
As an online game grows in popularity, so will the number of players and the amount of data col-
lected concerning their performance. With commercially successful games sometimes involving
millions of players online, it has become important for game developers to implement good match-
making to provide an adequate level of challenge, and to create leagues and leaderboards, which
is an important component of player satisfaction [81]. Many of these methods are based on the
Bradley-Terry model for pairwise comparison [50, 59]. Given a pool of active players, the goal of
these approaches is to estimate a value for each player that conceptually represents the player’s level
or skill. These skill factors are estimated by modelling the probability of game outcomes between
competing players as a function of their skill, and fitting this model through the historical data of
wins and losses.
The chess rating system ELO does so by modelling player skills as a Gaussian or logistic distribution
from which their game performance is sampled. Performance is measured by a single random scalar,
and skill is its expected value. By computing the probability that one player’s performance exceeds
that of another, ELO provides an estimated score, or outcome of a match. When new matches are
played out, the true and estimated scores are used to update the skill estimate. Several drawbacks
of the model such as tracking the uncertainty about players’ skills led to the creation of other, more
sophisticated, systems which dealt with this uncertainty. Perhaps the most famous recent model
proposed is Microsoft’s TrueSkill Herbrich et al. [45], described as a Bayesian skill rating system,
that models belief about players’ skill, that explicitly models draws and that can also be used with
multiple teams of players. The full description of these models is outside of the scope of this paper,
and can be retrieved from Elo [34] and Herbrich et al. [45].
Although chess ratings have initially mostly been used to rank professional players, many video
games make extensive use of rating systems for matching players together in online play. Under the
assumption that a balanced match has an increased probability of being a draw, the match quality
criterion defined by Herbrich et al. [45] is, in essence, the probability of such an outcome. The
goal is thus to launch matches for which the system believes the probability of draw is high. Other
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methods have been proposed by Jimenez-Rodriguez et al. [51], suggesting approaches like pairing
players so as to minimize the difference in skills, discretizing the skill values and matching players
who fall into the same skill bin. There has been some interest in matching players to optimize criteria
different from draw probability or similarity of skill values, some based on reducing undesired
social behavior [64] or matching players to fulfill certain roles through player modelling [51]. In
most video games, we observe other outcomes besides the winning team (such as game-defined
scores, which can be used in TrueSkill to rank individual players): such outcomes may provide a
more objective view of balance. By using a real-valued target based on these outcomes, instead of
a binary value (the identity of the winning team), we can obtain more information about the actual
balance of each match.
4.3.2 Deep Learning Approach to Matchmaking
4.3.2.1 Evaluating the Balance of a Match
We have collected data from Ghost Recon Online, an online team-based first person shooting (FPS)
game developed by Ubisoft. In this game, players form two teams to compete with each other to
achieve a certain goal. The enjoyment of players is affected not only by the design of the game
but also by the way the teams are formed. It is important to form teams such that the overall game
is balanced — the two teams should have more or less an equal chance to win, or in other words,
the combined performance of players from the two teams should be similar. TrueSkill and many
other skill-based systems estimate each player’s skill by only taking into account the binary result
of previous games, and each team’s skill by summing the skills of the team members. However, it is
natural to assume that the match balance in FPS games strongly depends on the interaction between
players — how they cooperate as a team. We take advantage of data that could be used to take these
interactions and complementarities into account. Furthermore, instead of relying only on the binary
win/lose outcome of each game, we use a more fine-grained measurement that is appropriate for
FPS games: the relative number of kills made by each team. We apply machine learning methods
to estimate this estimator of balance by taking into account the players’ performance and their
interactions during games played in the past. Note however that the following procedures and
experiments can be easily adapted to any other measurement of balance.
Following the approach described in [31], we use the following three steps to form a feature vector
summarizing both players and their team performance in a match. First, various statistics of the
players’ performance were collected during gameplays, such as the number of kills/deaths, win-
s/losses, firing accuracy, time under cover and other relevant game-dependent measures. These
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normalized statistics are used to form player profiles. Secondly, for each of the two teams in a
match, player profiles are then aggregated to form what we call a team profile by concatenating
the sum, mean, variance, minimum and maximum across each individual component of the player
profile in that team. Finally, two team profiles are concatenated together to form the final feature




where killsA (resp. killsB) denotes the total number of kills from players in team A (resp. team
B). The logarithm is used to reduce the effect of outliers, and the absolute value makes this quantity
symmetric with respect to both teams. It is subtracted from 1 simply so that balance is perfect
when equal to one, and to make finding the most balanced match a reward maximization problem.
Balance evaluation models f(x) are trained to minimize the mean square error cost between the
model’s prediction f(x) and the observed target y
E(x,y)∼D[(y − f(x))2] (4.1)
where x and y are drawn from the unknown distribution D. In practice, the generalization error
defined in Eq. 4.1 is inaccessible due to the unknown D. So instead, given a collection of N






(yi − f(xi))2. (4.2)
4.3.2.2 Deep Learning and Maxout
The learning algorithm we have found to work best on this task is a deep neural network. Deep
Learning [5] has become a field in itself in the machine learning community, with regular workshops
at the leading conferences such as NIPS and ICML, and a new conference dedicated to it, ICLR1,
sometimes under the header of Representation Learning or Feature Learning. The rapid increase in
scientific activity on representation learning has been accompanied and nourished by a remarkable
string of empirical successes both in academia and in industry, e.g., in speech recognition [29, 30,
46, 60, 72], music information retrieval [16, 43], object recognition [24, 52, 66] and natural language
processing [4, 27]. See Bengio et al. [12] for a recent review.
1International Conference on Learning Representations
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Our model is very similar to Maxout networks [41], recently introduced to train deep neural net-
works in the context of object recognition, but is adjusted to the regression task at hand and applied
to matchmaking. It is compared with a standard Multilayer Artificial Neural Network (MLP) that
has one or more hidden layers (with hyperbolic tangent non-linearity), each fully connected to the
layer below.
Maxout networks use a different type of hidden layer where the hidden units are formed by taking
the maximum of k filter outputs (each filter outputs the dot product of a filter weight vector with
the input vector into the layer). Since this is a regression problem, the output layer is an affine
transformation with a single linear output unit:
f(x) = w′φ(x) + b (4.3)
where φ(x) is the output of the top hidden layer which nonlinearly depends on the neural net input
x, w the output weight vector and b is a bias term. Our model can discover and exploit a strong
nonlinear dependency between x and target y.
The training of Maxout networks uses the standard backpropagation equipped with a recently pro-
posed trick called Dropout [48]. The basic idea of Dropout is that hidden units outputs are randomly
masked (set to 0) with probability 1/2 during training (and multiplied by 1/2 at test time). As ar-
gued by Goodfellow et al. [41], it is possible to train a deep Maxout network without overfitting due
to the model averaging effect brought by Dropout. Meanwhile, by making sure that exactly one fil-
ter is being used and receiving gradient for each non-masked hidden unit, it appears that optimizing
Maxout networks (even deeper ones) can be done more easily than with rectifier, hyperbolic tangent
or sigmoid activation functions. Although Maxout activation functions can easily lead to overfitting,
combining them with Dropout provides a form of symmetry breaking and bagging regularization
that generally provides substantially better performance than standard MLPs.
To compare, we also consider other standard machine learning models for the regression task. The
simplest model is the Elastic Net [82]. It assumes that the interaction between the inputs and outputs
are linear. This assumption is usually too strong to hold in practice. To relax this strong assumption,
we consider regression trees [20], which assume that the interaction is piece-wise linear, thus overall
nonlinear. This assumption works well when the input space can be separated by cells inside which
the outputs are similar. However, it suffers when the true interaction is a highly variable but locally
smooth function in a high dimensional space. In order to improve over an individual tree, many
types of ensemble models have been tried, such as Random Forests [19] and Gradient Boosted
Trees [36]. The tree-based ensemble models work well in that they use the composition of multiple
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weaker learners to reduce the variance of predictions. All these methods are publicly available in
scikit-learn2.
4.3.3 Comparative Results
Our dataset consists of 436323 matches played by 159142 players. For each match, we compute a
feature vector of dimension 620, the first half of which represents team A’s attributes and the second
half team B’s attributes, as discussed in section 4.3.2. The entire dataset is chronologically split in
three sets: 70% as the training set, 15% as the validation set and 15% as the test set. We train the
standard MLP and Maxout network on the training set and perform early stopping by checking the
cost in Eq. 4.2 on the validation set. When there is no significant drop (0.0001) for three consecutive
training passes through the training set, training is stopped. For Elastic Net, training optimization is
stopped when the change in cost does not exceed 0.0001. For tree-based models, training is stopped
when the maximal tree depth is reached. The best model is selected based on the validation cost. We
report the average cost on the test set as a measurement of models’ performance in generalization.
In order to compare with different types of models, we have performed intensive hyper-parameter
search for each type. We summarize the most important hyper-parameters of each model family
and give the best values found. For the Elastic Net, α controls the strength of both L1 and L2
regularizations and β balances the relative importance between them. We have found that α =
1.16× 10−6 and β = 1.42× 10−6 work best. For the Random Forest and Gradient Boosted Trees,
the most important hyper-parameters are the number of base learners and their depth. The best
model we have found for the Random Forest uses 146 base learners each of which has a depth
of 16. The best Gradient Boosted Tree has 388 base learners each of which has a depth of 12.
For standard MLPs and Maxout networks, there are typically many more hyper-parameters that are
important such as the learning rates, the number of hidden layers and number of units per hidden
layer. The best Maxout network we have found is with k = 2 filters per units and 2 hidden layers
with 1929 hidden units for the first and 621 units for the second. The best standard MLP we found
had three hidden layers with 742, 911, and 964 hidden units respectively.
Figure 4.1 shows the mean squared error (MSE) of each model as a measurement of their perfor-
mance. As a baseline, the constant predictor using the average of y in the training set performs the
worst, with the highest MSE. MLP performs the same as Random Forest. Maxout performs the best
and has the lowest MSE. Table 4.1 shows the resulting p-values of the paired t-tests 3. It shows
the significance of the differences between all models’ MSE. The standard p = 0.05 is adopted
2http://scikit-learn.org
3See docs.scipy.org/doc/scipy/reference/stats.html for description
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to indicate the statistical significance. The bold font indicates that the difference of MSE between
two models is statistically significant. In fact, all MSEs are significantly different from each other,
except between Random Forest and MLP.









constant    0.0817
elastic       0.0761
mlp           0.0657
randforest 0.0656
gdbt          0.0642
maxout     0.0635
Performance of machine learning algorithms
FIGURE 4.1: Performance of different types of models in predicting the balance of a match (based
on the kill ratio). constant for the mean predictor as a baseline, elastic for Elastic Net, MLP for a
standard MLP, randforest for Random Forest, gdbt for Gradient Boosted Trees, Maxout for Maxout
networks. Maxout outperforms all the other models. See also Table 4.1 for the significance tests.
TABLE 4.1: p-values of paired t-test on MSE between models. These show if the difference in
performance between any pair of models is statistically significant (in bold), i.e. p-value < 0.05,
or not. All differences are significant except between RandForest and MLP, which are statistically
indistinguishable. Maxout is found superior to each of the other models in a statistically significant
way. See Fig. 4.1 for the labels of each of the methods used in the table below.
MAXOUT GDBT RANDFOREST MLP ELASTIC
MAXOUT 0.001  10−3  10−3  10−3
GDBT 0.001  10−3  10−3  10−3
RANDFOREST  10−3  10−3 0.532  10−3
MLP  10−3  10−3 0.532  10−3
ELASTIC  10−3  10−3  10−3  10−3
4.4 Off-Policy Policy Evaluation
There is a class of problems in reinforcement learning named contextual bandits, also called bandits
with side information, that provide a framework for learning models and evaluating algorithms on
partially labeled data [2, 54]. Such data is generated in the following fashion: given a context X , a
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vectorial representation of the state we are currently in, we sample an action m from a policy pi(X)
that defines a multinomial distribution over K available actions. Afterwards, action m is effectively
taken, and a reward y is observed, sampled from the real-world distribution of p(y|m,X). The core
of the problem is that pi(X) has a crucial impact on the data being collected: we will never observe
the rewards associated with actions that were not taken (unless the exact same context occurs twice).
This formulation lends itself well to the analysis and optimization of web ad campaigns [23], and
is one of most popular frameworks for the task. Just like we will never know if a user would have
clicked or not on an ad that was never shown, we will never know the outcome of a match until
the players actually play it out. In our case, the decision of which players to match is taken by the
matchmaking algorithm, which can thus be considered as a policy.
Here, m will denote a match, and X the set of available matches for selection, along with the
associated player profiles. For a given context X (available matches), a matchmaking policy will
choose one match to be launched. If ym ∼ p(ym|m,X) is the objective measure of balance given
by the outcome of match m, the policy value is defined as:
V pi = E
X∼D,m∼pi(X)
[ym|m,X] (4.4)
whereD is the distribution of contexts, containing both the available matches and the corresponding
player profiles, m ∼ pi(X) is the match (selected according to policy pi), and p(ym|m,X) is the
underlying conditional distribution of rewards given a match and the associated player profiles.
Assuming that higher values of the measure of balance are better, finding the optimal policy is
formulated as estimating argmaxpi V pi.
The problem of learning on data collected by a (potentially unknown) policy is known as off-policy
learning; the problem of evaluating a policy on data collected using a different policy is known as
off-policy policy evaluation. Both have been well-studied for Markov decision processes [62], but
are also applied in web applications such as advertising and predicting browsing behavior.
We argue that video game matchmaking suffers from these two problems, in the case where we
want to replace a policy that is currently in effect and has been used to generate historical data.
Suppose we fit (as in Section 4.3) a regression model f(m,X) ≈ E[ym|m,X] by minimizing the
squared error between targets ym and predicted values f(m,X) over Strain, a subset of the dataset
S comprised of triplets (X,m, ym), generated by the policy b (called behavior policy). One might
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where Stest is the testing subset of S, non-overlapping with Strain. However, since f(m,X) was
trained to approximate the rewards associated with actions chosen by the behavior instead of pi, this
estimator (called “Direct Method”) tends to suffer from strong bias, as reported by Dudik et al. [33].
An example of this bias would be a model trained on a dataset generated by a very good or a very
poor behavior policy, in which case the model’s average prediction would be, respectively, very
large or very small. Naturally, the optimal way of evaluating a policy is to run it live and observe
the average reward. This is problematic in practice for risk management concerns, since running a
bad policy would negatively impact user experience, and harm the popularity of the game. Because
of this, many methods were studied and developed to address this problem.
A popular class of algorithms for offline off-policy policy evaluation are based on importance sam-
pling techniques. Simply put, we can estimate Ed[x] empirically using values sampled under a










where xˆ is an unbiased estimator of Ed[x], if d and d′ are known exactly, i.e.,
E[xˆ] = Ed[x]. (4.7)
Note however that importance weighted estimators, even if they are unbiased, may still have a large
variance. This can be a significant issue when there are values of x for which d′(x) is near 0 while
d(x) 6= 0.
In terms of matchmaking, this means that if we know the distributions over actions given the context,
pb(m|X) for the behavior policy b from which data was sampled, and ppi(m|X) for the target policy
to evaluate pi, then we could use importance weights to estimate V pi:






for data collected under policy b. Several approaches are based on importance weights to evaluate
the value of a policy, and have been shown to work well in practice when importance weights are
known or properly estimated.
However, to use these methods, one must know the distribution pb(m|X) of the behavior policy, or
at least have a good approximation of it. This is hard in the case of matchmaking since the actual
action space is enormous because of the combinatorial explosion of possible teams. The only way to
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actually store available actions and their probability is to have a sampling mechanism which limits
the number of possible matches to evaluate. Although the core model for the matchmaking system
of a game can be known, the candidate matches at each context are not necessarily stored, as is the
case in the data we were given access to. This makes the estimation of behavior action probabilites
very hard, because we do not know which actions were actually available at the time of creation of
each match. Not only that, but the behavior policy may actually be deterministic (as in our data),
in which case we cannot direcly apply importance weighting, because the variance of the estimator
does not exist and the importance sampling estimator becomes meaningless.
This motivates the exploration of techniques such as the Stacked Calibration methods proposed here,
which can be applied even when the behavior policy is deterministic, i.e., where methods based on
importance weights cannot be used.
In addition, we opt for a simulation-based approach to policy evaluation. Although susceptible to
bias, we benefit from the fact that the core matchmaking system is already in place, and this allows
us to more properly model the dynamics of matchmaking.
4.5 Matchmaking Recommendation Simulator
For reasons mentioned in the previous section, a simulator was built to evaluate different policy
models. The simulator can be viewed as a type of single-server waiting queue. Each player arriving
in the queue (which corresponds to a “lobby”) is assigned attributes by randomly selecting them
from the set of real player profiles. This is to simulate the distribution of player attributes. Since
scoring each and every possible player configuration (i.e., a match) is impossible with more than
a few dozen players, we randomly sample configurations of players, which will serve as match
candidates. The set of randomly sampled matches corresponds to the context X from the previous
section. The match candidates are scored by the policy model, and the highest-scoring match is
selected. The corresponding players leave the queue, and new players can be added.
A practical concern of matchmaking systems is that every player must be matched within a certain
time constraint, to avoid letting a player wait too much time before being matched. To this end,
players who wait more than a certain threshold delay are forced into the next candidate match.
In our experiments, we used 100000 different attribute profiles to sample from. These are real user
profiles corresponding to the profiles in the test set defined in section 4.3.3. The initial waiting queue
size is 200, and players arrive at a constant rate; although this is not completely reflective of reality,
it is a good approximation on a short time scale for most periods of time. A total of 50 random
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matches were sampled at each iteration, from which the highest scoring is selected according to
the policy model. The time constraint imposed is 20 iterations: after 20 iterations without being
assigned in a match, a player is forced into the next match. In a real setting, the time constraint
would be influenced by the arrival rate of players. With a simulator, we can run a policy, sample
matches and generate the corresponding dataset.
4.6 Stacked Calibration
There remains an issue if we are to evaluate a model policy using the simulator. Using the same
expected balance score both to select matches and to estimate matchmaking quality results in a “col-
lusion bias”. For each context, the policy must choose a match. Suppose the policy is deterministic,
and chooses the match with highest expected value, given the policy model. The true most balanced
match has an expected value that cannot exceed that of the match chosen by the policy. Therefore







it follows that, for any given choice of matches,
fDM (m∗) ≤ fDM (mˆ),
where fDM is our trained estimator4 and fGT the true expected value (which we call “ground
truth”). Although fDM estimates the ground truth, the expected balance score of the match selected
by the predictor during simulation (or during the live use of the predictor in the field) might still
differ from it, because of the inherent limitations of various learning algorithms. This bias comes
about because the same model is used both for estimating value and for selecting an action. This
problem is analogous to the optimistic bias one observes when using training error to estimate
generalization error of a learning algorithm: the learner tends to give lower errors on the training
examples because these were used to select parameters. Here we have a policy that selects actions
according to a predictor, and because these actions were the selected ones, they tend to receive a
higher estimated value than their true value.
This motivates the proposed estimator, which we call Stacked Calibration. The procedure is simple.
We let most of the parameters of the value predictor be estimated on a training set, but we estimate a
4DM stands for Direct Method [33].
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calibration transformation on top of the behavior of the predictor on a validation set. We conjecture
that this helps the predictor not only generalize better in general but also reduce the collusion bias.
This procedure is a variant of the principle of stacking [79]), by which the outputs of one or more
models are computed on examples not used to train them, and these outputs then enter as part of the
input in examples to train a second level of models (and this can be repeated at multiple levels).
The specific procedures we used in the experiments are the following. Given the training, validation
and test splits of a dataset S, we first train a value estimator fDM = f on the training set, and use
the validation set to estimate
f˜(m,X) ≈ E[ym|f(m,X)],




We have have tried two variants of calibration. The first is a simple linear least squares model,
which we denote LDM, and the corresponding calibrated function. The second is a slight variant of
radial basis function network (RBF), where






Here µi are the radial basis function centers and wi the associated weights, σ2 is a scaling hyper-
parameter and β is a bias term. In our experiments we used 100 centers, sampled uniformly from
f(m,X)’s predictions on the validation set, as to easily cover the one-dimensional input space. The
µi’s were kept fixed and σ set to 1, so that the calibration parameters could be analytically estimated
to minimize squared error over the validation set. In experiments we will denote the linear version
as fLDM , and the RBF version as fRBFDM
4.7 Experimental Results
4.7.1 Experimental Setup
To assess the performance of the Stacked Calibration method we need access to the real expected
value of the balance score of a match, which we will call the ground truth. The ground truth
represents the underlying conditional distribution of a match’s outcome given its players. Without it,
we cannot conclude that calibration works without live testing, in which case we are back to square
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one. To access the ground truth’s expected value, we use a two-stage simulation methodology, in
which a ground truth model fGT is first trained from real data and then used to generate data and
assess different learning and policy evaluation procedures. The details of this two-stage procedure
are shown in Algorithm 2, allowing us to verify that the proposed stacked calibration procedure
indeed improves policy value estimates.
Algorithm 2 Experimental procedure for two-stage simulation.
1: Train model fGT on the real data. This model will be the ground truth.
2: Use the simulator under a specified policy b (behavior policy).
3: For the simulated matches, sample the outcome using fGT . These sampled matches and out-
comes constitute the artificial dataset Sb, generated by policy b.
4: Train model fDM on the training subset of Sb, and use the simulator with fDM as policy.
5: Using the validation subset of Sb, apply the calibration procedures described in section 4.6 to
obtain fLDM and fRBFDM .
6: Evaluate the simulated matches using fDM , the policy model, and calibrated models fLDM and
fRBFDM .
7: Use fGT to evaluate the true value of all these matches (and hence the estimated value of the
policy), and compare this true policy value with the values estimated by the different off-policy
policy evaluation methods compared here.
This methodology allows us to verify which policy evaluation method works best, since fGT is
known. In practice, the true underlying conditional distribution p(ym|m,X) is highly complex and
difficult to capture completely with statistical models (assuming the task is complex enough), and
the best models tend to be overregularized. To prevent models trained on artificial data generated
from an overregularized ground truth to estimate the ground truth model too well, in which case
directly estimating the matches with the policy model would be satisfactory, we used as ground
truth a highly overfitted gradient boosted tree. In addition, Gaussian noise with standard deviation
equal to 10% of the ground truth’s standard deviation on the artificial data was added: the result is
a difficult to capture (because it has a rich structure that is not too smoothed out by regularization),
noisy signal, as we would expect to see in real data. The behavior policy we used was a random,
uniform policy. The same simulator parameters were used for policy evaluation and data generation.
In order to provide comparison with already existing methods, we saved the action probabilities of
the behavior and the associated sampled matches during simulation. This gives us what we need to
compare the standard importance sampling method (IS) and doubly robust estimation [33], which
is a method which uses both IS and the reward estimated by the fDM . The doubly robust estimator
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where S in the above equation represents a validation set not used to estimate fDM . Given the
uniform policy behavior, weights pb(m|X) are known exactly, which allows us to apply this method.
In the case where the evaluated policy is deterministic, ppi(m,X) becomes the indicator function
for the behavior action being the same as the policy action. For a complete review of doubly robust
policy evaluation, see Dudik et al. [33].
4.7.2 Comparative Results
The artificial data was split in 3 sets: 50000 matches as the training set and 25000 matches each for
the validation and test sets. We trained a variety of models on the artificial data: linear regressions
with L2 weight decay (ridge regression), gradient boosted decision trees, random forests, k-nearest
neighbours regression and linear kernel support vector machines. The point of this diversity in
learning algorithms is not necessarily to actually compare these different learning algorithms, but
to make sure the evaluation works across a broad range of models. We applied Algorithm 2, per-
forming random sampling of the hyperparameters to obtain various models (as variants of the same
learning algorithm type), and we report mean squared error across all the models for each different
evaluation method. DM signifies that the same function is used for match selection and evaluation.
LDM denotes the linear calibration and RBFDM denotes the radial basis function network version,
both described in section 4.6, evaluating the matches chosen by the (uncalibrated) policy. IS stands
for importance sampling, and DR for the doubly robust method (both described in section 4.4).
Figure 4.2 shows, as expected, that the uncalibrated direct method is the worst performing one. The
other four are considerably better, with RBFDM leading the chart. To ensure that these differences
were significant, we computed a paired t-test comparing each pair of evaluation procedures, with
null hypothesis being that the expected mean squared errors are the same. The p-values for these
tests are reported in table 4.3, with p-values smaller than 0.05 in bold (where the null hypothesis is
rejected, i.e. indicating a statistically significant difference).
To further verify the policy value estimation, we computed Spearman’s rank correlation coefficient
between each model’s estimated policy value and the ground truth, for each evaluation method
(Table 4.2). Again, DM is the worst performing method. The important thing to note is that RBFDM
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can select the best model almost as well as DR, showing that model selection is on par with this
method. As reference the test errors of the models give a correlation coefficient of 0.91 with the
ground truth value; we can estimate policy value accurately and select the (near) optimal one.
In analyzing these results, keep in mind that the objective was to verify if the stacked calibration
methods could approach the performance of methods such as the doubly robust (DR) estimator,
while not requiring a known and stochastic behavior model. The results are clearly positive in this
respect.











DM        0.0027
IS          0.0010
LDM      0.0008
DR        0.0006
RBFDM 0.0004
Performance of evaluation methods
FIGURE 4.2: Precision of value approximation for different evaluation methods: DM for the direct
uncalibrated method, IS for important sampling, LDM for linear calibration, DR for doubly robust,
RBFDM for rbf calibration. RBFDM outperforms all the other methods. See also Table 4.3 for the
significance tests.
TABLE 4.2: Spearman rank correlation between evaluation methods and ground truth.
RBFDM DR LDM IS DM
correlation coefficient 0.9011 0.9366 0.8328 0.611 0.2575
p-value 1.03e-37 6.9e-47 3.6e-27 1.1e-11 0.0093
TABLE 4.3: P values of paired-t test of squared error between evaluation methods
GT RBFDM DR LDM IS DM
GT  10−4  10−4  10−4  10−4  10−4
RBFDM  10−4 0.0163  10−4  10−4  10−4
DR  10−4 0.0163 0.0473 0.0011  10−4
LDM  10−4  10−4 0.0473 0.1593  10−4
IS  10−4  10−4 0.0011 0.1593  10−4
DM  10−4  10−4  10−4  10−4  10−4
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4.8 Conclusions
In this paper we have reviewed and compared matchmaking procedures. We have shown that mod-
elling player-player interactions through deep architectures is helpful in predicting the outcome of
a match, as these interactions are in reality complex and difficult to model with shallower models.
We then reviewed off-policy policy evaluation techniques, and pointed out some practical difficul-
ties encountered in the context of evaluating matchmaking methods in an industrial setting where
the behavior policy is unknown or not stochastic. We then proposed a technique called Stacked
Calibration to improve off-policy evaluation and tested its effect through a two-stage simulator
methodology.
Through these simulations, we verified that Stacked Calibration performs as well as or better than
standard offline methods such as the doubly robust estimator, which are not applicable in our indus-
trial setting. We showed that it is a reliable way of evaluating policy value. The whole approach
is applicable to any setting where importance weights are not applicable and where simulation is
preferred to (or in addition to) A/B testing because A/B testing is expensive, worrisome for product
managers concerned with the negative effects of a poor policy, and limited in the number of policies
that can be evaluated (only so many different policies can be A/B tested in a given amount of time).
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5.1 Contexte
Comme mentionne´ en 2.2.2, un des inte´reˆts majeurs des algorithmes d’apprentissage non-supervise´s
est que certains d’entre eux apprennent a` de´composer les entre´es selon leurs facteurs de variations
importants, comme les DAE [78] et les CAE [65]. Ceci permet d’apprendre la structure des donne´es
malgre´ l’absence de cibles, celles-ci e´tant un e´le´ment essentiel de l’apprentissage supervise´, qui
constitue la majorite´ des applications d’apprentissage machine. Une des grandes motivations pour
le de´veloppement de tels algorithmes est la quantite´ de donne´es non-e´tiquete´s et donc le potentiel
d’apprentissage a` grande e´chelle, supervise´ ou non.
Les machines de boltzmann restreintes (RBM) sont des re´seaux de neurones avec une parame´trisation
presque identique aux autoencodeurs, mais entraıˆne´s de fac¸on tre`s diffe´rente. Les entre´es et les









xiWi,jcj , e´gale a` une constante pre`s a` la log-vraisemblance
ne´gative de la probabilite´ jointe de x et h. Ceci permet de de´finir p(x,h) en introduisant un terme
de normalisation sur toutes les configurations possibles d’entre´es et d’unite´s cache´es : p(x,h) =
e−E(x,h)
Z avec Z =
∑
h,x
e−E(x,h), nomme´e fonction de partition. Cependant, ce terme est incal-
culable a` cause du nombre exponentiel de configurations possibles. Malgre´ cela, il est possible
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d’entraıˆner les RBMs pour mode´liser p(x) avec une approximation stochastique du gradient de la
log-vraisemblance de x. Une RBM est un mode`le ge´ne´ratif: nous pouvons e´chantilloner des ex-
emples selon l’approximation de p(x) avec une me´thode Monte-Carlo par chaıˆne de Markov. Bien
que les CAE ne soient pas des mode`les ge´ne´ratifs, [67] propose une me´thode pour obtenir des
e´chantillons en ajoutant du bruit aux unite´s cache´es, se de´plac¸ant ainsi dans la varie´te´ des donne´es.
Les CAE et DAE sont aussi utilisables de la meˆme fac¸on que les RBMs pour initialiser des re´seaux
profonds. Ces re´sultats empiriques sugge`rent que les autoencodeurs captent d’une certaine fac¸on la
distribution des donne´es, comme les RBMs le font.
5.2 Contributions et commentaires
L’article suivant pre´sente des motivations the´oriques pour l’utilisation d’autoencodeurs comme
mode`les ge´ne´ratifs. Les me´thodes de Monte-Carlo par chaıˆne de Markov pour entraıˆner les RBMs
ne visitent que rarement les configurations improbables du re´seau. Si pour passer d’un mode a`
l’autre de la distribution des donne´es la chaıˆne de Markov doit visiter une zone improbable, il se
peut que celle-ci ”rebrousse chemin” et revienne au mode probable le plus proche. Nous avons donc
besoin d’un tre`s grand nombre de transitions dans la chaıˆne pour changer de mode, ce qui constitue
un des proble`mes typique associe´s aux RBMs (proble`mes de ”mixing”). Les re´seaux ge´ne´ratifs
stochastiques tentent de contourner ce proble`me en de´montrant que les e´chantillons obtenus avec
un processus de corruption puis de reconstruction comme celui dans les DAE peut ge´ne´rer des
e´chantillons qui suivent la distributions des donne´es sous certaines conditions faibles. Ceci nous
permet d’e´viter la pre´sence d’une fonction de partition, d’entraıˆner par re´tro-propagation et pos-
siblement ame´liorer la vitesse de changement de mode lors de l’e´chantillonnage. De plus, le
processus de corruption est ge´ne´ralise´ au-dela` des DAE. Des expe´riences qualitative de´montrent
une bonne vitesse de changement de mode lors de l’e´chantillonnage de chiffres e´crits a` la main.
Au final, l’article fut rejete´ (soumis a` Neural Information Processing Systems), principalement
duˆ au manque d’inte´reˆt du comite´ de lecture pour les re´sultats the´oriques, ainsi qu’au manque de
re´sultats supervise´s, car surpasser l’e´tat de l’art dans une taˆche supervise´e est un des bareˆmes clas-
siques d’acceptation. Ma contribution personelle a` l’article fut l’imple´mentation de l’algorithme
d’apprentissage propose´ ainsi que l’obtention des re´sultats principaux.
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Deep Generative Stochastic Networks
Trainable by Backprop
6.1 Abstract
Recent work showed that denoising auto-encoders can be interpreted as generative models. We
generalize these results to arbitrary parametrizations that learn to reconstruct their input and where
noise is injected, not just in input, but also in intermediate computations. We show that under rea-
sonable assumptions (the parametrization is rich enough to provide a consistent estimator, and it
prevents the learner from just copying its input in output and producing a dirac output distribution),
such models are consistent estimators of the data generating distributions, and that they define the
estimated distribution through a Markov chain that consists at each step in re-injecting sampled
reconstructions as a sequence of inputs into the unfolded computational graph. As a consequence,
one can define deep architectures similar to deep Boltzmann machines in that units are stochastic,
that the model can learn to generate a distribution similar to its training distribution, that it can eas-
ily handle missing inputs, but without the troubling problem of intractable partition function and
intractable inference as stumbling blocks for both training and using these models. In particular,
we argue that if the underlying latent variables of a graphical model form a highly multimodal pos-
terior (given the input), none of the currently known training methods can appropriately deal with
this multimodality (when the number modes is much greater than the number of MCMC samples
one is willing to perform, and when the structure of the posterior cannot be easily approximated by
some tractable variational approximation). In contrast, the proposed models can simply be trained
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by back-propagating the reconstruction error (seen as log-likelihood of reconstruction) into the pa-
rameters, benefiting from the power and ease of training recently demonstrated for deep supervised
networks with dropout noise.
6.2 Introduction
Research in deep learning (see Bengio [5] and Bengio et al. [12] for reviews) has started with break-
throughs in unsupervised learning of representations, based mostly on the Restricted Boltzmann
Machine (RBM) [47], auto-encoder variants [8, 78], and sparse coding variants [57, 63]. However,
the most impressive recent results have been obtained with purely supervised learning techniques
for deep networks, in particular for speech recognition [29, 32, 72] and object recognition [52]. In
all of these cases, the availability of large quantities of labeled data was important, and the latest
breakthrough in object recognition [52] was achieved with fairly deep convolutional networks with
a form of noise injection in the input and hidden layers during training, called dropout [48].
On the other hand, progress with deep unsupervised architectures has been slower. Although single-
layer unsupervised learners are fairly well developed, jointly training all the layers with respect to
a single unsupervised criterion remains a challenge, with the best current options being the Deep
Belief Network (DBN) [47] and the Deep Boltzmann Machine (DBM) [69]. Nonetheless, joint
unsupervised training of all the layers remains a difficult, much more so than for its supervised
counterparts. Since the amount of unlabeled data potentially available is very large, it would be
very interesting to develop unsupervised learning algorithms for generative deep architectures that
can take advantage of the progress in techniques for training deep supervised ones, i.e., based on
back-propagated gradients. The approach presented here is one step in this direction, allowing to
train jointly train all the levels of representation of a deep unsupervised probabilistic model solely
by back-propagating gradients.
Another motivation for the approach presented here is a potential problem with probabilistic models
with anonymous latent variables1, discussed in more detail in Section 6.3. The gist of the issue is
the following. Graphical models with latent variables often require dealing with either or both of
the following fundamentally difficult problems in the inner loop of training, or to actually use the
model for taking decisions: inference (estimating the posterior distribution over latent variables h
given inputs x) and sampling (from the joint model of h and x). However, if the posterior P (h|x)
1they are called anonymous because no a priori semantics is assigned to them, like in Boltzmann machines, and unlike
in many knowledge-based graphical models. Whereas inference over non-anonymous latent variables is required to make
sense of the model, anonymous variables are only a device to capture the structure of the distribution and need not have
a clear human-readable meaning.
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has a huge number of modes that matter, then all of the current approaches may be doomed for such
tasks.
The main contribution of this paper is a theoretical extension of recent work (summarized in Sec-
tion 6.4) on the generative view of denoising auto-encoders. It provides a statistically consistent
way of estimating the underlying data distribution based on a denoising-like criterion where the
noise can be injected not just in the input but anywhere in the computational graph that produces
the predicted distribution for the denoised input.
We apply this idea to deep Generative Stochastic Networks (GSNs) whose computational graph
resembles the one followed by Gibbs sampling in deep Boltzmann machines, but that can be trained
efficiently with back-propagated gradients. The models can be trained and used in the presence of
missing inputs, and they can be used to sample from the learned distribution (possibly conditioning
on some of the inputs).
6.3 A Potential Problem with Anonymous Latent Variable Models
All of the graphical models studied for deep learning except the humble RBM require a non-trivial
form of inference, i.e., guessing values of the latent variables h that are appropriate for the given
visible input x. Several forms of inference have been investigated in the past: MAP inference is
formulated like an optimization problem (looking for h that approximately maximizes P (h | x));
MCMC inference attempts to sample a sequence of h’s from P (h | x); variational inference looks
for a simple (typically factorial) approximate posterior qx(h) that is close to P (h | x), and usually
involves an iterative optimization procedure. See a recent machine learning textbook for more
details [61].
In addition, a challenge related to inference is sampling (not just from P (h | x) but also from
P (h, x) or P (x)), which like inference is often needed in the inner loop of learning algorithms for
probabilistic models with latent variables such as energy-based models [56] or Markov Random
Fields, where P (x) or P (h, x) is defined in terms of a parametrized energy function whose nor-
malized exponential gives probabilities. Deep Boltzmann machines [69] combine the difficulty of
inference (for the “positive phase” where one tries to push the energies associated with the observed
x down) and also that of sampling (for the “negative phase” where one tries to push up the ener-
gies associated with x’s sampled from P (x)). Sampling for the negative phase is usually done by
MCMC, although some unsupervised learning algorithms [15, 26, 42] involve “negative examples”
that are sampled through simpler procedures (like perturbations of the observed input, in a spirit
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reminiscent of the approach presented here). In Salakhutdinov and Hinton [69], inference for the
positive phase is achieved with a mean-field variational approximation.2
6.3.1 Potentially Huge Number of Modes.
The challenge we propose to think about has to do with the potential existence of highly multimodal
posteriors: all of the currently known approaches to inference and sampling are making very strong
explicit or implicit assumptions about the form of the distribution of interest (P (h | x) or P (h, x)).
As we argue below, these approaches make sense if this target distribution is either approximately
unimodal (MAP), (conditionally) factorizes (variational approximations, i.e., the different factors hi
are approximately independent3 of each other given x), or has only a few modes between which it
is easy to mix (MCMC). However, approximate inference can be potentially hurtful, not just at test
time but for training [53], because it is often in the inner loop of the learning procedure. We want to
consider here the case where neither a unimodal assumption (MAP), the assumption of a few major
modes (MCMC) or of fitting a variational approximation (factorial or tree-structured distribution)
are appropriate.
Imagine for example that h represents many explanatory variables of a rich audio-visual “scene”
with a highly ambiguous raw input x, including the presence of several objects with ambiguous
attributes or categories, such that one cannot really disambiguate one of the objects independently of
the others (the so-called “structured output” scenario, but at the level of latent explanatory variables).
Clearly, a factorized or unimodal representation would be inadequate (because these variables are
not at all independent, given x) while the number of modes could grow exponentially with the
number of ambiguous factors present in the scene. For example, consider x being the audio of
speech pronounced in a foreign language that you do not master well, so that you cannot really
segment and parse well each of the words. The number of plausible interpretations (given your poor
knowledge of that foreign language) could be exponentially large (in the length of the utterance),
and the individual factors (words) would certainly not be conditionally independent (actually having
a very rich structure which corresponds to a language model). Even ignoring segmentation makes
this a very difficult problem: say there are 10 word segments, each associated with 100 different
plausible candidates (out of a million, counting proper nouns), but, due to the language model, only
1 out of 1000 of their combinations being plausible (i.e., the posterior does not factorize or fit a
2In the mean-field approximation, computation proceeds like in Gibbs sampling, but with stochastic binary values
replaced by their conditional expected value (probability of being 1), given the outputs of the other units. This determin-
istic computation is iterated like in a recurrent network until convergence is approached, to obtain a marginal (factorized
probability) approximation over all the units.
3this can be relaxed by considering tree-structured conditional dependencies [70] and mixtures thereof
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tree structure). So one really has to consider 11000 × 10010 = 1017 plausible configurations of the
latent variables. If one has to take a decision y based on x, e.g., P (y | x) =∑h P (y | h)P (h | x)
involves summing over a huge number of non-negligible terms of the posterior P (h | x), which
we can consider as important modes. One way or another, summing explicitly over that many
modes seems implausible, and assuming single mode (MAP) or a factorized distribution (mean-
field) would yield very poor results. Under some assumptions on the underlying data-generating
process, it might well be possible to do inference that is exact or a provably good approximation,
and searching for graphical models with these properties is an interesting avenue to deal with this
problem. Basically, these assumptions work because we assume a specific structure in the form
of the underlying distribution. Also, if we are lucky, a few Monte-Carlo samples from P (h | x)
might suffice to obtain an acceptable approximation for our y, because somehow, as far as y is
concerned, many probable values of h yield the same answer y and a Monte-Carlo sample will
well represent these different “types” of values of h. That is one form of regularity that could
be exploited (if it exists) to approximately solve that problem. What if these assumptions are not
appropriate to solve challenging AI problems? Another, more general assumption (and thus one
more likely to be appropriate for these problems) is similar to what we usually do with machine
learning: function approximation, i.e., although the space of functions is combinatorially large,
we are able to generalize by postulating a rather large and flexible family of functions (such as
a deep neural net). Thus an interesting avenue is to assume that there exists a computationally
tractable function that can compute P (y | x) in spite of the apparent complexity of going through
the intermediate steps involving h, and that we may learn P (y | x) through (x, y) examples. In fact,
this is exactly what we do when we train a deep supervised neural net or any black-box supervised
machine learning algorithm.
The question we want to address here is that of unsupervised learning: could we take advantage
of this idea of bypassing explicit latent variables in the realm of unsupervised probabilistic models
of the data? The approach proposed here has this property. It avoids the strong assumptions on
the latent variable structure but still has the potential of capturing very rich distributions, by having
only “function approximation” and no approximate inference. Although it avoids explicit latent
variables, it still retains the property of exploiting sampling in the computations associated with the
model in order to answer questions about the variables of interest.
6.4 Denoising Auto-Encoders as Generative Models
Alain and Bengio [1] showed that denoising auto-encoders with small Gaussian corruption and
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squared error loss estimated the score (derivative of the log-density with respect to the input) of
continuous observed random variables. More recently, Bengio et al. [10] generalized this to arbi-
trary variables (discrete, continuous or both), arbitrary corruption (not necessarily asymptotically
small), and arbitrary loss function (so long as can be seen as a log-likelihood). We first summarize
these results below.
Let P(X) be the unknown data generating distribution. Let C(X˜|X) be a corruption process that
stochastically transforms an X (such as sampled from P) into a random variable X˜ . Let Pθ(X|X˜)
be a denoising auto-encoder that assigns a probability to X , given X˜ , when X˜ ∼ C(X˜|X). When n
training examples are provided we obtain an estimator parametrized by θn. This estimator defines a
Markov chain Tn obtained by sampling alternatively an X˜ from C(X˜|X) and an X from Pθ(X|X˜).
Let pin be the asymptotic distribution of the chain defined by Tn, if it exists. The following theorem
is proven by Bengio et al. [10].
Theorem 6.1. If Pθn(X|X˜) is a consistent estimator of the true conditional distribution P(X|X˜)
and Tn defines an irreducible and ergodic Markov chain, then as n → ∞, the asymptotic distribu-
tion pin(X) of the generated samples converges to the data generating distribution P(X).
It is accompanied with the following corollary, which defines some sufficient conditions for conver-
gence of the chain, and hence applicability of Theorem 6.1.
Corollary 6.2. If Pθ(X|X˜) is a consistent estimator of the true conditional distribution P(X|X˜),
and both the data generating distribution and denoising model are contained in and non-zero in
a finite-volume region V (i.e., ∀X˜ , ∀X /∈ V, P(X) = 0, Pθ(X|X˜) = 0), and ∀X˜ , ∀X ∈
V, P(X) > 0, Pθ(X|X˜) > 0, C(X˜|X) > 0 and these statements remain true in the limit of
n → ∞, then the asymptotic distribution pin(X) of the generated samples converges to the data
generating distribution P(X).
6.5 Reconstruction with Noise Injected in the Reconstruction Func-
tion: Consistent Estimation of the Underlying Data Generating
Distribution
In the context where Theorem 6.1 was proven [10], X˜ is a noisy or corrupted version of X , i.e., it
lives in the same space as X , but nothing in the proof requires that. We exploit this observation to
obtain a generalization in which we consider a source of noise Z independent from X , an arbitrary
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differentiable function fθ1(X,Z) from which X cannot be recovered exactly, and a reconstruction
distribution Pθ2(X|fθ1(X,Z)) which is trained to predict X given fθ1(X,Z).
Note that a special case that returns to the situation studied in Bengio et al. [10] is when f(X,Z) is
a fixed parameter-less corruption function that combines the noise Z with X to obtain a corrupted
sample X˜ , i.e. X˜ ∼ C(X˜|X). Equivalently, X˜ can be sampled by first sampling Z ∼ P(Z) from
a noise distribution and then applying the deterministic function f(X,Z) to obtain X˜ . Note that in
practice, this is how random variates are generally sampled.
This view gives rise to the following corollary which is central to this paper.
Corollary 6.3. Let training data X ∼ P(X) and independent noise Z ∼ P(Z). Consider a model
Pθ2(X|fθ1(X,Z)) trained (over both θ1 and θ2) by regularized conditional maximum likelihood
with n examples of (X,Z) pairs. For a given θ1, a random variable X˜ = fθ1(X,Z) is defined.
Assume that as n increases, Pθ2 is a consistent estimator of the true P(X|X˜). Assume also that the
Markov chain Xt ∼ Pθ2(X|fθ1(Xt−1, Zt−1)) (where Zt−1 ∼ P(Z)) converges to a distribution
pin, even in the limit as n→∞. Then pin(X)→ P(X) as n→∞.
Proof. Consider that for a fixed n, θ1 and θ2 have been estimated such that, as assumed, as n→∞,
θ2 gives rise to a consistent estimator of P(X|X˜). Note how the above Markov chain is equivalent
to the Markov chain in Theorem 6.1 when we define X˜ = fθ1(X,Z). We have the two conditions
of Theorem 6.1 (consistent estimator of the conditional P(X|X˜) and convergence of the Markov
chain), so we can conclude that pin converges to P(X).
Since we are now considering the case where f is not a fixed function but a learned one, we have
to be careful about defining it in such a way as to guarantee convergence of the Markov chain
from which one would sample according to the estimated distribution. Corollary 6.2 provides some
guidance for this purpose. In particular, in order to make sure that C(X˜|X) > 0 for a given n
and asymptotically, it would be necessary that fθ be constructed such that the conditional entropy
H(fθ(X,Z)|X) > 0, both for any fixed n and asymptotically. It means that the learning procedure
should not have the freedom to choose parameters so as to simply eliminate the uncertainty injected
with Z. Otherwise, the reconstruction distribution would simply converge to a dirac at the input X .
This is the analogue of the constraint on auto-encoders that is needed to prevent them from learning
the identity function. Here, we must design the family of reconstruction functions (which produces
a distribution over X , given Z and X) such that when the noise Z is injected, there are always
several possible values of X that could have been the correct original input.
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Another extreme case to think about is when f(X,Z) is overwhelmed by the noise and lost all
information about X . In that case the theorems are still valid while giving uninteresting results: the
learner must capture the full distribution of X in Pθ2(X|X˜) because the latter is now equivalent
to Pθ2(X), since X˜ = f(X,Z) does not contain any information about X . What this illustrates,
though, is that when the noise is large, the reconstruction distribution (parametrized by θ2) will need
to have the expressive power to represent multiple modes. Otherwise, the reconstruction will tend
to capture some kind of average output, which would visually look like a fuzzy combination of the
actual modes. In the experiments performed here, we have only considered unimodal reconstruction
distributions (with factorized outputs), but future work should investigate multimodal alternatives.
A related element to keep in mind is that one should pick the family of conditional distributions
Pθ2(X|X˜) so that one can sample from them and one can easily train them when given (X, X˜)
pairs, e.g., by maximum likelihood.
6.6 Dealing with Missing Inputs or Structured Output
In general, a simple way to deal with missing inputs is to clamp the observed inputs and then apply
the Markov chain with the constraint that the observed inputs are fixed and not resampled at each
time step, whereas the unobserved inputs are resampled each time. More precisely, the output
(reconstruction) distribution of the model must allow us to sample a subset of variables in the vector
X conditionally on the value of the rest. One can readily prove that this procedure gives rise to
sampling from the appropriate conditional distribution.
Proposition 6.4. If a subset x(s) of the elements of X is kept fixed (not resampled) while the
remainder X(−s) is updated stochastically during the Markov chain of corollary 6.3, but using
P (Xt+1|f(Xt, Zt), X(s)t+1 = x(s)), then the asymptotic distribution pin produces samples of X(−s)
from the conditional distribution pin(X(−s)|X(s) = x(s)).
Proof. Without constraint, we know that at convergence of the chain, P (Xt|f(Xt−1, Zt−1)) pro-
duces a sample of pin. A subset of these samples satisfies the condition X = x(s), and these con-
strained samples could equally have been produced by sampling fromP (Xt|f(Xt−1, Zt−1), X(s)t+1 =
X(s)), by definition of conditional distribution. Therefore, at convergence of the chain, we have that
P (Xt|f(Xt−1, Zt−1), X(s)t+1 = x(s)) produces a sample from pin under the condition X(s) = x(s).
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Practically, it means that we must choose a reconstruction distribution from which it is not only easy
to sample from, but also from which it is easy to sample conditioned on any subset of the values
being known. In the experiments below, we have used a factorial distribution for the reconstruction,
meaning that it is trivial to sample conditionally a subset of the input variables.
This method of dealing with missing inputs can be immediately applied to dealing with structured
outputs. If X(s) is viewed as an “input” and X(−s) as an “output”, then sampling from the chain
X
(−s)
t+1 ∼ P (X(−s)|f((X(s), X(−s)t ), Zt), X(s)) will converge to estimators of P(X(−s)|X(s)).
This still requires good choices of the parametrization (for f as well as for the conditional prob-
ability P ), but the advantages of this approach are that there is no approximate inference of latent
variables and the learner is trained with respect to simpler conditional probabilities: in the limit of
small noise, we conjecture that these conditional probabilities can be well approximated by uni-
modal distributions. One piece of theoretical evidence comes from Alain and Bengio [1]: when the
amount of corruption noise converges to 0 and the input variables have a smooth continuous density,
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FIGURE 6.1: Unfolded computational graph inspired by the Deep Boltzmann Machine inference
or sampling, but with backprop-able stochastic units at each layer. The training example X = x0
starts the chain. Either odd or even layers are stochastically updated at each step. Original or
sampled xt’s are corrupted by salt-and-pepper noise before entering the graph (lightning symbol).
Each xt for t > 0 is obtained by sampling from the reconstruction distribution for this step, and the
log-likelihood of target X under that distribution is also computed and used as part of the training
objective.
6.7 Deep Generative Stochastic Networks Trainable by Backprop
The theoretical results on Generative Stochastic Networks (GSNs) in this paper open a large class
of possible parametrizations which will share the property that they can capture the underlying data
distribution through the above Markov chain. What parametrizations will work well? Where and
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how to inject noise? We present here the results of preliminary experiments with specific choices
for these, but the reader should keep in mind that the space of possibilities is vast.
As a conservative starting point, we propose to explore families of parametrizations which are sim-
ilar to existing deep stochastic architectures such as the Deep Boltzmann Machine (DBM) [69] and
the Deep Belief Network (DBN) [47]. Basically, the idea is to construct a computational graph that
is similar to the computational graph for Gibbs sampling or variational inference in Deep Boltzmann
Machines. However, we have to diverge a bit from these architectures in order to accommodate the
desirable property that it will be possible to back-propagate the gradient of reconstruction log-
likelihood with respect to the parameters θ1 and θ2. Since the gradient of a binary stochastic unit is
0 almost everywhere, we have to consider related alternatives. An interesting source of inspiration
regarding this question is a recent paper on estimating or propagating gradients through stochastic
neurons [7]. Here we consider the following stochastic non-linearities: hi = ηout + tanh(ηin + ai)
where ai is the linear activation for unit i (an affine transformation applied to the input of the unit,
coming from the layer below, the layer above, or both), ηin and ηout are zero-mean Gaussian noises.
To emulate a sampling procedure similar to Boltzmann machines in which the filled-in missing
values can depend on the representations at the top level, the computational graph must allow in-
formation to propagate both upwards (from input to higher levels of representation) and backwards
(vice-versa), giving rise to the computational graph structured illustrated in Figure 6.1, which is
similar to that explored for deterministic recurrent auto-encoders [3, 71, 73]. Downward weight
matrices have been fixed to the transpose of corresponding upward weight matrices.
The walkback algorithm was proposed in Bengio et al. [10] to make training of generalized de-
noising auto-encoders (a special case of the models studied here) more efficient. The basic idea is
that the reconstruction is actually obtained after several steps of the sampling Markov chain. In the
context presented here, it simply means that the computational graph from X to a reconstruction
probability actually involves generating intermediate samples as if we were running the Markov
chain starting at X . In the experiments, the graph was unfolded so that 2D sampled reconstructions
would be produced, where D is the depth (number of hidden layers). The training loss is the sum of
the reconstruction negative log-likelihoods (of target X) over all those reconstruction steps.
6.8 Experimental Validation of GSNs
Experiments evaluating the ability of the GSN models to generate good samples were performed
on the MNIST and TFD datasets, following the setup in Bengio et al. [9]. Networks with 2 and 3
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FIGURE 6.2: Top: two runs of consecutive samples (one row after the other) generated from a 2-
layer GSN model, showing that it mixes well between classes and produces nice and sharp images.
Bottom: conditional Markov chain, with the right half of the image clamped to one of the MNIST
digit images and the left half successively resampled, illustrating the power of the trained generative
model to stochastically fill-in missing inputs.
hidden layers were evaluated and compared to regular denoising auto-encoders (just 1 hidden layer,
i.e., the computational graph separates into separate ones for each reconstruction step in the walk-
back algorithm). They all have tanh hidden units and pre- and post-activation Gaussian noise of
standard deviation 2, applied to all hidden layers except the first. In addition, at each step in the
chain, the input (or the resampled Xt) is corrupted with salt-and-pepper noise of 40% (i.e., 40% of
the pixels are corrupted, and replaced with a 0 or a 1 with probability 0.5). Training is over 100 to
600 epochs at most, with good results obtained after around 100 epochs. Hidden layer sizes vary
between 1000 and 1500 depending on the experiments, and a learning rate of 0.25 and momentum
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FIGURE 6.3: Left: consecutive GSN samples obtained after 10 training epochs. Right: GSN
samples obtained after 25 training epochs. This shows quick convergence to a model that samples
well. The samples in Figure 6.2 are obtained after 600 training epochs.
FIGURE 6.4: Consecutive GSN samples from a 3-layer model trained on the TFD dataset.
of 0.5 were selected to approximately minimize the reconstruction negative log-likelihood. The
learning rate is reduced multiplicatively by 0.99 after each epoch. Following Breuleux et al. [21],
the quality of the samples was also estimated quantitatively by measuring the log-likelihood of the
test set under a Parzen density estimator constructed from 10000 consecutively generated samples
(using the real-valued mean-field reconstructions as the training data for the Parzen density esti-
mator). Results are summarized in Table 6.1. The test set Parzen log-likelihood was not used to
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select among model architectures, but visual inspection of samples generated did guide the prelim-
inary search reported here. Optimization hyper-parameters (learning rate, momentum, and learning
rate reduction schedule) were selected based on the reconstruction log-likelihood training objective.
The Parzen log-likelihood obtained with a two-layer model on MNIST is 214 (± standard error
of 1.1), while the log-likelihood obtained by a single-layer model (regular denoising auto-encoder,
DAE in the table) is substantially worse, at -152±2.2. In comparison, Bengio et al. [9] report a
log-likelihood of -244±54 for RBMs and 138±2 for a 2-hidden layer DBN, using the same setup.
We have also evaluated a 3-hidden layer DBM [69], using the weights provided by the author, and
obtained a log-likelihood of 32±2. See http://www.mit.edu/˜rsalakhu/DBM.html for
details. Interestingly, the GSN and the DBN-2 actually perform slightly better than when using sam-
ples directly coming from the MNIST training set, maybe becaue they generate more “prototypical”
samples (we are using mean-field outputs).
TABLE 6.1: Test set log-likelihood obtained by a Parzen density estimator trained on 10000 gener-
ated samples, for different generative models trained on MNIST. A DBN-2 has 2 hidden layers and
an DBM-3 has 3 hidden layers. The DAE is basically a GSN-1, with no injection of noise inside
the network. The last column uses 10000 MNIST training examples to train the Parzen density
estimator.
GSN-2 DAE RBM DBM-3 DBN-2 MNIST
LOG-LIKELIHOOD 214 -152 -244 32 138 24
STANDARD ERROR 1.1 2.2 54 1.9 2.0 1.6
Figure 6.2 shows a single run of consecutive samples from this trained model, illustrating that it
mixes quite well (better than RBMs) and produces rather sharp digit images. The figure shows
that it can also stochastically complete missing values: the left half of the image was initialized to
random pixels and the right side was clamped to an MNIST image. The Markov chain explores
plausible variations of the completion according to the trained conditional distribution.
A smaller set of experiments was also run on TFD, yielding a test set Parzen log-likelihood of
1890 ±29. The setup is exactly the same and was not tuned after the MNIST experiments. A
DBN-2 yields a Parzen log-likelihood of 1908 ±66, which is undistinguishable statistically, while
an RBM yields 604 ± 15. Consecutive samples from the GSN-3 model are shown in Figure 6.4.
Figure 6.3 shows consecutive samples obtained early on during training, after only 5 and 25 epochs
respectively, illustrating the fast convergence of the training procedure.
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6.9 Conclusion
We have introduced a new approach to training generative models that avoid the potential pitfalls
of intractable or approximate inference and sampling in models with many latent variables. We
argue that if the true posterior distribution of a latent variable model is highly multimodal, then the
current methods for training and using such models could yield very poor results. Motivated by this
possibility and the recent success of training deep but supervised neural networks, a new frame-
work for training generative models is introduced, called Generative Stochastic Networks (GSNs).
The proposed theoretical results state that if noise is injected in the networks that prevents perfect
reconstruction, training them to reconstruct their observations suffices to capture the data gener-
ating distribution through a simple Markov chain. One of the theoretical assumptions that may
not be guaranteed here (unless the amount of noise is very small, which may hurt mixing) is the
ability to capture multimodal reconstruction distributions, and this should be the subject of future
investigations. This would show up as more fuzzy reconstructions corresponding to averaging sev-
eral modes. Although it did not seem to clearly hurt in the case of the reported experiments, it
might become important for more complex data sets. The theoretical and empirical contributions
also include a demonstration of the ability of GSNs to handle and stochastically reconstruct miss-
ing inputs, which could be applied to construct structured output models. The experiments clearly
validate the theoretical results: it is possible and simple to train a GSN and sample from it, condi-
tionally or unconditionally, while obtaining samples of comparable quality to those obtained with
currently established generative models such as RBMs, DBNs and DBMs. Future work on larger
scale problems should investigate whether GSNs are less sensitive to the potentially huge number
of significant modes in the space of causes and whether this would actually hurt generative models
based on anonymous latent variables.
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Chapitre 7
Conclusion
7.1 Re´sume´ des contributions
Un premier point important du premier article est la de´monstration de performance sur le matchmak-
ing d’un algorithme d’apprentissage (maxout network) originellement applique´ a` la vision, une taˆche
de nature tre`s diffe´rente. Ceci de´montre la flexibilite´ de l’algorithme, renforc¸ant les motivations de´ja`
en place pour l’e´tude des re´seaux de neurones. Dans un deuxie`me temps nous motivons l’e´tude du
matchmaking en tant que politique de de´cision. Ceci est ge´ne´ralisable a` plusieurs taˆches en appren-
tissage machine. Souvent des mode`les sont confectionne´s et entraıˆne´s, et la mesure de performance
finale est calcule´e de manie`re offline, c’est-a`-dire sur des donne´es de´ja` collecte´es. Rappelons-nous
qu’un des buts des algorithmes d’apprentissage est leur utilisation dans des syste`mes en temps re´el.
Ceci implique donc l’e´tude de leur performance au-dela` de l’erreur de classification et la perfor-
mance de re´gression. Dans notre cas, une approche par simulateur est justifiable par la difficulte´
de l’application des techniques classiques d’e´valuation de politiques au proble`me de matchmaking
en groupe. Nous rencontrons tout de meˆme un proble`me de biais similaire a` l’application de la
me´thode directe (4.4) pour l’e´valuation de la valeur d’une politique. En ajoutant une re´gularisation
additionelle a` l’estimateur utilise´ par la politique de de´cision, nos expe´riences de´montrent que cette
fonction le´ge`rement modifie´e peut servir d’estimateur raisonnable de la valeur de la politique.
Les contributions du deuxie`me article sont plus the´oriques, et font partis du de´but d’une litte´rature
qui motive l’interpre´tation des autoencodeurs comme mode`les captant la distribution des donne´es.
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Des arguments sont pre´sente´s pour justifier l’insuffisance potentielle des mode`les a` variables la-
tentes pour des taˆches complexes. Ceux-ci font ge´ne´ralement des suppositions sur la distribu-
tion des variables latentes h: soit la distribution est approximativement unimodale, conditionelle-
ment inde´pendante (les variables latentes sont inde´pendantes donne´ x) ou posse`de peu de modes.
De plus, la vitesse de changement de mode lors de l’e´chantillonage est un e´le´ment important
de ces algorithmes d’apprentissage, qui utilisent l’e´chantillonage lors de l’entraıˆnement. Sans
changement de mode rapide, l’entraıˆnement souffre car il faut visiter les modes probables pour
que l’algorithme d’apprentissage modifie la distribution des variables latentes. Le re´sultat the´orique
principal nous indique qu’un processus de corruption et un estimateur consistant de la reconstruction
des donne´es donnent lieu a` une chaıˆne de Markov qui converge asymptotiquement vers la distribu-
tion des donne´es. Pour de´montrer empiriquement ce re´sultat, nous avons imple´mente´ un mode`le
avec une parame´trisation similaire a` celle des machines de boltzmann profondes (DBM).
Nous de´montrons d’abord qualitativement que le mode`le ainsi entraıˆne´ capte la distribution des
donne´es. Celui-ci peut de´bruiter les donne´es, reconstruire une portion manquante de l’entre´e et
ge´ne´rer des e´chantillons similaires aux donne´es d’entraıˆnement. Nous avons ve´rifie´ quantitative-
ment la qualite´ de ces e´chantillons en entraıˆnant un estimateur de densite´ (feneˆtres de Parzen) sur
les e´chantillons ge´ne´re´s, pour ensuite ve´rifier la vraisemblance de l’ensemble de test d’apre`s cet
estimateur. Ceci nous donne une mesure de la qualite´ des e´chantillons, meilleure que celle obtenue
par une DBM ou un DBN.
7.2 Directions futures
E´tant plutoˆt applique´, le premier article laisse des pistes pour une analyse plus pousse´e sur plusieurs
points. Parmi celles-ci, l’e´tude du lien entre la performance d’un algorithme d’apprentissage et
son utilisation en tant que politique de de´cision ressort. Dans notre contexte, nous suspectons que
les gains de performance offline sont fortement corre´le´s avec la valeur de la politique de de´cision,
c’est-a`-dire la balance des matchs. Cependant, pour d’autres crite`re de performance, il existe peut-
eˆtre une relation plus complexe entre la performance offline et la valeur en tant que politique de
de´cision. Par exemple, nous avons observe´ cet effet dans les travaux pre´curseurs, ou` la valeur de
la politique e´tait l’amusement moyen des joueurs. Il s’est ave´re´ qu’un mode`le de re´gression plus
performant n’e´tait pas ne´cessairement meilleur en tant que politique de de´cision. La me´thode par
simulation permettrait d’investiguer ce phe´nome`ne. Dans le meˆme ordre d’ide´e, des variations aux
parame`tres du simulateur permettraient aussi une analyse plus pousse´e des diffe´rentes politiques de
de´cision. Entre autre, la me´thode de se´lection des matchs pourrait eˆtre alte´re´e. L’e´chantillonnage
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ale´atoire des matchs e´tant un point de de´part raisonnable, une approche gloutone ou diviser-pour-
re´gner pourrait offrir de meilleurs re´sultats. Encore une fois, ceci de´pend des parame`tres de controˆle
du simulateur ainsi que le crite`re de performance. Finalement, une analyse the´orique approfondie
aiderait a` justifier l’utilisation de la stacked calibration comme me´thode de re´duction de variance.
A` l’oppose´, le deuxie`me article gagnerait a` avoir plus de re´sultats empiriques. Une des applications
principales des algorithmes non-supervise´s comme les autoencodeurs et les RBMs est l’initialisation
de re´seaux profonds. Il est donc naturel de se demander si les GSN posse`dent aussi la capacite´ de
pre´-entraıˆner des architectures profondes. Ceci est d’un inte´reˆt particulier si un GSN profond peut
eˆtre entraıˆne´ pour bien approximer la distribution des donne´es. D’un autre coˆte´, des me´thodes
de quantification de la qualite´ des e´chantillons produits par les mode`les ge´ne´ratifs permettraient
une comparaison plus re´ve´latrice de ceux-ci. La me´thode par feneˆtre de Parzen est un bon de´but
mais n’est pas sans de´fauts, car celle-ci semble favoriser des e´chantillons plus ”prototypiques”
qu’uniques.
Malgre´ l’apparence disjointe des deux travaux pre´sente´s dans ce me´moire, il y a une intersection.
Les mode`les ge´ne´ratifs pourraient s’ave´rer d’une grande utilite´ en simulation lorsque les donne´es
sont difficiles a` mode´liser avec des lois de probabilite´s simples. Par exemple, le simulateur pourrait
utiliser un ge´ne´rateur de profil de joueurs, qui e´chantillonnerait des profils suivant la distribution des
joueurs. Pour des donne´es encore plus complexes, l’utilisation de mode`les ge´ne´ratifs permettrait
d’effectuer des simulations auparavant impossibles.
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