Even a cursory inspection of the content of the well-known on-line free encyclopedia Wikipedia reveals a simple classification and model typology that is frequently encountered in a wide spectrum of scientific disciplines. In particular, different types of models have traditionally been classified according to the following well-known categorization criteria [1]:
Preface
Even a cursory inspection of the content of the well-known on-line free encyclopedia Wikipedia reveals a simple classification and model typology that is frequently encountered in a wide spectrum of scientific disciplines. In particular, different types of models have traditionally been classified according to the following well-known categorization criteria [ The above point of view of model classification and typology, while elementary, remains methodologically important and educationally quite useful. However, these elementary prototype models bear the same relation to modern science and technology, as an elementary wheel-drive and gear-box does to the level of sophistication of a modern car; at a higher level of integration of the various system components, complexity and structural integrity naturally emerge, calling for a new paradigm in systems modeling. Indeed, in order to develop a working model of a realistic and complex physical or engineering system (or process) we need a "model factory" with a new "technology" for multi-level model construction. The realization of the above ambitious goal will probably follow the methodological path that has served the scientific community rather well over the years: first, elementary fundamental models will continue to be generated with an increasing degree of scientific accuracy and conformity to the fundamental laws of physics, chemistry and biology. On the basis of such elementary models, researchers will continue to build models at the "second level of descriptive power", such as various legacy codes and computational codes of elementary processes and systems. However, confronted with the challenges of complexity inherent in real systems and processes members of the scientific community are constantly motivated to develop models at an even higher level of descriptive power and accuracy, possibly through a smart combination/utilization of the models (building blocks) developed at lower levels of modeling. The procedural ascent to higher levels of modeling accuracy and complexity will continue to be necessitated by the need for the pursuit of scientific and technological breakthroughs, being limited only by the inevitable intellectual and technical capacity constraints. It is envisaged that the above intellectual and research efforts will eventually define and characterize a new scientific discipline that could be named "Model Engineering" [2] .
In the present volume, two main thematic directions in the development of this newly emerging discipline are traced, namely Model Reduction and Invariance, as well as Coarse-Graining. For dynamical models describing the behavior of large-scale complex systems, one of the most powerful and rigorous approaches to model reduction is based on the notion of the system's slow invariant manifold. The theory of invariant manifolds was introduced more than a century ago through the work of two legendary figures of mathematics, Lyapunov and Poincaré [3, 4] . It experienced intense development during the 20th century and is currently being vigorously revisited and reexamined as an important and powerful tool in applied mathematics used for mathematical modeling and model reduction purposes. Coarse-Graining is also a one-hundred-year-old idea. Its first appearance in the physics community occurred through the seminal work of the Ehrenfests [5] (but the role of Boltzmann, Gibbs and Einstein was also important) and, moreover, further development of the original ideas in the 20th century led to explicit and transparent connections to all branches of statistical physics, kinetics and thermodynamics. Even though these insightful connections remain quite popular today [6] , Coarse-Graining has evolved further, now reaching a much broader field of applications, and becoming an important universal tool for modeling.
It should be pointed out that the problem of multiscale modeling and the physically meaningful "coupling" of models of different levels poses essential difficulties and challenges in model construction. Indeed, non-elementary models are always multiscale ones. Recently, however, a notable scientific breakthrough has occurred in the form of the so-called "equation-free approach," which aims to address some of the above challenges by systematically facili-tating the development and guiding the integration of models of a higher level of descriptive power with given legacy codes and other computational models at lower levels of modeling [7] .
Most of the contribution to the present volume are based on selected talks/presentations given at the workshop entitled "Model Reduction and Coarse-Graining Approaches for Multiscale Phenomena" at the University of Leicester, Leicester, UK, August 24-26, 2005.
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The theme of the workshop was deliberately broad in scope and aimed at promoting an informal exchange of new ideas and fresh methodological perspectives in the increasingly important area of Model Reduction and CoarseGraining for multiscale phenomena.
The main thematic areas of the workshop, which were structured around recently developed theoretical and computational approaches, were:
1. Invariance and model reduction (invariant manifolds for ODEs and PDEs, perturbation theory and applications of new model reduction techniques); 2. Coarse-graining approaches; 3. Accuracy estimation and post-processing algorithms.
Specific areas of study represented at the workshop included dynamical systems, non-equilibrium statistical mechanics, kinetic theory, hydrodynamics and mechanics of continuous media, (bio)chemical kinetics, particulate systems, nonlinear dynamics, nonlinear control and nonlinear estimation.
The goals of this initiative were to assemble a group of people with a wide variety of expertise reflecting the thematically interdisciplinary nature of the workshop, to organize a series of presentations and to encourage discussions in an informal, casual and "interactive" format that fostered and facilitated a fruitful dialogue across disciplines.
It was strongly felt by all participants that the generic nature and power of the pertinent conceptual, analytical and computational frameworks helped eliminate some of the traditional language barriers that, unnecessarily sometimes, impede scientific cooperation, development of a dialogue, as well as interaction among researchers across disciplinary boundaries between physics, chemistry, biology, applied mathematics and engineering.
Motivated by the excellent response, enthusiasm and level of participation, we strongly believe that this book will help not only to disseminate some of the new knowledge and research experience already accumulated in the emerging field of Model Engineering, but most importantly, to encourage other people who would like to study and further develop it in a fruitful dialogue and cooperation.
Introduction
The natural world is dominated by physical and chemical processes that exhibit nonlinear behavior and are typically modeled by systems of nonlinear ordinary (ODEs) or partial differential equations (PDEs) [3, 14, 30] . Despite the fact that the dynamic behavior of linear systems can be mathematically analyzed and insightfully characterized with rigor and elegance [1, 3, 14, 15, 30] , it still represents a rather challenging task for nonlinear systems and unboubtedly induces considerable research effort. Among the most notable research objectives in nonlinear systems analysis is certainly the existence of invariant manifolds and the associated problem of finding/computing them [1, 3, 14, 15, 30] . In particular, the problem under consideration has been traditionally motivated by efforts to develop systematic methods for the simplification of the analysis of the behavior of nonlinear dynamical systems through an effective reduction of the dimensionality of the original problem, and the explicit computation of a reduced-order, yet accurate, description of the system dynamics [2, 5, 7, 8, 12, 13, 14, 17, 18, 19, 22, 24, 25, 26, 27, 28, 29, 31, 32] Two distinct categories of available approaches in the literature rely either on the classical quasi-steady-state (QSS) approximation method and certain variants, or on methods and results from singular perturbation (SP) theory [3, 14, 20, 21, 30, 31] . Notice however, that in both cases, appropriate a priori information is needed for their practical application. Indeed, the QSS method presupposes the explicit physical identification of the system's "fast" state variables, whereas the standard SP approach presupposes the explicit physical identification of a function of the system's parameters which is considered to be "small" (in a certain sense), and its "smallness" is responsible for the underlying time-scale multiplicity or the manifestation of a distinct spectral gap. Please notice that in addition to relying on the above a priori knowledge, both QSS and SP methods are inherently inexact, in the sense that they do not follow exactly the system's slow invariant manifold, thus resulting in long-term inaccuracies in the dynamic response of the reduced-order system/model. On the other hand, a mathematically meaningful and rigorous treatment of the model-reduction problem for nonlinear dynamical systems has to rely on the explicit computation/construction of the system's exact slow invariant manifold, and this is certainly non-trivial [1, 13, 14, 30] . Within the above framework however, the restriction of the system dynamics on the slow invariant manifold results in a reduced-order description of the system dynamics which is exact, in the sense that it generates the actual system trajectory on the slow manifold once the fast transients die out and the system crosses the above manifold (upon which it is bound to evolve for all future times).
The present research study proposes a new systematic approach to the problem of explicitly calculating the system's slow invariant manifold and constructing an exact reduced-order model for the nonlinear system dynamics. The latter represents the restriction of the original system dynamics on the aforementioned slow manifold. From a mathematical standpoint, the above objective is attained by focusing on the study of the invariance PDE and the derivation of a specific set of conditions that ensure the existence and uniqueness of a solution that correspond's exactly to the system's slow manifold.
The present paper is organized as follows: Section 2 contains some mathematical preliminaries that are necessary for the ensuing theoretical developments. The paper's main results are presented in Section 3, accompanied by remarks and comments on the use of the proposed approach and method for model-reduction purposes of nonlinear dynamical systems. Finally, a few concluding remarks are provided in Section 5.
Mathematical Preliminaries
A nonlinear dynamical system is considered:
where x ∈ R n is the state vector. It is assumed that f (x) is a real analytic vector function, and without loss of generality, let the origin x 0 = 0 be an equilibrium point of (1): f (0) = 0. Furthermore, it is assumed that the Jacobian matrix A = ∂f ∂x (0) is Hurwitz (having eigenvalues with negative real parts), and specifically, its eigenspectrum σ(A) consists of two distinct subsets of the "fast" eigenvalues σ f (A) and the "slow" eigenvalues σ s (A):
It is implicitly assumed that the real parts of the "fast" eigenvalues are a few orders of magnitude larger than the real parts (in absolute value) of the "slow" eigenvalues. Under the above assumptions and within the context of model reduction, the primary objective of the present study is the explicit construction of the system's slow manifold and the associated reduced order dynamic system that represents the restriction of the flow of (1) on the aforementioned slow manifold (thus effectively circumventing the effect of the fast dynamic modes).
The following definition is essential for the ensuing theoretical developments.
Definition 1 [1, 30]: A set
where φ : R n → R m is a map with φ(0) = 0, is said to be invariant under the flow of dynamics (1), if for each φ(x(0)) ∈ Ω, the integral curve {x(t} of (1) satisfying
+ . An invariant set Ω ⊂ R n passing through the origin x 0 = 0 is said to be a real analytic local invariant manifold, if φ is real analytic and Ω has the local topological structure of an analytic manifold around the origin.
It follows easily that for Ω to be rendered invariant under the flow of (1), the map φ needs to satisfy the following invariance PDE:
Notice, that the above invariance PDE condition is satisfied by all possible invariant manifolds of dynamics (1), and therefore, it admits multiple solutions. The key issue that the present study aims at addressing, is the development of a systematic method that allows the specific construction of the system's slow manifold out of the above multitude of invariant manifolds. Equivalently, a method that allows the explicit mathematical characterization of the system's motion that corresponds to the "slow" eigenmodes, as it evolves on the slow manifold embedded in state space. Consequently, the restriction of the system dynamics (1) on the above slow manifold represents a reduced-order description of the original nonlinear dynamics (1).
Main Results
Before embarking on the presentation of the present study's main results, it would be methodologically appropriate to first examine the application of the proposed ideas and methods to linear systems, thus paving the way for the development of the proposed method for nonlinear dynamical systems. Consider a linear dynamical system:
where A is a constant matrix of appropriate dimensions whose eigenspectrum satisfies the assumptions stated in the previous section. The invariance condition (3) for a linear manifold:
to be rendered invariant under the flow of (4) becomes:
for all x ∈ Ω, where Φ is a constant matrix. In order to explicitly compute the particular invariant manifold that corresponds to the system's slow manifold, a standard linear coordinate transformation is employed that can transform the original system (4) into the following block-triangular form [30] :
where x f , x s are the "fast" and "slow" state vectors respectively, with σ(A s ) and σ(A f ) being exactly the "fast" and "slow" eigenspectra, i.e the sets of "fast" and "slow" eigenmodes of system (4). One can easily show that:
where matrix T is the unique solution to the Lyapunov-Sylvester equation [9] :
represents the requested slow manifold. Indeed, let:
and ΦAx = A f Φx = 0 for all x ∈ Ω. Therefore, Ω is an invariant manifold for system (7) . Furthermore, consider the "off-the-manifold" coordinate: z = x f − T x s , which evolves as follows:
The above equation shows that the "off-the-manifold" coordinate z decays according to the system's "fast" eigenvalues, and therefore, Ω represents the requested slow manifold. Let us now examine how the above ideas can be generalized to account for nonlinear dynamical systems. First, a special class of nonlinear systems will be considered, namely systems that exhibit the exact triangular structure shown below:
where the first dynamic equation describes the "slow" motion and the second the "fast" one. Notice that the second dynamic equation may correspond to a process whose own dynamics is driven by: (i) either a "slowly" varying input/disturbance dynamics mathematically realized by the first dynamic equation (where input or disturbance changes are modeled and generated as "outputs" of the autonomous nonlinear dynamics of the first equation) [19] , or
(ii) a time-varying process parameter vector x s (t) that follows the "slow" dynamics of the first equation and models phenomena such as catalyst deactivation, enzymatic thermal deactivation, heat-transfer coefficient changes, time-varying (bio)chemical kinetic parameters, etc. [19] , or (iii) by an upstream nonlinear process with slow dynamics modeled through the first dynamic equation in (12) . It is useful to remind the reader, that as indicated in the previous section, F f (x s , w f ) and F s (x s ) are assumed to be real analytic vector functions with: F f (0, 0) = 0 and F s (0) = 0.
For system (12) , one can easily show that:
represents an invariant manifold, if the map π satisfies the invariance PDE shown below:
Notice that the above system of first-order quasi-linear PDEs has a common principal part [4, 6] , which consists of the components of the vector function F s (x s ). Moreover, the origin is a characteristic point for the above system of PDEs (14) , since the principal part vanishes at (x s , x f ) = (0, 0) (due to the equilibrium condition) [4, 6] . Therefore, the above system of PDEs (14) becomes singular. Notice, that in order to solve the above system of PDEs (14) in a neighborhood of the characteristic point (x s , x f ) = (0, 0), the existence and uniqueness conditions of the Cauchy-Kovalevskaya theorem are not satisfied and the theorem can not be applied [4, 6] . However, for the specific structure of the above system of singular invariance PDEs (14), Lyapunov's auxiliary theorem [23] can be employed to guarantee the existence and uniqueness of a locally analytic solution.
Lyapunov's Auxiliary Theorem [23] . Consider the following first-order system of quasi-linear partial differential equations:
where: w : R m −→ R p is the unknown vector function of (15) , and φ(x, w) : (14) is: π = Πx, where Π is the solution of the following Lyapunov-Sylvester matrix equation [9] :
As proven in [9] , the above matrix equation (20) , which coincides with (9) (14) and (x s (t), x f (t)) a solution curve of (12) . There exists a neighborhood U 0 of the origin and real numbers
Furthermore, the rate of decay of the dynamics of the off-the-manifold coordinate z = x f − π(x s ) is governed by the "fast" eigenvalues of matrix
Theorem 2 states that any trajectory of system (12) starting at a point sufficiently close to the origin, converges to Ω. Therefore, the reduced-order model:
is a projection of the motion of the original system (12) on the invariant manifold Ω, as a result of neglecting the fast transients of the motion. Equivalently, the invariant manifold Ω (13) computed through the system of singular invariance PDEs (14) is rendered locally exponentially attractive, and thus, it represents the system's slow manifold. The latter is the cornerstone of the proposed model-reduction method for nonlinear dynamical systems. Let us now consider the most generic case where the previously mentioned exact triangularization of the system dynamics is not feasible. However, one can always triangularize the linear part of the system dynamics by transforming the system's Jacobian A = ∂f ∂x (0) into the block triangular form considered earlier in the linear case. In particular, one can always employ a linear coordinate transformation such that the Jacobian A = ∂f ∂x (0) becomes transformed into a block triangular form where the eigenvalues of the diagonal blocks are exactly the "slow" and "fast" eigenvalues of A [30] . As a result, in the new coordinate system the original system dynamics is represented via the following form:
where F f (x s , x f ) and F s (x s , x f ) are real analytic vector functions with:
are the set of the "slow" and "fast" eigenvalues of the Jacobian matrix A respectively, as they surface once the block-triangularization of the system's linear part is performed. As in the previous case, one can readily infer that:
represents an invariant manifold for system (23) , if the map π satisfies the quasi-linear invariance PDE below:
Notice that the above system of invariance PDEs has a common principal part [4, 6] which consists of the components of the vector function F s (x s , x f ), and that the origin represents a characteristic point for the above system of invariance PDEs (25) (since the principal part vanishes at (x s , x f ) = (0, 0) due to the equilibrium condition) [4, 6] . As a consequence, and similarly to the previous case, the above system of PDEs (25) becomes singular and the Cauchy-Kovalevskaya theorem can not be applied [4, 6] . However, Lyapunov's auxiliary theorem can be employed to guarantee the existence and uniqueness of a locally analytic solution. Indeed, within a similar framework of analysis as in [19] , one can prove the following Theorems: 
Furthermore, the rate of decay of the dynamics of the off-the-manifold co-
is governed by the "fast" eigenvalues of matrix
Theorems 3 and 4 imply that Ω is the system's slow invariant manifold that exponentially attracts all system trajectories once the fast transients die out. Therefore, a reduced-order description of the original system dynamics would be the following one:
The above reduced-order model represents exactly the system's actual dynamics on the slow manifold Ω (the most important stage of the system's life before it reaches the equilibrium state), and can be used in practice since the fast transients are justifiably ignored. Indeed, the proposed reduced-order model implies that almost instantaneously the fast state x f jumps from its initial condition x f (0) to π(x s (0)) on the manifold Ω where the system is bound to evolve and the relation x f (t) = π(x s (t)) holds for every t > 0. Remark 2: In order to be able to make practical use of the proposed method, one must provide a solution scheme for the associated system of singular invariance PDEs (25) . Notice that the method of characteristics is not applicable because the aforementioned system of PDEs (25) is singular [4, 6] . However, since all functions involved are locally analytic around the origin, it is possible to calculate the solution x f = π(x s ) in the form of a multivariate Taylor series around the origin. The method involves expanding all functions involved, as well as the unknown solution x f = π(x s ) in a Taylor series and equating the same order Taylor coefficients of both sides of the PDEs (25) . This procedure leads to linear recursion formulas [23] , through which one can calculate the N -th order Taylor coefficients of the unknown solution x f = π(x s ), given the Taylor coefficients of x f = π(x s ) up to order N − 1.
In the derivation of the recursion formulas, it is convenient to use the following tensorial notation:
a) The entries of a matrix A are represented as a j i , where the subscript i refers to the corresponding row and the superscript j to the corresponding column of the matrix.
b) The partial derivatives of the µ-th component F µ (x s , x f ) of the vector function F (x s , x f ) with respect to the state variables x s evaluated at (x s , x f ) = (0, 0) are denoted as follows:
etc., where i, j, k, ..=1, ..., n c) The standard summation convention where repeated upper and lower tensorial indices are summed up.
Under the above notation the l-th component π l (x s ) of the unknown solution π(x s ) can be expanded in a multivariate Taylor series as follows:
Similarly one expands the components of the vector functions (25) and matching the Taylor coefficients of the same order, the following relation for the N -th order terms can be obtained:
where f , and this is precisely the underlying mathematical reason that allows the series solution method to be accomplished in an automated fashion by exploiting the computational capabilities and commands of a symbolic software package such as MAPLE. Finally, it should be also pointed out, that occasionally the Taylor series solution method for the invariance PDEs (25) exhibits slow convergence. In these cases, significant improvement of the convergence properties of the PDE solution scheme can be achieved if direct Newton-type methods as described in [10] are employed, or relaxation methods such as the ones reported in [7, 16] .
Conclusions
A new approach to the problem of model-reduction for nonlinear dynamical systems was proposed in the present study. The formulation of the problem was conveniently realized through a system of singular quasi-linear invariance PDEs, and a set of conditions for solvability was derived. In particular, within the class of real analytic solutions, the aforementioned set of conditions was shown to guarantee the existence and uniqueness of a locally analytic solution. The solution of the system of singular invariance PDEs was then proven to be the slow invariant manifold of the nonlinear dynamical system under consideration, and an exact reduced-order model for the nonlinear system dynamics was obtained through the restriction of the original system dynamics on the aforementioned slow manifold. The local analyticity property of the above solution (whose graph corresponds to the system's slow invariant manifold) enabled the development of a series solution method, which allows the polynomial approximation of the "slow" system dynamics on the slow manifold up to the desired degree of accuracy, and can be easily implemented with the aid of a symbolic software package such as MAPLE.
Introduction
Invariant manifolds of dynamical systems typically determine the skeleton of the dynamics, around which a further analysis may be in order. This is true whether the system is dissipative or conservative. For dissipative systems, the phase space often contains a nested hierarchy of attracting manifolds V i ⊂ V i+1 , i = 0, . . . , n. The manifold V i is composed of initial data which evolves slowly compared to initial data in the rest of V i+1 . The manifold V 0 contains the global attractor, which may be an equilibrium point or more complicated set. The long-time (medium-time) dynamics is described by the system restricted to V 0 (V 1 ). By restricting the system to a lower dimensional manifold, fast transients are removed from consideration. Thus, the dimension of the model is reduced while retaining the essential features of the dynamics.
Analytical formulae for the lower dimensional manifolds and the corresponding reduced systems are only obtainable in special cases. Hence, methods of approximating these manifolds are desirable. For example, in applied bifurcation theory, the center manifold of an equilibrium is approximated locally by polynomials, using a recursive algebraic procedure [23] . This allows the local approximation of the system restricted to the center manifold, up to sufficiently high-order terms. An analysis of the bifurcation is then performed on the approximate center manifold.
In the present paper, we focus on a numerical algorithm which computes global invariant manifolds. This allows a global approximation of the system restricted to the invariant manifold, in principle to arbitrary accuracy. This may aid further analysis of long-time non-local dynamics.
The algorithmic approach is based on the principle of normal hyperbolicity. According to the Invariant Manifold Theorem, normally hyperbolic invariant manifolds persist smoothly under small perturbations of the system. To be specific, the Invariant Manifold Theorem is concerned with the following setup. Given a diffeomorphism F and an F -invariant submanifold V , the invariant manifoldṼ for a nearby diffeomorphismF is constructed. Based on this, an invariant manifoldṼ for the system of interest,F , may be computed given an analytically known initial manifold V for a nearby system F . It turns out that a rough estimate of an initial manifold V is often enough. In addition, the algorithm may be repeated with computed initial data, allowing the potential to compute invariant manifolds of systems not necessarily near a system with a known manifold.
The algorithm is adapted from one of the classical approaches to the proof of the Invariant Manifold Theorem, the graph transform. The theory of invariant manifolds using the graph transform is well developed [21] . In particular the convergence properties of the graph transform are inherited by the algorithm. This complete theory of convergence is one thing that distinguishes this approach from many other approaches to computing invariant manifolds in the literature.
The implementation of methods for computing (non-local) manifolds of dimension ≥ 2 is fairly recent. Some of the related work in this category concerns quasiperiodic (for example [17] ) or attracting (for example [10] ) tori, parts of global attractors [9] or global (un)stable manifolds [22] . The computations of tori use global parametrizations of the tori where simplicial complexes are used in the present paper. The computations of parts of global attractors use successive subdivisions of a covering of part of the global attractor. This approach computes global attractors which are smooth or non-smooth. The computations of global (un)stable manifolds are concerned with extending a given piece of the manifold, to fill out the global (un)stable manifold. The present paper has the antecedents [2, 3, 5, 27] . In [5, 27] a method to compute saddle-type manifolds is presented. The graph transform and simplicial com-plexes are used to approximate manifolds. The present paper, starting with a simplicial complex, uses a piecewise polynomial approximation. To do this, a discrete tubular neighborhood is constructed. An approximation of arbitrary order for any manifold is obtained. A tubular neighborhood of V is the geometrical setting of the graph transform. Thus, a discrete tubular neighborhood is a natural approach which allows an analogous development of a discrete graph transform. In addition, the construction of a discrete (un)stable bundle allows a natural derivation of the discrete linear graph transform.
Compared to related work, the present approach gives a general purpose algorithm. It applies to manifolds of arbitrary topological type, attracting or saddle-type, regardless of the restricted dynamics. There is a satisfactory theory of convergence in this general setting. If the manifold is not normally hyperbolic, however, a different approach should be used, see for example [17] . Other novel features of the present paper include the following. In Section 5, a practical approach to solving the global equations associated with the discrete graph transform is proposed. In Section 6, the graph transform approach is used to compute a part of the 'slow-transient' surface of an enzyme reaction model. This is the first time this approach has been used to compute this type of surface. For numerical methods designed specifically for this type of problem, see [15, 16, 30] .
To repeatedly apply the algorithm, both the perturbed manifoldṼ and its hyperbolic splitting must be approximated. This is done by first using the graph transform Γ to obtainṼ and then the linear graph transform L to compute the hyperbolic splitting ofṼ . Thus, in Section 2, Γ and L are formulated. This includes a discussion of normal hyperbolicity, the Invariant Manifold Theorem, tubular neighborhoods and hyperbolic splittings. In Section 3, the discretizations of the domains of Γ and L are formulated. To do this, a discrete tubular neighborhood along with a space of discrete sections of the associated vector bundle are constructed. In Section 4, discrete versions Γ D of Γ and L D of L are formulated, based on the discrete approximating sections of Section 3. Analyses of the convergence and contractivity of Γ D and L D are given. In Section 5, an outline of a computer implementation of the algorithm is given. Some auxiliary numerical techniques, along with numerical conditioning and error, are also discussed. Section 6 contains an application to an enzyme reaction model. For more examples, see [2, 3] or the DISC project website, http://home.nethere.net/hagen.
Invariant Manifolds
In this section, the basic theory of normally hyperbolic invariant manifolds is introduced. An overview of some definitions and results from [21] is given. For locating a perturbed manifold, the graph transform is formulated. The linear graph transform is formulated to locate the hyperbolic splitting of this perturbed manifold. In later sections, discrete versions of these graph trans- Fig. 1 : Lorenz system orbit and hyperbolic splitting; two tori in the Lorenz-84 system, moving away from a Hopf saddle-node bifurcation [23] .
forms, suitable for a numerical implementation, will be given. This will be done by replacing the basic elements, like tubular neighborhoods and sections of vector bundles, with discrete constructions.
that it may be possible to compute an approximation toṼ from a given V . To implement this idea, we look more closely at a proof of the invariant manifold theorem.
First, we focus on a tubular neighborhood of V [20, 24] . 
has the same growth properties (2) as the invariant splitting. Sections of Z may now be written
The Graph Transform
The graph transform uses theF -dynamics near V to locateṼ . The domain of the graph transform is a certain space of sections of the vector bundle Z = Z( ). The graphs of the sections in the domain are the Lipschitz manifolds near V in Lipschitz norm. In fact, the graph transform is a contraction on a space of Lipschitz sections σ : V → Z. To define the Lipschitz constant of a section, a C 0 connection in T V (M ) is used [25] . A connection gives a way to compare points in different fibers of T V (M ). It does this using a continuous family of horizontal subspaces H(y), y ∈ T V (M ), which extend the tangent spaces of V . More precisely, a C 0 connection in the vector bundle π : To formulate the graph transform, the starting point is theF -invariance condition φ • σ(V ) =F • φ • σ(V ). This is split into two coupled equations, a part on V and a part normal to V . We putF 
for p ∈ V , where π : N (V ) → V is the vector bundle projection. See Figure 2 . Under our hypotheses, y = π •F 0 (p, v s (p), v u (p)) may be solved for a unique p ∈ V given y ∈ V and σ ∈ S ,δ for small , δ and θ = F −F C 1 
for y ∈ V , where P 
for p ∈ V , where P 
