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Edge-Disjoint Paths in Planar Graphs
Abstract
We study the maximum edge-disjoint paths problem (MEDP). We are given a graph G = (V,E) and a set Τ =
{s1t1, s2t2, . . . , sktk} of pairs of vertices: the objective is to find the maximum number of pairs in Τ that can be
connected via edge-disjoint paths. Our main result is a poly-logarithmic approximation for MEDP on
undirected planar graphs if a congestion of 2 is allowed, that is, we allow up to 2 paths to share an edge. Prior
to our work, for any constant congestion, only a polynomial-factor approximation was known for planar
graphs although much stronger results are known for some special cases such as grids and grid-like graphs. We
note that the natural multicommodity flow relaxation of the problem has an integrality gap of Ω(√|V|) even
on planar graphs when no congestion is allowed. Our starting point is the same relaxation and our result
implies that the integrality gap shrinks to a poly-logarithmic factor once 2 paths are allowed per edge. Our
result also extends to the unsplittable flow problem and the maximum integer multicommodity flow problem.
A set X ⊆ V is well-linked if for each S ⊂ V , |δ(S)| ≥ min{|S ∩ X|, |(V - S) ∩ X|}. The heart of our approach is
to show that in any undirected planar graph, given any matching M on a well-linked set X, we can route
Ω(|M|) pairs in M with a congestion of 2. Moreover, all pairs in M can be routed with constant congestion for
a sufficiently large constant. This results also yields a different proof of a theorem of Klein, Plotkin, and Rao
that shows an O(1) maxflow-mincut gap for uniform multicommodity flow instances in planar graphs.
The framework developed in this paper applies to general graphs as well. If a certain graph theoretic conjecture
is true, it will yield poly-logarithmic integrality gap for MEDP with constant congestion.
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Edge-Disjoint Paths in Planar Graphs
C. Chekuri∗ S. Khanna† F. B. Shepherd‡
Abstract
We study the maximum edge-disjoint paths problem
(MEDP). We are given a graph G = (V,E) and a set
T = {s1t1, s2t2, . . . , sktk} of pairs of vertices: the objec-
tive is to ﬁnd the maximum number of pairs in T that can
be connected via edge-disjoint paths. Our main result is
a poly-logarithmic approximation for MEDP on undirected
planar graphs if a congestion of 2 is allowed, that is, we
allow up to 2 paths to share an edge. Prior to our work,
for any constant congestion, only a polynomial-factor ap-
proximation was known for planar graphs although much
stronger results are known for some special cases such as
grids and grid-like graphs. We note that the natural multi-
commodity ﬂow relaxation of the problem has an integrality
gap of Ω(√|V |) even on planar graphs when no conges-
tion is allowed. Our starting point is the same relaxation
and our result implies that the integrality gap shrinks to a
poly-logarithmic factor once 2 paths are allowed per edge.
Our result also extends to the unsplittable ﬂow problem and
the maximum integer multicommodity ﬂow problem.
A set X ⊆ V is well-linked if for each S ⊂ V , |δ(S)| ≥
min{|S ∩X|, |(V − S) ∩X|}. The heart of our approach
is to show that in any undirected planar graph, given any
matching M on a well-linked set X , we can route Ω(|M |)
pairs in M with a congestion of 2. Moreover, all pairs in
M can be routed with constant congestion for a sufﬁciently
large constant. This results also yields a different proof of
a theorem of Klein, Plotkin, and Rao that shows an O(1)
maxﬂow-mincut gap for uniform multicommodity ﬂow in-
stances in planar graphs.
The framework developed in this paper applies to gen-
eral graphs as well. If a certain graph theoretic conjec-
ture is true, it will yield poly-logarithmic integrality gap for
MEDP with constant congestion.
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†Dept. of CIS, U. of Pennsylvania, Philadelphia PA. Email: san-
jeev@cis.upenn.edu. Supported in part by an Alfred P. Sloan Re-
search Fellowship and by an NSF Career Award CCR-0093117.
‡Bell Labs, 600 Mountain Ave, Murray Hill, NJ 07974. Email:
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1 Introduction
In this paper we consider the classical edge-disjoint path
problem (EDP). We are given a graph G = (V,E) and a
set T = {s1t1, s2t2, . . . , sktk} of pairs of vertices. The
objective is to connect the pairs via edge-disjoint paths. In
the maximum edge-disjoint path problem (MEDP), the ob-
jective is to ﬁnd the maximum number of pairs in T that
can be connected via edge-disjoint paths. Generalizations
of EDP include the unsplittable ﬂow problem (UFP) and
maximum integer multicommodity ﬂow problem (IMF). In
UFP and IMF each pair siti from T has an integer demand
di and the graph has integer edge capacities, ue, e ∈ E.
In UFP the goal is to route the maximum number of pairs
where a pair is routed if its full demand is sent along a single
path. In IMF the goal is to route the maximum amount of
integer ﬂow between the pairs. In addition to being funda-
mental problems in combinatorial optimization, EDP, UFP,
and IMF have a wide variety of applications in VLSI layout
and virtual circuit routing in high-speed networks. Con-
sequently these problems and their variants have been ex-
tensively studied. EDP was shown to be NP-hard even on
very restricted instances including planar graphs [15]. Early
work on this problem focused on characterizing classes of
instances for which EDP and MEDP can be solved in poly-
nomial time. See [13] for a survey. This includes the sem-
inal work of Robertson and Seymour [34] that gave a poly-
nomial time algorithm for EDP (and vertex disjoint paths)
in undirected graphs when the number of pairs is a ﬁxed
constant independent of the input size.
The focus has recently shifted to ﬁnding approximation
algorithms for these problems. Although constant factor
and poly-logarithmic factor approximation algorithms are
known for restricted classes of graphs such as trees, meshes,
and highly connected graphs such as expanders, the ap-
proximability of these problems in general graphs is not
well understood. The best approximation ratio for MEDP
in undirected graphs is O(min(n2/3,
√
m)) where n and
m are the number of vertices and edges respectively. On
the other hand we only know APX-hardness [16]. For di-
rected graphs Guruswami et al. [17] established a hardness
of Ω(n1/2−). The natural LP relaxation for the problem
has an Ω(
√
n) integrality gap even on planar graphs [16].
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On the positive side, it is known that MEDP and UFP
become easier if the capacity of each edge is large com-
pared to the maximum demand. Raghavan and Thompson
[33] showed via randomized rounding that a constant fac-
tor approximation is achievable for MEDP even in directed
graphs if Ω(log n) paths are allowed on each edge. Even
with a modest relaxation on the number of paths allowed
per edge, the problems exhibit a qualitative and quantitative
improvement in tractability. In particular the half-disjoint
paths problem in which two paths are allowed on each edge
has received attention. This is partly motivated by a num-
ber of half-integrality results known for ﬂow problems. A
well known example is the theorem of Okamura and Sey-
mour [31] that states that if all the terminals are on the outer
face of a planar graph, then there is a half-integral ﬂow for
all pairs if and only if the natural cut condition is satisﬁed.
For a strengthening of this result see Frank [12]. For the
half-disjoint paths problem, Kleinberg [24] showed that the
framework of Robertson and Seymour [34] can be simpli-
ﬁed to gave a decision algorithm that works for a super-
constant number of pairs (up to Ω((log log n)2/15) pairs).
We note that no super-constant integrality gap is known for
the LP relaxation for the half disjoint path problem even
in directed graphs. Although allowing more than one path
per edge seems to improve the tractability of the problem,
the best approximation ratio known for general graphs im-
proves only to O(n1/B) where B is the number of paths
allowed per edge [39]. This bound also applies to gen-
eral packing problems [3] and it has been shown in [6]
that no better ratio is possible for packing problems unless
NP = ZPP .
In this paper we design a poly-logarithmic approxima-
tion algorithm for MEDP on undirected planar graphs if
2 paths per edge are allowed1 a high level our approach
also applies to general graphs and would yield a poly-
logarithmic approximation provided certain graph theoretic
properties hold. Our main result is the following.
Theorem 1.1 Given an instance of MEDP for a planar
graph G, there is a polynomial time algorithm that routes
Ω(OPT/ log2 n log log n) pairs such that the number of
paths using an edge is at most 2.
Corollary 1.2 There is an O(log2 n log logn)-
approximation algorithm for instances of UFP on a planar
graph G which satisfy the condition dmax ≤ umin/2. For
IMF we obtain a similar approximation if umin ≥ 2.
To obtain the above theorem we prove the following the-
orem which is of independent interest. We say that a set
X ⊆ V in G is well-linked2 if the following cut condition
1We abuse usage and refer to all problems as edge-disjoint path prob-
lems even though we sometimes allow 2 paths per edge.
2In the work of Robertson and Seymour and others, the term well-
linked is used for vertex connectivity, here we use it for edge connectivity.
is satisﬁed: for any set S ⊂ V with |S ∩ X| ≤ |X|/2,
|δ(S)| ≥ |S ∩X|.
Theorem 1.3 There exists a universal constant C such that
given any planar graph G, a well-linked set X in G, and
any matching M on X , |X|/C pairs in M can be routed
with at most 2 paths using an edge. Moreover, if we allow
up to 3 paths per edge, then any subset of |X|/C pairs in
M can be routed. It follows that any matching M on X can
be routed with O(C) congestion.
A corollary of the above is the following.
Corollary 1.4 The maxﬂow-mincut gap for product multi-
commodity ﬂow instances in planar graphs is O(1). In par-
ticular the gap for uniform multicommodity ﬂow instances
in planar graphs is O(1).
Klein, Plotkin and Rao [22] showed that the maxﬂow-
mincut gap in uniform multicommodity ﬂow problems in
planar graphs is O(1). In graphs excluding a Kr minor,
they show a gap of O(r3) which was improved to O(r2)
in [11]. Theorem 1.3 and Corollary 1.4 show that we can
obtain a constant gap while ensuring that the ﬂow for each
pair is along a single path. Interestingly our proof of the
above is very different from the dual based methods used to
prove maxﬂow-mincut theorems [28, 22, 29, 2]. It is closer
in spirit to the Okamura-Seymour theorem for planar graphs
[31] that works directly with the cut condition.
1.1 Overview of the Algorithm
A central concept used by our algorithm is that of a
crossbar. Given an instance of MEDP on a graph we say
that the pairs in T are routable if we can ﬁnd edge-disjoint
paths for them. A graph H = (V,E) is a crossbar with re-
spect to Y ⊆ V (or a Y -crossbar) if each matching on the
graph (Y, {uv : u, v ∈ Y }) is routable in H . We may also
call H a Y -crossbar. The set Y is called the interface of
the crossbar. We say H is a k-crossbar if it is a Y -crossbar
for some |Y | ≥ k. A weaker notion is that of a well-linked
graph. A subset Y is well-linked in G if for each subset S of
V (G), we have that |δ(S)| ≥ min{|S∩Y |, |(V −S)∩Y |}.
We say that G is k-well-linked if it is well-linked for some
subset of size k. Clearly, if there is a Y -crossbar, then Y is
well-linked.
In the following, our set of pairs is: T =
{s1t1, . . . , sktk} and let X = {si, ti : i = 1, 2 . . . , k} be
the set of terminals. We can assume without loss of gen-
erality that each terminal occurs in exactly one pair in T .
Throughout, we let OPT denote the maximum cardinality of
a routable subset of T . The high level outline of the algo-
rithm is as follows.
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The Algorithm
1. Given G and T , we ﬁrst decompose G into node-
disjoint induced subgraphs G1 = (V1, E1), G2 =
(V2, E2), . . . , G = (V, E) and ﬁnd subsets Ti ⊂ T ,
1 ≤ i ≤  with the following properties.
• For each pair sjtj ∈ Ti, sj and tj are in Vi.
• For 1 ≤ i ≤ , if Xi is the set of terminals in Ti
then Xi is well-linked in Gi.
• ∑i |Ti| = Ω(OPT/ log2 n log logn).
We now solve the MEDP instances (Gi, Ti), 1 ≤ i ≤ 
separately.
2. This step is based on the following result: if a graph is
a k-well-linked, then it has an integral crossbar that is
almost as large. This step amounts to computing such
an integral crossbar.
3. We either ﬁnd a way to satisfy much of Ti by routing
to the crossbar, or show that we may reduce the size of
the graph Gi while maintaining well-linkedness of Xi.
In the latter case, we go back to Step 2.
The ﬁrst step is accomplished by the ideas of the authors
in [4] which are based on the hierarchical decomposition
developed by Ra¨cke [32] for oblivious routing. The second
and third steps employ the strategy of Robertson and Sey-
mour: route the terminals of the demand to a crossbar, and
connect them through it. We use planarity in Step 2 in estab-
lishing the existence of an integral crossbar. Finally, in Step
3 we argue the existence of an edge that can be removed
without destroying the well-linkedness of Xi. We mention
that we lose a poly-logarithmic factor only in Step 1. After
that we only lose constant factors.
Finally, our approach will achieve a poly-logarithmic in-
tegrality gap for any class of graphs for which a “well-
linked implies integral crossbar” result holds as in Step 2.
In planar graphs, one could use (although it does not di-
rectly yield a polynomial time algorithm for a non-constant
number of terminals) a result of Robertson, Seymour and
Thomas that planar graphs with tree width h have a cross-
bar of size h/25. In general graphs, the tree width decom-
position results of Robertson and Seymour are too weak to
obtain good approximations by this method. Their results
are of the form: if G has tree width 2535h2 , then it has a
crossbar of size h. We on the other hand seek results of the
form: if G has tree width h, then there is a crossbar of size
h/poly-log(n). This is the key result needed to make our
scheme yield a poly-logarithmic approximation for MEDP
in general graphs.
1.2 Related Work
As mentioned earlier, there is extensive literature on
EDP and related problems. Here we only mention the work
that is directly relevant to this paper. The vertex disjoint
path problem was shown to be NP-hard by Karp [19] and
Lynch [30] showed the same for planar graphs - these re-
sults imply NP-hardness for EDP in directed graphs. EDP
in undirected graphs was shown to be NP-hard by Even,
Itai, and Shamir [10] and for planar graphs by Kramer and
van Leeuwen [27]. For directed graphs Fortune, Hopcroft
and Wylie [14] showed that EDP is NP-hard even for two
pairs. The decision version for ﬁxed number of pairs was
open for undirected graphs until Robertson and Seymour
[34] obtained a polynomial time algorithm via their semi-
nal work on graph minors. We borrow some key ideas from
their work. See [13, 38] for surveys on polynomial time
solvable cases and other efﬁcient characterizations for both
the decision and the maximization versions.
Work on disjoint paths is closely connected to the work
on ﬂows. For a single pair (s, t), Menger’s theorem and
Ford-Fulkerson’s integral maxﬂow-mincut theorem pro-
vide efﬁcient ways to compute the maximum number of
edge (vertex) disjoint paths between s and t. For multi-
commodity ﬂow instances there is no such nice characteri-
zation. Leighton and Rao [28] obtained the ﬁrst maxﬂow-
mincut gap theorem: they showed an O(log n) bound on
the gap for uniform and product multicommodity ﬂow in-
stances. Subsequently this was generalized to arbitrary mul-
ticommodity ﬂow instances by a series of papers and ﬁnally
an O(log k) bound was obtained for all instances [29, 2]
where k is the number of commodities. Klein, Plotkin, and
Rao [22] established an O(1) gap for uniform multicom-
modity ﬂow instances in planar graphs. Unlike the single
commodity maxﬂow-mincut theorem of Ford-Fulkerson,
the multicommodity gap theorems do not establish integral-
ity of the ﬂows. In fact a gap of Ω(
√
n) exists between
max-integral-ﬂow and mincut as shown in [16]. However
it has been an important open problem if the gap between
the max-half-integral-ﬂow and mincut can be bounded by
a poly-logarithmic factor. Our result establishes a poly-
logarithmic factor upper bound on this gap in planar graphs.
For MEDP, only polynomial approximation ratios
are known for general graphs. The best approxima-
tion ratio for general undirected and directed graphs is
O˜(min(n2/3,
√
m)) [23, 39, 25, 7, 40]. Constant factor and
poly-logarithmic approximation ratios are known for var-
ious special classes of graphs such as trees [16], meshes
[1, 20], grid-like graphs [21], and expanders and other
highly connected graphs [26]. See [23] for an overview of
generalizations to UFP and related problems. We mention
one variant, that of minimizing congestion. In this prob-
lem, we are given an instance of EDP and the objective is
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to ﬁnd the smallest α such that multiplying the edge capac-
ities by α admits a routing for all the pairs in T . Ragha-
van and Thompson [33] showed that the minimum con-
gestion can be approximated to an O(log n/ log log n) fac-
tor. For directed graphs, Chuzhoy and Naor [9] showed an
Ω(log log n) factor hardness of approximation for minimiz-
ing congestion. No better hardness factor larger than 2 is
known for undirected graphs.
Recently, the authors considered a relaxation of the
MEDP called the all-or-nothing multicommodity ﬂow prob-
lem [4]. An instance for this problem is the same as that
for MEDP, however the objective is to maximize the num-
ber of pairs for which a multicommodity ﬂow of one unit
each can be sent in the graph. Using Ra¨cke’s [32] hier-
archical decomposition of undirected graphs, [4] obtained a
poly-logarithmic approximation. This paper builds on some
insights obtained in [4].
Organization: The rest of the paper is organized as follows.
In Section 2 we make some observations to simplify the
problem. Then we follow the outline of the algorithm. In
Section 3 we show that if G is k-well-linked, then there is
an Ω(k) sized grid minor. In Section 4 we prove that if a
well linked set X cannot route to the interface of a large
grid minor then we can remove an edge. In Section 5 we
put together the details and prove our main results.
2 Preliminaries
We simplify the problem via two reductions that we de-
scribe next.
2.1 Unit Capacity Well-Linked Graphs
We work with a given capacitated graph G = (V,E, u)
and we assume that each capacity u(e) is an integer. We let
n = |V | and m = |E|. Throughout, for any graph G and
proper node subset S ⊆ V , we denote by δG(S), or simply
δ(S) if G is clear from the context, the set of edges of G
with exactly one endpoint in S.
For the given MEDP instance with T =
{s1t1, s2t2, . . . , sktk}, we let Pi denote the paths
joining si and ti in G and let P = ∪iPi. The following
multicommodity ﬂow relaxation is used to obtain an upper
bound on the number of pairs from T that can be routed in
G. With each path P ∈ P we have a variable x(P ) which
is the amount of ﬂow sent on P . We let xi =
∑
P∈Pi x(P )
denote the total ﬂow sent for pair i. Then the LP relaxation
is the following.
max
k∑
i=1
xi s.t
∑
P :e∈P
x(P ) ≤ ue ∀e ∈ E
xi, x(P ) ∈ [0, 1]
We let OPT denote the optimum solution value to the
above relaxation. Call a path P fractionally routed if
x(P ) ∈ (0, 1), otherwise x(P ) ∈ {0, 1} and P is integrally
routed. If the total ﬂow routed on integrally routed paths is
more than OPT/2 then we already obtain a 2-approximation.
Thus the interesting and difﬁcult case is when the fraction-
ally routed paths contribute almost all the value of OPT.
From standard polyhedral theory the number of fractionally
routed paths in a basic solution to the above LP is at most
m. Therefore we can assume that ue ≤ m for all edges. By
making parallel copies of edges, in the following, we as-
sume that G has only unit capacity edges. We also assume
without loss of generality that each terminal participates in
exactly one pair: if a vertex v participates in multiple pairs
we can create additional nodes, one for each pair that v par-
ticipates in, and attach it by a single edge to v. Let X denote
the set of terminals in T . We now state a theorem that is im-
plicit in [4]. It is based on the hierarchical decomposition
and oblivious routing scheme of Ra¨cke [32]. We use the
improved bounds on the decomposition that were obtained
in [18].
Theorem 2.1 Let OPT be the value of an optimal solution
to the LP for a given instance (G, T ) of MEDP in G. Then
G can be partitioned in polynomial time into node-disjoint
induced subgraphs G1, G2, . . . , G and we can ﬁnd subsets
T1, T2, . . . , T of T such that: (i) if sjtj ∈ Ti then sj and
tj are in Gi, (ii)
∑
i=1 |Ti| = Ω(OPT/ log3 n log logn),
and (iii) for 1 ≤ i ≤ , the set Xi of terminals in
Ti are well-linked in Gi. If G is planar,
∑
i=1 |Ti| =
Ω(OPT/ log2 n log log n).
We can thus restrict ourselves to working with unit ca-
pacity graphs with a well-linked set of terminals X .
2.2 Bounded Degree Graphs
An r × c grid is a graph Gr,c with rc nodes {(i, j) :
i = 1, 2, . . . r, j = 1, 2, . . . c} and with edge set (∪ri=1Ri)∪
(∪cj=1Cj), where Ri and Cj denote the row i edges and
column j edges respectively. These latter sets are deﬁned as
follows: Ri = {(i, j)(i, j + 1) : j = 1, 2, . . . , c − 1} and
Cj = {(i, j)(i + 1, j) : i = 1, 2, . . . , r − 1}: see Figure 1.
We similarly deﬁne a node to be in column j if it is of the
form (i, j) for some j, and similarly for nodes in row i. We
call the nodes in row 1 the interface of the grid. If r = c
then we also call Gr,c an r-grid or grid of order r. It can be
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Demand Edges(a) (b)
u1
v
ud(v)
u1
u2 ud(v)
R2
Rr
CcC3
e1
e2
ed(v)
Figure 1. (a) An r × c Grid Gr,c (b) Grid expansion at a node v
veriﬁed that a h-grid yields a h-crossbar with row 1 as the
interface.
We now deﬁne an operation on a graph G that can be
used to eliminate a high degree node. For each v ∈ V
we let G+v denote the grid expansion of G at v to be the
graph obtained by replacing the node v by a grid of order
h := d(v) + 2 as follows. First, we delete the bottom left
and right nodes, as well as the upper left nodes. Next, let
e1, e2, . . . , ed(v) denote the edges incident to v and for each
i, let ei = uiv. If G is planar, we also choose the edges
to be in the clockwise rotation (for some embedding) order
at v. We now delete v and introduce a grid G′ of order h.
We then add a new edge for each ei. These edges are joined
respectively from the ui’s to (1, 2), (1, 3), . . . , (1, h−1) re-
spectively – see Figure 1.
We also modify any demand graph H = (V, F ) asso-
ciated with G as follows. If the node v was an endpoint
of k ≤ d(v) demand edges, then we choose any k distinct
nodes from the ﬁrst row of the grid to be the new endpoints
of the demand edges emanating from v. Let H+v denote
the resulting demand graph. One may deﬁne a mapping of
fractional demands similarly. We also refer to the grid G′
as v’s grid in G+v .
We let the grid expansion of G, denoted G+, to be the
graph obtained by applying this operation to every node in
the graph. Clearly if G is planar, then so is G+. For any de-
mand graph H = (V, F ) associated with G, we also let H+
denote the resulting demand graph in G+. Also if Y was a
set of terminals in G, we let Y + denote the terminals in H+.
Note that the demand edges of H+ now form a matching in
G+. Clearly the order of applying the expansions is irrele-
vant, but we abuse notation in the sense that we also do not
care how the assignments of terminals to demand edges was
done. Clearly we may compute G+ and H+ in polytime.
An edge of G+ is a grid edge if it is contained in the grid
of some v ∈ V (G). Any other edge is called a real edge
and note that the real edges are in 1 − 1 correspondence
with E(G). In the remainder we do not distinguish between
real edges and their corresponding edge in G. We have the
following.
Lemma 2.2 If G satisﬁes the cut condition for some de-
mand graph R = (V,E(R)), then G+ satisﬁes the cut con-
dition for R+. In particular, if a set Y is well-linked in G,
then Y + is well-linked in G+. Moreover, any subset Q of
edges of H is routable in G if Q+ is routable in G+. In ad-
dition, given a routing for Q+ one may compute a routing
for Q in polytime.
2.3 Grid Minors
A minor in a graph G is a triple (H,Φ, E′) where H is
a graph, E′ ⊆ E(G) (the deleted edges) and Φ : V (H) →
P(V (G)) is a mapping such that (i) Φ(u) ∩ Φ(v) = ∅ if
u = v, (ii) Φ(u) induces a connected subgraph of G−E′ for
each u, (iii) E(H) is in 1− 1 correspondence with edges of
G that remain after deleting E′ and contracting each Φ(u)
to a single node (and removing loop edges). Due to this
correspondence we may speak of edges in H as being edges
of G as well; if the context is clear, we denote by Hv the set
of nodes Φ(v). Grid graphs are also signiﬁcant for us due
to the following fact.
Lemma 2.3 IfG has a grid minor of order h, then doubling
the edges of G makes it an h-crossbar.
Let H be a g-grid minor of a graph G. The width of
a subset S of nodes of H is the smallest induced square
subgrid of H that contains all nodes of S.
Lemma 2.4 If S is a subset of H of width w and contains
at most half the boundary of H , then |δH(S)| ≥ w.
3 Finding a Large Integral Crossbar
In this section we prove the following.
Theorem 3.1 Every k-well-linked planar graph G of maxi-
mum degree 4 contains a k/64−2-grid minor. Moreover,
we may compute such a minor in polynomial time.
We remark that one approach to ﬁnding such a large
grid is to ﬁrst deduce that a k-well-linked graph has large
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treewidth and to then apply the following result of Robert-
son, Seymour and Thomas [35]: every planar graph of
branchwidth (which is within a constant factor of treewidth)
at least 4g has a grid minor of size g. Although the branch-
width of planar graphs can be computed in polynomial time
[37], there seems to be no polynomial time algorithms re-
ported to actually obtain the grid minor. We give a direct
algorithmic proof below for the special case we consider.
Our proof is inspired by the concept of antipodality intro-
duced in [37] and uses the same scheme for producing a
grid, as found in [35].
Proof of Theorem 3.1. We assume that we have some ﬁxed
embedding of G on the sphere and that X is well-linked in
G with k = |X|. We also ﬁx some point ι of the sphere.
A G-contour is a simple, closed curve in the plane, whose
image only intersects the embedding of G at nodes. The
length of such contour is the number of nodes whose em-
bedding is contained in the image of the contour. We are in-
terested in ‘short’ contours, namely those of length at most
β := k/16, whose images do not contain ι. For any
such contour C, removing its image from the sphere pro-
duces two open regions (disks). We let ins(C) (respectively
ext(C)) denote the the region not containing ι (respectively
containing ι), and we call these two regions mates. Without
loss of generality, there is such a curve C whose length is 0
and whose interior contains the embedding of G. We call a
curve short if its length is at most β := k/16. We seek
a short curve whose interior contains at least k/2 nodes of
X and subject to this minimizes the number of edges and
nodes of G that lie in its interior. Given the existence of C,
there clearly exists such a curve, and moreover we may ﬁnd
it in polynomial time by greedily applying two operations to
C. The ﬁrst operation shifts the curve over an edge, and the
second nudges the curve into a new node, thus increasing
its length – see Figure 2.
Figure 2. Shifting the curve.
Let C ′ denote the resulting curve and let S be the set of
nodes that lie in the closure of the interior of C ′. Since the
length of C ′ is at most k/16 and since G is of maximum
degree 4, we have that |δ(S)| < k/4 (since at least one
node on the boundary of C ′ is adjacent to some node in the
interior of C ′). It follows that |S ∩ X| > 3k/4 by well-
linkedness. From this we also deduce that the length of C ′
is exactly β. Otherwise, applying one of the shift operations
increases the length of the curve by at most one, and clearly
maintains at least k/2 terminals inside the curve.
We call a simple non-closed curve J a cut of C ′ if its
image is contained in the closed interior of C ′ and only in-
tersects the embedding of G at nodes, and also whose end-
points are distinct nodes a, b of G that lie on C ′. Let U1, U2
denote the two subcurves of C ′ joining a, b. We call the
two sets of nodes of G that lie on U1, U2 respectively, the
components of the cut J . We claim that the length of J is at
least the minimum of the lengths of the U1 and U2. If this
is not the case, then the two curves C1 and C2 formed from
U1, U2 and J , each has length at most β. The interior of at
least one of these two curves, say C1, contains more than
3k/8 − k/16 > k/4 nodes from X . On the other hand, by
minimality of C ′, the interior of C1 does not contain k/2
such nodes, and hence the proper exterior of C1 contains at
least k/2 − k/16 > k/4 nodes. But then if S′ is the set of
nodes of G in the closed interior of C1, we have that both
S′ and V − S′ contain more than k/4 nodes from X , yet
|δ(S′)| < k/4, a contradiction.
Let G′ denote the subgraph of G induced by S. We now
follow the same argument as used in [35] for ﬁnding a grid
minor. We have argued that for any cut J of C ′, its length
is at least as large as the size of each of its components. In
particular, this shows that for any two equal-sized disjoint
subsets of nodes B1, B2 on the boundary of C ′, G′ contains
|B1| node-disjoint paths each joining a node of B1 to a node
of B2. We now produce a γ-grid minor for γ = β/4
as follows. Order the nodes on C ′ as v1, v2, . . . , vβ in say
clockwise order. Partition these into 4 chunks of size γ:
Bi = {vj : iγ + 1 ≤ j ≤ (i + 1)γ} for i = 0, 1, 2, 3. We
now ﬁnd γ paths connecting the nodes of B1 to the nodes of
B3. By planarity we actually have that node vi is connected
to to node vs+i for each i (where s = 2γ). Then we ﬁnd γ
paths joining the nodes of B2 to the nodes of B4. Clearly the
combined collection of paths yields the desired grid minor
of size γ ≥ k/64 − 2. 
4 Finding A Deletable Edge
In this section, we assume that our graph G has a grid
minor H of order k′ ≤ k. The boundary of H refers to
vertices in H that are in columns 1, k′, and in rows 1, k′.
The interface I of the grid minor refers to the nodes in row
1. The goal of this section is to establish that if we cannot
route a “large” number (at least k′/17) of the terminals to
the interface of H , then there exists an edge inside the grid
minor that can be deleted without altering the well-linked
property of the set X . For clarity of exposition, we argue
as though the vertices of the grid minor are singleton com-
ponents. The general arguments follow along similar lines,
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but we defer the details to the longer version of the paper.
We begin by formalizing the notion of routing to the
grid interface. Consider the following instance of the sin-
gle source-single sink ﬂow problem. Add 2 new nodes s, t
to G such that s is adjacent to each node v ∈ I , and t is
adjacent to each terminal in X . Let G∗ denote this new net-
work — all edge capacities are set to one. Consider any s-t
mincut in G∗. If the cut size is at least k′/17, then we can
route some subset of k′/17 terminals to the interface I of
grid minor. In Section 5, we describe how this fact can be
used to route Ω(|X|) pairs from any matching on X . In this
section, we address the situation when such a ﬂow does not
exist:
Theorem 4.1 If the maximum s-t ﬂow in G∗ is less than
k′/17, then G contains an edge e such that X is well-linked
in G− e.
By standard uncrossing techniques, there is a unique
minimal set C in G∗ that induces a minimum s-t cut. That
is, C contains s but not t and c := |δG∗(C)| < k′/17. We
now argue that there is the desired deletable edge of the grid
minor H that is inside C. We call a set S ⊆ V (G) light if
|S ∩ X| ≤ |X − S| and in addition G[S] and G[V − S]
are connected. For our purposes, an edge e is deletable, if
|δG−e(S)| ≥ |S ∩ X| for all light sets S. In the follow-
ing, we sometimes abuse notation and say that a node v of
a minor “contains” a node(s) of X . By this we mean that
Hv (the nodes contracted to become v) contains a node(s)
of X .
The general strategy is as follows. For the most part, it
would be enough to ﬁnd an edge deep inside the grid minor.
One setback to this approach is that within the grid minor
may be a small subgraph (or single node!) that contains
most of the terminal nodes. Our ﬁrst step is to identify such
a set, so that later we can avoid it.
Lemma 4.2 The graph induced by C¯ contains a component
L, that has at least (k − c) terminals contained inside it.
We now ﬁnd a grid that avoids the subset L. An i-ring
of a grid refers to the (k − 2i)× (k − 2i) subgrid obtained
by discarding all nodes in rows and columns 1 through i, as
well as k − i + 1 through k.
Lemma 4.3 There is an induced subgrid H∗ of H of order
k∗ := (k′ − c)/2 that contains no node of L.
Proof. Suppose ﬁrst that some boundary node of H is con-
tained in L (we may assume that each boundary node v, has
|Hv| = 1). There could be at most c such nodes, since each
such contributes an edge to the cut δG∗(C). It follows that
the image of L in H does not intersect H’s c-ring, for other-
wise the grid itself contributes more than c edges to δG∗(C)
– see Lemma 2.4. In this case, the c-ring of H is our desired
subgrid. So now suppose that the image of L intersects H
but not its boundary. Then since G[L] is connected the im-
age of L is contained inside H , where we use planarity. It
follows that the width of this image is at most c, since oth-
erwise there exists a set Q in the expansion of the grid with
|δG(Q)| > c but δG(Q) ⊆ δG(C), a contradiction. Thus
there is a c by c subgrid of H that contains all nodes from
L. Thus we can ﬁnd a subgrid H∗ of dimension at least
k′−c
2 whose nodes are disjoint from L. 
From now on, we work with H∗. The following lemma
is straightforward.
Lemma 4.4 Let S be a subset of C, for which the images
in H∗ of both S and S¯ intersect the boundary of H∗, and
whose cut δG(S) contains an edge of the 2c-ring of H∗.
Then δG(S) contains more than 2c edges in the grid minor
H∗.
The following lemma shows that any edge in the 2c-ring
of H∗ would be deletable but for the cuts induced by sets
contained entirely in C.
Lemma 4.5 Let e = uv be an edge with both ends in C
and both ends in the 2c-ring of H∗. Then for any light set
S with S − C = ∅, we have |δG−e(S)| ≥ |S ∩X|.
Proof. Without loss of generality we may assume that u ∈
S. Let Z be the connected component of G[S ∩ C] that
contains u. For ease of exposition we will assume that Z
is the only connected component of G[S ∩ C], the proof
extends easily to the case of multiple components. Let x1 =
|Z ∩ X|, x2 = |S ∩ X| − x1. We also let α := |[C −
Z,Z]|, β := |[Z, S − Z]|, γ := |[V − (S ∪ C), S − Z]|
and δ1 := |[S − Z,C − Z]| and δ2 := |[Z, V − (S ∪ C)]|
– see Figure 4. (Here [A,B] denotes the set of edges with
one endpoint in A and one endpoint in B.) We include e in
the count for α. Note that S − Z satisﬁes the cut inequality
and so |δ(S − Z)| = β + δ1 + γ ≥ x2. Note also that
|δ(S)| = |δ(S−Z)|+ δ2 +α− β and hence S satisﬁes the
cut inequality after deleting e as long as
δ2 + α− β > x1. (1)
Suppose ﬁrst that Z does not contain any boundary el-
ement from H: in particular it does not contain any el-
ement from the interface of H . Then |δG∗(C − Z)| =
|δG∗(C)|−x1−β−δ2+α. So by minimality of C we must
have that−x1−β−δ2 +α > 0, and hence S is indeed ﬁne.
So we may assume that Z contains some boundary nodes
of H . Since e has its endpoints in the 2c-ring of H∗,
Z also contains some boundary nodes of H∗ by planarity
and since G[Z] is connected. It follows by Lemma 4.4
that either δG(Z) contains more than 2c edges from H∗,
or H∗ − Z identiﬁes a subgraph of H∗ disjoint from the
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Figure 3. Illustration for Proof of Lemma 4.5.
boundary. In the ﬁrst case, we may deduce that α > c,
(since δ1 + δ2 + β < c). Moreover, since C is a mincut, we
have that x1 + β + δ1 + δ2 ≤ c. In particular, α > β + x1
and so (1) again holds.
Thus H∗ − Z is a subgraph of H∗ that does not include
the boundary. But since G[V − S] is connected and G is
planar, we have that V −S is itself a subset of V (H∗). Since
S is light we must have that V − S contains at least half
(k/2) of the nodes of X . Of these at most c are contained in
C, and so V (H∗) contains a node of L, a contradiction. 
This lemma tells us that as long as we remove an edge
from the 2c-ring of H∗, then the only cuts that could be
ruined, are those induced by sets S contained in C. Thus
we now focus on picking an edge in the 2c-ring that does
not affect any such cut.
Good Columns: We say a column i in H∗ is left-good if
for each j ≤ i, the number of terminals from X that are
contained in columns j through i is at most i− j. Similarly,
a column i is right-good if for each j ≥ i, the number of
terminals from X contained in columns i through j is at
most j − i. A column i is good if (i) it is both left-good and
right-good (ii) i > 2c, (iii) i < k∗ − 2c, and (iv) it does not
contain any nodes from C¯.
The primary property of goodness that we use is the fol-
lowing. Let H∗[S] be a connected subgraph containing a
node of a good column, but no node of the boundary of H∗.
Then if S has width w, it contains fewer than w terminals.
Lemma 4.6 At least k∗− 8c columns in the grid minor H∗
are good.
Proof. We will establish this via a simple marking scheme.
Initially all columns are unmarked. We process columns
from left to right. When a column i containing, say α,
terminals from X is processed, we identify α unmarked
columns that are closest to i on either side and mark them.
More precisely, let j1 ≤ i be the largest integer such that
the interval [j1, i] contains α unmarked columns (j1 = 1 if
no such integer exists) and let j2 > i be the smallest integer
such that the interval (i, j2] contains α unmarked columns
(j2 = k∗ if no such integer exists). We mark all columns in
these two intervals. Upon termination, the total number of
marked columns is at most 2c. Next, we mark all columns
in the interval [1, 2c] and [k∗ − 2c, k∗]. Finally, consider
the connected components of H∗ induced by nodes con-
taining elements of C¯. For any component Q of this graph
with width w, the grid contains at least w edges of δ(C).
It follows that the total width of these subgraphs is at most
2c. Thus marking any column that contains a node from
C¯ creates at most 2c more marked columns. Thus the total
number of marked columns is bounded by 8c.
We now claim that every unmarked column is good.
Properties (ii) (iii) and (iv) are trivially satisﬁed. To see
(i), ﬁx an unmarked column i. To see that i is left-good,
for any integer j ≤ i, consider the columns j through i.
Let β denote the total number of terminals from X in these
(i−j+1)columns. It is easy to verify that these β terminals
will generate at least β markings in the interval [j, i]. Thus
if β > (i − j), then column i must have been marked — a
contradiction. We can establish that column i is right-good
analogously. The lemma follows. 
We now ﬁnd a deletable edge via the above result.
Lemma 4.7 If c < k′/17, then there exists a deletable edge
in the 2c-ring of H∗ whose endpoints lie in C.
Proof. By Lemma 4.6 we have some good column, so we
may choose an edge e = uv in, say the middle of such
a column. We claim that e is deletable. By Lemma 4.5,
we need only consider a light set S that is contained in C.
Without loss of generality u ∈ S. First, consider any subset
S that does not contain a node from the boundary of H∗.
Then since e is in a good column, we have that if the width
of S (w.r.t H∗) is w, then |S∩X| < w, and yet |δG(S)| ≥ w
by Lemma 2.4. Otherwise, S contains a boundary node, and
so |δG(S)| ≥ 2c edges by Lemma 4.4 and so S is ﬁne since
|S ∩X| ≤ c. 
5 Proofs of Theorems 1.1 and 1.3
Proof of Theorem 1.1. We follow the outline of the al-
gorithm given in Section 1.1. Using Theorem 2.1 we
can decompose the given instance (G, T ) into instances
(G1, T1), (G2, T2), . . . , (G, T) such that the terminal set
Xi of Ti is well-linked in Gi. Further,
∑
i |Ti| =
Ω(OPT/ log2 n log log n). From Theorem 1.3 we can route
|Ti|/C pairs from Ti in Gi with congestion 2. Note that
the graphs Gi are node and edge disjoint. Therefore it fol-
lows that we can route Ω(OPT/ log2 n log log n) pairs with
congestion 2 in G. 
8Proceedings of the 45th Annual IEEE Symposium on Foundations of Computer Science (FOCS’04) 
0272-5428/04 $20.00 © 2004 IEEE 
Corollary 1.2 follows from Theorem 1.1 by using simple
rounding and scaling ideas for packing problems. See [8]
for details.
To prove Theorem 1.3 we need the following lemma on
the routability between well-linked sets.
Lemma 5.1 Let H1 and H2 be two well-linked sets in G.
Suppose A ⊂ H1 is routable to B ⊂ H2 and |A| ≤ |H1|/2.
Then given any A′ ⊂ H1 with A′ ≤ |A|/2, A′ is routable
to B. Moreover, given any A′ ⊂ H1 and B′ ⊂ H2 with
|A′| = |B′| ≤ |A|/3, A′ is routable to B′.
We note that Lemma 5.1 is tight.
Proof of Theorem 1.3. Let X be a well-linked set in G and
let M be a matching on X . Let k = |X|. If k < 150,
we may simply route a single demand, so suppose that
k ≥ 150. From Theorem 3.1 we can ﬁnd an h-grid minor H
in G where h ≥ k/64 − 2 ≥ k/150. From Theorem 4.1,
if we cannot route k/3000 terminals from X to the interface
of the grid, then we can ﬁnd an edge e whose removal does
not affect the well-linkedness of X in G. Hence we can re-
peat these steps until we ﬁnd a grid such that we can route
k/3000 terminals to its interface. Let X ′ be the set of termi-
nals that can reach the interface of H . From Lemma 5.1 it
follows that any set X ′′ ⊂ X such that |X ′′| ≤ k/6000 can
route to the interface. Therefore, given any matching M on
X of size k/12000, the end points of the M can be routed
to the interface of H . Once the end points are routed to the
interface, the pairs can be matched up using the grid minor
with congestion 2, as shown in Lemma 2.3. The overall con-
gestion is bounded by 3: one for the terminals to reach the
interface and two for routing via the grid minor. Since M
was an arbitrary matching of size k/12000, it follows that
any matching on X can be routed with congestion 18000.
We now show that we can route Ω(|M |) pairs of M
with congestion 2 instead of 3. We do this by routing the
endpoints of the chosen edges to the interface of the grid
without using any edges of the grid itself. We outline the
idea below and omit full details in this version. We parti-
tion the grid into 4 subgrids of equal sizes H1,H2,H3,H4.
This partitions the plane into 5 pieces - the interiors of the
subgrids, and the rest. Simple counting shows that a set
M ′ ⊂ M with |M ′| = Ω(|M |) has its endpoints in the
exterior of one of the four subgrids, which we can without
loss of generality assume to be H1. Let X ′ be the set of end
points of M ′. We claim that the end points of Ω(M ′) pairs
from M ′ can routed to the boundary of H1. This follows
from the fact that X ′ can be routed to the interface of H and
the interface of H can be routed to the boundary of H1 (note
that both X ′ and the interface of H are well-linked and the
boundary of H1 is approximately well-linked). Since X ′ is
in the exterior of H1 we can route X ′ to the boundary of
H1 without using any edges that are in the interior of H1.
Although H1 cannot route all the pairs that reach its bound-
ary, it can route a constant fraction of them with congestion
2. The proof is similar to that of Lemma 2.3. Thus we can
route Ω(|M |) pairs with congestion 2. 
6 Concluding Remarks
Our approach for planar graphs will extend to obtain a
poly-logarithmic approximation for general graphs if we
can constructively prove the following two claims: (i) given
a graph G with a well-linked set of size k, G contains a
cross-bar of size Ω(k/polylog(n)), and (ii) if a large frac-
tion of the well-linked set can not be routed to the interface
of the crossbar, there exists a deletable edge in the crossbar.
Recently, we have established property (ii) above [5]. How-
ever, our current proof of (ii) does not yield a polynomial-
time algorithm to ﬁnd such a deletable edge. We note that
if (i) can be shown then our proof of (ii) would imply a
poly-logarithmic integrality gap for the LP relaxation even
though it would not yield a poly-time approximation.
For planar graphs we have an outline of an algo-
rithm that improves the approximation ratios for Maximum
EDP and related problems to O(log n) from the present
O(log2 n log logn). We believe that we can eventually ob-
tain an O(1)-approximation with O(1) congestion.
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