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Abstract This paper is devoted to study a class of integral type Brezis-Nirenbreg
problem on the Heisenberg group. It is a class of new nonlinear integral equations on
the bounded domains of Heisenberg group and related to the CR Yamabe problems
on the CR manifold. Based on the sharp Hardy-Littlewood-Sobolev inequalities,
the nonexistence and existence results are obtained by Pohozaev type identity,
variational method and blow-up analysis, respectively.
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1. Introduction
CR manifold is a class of noncommutative geometry and arises from the study of
the real hypersurface of complex manifold (see [12, 14] and the references therein).
The complex structure of the real hypersurface, induced from the complex mani-
fold, inspire many interesting geometric property and bring some new difficulties.
Particularly, in the study of CR manifold, Heisenberg group Hn plays a similar role
as Rn to Riemannian manifold. So, this paper is devoted to study the integral type
Brezis-Nirenberg problem on the Heisenberg group.
Let us recall the Sobolev inequality, Hardy-Littlewood-Sobolev (HLS) inequality
and their corresponding equations on the Heisenberg group. Then, we will give our
integral equations and our results. Involved notations can be seen in the Section 2.
1.1. Sobolev inequality on the Heisenberg group. In 1980s, Jerison and Lee
studied the CR Yamabe problem on CR manifolds in their series papers [20, 21, 22,
23]. As the idea of Yamabe, Trudinger and Aubin (see [32, 30, 1, 24]), the study
of CR Yamabe problem is closely related to the sharp Sobolev inequality on the
Heisenberg group, which can stated as:
Sn,2
(∫
Hn
|f |2∗dξ
) 2
2∗
≤
∫
Hn
|∇Hf |2dξ, (1.1)
where 2∗ = 2QQ−2 is Sobloev critical exponent and Sn,2 =
4n2π
(22nn!)1/(n+1)
is the best
constant. In [22], Jerison and Lee used the Obata’s idea and classified all extremal
function, up to group translations, dilations and multiplication by a constant, as
U(ξ) = U(z, t) = ((1 + |z|2)2 + t2)−(Q−2)/4. (1.2)
Recently, Frank and Lieb [16] gave a new proof to the extremal function by a
rearrangement-free method.
Obviously, Sobolev inequality holds on any subset Ω ⊂ Hn. But, because of the
classification of extremal functions on the above, we know that the best constant can
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not be attained if Ω 6= Hn. Namely, if Ω 6= Hn, there is not an energy minimizing
solution to the Euler-Lagrange equation of (1.1){
−∆Hf = f
Q+2
Q−2 in Ω,
u = 0 on ∂Ω.
(1.3)
Inspired by the above fact, on bounded domain Ω ⊂ Hn, the Brezis-Nireberg prob-
lems {
−∆Hf = f2∗−1 + g(ξ, f), u > 0, in Ω,
u = 0 on ∂Ω.
(1.4)
were studied extensively, such as the results of [3, 17, 19, 28, 29, 31], etc.
1.2. Hardy-Littlewood-Sobolev (HLS) inequlity on the Heisenberg group.
In [14], Folland and Stein studied the sigular integral operator and obtain the
following HLS inequalities∣∣∣∣
∫
Hn
∫
Hn
f(ξ)g(η)|η−1ξ|α−Qdηdξ
∣∣∣∣ ≤ D(n, α, p)‖f‖Lq(Hn)‖g‖Lp(Hn) (1.5)
where f ∈ Lq, g ∈ Lp, 0 < α < Q and 1q + 1p + Q−αQ = 2. In fact, the result is
followed from the Proposition 8.7 of [14] (see the Proposition 2.9 and its Remark
in Section 2).
Recently, for the diagonal case p = q = 2QQ+α , Frank and Lieb [16] identified the
sharp constant D(n, α, p) and classified all extremal functions. We can summarize
their results as
Theorem 1.1 (Sharp HLS inequality on Hn). For 0 < α < Q and p = 2QQ+α . Then
for any f, g ∈ Lp(Hn),∣∣∣∣
∫
Hn
∫
Hn
f(ξ)|η−1ξ|−(Q−α)g(η)dηdξ
∣∣∣∣ ≤ Dn,α||f ||Lp(Hn)||g||Lp(Hn) (1.6)
where
Dn,α :=
(
πn+1
2n−1n!
)(Q−α)/Q
n!Γ(α/2)
Γ2((Q + α)/4)
. (1.7)
And equality holds if and only if
f(ξ) = c1g(ξ) = c2H(δr(ζ
−1ξ), (1.8)
for some c1, c2 ∈ C, r > 0 and ζ ∈ Hn (unless f ≡ 0 or g ≡ 0). Here H is defined
as
H(ξ) = H(z, t) = ((1 + |z|2)2 + t2)−(Q+α)/4. (1.9)
By a duality argument, based on the fundamental solution of sub-Laplace −∆H
(see [13] or [14]), we see that the case α = 2 of Theorem 1.1 is equivalent to the
sharp Sobolev inequality (1.1). Hence, it is worth to study the integral equation
related to HLS inequality on the Heisenberg group.
On the other hand, the integral form curvature problems was introduced and
studied by Prof. Zhu in [33], which gives an idea of global analysis to curvature
problems. Dou and Zhu [11] discussed the existence and nonexistence of positive
solutions for an integral equation related to HLS inequality on the bounded domain
of Rn, and found some new phenomena which is different with partial differential
equations. This also implies that integral equations have the independent research
interests except using as tools for the study of differential equations. Hence, in this
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work we will discuss the following integral equation related to HLS inequality on
the Heisenberg group.
For any smooth domain Ω ⊂ Hn (for example, say, the boundary is C2), we
consider
Dn,α(Ω) = sup
f∈L
2Q
Q+α (Ω)\{0}
∫
Ω
∫
Ω f(ξ)|η−1ξ|−(Q−α)f(η)dξdη
||f ||2
L
2Q
Q+α (Ω)
.
Without loss of generality, we only need to consider non-negative functions.
Similar to CR Yamabe problem, we also can investigate the fact
Dn,α(Ω) = Dn,α, (1.10)
and Dn,α(Ω) is not attained by any functions if Ω 6= Hn (see Proposition 3.1 below).
Notice that the corresponding Euler-Lagrange equation for the maximizer (if the
supremum is attained) is the following integral equation:
f
Q−α
Q+α (ξ) =
∫
Ω
f(η)
|η−1ξ|n−α dη, ξ ∈ Ω. (1.11)
We thus know that there is not an energy maximizing solution to above integral
equation.
Similar to Brezis-Nirenberg problem on Rn (see [7]), we will study the existence
or non-existence of positive solutions to the above integral equation. To this end,
we consider the following general equation:
f q−1(ξ) =
∫
Ω
f(η)
|η−1ξ|Q−α dη + λ
∫
Ω
f(η)
|η−1ξ|Q−α−1 dη, ξ ∈ Ω. (1.12)
For simplicity, we denote pα =
2Q
Q−α , qα =
2Q
Q+α throughout this paper.
Our main results is as follows.
Theorem 1.2. Assume α ∈ (0, Q) and Ω ⊂ Hn is a smooth bounded domain.
(1) For 2QQ+α < q < 2 (subcritical case), there is a positive solution f ∈ Γα(Ω) ⊂
Cα/2(Ω) to equation (1.12) for any given λ ∈ R;
(2) For q = 2QQ+α (critical case) and λ > 0, there is a positive solution f ∈ Γα(Ω)
to equation (1.12);
(3) For 1 < q ≤ 2QQ+α (critical and supercritical case) and λ ≤ 0, if Ω is a δ-
starshaped domain, then there is only trivial non-negative C1 continuous (up to the
boundary) solution to (1.12).
Remark 1.3. In [11], Dou and Zhu discussed the integral equations (1.12) on the
bounded domain Ω ⊂ Rn and proved the results similar to Theorem 1.2 with a
constraint α > 1. We give a different proof of compactness and regularity, it can
extend 0 < α < 1.
We organize the paper as follows: In section 2, we introduce some notations and
some known facts about Heisenberg group. In Section 3, based on Frank and Lieb’s
result, namely Theorem 1.1, we show the estimate (1.10) and prove that Dn,α(Ω)
can not be attained. Then, by establishing a class of Pohozaev identity related to
integral equations (1.12), we can prove the nonexistence result (part (3) of Theorem
1.2). Section 4 is devoted to the part (1) of Theorem 1.2. This is completed by two
steps: existence result in Lq(Ω) (Lemma 4.2) and regularity (Lemma 4.3). In section
5, we will give the existence for the critical exponent case (part (2) of Theorem 1.2)
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by the approximation method from subcritical to critical. To complete the proof,
we need the uniform bound about the solutions of subcritical equations, which is
obtained by the blow-up analysis (see Lemma 5.3).
2. Preliminaries of Hn
In this section, we will state some notations and some known facts about the
Heisenberg group Hn. More details can be found in [13, 14, 15] and the references
therein.
The Heisenberg group Hn consists of the set
C
n × R = {(z, t) : z = (z1, · · · , zn) ∈ Cn, t ∈ R}
with the multiplication law
(z, t)(z′, t′) = (z + z′, t+ t′ + 2Im(z · z′)),
where z · z′ = ∑nj=1 zjz′j. As usual, we write zj = xj +√−1yj . In the sequel, we
always denote the point of Hn by lowercase Greek characters such as ξ = (z, t) =
(x, y, t), η = (w, s) = (u, v, s), etc.
The Lie algebra is spanned by the left invariant vector fields
T =
∂
∂t
,Xj =
∂
∂xj
+ 2yj
∂
∂t
, Yj =
∂
∂yj
− 2xj ∂
∂t
, j = 1, · · · , n.
The horizontal gradient and the sub-Laplacian are defined by∇H = (X1, · · · , Xn, Y1, · · · , Yn)
and
△H =
n∑
j=1
(X2j + Y
2
j ),
respectively.
For any points ξ = (z, t) and η = (w, s), the norm function |ξ| is defined as
|ξ| = (|z|4 + t2) 14 ,
and, correspondingly, the distance between ξ and η is defined as |η−1ξ|. A family
of dilations is defined as
δr(z, t) = (rz, r
2t), ∀r > 0,
and the homogeneous dimension with respect to the dilations is Q = 2n+ 2.
Now, we state some basic facts on Heisenberg group as follows.
Proposition 2.1 ((8.8) of [14]). For any ξ ∈ Hn with |ξ| ≤ 1, then
‖ξ‖ ≤ |ξ| ≤ ‖ξ‖1/2,
where ‖ · ‖ is the Euclidean norm.
Proposition 2.2 (Lemma 8.9 of [14]). There exists a constant C ≥ 1 such that,
for all ξ, η ∈ Hn,
|ξ + η| ≤ C(|ξ| + |η|), |ξη| ≤ C(|ξ| + |η|),
where ξ + η represents the common vector adding.
We say that function f is homogeneous of degree λ if f(δr(z, t)) = r
λf(z, t), and
that a distribution F ∈ D ′ is homogeneous of degree λ if
F (r−Qg(δr−1(z, t))) = r
λF (g).
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Proposition 2.3 (Proposition 8.1 of [14]). If F ∈ D ′ is homogeneous of degree λ,
then XjF and YjF are homogeneous of λ− 1 for 1 ≤ j ≤ n.
Similar to Lemma 8.10 of [14] and Proposition 1.15 of [15], we have the following
result:
Proposition 2.4. Let f be a homogeneous function of degree λ (λ ∈ R) which is
C2 away from 0. There exists a constant C > 0 such that
|f(ξη)− f(ξ)| ≤ C|η||ξ|λ−1, whenever |η| ≤ 1
2
|ξ|,
|f(ξη) + f(ξη−1)− 2f(x)| ≤ C|η|2|ξ|λ−2, whenever |η| ≤ 1
2
|ξ|.
Proof. The first result can be found in Lemma 8.10 of [14], which had be gener-
alized to nilpotent Lie groups, i.e., Proposition 1.15 of [15]. For completeness, we
will give the proof of the second result.
By homogeneity, we can assume that |ξ| = 1 and |η| ≤ 1/2. Since ξ− (ξη− ξ) =
ξη−1, f ∈ C2(Hn\{0}) and the smooth property of the mapping η 7→ ξη, we have
|f(ξη) + f(ξη−1)− 2f(ξ)|
=|f(ξ + (ξη − ξ)) + f(ξ − (ξη − ξ))− 2f(ξ)|
≤C‖ξη − ξ‖ ≤ C‖η‖ ≤ C|η|,
where the last inequality is deduced by Proposition 2.1. 
Similar to [17], we introduce the δ-starshaped domain as follows:
Definition 2.5 (Definition 2.1 of [17]). Given a piecewise C1 open set Ω 6≡ Hn and
(0, 0) ∈ Ω, we say that it is δ-starshaped with respect to origin if and only if
E · ν > 0 (2.1)
holds at every point of the boundary ∂Ω, where ν is the outer normal to the boundary
∂Ω and the vector field E is defined as
E = x
∂
∂x
+ y
∂
∂y
+ 2t
∂
∂t
. (2.2)
Remark 2.6. It is easy to verify that condition (2.1) is equivalent to the following
condition: if the point ξ = (z, t) ∈ Ω, then
δλ(ξ) = (λz, λ
2t) ∈ Ω for ∀λ ∈ [0, 1]. (2.3)
Following, we introduce the convolution on the Hn and their properties. More
details can be found in [14] and the references therein.
Definition 2.7 (Convolution). The convolution of two functions f, g on Hn is
defined by
f ∗ g(ξ) =
∫
f(η)g(η−1ξ)dη =
∫
f(ξη−1)g(η)dη.
If f ∈ C∞0 and G ∈ D ′, we define the C∞ function G ∗ f and f ∗G by
G ∗ f(ξ) = G(f(η−1ξ)), f ∗G(ξ) = G(f(ξη−1).
Definition 2.8 (Regular distribution). A distribution F is said to be regular if
there exists a function f which is C∞ on Hn\{0} such that F (g) = ∫ fgdV for all
g ∈ C∞0 (Hn\{0}).
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Proposition 2.9 (Proposition 8.7 of [14]). If F is a regular homogeneous distri-
bution of degree λ, −Q < λ < 0, then the mapping g → g ∗F extends to a bounded
mapping from Lp to Lq, where q−1 = p−1 − λ/Q− 1 provided 1 < p < q <∞, and
from L1 to L−Q/λ−ǫ(loc) for any ǫ > 0.
Remark 2.10. If the distribution F is taken as |ξ|α−Q(0 < α < Q), then for
1 < p < q < +∞ and 1q = 1p − αQ , the above result can be specified as
‖g ∗ |ξ|α−Q‖Lq ≤ C‖g‖Lp .
It is just a dual form of HLS inequalities (1.5).
On Hn, let Cβ , 0 < β <∞ be the classical Lipschitz spaces of order β, namely,
they are defined in terms of the Euclidean norm. In [14], they introduced the
following family Γβ of Lipschitz spaces with respect to the norm |·| on the Heisenberg
group.
Definition 2.11 (Lipschitz spaces). i) For 0 < β < 1,
Γβ = {f ∈ L∞ ∪ C : sup
ξ,η
|f(ξη)− f(ξ)|
|η|β <∞};
ii) For β = 1,
Γ1 = {f ∈ L∞ ∪ C : sup
ξ,η
|f(ξη) + f(ξη−1)− 2f(ξ)|
|η| <∞};
iii) For β = k + β′, where k is a positive integer and 0 < β′ ≤ 1,
Γβ = {f ∈ L∞ ∪ C : f ∈ Γβ′ and Df ∈ Γβ′ for all D ∈ Bk}
where
Bk = {La1La2 · · ·Laj : 1 ≤ ai ≤ 2n, i = 1, 2, · · · , j, j ≤ k}
with Lj = Xj and Lj+n = Yj for j = 1, 2, · · · , n.
Proposition 2.12 (Theorem 20.1 of [14]). Γβ ⊂ Cβ/2(loc) for 0 < β <∞.
Notation: for any function f(ξ) defined on Ω, we always use f˜(ξ) to represent
its trivial extension in Hn, namely,
f˜(ξ) =
{
f(ξ) ξ ∈ Ω,
0 ξ ∈ Hn\Ω.
And
Iαf(ξ) =
∫
Hn
f(η)
|η−1ξ|Q−α dy, Iα,Ωf(ξ) =
∫
Ω
f(η)
|η−1ξ|Q−α dy.
We also denote that c, C different positive constant.
3. Nonexistence for critical and supcritical case
In this section, we mainly devote to discuss the nonexistence result for the crit-
ical case. Firstly, we derive energy estimate (1.10), and show that the supremum
Dn,α(Ω) is not achieved by any function on any domain Ω 6= Hn. Then, we estab-
lish a Pohozaev type identity for integral equation, which deduce the third part of
Theorem 1.2.
Proposition 3.1. For any domain Ω ⊂ Hn, Dn,α(Ω) = Dn,α; further the supre-
mum Dn,α(Ω) is not achieved by any function in L
qα(Ω) on any domain Ω 6= Hn.
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Proof. If f ∈ Lqα(Ω), then f˜ ∈ Lqα(Hn) . It follows that
Dn,α(Ω) = sup
f∈Lqα (Ω)\{0}
∫
Hn
∫
Hn
f˜(ξ)|η−1ξ|α−Qf˜(η)dηdξ
‖f˜‖2Lqα(Hn)
≤ sup
g∈Lqα (Hn)\{0}
∫
Hn
∫
Hn
g(ξ)|η−1ξ|α−Qg(η)dηdξ
‖g‖2Lqα(Hn)
= Dn,α.
On the other hand, recall that f(ξ) = H(ζ−1ξ) with ζ ∈ Hn is an extremal
function to the sharp HLS inequality in Theorem 1.1, as well as its conformal
equivalent class:
fǫ(ξ) = ǫ
−Q+α2 H(δǫ−1(ζ
−1ξ)), ∀ǫ > 0. (3.1)
It is easy to verify
‖Iαf‖Lpα(Hn) = ‖Iαfǫ‖Lpα(Hn), ‖f‖Lqα(Hn) = ‖fǫ‖Lqα (Hn),
and fǫ(ξ) satisfies integral equation
f
Q−α
Q+α
ǫ (ξ) = B
∫
Hn
fǫ(η)
|η−1ξ|Q−α dη, (3.2)
where B is a positive constant. Following, based on the extremal function fǫ, we
will choose a specific test function to prove that the reverse inequality holds too.
Choosse some point ζ ∈ Ω and R small enough so that ΣR(ζ) ⊂ Ω, where
ΣR(0) = {ξ = (z, t) ∈ Hn : |z| < R, |t| < R2} is a cylindrical set and ΣR(ζ) =
ζ ◦ΣR(0), and choose test function g(ξ) ∈ Lqα(Hn) as
g(ξ) =
{
fǫ(ξ) ξ ∈ ΣR(ζ) ⊂ Ω,
0 ξ ∈ Hn\ΣR(ζ).
Then, ∫
Ω
∫
Ω
g(ξ)g(η)
|η−1ξ|Q−α dξdη =
∫
Hn
∫
Hn
fǫ(ξ)fǫ(η)
|η−1ξ|Q−α dξdη
−2
∫
Hn
∫
ΣCR(ζ)
fǫ(ξ)fǫ(η)
|η−1ξ|Q−α dξdη +
∫
ΣCR(ζ)
∫
ΣCR(ζ)
fǫ(ξ)fǫ(η)
|η−1ξ|Q−α dξdη
= Dn,α‖fǫ‖2Lqα (Hn) − I1 + I2,
where ΣCR(ζ) = H
n\ΣR(ζ) and
I1 := 2
∫
Hn
∫
ΣCR(ζ)
fǫ(ξ)fǫ(η)
|η−1ξ|Q−α dξdη, I2 :=
∫
ΣCR(ζ)
∫
ΣCR(ζ)
fǫ(ξ)fǫ(η)
|η−1ξ|Q−α dξdη.
It follows from (3.2) that
I1 = C
∫
ΣCR(ζ)
f
2Q
Q+α
ǫ (ξ)dξ = O(
R
ǫ
)−Q, as ǫ→ 0.
By HLS inequality (1.6), we have
I2 ≤ Dn,α‖fǫ‖2Lqα (ΣCR(ζ)) = O(
R
ǫ
)−Q−α as ǫ→ 0.
Combining the above, we arrive at
Dn,α(Ω) ≥
∫
Ω
∫
Ω
g(ξ)g(η)|η−1ξ|α−Qdξdη
‖g‖2Lqα(Ω)
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=
Dn,α‖fǫ‖2Lqα (Hn) − I1 + I2
‖fǫ‖2Lqα(Hn)
= Dn,α −O(R
ǫ
)−Q
with small enough ǫ, which yields Dn,α(Ω) ≥ Dn,α as ǫ→ 0.
Finally, we show that Dn,α(Ω) is not achieved if Ω 6= Hn. In fact, if Dn,α(Ω)
is attained by some function u ∈ Lqα(Ω), then u˜ ∈ Lqα(Hn) would be an extremal
function to the sharp HLS inequality on Hn, which is impossible due to Theorem
B. 
Proposition 3.1 indicates that there is no maximizing energy solution to (1.11).
We shall show that there is not any non-trivial positive continuous solution to (1.11)
on any δ-starshaped domain using the following Pohozaev identity. Without loss of
generality, in the rest of this section we always assume that the origin is in Ω and
the domain is δ-starshaped with respect to the origin.
Lemma 3.2. If f ∈ C1(Ω) is a non-negative solution to
f(ξ) =
∫
Ω
fp−1(η)
|η−1ξ|Q−α dη + λ
∫
Ω
fp−1(η)
|η−1ξ|Q−α−1 dη, ξ ∈ Ω, (3.3)
where p 6= 0, λ ∈ R, then
(
Q
p
+
α−Q
2
)
∫
Ω
fp(ξ)dξ
=− λ
2
∫
Ω
∫
Ω
fp−1(ξ)fp−1(η)
|η−1ξ|Q−α dηdξ +
1
p
∫
∂Ω
(E · ν)fp(ξ)dσ, (3.4)
where ν is the outward normal to ∂Ω.
Proof. Denote by ξ = (z, t) = (x, y, t), η = (w, s) = (u, v, s) and then
η−1ξ = (z − w, t− s− 2Im(w · z) = (z− w, t− s + 2(yu− xv)).
Noting that Ω is a δ-starshaped domain with respect to the origin and Ef =
∂
∂rf(δr(ξ))
∣∣
r=1
, we have that, by (3.3),
Ef(ξ) =
∂
∂r
(∫
Ω
fp−1(η)
|η−1δr(ξ)|Q−α dη + λ
∫
Ω
fp−1(η)
|η−1δr(ξ)|Q−α−1 dη
)
r=1
. (3.5)
A direct calculation leads to
∂
∂r
|η−1δr(ξ)|4
∣∣∣∣
r=1
=4|z − w|2[x(x − u) + y(y − v)]
+ 4(t− s+ 2(yu− xv))(t + (yu− xv)). (3.6)
By (3.5), we have∫
Ω
fp−1(ξ)Ef(ξ)dξ
=(α−Q)
∫
Ω
∫
Ω
fp−1(ξ)fp−1(η)
|η−1ξ|Q−α+4 ·
(
1
4
∂
∂r
|η−1δr(ξ)|4
)
r=1
dηdξ
+ (α−Q+ 1)λ
∫
Ω
∫
Ω
fp−1(ξ)fp−1(η)
|η−1ξ|Q−α+3 ·
(
1
4
∂
∂r
|η−1δr(ξ)|4
)
r=1
dηdξ
:=I + II.
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Estimating I by (3.6), we have
2× I =(α−Q)
∫
Ω
∫
Ω
fp−1(ξ)fp−1(η)
|η−1ξ|Q−α+4
{|z − w|2[x(x − u) + y(y − v)]
+(t− s+ 2(yu− xv))(t + (yu− xv))} dηdξ
+ (α−Q)
∫
Ω
∫
Ω
fp−1(ξ)fp−1(η)
|ξ−1η|Q−α+4
{|w − z|2[u(u− x) + v(v − y)]
+(s− t+ 2(vx− uy))(s+ (vx− uy))} dξdη
=(α−Q)
∫
Ω
∫
Ω
fp−1(ξ)fp−1(η)
|η−1ξ|Q−α dηdξ.
That is
I =
α−Q
2
∫
Ω
∫
Ω
fp−1(ξ)fp−1(η)
|η−1ξ|Q−α dηdξ.
Similarly,
II =
α−Q+ 1
2
λ
∫
Ω
∫
Ω
fp−1(ξ)fp−1(η)
|η−1ξ|Q−α−1 dηdξ.
Combining the above into (3.5), we arrive at∫
Ω
fp−1(ξ)Ef(ξ)dξ
=
α−Q
2
∫
Ω
∫
Ω
fp−1(ξ)fp−1(η)
|η−1ξ|Q−α dηdξ
+
α−Q+ 1
2
λ
∫
Ω
∫
Ω
fp−1(ξ)fp−1(η)
|η−1ξ|Q−α−1 dηdξ
=
α−Q
2
∫
Ω
fp−1(ξ)
[
f(ξ)− λ
∫
Ω
fp−1(η)
|η−1ξ|Q−α−1 dη
]
dξ
+
α−Q+ 1
2
λ
∫
Ω
∫
Ω
fp−1(ξ)fp−1(η)
|η−1ξ|Q−α−1 dηdξ
=
α−Q
2
∫
Ω
fp(ξ)dξ +
λ
2
∫
Ω
∫
Ω
fp−1(ξ)fp−1(η)
|η−1ξ|Q−α−1 dηdξ. (3.7)
On the other hand, by integration by part, we have∫
Ω
fp−1(ξ)Ef(ξ)dξ =
∫
Ω
E(
up(ξ)
p
)dξ =
1
p
∫
∂Ω
up(ξ)E · νdS − Q
p
∫
Ω
up(ξ)dξ.
(3.8)
Hence, We deduce (3.4) by combining (3.7) and (3.8). 
Proof of part (3) in Theorem 1.2 (nonexistence part). If f(ξ) is a non-
negative C1(Ω) solution to (1.12) for λ ≤ 0, then by Lemma 3.2, we know that
g(ξ) = f q−1(ξ) satisfies
−λ
2
∫
Ω
∫
Ω
gp−1(ξ)gp−1(η)
|η−1ξ|Q−α−1 dydx+
1
p
∫
∂Ω
(E · ν)gp−1(ξ)dσ ≤ 0. (3.9)
Since Ω is δ-starshaped domain about the origin, we have E ·ν > 0 on ∂Ω. If λ < 0,
then g(ξ) ≡ 0 on Ω. If λ = 0, It follows immediately from (3.9) that g ≡ 0 on ∂Ω.
Therefore, from (1.12) we conclude that g ≡ 0 on Ω. Part (3) in Theorem 1.1 is
proved. 
10 YAZHOU HAN
4. Existence result for subcritical case
To obtain the existence to equation (1.12) with subcritical powers, we need the
following compactness lemma.
Lemma 4.1 (Compactness). For any compact domain Ω, operator Iα : L
2Q
Q+α (Ω)→
Lr(Ω), r < 2QQ−α , is compact. Namely, for any bounded sequence {fj}+∞j=1 ⊂
L
2Q
Q+α (Ω), there exist a function f ∈ L 2QQ+α (Ω) and a subsequence of {Iαfj(ξ)}+∞j=1
which converges to Iαf in L
r(Ω).
Proof. Since the sequence {fj} is bounded in L
2Q
Q+α (Ω), then there exist a subse-
quence (still denoted by {fj}) and a function f ∈ L
2Q
Q+α (Ω) such that
fj ⇀ f weakly in L
2Q
Q+α (Ω).
Decompose |ξ|α−Q = |ξ|α−Qχ{|ξ|>ρ}+ |ξ|α−Qχ{|ξ|<ρ}, where ρ > 0 will be chosen
later. Then,
Iαfj(ξ) = I
1
αfj(ξ) + I
2
αfj(ξ)
:= fj ∗ |ξ|α−Qχ{|ξ|>ρ} + fj ∗ |ξ|α−Qχ{|ξ|<ρ}.
Noting |ξ|α−Qχ{|ξ|>ρ} ∈ L
2Q
Q−α , then I1αfj(ξ) converges pointwise to I
1
αf(ξ) by
the weak convergence. On the other hand, since
|I1αfj(ξ)| ≤ ‖fj‖
L
2Q
Q+α
∥∥|ξ|α−Qχ{|ξ|>ρ}∥∥
L
2Q
Q−α
≤ C(ρ),
where C(ρ) is independent of fj, then the dominated convergence deduce that
I1αfj → I1αf strongly in Lr(Ω). (4.1)
Next, we analyze the convergence of {I2αfj} by the Young inequality. Take
s =
(
1
r +
Q−α
2Q
)−1
. Then, s < QQ−α and
∥∥|ξ|α−Qχ{|ξ|<ρ}∥∥Ls < Cρβ with β =
Q(1s − Q−αQ ). By the Young inequality, we have
‖I2α(fj − f)‖Lr ≤ C‖fj − f‖
L
2Q
Q+α
∥∥|ξ|α−Qχ{|ξ|<ρ}∥∥Ls ≤ Cρβ . (4.2)
By now, through choosing first ρ small and then j large, we deduce by (4.1) and
(4.2) that
Iαfj → Iαf strongly in Lr(Ω).
The Lemma is proved. 
Based on the Lemma 4.1, we can obtain the existence result (part (1) in Theorem
1.2). For simplicity, we only present the proof for λ = 0.
Lemma 4.2. For q > qα, supremum
Dα,q(Ω) := sup
f∈Lq(Ω)\{0}
∫
Ω
∫
Ω f(ξ)|η−1ξ|−(Q−α)f(η)dηdξ
‖f‖2Lq(Ω)
is attained by some nonnegative function in Lq(Ω).
Proof. First, by HLS inequality (1.5) or (1.6), we know that
Dα,q(Ω) ≤ sup
f∈Lq(Ω)\{0}
‖Iαf‖Lq′(Ω)
‖f‖Lq(Ω)
< +∞.
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Choosing a nonnegative maximizing sequence {fj}∞j=1 ⊂ Lq(Ω) satisfying ‖fj‖qL(Ω) =
1 and
lim
j→+∞
∫
Ω
∫
Ω
fj(ξ)|η−1ξ|−(Q−α)fj(η)dηdξ = Dα,q(Ω).
Combining the boundedness of {fj} in Lq(Ω) and the compactness of the operator
Iα,Ω, we deduce by Lemma 4.1 that there exists a subsequence (still denoted as
{fj}) and f∗ ∈ Lq(Ω) such that
fj ⇀ f∗ weakly in L
q(Ω),
Iα,Ωfj → Iα,Ωf∗ strongly in Lq
′
(Ω).
Thus, ‖f∗‖Lq(Ω) ≤ lim infj→∞ ‖fj‖Lq(Ω) and
lim
j→+∞
〈Iα,Ωfj , fj〉 = 〈Iα,Ωf, f〉.
Then,
Dα,q(Ω) = lim
j→∞
〈Iα,Ωfj, fj〉
‖fj‖2Lq(Ω)
≤ 〈Iα,Ωf∗, f∗〉‖f∗‖2Lq(Ω)
,
namely, f∗ is a maximizer. 
It is easy to see that the maximizer for energy Dα,q(Ω), up to a constant multi-
plier, satisfies following equation:
f q−1(ξ) =
∫
Ω
f(η)
|η−1ξ|Q−α dη, ξ ∈ Ω. (4.3)
Let g(ξ) = f q−1(ξ), and then (4.3) is changed into the form
g(ξ) =
∫
Ω
gq
′−1(η)
|η−1ξ|Q−α dη, ξ ∈ Ω (4.4)
for q′ < 2QQ−α = pα. To complete the proof of Part (1) in Theorem 1.2 we need to
show that g ∈ Γα(Ω).
Lemma 4.3 (Regularity). Suppose that g ∈ Lq′(Ω) is a positive solution to (4.4).
If q′ < pα, then g ∈ Γα(Ω) ⊂ Cα/2(Ω).
Proof. Step 1. we show g ∈ L∞(Ω) ∪C(Ω).
For proving g ∈ L∞(Ω), it is necessary to prove that there exists some constant
s∗ > 0 such that g ∈ Ls∗(Ω) and s∗q′−1 > Qα . In fact, if there exists such s∗, then
g(ξ) ≤ ‖g‖q′−1
Ls∗(Ω)
(∫
Ω
|η−1ξ|(α−Q)(s∗/(q′−1))′dη
) 1
(s∗/(q′−1))′
≤ C‖g‖q′−1
Ls∗(Ω)
,
where (s∗/(q′ − 1))′ is the conjugate number of (s∗/(q′ − 1)). Hence, g ∈ L∞(Ω),
which leads to g ∈ C(Ω) by the dominant convergence theorem.
i) If q′ < QQ−α , we can take s
∗ = q′.
ii) If q′ = QQ−α , then g ∈ Lq1(Ω) with q1 = (1− 1k ) QQ−α and k =
[
Q
Q−α
]
+ 1. By
(4.4) and HLS inequality (1.5), we know that g ∈ Ls∗(Ω) with 1s∗ = q
′−1
q1
− αQ =
α
(k−1)Q and
s∗
q′−1 >
Q
α .
iii) For the case QQ−α < q
′ < 2QQ−α , we will find the constant s
∗ by the following
iteration process. By (4.4) and HLS inequality (1.5), we have
||g||Ls(Ω) = ||Iα,Ω(gq
′−1)||Ls(Ω) ≤ C||gq
′−1||Lt(Ω) (4.5)
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for 1/s = 1/t − α/Q. We use the above inequality to do iteration. First, choose
t = q′/(q′ − 1) := t1/(q′ − 1), and let t2 = s. Since q′ < 2Q/(Q− α), it is easy to
check that t2 > 2Q/(Q− α).
Iterate the above: let t = ti/(q
′ − 1), then ti+1 = s for i = 1, 2, · · · . Note that
q′ − 2 < 2α/(Q− α), and 1/ti < (Q−α)/(2Q). Thus, one can check that ti+1 > ti
when ti+1 is positive. So, after iterating certain times, say, k0 times, we shall have:
q′−1
tk0
> αQ and
q′−1
tk0+1
≤ αQ .
If q
′−1
tk0+1
< αQ , we can take s
∗ = tk0+1.
If q
′−1
tk0+1
= αQ , then u ∈ Ltk0+1(Ω) = L(q
′−1)Qα (Ω). By the boundedness of Ω and
the Ho¨lder inequality, we know that u ∈ Lq2(Ω) with q2 = (1 − 1k )(q′ − 1)Qα and
k =
[
2Q
Q−α
]
+ 1. Using (4.4) and HLS inequality (1.5), we get u ∈ Ls∗(Ω) with
1
s∗ =
q′−1
q2
− αQ and s
∗
q′−1 >
Q
α .
Step 2. We show g ∈ Γα(Ω). we divide it into four cases.
Case i) 0 < α < 1.
Since g ∈ L∞(Ω), we have
|g(ξγ)− g(ξ)| =
∣∣∣∣
∫
Ω
(g(ξη−1))q
′−1(|ηγ|α−Q − |η|α−Q)dη
∣∣∣∣
≤‖g‖q′−1L∞(Ω)
∫
Ω
∣∣|ηγ|α−Q − |η|α−Q∣∣ dη. (4.6)
By the Proposition 2.4, we can estimate∫
Ω∩{|η|≥2|γ|}
∣∣|ηγ|α−Q − |η|α−Q∣∣ dη
≤C
∫
Ω∩{|η|≥2|γ|}
|γ||η|α−Q−1dη ≤ C|γ|α. (4.7)
On the other hand, there exists some B ≥ 2 such that |ηγ| ≤ B|γ| since |η| ≤ 2|γ|.
By Proposition 2.2,∫
Ω∩{|η|≤2|γ|}
∣∣|ηγ|α−Q − |η|α−Q∣∣ dη
≤
∫
Ω∩{|ηγ|≤3C|γ|}
|ηγ|α−Qdη +
∫
Ω∩{|η|≤2|γ|}
|η|α−Qdη ≤ C|γ|α. (4.8)
Substituting (4.7) and (4.8) into (4.6), we have
|g(ξγ)− g(ξ)| ≤ C‖g‖q′−1L∞(Ω)|γ|α,
i.e., g ∈ Γα(Ω).
Case ii) α = 1.
By an argument similar to Case i), we can get
|g(ξγ) + g(ξγ−1)− 2g(ξ)| ≤ C‖g‖q′−1L∞(Ω)|γ|α,
i.e., g ∈ Γ1(Ω).
Case iii) α = 1 + α′ with 0 < α′ ≤ 1.
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Since Xjg = g
q′−1 ∗Xj(|ξ|α−Q) (1 ≤ j ≤ n) and Xj(|ξ|α−Q) is homogeneous of
degree α−Q−1 by Proposition 2.3, we can repeat the argument of Case 0 < α ≤ 1
and show thatXjg ∈ Γα′(Ω). Similarly, one can show that Yjg ∈ Γα′(Ω), 1 ≤ j ≤ n.
Following, we will prove that g ∈ Γα′(Ω). Since g ∈ L∞(Ω) and Ω is bounded,
we have gq
′−1 ∈ LQ(Ω). If 0 < α′ < 1,
|g(ξγ)− g(ξ)|
≤‖gq′−1‖LQ(Ω)
(∫
Ω∩{|η|≥2|γ|}
∣∣|ηγ|α−Q − |η|α−Q∣∣Q′ dη
)1/Q′
+ ‖gq′−1‖LQ(Ω)
(∫
Ω∩{|η|≤2|γ|}
∣∣|ηγ|α−Q − |η|α−Q∣∣Q′ dη
)1/Q′
, (4.9)
where Q′ = QQ−1 . Similar to Case 0 < α < 1, we have(∫
Ω∩{|η|≥2|γ|}
∣∣|ηγ|α−Q − |η|α−Q∣∣Q′ dη
)1/Q′
≤C
(∫
{|η|≥2|γ|}
(|γ||η|α−Q−1)Q′ dη
)1/Q′
≤C|γ| · |γ|α−Q−1+ QQ′ = C|γ|α′ , (4.10)
and (∫
Ω∩{|η|≤2|γ|}
∣∣|ηγ|α−Q − |η|α−Q∣∣Q′ dη
)1/Q′
≤C
(∫
{|η|≤B|γ|}
|η|(α−Q)Q′dη
)1/Q′
≤C|γ|α−Q+ QQ′ = C|γ|α′ . (4.11)
Combining (4.9), (4.10) and (4.11) leads to g ∈ Γα′(Ω).
If α′ = 1, the proof can be completed similarly.
Case iv) α = k + α′ with 0 < α′ ≤ 1 and k = 2, 3, · · · .
This case can be discussed with a similar argument with Case iii). 
5. Existence result for critical case
Now we shall establish the existence results for (1.12) with λ > 0 and q = qα.
To this end, we consider
Qλ(Ω) := sup
f∈Lqα (Ω)\{0}
∫
Ω
∫
Ω
f(ξ)(|η−1ξ|−(Q−α) + λ|η−1ξ|−(Q−α−1))f(η)dηdξ
‖f‖2Lqα(Ω)
.
Notice that the corresponding Euler-Lagrange equation for extremal functions, up
to a constant multiplier, is integral equation (1.12) for q = qα.
First, we show
Lemma 5.1. Qλ(Ω) > Dn,α for all λ > 0.
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Proof. Let ζ ∈ Ω. For small positive ǫ and a fixed R > 0 so that ΣR(ζ) ⊂ Ω, we
define
f˜ǫ(ξ) =
{
fǫ(ξ) ξ ∈ ΣR(ζ) ⊂ Ω,
0 ξ ∈ Hn\ΣR(ζ),
where fǫ is given by (3.1). Obviously, f˜ǫ ∈ Lqα(Hn). Thus, similar to the proof of
Proposition 3.1, we have∫
Ω
∫
Ω
( 1
|η−1ξ|Q−α +
λ
|η−1ξ|Q−α−1
)
f˜ǫ(ξ)f˜ǫ(η)dξdη
=
∫
Hn
∫
Hn
1
|η−1ξ|Q−α fǫ(ξ)fǫ(η)dξdη
− 2
∫
Hn
∫
ΣCR(ζ)
fǫ(ξ)fǫ(η)
|η−1ξ|Q−α dξdη +
∫
ΣCR(ζ)
∫
ΣCR(ζ)
fǫ(ξ)fǫ(η)
|η−1ξ|Q−α dξdη
+ λ
∫
ΣR(ζ)
∫
ΣR(ζ)
fǫ(ξ)fǫ(η)
|η−1ξ|Q−α−1
)
dξdη
=Dn,α‖fǫ‖2Lqα(Hn) − I1 + I2 + I3,
where
I1 :=2
∫
Hn
∫
ΣCR(ζ)
fǫ(ξ)fǫ(η)
|η−1ξ|Q−α dξdη,
I2 :=
∫
ΣCR(ζ)
∫
ΣCR(ζ)
fǫ(ξ)fǫ(η)
|η−1ξ|Q−α dξdη,
I3 :=λ
∫
ΣR(ζ)
∫
ΣR(ζ)
fǫ(ξ)fǫ(η)
|η−1ξ|Q−α−1
)
dξdη.
For I3, we have
I3 :=λ
∫
ΣR(0)
∫
ΣR(0)
ǫ−
Q+α
2 H(δǫ−1(ξ))ǫ
−Q+α2 H(δǫ−1(η))
|η−1ξ|Q−α−1 dξdη
=λǫ
∫
ΣR/ǫ(0)
∫
ΣR/ǫ(0)
H(ξ)H(η)
|η−1ξ|Q−α−1 dξdη ≥ C0λǫ.
So, for λ > 0, and small enough ǫ, we have
−I1 + I2 + I3 ≥ −C1(R
ǫ
)−Q + C0λǫ = ǫ
(− C1
R
(
ǫ
R
)Q−1 + C0λ
)
> 0.

To show the existence of weak solution, we first establish the following criterion
for the existence of maximizer for energy Qλ(Ω).
Proposition 5.2. If Qλ(Ω) > Dn,α for a given λ > 0, Qλ(Ω) is achieved by a
positive function f∗ ∈ Lqα(Ω).
To complete the proof of Proposition 5.2, we will adapt the method of blow-
up analysis. Namely, we will prove firstly the existence of (1.12) with subcritical
exponent problem and then get the existence of (1.12) with critical exponent by
compactness.
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Consider
Qλ,q(Ω) = sup
f∈Lq(Ω)\{0}
∫
Ω
∫
Ω
f(ξ)(|η−1ξ|−(Q−α) + λ|η−1ξ|−(Q−α−1))f(η)dξdη
‖f‖2Lq(Ω)
for q > qα. Similar to the proof of Lemma 4.2, we easily show that the supreme is
attained by a positive function fq, which satisfies the subcritical equation
Qλ,q(Ω)f
q−1(ξ) =
∫
Ω
f(η)
|η−1ξ|Q−α dη + λ
∫
Ω
f(η)
|η−1ξ|Q−α−1 dη, ξ ∈ Ω (5.1)
with the constraint ||fq||q = 1. Further, we can show easily that fq ∈ Γα(Ω) and
Qλ,q(Ω)→ Qλ(Ω) for q → q+α .
Lemma 5.3. Let fq > 0 being maximum energy solutions to (5.1) for q ∈ (qα, 2).
If there exists some q0 ∈ (qα, 2) such that Qλ,q(Ω) ≥ Dn,α + ǫ for any q ∈ (qα, q0),
then the sequence {fq}qα<q<q0 is uniformly bounded in Ω.
Proof. We only need to show limq→q+α ||fp||C0(Ω) ≤ C. We prove this by contra-
diction. Suppose not. Let fq(ξq) = maxΩ fq(ξ). Then fq(ξq) → ∞ for q → q+α .
Let
µq = f
− 2−qα
q (ξq), and Ωq = δµ−1q (ξ
−1
q Ω) := {ς | ς = δµ−1q (ξ−1q ξ) for ξ ∈ Ω}.
Define
gq(ς) = µ
α
2−q
q fq(ξqδµq (ς)), for ς ∈ Ωq. (5.2)
Then, gq satisfies
Qλ,q(Ω)g
q−1
q (ς) =
∫
Ωq
gq(η)
|η−1ς |Q−α dη + λ
∫
Ω
fq(ξq)
1−q · fq(η)
|η−1ξ|Q−α−1 dη (5.3)
and gq(0) = 1, gq(ς) ∈ (0, 1].
Choose qδ = q − δ for some small δ > 0. We can check that∫
Ω
fq(ξq)
1−q · fq(η)
|η−1ξ|Q−α−1 dη =fq(ξq)
−δ
∫
Ω
fq(ξq)
1−qδ · fq(η)
|η−1ξ|Q−α−1 dη
≤fq(ξq)−δ
∫
Ω
fq(η)
2−qδ
|η−1ξ|Q−α−1 dη
≤Cfq(ξq)−δ · ||fq||2−qδq → 0, as q → q+α . (5.4)
For ς ∈ Hn and R > B|ς |, where the constant B is larger than the constant in
Proposition 2.2, we have∫
Ωq\BR
gq(η)
|η−1ς |Q−α dη ≤ C
∫
Ωq\BR
gq(η)
|η|Q−α dη
=Cµ
α
2−q−α
q
∫
Ω\BRµq (ξq)
fq(η)
|ξ−1q η|Q−α
dη
≤Cµ
α
2−q−α
q ‖fq‖q
(∫
Ω\BRµq (ξq)
|ξ−11 η|(α−Q)
q
q−1 dη
) q−1
q
≤Cµ
α
2−q−α
q (Rµq)
α−Qq → 0, (5.5)
as q → q+α and R→ +∞.
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As q → q+α , there are two cases: Case 1. Ωq → Hn, and gq(z) → g(z)
pointwise in Hn, where g(z) satisfies (from (5.3), and estimates (5.4) and (5.5)):
Qλ(Ω)g
qα−1(ς) =
∫
Hn
g(η)
|η−1ς |Q−α dη, g(0) = 1. (5.6)
Also, a direct computation yields
1 =
∫
Ω
f qq (ξ)dξ = µ
Q− q2−qα
q
∫
Ωq
gqq(ς)dς ≥
∫
Ωq
gqqdς.
Thus
∫
Hn
gqαdς ≤ 1. Combining this with (5.6), we have
Dn,α + ǫ ≤ Qλ(Ω) =
∫
Hn
∫
Hn
g(ξ)g(η)
|η−1ξ|Q−α dξdη
‖g‖qαLqα(Hn)
≤
∫
Hn
∫
Hn
g(ξ)g(η)
|η−1ξ|Q−α dξdη
‖g‖2Lqα(Hn)
≤ Dn,α.
Contradiction!
Case 2. Ωq → Ωqα , where Ωqα is some subset of Hn satisfying ωqα 6= Hn,
gq(z)→ g(z) pointwise in Ωqα , where g(z) satisfies (from (5.3), and estimates (5.4)
and (5.5)):
Qλ(ω)g
qα−1(ς) =
∫
Ωqα
g(η)
|η−1ς |Q−α dη, g(0) = 1. (5.7)
Similarly, we know
∫
Ωqα
gqαdη ≤ 1. Combining this with (5.7), we have
Dn,α + ǫ ≤ Qλ =
∫
Ωqα
∫
Ωqα
g(ξ)g(η)
|η−1ξ|Q−α dξdη
‖g‖qαLqα(Ωqα )
≤
∫
Hn
∫
Hn
g˜(ξ)g˜(η)
|η−1ξ|Q−α dξdη
‖g˜‖2Lqα (Hn)
≤ Dn,α.
Contradiction! 
Proof of Proposition 5.2. Let fq > 0 be solutions to (5.1) for q ∈ (qα, 2),
which are also the maximal functions to energy Qλ,q(Ω). Then ||fq||L∞(Ω) ≤ C
by Lemma 5.3, which yields fq is uniformly bounded and equi-continuous due to
equation (5.1). Thus fq → f∗ as q → qα in C0(Ω), and f∗ is the energy maximizer
for Qλ(Ω).
Completion of the Proof of Theorem 1.2 (existence for critical case).
From Lemma 5.1 and Proposition 5.2, we know that there exists a positive solution
f∗ ∈ C0(Ω) of (1.12) with critical exponent. Moreover, by a similar argument of
the second part of Lemma 4.3, we have f∗ ∈ Γα(Ω).
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