Software systems assembled from a large number of autonomous components become an interesting target for formal verification due to the issue of correct interplay in component interaction. State/event LTL [6, 5] incorporates both states and events to express important properties of component-based software systems.
Introduction
Increasing complexity in software development stimulates application of new techniques that help to deliver systems in shorter time and with lower costs. One of such techniques is the component-based development, that builds software systems out of prefabricated autonomous components, often developed with no knowledge of their deployment context. Under such conditions, interaction among components in the system becomes a crucial issue in the system correctness.
Verification of component-based systems.
Similarly to communicating processes, interaction of components can be formalized in terms of labelled transition systems, representing communicational behaviour of the components, and correctness of the systems in a temporal logic. In practice, real systems are composed of a large number of components which are often independent on each other and run concurrently. In such cases, automated verification becomes challenging due to their size and complexity. This motivates the search of component-specific attributes, which can be exploited in order to make the verification feasible.
Correctness attributes. One of the crucial observations in verification of component interaction in component-based systems is that the correctness attributes often highlight interaction among specific components which form only a small part of the system.
Even if the rest of the system is also important as it may coordinate these components, with appropriate reduction techniques a large portion of its complexity could be abstracted away during verification.
Partial-order reduction technique.
One of the techniques successfully employed to state-space reduction is the partial order reduction. This technique is able to identify redundancies in the model during the verification process, commonly caused by interleaving of independent actions. This allows the technique to omit generation of some of them while at least one representative of each equivalence class remains part of the actually verified model. State/event temporal logic. In component-based systems, as in any modular programs in general, communication among components proceeds via events, which represent message passing, service calls, delivery of return values, etc. At the same time, components preserve also persistent state information about current values of their attributes. The adequate logic formalizing properties of these systems hence should be able to express both state-based and action-based properties, as well as their combinations. Research conducted on this topic resulted in the state/event LTL [6, 5] . For the logic, however, there is no partial order reduction method known at the time. The situation is complicated for its fragment, the action-based LTL, as well.
Contribution.
The main contribution of this paper is a partial order reduction method for state/event LTL, and for action-based LTL as its special case. The whole framework is moreover defined in a way that it can be turned at no additional cost into the standard partial order reduction problem for state-based LTL at the end. Hence, it can be resolved with known and widely implemented techniques.
For the reduction to have required effect one needs to identify an equivalence of two runs. The equivalence should allow for considerable level of reduction, while preserving temporal properties that reflect meaningful correctness attributes for the studied systems. We define an equivalence relation, state/event stuttering equivalence, driven by the correctness attributes of component-based systems, highlighting only the interesting interaction of components as discussed above, and characterize the state/event LTL properties preserved by the equivalence in terms of a new logic named weak state/event LTL.
Outline of the paper. After a brief review of related work in Section 2, we define basic terms and structures in Section 3. The equivalence and the corresponding logic are introduced in Section 5, which is preceded by thorough motivation underlying their definition in Section 4. Finally, the partial order reduction technique is presented in Section 6, which is followed by conclusion and future directions in Section 7.
Related Work
A combination of state-based and action-based linear temporal logic, named state/event LTL, has been studied in [6, 5] . The authors argue that formalisms including both states and actions are suited for modelling of modular systems, including component-based systems, better than pure state-based or action-based approaches. It is also shown that the automata-based verification method for state-based LTL [10] can be modified to a verification method for state/event LTL in a straightforward way and at no additional cost of time and space. As noted by the authors, the results indicate the importance of further research in reduction techniques. The partial order reduction is suggested as a future direction. Its need was also discovered in our recent work on verification of component-based systems [18, 2] .
The partial order reduction method was originally introduced in three independent works [17, 14, 11] . The approach has been further developed, but in connection with linear temporal properties, state-based LTL has always been assumed. The reason for leaving action-based and state/event LTL behind is most likely because the correctness of the partial order reduction method is based on the concept of stuttering invariance of properties [16] . To the best of our knowledge, the stuttering concept has currently no convenient analogue for neither state/event nor action-based LTL.
An approach that relates actions and stuttering equivalence is the temporal logic of actions [12] , where the formulae are constructed in a way that they are stuttering invariant. However, the actions are formulated in terms of changes of state propositions and/or variables, not allowing an arbitrary concept of actions. In our approach, we adopt a more general attitude to actions, as we consider arbitrary actions not tied to the properties of states.
Basic Definitions
As a general modelling formalism for state/event systems we use labelled Kripke structures. Many automata-based approaches, such as Component-Interaction Automata [2, 18] , Interface Automata [9] and I/O automata [13] , can be easily translated to labelled Kripke structures.
Definition 3.1 (LKS).
A labelled Kripke structure (LKS) is a 6-tuple (S, Act, ∆, s init , Ap, L) where S is a nonempty set of states, Act is a finite set of actions, ∆ ⊆ S × Act× S is a transition relation, s init ∈ S is an initial state, Ap is a finite set of atomic propositions
Ap is a state-labelling function. Instead of (s, a, s ) ∈ ∆, we also write s
A run π of an LKS is an infinite alternating sequence of states and actions π =
Given a run π, we also define: the ith subrun of π as π i = s i , a i , s i+1 , a i+1 , . . ., the ith state of π as π(i) = s i and the ith action of π as (π, i) = a i .
Other kinds of transition systems can be naturally translated into LKSs. The most commonly used are the Kripke structures, which correspond to LKSs without transition labels (i.e. actions), and the labelled transition systems, which correspond to LKSs without atomic propositions and state labelling.
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Caption ' ' P P P P P P P P P P P P P P P We continue with defining the linear temporal logic that encompasses both state propositions and actions. This definition is equivalent to the definition in [6] , it only slightly differs in notation.
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Definition 3.3 (SE-LTL).
Let Act be a set of actions, Ap a set of atomic propositions. The syntax of the state/event LTL (SE-LTL for short) formulae is defined inductively as:
where a ranges over Act and p ranges over Ap.
Let π be a run of an LKS, the semantics of SE-LTL for runs is defined as:
Further, we say that an LKS M satisfies ϕ, written as M | = ϕ if for all initial runs π of M,
Example 3.4. Consider the LKS from Example 3.2 in Figure 2 . Let F ϕ stand for true U ϕ and G ϕ stand for ¬ F ¬ϕ. The property reflecting that an arbitrary number of pictures can be inserted into the album, can be stated in SE-LTL as G F P(Picture). An example of a property using the state atomic propositions could be "whenever the action Picture becomes enabled, it is eventually executed", which is expressible as G (E(Picture) ⇒ F P(Picture)).
It has been demonstrated in [6] that the automata-based approach for state-based LTL verification (see e.g. [10] ) can be straightforwardly transformed into an automatabased verification method for SE-LTL with no extra cost.
Motivation
As mentioned in the introduction, to cope with the enormous size of real system models consisting of a large number of components it is necessary to employ reduction methods. The aim of such methods is to generate a reduced state space instead of the complete one while ensuring preservation of all required properties. One of such methods, the partial order reduction method, exploits the redundancies in the system caused by concurrent interleaving. When dealing with state-based LTL properties, the partial order reduction technique is built on the concept of stuttering equivalence [16] . Two runs of a system are considered to be stuttering equivalent if the only difference between them lies in sequential repetitions of states with identical labelling. The partial order reduction method then ensures that for each run of the system there is a stuttering equivalent run in the reduced state space. The subset of LTL properties that are preserved by this equivalence can be characterized syntactically: they are exactly those properties that can be written without the X operator.
To apply the partial order reduction method to SE-LTL, we need first to find a suitable concept that would play the role of stuttering equivalence for the state/event case.
The above mentioned stuttering equivalence cannot be employed, as it considers state labelling only.
The first idea is to transfer the stuttering concept to actions. In the stuttering equivalence, consecutive states labelled with the same atomic propositions are ignored. Let us therefore consider an equivalence that ignores consecutive transitions labelled with the are action-stuttering equivalent. The advantage of this straightforward approach is that all formulae of action-based LTL not using the X operator are preserved by this equivalence. However, there is a number of arguments against this choice.
It is obvious that the partial order reduction method does not preserve this actionstuttering equivalence. We define a new equivalence, which, while still retaining the stuttering concept with respect to the state propositions, employs a different approach towards the transition labels (actions). This new equivalence enjoys the property that it is preserved by the partial order reduction method, thus allowing all the advantages of it. This comes at a cost. Contrary to state-based LTL, we do not have any syntactic characterization of SE-LTL formulae that are preserved by the new equivalence. However, we show that they can be elegantly described in terms of an adjusted weak version of SE-LTL.
State/Event Stuttering Equivalence
The main idea of the equivalence is that some of the actions are regarded as interesting. Transitions with noninteresting actions are then overlooked by the equivalence.
As we want to consider both actions and states, this idea is combined with the stuttering principle for state propositions, i.e. transitions which change state propositions we are interested in cannot be overlooked. In order to define the equivalence formally, we introduce the notions of a projection and a signature. A projection of π onto Act and Ap is defined as
where
Furthermore, a signature of π with respect to Act and Ap , denoted as sig
defined as the (finite or infinite) alternating sequence of sets of atomic propositions and actions that arises from the projection of π onto Act and Ap by replacing every maximal subsequence of the form E i , τ, E i+1 , τ, . . ., where
We also define a tail of π with respect to Act and Ap , denoted as tail
Note that the tail is undefined for runs whose signature is of the form E 0 . Two LKSs are said to be state/event stuttering equivalent with respect to Act and Ap , if for each run of one LKS there is a state/event stuttering equivalent run of the other and vice versa. Stuttering equivalence is a special case of state/event stuttering equivalence for Act = ∅.
Definition 5.4 (weak SE-LTL).
Let Act be a set of actions, Ap a set of atomic propositions and let Act ⊆ Act. We define the weak state/event LTL with respect to Act , wSE-LTL for short, as follows. The syntax of the formulae is defined inductively as:
Let π be a run of an LKS. The semantics for runs is defined inductively as
The main difference between SE-LTL and wSE-LTL is in the semantics of the next and action operators. While P(a) states that "the first action is a", P(a) states that "the first interesting action is a". The formula X ϕ states that "in the next step, ϕ holds", while the formula X ϕ states that "after the next interesting action, ϕ holds". Here, interesting means "from Act ". Note that the semantics of wSE-LTL depends on the choice of Act and different runs may satisfy a formula of wSE-LTL depending on this choice. When specifying properties in wSE-LTL, it is therefore assumed that a pair (ϕ, Act ) is given instead of just the formula.
Actually, the definition of X ϕ is of the form "there is a next interesting action and after this action, ϕ holds". We could also sometimes be interested in stating the property that "if there is a next interesting action, then after this action, ϕ holds". Nevertheless, this alternative X ϕ operator can be defined as a derived operator: X ϕ := ¬ X ¬ϕ.
Additionally, wSE-LTL has a new operator U a . The motivation is to express properties like "atomic proposition p holds until action a happens". In SE-LTL, this can be expressed with p U (p ∧ P(a)). In wSE-LTL this is no longer possible as the semantics of P(a) is different and the intuitive solution p U (p ∧ P(a)) holds even for runs that do not satisfy the original property, e.g. a run with signature {p}, τ, {¬p}, a, . . . Thanks to the U a operator, this property is expressible as p U a true. The U a operator is not needed in the action-based fragment of wSE-LTL. The reader may verify that every formula ϕ U a ψ, where ϕ and ψ both do not use state atomic propositions, is equivalent to
We are now ready to present the main result of this section, namely that the properties expressible in weak SE-LTL are preserved by the state/event stuttering equivalence. 
Proof. We define the function f inductively as follows:
• Let f be defined for 0, . . . , n and we want to define f(n + 1). There are two cases:
It is clear that
We define f(n + 1)
. It is easily seen that if two runs are state/event stuttering equivalent, their tails also are, therefore
It should be clear that the function f is nondecreasing. It remains to show that
for all i. If this condition were violated then both the signature of σ f(i) and the signature of its tail would differ from the signature of σ f(i+1) . Clearly, from the construction of f this is not possible. The other cases are evident and the other direction follows from the symmetry of the equivalence.
• π | = ψ 1 U ψ 2 . Then there is some k such that π k | = ψ 2 and for each j < k, π j | = ψ 1 .
But then Lemma 5.5 together with the induction hypothesis implies that σ f(k) | = ψ 2 and for each i < f(k),
• π | = X ψ. Then there is some k such that (π, k) is the first interesting action on π and π k+1 | = ψ. From the state/event stuttering equivalence, there has to be some j such that (σ, j) is the first interesting action on σ and sig
is the part of the original signature that start after the first interesting action. Thus σ | = X ψ.
• π | = ψ 1 U a ψ 2 . Then there is some k such that (π, k) = a, π k+1 | = ψ 2 and for all j < k + 1, π j | = ψ 1 . As in the case of U, it follows from Lemma 5.5 that σ f(k+1) | = ψ 2 and σ i | = ψ 1 for all i < f(k + 1). We need to show that (σ, f(k
However, we know that sig
for some E and we know from Lemma 5.
What remains is to show that wSE-LTL is indeed a weak version of SE-LTL, i.e. that all properties expressible in wSE-LTL are also expressible in SE-LTL. The following theorem states that every formula of wSE-LTL can be translated in linear time to an equivalent formula of SE-LTL. This way the verification problem for wSE-LTL can be reduced to the verification problem for SE-LTL, which is solvable in a way similar to the standard LTL verification as described in [6] .
Theorem 5.7 (embedding of wSE-LTL into SE-LTL). Every formula ϕ of weak SE-LTL with
respect to Act can be translated to a formula T (ϕ) of SE-LTL such that for each π, π | = ϕ if and
Proof. We define an auxiliary formula ξ := a∈Act ¬P(a). The translation is defined inductively as follows:
The correctness of the construction is proved by induction. The interesting cases are P, X and U a .
π | = P(a) ⇐⇒ ∃k ≥ 0 : (π, k) = a and ∀j < k : (π, j) ∈ Act ⇐⇒ ∃k ≥ 0 : π k | = P(a) and ∀j < k :
and ∀j < k + 1 :
and ∀j < k :
The remaining cases are straightforward.
Characterization of invariant SE-LTL properties
We have shown that wSE-LTL is preserved by state/event stuttering equivalence and can be embedded into SE-LTL. Thus, wSE-LTL can be seen as a characterization of some SE-LTL properties that are preserved by state/event stuttering equivalence (we use the term state/event stutter-invariant for such properties in the following). We now show that this characterization is exact, i.e. that all state/event stutter-invariant SE-LTL properties are expressible in wSE-LTL. The proof follows the method of [16] .
Definition 5.8.
A run π is state/event stutter-free, if for each i ≥ 0 one of the following holds:
• (π, i) ∈ Act (ith transition is labelled by interesting action)
• L(π(i)) ∩ Ap = L(π(i + 1)) ∩ Ap (ith transition changes the state labelling)
• (π, j) ∈ Act and L(π(j)) ∩ Ap = L(π(j + 1)) ∩ Ap for all j ≥ i (nothing interesting ever happens from ith position onwards)
It is clear that a state/event stutter-free run is a unique representant of its state/event stuttering equivalence class. Note that an arbitrary subrun of a state/event stutter-free run is also state/event stutter-free.
In the following, we assume that Ap = {p 1 , . . . , p n } and let N be the set of all subsets of Ap , i.e. N = 2 Ap . For each ν ∈ N, let β ν be the formula α 1 ∧ · · · ∧ α n where α j = p j if p j ∈ ν and α j = ¬p j otherwise. If Ap = ∅ then N = {∅} and β ν = true. Thus, β ν holds in precisely those states whose valuation is equal to ν. The other direction is proved by contradiction. Suppose that (π, 0) ∈ Act and that π satisfies the formula in the lemma. Then, there is some ν and a such that π | = β ν U a true.
Therefore, pr
Ap Act (π) has to be of the form E 0 , τ, E 1 , . . . , E i , a, E i+1 , . . . where both E 0 and E 1 are equal to ν. But then, π is not state/event stutter-free, which is a contradiction. Proof. We will show that for every SE-LTL formula ϕ there exists a wSE-LTL formula τ(ϕ) that agrees with ϕ on all state/event stutter-free runs. Clearly this implies the theorem.
The formula τ(ϕ) is defined inductively as follows. The straightforward parts are
These choices are obviously correct. The more difficult parts are that of P(a) and X ϕ.
They are dealt with as follows:
What remains is to prove the correctness of this choice. The choice of τ(P(a)) is evidently correct by an argument similar to that of Lemma 5.9.
Let us now suppose that π | = X ϕ. We want to show that then π | = τ(X ϕ). It follows from the induction hypothesis that π 1 | = τ(ϕ). As π is state/event stutter-free run, it has to be of one of the following three forms:
. ., i.e. nothing interesting ever happens on π. In this case it is obvious that π | = G β ν where ν = E 0 and
and therefore π | = τ(X ϕ).
(ii) pr Ap Act
. ., where a ∈ Act , i.e. first transition of π has interesting label. Then, it follows from Lemma 5.9 that π | = β ν U a true for some ν and a. From the definition of X and the fact that π 1 | = τ(ϕ) it then follows that π | = X τ(ϕ). Thus π | = ψ 2 and therefore π | = τ(X ϕ).
(iii) pr
Ap Act (π) = E 0 , τ, E 1 , . . ., where E 0 = E 1 , i.e. first transition of π has noninteresting label but changes state labelling. In this case π | = β ν ∧ (β ν U (β ν ∧ τ(ϕ))), where ν = E 0 and ν = E 1 . That π | = ¬(β ν U a true) for every value of ν and a follows from Lemma 5.9. Thus π | = ψ 3 and therefore π | = τ(X ϕ).
For the other direction of the proof, suppose that π | = τ(X ϕ). We want to show that π | = X ϕ. The induction hypothesis is that whenever a state/event stutter-free run satisfies τ(ϕ), it also satisfies ϕ. There are three cases:
(a) π | = ψ 1 . As π | = G β ν and π | = ¬ X true, the run π has to be of the form (i). As π | = τ(ϕ) and π = π 1 then clearly π 1 | = ϕ and thus π | = X ϕ.
(b) π | = ψ 2 . By Lemma 5.9, π has to be of the form (ii), i.e. its first transition has to be labelled by an interesting action. But then π | = X τ(ϕ) implies π 1 | = τ(ϕ) and thus
(c) π | = ψ 3 . By Lemma 5.9, π has to be of either the form (i) or (iii). As π | = β ν ∧ (β ν U (β ν ∧ τ(ϕ))) for some ν and ν such that ν = ν , it cannot be of the form (i).
Thus, it has to be that pr Ap Act
as it cannot be the case that π 1 | = β ν because π is state/event stutter-free. But then π 1 | = ϕ and π | = X ϕ. This completes the proof.
Although the construction in the above proof is exponential in worst case, the main significance of this result is that using weak SE-LTL comes without loss of expressiveness over SE-LTL if we want to use state/event stutter-invariant properties. Moreover, the construction justifies the choice of wSE-LTL operators, namely the P, X and U a operators, which made the construction possible. Note that if any of these were excluded from the logic, it would be less expressive and the above result would not hold.
Partial Order Reduction
The goal of this section is to show that the partial order reduction method can be applied to LKSs so that the reduced LKS remains state/event stuttering equivalent. At first,
we summarize the basics of the partial order reduction method. While presenting the method we follow the explication from [7] . Consequently, we explain how the method can be applied to SE-LTL.
Definition 6.1 (state transition system).
A state transition system is a triple (S, T, s init )
where S is a set of states, s init is an initial state and T is a set of transitions such that for each α ∈ T , α ⊆ S × S. Further, for each α ∈ T and for each state s ∈ S there is at most one s ∈ S such that (s, s ) ∈ α.
An initial transition path of a state transition system is an infinite sequence α 0 α 1 . . . such that there are states s 0 , s 1 , . . . satisfying s 0 = s init and for all i,
The idea of the ample set method [14, 15] is to construct a reduced state space by choosing a smaller set of successors at each state. Instead of exploring all successors from a given state, denoted as enabled(s), we explore only successors from ample(s) ⊆ enabled(s).
Theorem 6.2. [7] Let M be a state transition system and let V ⊆ T be an arbitrary set of visible transitions. Let M be the reduced system constructed using the ample set partial order algorithm. Then for each initial transition path π from M there is an initial transition path σ in M such that π and σ have the same sequence of visible transitions.
Proof. The theorem follows from the proof of Theorem 12 in [7] . Now we present a transformation of an LKS to a state transition system. From now on, we fix the LKS K = (S, Act, ∆, s init , Ap, L), and two sets, Act ⊆ Act and Ap ⊆ Ap of interesting actions and interesting atomic propositions respectively. We need the notions of invisibility and proper transition partition first.
Definition 6.3 (invisibility).
A transition (q, a, r) ∈ ∆ is called invisible if a ∈ Act and
A transition is called visible if it is not invisible.
Definition 6.4 (proper transition partition
). An indexed set P = {∆ i | i ∈ I} is called a proper transition partition if the following holds:
• P is a partition of ∆, i.e. i∈I ∆ i = ∆ and ∆ i ∩ ∆ j = ∅ for all i = j.
• P preserves actions, i.e. ∀i ∈ I . ∃a ∈ Act : ∆ i ⊆ S × {a} × S.
• P preserves invisibility, i.e. for all i either all transitions from ∆ i are invisible or none is.
• P is deterministic, i.e. for all i and for all s ∈ S, there is at most one s ∈ S such that
We now present a transformation of LKS K = (S, Act, ∆, s init , Ap, L) with a proper transition partition P into a state transition system M = (S, T, s init ). Let T = {α i | i ∈ I}
The set of visible transitions V ⊆ T is defined as V = {α i | transitions in ∆ i are visible}. We denote ∆(α i ) = ∆ i the underlying partition set for α i . Let α = α 0 α 1 . . . be an initial transition path of the state transition system (S, T, s init ).
We assign to α an initial run s 0 , a 0 , s 1 , a 1 , . . .
Clearly, the assigned initial run is a unique initial run of the LKS due to the nature of the proper transition partition. The partial order reduction itself can then be done on the fly during the automatabased verification process. Known methods and implementations can be used for this purpose, see e.g. [3] .
Example 6.7. Consider the LKS from Example 3.2. If we choose Ap to be an arbitrary subset of Ap and Act to be an arbitrary subset of Act such that MakeLog ∈ Act then the state space of the reduced LKS will look as depicted in Figure 6 . In this case ample(s) = enabled(s) for all states except H and ample(H) = {I}.
Conclusion and Future Work
The paper introduces a partial order reduction technique for state/event LTL. The technique is based on a new stuttering equivalence, which is able to reflect both state and transition labels while regarding both with a different principle to closely fit their nature. On the level of states, the stuttering concentrates on changes in assigned atomic propositions along a run, whereas in the case of actions, the interesting events are observed at every single occurrence of an action representing interesting behaviour of the system, which is stated explicitly with respect to the verified property for instance. The After introducing both the equivalence and the corresponding logic fragment, we discuss the partial order reduction technique. We show that the partial order reduction task for the state/event case can be translated into the state-based case via providing existing algorithms with a modified definition of transition invisibility reflecting the discussed specifics. The advantage of such translation is that known algorithms may be used for solving the problem. Moreover, as the efficiency of the partial order reduction method has been experimentally verified on a number of case studies, our approach can be expected to be efficient as well.
Future work. Our ongoing and future aims are connected to the employment of the technique into our framework for formal verification of component-based systems [8] based upon the formalism of Component-Interaction automata [18, 4] . The framework, in connection with the model checking tool DiVinE [1] , recently helped us to perform an extensive verification case study [2] , which uncovered the need of a partial order reduction method for state/event systems not found elsewhere. Currently we work on the implementation and plan to perform a detailed experimental case study using our framework and Component-Interaction automata as an underlying formalism. The technique, however, is general and independent on the application we aim it for.
