Abstract: This paper is concerned with learning of mixture regression models for individuals that are measured repeatedly. The adjective "unsupervised" implies that the number of mixing components is unknown and has to be determined, ideally by data driven tools. For this purpose, a novel penalized method is proposed to simultaneously select the number of mixing components and to estimate the mixture proportions and unknown parameters in the models. The proposed method is capable of handling both continuous and discrete responses by only requiring the first two moment conditions of the model distribution. It is shown to be consistent in both selecting the number of components and estimating the mixture proportions and unknown regression parameters. Further, a modified EM algorithm is developed to seamlessly integrate model selection and estimation. Simulation studies are conducted to evaluate the finite sample performance of the proposed procedure. And it is further illustrated via an analysis of a primary biliary cirrhosis data set.
Introduction
In many medical studies, the marker of disease progression and a variety of characteristics are routinely measured during the patients' follow-up visit to decide on future treatment actions. Consider a motivating Mayo Clinic trial with primary biliary cirrhosis (PBC), wherein a number of serological, clinical and histological parameters were recorded for each of 312 patients from 1974 to 1984. This longitudinal study had a median follow-up time of 6.3 years as some patients missed their appointments due to worsening medical condition of some labs. It is known that PBC is a fatal chronic cholesteric liver disease, which is characterized histopathologically by portal inflammation and immune-mediated destruction of the intrahepatic bile ducts (Pontecorvo, Levinson, and Roth, 1992) . It can be divided into four histologic stages, but with nonuniformly affected liver. The diagnosis of PBC is important for the medical treatment with Ursodiol has been shown to halt disease progression and improve survival without need for liver transplantation (Talwalkar and Lindor, 2003) . Therefore, one goal of the study was the investigation of the serum bilirubin level, an important marker of PBC progression, in relation to the time and to potential clinical and histological covariates. Another issue that should be accounted for is the unobservable heterogeneity between subjects that may not be explained by the covariates. The changes in inflammation and bile ducts occur at different rates and with varying degrees of severity in different patients, so the heterogeneous patients could potentially belong to different latent groups. To address these problems, there is a demand for mixture regression modeling for subjects on the basis of longitudinal measurements.
There are various research works on mixture regression models for longitudinal out- (Genolini and Falissard, 2010) , issues like the selection of the number of clusters (or components) can be addressed in a principled way. However, most of them assume a parametric mixture distribution, which may be too restrictive and invalid in practice when the true data-generating mechanism indicates otherwise.
A key concern for the performance of mixture modeling is the selection of the number of components. A mixture with too many components may overfit the data and result in poor interpretations. Many statistical methods have been proposed in the past few decades by using the information criteria. For example, see Leroux (1992) However, the full likelihood is often difficult to specify in formulating a mixture model for longitudinal data, particularly for correlated discrete data.
Instead of specifying the form of distribution of the observations, a quasi-likelihood method (Wedderburn, 1974) gives consistent estimates of parameters in mixture regression models that only needs the relation between the mean and variance of each obser-vation. Inspired by its nice property, in this paper, we propose a new penalized method based on quasi-likelihood for mixture regression models to deal with the above mentioned problems simultaneously. This would be the first attempt to handle both balanced and unbalanced longitudinal data that only requires the first two moment conditions of the model distribution. By penalizing the logarithm of mixture proportions, our approach can simultaneously select the number of mixing components and estimate the mixture proportions and unknown parameters in the semiparametric mixture regression model. The number of components can be consistently selected. And given the number of components, the estimators of mixture proportions and regression parameters can be root-n consistent and asymptotically normal. By taking account of the within-component dispersion, we further develop a modified EM algorithm to improve the classification accuracy. Simulation results and the application to the motivating PBC data demonstrate the feasibility and effectiveness of the proposed method.
The rest of the paper is organized as follows. In Section 2, we introduce a new penalized method for learning semiparametric mixture regression models with longitudinal data. Section 3 presents the corresponding theoretical properties and Section 4 provides a modified EM algorithm for implementation. In Section 5, we assess the finite sample performance of the proposed method via simulation studies. We apply the proposed method to the PBC data in Section 6, and conclude the paper with Section 7. All technical proofs are provided in Appendix.
2 Learning semiparametric mixture of regressions
Model specification
In a longitudinal study, suppose Y ij is the response variable measured at the jth time point for the ith subject, and X ij is the corresponding p × 1 vector of covariates, i = 1, . . . , n,
T and X i = (X i1 , . . . , X im i ) T . In general, the observations for different subjects are independent, but they may be correlated within 4 the same subject. We assume that the observations of each subject belong to one of K classes (components) and u i ∈ {1, . . . , K} is the corresponding latent class variable.
Assume that u i has a discrete distribution P(u i = k) = π k , where π k , k = 1, . . . , K, are the positive mixture proportions satisfying
where g is a known link function, and β k is a p−dimensional unknown parameter vector.
The corresponding conditional variance of Y ij is given by
where V is a known positive function and φ k is a unknown dispersion parameter. In other words, conditioning on X ij , the response variable Y ij follows a mixture distribution
where
s are the components' distributions. To avoid identifiability issues, we assume that K is the smallest integer such that π k > 0 for k = 1, · · · , K,
Under the working independence correlation, the (log) quasi-likelihood of the Kcomponent marginal mixture regression model is
where function q(µ; y) (McCullagh and Nelder, 1989) satisfies
. It is known that, for a generalized linear model with independent data, the quasi-likelihood estimator of the regression coefficient has the same asymptotic properties as the maximum likelihood estimator. While for longitudinal data, it is equivalent to the GEE estimator (Liang and Zeger, 1986) , which is consistent even when the working correlation structure is misspecified. Therefore, estimation consistency is expected to hold for the K-component marginal mixture regression model (2.1)-(2.2), and this will be validated in Section 3.
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Penalized quasi-likelihood method
For a fixed number of K components, we can maximize the quasi-likelihood function (2.3) by an expectation-maximization (EM) algorithm, which in the E-step computes the posterior probability of the class memberships and in the M-step estimates the mixture proportions and unknown parameters. However, in practice, the number of components is usually unknown and needs to be inferred from the data itself.
For the proposed marginal mixture regression model, the selection of the number of mixing components can be viewed as a model selection problem. Various conventional methods have been proposed based on the likelihood function and some information theoretic criteria. In particular, the Bayesian information criterion (BIC; Schwarz, 1978) is recommended as a useful tool for selecting the number of components (Dasgupta and Raftery, 1998; Fraley and Rafetery, 2002) . Therefore, a natural idea is to propose a BIC-type criterion for selecting the number of mixing components, where the likelihood function is replaced by the quasi-likelihood function (2.3). But our simulation experience shows that it couldn't perform as well as the traditional BIC, since (2.3) is no longer a joint density with integral equals to one.
To avoid calculating the normalizing constant, the penalization technique is preferred.
By (2.3), intuitively, the kth component would be eliminated if π k = 0. But in implementation of (2.3), the quasi-likelihood function for the complete data (u ik , Y i , X i ) involves log π k rather than π k , where u ik denotes the indicator of whether ith subject belongs to the kth component (see (4.1) defined in Section 4 for details). Therefore, it is natural to penalize the logarithm of mixture proportions log π k , k = 1, . . . , K. Moreover, note that the gradient of log π k increases very fast when π k is close to zero, and it would dominate the gradient of nonzero π l > 0. Consequently, the popular L q types of penalties may not able to set insignificant π k to zero. In the spirit of penalization in Huang et al. (2016) ,
we propose the following penalized quasi-likelihood function
where λ is a tuning parameter and ǫ is a very small positive constant. Note that log(ǫ + π k ) − log(ǫ) is an increasing function of π k and is shrunk to zero as the mixing proportion π k goes to zero. Therefore, the proposed method (2.4) can simultaneously determine the number of mixture components and estimate mixture proportions and unknown parameters.
Remark 1. The small constant ǫ is introduced to ensure the continuity of the objective function when some of mixture proportions are shrunk continuously to zero.
Remark 2. The penalty nλ
would over penalize large π k and result in a biased estimator. A more general but slightly more complicated approach is to use n
is a penalty function that gives estimators with sparsity, unbiasedness and continuity as discussed in Fan and Li (2001) .
Asymptotic properties
In this section, we first study the asymptotic property of the maximum quasi-likelihood estimator θ of (2.3) given the number of mixing components. And then, we establish the model selection consistency of the proposed method (2.4) for the general semiparametric marginal mixture regression model (2.1)-(2.2).
For a fixed number of K components, denote the true value of parameter vector by θ 0 . The components of θ 0 are denoted with a subscript, such as π 0k . We assume that the number of subjects n increases to infinity, while the number of observations {m i } is a bounded sequence of positive integers. Let
We assume the following regularity conditions to derive the asymptotic properties.
C1
The function g(·) has two bounded and continuous derivatives.
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C2 The random variables X ij 's are bounded on the compact support A uniformly. For θ ∈ Ω, the density function of X T ij β k is positive and satisfies Lipschitz condition of order 1 on
C3 Ω is compact and θ 0 is an interior point in Ω.
C4 For each θ ∈ Ω, ψ(θ; Y i | X i ) admits third order partial derivatives with respect to θ. And there exist functions
C5 θ 0 is the identifiably unique maximizer of E{Q(θ)}. Theorem 1. Under conditions C1-C6, the maximum quasi-likelihood estimator θ of (2.3) given the number of components is consistent and has the asymptotic normality
Next, we study the model selection consistency of the proposed method (2.4) for the marginal mixture regression model (2.1)-(2.2). We assume that there are K 0 mixture
In the spirit of locally conic parametrization (DacunhaCastelle and Gassiat, 1997), define π l = λ l η, l = 1, . . . , K − K 0 and π l = π 0k + ρ k η,
Then, the function (3.1) can be rewritten as
such a parametrization is locally conic and identifiable. And then, the penalized quasilikelihood function (2.4) can be rewritten as
To establish the model selection consistency of the proposed method, we need the following additional conditions:
C7 There exists a positive constant ε such that g(X 
a is a constant, there exists a local maximizer (η, γ) of (3.2) such that η = O p (n −1/2 ), and for such local maximizer, we have K
Theorem 2 indicates that by choosing an appropriate tuning parameter λ and a small constant ǫ, the proposed method (2.4) can select the number of mixing components consistently.
Implementation and tuning parameter selection
In this section, we propose an algorithm to implement the proposed method (2.4) and a procedure to select the tuning parameter λ.
Modified EM Algorithm
Since the membership of each subject is unknown, it is natural to use EM algorithm to implement (2.4). But note that the criterion (2.4) is a function unrelated to different dispersion parameters φ k , k = 1, . . . , K, therefore, the naive EM algorithm may decrease the classification accuracy for the observations by ignoring the within-component dispersion. Therefore, we here propose a modified EM algorithm in consideration of different component dispersion.
Let u ik denote the indicator of whether the ith subject is in the kth class. That is, u ik = 1 if the ith subject belongs to the kth component, and u ik = 0 otherwise. If the missing data {u ik , i = 1, . . . , n, k = 1, . . . , K} were observed, the penalized quasilikelihood function for the complete data is given by
T as the vector of all parameters in the K-component marginal
In the E-step, given the
we impute values for the unobserved u ik by
dt. Plugging them into (4.1), we obtain the function
In the M-step, the goal is to update π (t) and β (t) by maximizing (4.2) with the constraint K k=1 π k = 1 and update φ (t) by the residual moment method. Specifically, to update π (t) ,
we solve the following equations
where ξ is the Lagrange multiplier. Then, when ǫ is very close to zero, it gives
k can be updated by solving the following equations
where g ′ (·) is the first derivative of g, k = 1, . . . , K. And using the residual moment method, we update φ (t) as follows
Remark 3. In the initial step, we pre-specify a large number of components, and once a mixing proportion is shrunk to zero by (4.3), the corresponding parameters in this component are set to zero and fewer components are kept for the remaining EM iterations. Here we use the same notation K for the whole process. In practice, during the iterations, K becomes smaller and smaller until the algorithm converges.
Remark 4. Although in theory we require ǫ = o(n −1/2 / log n), we can update π using (4.3) without choosing ǫ in practice.
Turning Parameter Selection and Classification Rule
In terms of selecting the tuning parameter λ, we follow the suggestion in Wang, Li, and
Tsai (2007) and use a BIC-type criterion:
where K and β are estimators of K 0 and β 0 by maximizing (2.4) for a given λ.
Let K, π, β, and φ be the final estimators of the number of components, the mixture proportions and unknown parameters, respectively. Then, in the sense of clustering, a subject can be assigned to the class whose empirical posterior is the largest. For example, a subject (Y * , X * ) with m times observations is assigned to the class
Consequently, a nature predictor of Y * is given by g(X T β k * ).
Remark 5. One may claim that β would loss some efficiency if the within-subject correlation is strong. It would be better to incorporate correlation information to gain estimation efficiency. However, a correlation analysis would lead to additional computational cost and increase the chance of the convergence problem for the proposed modified EM algorithm. In practice, we suggest to estimate β once again given the component information derived from (2.4). Specifically, we first fit the mixture regression model (2.1)-(2.2) and cluster samples into K classes by (4.5); then, in each class, the marginal generalized linear model is estimated by applying GEE with a working correlation structure. It is expected that this two-step technique may improve the estimation efficiency if the correlation of the longitudinal data is strong and the working structure is correctly specified.
Simulation studies
In this section, we conduct a set of Monte Carlo simulation studies to assess the finite sample performance of the proposed method. The maximum initial number of clusters is set to be ten, the initial value for the modified EM algorithm is estimated by K-means clustering and the tuning parameter λ is selected by the proposed BIC criterion (4.4).
To test the classification accuracy and estimation accuracy, we conduct 1000 replications and compare the method (2.4) with the two-step method mentioned in Remark 5 and the QIFC method proposed by Wang and Qu (2014) . QIFC is a supervised classification technique for longitudinal data. To permit comparison, we assume that the true number of components, the true class label and the true within-subject correlation are known for the QIFC method. We denote the proposed method and the two-step method as PQL and PQL2 in the following, respectively. Example 1. Motivated by the real data application, we simulate PBC data from a twocomponent normal mixture as follows. We set n = 300, K = 2, m i = 6, and π 1 = π 2 = 0.5.
For kth component, the mean structure of each response is set as
and the marginal variance is assumed as σ Table 2 . Covariates X i1 are generated independently from Bernoulli distribution B(1, 0.5) with 0 for placebo and 1 for D-penicillamine. Covariates X i2 , representing the age of ith patient at entry in years, are generated independently from uniform distribution U(30, 80). Covariates X i3 are randomly sampled from Bernoulli distribution B(1, 0.5) with 0 for male and 1 for female. For each subject, m i = 6 visit times Z ij 's are generated, with the first time being equal to 0 and the remaining five visit times being generated from uniform distributions on intervals When the number of components is correctly identified, Table 1(a) reports the median and the 95% confidence interval of the misclassification error rate from the model-based clustering. We can see that the proposed methods perform better than QIFC with relatively smaller misclassification error rate. Since QIFC is proved asymptotically optimal in terms of misclassification error rate (see Theorem 1 in Wang and Qu, 2014), the observations in Table 1 (a) imply the optimality of the proposed methods in terms of misclassification error rate numerically. Further, in terms of parameter estimation, we summarize the estimation of mixture proportions and regression parameters in Table 2 . The means of the PQL estimators seem to provide consistent estimates of the regression parameters.
It is not surprising that, for regression parameters, the PQL approach performs not as well as the QIFC method with larger bias (in absolute value) and MSE, since QIFC estimators are oracle by assuming the known class memberships and the true within-subject correlation structure. It implies that ignoring the working correlation would affect the efficiency of parameter estimation. However, we can improve the estimating efficiency if the correct correlation information is incorporated. This is reflected in the PQL2 estimators that have much smaller biases (in absolute value) and MSEs compared with the PQL estimators. Indeed, the PQL2 method performs similarly to the QIFC approach.
In addition, combining Table 1(a) and Table 2 , we can observe that the two-step technique is able to improve the estimation efficiency for the mean regression parameters without reducing the classification accuracy, which validate our guess in Remark 5 numerically. In general, when the within-subject correlation is strong, it is recommended to use PQL2 to provide more predictive power by utilizing the within-subject correlation information. provide more predictive power, especially for large within-subject correlation. With respect to bias and MSE in the estimation of parameters, Table 5 in Appendix B indicates Conditional on the class label u i , the response vector Y i is generated from five multivariate 18 normal distributions:
where the within-subject correlation structures are set as R
i = R iIN D , and the true values of the regression parameters (β k0 , β k )'s and the variance parameters σ 2 k 's are given in Table 6 . The number of repeated measurements m i and the covariates are generated as in Example Figure 4 depicts the evolution of the penalized quasi-likelihood function (2.4) in one run. Though PQL uses a single correlation structure (IND), it is able to identify the correct number of components with high probability, and the corresponding modified EM algorithm converges numerically. Further, the classification results summarized in Table 1 (c) shows that PQL gives more accurate prediction of the class's membership compared with QIFC, which is oracle by assuming the known class memberships and the true different withinsubject correlation structures. Table 6 in Appendix B indicates, across different finite mixture correlation models, PQL estimators are still consistent. It may loss some efficiency, but can be improved by PQL2.
Application to primary biliary cirrhosis data
In this section, we apply the proposed method to study a doubled-blinded randomized We first standardize data so that there is no intercept term in model (6.1). Then, we apply the proposed method to simultaneously select the number of components and to estimate the mixture proportions and unknown parameters. As in the simulation studies, the maximum initial number of clusters is set to be ten and the initial value for the modified EM algorithm is estimated by K-means clustering. To check the stability of the proposed method, we run our method 100 replications. To be specific, the variable "status" is a triple variable with 0 for censored, 1 for liver transplanted and 2 for dead. It describes the status of a patient at the endpoint of the cohort study. For each run, we randomly draw 80% of patients for each of these three status without replacement. Figure 1 (f) shows that our proposed method selects two groups with high probability.
The resulting estimators of parameters and mixture proportions along with the standard deviations are shown in Table 3 . One scientific question of this cohort study is that whether the drug D-pencillamine has effective impact on slowing the rate of increase in serum bilirubin level. According to the estimates and standard deviations with respect to covariate "Trt" in Table 3 , it implies that there is little benefit of D-pencillamine to lowering the rate of increase in serum bilirubin level even harmful effect, which is in accordance with findings in other literatures (eg Hoofnagle, David, Schafer, Peters, Avigan, Pappas,
Hanson, Minuk, Dusheiko, and Campbell, 1986; Pontecorvo, Levinson, and Roth, 1992).
Another goal of this study is to identify groups of patients with similar characteristics by using the values of the marker serum bilirubin and to see how the bilirubin levels evolve over time. Figure 6 in Appendix B depicts the fitted mean profiles in identified two groups, showing the increasing trend of bilirubin levels in both groups. According to the estimates and standard deviations of parameters in Table 3 , it implies that the covariate "Time" is significant and bilirubin level increases over time in both treatment and control arms. Moreover, note that β 14 = 0.068 < β 24 = 0.313, which implies that the bilirubin level increases more slowly over time in Group 0. Therefore, from the clinical point of view, Group 0 should correspond to patients with a better prognosis compared to Group 1. To confirm this conclusion, Kaplan-Meier estimates of the survival probabilities are calculated based on data from patients classified in each group. We can see that, from respectively. The p-value of the log rank test is near 0, which implies that the survival distributions corresponding to identified groups are quite different. Further, according to the variable "status", the group levels for 312 patients are predefined. At the endpoint of the cohort study, 140 of the patients had died, Group 1, while 172 were known to be alive, Group 0. Therefore, it is of interest to compare the classification results using the fitted semiparametric two-component mixture models shown in Table 4 . For comparison purposes, the fitting results and classification results of the QIFC method are presented in Tables 3 and 4 , respectively. It can be observed that the proposed method provides 23 more accurate classification performance than the QIFC. 
Conclusion
In this paper, we have proposed a penalized method for learning mixture regression models from longitudinal data which is able to select the number of components in an unsuper- Numerical studies show it works well, while the theoretical consistency deserves a further study.
Another issue is the consideration of the within-subject correlation. The proposed penalized approach is introduced under the working independence correlation. Simulation results have implied that it may lose some estimation efficiency, especially when the within-subject correlation is large. Therefore, we suggest a two-step technique to refine the estimates. Simulations show that the efficiency improvement is significant if the correlation information is incorporated and the working structure is correctly specified.
It would be worthwhile to systematically study the unsupervised learning of mixtures by incorporating correlations.
Finally, in the presence of missing data at some time points, our implicit assumption is missing completely at random, under which the quasi-likelihood method yield consistent estimates (Liang and Zeger, 1986) . Such an assumption is applicable to our motivating example, as patients missed their measurements due to administrative reasons. However, when the missing values are informative, the proposed method has to be modified so as to incorporate missing mechanisms. This is beyond the current scope of the work and would warrant further investigations.
Then, θ 0 is identifiability unique. Therefore, in the spirit of Theorem 17 in Ferguson (1996) and Theorem 2.1 in Bollerslev and Wooldridge (1992), θ is weak consistent under
An application of Taylor expansion yields that
where 1 is a pK + (K − 1) dimensional all-ones vector. It can be shown that B n P −→ −B.
Then, by (7.1) and quadratic approximation lemma, we have θ For a data pair (Y, X) with m times observations, define
Let D be the subset of functions of form
where D 
Proof of Theorem 2
In the spirit of proof of Theorem 3.2 in Huang et al. (2016), we divide our proof into two parts. First, we show that there exists a maximizer (η, γ)
It is sufficient to show that, for a large constant C, Q P (η, γ) < Q P (0, γ)
when η = C/ √ n. Let η = C/ √ n, and note that
For S 1 , an application of Taylor expansion yields
for η = C/ √ n, where |t i | ≤ 1. By Taylor expansion again for Ψ(η, γ; Y | X) at η = 0,
Then, by conditions C1-C5, we have
By Lemma 7.1 for the class D, we know that
converges uniformly in distribution to a Gaussian process and
= O p (n) by the law of large numbers. Therefore,
For S 2 , we know that
the restriction condition on ρ k , k = 1, . . . , K 0 . Thus, by Taylor expansion, we have
Therefore, when C is large enough, the second term in S 1 dominates S 2 and other terms in S 1 . Consequently, we have Q P (η, γ) − Q P (0, γ) < 0 with probability tending to one. Hence, there exists a maximizer (η, γ) such that η = O p (n −1/2 ) with probability tending to one.
Then, we show that
. We first show that, for any maximizer Q P (η * , γ * ) with
another maximizer of Q P (η, γ) in the area of |η| ≤ Cn −1/2 . It is equivalent to show that Q P (η * , γ * ) < Q P (0, γ * ) holds with probability tending to one for any such kind maximizer
As shown before, we have S 1 + S 2 = O p (C 2 ). For S 3 , because ǫ = o(n −1/2 / log n) and π k < n −1/2 / log n, we have
which implies that S 3 dominates S 1 and S 2 , and hence Q P (η * , γ * ) < Q P (0, γ * ). So, in the following step, we only need to consider the maximizer Q P ( η, γ) with | η| ≤ Cn −1/2 and
, where ξ is a Lagrange multiplier. Then, it is sufficient to show that, for the maximizer (η, γ),
with probability tending to one. For k = 1, . . . , K, note that π k satisfies
. By the law of large numbers, the first term of (7.3) is of order O p (n). If k > K − K 0 and η = O p (n −1/2 ), we have that
Hence, the second term of (7.3) is of order
with probability tending to one. Hence, the second term in (7.3) dominates the first and third terms when k ≤ K − K 0 and π k < n −1/2 / log n, which implies that (7.2) holds or equivalently, π k = 0, k = 1, . . . , K − K 0 with probability tending to one. This completes the proof of Theorem 2. 
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