A tree with n vertices has at most 95 n/13 minimal dominating sets. The growth constant λ = 13 √ 95 ≈ 1.4194908 is best possible. It is obtained in a semi-automatic way as a kind of "dominant eigenvalue" of a bilinear operation on sixtuples that is derived from the dynamic-programming recursion for computing the number of minimal dominating sets of a tree. We also derive an output-sensitive algorithm for listing all minimal dominating sets with linear set-up time and linear delay between successive solutions.
Introduction
Problem Statement. A vertex a in an undirected graph G = (V, E) dominates a vertex b if b = a or b is adjacent to a. A dominating set in a graph G = (V, E) is a subset D ⊆ V such that every vertex is dominated by some element of D. In other words, every vertex a ∈ V − D must have a neighbor in D. D is a minimal dominating set if no proper subset of D is a dominating set. A more concrete characterization of minimal dominating sets is a follows. A dominating set D is a minimal dominating set iff every vertex a ∈ D has a private neighbor : a vertex b that dominated by a but by no other vertex in D. (The private "neighbor" can be the vertex a itself.)
Results. Let M n denote the maximum number of minimal dominating sets that a tree with n vertices can have. We provide the correct and tight value of the growth constant λ of M n . Theorem 1.1. Let λ = 13 √ 95 ≈ 1.4194908.
1.
A tree with n vertices has at most 2λ n−2 < 0.992579 · λ n minimal dominating sets.
2. For every n, there is a tree with at least 0.649748·λ n minimal dominating sets.
3. For every n of the form n = 13k + 1, there is a tree with at least 95 k > 0.704477 · λ n minimal dominating sets. * Institut für Informatik, Freie Universität Berlin, Takustraße 9, 14195 Berlin, Germany, rote@inf.fu-berlin.de Theorem 1.2. The minimal dominating sets of a tree with n vertices can be enumerated with O(n) setup time and with O(n) delay between successive solutions.
Previous Results. Marcin Krzywkowski [4] gave an algorithm for listing all minimal dominating sets of a tree of order n in time O (1.4656 n ), thus proving that every tree has at most 1.4656 n minimal dominating sets. Golovach, Heggernes, Kanté, Kratsch and Villanger [3] recently improved this upper bound to 3 n/3 ≈ 1.4422 n . The best lower bound on the growth constant λ that has been known so far is 27 √ 12161 ≈ 1.416756, due to Krzywkowski [4] . Krzywkowski constructed a tree with 27 vertices and 12161 minimal dominating sets. Since the sequence M n is supermultiplicative (Observation 1.2 below), this establishes the lower bound on λ. Note that by Part 1 of Theorem 1.1, there is no tree with n vertices and λ n minimal dominating sets. As a consequence, the method of looking for a particular tree with many minimal dominating sets and using supermultiplicativity is bound to fail for finding the true lower bound. By contrast, our lower bound lim n √ M n ≥ λ will be established by an infinite family of trees (Section 3).
The question can of course be asked for other graph classes than trees, and there is an extensive literature, see [2] for an overview. On general graphs, the best upper bound is 1.7159 n , and no graph with n vertices and more than 1.5705 n minimal dominating sets is known.
Techniques. While we settle the question of the growth constant for trees, we believe that the techniques that lead to the result are more interesting than the result itself.
We start with a standard dynamic-programming algorithm for counting the number of minimal dominating sets of a particular tree (Section 4). The algorithm will operate on sixtuples of numbers, because there are six classes of partial solutions that must be distinguished.
We will then abstract the calculation from a particular tree, and deduce an algorithm for finding all sixtuples that can arise for a particular number n of vertices. From this, it is easy to calculate M n .
Finally, we will try to enclose the set of sixtuples in a (six-dimensional) geometric body. If we succeed to find an appropriate shape with certain properties, which depend on some putative value of λ, we have established λ as an upper bound of the growth constant (Proposition 5.1 in Section 5.4). This leads to a semiautomatic computer-assisted method for searching for the correct growth constant (Section 5.5).
As a side result, our dynamic-programming setup can be adapted to an efficient output-sensitive enumeration algorithm for listing all minimal dominating sets of a tree (Theorem 1.2), see Appendix D.
Preliminaries
We will make a simple observation and mention the wellknown fact that the numbers M n are supermultiplicative. Observation 1. 1. If x is leaf and y its neighbor, then every minimal dominating set D contains exactly one of x and y. Moreover, x can always be chosen as the private neighbor of this vertex.
2. The function M n is supermultiplicative:
Statement 1 is easy to see, and the proof of Statement 2 is given in Appendix A. 
The Lower Bound Example
The lower bound on the constant λ is proved by the star of snowflakes (Figure 1 ), a family of examples with 13k + 2 vertices and at least 95 k minimal dominating sets, for k ≥ 1. Analyzing this example will help the reader to get a feeling for minimal dominating sets. A single snowflake has 13 vertices and consists of 6 paths of two edges each attached to a central vertex. We take the union of k snowflakes and a separate root vertex a, and we connect a to a leaf of each snowflake. In addition, a gets another leaf b as a neighbor, for a total of 13k+2 vertices. Let us count the minimal dominating sets containing a. We will first check that 95 possibilities can be independently chosen in each snowflake: We partition each snowflake into five groups of size 2 and one group of size 3, as shown in the snowflake at the top left of Figure 1 . It is now straightforward to check that a minimal dominating set must contain exactly one vertex from each group. (For the five groups of size 2, this follows directly from Observation 1.1.) Out of these 3 · 2 5 = 96 possibilities, one possibility is forbidden, namely the choice of all six outermost vertices (shown in the bottom snowflake of the figure), because this would leave the central vertex undominated. 
) on the asymptotic growth for these trees. The last two terms of the formula are for the cases where a ∈ D chooses itself as a private neighbor or a does not belong to D.
This family of trees gives asymptotically the largest number of minimal dominating sets that we know. It approaches the bound λ n with a multiplicative error that goes to 1/λ ≈ 0.704 as k → ∞, and this proves part 3 of Theorem 1.1. We call these trees our record trees and denote them by RT 13k+1 .
We remark that the 95 k minimal dominating sets containing the vertex a in the original star of snowflakes are in fact minimum dominating sets: dominating sets of the smallest size. Since they are a subset of minimal dominating sets, the asymptotic growth constant λ is valid also for minimum dominating sets in trees.
Good

Self
Lacking dominated private f ree ? r It is not difficult to compute the number of minimal dominating sets of a tree by dynamic programming, and there are different ways to organize the computation. For inductively building up a tree from smaller trees, it is convenient to mark an arbitrary vertex as the root of the tree. We combine trees with the following composition operation: We take two rooted trees A and B and add an edge between the roots. The root of A is kept as the root of the result. The basic building block for the construction is the singleton tree. There are many ways in which a given tree T can be built up through a sequence of compositions. After selecting an arbitrary root vertex r for T , one picks an edge rs incident to r and removes it. This results in two trees, with roots r and s, from which the tree is composed. The two rooted trees are further decomposed recursively. In the following, we will specify a subtree by its vertex set A ⊆ V . We count minimal dominating sets inductively, following the composition. In this process, we have to count partial solutions, i.e., subsets D ⊆ A that have the potential to become a minimal dominating set when more components are connected to the root r.
The subtree A is connected to the rest of the tree by edges incident to r; therefore, the conditions that are required for a minimal dominating set can be relaxed for r. Every vertex a = r, however, must be dominated by a vertex in A, and if it belongs to D, then it must have a private neighbor in A.
Combining partial solutions.
By sitting down and thinking how to compose partial solutions, one will discover that six types of partial solutions must be distinguished, see Figure 2 : When the root belongs to D, there are three categories, which we denote with capital letters:
• Good. The root r has a private neighbor among its neighbors.
• Self. The only private neighbor of the root r is r itself.
• Lacking. The root r does not (yet) have a private neighbor. The private neighbor needs to be found among the trees that will still be attached to r.
When the root is not part of D, there are three more categories, indicated by small letters:
• dominated. The root r is dominated by some neighbor in D, and each vertex in D has a private neighbor different from r.
• private. There is vertex in D whose only private neighbor is the root.
• f ree. The root has no neighbor in D. A neighbor that will dominate r needs to be found in the components that will still be attached to r. Table 1 shows the resulting category of a composite tree depending on the category of the components. Let us give an example: When composing a partial solution of type L for a tree A with root r and a partial solution of type f for a tree B, the root s of B can be used as the private neighbor for r, and at the same time, s has found a dominating vertex, namely r. The result will be of type G. Some compositions are not valid: For example, when B is of type p, the root s of B is the only private neighbor of some vertex below it. When this is combined with a tree A of type G, S, or L, s can no longer function as a private neighbor, because it is adjacent to the root of A, which belongs to D. The other entries of the table can be worked out similarly.
Characteristic vectors.
For a rooted tree, we record the number of partial solutions of each type in a 6-vector v = (G, S, L, d, p, f ). Table 1 can be directly translated into the formula for the vector obtained by combining two subtrees T 1 and T 2 (written as column vectors):
The final categories are those partial solutions that can stand alone as a minimal dominating set: G, S, d, and p. Therefore, the total number M (T ) of minimal dominating sets of a tree T with vector (G, S, L, d, p, f ) is calculated by the linear function
A single-vertex tree has category S when the vertex belongs to D, and category f if D = ∅. Thus, a singlevertex tree has the vector (4.3)
This provides the starting condition for the recursion.
We have now all ingredients for a straightforward counting algorithm for the minimal dominating sets of a tree: choose a root, recursively decompose the tree into smaller parts, compute the vectors for all parts in a bottom-up way, and apply the operationM from (4.2) to the result vector.
Upper Bounds
We will now use the counting algorithm of Section 4 to analyze the possible numbers of minimal dominating sets among the trees with n vertices:
The following iteration computes the set V n of all possible vectors of rooted trees of n vertices.
The operation • in (5.5) is the elementwise composition using * applied to sets of vectors:
The largest number M n of minimal dominating sets among the trees with n vertices is then directly obtained by the formula Table 2 below tabulates the results of this computation, and Figure 3 represents it graphically. Table 2 reports the sizes of the sets V n . These sets get very large, and it is advantageous to remove vectors that cannot contribute to trees with the maximum number of minimal dominating sets.
Majorization. The last column in
If the relation
holds elementwise for two vectors in V i , we can obviously omit (G 2 , S 2 , L 2 , d 2 , p 2 , f 2 ) from V i without losing the chance to find the largest number of minimal dominating sets. This is true because the operation * is monotone in both arguments. We say that
(Normally, we would call this relation dominance, but since we are using dominating sets already with a graph-theoretic meaning, we have chosen this alternative term.) A more widely applicable majorization rule is obtained by observing that there is a partial order of preference between the categories:
This means, for example, that replacing a partial solution D of category S by a partial solution of category G in a subtree A cannot reduce the number of minimal dominating sets that can be built by extending D to the whole tree T . A formal proof of this claim is based on the fact that the * -operation is monotone in both arguments with respect to the partial order (5.7). It can be checked in Table 1 that, for example, G * B is at least as good as S * B according to the partial order, or that A * d is always at least as good as A * p. In this comparison, any result category is of course preferable to the case "−" when no valid solution is built. Also, changing a category to a more preferred category will never change a final category (which is counted as a solution) to a non-final one.
As a consequence, if, for instance, we subtract 1 from S and add 1 to G, the new vector
, although the elementwise comparison fails. An easy way to accommodate these stronger majorization rules it to transform the vectors
before comparing them elementwise. We denote this wider majorization criterion by the symbol , and define
where the comparison on the right-hand-side is just the elementwise comparison between 6-tuples.
We summarize our considerations in the following lemma
If v
v holds for two vectors v, v ∈ V i , we may remove v from V i without changing the sizes M n of the largest minimal dominating sets found in the recursion (5.4-5.5) and (5.6).
Proof. The first two items are a straightforward calculation.
To see the third claim, we introduce the majorized hull of a set P ⊆ R 6 ≥0 , denoted by hull(P ): It is the set of all nonnegative 6-vectors that are majorized by some vector in P according to the relation :
≥0 | x y for some y ∈ P } Algebraically, the justification for the reduction to the majorized hull comes from the following equations.
Equation (5.8) comes directly from part 1 of the lemma, and (5.9) follows from the transitivity of .
Reading the equations (5.8-5.9) from left to right, they say: If we are interested only in the hull of a "product" P • Q or a union P ∪ Q, we might as well take the hull of the parts P and Q before performing the operation. Since the set V n in the iteration (5.5) is built up from smaller sets V i by • and ∪ operations, this justifies the application of the hull operation at every level, proving part 3 of the lemma.
The convex hull.
We can further reduce the size of the point sets by taking the convex hull, conv(P ). We combine the convex hull and the majorized hull in one operation hull + (P ) = conv(hull(P )) = hull(conv(P )), which we call the majorized convex hull. We have the same properties as for the majorized hull:
Proof. To prove (5.10), we first prove
using the fact that the function * :
≥0 is bilinear. An element formed from two convex combinations on the right-hand side is of the form
, and is hence an element of conv(P • Q). From (5.14), the inclusion conv(P • Q) ⊇ conv(conv(P ) • conv(Q)) follows by a standard convexity argument, and the reverse conclusion is an easy consequence of the inclusion P ⊆ conv(P ). Equation (5.11) is standard, and (5.12) and (5.13) follow from combining the equations (5.10-5.11) for the convex hull with the equations (5.8-5.9) for the majorized hull.
We are interested in the maximum totalM , which is a linear function, and hence the convex hull is sufficient. Equation (5.10) tells us that to compute conv(P • Q), it is sufficient to compute v * w for the vertices of P and Q and take the convex hull. The maximum number M n of minimal dominating sets of a tree with n vertices, for n ≤ 50. # hull(V n ) denotes the number of generating vertices of hull(V n ) (the non-majorized vertices of V n ), and # hull + (V n ) is the number of extreme non-majorized vertices in hull + (V n ). The n-th root of the maximum number M n of minimal dominating sets of trees with n vertices. Even and odd values of n (red and black dots) behave differently.
The upper bound for trees of a given size.
We have carried out the iteration (5.5) for calculating M n , both with the majorized hull, hull(V n ), and the majorized convex hull, hull
The results are presented in Table 2 and Figure 3 . Figure 3 shows clearly that the trees with even and odd n behave differently. For a while, n √ M n for the even trees remains constant at √ 2, which comes from repeating the tree with two vertices, while the odd trees rise from a low start. They overtake the even trees for n = 19 and reach a local maximum at n = 27. The corresponding value 27 √ 12161 ≈ 1.416756 was the best lower bound on λ known so far, due to Krzywkowski [4] . The optimal tree with 27 vertices, which has 12161 minimal dominating sets, consists of two snowflakes and an additional vertex that is attached to the centers of the two snowflakes. We suspect that Krzywkowski must have run a program like ours to come up with this tree. In Figure 3 it is also apparent that the values are well below the true bound λ. There is no way how one could have guessed the limiting behavior by looking at these numbers. Appendix B gives more details about the implementation of the program and the program runs.
We can now describe how Part 2 of Theorem 1.1 is proved. For n ≥ 38, we construct a tree with at least 0.649748 · λ n minimal dominating sets with the help of the supermultiplicativity property of Observation 1.2 as follows. If n ≥ 37 and n is congruent to 1, 2, ..., 13 modulo 13, we combine the optimum tree of size 0, 14, 2, 16, 4, 18, 6, 20, 8, 35, 10, 37, 12 from Table 2 with a record tree RT 13k+1 from the end of Section 3 of appropriate size. (The factor 0.649748 in the claim is restricted by the tree of size 37 in this list.) For n < 37, the trees in Table 2 do the job.
Characterization of the growth rate.
Since the sequence M n is supermultiplicative (Observation 1.2) and bounded by an exponential function M n ≤ 2 n , it follows from Fekete's lemma that the limit (5.15) λ * := lim n→∞ n M n exists and that
In contrast to the previous parts, we now denote the growth rate by λ * , and we will use λ for a generic "test value", not necessarily the correct growth rate. The following statement provides a characterization of λ * .
Proposition 5.1. The growth constant λ * equals the smallest the value λ for which there exists a bounded convex set P with P = hull + P such that Proof. First we show that the statement does not change if we omit the condition that P is convex and that P = hull + (P ): If this condition is not fulfilled by some set P , we can simply replace P with hull + (P ).
This will of course not affect (5.17), and by (5.12), taking the majorized convex hull of P does not invalidate the condition P • P ⊆ P . Now, we observe that the smallest set P fulfilling the required properties (5.17) and (5.18) is (5.19)
Let us see why this is true. By assumption (5.17), V 1 /λ = {(0, 1, 0, 0, 0, 1)/λ} must be contained in P 0 .
Let us now consider a vector v ∈ V n . It must be the result w * w for some vectors w ∈ V i and w ∈ V j with i + j = n. If we assume by induction that w/λ i and w /λ j are in P 0 , we conclude from (5.18) that w/λ i * w /λ j = v/λ n is also in P 0 . We will prove the proposition through a sequence of equivalent statements:
bounded P exists for λ (5.20)
The equivalence between the first and the last statement is the claim of the proposition. The equivalence between (5.20) and (5.21) has already been shown above. In (5.22), we have decided to use the l 1 norm for expressing boundedness: V n 1 := max{ v 1 | v ∈ V n }. The equivalence follows from the definition (5.19) of P 0 . When proceeding to (5.23), we are replacing the l 1 -norm v 1 by the functionM (v), which sums only 4 of the 6 entries of v. To show that this does not cause a change regarding boundedness, it is sufficient to prove the following relation:
The left inequality is trivial, because
The converse inequality is not true, because the categories L and p are not counted for M . However, by appending a path of length 3 to the root, we ensure that every partial solution, no matter of which category, can be completed to a valid minimal dominating set in the larger tree. Algebraically, this can be checked by the following calculation:
This means that, for every tree with n nodes and vector v, there is a tree with n + 3 nodes and vector v such that M (v ) ≥ v 1 . This establishes the right inequality of (5.26). The equivalence between (5.23) and (5.24) is obvious except in the borderline case when the limit lim n→∞ n M n /λ n equals 1, so let us postpone this case for the moment. The remaining steps till (5.25) are straightforward in view of the known value of the limit (5.15).
Let us return to the borderline case λ = λ * . In this case, (5.16) tells us that M n /λ n ≤ 1 for all n, and thus the equivalence between (5.23) and (5.24-5.25) holds also in this case.
5.5 Automatic determination of the growth factor. The property of P that is required in Proposition 5.1 is monotone in the sense that if it can be fulfilled for some λ, the same set P will also work for all larger values of λ. This holds because since P contains its majorized hull, and therefore property (5.17) remains fulfilled. This opens the way for a semi-automatic experimental way to search for the correct growth factor λ * .
1. Choose a trial value λ, and set Q := {(0, 1, 0, 0, 0, 1)/λ}.
2. Form the set Q 2 := Q • Q of all pairwise products of Q.
Compute
4. Let Q be the set of non-majorized vertices of P .
Repeat from
Step 2 until the process converges or diverges.
6. If divergence occurs, λ was chosen too small, and a larger value must be tried. In case of convergence, try a smaller value.
In practice, divergence in Step 5 manifests itself in an exponential growth of the vector entries and is easy to detect once it sets in. The trees corresponding to the vectors which are "responsible" for the divergence have more than λ n minimal dominating sets. By looking at such trees, we got the idea for the lower-bound construction in Section 3. We were lucky that this construction gave the correct value of λ, as it turned out in the end.
With this value of λ, we eventually determined a set P which does the job of proving the upper bound by Proposition 5.1. It is the set P = hull + ({v 1 , . . . , v 55 }) with the vectors given in Table 3 , The seed vector v 2 = (0, 1, 0, 0, 0, 1)/λ is in P by construction, and thus The vector v 1 = (0.9, 0, 0, 0, 0, 0) has been specially chosen in the following way. We know that the vector v ∞ := (1, 0, 0, 0, 0, 0)/λ ≈ (0.7044, 0, 0, 0, 0, 0) must belong to P at least as a limit point: This holds because the record trees RT 13k+1 from the end of Section 3 yield the points 95
if the vertex a is chosen as the tree root, and these points converge to v ∞ . By choosing a larger rescaling v 1 of this vector, we move away from the accumulation point v ∞ of infinitely many vectors, hoping to swallow them (and possibly more points) into the convex hull, thus obtaining a smaller point set. The value 0.9 for the vector v 1 was chosen by experiment as being close to the largest value that led to convergence.
For proving that P • P ⊆ P , we could adapt the programs of Section 5.3, but the process of computation was not so straightforward and "automatic" as we had hoped. By construction, the vectors defining P are irrational. As discussed in Appendix C, it is unavoidable to treat certain operations with these vectors as exact operations.
When constructing the set of vectors, we would have liked to use exact computation, but software that would perform exact linear programming with algebraic inputs is not readily available. Thus we used standard floatingpoint linear-programming computations to prune points of Q • Q in the interior of the convex hull, but as mentioned in Appendix B, this is not reliable.
To turn this computation into a proof, we extracted from the linear-programming solutions the coefficients which certified that a point is majorized by a convex combination of other points. We rounded these coefficients to multiples of 0.0001 while ensuring that their sum remains 1, and wrote them to a file. For illustration, the certifying coefficients for a selection of the products v 9 * v j , j = 1, . . . , 55 are reported in Appendix E.
We then used a separate program to show that v i * v j ∈ P for all pairs of vertices v i , v j . The cases when the result is equal to another vertex of P are treated separately. The complete list of these cases is in the left column of Table 3 . These cases can be checked with integer arithmetic, taking out common factors of λ. The only exception is the equation v 1 * v 32 = v 1 , but this can also be checked by a simple integer calculation since λ −13 = 1/95, and the fractional factor 0.9 is common on both sides and is therefore irrelevant.
The remaining conditions were checked by floatingpoint calculations, using the stored coefficients from the file. The smallest gap occurred when showing that v 51 * v 41 v 21 . This elementwise comparison holds by a margin of 4.7 × 10 −6 , which is far bigger than the accuracy of floating-point computations. The checking calculations involve only additions and multiplications of positive numbers. The largest power of λ −1 that occurs is 54, for computing v 55 * v 55 , and there are just a couple of dozen more arithmetic steps before the final comparison is made for each pair i, j. Thus, errors do not accumulate over long sequences of calculations, and even single-precision floating-point calculations are safe to use for checking this part of the proof. The checking program is about 130 lines of Python code, including also the exact equality tests.
By evaluatingM for the vertices of P , one finds that the maximum, 2/λ 2 ≈ 0.99257841 is achieved by v 3 , corresponding to the tree with two vertices. This implies M n ≤ 0.992579λ n , thus proving part 1 of Theorem 1.1.
6 Outlook and Open Questions 6.1 The Growth of a Bilinear Operation. Once we know the bilinear operation * , the starting vector v 0 , and the terminal functionM from (4.2), we can forget the background of the original minimal dominating sets problem and consider the problem purely algebraically: What is the largest value that can be built by combining n copies of v 0 with n − 1 applications of the (nonassociative) operation " * "? For example, we could build the expression
with n = 9 elements. It might be interesting to investigate this question in general. When we ask the analogous question for a linear operation f : R d → R d , this is a basic problem of linear algebra that is well-understood. The answer is given by the dominant eigenvalue of f , and the growth does not depend on the starting vector (except for degenerate cases). What is the answer for a bilinear operation
This field is open for further study. Let us assume that the operation has nonnegative coefficients. Proposition 5.1 gives a characterization of the exponential growth rate in terms of a convex body P . Is it sufficient to consider bodies P that are polytopes? How does the growth depend on the starting vector? Is there a single body P that would work for all starting vectors? Is the growth rate necessarily an algebraic number? Is it computable or approximable?
In the linear case, the behavior is determined by the eigenvalues. Eigenvalues have been considered also for bilinear (and multilinear) operations, but usually one sets up an eigenvector equation of the form x * x = λx (as it would be written in our notation) and investigates the solutions and the algebraic properties of this system, see for example [5, 1] . Are the eigenvectors and eigenvalues in this sense related to the growth rate for our question?
6.2 Other Applications of the Method. Proposition 5.1 and the algorithm of Section 5.5 give a versatile method for investigating growth problems that come from dynamic-programming recursions. The dynamicprogramming recursion extends beyond trees to other structures that can be hierarchically built up in a treelike fashion. As a next step, one might consider 2-trees or series-parallel graphs, but the combinatorial case analysis leading to the " * " operations will be more complicated. For example, for series-parallel graphs, one has to monitor the status of two terminal vertices instead of just one root vertex, and the number of categories will multiply.
One can also count other structures than minimal dominating sets, for example maximal irredundant subsets of vertices. An irredundant set is defined as a set where every vertex has a private neighbor.
(b) a / ∈ D and a is dominated, i.e., it has some neighbor in D.
Thus, D is a minimal dominating set iff all vertices of the graph are legal.
Instead of Observation 1, we will prove a stronger Statement that includes some intermediate steps for the argument:
Observation 2. 1. If a is leaf and b its neighbor, then every minimal dominating set D contains exactly one of a and b. Moreover, a can always be chosen as the private neighbor of this vertex.
2. If a 1 , . . . , a k are leaves with a common neighbor b, then either all vertices a 1 , . . . , a k belong to D or none of them belongs to D.
(We will call two leaves that have a common neighbor twins.)
3. If T 1 and T 2 are two trees with M (T 1 ) and M (T 2 ) minimal dominating sets, there is a way to insert an edge between T 1 and T 2 such that the resulting tree has exactly M (T 1 )M (T 2 ) minimal dominating sets, except when T 1 and T 2 are two singleton trees.
4. The function M n is supermultiplicative:
Proof. Statement 1 is obvious, and Statement 2 follows directly from it. For the third claim, consider first the case that both T 1 and T 2 have at least 2 vertices. Let a i be a leaf in T i and b i be its neighbor. Then we connect the trees by the edge b 1 b 2 . We argue that the presence of this edge makes no difference for the minimal dominating sets in the union of the two trees. An edge b 1 b 2 could in principle affect the legality of b 1 or b 2 or a neighbor of b 1 or b 2 . However, (i) b 1 is always dominated either by a 1 or by b 1 , no matter whether the edge b 1 b 2 is present.
(ii) Whether we choose a 1 or b 1 as an element of D, we can always choose a 1 as a private neighbor for it; the edge b 1 b 2 is not required to find a private neighbor. (iii) b 1 can never be used as a private neighbor of another vertex than a 1 or b 1 because it is already dominated by a or b. Thus the presence or removal of b 1 b 2 will not help any vertex to find a private neighbor.
When one of the trees, say T 1 , is a singleton tree, we connect it to a neighbor b 2 of a leaf a 2 in T 2 . In the resulting tree, a 2 has a new twin, and thus M (T 2 ) is unchanged. In view of M (T 1 ) = 1, this is what we need.
Supermultiplicativity in the fourth claim follows from Statement 3. The exceptional case, when i = j = 1 and T 1 and T 2 are two singleton trees, can be checked directly.
B Implementation
Details for the Upper-Bound Program of Section 5.3
The version of the program which uses only the majorized hull for pruning points is very simple and did not pose any challenges. We used a pairwise comparison of all generated elements to remove majorized vectors. The program was written in the Python programming language and has less than 100 lines, including rudimentary code to print optimal trees. As the fifth column of the table shows, the number of non-majorized vectors grows fast.
Therefore, we used the convex hull to further reduce the number of points that need to be stored and processed. For the convex-hull computations, we tested for each generated vector whether it is a convex combination of the remaining vectors, and deleted it in case of a positive answer. This test can be formulated as a linear programming problem. We wrote our program for the mathematics software system sage 1 , which provides straightforward access to linear programming. We used the default solver GLPK that is installed with sage. As the fourth column shows, using the convex hull leads to a substantial reduction of the number of vertices that need to be stored and processed, allowing us to carry the computation further than without the convex-hull computations, and we managed to compute the values up to M 52 . The results beyond n = 50 are shown only in Figure 3 . The number of non-majorized convex hull vertices appears to increase quadratically with n. This means that the number of points that are generated in (5.5) and subjected to the redundancy test in the computation of each new entry M n grows like n 5 . The calculations ran for several months.
We must concede that, due to the error-prone nature of floating-point computations, the results for n = 52 cannot be considered as totally reliable. It is conceivable that an extreme vertex is erroneously pruned because of numerical errors in the solution of the linear programs, leading to missing trees. However, as the dimension of the problem and the involved numbers are not very big, this is probably not an issue. (In contrast, for the results mentioned in Section 5.4, we undertook the effort to certify the linear-programming results a posteriori.)
C Why Irrational Vertices are Unavoidable
There is a chain of * operations, starting with the seed value v 2 , and leading via v 3 , v 6 , v 9 , v 13 , v 19 , v 24 to the vector v 32 = (31, 1, 1, 32, 0, 32)/95, which corresponds to the snowflake rooted at one of its leaves. If these calculations were done imprecisely, then to maintain a conservative approximation, P would contain a valuẽ v 32 which is larger than the true value v 32 in all nonzero components.
We shall now argue that such a value cannot exist in a bounded set P which is closed under the * operation.
The reason is the relation v 1 * v 32 = v 1 , which arises naturally from the definition of the stars of snowflakes: Adding another snowflake to a star of snowflakes yields a bigger star of snowflakes. In the limit, the relation expressing this composition converges to v ∞ * v 32 = v ∞ , and since v 1 is just a scaled copy of v ∞ , we also have v 1 * v 32 = v 1 . Expressing this differently, the linear function v → v * v 32 has v 1 as an eigenvector with eigenvalue 1. With the modified value, v 1 * ṽ 32 would be strictly larger than v 1 in the first component. Thus, the * operation withṽ 32 acts on v 1 like a multiplication with a factor F strictly larger than 1. The same holds true when v 1 is replaced by another non-zero vector of the form (x, 0, 0, 0, 0, 0). By monotonicity, the first component of any vector in P (such as the vectorṽ 32 itself) increases at least by the factor F when it is multiplied byṽ 32 . It follows that P cannot remain bounded.
D Listing all Minimal Dominating Sets
In Section 4, the composition rules in Table 1 have been used to design a dynamic-programming algorithm for counting minimal dominating sets, based on the recursion (4.1) for the numbers of partial solutions of each category. We can reinterpret (4.1) as an implicit representation of the set of partial solutions of each category. For instance, Table 1 tells us that each solution of category S for a subtree A and each solution of category G for B, when taken together, give rise to a solution of category L for the combined tree, etc. Accordingly, we find the term S 1 G 2 in (4.1), but we will now interpret the multiplication as a sort of Cartesian product operation, combining all solutions of one set with all solutions from another set. The + operation will be interpreted as set union.
Below, we will first model the dynamicprogramming recursion as a directed acyclic graph. Based on this implicit representation of the solutions, we will then develop an output-sensitive algorithm for listing all solutions.
The Expression DAG. The directed acyclic graph (DAG) for representing all solutions in a tree T has with three kinds of nodes: product nodes, union nodes and basis nodes. Each node u is associated to some subtree A = A(u) of G and it implicitly represents a some class R(u) ⊆ 2 A of vertex subsets of A (partial solutions).
A product node u has two outgoing arcs to neighbors u 1 and u 2 that are associated to disjoint subtrees A 1 and A 2 . The product node is then associated to A 1 ∪A 2 , and it represents the vertex subsets obtained by combining each subset of A 1 represented by u 1 with each subset of A 2 represented by u 2 :
A union node u has two outgoing arcs to neighbors u 1 , u 2 that are associated to the same subtree A. The union node is then also associated to A, and it represents the disjoint union of the vertex subsets of its successor nodes:
A basis node has no outgoing arcs, and it is associated to a singleton subtree A = {a}. It represents no set (R(u) = {}), or the empty set (R(u) = {∅}), or the set D = A = {a} itself: R(u) = {{a}}. (The nodes that represent no set are introduced for uniformity. We will soon get rid of them.) One node of the DAG is designated as the target node that represents the final solution set. It has no incoming edges, and it is associated to the vertex set V of the whole tree.
We draw the arcs from top to bottom, with the target node topmost and the basis nodes at the bottom.
After these preparations, we can now describe how the minimal dominating sets of a tree T are represented in the expression DAG X = X (T ). X has a node for each subtree that occurs in the composition sequence and for each category. Additional nodes are necessary for intermediate results. Figure 4 illustrates the construction with an example of a node (C, L) for a rooted subtree C that is composed of two subtrees A and B.
The whole construction will have 6n + 34(n − 1) + 3 nodes. 6 nodes are used to represent each singleton tree: One node represents the singleton set {{a}}, of category S, another one represents the empty set {∅}, of category f, and the four others represent no set. There are n − 1 composition steps, one for each edge of T , and for each composition we need 34 nodes: 34 = 14 + 20 is the number of additions and multiplications on the righthand side of (4.1). Finally, we need 3 union nodes to compute the union of the categories G, S, d, and p, corresponding to the total sumM = G + S + d + p. It is important to note that all union nodes in this construction represent disjoint unions, as every partial solution belongs to a unique category. 
. Union and product nodes are marked by ∪ and ×.
We can also interpret X as an arithmetic circuit, by viewing union and product nodes as addition and multiplication gates, and basis nodes as inputs with values 0 or 1. Then the value computed in each node equals the number of subsets represented by that node, and the computation modeled by this circuit is nothing but our counting algorithm of Section 4.
Pruning of nodes. We now get rid of unnecessary nodes.
In a first sweep we proceed upward from the basis nodes towards the target, and eliminate all nodes representing the empty set (all gates that have value 0). These are first of all the basis nodes of categories G, L, d, and p. Continuing towards the target node, we eliminate all union nodes without successor, and all product nodes that have lost at least one successor.
In a second, downward, sweep from the target towards basis nodes, we delete all nodes that do not contribute towards the target result. These are all nodes without predecessor, except for the target node. In particular, intermediate results that would only be multiplied by 0 are discarded.
In a final clean-up step, we eliminate union nodes u with a single successor u , by shortcutting the edge between the predecessors of u and u .
Each node of the resulting DAG is now "useful": it represents a nonempty set. When the DAG is viewed as an arithmetic circuit, it starts with ones and performs multiplications and additions of positive numbers that will eventually contribute to the total number of minimal dominating sets. Thus, in this network, we need not worry about computing with excessively big num- to enumerate the sets represented by a union node, we have to enumerate sets for the two successor nodes successively. For product nodes, we have to cycle through the results of the successor nodes in two nested loops and combine them in all possible ways. The real "work" is done only in the basis nodes: deciding whether a particular node belongs to the minimal dominating set D or not. We arbitrarily order the two successors of union and product nodes, so that we can speak of the first and second child. (We use the term "child" although X is not a tree.) It is now clear how the algorithm proceeds: To generate a new solution, the algorithm descends from the root towards the leaves. Each node has to remember its current state. When a union node is repeatedly called, it will first call one child until it is exhausted and then switch to the other child. A product node will cycle through the lists of its two children in a nested loop.
In a language like Python that supports generator functions, the program is easy to write, see Figure 5 . What is missing and not shown here is the trivial code to select for the enumerate solutions(K ) function the appropriate version of enumerate xxx node above, depending on the type of node K . The yield statement suspends the execution of the current function until the next generated element is requested in the forloop. Different generator functions and different nested loops are simultaneously active, and they interact like coroutines. As written, the generation may take more than linear time per solution, because the solution is built up by concatenating shorter lists D1 and D2 into longer lists D1+D2. This has been done to make the program simple, but it is easy to fix. In fact, there is a variation where each basis node just sets or clears a bit in a global bit-vector representation of the solution. In this variant, no partial solutions are passed to the calling subroutine, and the combination of the solutions can be bypassed. (The yield statements would just yield the dummy element None.) If desired, the solution can be constructed explicitly at the root node from the bit vector in linear time.
When a new solution is requested, a call is initiated at the target node, and it proceeds towards the basis nodes. For a union node, one child is entered, and for a product node, both children are entered. Eventually, exactly one basis node is entered for each vertex, and there it is decided whether this vertex belongs to the solution D or not. The visited nodes form a subtree of X with n leaves. There can be at most 8 consecutive levels of union nodes, where the tree does not branch (or less than eight if we take care to balance the tree). All other nodes are branching nodes, and thus, the subtree of visited nodes has linear size.
The expression DAG in the preprocessing phase can be constructed also in linear time, thus establishing Theorem 1.2: The minimal dominating sets of a tree with n vertices can be enumerated with O(n) setup time and with O(n) delay between successive solutions.
There is a subtlety when the program is implemented in Python as shown above. When a loop like for x in generator-function :
. . . loops over k successive elements x, the generatorfunction is actually called k + 1 times. In the (k + 1)-st iteration, it will raise the StopIteration exception to signal that there are no more items. Thus, in a union node, for example, the algorithm does not always descend into just one of the two children in the clean way as we supposed in our description. It might call enumerate_solutions(K.child1), only to receive a StopIteration exception and subsequently call enumerate_solutions(K.child2). However, one can show that this behavior does not break the O(n) bound on the runtime between successive solutions. Here it is important that the number k of elements generated by every generator function is positive, due to the preparatory pruning of the expression DAG. This ensures that the extra time for generating and processing the StopIteration exceptions can be charged to the previous generated solution. More details will be given in the full paper.
E Certifying Computations for v 9 * v j For illustration, we show a section of the data that are used in the proof of the closure property (5.18) of the polytope P in Section 5.5. Such data exist for each product v i * v j , 1 ≤ i, j ≤ 55. The coefficients are exact four-digit decimal numbers. 
