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Abstract
For the nonlinear hyperbolic equation
u(2,1) = f (x, t, u,u(1,0), u(2,0), u(0,1), u(1,1))
problems on bounded solutions in a half strip and in a strip are studied. Unimprovable conditions of local
and global solvability and unique solvability of these problems are established.
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1. Statement of the problem and main results
Let I ⊂ R be a compact interval containing zero and −∞ < a < b < +∞. For the nonlinear
hyperbolic equation
u(2,1) = f (x, t, u,u(1,0), u(2,0), u(0,1), u(1,1)) (1.1)
in the rectangle [a, b] × I consider the initial-boundary value problems
u(x,0) = ϕ(x), u(0,1)(a, t) = ψ1(t), u(0,1)(b, t) = ψ2(t); (1.21)
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u(x,0) = ϕ(x), u(k−1,1)(b, t) = u(k−1,1)(a, t) + ψk(t) (k = 1,2), (1.23)
and also closely related problems in a half strip [a,+∞) × I ,
u(x,0) = ϕ(x), u(0,1)(a, t) = ψ1(t),
sup
{∣∣u(2,0)(x, s)∣∣+ ∣∣u(0,1)(x, s)∣∣: x  a, s ∈ It}< +∞; (1.31)
u(x,0) = ϕ(x), u(1,0)(a, t) = ψ1(t),
sup
{∣∣u(2,0)(x, s)∣∣+ ∣∣u(0,1)(x, s)∣∣: x  a, s ∈ It}< +∞, (1.32)
and the strip R× I ,
u(x,0) = ϕ(x), sup{∣∣u(2,0)(x, s)∣∣+ ∣∣u(0,1)(x, s)∣∣: x ∈R, s ∈ It}< +∞. (1.33)
Here It = [0, t] for t  0 and It = [t,0] for t < 0,
u(j,k)(x, y) = ∂
j+ku(x, y)
∂xj ∂yk
,
f :R × I × R5 → R and ψk : I → R (k = 1,2) are continuous functions, and ϕ :R→ R is a
twice continuously differentiable function such that
sup
{∣∣ϕ(x)∣∣+ ∣∣ϕ′(x)∣∣+ ∣∣ϕ′′(x)∣∣: x ∈R}< +∞.
Let J1 ⊂ R and J2 ⊂ I be arbitrary intervals. By a solution of Eq. (1.1) on the set J1 × J2
we understand a classical solution, i.e., a function u :J1 × J2 →R having the continuous partial
derivatives u(i,j) (i = 0,1,2; j = 0,1) and satisfying Eq. (1.1) at every point of J1 × J2.
Let I (ε) = [−ε, ε] ∩ I . Problem (1.1), (1.2k), where k ∈ {1,2,3} will be called globally solv-
able (locally solvable), if Eq. (1.1) on the set [a, b] × I (on the set [a, b] × I (ε) for some ε > 0)
has a solution satisfying conditions (1.2k).
Global and local solvability of problems (1.1), (1.3k) (k = 1,2,3) are defined similarly.
The linear cases of Eq. (1.1) arise in study of nonsteady simple shearing flow of second order
fluids (cf. [2,3,14]) and also in the theory of seepage of homogeneous fluids through fissured
rocks [1].
In [1] problems (1.1), (1.31) and (1.1), (1.32) are considered, where (1.1) is a linear equation
with coefficients independent of t . In [4] problem (1.1), (1.21) is considered in the case, where
(1.1) is a linear equation of the special form.
In the present paper we develop a uniform method of investigation of the above-mentioned
problems, which will allow us to obtain optimal sufficient conditions of solvability and unique
solvability of these problems and sharp a priori estimates for their solutions as well. This method
is a modification of the method developed in [8–11] for studying initial-boundary value problems
for second order hyperbolic systems.
Throughout the paper we will use the following notation:
sgn(z) =
{1, z > 1,
0, z = 0,
−1, z < 0;
C(J ) and C(Ω), respectively, are the Banach spaces of continuous functions z :J → R and
u :Ω →R, with the norms
‖z‖C(J ) = sup
{∣∣z(t)∣∣: t ∈ J}, ‖u‖C(Ω) = sup{∣∣u(x, t)∣∣: (x, t) ∈ Ω};
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norm
‖z‖Ck(I) = sup
{
m∑
i=0
∣∣z(i)(t)∣∣: t ∈ J
}
;
Cm,n(Ω) is the Banach space of functions u : Ω → R, having continuous partial derivatives
u(j,k) (j = 0, . . . ,m; k = 0, . . . , n), with the norm
‖u‖Cm,n(Ω) = sup
{
m∑
i=0
n∑
j=0
∣∣u(i,j)(x, t)∣∣: (x, t) ∈ Ω
}
.
If l > 0, δ > 0 and η 0, then set
r0(l, δ) = 2(l + 1)(2l + 1)δ−1 + 4l + 5;
r(l, δ)(t) = 1 + (1 + (4l + 5)r0(l, δ))(1 + r0(l, δ)|t |) exp(lr0(l, δ)|t |); (1.4)
r1(l, δ, η)(t) = 2(l + 1)(2l + 1 +
√
2η)
(
1 + |t |)r(l, δ)(t);
r2(l, δ, η)(t) = (l + 1)
(
1 + (2l + 1)δ−1)(2 + η)(2l + 1 + √2η)(1 + |t |)r(l, δ)(t);
r3(l, δ, η)(t) = (l + 1)
(
1 + (2l + 1)δ−1)(1 + η)(2l + 1 + √2η)(1 + |t |)r(l, δ)(t).
Let m ∈ {0,1,2} and n ∈ {0,1}. We say that a continuous function
(x, t, u00, u10, u20, u01, u11) → f (x, t, u00, u10, u20, u01, u11)
belongs to the set Lipmn if for every ρ > 0 there exists a positive λρ such that∣∣f (x, t, u00, . . . , umn, . . . , u11) − f (x, t, u00, . . . , umn, . . . , u11)∣∣ λρ |umn − umn|
for (x, t) ∈R× I, |uik| ρ (i = 0,1,2; k = 0,1), |umn| ρ.
Theorem 1.1. Let
f ∈ Lip11 (1.5)
and there exist constants l > 0, l0  0 and δ > 0 such that the conditions∣∣f (x, t, u00, u10, u20, u01, u11)∣∣ l(|u00| + |u10| + |u20| + |u01| + |u11|)+ l0; (1.6)(
f (x, t, u00, u10, u20, u01, u11) − f (x, t, u00, u10, u20, u01, u11)
)
sgn(u01 − u01)
 δ|u01 − u01| (1.7)
hold on the set R× I ×R5. Then:
(i) for every k ∈ {1,2,3} every solution u : [a, b] × I →R of problem (1.1), (1.2k) admits the
estimate
‖u‖C2,1([a,b]×It )  r(l, δ)(t)
(‖ϕ‖C2([a,b]) + l0)
+ rk
(
l, δ, (b − a)−1)(t)(‖ψ1‖C(It ) + ‖ψ2‖C(It )) for t ∈ I ;
(1.8k)
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estimate
‖u‖C2,1([a,+∞)×It )  r(l, δ)(t)
(‖ϕ‖C2([a,b]) + l0)
+ rk(l, δ,0)(t)‖ψ1‖C(It ) for t ∈ I ; (1.9k)
(iii) every solution u :R× I →R of problem (1.1), (1.33) admits the estimate
‖u‖C(2,1)(R×It )  r(l, δ)(t)
(‖ϕ‖C2([a,b]) + l0) for t ∈ I. (1.93)
Theorem 1.2. Let
f ∈ Lip01 ∩ Lip11 ∩ Lip20, (1.10)
and let conditions (1.6) and (1.7) hold on R× I ×R5, where l > 0, l0  0 and δ > 0. Then for
any k ∈ {1,2,3} problems (1.1), (1.2k) and (1.1), (1.3k) are globally solvable. Moreover, if in
addition
f ∈ Lip00 ∩ Lip10, (1.11)
then there problems are uniquely solvable.
Remark 1.1. Below (see Section 3) it will be shown that if the function f satisfies conditions
(1.6), (1.7), (1.10) and (1.11), then:
(i) for any k ∈ {1,2} the equalities
lim
b→+∞u
(i,j)(x, t;a, b) = u(i,j)(x, t;a) (i = 0,1,2; j = 0,1) (1.12)
hold locally uniformly on [a,+∞) × I , where u(·, ·;a, b) is a solution of problem (1.1),
(1.2k) with ψ2(t) ≡ 0 and u(·, ·;a) is a solution of problem (1.1), (1.3k);
(ii) for any k ∈ {1,2,3} the equalities
lim
a→−∞, b→+∞u
(i,j)(x, t;a, b) = u(i,j)(x, t) (i = 0,1,2; j = 0,1) (1.13)
hold locally uniformly on R × I , where u(·, ·;a, b) is a solution of problem (1.1), (1.2k)
with ψ1(t) ≡ ψ2(t) ≡ 0 and u(·,·) is a solution of problem (1.1), (1.33).
Theorem 1.3. Let the function f satisfy condition (1.10) (conditions (1.10) and (1.11)). More-
over, let there exist continuous functions h :R3 → (0,+∞) and γ :R3 → (0,+∞) such that the
conditions
∣∣f (x, t, u00, u10, u20, u01, u11)∣∣ h(u00, u10, u20)(1 + |u01| + |u11|), (1.14)(
f (x, t, u00, u10, u20, u01, u11) − f (x, t, u00, u10, u20, u01, u11)
)
sgn(u01 − u01)
 γ (u00, u10, u20)|u01 − u01| (1.15)
hold on the set R× I × R5. Then for any k ∈ {1,2,3} problems (1.1), (1.2k) and (1.1), (1.3k)
are locally solvable (locally uniquely solvable).
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u(2,1) = p00(x, t)u + p10(x, t)u(1,0) + p20(x, t)u(2,0)
+ p01(x, t)u(0,1) + p11(x, t)u(1,1) + q(x, t), (1.16)
where pij :R× I → R (i = 0,1,2; j = 0,1) and q :R× I → R are continuous functions. For
this equation from Theorems 1.1 and 1.2 there follows:
Corollary 1.1. Let there exist numbers l > 0, l0  0 and δ > 0 such that∣∣pij (x, t)∣∣ l (i = 0,1,2; j = 0,1), ∣∣q(x, t)∣∣ l0 for (x, t) ∈R× I, (1.17)
p01(x, t) δ for (x, t) ∈R× I. (1.18)
Then:
(i) for any k ∈ {1,2,3} problem (1.16), (1.2k) is globally uniquely solvable and its solution
admits estimate (1.8k);
(ii) for any k ∈ {1,2,3} problem (1.16), (1.3k) is globally uniquely solvable and its solution
admits estimate (1.9k).
Remark 1.2. Let the function f have the form
f (x, t, u00, u10, u20, u01, u11) = p01(x, t)u01 + f0(x, t, u00, u10, u20, u11),
where p01 :R× I →R and f0 :R×R4 →R are continuous functions such that
p01(x, t) 0
(
p01(x, t) 0,
b∫
a
p01(s, t) ds > 0
)
for (x, t) ∈ [a, b] × I, (1.19)
f0 ∈ Lip00 ∩ Lip10 ∩ Lip20 ∩ Lip11, (1.20)
and ∣∣f0(x, t, u00, u10, u20, u11)∣∣ l(|u00| + |u10| + |u20| + |u11|)+ l0.
On the basis of Theorem 1.1 from [12] it is easy to show that problem (1.1), (1.21) (problems
(1.1), (1.22) and (1.1), (1.23)) are globally uniquely solvable. In particular, problem (1.16),
(1.21) (problems (1.16), (1.22) and (1.16), (1.23)) are globally uniquely solvable even in the
case, where instead of condition (1.18) a weaker condition (1.19) holds.
However under these conditions problems (1.1), (1.3k) (k = 1,2,3) may not be solvable, so
there is no sense to talk about relation between problems (1.1), (1.2k) and (1.1), (1.3k) (k =
1,2,3).
Remark 1.3. In [4] problem (1.16), (1.21) is considered in the case, where p00(x, t) = p0(x),
p10(x, t) = p10(x), p20(x, t) ≡ const, p11(x, t) ≡ 0 and p10 and p01 are continuously differen-
tiable functions.
In [1] problem (1.16), (1.31) is considered in the case, where p00(x, t) = p10(x, t) =
p11(x, t) = 0 and p20, p01, ϕ and ψ1 are constants.
All of the conditions (1.6), (1.7), (1.10) and (1.11) are optimal and they cannot be weakened.
Weakening of condition (1.6) may result in a blow-up of a solution at some t0 ∈ I . Without condi-
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can be easily constructed.
It is more interesting to observe what happens if either of conditions (1.7) and (1.10) is vio-
lated.
Example 1.1. In the rectangle [−1,1] × [0,2] consider the problem
u(2,1) = arctan(|u|)u(0,1) + arctan(u),
u(x,0) = 1, u(k,1)(−1, t) = u(k,1)(1, t) (k = 0,1), (1.21)
for which all of the conditions of Theorem 1.2, except (1.7) hold. Assume that this problem has
a classical solution u. Then for sufficiently small t0 we will have
u(x, t) > 0 for (x, t) ∈ [−1,1] × [0, t0].
By t∗ denote the supremum of all t0 ∈ (0,1] for which the latter inequality holds. For arbitrarily
fixed t ∈ [0, t∗) introduce the function
y(x) = u(0,1)(x, t) + 1.
Then
y′′(x) = g(x)y(x), y(k)(−1) = y(k)(1) (k = 0,1),
where g(x) = arctan(u(x, t)) > 0 for −1 x  1. Therefore y(x) ≡ 0 and, consequently,
u(0,1)(x, t) = −1, u(x, t) = 1 − t for (x, t) ∈ [−1,1] × [0, t∗).
Hence, in view of definition of t∗, we have t∗ = 1,
u(0,1)(x, t) = −1, u(x,1) = 0 for (x, t) ∈ [−1,1] × [0,1].
In view of these inequalities there exists t1 ∈ (1,2] such that
u(0,1)(x, t) < 0, u(x, t) < 0 for (x, t) ∈ [−1,1] × (1, t1].
Consequently
u(2,1)(x, t) = arctan(∣∣u(x, t)∣∣)u(0,1)(x, t) + arctan(u(x, t))< 0
for (x, t) ∈ [−1,1] × (1, t1]. But the latter inequality contradicts to the periodicity of u(0,1) with
respect to the first argument.
Note that in the rectangle [−1,1] × [0,2] problem (1.21) has a nonclassical solution
u(x, t) =
{1 − t for (x, t) ∈ [−1,1] × [0,1],
0 for (x, t) ∈ [−1,1] × [1,2].
Example 1.2. Consider the problem
u(2,1) = 1
1 + u2 u
(0,1) + sin (u(2,0))− 1,
u(x,0) = 0, sup{∣∣u(x, t)∣∣: x ∈R}< +∞ (1.22)
in the strip R× [−π,π]. For this problem condition (1.15) holds, but condition (1.7) is violated.
By Theorem 1.3, this problem is locally uniquely solvable. It has a solution u(x, t) = tan(t) in the
domain (−π/2,π/2)×R which blows-up at ±π/2. Consequently problem (1.22) is not globally
solvable.
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u(2,1) = 3
2
(
u(2,0)
) 1
3 , u(x,0) = ϕ(x), u(0,1)(−π, t) = 0, u(0,1)(π, t) = 0 (1.23)
in the rectangle [−π,π] × [0,1]. For this problem all of the conditions of Remark 1.2 except
(1.20) hold. As a result, problem (1.23) may not be solvable, or may have an infinite dimensional
set of solutions depending on ϕ.
Let us show that for ϕ(x) = sinx problem (1.23) has no classical solution. Indeed, if u is a
solution of (1.23), then
u(2,0)(x, t) =
{
(sin
2
3 x + t) 32 for (x, t) ∈ [−π,0) × [0,1],
−(sin 23 x + t) 32 for (x, t) ∈ (0,π] × [0,1],
and, consequently, is discontinuous on [−π,π] × I .
On the other hand, if ϕ(x) ≡ 0, then problem (1.23) has an infinite dimensional set of classical
solutions of the form
u(x, t) =
{
0 for (x, t) ∈ [−π,π] × [0, t0],
1
2 (t − t0)
3
2 (x2 − π2) for (x, t) ∈ [−π,π] × [t0,1],
where t0 ∈ [0,1], and also has an infinite dimensional set of nonclassical almost everywhere
solutions of the form
u(x, t) = t 32
(
x − π
2
x∫
−π
(s + π)θ(s) ds + x + π
2
π∫
x
(s − π)θ(s) ds
)
,
where θ : [−1,1] → {−1,1} is an arbitrary nonconstant measurable function.
In the present paper we deal with classical solutions only, and do not consider almost every-
where solutions from Sobolev spaces. The reason for this is that under the conditions of Theo-
rems 1.2 and 1.3 every such solution is necessarily a classical solution.
2. Auxiliary statements
2.1. Lemma on unique solvability of boundary value problems for second order differential
inequalities
For the differential inequality
z′′(x) sgn z(x) δ
∣∣z(x)∣∣− λ∣∣z′(x)∣∣, (2.1)
where δ > 0 and λ  0 are constants, on the finite interval [a, b] consider the boundary value
problems
z(a) = 0, z(b) = 0; (2.21)
z′(a) = 0, z′(b) = 0; (2.22)
z(b) = z(a), z′(b) = z′(a), (2.23)
and on the infinite intervals [a,+∞) and R consider the problems
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z′(a) = 0, sup{∣∣z(x)∣∣: x  a}< +∞; (2.32)
sup
{∣∣z(x)∣∣: x ∈R}< +∞. (2.33)
By a solution of inequality on the interval I ⊂ R we understand a twice continuously differ-
entiable function z : I →R satisfying (2.1) at every point of I .
Lemma 2.1. For any k ∈ {1,2,3} problem (2.1), (2.2k), as well as problem (2.1), (2.3k), has
only a trivial solution.
Proof. Consider problem (2.1), (2.21) (problem (2.1), (2.31)) and assume that it has a nontrivial
solution z. Then there exists x0 > a such that
z(x0)z
′(x0) > 0.
Without loss of generality we may assume that
z(x0) > 0, z′(x0) > 0.
Then from (2.1) we get
z(x) z(x0),
z′(x) exp
(−λ(x − x0))z′(x0) + δ
x∫
x0
exp
(−λ(x − s))z(s) ds
>
δz(x0)
λ
(
1 − exp(λ(x0 − x))) for x0  x  b (x  x0)
and, consequently,
z(b) > 0
(
lim
x→+∞ z(x) = +∞
)
.
But this contradicts to (2.21) (to (2.31)). The obtained contradiction proves that problem (2.1),
(2.21) (problem (2.1), (2.31)) has only a trivial solution. Similarly it can be proved that prob-
lems (2.1), (2.22) and (2.1), (2.23) (problems (2.1), (2.32) and (2.1), (2.33)) have only a trivial
solution. 
2.2. Lemmas on estimates of solutions to second order differential inequalities
Consider the differential inequality∣∣z′′(x)∣∣ l(∣∣z(x)∣∣+ ∣∣z′(x)∣∣)+ q, (2.4)
where l and q are nonnegative constants.
Lemma 2.2. Let on the interval [a, b] inequality (2.4) have a solution z satisfying the condition∣∣z(x)∣∣ μ. (2.5)
Then ∣∣z′(x)∣∣ ( 2
√
2
b − a + 4l + 1
)
μ + 4q for a  x  b. (2.6)
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μi = max
{∣∣z(i)(x)∣∣: a  x  b} (i = 1,2).
Then by condition (2.5) and Landau–Hadamard inequality (see [5]) we have
μ21 
4μ2
(b − a)2 + 4μμ2.
Hence by (2.4) and (2.5), it follows that
μ21 
4μ2
(b − a)2 + 4lμ
2 + 4lμμ1 + 4μq.
But
4lμμ1  8l2μ2 + 12μ
2
1, 4μq 
1
2
μ2 + 8q2.
Therefore
μ21 
4μ2
(b − a)2 +
(
8l2 + 4l + 1
2
)
μ2 + 8q2 + 1
2
μ21
and
μ21 
8μ2
(b − a)2 + (4l + 1)
2μ2 + 16q2.
Hence it is clear that
μ1 
(
2
√
2
b − a + 4l + 1
)
μ + 4q.
Consequently estimate (2.6) is valid. 
Lemma 2.3. Let on [a,+∞) (on R) the differential inequality (2.4) have a solution z satisfying
condition (2.5). Then the inequality∣∣z′(x)∣∣ (4l + 1)μ + 4q (2.7)
holds on [a,+∞) (on R).
Proof. By Lemma 2.2, for an arbitrary b ∈ (a,+∞) (for arbitrary a ∈ R and b ∈ (a,+∞))
inequality (2.6) holds. If in this inequality we pass to the limit as b → +∞ (as a → −∞ and
b → +∞), then we arrive at inequality (2.7) on [a,+∞) (on R). 
2.3. Lemmas on unique solvability of boundary value problems for second order nonlinear
differential equations
Consider the nonlinear differential equation
z′′ = p(x, z, z′), (2.8)
where p :R3 → R is a continuous function. Besides p is locally Lipschitz continuous with re-
spect to the third argument. More precisely, for every ρ > 0 there exists λρ > 0 such that∣∣p(x, y0, y1) − p(x, y0, y1)∣∣ λρ |y1 − y1| for x ∈R, |y0| + |y1| + |y1| ρ. (2.9)
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z(a) = c1, z(b) = c2; (2.101)
z′(a) = c1, z′(b) = c2; (2.102)
z(b) = z(a) + c1, z′(b) = z′(a) + c2, (2.103)
and on the infinite intervals [a,+∞) and R consider the problems
z(a) = c1, sup
{∣∣z(x)∣∣: x  a}< +∞; (2.111)
z′(a) = c1, sup
{∣∣z(x)∣∣: x  a}< +∞ (2.112)
and problem (2.33).
For arbitrarily fixed l  0 and δ > 0 set
ρ0(l, δ) = (4l + 2)δ−1 + 4, ρ1(l, δ) = 4l + 2
√
2
b − a ,
ρk(l, δ) =
(
1
2
+
(
l + 1
2
)
δ−1
)(
4 − k + 1
b − a
)(
2l + 1 +
√
2
b − a
)
(k = 2,3). (2.12)
Lemma 2.4. Let there exist constants δ > 0, l  0 and q  0 such that the conditions(
p(x, y0, y1) − p(x, y0, y1)
)
sgn(y0 − y0) δ|y0 − y0|, (2.13)∣∣p(x, y0, y1)∣∣ l(|y0| + |y1|)+ q (2.14)
hold on [a, b] × R2. Then for any k ∈ {1,2,3} problem (2.8), (2.10k) has a unique solution
admitting the estimate∣∣z(x)∣∣+ ∣∣z′(x)∣∣ ρ0(l, δ)q + ρk(l, δ)(|c1| + |c2|) for a  x  b. (2.15k)
Proof. First let us prove that for arbitrary k ∈ {1,2,3} problem (2.8), (2.10k) has at most one
solution. Let z1 and z2 be arbitrary solutions to this problem, and ρ > 0 be large enough for
inequalities∣∣zi(x)∣∣ ρ, ∣∣z′i (x)∣∣ ρ (i = 1,2) (2.16)
to be fulfilled on [a, b]. Set z(x) = z1(x) − z2(x). In view of conditions (2.9), (2.13) and (2.16),
the function z is a solution of problem (2.1), (2.2k), where λ = λρ . But by Lemma 2.1, this
problem has only a trivial solution. Consequently, z1(x) ≡ z2(x).
Now it remains to show that for every k ∈ {1,2,3} problem (2.8), (2.10k) has a solution z
admitting estimate (2.15k).
First consider problem (2.8), (2.101). By conditions (2.13) and (2.14), the inequalities
(−1)ip(x,σi,0) 0 (i = 1,2)
hold on [a, b], where σi = (−1)i(δ−1q + |c1| + |c2|) (i = 1,2). Hence, by Bernstein’s theorem
(see [7, Theorem 3.11]), problem (2.8), (2.101) has a solution z such that∣∣z(x)∣∣ δ−1q + |c1| + |c2| for a  x  b. (2.17)
On the other hand, by condition (2.14), the function z is a solution of the differential inequal-
ity (2.4). By Lemma 2.2, estimate (2.151) follows from (2.4) and (2.17).
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lutions to the problems
ζ ′′1 (x) = ζ1(x); ζ ′1(a) = c1, ζ ′1(b) = c2;
ζ ′′2 (x) = ζ2(x); ζ2(b) = ζ2(a) + c1, ζ ′2(b) = ζ ′2(a) + c2.
Then ∣∣ζ (i−1)k (x)∣∣ 1 + (3 − k)(b − a)2(b − a)
(|c1| + |c2|) for a  x  b (i, k = 1,2). (2.18)
Set
pk(x, y0, y1) = p
(
x, y0 + ζk(x), y1 + ζ ′k(x)
)− ζk(x) (k = 1,2). (2.19)
By means of the transform z = ζ + ζk(x), problem (2.8), (2.10k+1) for k = 1 is reduced to the
problem
ζ ′′ = p1(x, ζ, ζ ′), (2.201)
ζ ′(a) = 0, ζ ′(b) = 0, (2.211)
and for k = 2,
ζ ′′ = p2(x, ζ, ζ ′), (2.202)
ζ(b) = ζ(a), ζ ′(b) = ζ ′(a). (2.212)
Let
σik = (−1)iδ−1
(
q + (2l + 1)1 + (3 − k)(b − 1)
2(b − a)
(|c1| + |c2|)
)
(i, k = 1,2).
Then, by (2.13), (2.14) and (2.19), for every k ∈ {1,2} we have∣∣pk(x, y0, y1)∣∣ l(|y0| + |y1|)+ l(∣∣ζk(x)∣∣+ ∣∣ζ ′k(x)∣∣)
+ ∣∣ζk(x)∣∣+ q for x ∈ [a, b], (y0, y1) ∈R2,
pk(x, σ2k,0) = p
(
x,σ2k + ζk(x), ζ ′k(x)
)− p(x, ζk(x), ζ ′k(x))+ pk(x,0,0)
 δσ2k − l
(∣∣ζk(x)∣∣+ ∣∣ζ ′k(x)∣∣)− ∣∣ζk(x)∣∣− q
 δσ2k − (2l + 1)1 + (3 − k)(b − a)2(b − a)
(|c1| + |c2|)− q = 0 for a  x  b
and
pk(x,σ1k,0) 0 for a  x  b.
Hence, by previously well-known results on solvability of nonlinear boundary value problems
(see, e.g., [6, Theorem 8.3 and Corollary 10.1]) it follows that for every k ∈ {1,2} problem
(2.20k), (2.21k) has a solution ζ satisfying the inequality∣∣ζ(x)∣∣ δ−1q + δ−1(2l + 1)1 + (3 − k)(b − a)
2(b − a)
(|c1| + |c2|) for a  x  b.
Now if we recall the relation between problems (2.8), (2.10k+1) and (2.20k), (2.21k) and esti-
mates (2.18), it will become clear that for every k ∈ {2,3} problem (2.8), (2.10k) has a solution z
satisfying the inequality∣∣z(x)∣∣ δ−1q + (1 + (2l + 1)δ−1)1 + (4 − k)(b − a)(|c1| + |c2|) for a  x  b.2(b − a)
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estimate (2.15k) follows from (2.4) and the latter inequality. 
Lemma 2.5. Let there exist constants δ > 0, l  0 and q  0 such that conditions (2.13) and
(2.14) hold on [a,+∞) ×R2 (on R×R2). Then:
(i) for arbitrary k ∈ {1,2} problem (2.8), (2.11k) has a unique solution z admitting the estimate∣∣z(x)∣∣+ ∣∣z′(x)∣∣
 ρ0(l, δ)q + (4l + 2)
(
1
2
+
(
l + 1
2
)
δ−1
)k−1
|c1| for x  a, (2.22k)
and
z(i)(x) = lim
b→+∞ z
(i)(x;a, b) (i = 0,1,2) (2.23k)
uniformly on every finite interval from [a,+∞), where z(·;a, b) is a solution of problem
(2.8), (2.10k) with c2 = 0;
(ii) problem (2.8), (2.33) has a unique solution z admitting estimate∣∣z(x)∣∣+ ∣∣z′(x)∣∣ ρ0(l, δ)q for x  a (2.223)
and
z(i)(x) = lim
a→−∞, b→+∞ z
(i)(x;a, b) (i = 0,1,2) (2.233)
uniformly on every finite interval of R, where z(·;a, b) is a solution of problem (2.8), (2.2k)
(k = 1,2,3).
Proof. First let us show that each of the problems (2.8), (2.11k) (k = 1,2) and (2.8), (2.33) has
at most one solution. Let z1 and z2 be arbitrary solutions of problem (2.8), (2.11k) for some
k ∈ {1,2} (an arbitrary solution of problem (2.8), (2.33)). By condition (2.14), these functions
are bounded solutions to differential inequality (2.4) on [a,+∞) (on R). By Lemma 2.3, z′1 and
z′2 are also bounded on [a,+∞) (on R). Consequently, there exists ρ > 0 such that inequality
(2.16) holds on [a,+∞) (on R). By (2.9), (2.13) and (2.14), the function z(x) = z1(x)− z2(x) is
a solution of problem (2.1), (2.3k) (of problem (2.1), (2.33)), where λ = λρ . But by Lemma 2.1,
each of these problems has only a trivial solution. Consequently, z1(x) ≡ z2(x).
Let us prove the second part of the lemma for problem (2.8), (2.33) only, since for the rest
of the problems it can be proved similarly. Let (am)+∞m=1 and (bm)
+∞
m=1 be arbitrary sequences
satisfying the conditions
am  a1 < b1  bm (m = 1,2, . . .), lim
m→+∞am = −∞, limm→+∞ = +∞.
By Lemma 2.4 and condition (2.14), for any natural m differential equation (2.8) has a unique
solution zm satisfying the boundary conditions
zm(am) = 0, zm(bm) = 0
and admitting the estimates∣∣zm(x)∣∣+ ∣∣z′m(x)∣∣ ρ0(l, δ)q, ∣∣z′′m(x)∣∣ lρ0(l, δ) + q for am  x  bm.
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sume that the sequences (zm)+∞m=1 and (z′m)
+∞
m=1 are uniformly convergent on every finite interval
of the real axis. It is clear that the function
z(x) = lim
m→+∞ zm(x)
is a solution of problem (2.8), (2.33) admitting estimate (2.223).
Again applying Lemma 2.4 and taking into consideration unique solvability of problem (2.8),
(2.33), it becomes clear that equality (2.233) holds uniformly on every finite interval of the real
axis, where z(·;a, b) is a solution of problem (2.8), (2.2k) (k = 1,2,3). 
2.4. Lemma on unique solvability of problems (1.1), (1.2k) and (1.1), (1.3k)
Lemma 2.6. Let there exist constants l0  0, l1 > 0 and δ > 0 such that the conditions∣∣f (x, t, u00, u10, u20, u01, u11) − f (x, t, u00, u10, u20, u01, u11)∣∣
 l1
( 1∑
i,j=0
|uij − uij | + |u20 − u20|
)
,
∣∣f (x, t,0,0,0,0,0)∣∣ l0 (2.24)
and (1.7) hold on R× I ×R5. Then for any k ∈ {1,2,3} problems (1.1), (1.2k) and (1.1), (1.3k)
are globally uniquely solvable.
Proof. We will prove unique solvability of problem (1.1), (1.33) only, since unique solvability
of the rest of the problems can be proved in the same manner.
According to (2.7) and (2.24) for an arbitrary u ∈ C2,0(R× I ) the function (x, t, y0, y1) →
f (x, t, u(x, t), u(1,0)(x, t), u(2,0)(x, t), y0, y1) satisfies the conditions∣∣f (x, t, u(x, t), u(1,0)(x, t), u(2,0)(x, t), y0, y1)∣∣ l1(|y0| + |y1|)+ l1‖u‖C2,0(R×I ) + l0,(
f
(
x, t, u(x, t), u(1,0)(x, t), u(2,0)(x, t), y0, y1
)
− f (x, t, u(x, t), u(1,0)(x, t), u(2,0)(x, t), y0, y1)) sgn(y0 − y0) δ|y0 − y0|.
By Lemma 2.5, the latter two conditions imply that the differential equation
z(2,0) = f (x, t, u(x, t), u(1,0)(x, t), u(2,0)(x, t), z, z(1,0))
has a unique solution z(u) in the space C2,0(R× I ) and
‖z‖C2,0(R×I ) 
(
1 + l1ρ0(l1, δ)
)(
l1‖u‖C2,0(R×I ) + l0
)
.
Hence it follows immediately that problem (1.1), (1.33) is equivalent to the operator equation
u(x, t) =W(u)(x, t) (2.25)
in the space C2,0(R× I ), where
W(u)(x, t) = ϕ(x) +
t∫
0
z(u)(x, s) ds. (2.26)
More precisely, an arbitrary global solution u of problem (1.1), (1.33) is a solution of Eq. (2.25)
in C2,0(R× I ) and vice versa, an arbitrary solution u ∈ C2,0(R× I ) of Eq. (2.25) belongs to the
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that the operatorW has a unique fixed point in C2,0(R× I ).
Let ui ∈ C2,0(R× I ) (i = 1,2). Then for arbitrarily fixed t ∈ I the function
ζ(x) = z(u1)(x, t) − z(u2)(x, t)
is a solution of the problem
ζ ′′ = p(z, ζ, ζ ′), sup{∣∣ζ(x)∣∣: x ∈R}< +∞,
where
p(x, y0, y1)
= f (x, t, u1(x, t), u(1,0)(x, t), u(2,0)(x, t), z(u2)(x, t) + y0, z(1,0)(u2)(x, t) + y1)
− f (x, t, u1(x, t), u(1,0)(x, t), u(2,0)(x, t), z(u2)(x, t), z(1,0)(u2)(x, t)).
Besides, the function p satisfies condition (2.13) on the set R× I and∣∣p(x, y0, y1)∣∣ l1(|y0| + |y1|)+ l1∥∥u1(·, t) − u2(·, t)∥∥C2(R).
By Lemma 2.5, the function ζ admits the estimate
2∑
i=0
∣∣ζ (i)(x)∣∣ l∥∥u1(·, t) − u2(·, t)∥∥C2(R),
where l = (1 + l1ρ0(l1, δ))l1. Consequently,∥∥z(u1)(·, t) − z(u2)(·, t)∥∥C2(R)  l∥∥u1(·, t) − u2(·, t)∥∥C2(R) for t ∈ I. (2.27)
In the space C2,0(R× I ) introduce a new equivalent norm
ν(u) = sup{exp(−2l|t |)∥∥u(·, t)∥∥
C2(R): t ∈ I
}
.
Then in view of (2.26) and (2.27), for arbitrary ui ∈ C2,0(R× I ) (i = 1,2) we have
ν
(W(u1) −W(u2))< 12ν(u1 − u2).
Consequently, W is an operator of contraction, and by Banach’s theorem, it has a unique fixed
point in C2,0(R× I ). 
3. Proofs of the main results
Theorems 1.1–1.3 will be proved on the basis of Lemmas 2.4–2.6. We will prove these the-
orems for problem (1.1), (1.33) only, since for the rest of the problems they can be proved in
much the same way.
Proof of Theorem 1.1. Let u be a solution of problem (1.1), (1.33). Then by condition (1.33)
and the above mentioned Landau–Hadamard lemma, we have
v(t)
def= ‖u‖C2,0([a,+∞)×It ) < +∞ for t ∈ I. (3.1)
For an arbitrarily fixed t ∈ I set
z(x) = u(0,1)(x, t), p(x, y0, y1) = f
(
x, t, u(x, t), u(1,0)(x, t), u(2,0)(x, t), y0, y1
)
.
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(1.5)–(1.7) and (3.1), the function p satisfies conditions (2.9), (2.13) and (2.14), where
q = lv(t) + l0.
By Lemma 2.5, z admits estimate (2.223). Therefore∣∣u(0,1)(x, t)∣∣+ ∣∣u(1,1)(x, t)∣∣ ρ0(l, δ)(lv0(t) + l0) for x ∈R, t ∈ I.
On the other hand, by conditions (1.6) and (3.1), we have∣∣u(2,1)(x, t)∣∣ l(v(t) + ∣∣u(0,1)(x, t)∣∣+ ∣∣u(1,1)(x, t)∣∣)+ l0 for x ∈R, t ∈ I.
Taking into account (1.4) and (2.12), from the latter two inequalities we obtain
2∑
i=0
∣∣u(i,1)(x, t)∣∣ lr0(l, δ)v(t) + r0(l, δ)l0 for x ∈R, t ∈ I, (3.2)
2∑
i=0
1∑
j=0
∣∣u(i,j)(x, t)∣∣ (1 + lr0(l, δ))v(t) + r0(l, δ)l0 for x ∈R, t ∈ I. (3.3)
(1.33) and (3.2) imply
2∑
i=0
∣∣u(i,0)(x, t)∣∣ 2∑
i=0
∣∣ϕ(i)(x)∣∣+ r0(l, δ)l0|t | + lr0(l, δ)
∣∣∣∣∣
t∫
0
v(s) ds
∣∣∣∣∣ for x ∈R, t ∈ I,
and therefore
v(t)
(
1 + r0(l, δ)|t |
)(‖ϕ‖C2(R) + l0)+ lr0(l, δ)
∣∣∣∣∣
t∫
0
v(s) ds
∣∣∣∣∣ for t ∈ I.
Hence, by Gronwall’s lemma, we have
v(t)
(
1 + r0(l, δ)|t |
)
exp
(
lr0(l, δ)|t |
)(‖ϕ‖C2(R) + l0) for t ∈ I.
In view of the latter inequality and notation (1.4), estimate (1.93) follows from (3.3). 
Proof of Theorem 1.2. Let
ρ = (‖ϕ‖C2(R) + l0 + 1)max{r(l, δ)(t): t ∈ I}, (3.4)
σ(s) =
⎧⎨
⎩
1 for 0 s  ρ,
1 − s2ρ for ρ < s < 2ρ,
0 for s  2ρ.
(3.5)
Introduce the function
f˜ (x, t, u00, u10, u20, u01, u11) = δu01 + σ
(|u00| + |u10| + |u20| + |u01| + |u11|)
× (f (x, t, u00, u10, u20, u01, u11) − δu01), (3.6)
and consider the differential equation
u(2,1) = f˜ (x, t, u,u(1,0), u(2,0), u(0,1), u(1,1)). (3.7)
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f (x, t, u00, u10, u20, u01, u11) = f˜ (x, t, u00, u10, u20, u01, u11) for t ∈ I,
|u00| + |u10| + |u20| + |u01| + |u11| ρ. (3.8)
Besides, by conditions (1.6) and (1.7) the inequalities∣∣f˜ (x, t, u00, u10, u20, u01, u11) − δu01∣∣ 2ρ(l + δ) + l0, (3.9)∣∣f˜ (x, t, u00, u10, u20, u01, u11)∣∣ l(|u00| + |u10| + |u20| + |u01| + |u11|)+ l0, (3.10)(
f˜ (x, t, u00, u10, u20, u01, u11) − f˜ (x, t, u00, u10, u20, u01, u11)
)
sgn(u01 − u01)
 δ|u01 − u01| (3.11)
hold on R× I ×R5. On the other hand, if condition (1.10) holds, then
f˜ ∈ Lip01 ∩ Lip11 ∩ Lip20.
Furthermore, if conditions (1.10) and (1.11) hold, then there exists a positive constant l1 such
that ∣∣f˜ (x, t, u00, u10, u20, u01, u11) − f˜ (x, t, u00, u10, u20, u01, u11)∣∣
 l1
(|u00 − u00| + |u10 − u10| + |u20 − u20| + |u01 − u01| + |u11 − u11|). (3.12)
By Theorem 1.1, an arbitrary global solution of problem (1.1), (1.33), as well as of problem
(3.7), (1.33) admits the estimate (1.93) and, consequently,
1∑
i,j=0
∣∣u(i,j)(x, t)∣∣+ ∣∣u(2,0)(x, t)∣∣< ρ for (x, t) ∈R× I.
Hence in view of (3.8), it follows that the sets of solutions of problems (1.1), (1.33) and (3.7),
(1.33) coincide. Consequently to prove the theorem it is sufficient to show that problem (3.7),
(1.33) is uniquely solvable (is solvable) provided that conditions (1.6), (1.7), (1.10) and (1.11)
(conditions (1.6), (1.7) and (1.10)) hold.
First consider the case, where conditions (1.6), (1.7), (1.10) and (1.11) hold. Then, as it was
shown above, the function f˜ satisfies conditions (3.10)–(3.12). However, by Lemma 2.6, these
conditions guarantee unique solvability of problem (3.7), (1.33).
Now we pass on to the case, where conditions (1.6), (1.7) and (1.10) hold only.
Let B be a Banach space of functions u :R × I → R continuous together with u(1,0) and
satisfying the condition
‖u‖B def= sup
{ |u(x, t)| + |u(1,0)(x, t)|
1 + |x| : (x, t) ∈R× I
}
< +∞
and let
B0 =
{
u ∈ B: ∣∣u(x, t)∣∣+ ∣∣u(1,0)(x, t)∣∣ ρ0 for (x, t) ∈R× I},
where
ρ0 = 2
(
1 + (δ− 12 + δ−1)(1 + |I |))ρ1, ρ1 = 2ρ(l + δ) + l0,
and |I | is the length of I .
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v(2,1) = f˜ (x, t, u(x, t), u(1,0)(x, t), v(2,0), v(0,1), v(1,1)),
v(x,0) = ϕ(x), sup{∣∣v(2,0)(x, s)∣∣+ ∣∣v(0,1)(x, s)∣∣: x ∈R, s ∈ It}< +∞
has a unique global solution v(u). Setting q(x, t) = v(2,1)(u)(x, t) − δv(0,1)(x, t), by inequality
(3.9) we get∣∣q(x, t)∣∣ ρ1 for x ∈R, t ∈ I.
On the other hand, it is clear that
v(0,1)(u)(x, t) = − 1
2δ
1
2
x∫
−∞
exp
(
δ
1
2 (s − x))q(s, t) ds − 1
2δ
1
2
+∞∫
x
exp
(
δ
1
2 (s − x))q(s, t) ds.
Therefore∣∣v(0,1)(x, t)∣∣ δ−1ρ1, ∣∣v(1,1)(x, t)∣∣ δ− 12 ρ1, ∣∣v(2,1)(x, t)∣∣ 2ρ1. (3.13)
Taking into consideration these inequalities, we get
∣∣v(i,0)(x, t)∣∣=
∣∣∣∣∣ϕ(i)(x) +
t∫
0
v(i,1)(x, s) ds
∣∣∣∣∣ ∣∣ϕ(i)(x)∣∣+ δ i2 −1ρ1|I | (i = 0,1),
∣∣v(2,0)(x, t)∣∣=
∣∣∣∣∣ϕ′′(x) +
t∫
0
v(2,1)(x, s) ds
∣∣∣∣∣ ρ + 2ρ1|I |, (3.14)
and, consequently,
v ∈ B0,
∣∣v(i,0)(x, t) − v(i,0)(x, t)∣∣ ρ0(|t − t | + |x − x|) (i = 0,1).
Thus we have shown that the operator v maps a closed convex set B0 from the space B into its
compact subset. Moreover, it is easy to see that v : B0 → B0 is a continuous operator. Then by
Schauder’s theorem (see [13]), there exists u ∈ B0 such that
u(x, t) = v(u)(x, t) for (x, t) ∈R× I.
Taking into account (3.13) and (3.14), from the latter identity we get that u is a solution of
problem (3.7), (1.33). 
Now let us show that if conditions (1.6), (1.7), (1.10), (1.11) hold and k ∈ {1,2,3}, then
equality (1.13) holds locally uniformly on R × I , where u(·, ·;a, b) is a solution of problem
(1.1), (1.2k) with ψ1(t) ≡ ψ2(t) ≡ 0, and u is a solution of problem (1.1), (1.33). Assume the
contrary. Then there exist ε > 0 and sequences (am)+∞m=1, (bm)
+∞
m=1, (tm)
+∞
m=1 and (xm)
+∞
m=1 such
that
tm ∈ I, am < xm < bm (m = 1,2, . . .), lim
m→+∞am = −∞, limm→+∞bm = +∞,
sup
{|xm|: m = 1,2, . . .}< +∞
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2∑
i=0
1∑
j=0
∣∣u(i,j)(xm, tm) − u(i,j)m (xm, tm)∣∣> ε, (3.15)
where um(x, t) = u(x, t;am,bm). By Theorem 1.1, there exists a positive constant ρ0 such that
‖um‖C2,1([am,bm]×I )  ρ0 (m = 1,2, . . .). (3.16)
In view of these estimates and conditions (1.10) and (1.11), it is not difficult to show that se-
quences (u(i,j)m )+∞m=1 (i = 0,1,2; j = 0,1) are uniformly bounded and equicontinuous on every
rectangle belonging to R× I . By Arzella–Ascoli lemma, without loss of generality we may as-
sume that these sequences are locally uniformly convergent. Besides, sequences (xm)+∞m=1 and
(tm)
+∞
m=1 can be considered convergent too. Set
lim
m→+∞um(x, t) = u(x, t) for x ∈R, t ∈ I, limm→+∞xm = x0, limm→+∞ tm = t0.
By (3.16), the function u is a solution of problem (1.1), (1.33). On the other hand, from (3.15)
we get
2∑
i=0
1∑
j=0
∣∣u(i,j)(x0, t0) − u(i,j)(x0, t0)∣∣ ε.
But this is impossible, since by Theorem 1.2, problem (1.1), (1.33) has no solution different
from u. The obtained contradiction proves that equalities (1.13) hold locally uniformly on R× I .
Similarly we can prove that for any k ∈ {1,2} equalities (1.12) hold locally uniformly on
[a,+∞) × I , where u(·, ·;a, b) is a solution of problem (1.1), (1.2k) with ψ2(t) ≡ 0.
Proof of Theorem 1.3. Let
ρ = ‖ϕ‖C2 + 1, (3.17)
l = max
{
h(u00, u10, u20):
2∑
i=0
|ui0| 2ρ
}
+ δ, (3.18)
δ = min
{
γ (u00, u10, u20):
2∑
i=0
|ui0| 2ρ
}
, (3.19)
r(l, δ) and σ are the functions given by equalities (1.4) and (3.5), and ε > 0 is small enough such
that
(ρ − 1 + l)
∣∣∣∣∣
t∫
0
r(l, δ)(s) ds
∣∣∣∣∣ 1 for t ∈ I (ε) = [−ε, ε] ∩ I. (3.20)
Set
f˜ (x, t, u00, u10, u20, u01, u11)
= δu01 + σ
(|u00| + |u10|+ |u20|)(f (x, t, u00, u10, u20, u01, u11) − δu01), (3.21)
and consider the differential equation (3.7).
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R× I satisfies the inequalities∣∣f˜ (x, t, u00, u10, u20, u01, u11)∣∣ l(1 + |u01| + |u11|),(
f˜ (x, t, u00, u10, u20, u01, u11) − f˜ (x, t, u00, u10, u20, u01, u11)
)
sgn(u01 − u01)
 δ|u01 − u01|.
Besides, if condition (1.10) (condition (1.11)) holds, then
f˜ ∈ Lip01 ∩ Lip11 ∩ Lip20 (f˜ ∈ Lip00 ∩ Lip01).
Hence, Theorems 1.1 and 1.2 imply that problem (3.7), (1.33) is globally solvable (globally
uniquely solvable), and its arbitrary solution (its solution) admits the estimate
‖u‖C2,1(R×It )  (ρ − 1 + l)r(l, δ)(t) for t ∈ I,
provided that conditions (1.10), (1.14) and (1.15) (conditions (1.10), (1.11), (1.14) and (1.15))
hold. Hence by (1.33), (3.17) and (3.20) there follows the estimate∣∣u(x, t)∣∣+ ∣∣u(1,0)(x, t)∣∣+ ∣∣u(2,0)(x, t)∣∣
 ‖ϕ‖C2(R) +
∣∣∣∣∣
t∫
0
(∣∣u(0,1)(x, s)∣∣+ ∣∣u(1,1)(x, s)∣∣+ ∣∣u(2,1)(x, s)∣∣)ds
∣∣∣∣∣
 ‖ϕ‖C2(R) + (ρ − 1 + l)
∣∣∣∣∣
t∫
0
z(l, δ)(s) ds
∣∣∣∣∣ ρ for x ∈R, t ∈ I (ε).
In view of this estimate and equalities (3.5) and (3.21), it is clear that the function u is a solution
of problem (1.1), (1.33) on the set R× I (ε). 
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