Abstract. We present in this paper several results concerning a simple model of interaction between an inviscid fluid, modeled by the Burgers equation, and a particle, assumed to be point-wise. It is composed by a first-order partial differential equation which involves a singular source term and by an ordinary differential equation. Though this model can be considered simple, its mathematical analysis is tough. Several results are presented, according to the term of interaction (linear or quadratic) and we also describe numerical methods, which are analyzed and tested.
1.
Introduction. We present some results about the interaction of solids with inviscid fluids, obtained in collaboration with Boris Andreianov (Université de FranceComté), Frédéric Lagoutière (Université Paris-Sud 11) and Takéo Takahashi (IN-RIA Corida). It is well known since the works of d'Alembert that the problem of solid-fluid interaction may contain modeling issues. Indeed, he showed that a solid immersed in an inviscid fluid may not be submitted to any resultant force; in other words, birds and planes could not fly with such a model... An answer to the d'Alembert paradox has been the use of viscous models of fluid-solid interaction (see for instance the review of Hillairet [10] and [12] , and references therein).
On the other hand, when the Reynolds number is great, it is reasonable to neglect the viscous effects in the model which governs the fluid. The question is thus, how to conserve any information of the vanishing viscosity? The answer, classical in Aerodynamics for instance, is the use of the drag force. It takes the form of a source term which takes into account the difference between the velocity of the fluid and the velocity of the solid. In this paper, we restrict ourselves to the Burgers equation for the fluid in order to simplify the presentation and, basically, to have a hope to obtain fairly general mathematical results, since the analysis of compressible inviscid models is far from being completely understood. The model for the interaction, via a drag force, of a particle with a Burgers fluid writes
where the two unknowns are u, the velocity of the fluid, and h, the position of the solid (then h ′ and h ′′ respectively denote its velocity and its acceleration). The parameters are λ, the drag coefficient, and m, the mass of the solid; both are positive. The function D which intervenes in the drag force is an increasing odd function. In general, it is simply D(v) = v (the linear case) or D(v) = v|v| (the quadratic case).
Though this model seems naive, it involves several mathematical difficulties, but we hope (and see the section on numerical results) that it can reproduce some complex phenomena proper to fluid-solid interaction. A first difficulty concerns Eq. (1): it involves the product of distribution uδ 0 , which has to be defined since u can be discontinuous at (t, h(t)). For the same reason, the differential equation (2) must be understood in the Carathéodory sense. Another difficulty is the numerical approximation of such a model. Since the particle is point-wise, it can be easier to locate it at each time step on an interface of the mesh. This can be done either using a moving mesh which follows the particle, or using a random sampling for choosing the new position of the particle. The latter method has the advantage to be easily extendible to the case of several particles.
Let us provide the plan of the paper. In Sec. 2, we describe the model and give the definition of solutions, based on modeling arguments. The next section is devoted to the analysis of Eq. (1), assuming that h ′ (t) is a given constant. In Sec. 4, we present the analysis of the full model (1-2) for the Riemann problem. The last section deals with the numerical methods.
2. Definition of solutions. We present in this section the rigorous definition of the solutions of (1-2). To this aim, we have to provide a definition of the singular source term and of the differential equation (2).
2.1. The non conservative product. Before giving the details of the definition of the non conservative product, let us rewrite the model as
with w(0, x) = H(x), H being the Heaviside function (we have set h(0) = 0). Of course, the models (1-2) and (3) (4) (5) are equivalent. From now on, we assume that the trajectory h of the particle is given and we focus on the first-order system (3-4). We will also assume that
In both cases, one can easily check that system (3-4) is strictly hyperbolic when u and h ′ (the eigenvalues of the system) are different and if u = h ′ , the dimension of the corresponding eigenspace is 2, i.e. this system is not resonant (and thus is hyperbolic).
In order to understand the behavior of u near the trajectory of the particle x = h(t), we enlarge the particle replacing the initial condition for w by w(0, x) = H ε (x) where H ε is a smooth non decreasing such that H ε (x) = H(x) for all |x| > ε (leading to w(t, x) = H ε (x − h(t)) by Eq.(4)), and we seek for solutions of the form U (x − h(t)) = u(t, x) for |x − h(t)| ≤ ε. Such a solution must satisfy for all t > 0
in the weak entropy sense, i.e. if U is discontinuous at ξ = ξ 0 , then (U (ξ
). Therefore, we claim that a pair (u − , u + ) ∈ R 2 can form the left and right traces of u at x = h(t) ± in (1-2) if and only if there exists a weak entropy solution U to (8) such that U (−ε) = u − and U (ε) = u + . In the spirit of [7] , we call the set of such couples the admissible germ (see also [1] and [2] ). After a careful study, we have Proposition 2.1. (i) If the drag force is linear (i.e. D is defined by (6)), then the admissible germ is
(ii) If the drag force is quadratic (i.e. D is defined by (7)), then the admissible germ is
It is worth noting that the germs G l and G q are independent of ε and of the regularization H ε , but they depend on λ and h ′ (t) (see Fig. 2 .1). Figure 1 . Representation of the germs G l (left) and G q (right).
At this stage, one could define an admissible solution of (1) as a classical Kruzhkov solution for x = h(t), whose traces at x = h(t) belong to the germ.
The differential equation.
It remains to give a precise definition for the ordinary differential equation (2) . First, let us note that the source term in (1) is exactly the opposite of the right-hand side of (2) . This formally provides the conservation of the total impulsion:
As a matter of fact, this property of conservation can replace the ODE (2) and one can derive a precise definition for (2) by a local balance in the neighborhood of the particle (in the same spirit of the derivation of the Rankine-Hugoniot jump relations for conservation laws).
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Proposition 2.2. If the solution of (1-2) complies with the conservation of the total impulsion (11), then the ODE (2) can be written
whatever the drag force is.
Remark that D and λ appear implicitly in (12) since all the information related to the source term has already been enclosed in the admissible germs.
2.3. The full model. We are now in position to give a rigorous definition of solution for the Cauchy problem, i.e. system (1-2) with the initial conditions
is an entropy solution of the Cauchy problem (1-2)-(13-14) with the drag force (6) (respectively (7)) if i. u is a Kruzhkov entropy solution for the Burgers equation on {x < h(t), t ≥ 0} ∪ {x > h(t), t ≥ 0}, ii. the traces of u are in the germ:
h satisfies the ordinary differential equation (12) .
Note that the traces of u exist since Eq. (1) is a genuinely non linear equation on {x = h(t), t > 0}.
3. Construction of solutions: the case of a particle with a constant velocity. We interest now in the construction of solutions of the Riemann and the Cauchy problem for (1-2). First, we focus on the case of a particle having a zero velocity (the extension to the case of a constant velocity is straightforward). We also set λ to 1, which leads to the equation
As mentioned above, this equation is not resonant and thus, it does not enter in the frame of Isaacson and Temple [11] . Nonetheless, its well-posedness cannot be directly concluded, due to the singular term D(u)δ 0 .
3.1. The Riemann problem. We first study the Riemann problem, that is to say Eq. (15) with the initial condition
where u L , u R ∈ R. In order to solve (15-16), we introduce the sets U − (u 0 ) and U + (u 0 ) which are respectively the sets of states which can be connected to u 0 by waves with non-positive and nonnegative speeds. Some straightforward computations give
where a⊤b = max(a, b) and a⊥b = min(a, b). As a result, the solution to the Riemann problem reduces to find two states u − and u + such that
It has been resolved in [12] in the case of the linear drag force and a similar reasoning can be performed for the quadratic drag force:
Theorem 3.1. If D is defined by (6) or (7), the Riemann problem (15-16) admits one and only one self-similar solution.
We do not prove this theorem but only provide the partition of the (u L , u R )-plane and the associated configurations of waves (see Fig. 3 .1). is solution, but also
Moreover, let us recall that in the resonant case studied by Isaacson and Temple [11] , up to three (self-similar) solutions may coexist.
The Cauchy problem. Let us now focus on the Cauchy problem (15)-(13).
The entropy solution for this problem is defined by Def. 2.1, replacing (iii) by h ′ (t) = h(t) = 0. Using the so-called adapted Kruzhkov entropies (see [6] , [4] , [3] , [7] , [1] , [2] ...), an alternative characterization of entropy solution can be given:
is an entropy solution for (15) if and only if it satisfies, for all (c L , c R ) ∈ G (where G = G l or G q according to the drag force),
where
Moreover, the germs fulfill a property of dissipation:
Therefore, since the traces of any entropy solution belong to the germ, we can compare two entropy solutions and obtain Theorem 3.3. Assume that u 0 ∈ L ∞ (R) and D is given by (6) or (7). Then, the Cauchy problem (15)- (13) The existence of a solution is proved by construction in [12] and uniqueness is still an open question. Moreover, the case of a quadratic drag force (7) has not been studied. Note that the asymptotic behavior of the solution constructed in [12] (as t → +∞ or as λ → +∞) has been investigated: the solution u converges to a solution of the classical Burgers equation and h ′ (t) tends to a predictable constant. Concerning the Cauchy problem, the situation is far from being understood even if Def. 2.1 seems to be an appropriate definition. Indeed, classical techniques used for scalar conservation laws cannot be applied, mainly because the position of the particle is unknown.
5. Numerical methods. The numerical approximation of (1-2) is not easy and several strategies can be proposed. As in the analysis of the model, we split our study in two cases: the case where the particle has a given constant velocity and the full model. Note that we add ourselves another difficulty: the numerical method must be as simple as possible in order to be extendible to more complex models, for instance the multidimensional Euler equations for the fluid with several pointwise particles. Therefore, we will try to avoid as much as possible the tracking of the particle (using remeshing) and complex Riemann solvers. In the following, we provide several progresses toward this challenging goal.
5.1. The case of a particle with a constant velocity. In order to have an accurate account of the influence of the particle, it must be located at an interface of the mesh at each time step. But, if v 0 denotes the constant velocity of the particle, the case v 0 = 0 is very different from the case v 0 = 0. Indeed, in the latter case, the particle is always placed at the same interface while if v 0 = 0, an additional treatment must be performed for the displacement of the particle -modification of the mesh or relocating by a random sampling -since the CFL condition implies in general v 0 ∆t < ∆x. Moreover, we want to avoid the use of the exact Riemann solver for the model with interaction.
Let us focus on the simplest case: v 0 = 0. Assume that x i+1/2 = i∆x where ∆x is the space step and note K i = [x i−1/2 , x i+1/2 [, ∆t the time step and u n i an approximation of u at time n∆t in K i . Away from x 1/2 , the numerical scheme is classical:
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and near the "particle", the scheme writes
The numerical flux g is assumed to be monotone and consistent with the flux of the Burgers equation, while the numerical flux g − and g + must involve the singular source term. A direct approach is to use the exact Riemann solver and take the states at x/t = 0 ± in order to construct the numerical flux g ± . Another approach is to use the well-balance schemes developed by LeRoux and co-workers [9, 8] , which are easier to implement than the exact Riemann solver. Let us introduce some notations:
These functions satisfy the following property:
We define the numerical flux at the interface by
Then, such a numerical scheme verifies the so-called well-balance property for solutions of the form 
. Then, under a classical CFL condition, the numerical scheme (18-21) converges to the solution
Therefore, the restriction to {i ≤ 0} of the numerical scheme (18-21) corresponds to a classical numerical approximation of an initial boundary-value problem for x ∈ R − with a positive boundary value and a positive constant initial datum c L . In such configuration, it is wellknown that the numerical scheme converges to c L , since the boundary condition is inactive. The same reasoning can be done for {i > 0}.
By the way, one can compare two sequences given by the same numerical scheme (18-21), but with different data: Proposition 5.2. Consider two initial data u 0 , v 0 ∈ L ∞ (R) and the two corresponding sequences (u n i ) i,n and (v n i ) i,n given by the numerical scheme (18-21). Then, under a classical CFL condition, we have for all n ≥ 0 and i ∈ R
This result can be proved simply using the monotonicity of the numerical scheme, i.e. the fact that u
α (it is possible since the numerical scheme preserves such a solution), then the limit of the numerical scheme, if it exists, satisfies (17) with (c L , c R ) ∈ G 0 α . Moreover, using Lem. 5.2, the limit in the linear case also satisfies (17) with (c L , c R )
In order to extend this result to the complete case (c L , c R ) ∈ G α , we will use the following lemma:
This lemma enables us to state a Lax-Wendroff theorem: Let us define
If u ∆ converges, then its limit is the entropy solution of the Cauchy problem (15)-(13), i.e. it satisfies (17) with (c L , c R ) ∈ G α , α = l, q. It thus remains to obtain a priori estimates in order to pass to the limit. The L ∞ -stability of u ∆ can be proved by classical arguments, using the monotonicity of the scheme, but because of the presence of the singular source term, the numerical scheme is not T V D. Moreover, since we are working with a general numerical flux g, a BV bound cannot be obtained via the use of a Temple function [13] . Therefore, we only prove a BV loc bound, i.e. non uniform in time BV (R \ {0}) bounds, following [5] . Unfortunately, to do this, we need to apply the Crandall-Tartar lemma, which is restricted to conservative methods. This leads to an additional assumption on the numerical flux g (we only provide a sufficient, but more readable condition):
Actually, classical numerical fluxes (such as Rusanov, Godunov or Engquist-Osher) satisfy condition (24). However, there exists monotone numerical fluxes which do not comply with (24), for example g(a, b) = ((a⊤0) 2 + (b⊤0) 2 )/4 − (b 3 − a 3 ) (but it seems to work in practice, which let us think that condition (24) is only technical...).
Lemma 5.4. Assume that u 0 ∈ BV (R). Let 0 < r < A < B be three real constants and T > 0. Then, for ∆x sufficiently small, we have
where K only depends on T , |u 0 | BV (R) , the Lipschitz constant of the numerical flux and the ratio ∆t/∆x (which can be assumed constant).
This lemma is also valid for B < A < r < 0. Note that this estimates blows up as A → 0, but thanks to the L ∞ -stability of the numerical scheme, one can extract by a Cantor's diagonal process a converging subsequence (see [5] for more details).
We are thus in position to conclude:
Theorem 5.5. Assume that u 0 ∈ L ∞ (R) and D is given by (6) or (7). Then, under a classical CFL condition and condition (24), the numerical scheme (18-21) converges to the unique solution of the Cauchy problem (15)- (13) as ∆x → 0.
In the frame of a stationary particle, the numerical scheme (18-21) meets all the requirements we have imposed above since no Riemann solver has been used. Besides, if we intend to extend this numerical scheme to the case v 0 = 0, the easiest way is to make the change of variableũ(t, x) = u(t, x − v 0 t) and to follow the same construction as before. However, such a trick is equivalent to move the mesh and it cannot be used if two particles are present with different velocities.
5.2.
The full model. The previous numerical scheme is very simple but it does not seem trivial to extend it to the full model. Therefore, we propose an alternative strategy. It is based on the Glimm scheme and on the exact Riemann solver for (15) , that is to say we do not use the Riemann solver for the full model of Sec.4. Let us describe the main guidelines of this scheme.:
n and v n which respectively denote the piecewise constant by cell representation of u, the position of the particle (assumed to be at an interface x i+1/2 of the mesh) and the velocity of the particle. 2. Solve exactly the Riemann problem for the classical Burgers equation at each interface x i+1/2 , ∀i = I n where I n is such that x In+1/2 = h n . 3. Solve the Riemann problem at the interface x In+1/2 :
Let us recall that its solution, noted in the following U (x/t), is self-similar, it exists and is unique (Thm. 4.1). 4. Using a classical CFL condition to prevent any wave interaction between the local Riemann problems, merge all the solutions of the Riemann problems of the two previous steps and obtain a functionũ(x) composed by constant states separated by discontinuities and affine parts (i.e. rarefaction waves). 5. Compute the trajectory of the particle using an explicit Euler method for the ODE (12):
where U is the solution of (26). Let us emphasize that the location of the particle inũ is exactlyh. Let us note byĨ the index of the cell which contains the particle:h ∈ [xĨ −1/2 , xĨ +1/2 [. 6 . Take a real y ∈ (0, ∆x) by a random sampling. Define
The main advantage of this numerical method is that we do not need to compute the Riemann problem for the full model. Moreover, it can be extended to the case of several particles: if they are not at the same interface, it suffices to follow the same procedure and if they are at the same interface, solve (26) twice (with the velocity of each particle).
We have compared the results obtained by this algorithm with the solution of the Riemann problem constructed in [12] and they perfectly match in any case. We now present a numerical test with two particles, in the case of a linear drag force (6) . The corresponding model writes for t ∈ [0, 5] and x ∈ [0, 1]
where m 2 = 2 × 10 −2 (note that λ = 1 and that the drag force is linear). The boundary conditions are periodic but they actually are inactive. We present in Fig. 4 the trajectories of the particles for m 1 = 1.5 × 10 −2 , 2 × 10 −2 and 2.5 × 10 −2 , computed using 10000 cells and a Courant number of 0.3. We can see in each case the so-called drafting-kissing-tumbling phenomenon. At the beginning, both particles are slowed down by the fluid, but once particle 1 is in the wake of particle 2, its velocity becomes about constant, while the velocity of particle 2 continue to decrease. After a while, the particles cross: particle 1 is ahead. After the crossing, particle 2 is in the wake of particle 1, which is slowed down by the fluid, and thus accelerate. And a new crossing occurs... See Fig. 4 (bottom) which includes a zoom near the first crossings.
6. Conclusion. We have presented several theoretical and numerical results about a simple model of interaction between an inviscid fluid, modeled by the Burgers equation, and a point-wise particle, via a drag force. Despite its simplicity, it can reproduce complex phenomena and seems a good starting point to more complex models, including for instance the interaction of point-wise particles with a fluid modeled by the compressible Euler equations (some encouraging progresses have already been done in this direction...). Concerning the analysis, several questions remain, in particular about the well-posedness of the Cauchy problem for the full model (1-2) and about the convergence of the numerical method presented in the previous section. Moreover, it would be interesting for further extensions (systems, multidimensional case...) to develop a numerical method for the full model (1-2) which does not include any Riemann solver, using the results of Sec. 5.1. 
