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a b s t r a c t
This note studies the iterative solution to the Stein matrix equation. Firstly, it is shown
that the recently developed Smith(l) iteration converges to the exact solution for arbitrary
initial condition whereas a special initial condition is required in the literature. Secondly,
by presenting a new accelerative Smith iteration named the r-Smith iteration that includes
the well-known ordinary Smith accelerative iteration as a special case, we have shown
that the r-Smith accelerative iteration requires less computation than the Smith iteration
and the Smith(l) iteration, and the ordinary Smith accelerative iteration requires the least
computations comparing with other Smith-type iterations.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
The following well-studied Sylvester matrix equation:
AX + XB = C, (1)
where A ∈ Rm×m,B ∈ Rn×n,C ∈ Rm×n are known matrices and X ∈ Rm×n is a matrix to be determined, has many
important applications in control theory, for example, in pole/eigenstructure assignment [1], robust pole assignment [2,
3], observer design [4], model reduction [5,6] and model matching problems [7]. In particular, if A = BT and C = CT, the
Sylvester equation becomes the well-known Lyapunov matrix equation which is very important in stability analysis and
controller design in control theory. A lot of results have been reported for solving the Sylvester equation (1); see [8–11] and
the references given there.
Another linear equation in the form of
X = AXB+ C, (2)
where A ∈ Rm×m, B ∈ Rn×n, C ∈ Rm×n are knownmatrices and X ∈ Rm×n is a matrix to be determined, is known as the Stein
matrix equation. Obviously, when B = AT, the Stein matrix equation (2) reduces to the standard discrete-time Lyapunov
matrix equation. For solving the Sylvester matrix equation (1), an important method is as follows: the Sylvester equation (1)
is firstly transformed into the Stein matrix equation (2) and then the Stein matrix equation (2) is solved by some effective
methods (see [5,8,12–14] and the references therein). Since in this note we are interested in the Stein matrix equation (2),
it would be helpful to introduce such a transformation technique. The transformation methods are mainly based on the
following result given in [8].
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Lemma 1. Let f (z) = Σ∞k=0akzk be a complex power series converging for |z| < R and satisfying that R > ρ (A) , R >
ρ (B) , f (B) is nonsingular and ρ
(
f −1 (B) f (−A)) < 1 where ρ (H) denotes the spectral radius of the square matrix H; then
Eq. (1) is equivalent to (2) with
A = f (−A) , B = f −1 (B) , C = Qf −1 (B) ,
Q =
∞∑
k=1
akQk, Qk+1 = −AQk − CBk, Q1 = −C.
For example, the Wachspress transformation [13] can be obtained from Lemma 1 by setting
f (z) = q+ z
p− z
where p and q are some scalars; the Miller transformation [8] is obtained from Lemma 1 by setting
f (z) = e−hz
where h > 0; the Davison–Man transformation [14] can be obtained by setting
f (z) = 1−
h
2 z + h
2
12 z
2
1+ h2 z + h
2
12 z
2
, h > 0
and the Alternating Direction Implicit (ADI) transformation [5] results from choosing
f (z) =
l∏
i=1
(z + pi)
l∏
i=1
(z − pi)
where pi, i = 1, 2, . . . , l, are negative scalars.
The Stein matrix equation (2) has been studied by many researchers and a lot of results can be found in the literature.
For closed-form solutions, see [15] and the references therein. For numerical solutions, see [16] and the references therein.
In this notewe are interested in an iterative solution, in particular, a Smith iterative solutionwhichwill be defined later, to
the Stein matrix equation (2). We firstly show that the Smith(l) iteration reported recently in the literature converges to the
exact solution to the Stein matrix equation (2) for arbitrary initial condition whereas a special initial condition is proposed
in the literature. Secondly, by presenting a new accelerative Smith iterative method named the r-Smith iteration which
contains the well-known Smith accelerative iteration as a special case, we have shown that the ordinary Smith accelerative
iteration requires the least computation for computing a sufficiently accurate approximate solutions.
2. Convergence of the Smith(l) iteration
Throughout this note, it is assumed that ρ (A) ρ (B) < 1. Then it is not difficult to obtain the unique solution to the Stein
matrix equation (2) as
X∗ =
∞∑
i=0
AiCBi. (3)
In view of the above expression, several types of iterative algorithms for solving the Stein matrix equation (2) have been
developed in the literature.
• Smith iteration [5]. This iterative method is simply in the form of
Xk+1 = AXkB+ C, X0 = C . (4)
The iteration result can be written as
Xk =
k∑
i=0
AiCBi, k ≥ 0. (5)
• Smith accelerative iteration. This iterative method is first given in [12] and has the form{
Xk+1 = AkXkBk + Xk, Ak = A2k−1, Bk = B2k−1
X0 = C, A0 = A, B0 = B. (6)
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According to [12], the iteration result is given by
Xk =
2k−1∑
i=0
AiCBi, k ≥ 0. (7)
• Smith (l) iteration. This class of iterative methods is proposed in [5]. For simplicity, we only introduce the following
simplified version:
Xk+1 = AlXkBl + Cl, X0 = Cl, (8)
where l ≥ 1 is some prescribed positive scalar and
Al = Al, Bl = Bl, Cl =
l−1∑
i=0
AiCBi. (9)
If l = 1, then the Smith(1) iteration corresponds to the usual Smith iteration. Straightforward manipulation shows that
the iteration result can be expressed as
Xk =
(k+1)l−1∑
i=0
AiCBi, k ≥ 0. (10)
The special initial condition in the Smith iteration (4) and the Smith(l) iteration (8) is unnecessary. In fact, we have the
following result which is inspired by the result of [17].
Theorem 1. The Smith iteration (4) and the Smith(l) iteration (8) converge to X∗, the exact solution of the Stein matrix equation
(2), for arbitrary initial condition X0 ∈ Rm×n.
Proof. Since the Smith iteration (6) is a special case of the Smith(l) iteration (8) with l = 1, we only need to consider the
Smith(l) iteration (8). Since ρ (A) ρ (B) < 1, for an arbitrary initial condition X0, we know that Xk converges to a matrix X˜∗
satisfying
X˜∗ = AlX˜∗Bl +
l−1∑
i=0
AiCBi, (11)
as k approaches infinity. Let X∗ be the exact solution to the Stein matrix equation (2), i.e., X∗ = AX∗B+ C . Then we have
l−1∑
i=0
AiCBi =
l−1∑
i=0
Ai (X∗ − AX∗B) Bi
=
l−1∑
i=0
AiX∗Bi −
l−1∑
i=0
Ai+1X∗Bi+1
=
l−1∑
i=1
AiX∗Bi + X∗ −
l−1∑
i=1
AiX∗Bi − AlX∗Bl
= X∗ − AlX∗Bl. (12)
Substituting (12) into (11) and simplifying gives
X˜∗ − X∗ = Al
(˜
X∗ − X∗
)
Bl.
Since ρ (A) ρ (B) < 1, the above equation clearly implies X˜∗ = X∗. The proof is completed. 
Remark 1. The above result shows that the convergence of the Smith iteration (4) and Smith(l) iteration (8) are not
dependent upon the initial condition. However, the Smith accelerative iteration (6) does not have this property.
We next discuss the convergence rate of the iterations. The following definition adopted from [18] is commonly used to
measure the convergence rate of the iteration
xk+1 = Mxk + g, g ∈ Rn, (13)
whereM and g are respectively a constant matrix and vector.
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Definition 1. LetM be a square matrix. If ‖Mq‖ < 1 for some positive integer q, then
Rq (M) = − ln
((∥∥Mq∥∥) 1q) = − ln (‖Mq‖)
q
,
is called the average exponential convergence rate for q iterations of the iteration in (13).
The following result is also adopted from [18].
Lemma 2. Let M be amatrix such that ρ (M) < 1. Then the average exponential convergence rate for q iterationsRq (M) satisfies
lim
q→∞ Rq (M) = − ln (ρ (M)) =: R∞ (M) .
The number R∞ (M) is called the asymptotic exponential convergence rate of the iteration in (13).
Then we have the following simple result.
Proposition 1. The asymptotic exponential convergence rates of the Smith iteration (4) and the Smith(l) iteration (8) are, respe-
ctively,− ln (ρ (A) ρ (B)) and−l ln (ρ (A) ρ (B)) .
3. r-Smith iteration and computational complexity
In this section, we first present a new iterative method called r-Smith iteration for obtaining an approximate solution to
the Stein matrix equation (2). Let r ≥ 2 be a prescribed positive integer. The new method is constructed as follows:
Xk+1 =
r−1∑
i=0
AikXkB
i
k, k ≥ 0,
Ak+1 = Ark, Bk+1 = Brk, k ≥ 0,
X0 = C, A0 = A, B0 = B.
(14)
Theorem 2. Consider the iteration in (14). Then
Xk =
rk−1∑
i=0
AiCBi, k ≥ 0. (15)
Proof. We prove this result by induction. Obviously, when k = 0, the relation (15) is obviously true. Assume that (15) is
true with k = l, i.e.,
Xl =
r l−1∑
i=0
AiCBi, l ≥ 0. (16)
From (14), it is not difficult to get
Ak = Ark , Bk = Brk , k ≥ 0. (17)
Then, using (16) and (17), we can obtain
Xl+1 =
r−1∑
j=0
AjlXlB
j
l
=
r−1∑
j=0
(
Ar
l
)jr l−1∑
i=0
AiCBi
(Br l)j
=
(r−1)×r l+r l−1∑
i=(r−1)×r l
AiCBi +
(r−2)×r l+r l−1∑
i=(r−2)×r l
AiCBi + · · · +
r l+r l−1∑
i=r l
AiCBi +
r l−1∑
i=0
AiCBi
=
r×r l−1∑
i=(r−1)×r l
AiCBi +
(r−1)×r l−1∑
i=(r−2)×r l
AiCBi + · · · +
2×r l−1∑
i=r l
AiCBi +
r l−1∑
i=0
AiCBi
=
r l+1−1∑
i=0
AiCBi.
1042 B. Zhou et al. / Applied Mathematics Letters 22 (2009) 1038–1044
That is, relation (15) holds for k = l+ 1. The conclusion is then proven by the induction principle. 
Remark 2. Obviously, if r = 2, then the iteration in (14) reduces to the well-known Smith accelerative iteration (6). For
this reason, we call the iteration in (14) the r-Smith iteration. Moreover, as in the Smith accelerative iteration (6), the initial
condition must be chosen as X0 = C which is also different from the Smith iteration (4) and the Smith(l) iteration (8).
Remark 3. The Smith(l) iteration and the r-Smith iteration can be combined to produce new iterative algorithms. As pointed
out in [5], the iteration method given in [14] is the combination of the Smith(2) iteration and the 2-Smith iteration.
Definition 1 can only be applied to the constant iteration in (13), i.e., M and g are constants for arbitrary k, and is not
applicable to the iteration
xk+1 = Mkxk + gk, gk ∈ Rn,
whereMk and fk are functions of the iteration number k. In fact, R∞ (M)measures the exponential convergence rate of iteration
(13). However, the iteration in (14) converges super-exponentially. To see this, we first give the following lemma.
Lemma 3. Define Ek = X∗ − Xk where X∗ is denoted by (3) and Xk is given by (15). Then Ek satisfies
Ek = ArkX∗Brk . (18)
Proof. It follows from (3) and (15) that Ek =∑∞i=rk AiCBi. Consequently, we have
Ek − AEkB =
∞∑
i=rk
AiCBi −
∞∑
i=rk+1
AiCBi
= ArkCBrk ,
and it follows that(
I − BT ⊗ A) vec (Ek) = (BT ⊗ A)rk vec (C) (19)
where⊗ denotes the Kronecker product and vec (Ek) is a vector composed by stretching the column vectors of the matrix
Ek from left to right. Note that
(
I − BT ⊗ A)−1 and (BT ⊗ A)ν are commutable for arbitrary integer ν. Then (19) implies
vec (Ek) =
(
I − BT ⊗ A)−1 (BT ⊗ A)rk vec (C)
= (BT ⊗ A)rk (I − BT ⊗ A)−1 vec (C)
= (BT ⊗ A)rk vec (X∗)
=
((
Br
k
)T ⊗ Ark) vec (X∗) ,
which is just (18). 
Recall that for an arbitrary square matrix G such that ρ (G) < 1, there exist two scalars χ1 > 0 and ρ (G) ≤ β1 < 1
depending only on G (see, for example, [19]) such that∥∥Gk∥∥F ≤ χ1βk1,
holds for arbitrary k. Then there exist two scalars χ > 0 and ρ (A) ρ (B) ≤ β < 1 depending only on A and B such that∥∥∥(BT ⊗ A)j∥∥∥
F
≤ χβ j
for arbitrary positive integer j. According to (18), we have
‖Ek‖F = ‖vec (Ek)‖F
=
∥∥∥∥(BT ⊗ A)rk vec (X∗)∥∥∥∥
F
≤
∥∥∥∥(BT ⊗ A)rk∥∥∥∥
F
‖vec (X∗)‖F
≤ ‖X∗‖F χβrk . (20)
Inequality (20) clearly implies that the iteration (14) converges faster than an exponent function.
We next consider the computation complexity of the different iterative methods mentioned above. For simplicity, we
assume thatm = n in the Stein equation (2).
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Definition 2. Let P be an algorithm and A, B, C be n× n constant matrices. The minimal number of manipulations required
in the algorithm P to compute
S (q) =
q∑
i=0
AiCBi, q > 0,
is denoted by FlopP (q) .
Obviously, FlopP (q) can be used to quantify the computational cost of algorithm P: for a fixed number q > 0, the smaller
FlopP (q), the lesser the amount of computation that the algorithm Pwill require.
Let t > 1 be a given integer,A,B,C be n× n constant matrices. The minimal flop for the following computation:{
Ct = C +ACB +A2CB2 + · · · +At−1CBt−1
At = At , Bt = Bt , (21)
where At ,Bt and Ct are the desired outputs is denoted by c (t). Clearly, we have c (1) = 0. In addition, it is trivial to
construct an algorithm such that c (t) is a linear function of t . That is, there exists a positive scalar such that
c (t) = α (t − 1) .
Then we can discuss the computational complexity for the different algorithms mentioned in this note. We recall that
the manipulation of two square matrices with dimensions n× n requires n3 flops.
• Smith iteration. According to the iteration in (4), we clearly have
FlopSmith (q) = 2n3q. (22)
• Smith (l) iteration. Assume that k iteration steps are required to compute S (q). Then it follows from (10) that (k+ 1) l−
1 = q. That is,
k = 1+ q
l
− 1, q ≥ l− 1
(we assume that q is chosen such that k is an integer). Comparing (9) with (21), we know that c (l) flops are required for
computing Al, Bl and Cl. As a result,
FlopSmith(l) (q) = 2n3
(
1+ q
l
− 1
)
+ c (l) . (23)
• r-Smith iteration. Assume that Xk is known and Xk+1 is computed by the iteration in (14). Again, the first two equations
in iteration (14) are in the form of (21) with the substitution (A,B,C, ) 7→ (Ak, Bk, Xk). Let k be the iteration steps
required to compute S (q). Then it follows from (15) that rk − 1 = q, i.e., k = ln(1+q)ln r (we again assume that q is chosen
such that k is an integer). Consequently,
Flopr-Smith (q) = c (r)ln r ln (1+ q) , r ≥ 2. (24)
We have the following statements based on (22)–(24).
1. If q is sufficiently large (we note that a larger q implies a more accurate approximate solution), the Smith(l) iteration
(l > 1) (8) requires fewer flops than the Smith iteration (4).
2. For arbitrary integer r > 1, if q is sufficiently large, the r-Smith iteration (14) requires fewer flops than the Smith iteration
(4) and the Smith(l) iteration (8) as any linear function increases faster than the logarithmic function.
3. If c (r) is a linear function of r (this is always possible as pointed out earlier), then (24) implies that the computation cost
is increasing as r increasing. This indicates that the ordinary Smith accelerative iteration (6) is the most effective one
among all the methods mentioned above.
Let P and Q be two algorithms. We use P  Q to denote that P is more effective than Q. Then the above statements can
be summarized as the following simple relations:
2-Smith Iteration  r-Smith Iteration (r ≥ 3)
 Smith (l) Iteration (l > 1)
 Smith Iteration.
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4. Conclusion
This note has analyzed the computational complexity of the Smith iteration and its variations for solving the Steinmatrix
equation. We first present a new Smith accelerative iteration that contains the well-known Smith accelerative iteration as
a special case. We show that the new Smith accelerative iteration needs less computation than the Smith iteration and
Smith(l) iteration and the ordinary Smith accelerative iteration in fact requires the least computations comparing with all
the other variations when a sufficiently accurate solution is computed. In addition, we prove that the so-called Smith(l)
iteration reported recently in fact converges to the exact solution to the Stein matrix equation for arbitrary initial condition
whereas a special initial condition is proposed in the literature.
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