In this work we focus on the following question: how important was the i-th feature in determining the outcome for a given datapoint? We identify a family of influence measures; functions that, given a datapoint x, assign a value φ i ( x) to every feature i, which roughly corresponds to that i's importance in determining the outcome for x. This family is uniquely derived from a set of axioms: desirable properties that any reasonable influence measure should satisfy. Departing from prior work on influence measures, we assume no knowledge -or access -to the underlying classifier labeling the dataset. In other words, our influence measures are based on the dataset alone, and do not make any queries to the classifier. While this requirement naturally limits the scope of explanations we provide, we show that it is effective on real datasets.
Introduction
Alice applied for a bank loan and was denied; knowing that she is in good financial standing, she demands that the bank explains its decision. However, the bank has recently implemented an ML algorithm that filters some applications, and has automatically rejected Alice's. How should the bank explain its decision? This example is more than anectdotal; recent years have seen the widespread implementation of data-driven algorithms making decisions in increasingly high-stakes domains, such as healthcare, transportation and public safety. Using novel ML techniques, algorithms are able to process massive amounts of data and make highly accurate predictions; however, their inherent complexity makes it increasingly difficult for humans to understand why certain decisions were made. By obfuscating the underlying decision making processes, such algorithms run the risk of exposing human stakeholders to risks. These risks could include incorrect decisions (e.g. Alice's application was wrongly rejected due to a sys-tem bug), information leaks (e.g. the algorithm was inadvertently given information about Alice that it should not have seen), or discrimination (e.g. the algorithm is biased against female applicants). Indeed, government bodies and regulatory authorities have recently begun calling for algorithmic transparency: providing human-interpretable explanations of the underlying reasoning behind large-scale decision making algorithms.
Our Contribution
In this work, we investigate influence measures: these are functions that, given a dataset, assign a value to every feature, roughly corresponding to its importance in affecting the classification outcome for individual datapoints. We identify specific properties that any reasonable influence measure should satisfy (Section 3); next, we mathematically derive a class of influence measures, dubbed monotone influence measures (MIM), which uniquely satisfy these axioms (Section 4). Unlike most existing influence measures in the literature, we assume neither knowledge of the underlying decision making algorithm, nor of its behavior on points outside the dataset. Indeed, some methodologies (see Section 1.2) are heavily reliant on having access to counterfactual information: what would the classifier have done if some features were changed? This is a rather strong assumption, as it assumes not only access to the classifier, but also the potential ability to use it on nonsensical data points 1 . By making no such assumptions, we are able to provide a far more general methodology for measuring influence; indeed, many of the tools described in Section 1.2 will simply not be usable when queries to the classifier are not available, or when the underlying classification algorithm is not known. Finally, grounding the measure in the dataset ensures the distribution of data is accounted for, rather than explaining the classification in terms of arbitrarily chosen datapoints. The points can be very unlikely or impossible to occur in practice, and using them can demonstrate a behavior the algorithm will never exhibit in its actual domain. Despite their rather limiting conceptual framework, our influence measures do surprisingly well on real datasets. We show that the outputs of our influence measure are comparable to those of other measures, and provide interpretable results.
Related Work
Algorithmic transparency has been called for by several government agencies (Hollande, 2016; de Rosnay, 2016; Custers et al., 2012; Smith et al., 2016b; a) ; in addition, recent court rulings have also required the opacity and neutrality of automatic decision systems (Roggensack & Abrahamson, 2016; Blue, 2015; Suzor, 2015; Charruault, 2013) . Last but not least, algorithmic transparency has been widely discussed in the media (Smith, 2016; Citron, 2016; Angwin et al., 2016; Angwin, 2016; Winerip et al., 2016) . The AI and ML community has answered this call. Researchers are designing better explainable AI systems, as well as developing tools to explain the behavior of existing systems; our work is focused on the latter. Datta et al. [2015] axiomatically characterize an influence measure for datasets; however, they interpret influence as a global measure (e.g., what is the overall importance of gender in making decisions); on the other hand, we measure feature importance for individual data-points. Moreover, as Datta et al. [2016] show, the measure proposed by Datta et al. [2015] outputs undesirable values (e.g. zero influence) in many real instances. Baehrens et al. [2010] propose an empirical influence measure that relies on a potential vector like approach. However, as we show, their methodology fails to satisfy our axioms on simple datasets. Other approaches in the literature either rely on black-box access to the classifier (Datta et al., 2016; Ribeiro et al., 2016) , or assume domain knowledge (e.g. that the classifier is a neural network whose layers are observable) (Sundararajan et al., 2017) .
Preliminaries
A dataset X = x 1 , . . . , x m is given as a list of vectors in R n (each dimension i ∈ {1, . . . , n} is a feature), where for every x j ∈ X there is a unique label c j ∈ {−1, 1}; given a vector x ∈ X , we often refer to the label of x as c( x). For example, X can be a dataset of bank loan applications, with x describing the applicant profile (age, gender, credit history etc.), and c( x) being a binary decision (accepted/rejected). An influence measure is simply a function φ whose input is a dataset X , the labels of the vectors in X denoted by c, and a specific point x ∈ X ; its output is a value φ i ( x, X , c) ∈ R; we often omit the inputs X and c when they are clear from context. The value φ i ( x) should roughly correspond to the importance of the i-th feature in determining the outcome c( x) for x.
Axioms for Empirical Influence Measurement
We are now ready to define our axioms. We take a geometric interpretation of the dataset X ; thus, several of our axioms are phrased in terms of geometric operations on X .
1. Shift Invariance: let X + b be the dataset resulting from adding the vector b ∈ R n to every vector in X (not changing the labels). An influence measure φ is said to be shift invariant if for any vector b ∈ R n , any i ∈ [n] and any
In other words, shifting the entire dataset by some vector b should not affect feature importance.
2. Rotation and Reflection Faithfulness: let A be a rotation (or reflection) matrix, i.e. an n × n matrix with det(A) ∈ ±1; let AX be the dataset resulting from taking every point x in X and replacing it with A x. An influence measure φ is said to be faithful to rotation and reflection if for any rotation matrix A, and any point x ∈ X , we have
In other words, rotating or reflecting the entire dataset results in the influence vector rotating in the same manner.
3. Continuity: an influence measure φ is said to be continuous if it is a continuous function of X . 4. Flip Invariance: let −c be the labeling resulting from replacing every label c( x) with −c( x). An influence measure is flip invariant if for every point x ∈ X and every i ∈ [n] we have
5. Monotonicity: a point y ∈ R n is said to strengthen the influence of feature i with respect to x ∈ X if c( x) = c( y) and y i > x i ; similarly, a point y ∈ R n is said to weaken the influence of i with respect to x ∈ X if y i > x i and c( x) = c( y). An influence measure φ is said to be monotonic, if for any data set X , any feature i and any data point x ∈ X we have φ i ( x, X ) ≤ φ i ( x, X ∪{ y}) whenever y strengthens i w.r.t. x, and φ i ( x, X ) ≥ φ i ( x, X ∪ { y}) whenever y weakens i w.r.t. x. 6. Random Labels: an influence measure φ is said to satisfy the random labels axiom, if for any dataset X , if all labels are assigned i.i.d. uniformly at random (i.e. for all
Let us briefly discuss the latter two axioms. Monotonicity is key in defining influence: intuitively, if one is to argue that Alice's old age caused her loan rejection, then finding older persons whose loans were similarly rejected should strengthen this argument; however, finding older persons whose loans were not rejected should weaken the argument. The Random Labels axiom states that when labels are randomly generated, no feature should have any influence in expectation; any influence measure that fails this test may assign influence to some features when labels are data independent.
Characterization result
In what follows, we show that influence measures satisfying the Axioms in Section 3 must follow a simple formula, described in Theorem 4.2. Below, 1(p) is a {1, −1}-valued indicator (i.e. 1 if p is true and −1 otherwise), and x 2 is the euclidean length of x.
We begin by showing a simple technical lemma (proof omitted due to space constraints).
Lemma 4.1. If an influence measure φ satisfies both monotonicity and rotation faithfulness, then for any dataset X , any datapoint x ∈ X , and any y where y and x differ in some feature, there exists some a ∈ R such that
furthermore, a ≥ 0 if c(x) = c(y), and a ≤ 0 otherwise.
Theorem 4.2. Axioms 1 to 6 are satisfied iff φ is of the form
where α is any non-negative-valued function.
Proof. Suppose φ statisfies Axioms 1 to 6. We prove the statement by induction on k = |X |; some technical points are omitted due to space constraints. When the dataset contains a single point (i.e. k = 1), the axioms imply that all features have an influence of 0.
When k = 2, we have X = x, y . If x = y all features have zero influence. Further, note that any set of two points can be translated by shift and rotation to any other set of two points with the same labels and the same euclidean distance between them. Hence, by shift invariance, rotation faithfulness and Lemma 4.1,
where α 1 (α 2 ) is some non-negative (non-positive) valued function. By labels-expectation and flip faithfulness, α 1 = −α 2 , and then φ( x, X ) = ( y − x)α( y − x 2 )1(c( x) = c( y)), where α depends only on y − x 2 .
Suppose the hypothesis holds when |X | ≤ k. Consider any dataset Y of size k + 1. The cases where the dataset Y does not contain at least three different points are handled in a manner similar to when k = 1, 2. Suppose Y contains at least two distinct datapoints y, z = x. We prove the hypothesis for the case where y − x and z − x are linearly independent; the case where they are linearly dependent follows from continuity (we can 'perturb' the points slightly to avoid linear dependency).
By Lemma 4.1 we have
Further by the inductive hypothesis we have:
Hence, since y − x and z − x are linearly independent we get,
concluding the inductive step.
5. Monotonic measure as a solution to an optimization problem
Formulation
In this section we consider an optimization problem associated with influence measures. Suppose a dataset X and a point of interest x are given; for the ease of exposition we assume the dataset has been shifted so that x = 0. Consider any potential influence vector φ. Intuitively, φ should be a direction, s.t. moving x along φ will 'increase the chance' or 'positively contribute' to the label of the point being c( x). For any point y ∈ X s.t. c( y) = c( x), it is desired that φ points towards y; if c( y) = c( x), φ should point away from y. Hence, a function to be optimised could be phrased in terms of cos( y, φ) in the following way:
cos( y, φ)
Note that this formulation treats a point y with c( y) = c( x) identically to z = − y with c( z) = c( x). To simplify further, we will assume all points with a different label than x have been swapped for their negatives with the same label as x, resulting in a simplified formula:
The equation can be modified to account for locality. Assume a function f : R → R that given the distance of y from x, i.e. ( y − x) 2 , returns the weight representing the importance of y; intuitively, a big number for y close (similar) to x, and a small number otherwise. Here we assume x = 0, so the equation takes form:
The equation pertains to the direction of φ. Intuitively, the length of φ should correspond to how well the problem can be optimized. If the dataset is random, no direction to point the influence vector to should be particularly good, resulting in a short φ, or in other words, small influence values for every dimension. In the case of the opposite extreme -all points with the same label as x in a similar direction, and all points with a different label in the other -φ should be long, indicating high influence towards the points with the same lebel. Hence, the most natural way to specify the length of φ is:
Solution
Lemma 5.1. Given a dataset X , and for every y ∈ X a coefficient a y :
Proof. From the case for two vectors, follows the formula for any number of vectors:
Substituting f (x) = xα(x) in the equation (4), by the lemma we get:
Combining that with the equation (3):
Accounting for the simplifications we assumed, we get the general formula:
Axiomatic analysis of existing measures
As mentioned above, several feature influence measures were proposed in prior work. Most of them, however, fundamentally rely on black-box access to the underlying classifier and cannot be immediately applied to our setting; for example, QII (Datta et al., 2016) cannot be easily applied without some heavy modifications. In this section we discuss two popular proposed methods: LIME (Ribeiro et al., 2016) and PARZEN (Baehrens et al., 2010) . These methods can be applied to our setting without departing much from their original definition; moreover, they can be seen as typical examples of two fundamentally different ways of looking at this problem.
Parzen
The main idea behind the approach followed by Baehrens et al. [2010] is to approximate the labeled dataset with a potential function and then use the derivative of this function to locally assign influence to features. Given a locality measure σ and a kernel function
we can derive the influence measure Definition 6.1 (Parzen). The parametric parzen influence measure φ Parzenσ ( x, X ) is given by the derivative at x of the potential function
.
It is easy to check that φ Parzenσ satisfies Axioms 1 to 4. However, Parzen is neither monotonic, nor can it efficiently detect random labels. To understand why Parzen fails monotonicity it helps to look at the potential function.
In Figure 1 , we have a single feature ranging from 0 to 2; we are measuring influence for the point x 0 (marked with a green circle). When we add two more positive labels slightly to its right, the value of φ Parzenσ ( x 0 , X ) should not decrease; however, this addition 'flattens' the potential function, decreasing the influence of the feature. The violation of the random label axiom can easily be checked on any dataset with two points. The underlying problem is the same: φ Parzenσ measures only change in labels, so data points of the same label lead to zero influence and not positive influence. This leads to problems, since φ Parzenσ assigns influence to noise, since noise leads to change.
LIME
The measure developed by Ribeiro et al. [2016] has been shown to work well in some instances. Unfortunately, at its' core is a discretization step which makes it unsuitable for an axiomatic analysis. Through the discretization alone it violates almost all axioms. On the other hand, based on the underlying idea of locally approximating the classification with a linear function, one can design an SVMlike measure more fit for theoretical analysis. However, the more adjustments one makes, the more the measure resambles a monotone influence measure, so the motivation for experimental comparison becomes unclear.
Experimental results
The dataset used to produce the experimental results is a part of the Facial Expression Recognition 2013 dataset described in (Goodfellow et al., 2013) . The data consists of 12156 48 × 48 pixel grayscale images of faces, evenly divided between happy and sad facial expressions. Each pixel is a feature; its brightness level is its parametric value. A parametric Parzen influence measure with σ = 4.7 and a monotone influence measure with α(d) = 1 d 2 were run on some of the images. Figure 2 shows an example picture of a happy face from the dataset, along with a visualization of the influence vertors as produced by MIM and Parzen. In the images of influence vectors, the color blue (red) indicates positive (nega-tive) influence; that is, for every pixel, the measures indicate that the brighter (darker) the pixel in the original image, the more 'happy' ('sad') the face. Subfigures 2c and 2e show the point of interest shifted according to the influence vector, i.e. the pixels with positive influence were brightened, and darkened if their influence was negative.
According to the MIM influence vector, the factors that contribute to this face looking happy, are a bright mouth with darkened corners, bright eyebrows, bright tone of the face, and a darkened background. Shifting the picture along the influence vector seems to make the person in the picture smile wider, and open their mouth slightly. The Parzen vector differs from the MIM vector mainly in that it suggests dark eyes as indicative of the label and does not indicate the eyebrows as strongly. Figure 3 shows another example of a picture from the dataset and its MIM/Parzen influence vectors; however, both measures fail to offer a meaningful explanation. This is likely to be since the face in the image is tilted, unlike the majority of images in the dataset. This is due to the fact that the dataset does not describe the locality of the image well enough; one can expect this to be the case for many images if the dataset is so small (12000) for such a complex feature space (48 × 48 = 2304 features, with each potentially taking 256 different shades of gray). This exemplifies how the influence measures are based only on the dataset provided and indicates it needs to describe the locality of the point of interest reasonably well, if black-box access to the classifier or any domain knowledge cannot be assumed.
Influence: From Game-Theory to Data Analytics
Influence measurement is studied in various domains; apart from the relatively new study of influence in classification settings, it has been studied in game theory. In what follows, we apply our analysis to cooperative games. Beyond its mathematical interest, the purpose of this section is to show that our work is taking a step towards a unified theory of influence measurement, connecting game theory to a more general domain of influence measurement. We believe that these insights can, in turn, result in a fruitful exchange between the disciplines.
Influence has always played a, well, influential role in the study of cooperative games. Briefly, a cooperative game is given by a set of players N = {1, . . . , n} and a characteristic function v : 2 N → R, assigning a value v(S) to every subset of players (also referred to as a coalition). Translating to our setting, we can think of the players as features, and of sets as indicator vectors in {0, 1} n ; thus, our dataset X consists of all vectors in {0, 1} n , where the label of the indicator vector corresponding to S (which we denote e S ) is the value v(S). Note that for a fully faithful translation we'll need all sets to have binary values (i.e. v(S) ∈ {0, 1}); cooperative games where all sets have values in {0, 1} are known as simple games 2 ; however, our definition easily extends to all types of cooperative games. What does our influence measure look like translated to this domain? Fixing a set S ⊆ N , and taking α to be the standard Hamming set distance, we obtain the following equation
In Equation (5), S T is the symmetric difference between S and T ; let us observe the the i-th coordinate of e S − e T
Thus, if i / ∈ S, φ i (S) is of the form
One can think about Equation (7) as a generalization of the key concept of marginal contribution in cooperative games. The marginal contribution of a player i to a set S is the value v(S∪{i})−v(S); observe that this value is just one of the summands in Equation (7), when one takes T = S∪{i}. When i ∈ S, we get
Again, one of the terms in Equation (7) is the term v(S \ {i}) − v(S), the marginal cost of losing player i, obtained when T = S \ {i}. Thus, Equation (7) can be thought of as a generalization of the term marginal cost in cooperative games.
More interesting observations arise when one applies the above to specific sets. In particular, when we take S = ∅ we obtain
Equation (8) is of particular interest, since the same equation is an axiomatic characterization of influence in a data-dependent cooperative setting given by Balkanski et al. [2017] . In their work, Balkanski et al. [2017] explore measuring player influence in a setting where the dataset X consists of m coalitions and their values; they show that any measure satisfying a set of reasonable axioms in the cooperative game setting must be of the form of Equation (8). This is a strong indication that our proposed measure is a general methodology for measuring influence in data dependent settings.
However, taking a broader view of game-theoretic influence, one can derive a novel game-theoretic influence measure based on our work. Rather than just taking the empty set, one can take all of the sets which do not contain i; this results in the following measure
Recall that the Banzhaf value of a coalitional game is defined as
Theorem 8.1. The measure ψ i described in Equation (9) equals
Proof. Let us write N \ {i} = N −i . We first observe the summands in ( 
Here, the value ζ(S) equals
where ζ k (S) is the number of coalitions T ⊆ N −i for which |S T | = k. Let us compute the value ζ k (S). Suppose that |S ∩ T | = r ≤ k; in order to have |S T | = k, T must have exactly k − r elements from N −i \ S. In other words, ζ k (S) equals exactly the number of ways one can choose subsets of size r from S, and subsets of size k − r from N −i \ S, for all values of r = 0, . . . , k. Letting |S| = m, we have
The last transition is also known as the Chu-Vandermonde identity. Plugging Equation (13) into (12) 
Conclusions and Future Work
In this paper we present a novel characterization of empirical influence measurement. Axiomatic analysis of influence in data domains is an important research direction, as it allows one to discuss underlying desirable properties. QII (Datta et al., 2016 ) is axiomatically characterized, but LIME and PARZEN are not. We believe that an axiomatic characterization of other measures would help the research community to better understand the benefits and drawbacks of each method.
Monotone influence measures have interesting connections to other domains. One can show that our measures generalize influence measures in empirical game-theoretic domains (Balkanski et al., 2017) ; furthermore, our measures are related to mathematical formulations of responsibility and blame, described by Chockler & Halpern [2004] . These connections are encouraging, as they pave the way towards a general theory of causal influence across domains.
