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Harmonic analysis on the space of
p-adic unitary hermitian matrices,
including dyadic case∗
Yumiko Hironaka
Abstract: We are interested in the harmonic analysis on p-adic homogeneous spaces
based on spherical functions. In the present paper, we investigate the space X of
unitary hermitian matrices of size m over a p-adic field k and give unified description
including dyadic case, which is a continuation of our previous papers on non-dyadic
case. The space becomes complicated when e = vπ(2) > 0. First we introduce a
typical spherical function ω(x; z) on X , and study their functional equations, which
depend on m and e, we give an explicit formula for ω(x; z), where Hall-Littlewood
polynomials of type Cn appear as a main term with different specialization accord-
ing as m = 2n or 2n+1, but independent of e. By spherical transform, we show the
Schwartz space S(K\X) is a free Hecke algebra H(G,K)-module of rank 2n, and
give parametrization of all the spherical functions on X and the explicit Plancherel
formula on S(K\X). The Plancherel measure does not depend on e, but the nor-
malization of G-invariant measure on X depends.
Keywords: Spherical functions, Plancherel formula, unitary groups, hermitian ma-
trices, Hall-Littlewood polynomials, dyadic fields.
Mathematics Subject Classification 2010: 11E85, 11E95, 11F70, 22E50, 33D52.
§0 Introduction
We have been interested in harmonic analysis on p-adic homogeneous spaces based on
spherical functions. We have considered the space of p-adic unitary hermitian matrices
of even size in [HK1] and [HK2] mainly for odd residual case, and in the present paper
we will give the unified description including even residual case. All the results for odd
residual case have been proved in [HK1] (resp. [HK2]) for even (resp. odd) size matrices.
When the matrix size is even, the space has a natural close relation to the theory of
automorphic functions and classical theory of sesquilinear forms (e.g. [H3], [HS]), where
we didn’t need to distinguish the dyadic case.
We fix an unramified quadratic extension k′ of p-adic field k, and consider hermitian
and unitary matrices with respect to k′/k, and for a ∈Mmn(k′) we denote by a∗ ∈Mnm(k′)
its conjugate transpose. Let π be a prime element of k and q the cardinality of the residue
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1
class field Ok/(π). Denote by jm ∈ GLm(k) the matrix whose all anti-diagonal entries are
1 and others are 0, where and henceforth m is an integer such that m ≥ 2. Set
G = U(jm) = {g ∈ GLm(k′) | g∗jmg = jm} ,
X = {x ∈ X | x∗ = x, Φxjm(t) = Φjm(t)} ,
g · x = gxg∗, (g ∈ G, x ∈ X),
where Φy(t) is the characteristic polynomial of matrix y. We note that X is a single G(k)-
orbit over the algebraic closure k of k. We fix K = G ∩ GLm(Ok′), which is a maximal
compact open subgroup of G satisfying the Iwasawa decomposition G = KB = BK with
Borel subgroup B of G consisting of all the upper triangular matrices in G.
For dyadic case, i.e. vπ(2) > 0, there areK-orbits inX which have no diagonal element
(cf. Theorem 1 below); while for the space of unramified hermitian matrices in GLm(k
′),
each GLm(Ok′)-orbit has a diagonal representative ([Ja]). It is known in general that the
spherical functions on various p-adic groups Γ can be written in terms of the specialization
of Hall-Littlewood polynomials of the corresponding root structure of Γ (cf. [M2, §10], also
[Car, Theorem 4.4]). For the present space X , the main term of spherical functions can
be written by using Hall-Litllewood polynomials of type Cn with different specialization
according to the parity of m, independent of the residual characteristic (cf. Theorem 3
below). By using spherical functions we study the Schwartz space S(K\X), and show
its H(G,K)-module structure, parametrization of all the spherical functions on X and
Plancherel formula and Inversion formula on S(K\X)(cf. Theorem 4 below).
We will explain the results in some more details. Set
n =
[m
2
]
, e = vπ(2) (≥ 0) (0.1)
and denote the corresponding groupsG, B, K and spaceX with subscript and superscript
if necessary, as G
(ev)
n , X
(ev)
n for m = 2n, and G
(od)
n , X
(od)
n for m = 2n + 1, etc. According
to the parity of m, G has the root structure of type Cn for even m or type BCn for odd m.
We fix a unit ǫ ∈ k for which {1, 1+
√
ǫ
2
} forms an Ok-basis for Ok′ , where vπ(1 − ǫ) = 2e
(cf. [Om, §64]). Set
Λ˜+n = {λ ∈ Zn | λ1 ≥ λ2 ≥ · · · ≥ λn ≥ −e} , (0.2)
Λ+n =
{
λ ∈ Λ˜+n
∣∣∣ λn ≥ 0} ,
where Λ+n = Λ˜
+
n if e = 0. For λ ∈ Λ˜+n such that λr ≥ 0 > λr+1, define
x
(ev)
λ = Diag(π
λ1, . . . , πλr , y
(ev)
λ , π
−λr , . . . , π−λ1) ∈ X(ev)n ,
y
(ev)
λ =

∅ if r = n
πλr+1(1− ǫ) −√ǫ
. . . . .
.
πλn(1− ǫ) −√ǫ√
ǫ π−λn
. .
. . . .√
ǫ π−λr+1

if r < n,
2
x
(od)
λ = Diag(π
λ1, . . . , πλr , y
(od)
λ , π
−λr , . . . , π−λ1) ∈ X(od)n ,
y
(od)
λ =

1 if r = n
πλr+1(1− ǫ) −√ǫ
. . . . .
.
πλn(1− ǫ) −√ǫ
1√
ǫ π−λn
. .
. . . .√
ǫ π−λr+1

if r < n,
and understand xλ = yλ if r = 0, where and henceforth we write simply as xλ or yλ, if
there is no danger of confusion. Here and henceforth empty entries in matrices should be
understood as 0.
Theorem 1 (1) The map Λ˜+n −→ K\X, λ 7−→ K ·xλ is surjective. Further, it is bijective
if m is even, m = 3, or e = 1.
(2) There are precisely two G-orbits in X represented by xλ with λ = 0 and (1, 0, . . . , 0).
It is known that each xλ, λ ∈ Λ+n , gives a different K-orbit, since it gives a different
GLm(Ok′)-orbit in the space of hermitian matrices in GLm(k′), where m = 2n or 2n+ 1.
Hence, when e = 0, it is enough to show that any K-orbit has a representative of the
shape xλ, λ ∈ Λ+n , which has been done in [HK1] for even m and [HK2] for odd m. For
e > 0, we have to prove also the non-redundancy within the above representatives, which
will be done as a corollary of the explicit formula of spherical functions on X for n ≥ 2,
i.e., m ≥ 4 (cf. Theorem 3).
A spherical function on X is a K-invariant function on X which is a common eigen-
function with respect to the convolutive action of the Hecke algebra H(G,K), and a
typical one is constructed by Poisson transform from relative invariants of a parabolic
subgroup. We take the Borel subgroup B consisting of upper triangular matrices in G.
For x ∈ X and s ∈ Cn, we consider the following integral
ω(x; s) =
∫
K
n∏
i=1
|di(k · x)|si dk, (0.3)
where | | is the absolute value on k normalized by |π| = q−1, q = ♯ (Ok/(π)), di(y) is the
determinant of the lower right i by i block of y, 1 ≤ i ≤ n, and dk is the normalized
Haar measure on K. Then the right hand side of (0.3) is absolutely convergent for
Re(si) ≥ 0, 1 ≤ i ≤ n, and continued to a rational function of qs1 , . . . , qsn, and we use
the notation ω(x; s) in such sense. Since di(x)’s are relative B-invariants on X such that
di(p · x) = ψi(p)di(x), ψi(p) = Nk′/k(di(p)) (p ∈ B, x ∈ X, 1 ≤ i ≤ n),
we see ω(x; s) is a spherical function on X which satisfies
f ∗ ω(x; s) = λs(f)ω(x; s), f ∈ H(G,K)
λs(f) =
∫
B
f(p)
n∏
i=1
|ψi(p)|−si δ(p)dp,
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where dp is the normalized left invariant measure on B with modulus character δ. The
Weyl group W of G relative to B acts on rational characters of B, hence on s. It is
convenient to introduce the new variable z ∈ Cn related to s by
si = −zi + zi+1 − 1 + π
√−1
log q
, 1 ≤ i ≤ n− 1
sn =
{ −zn − 12 if m = 2n
−zn − 1 + π
√−1
2 log q
if m = 2n+ 1.
(0.4)
Then W = 〈Sn, τ〉 acts on z by permutation of indices as for the elements of Sn and
τ(z1, . . . , zn) = (z1, . . . , zn−1,−zn). Keeping the above relation (0.4), we denote ω(x; z) =
ω(x; s) and λs = λz. Then λz gives the Satake isomorphism
λz : H(G,K) ∼−→ C[q±2z1 , . . . , q±2zn]W (= R0, say). (0.5)
We will give the functional equation of ω(x; z) with respect to W . We set
Σ+ = Σ+s ⊔ Σ+ℓ ,
Σ+s = {ei + ej , ei − ej | 1 ≤ i < j ≤ n} , Σ+ℓ = {2ei | 1 ≤ i ≤ n} ,
where ei ∈ Zn is the i-th unit vector, and define a pairing
〈 , 〉 : Zn × Cn −→ C, 〈α, z〉 =
n∑
i=1
αizi.
Theorem 2 Assume e ≤ 1 if m is odd.
(1) For any σ ∈ W , one has
ω(x; z) = Γ(e)σ (z) · ω(x; σ(z)).
where
Γ(e)σ (z) =
∏
α
γ(e)α (z), γ
(e)
α (z) =

1−q−1+〈α, z〉
q〈α, z〉−q−1 α ∈ Σ+s
qe〈α, z〉 α ∈ Σ+ℓ , m = 2n
qe〈α, z〉 1−q
−1+〈α, z〉
q〈α, z〉−q−1 α ∈ Σ+ℓ , m = 2n+ 1,
and α runs over the set {α ∈ Σ+ | − σ(α) ∈ Σ+}.
(2) The function q−〈e, z〉G(z) · ω(x; z) is holomorphic and W -invariant, hence belongs to
C[q±z1 , . . . , q±zn]W . Here
〈e, z〉 = e(z1 + · · ·+ zn), G(z) =
∏
α
1 + q〈α, z〉
1− q−1+〈α, z〉 ,
and α runs over the set Σ+s for m = 2n and Σ
+ for m = 2n+ 1.
As for the explicit formula of ω(x; s) it suffices to give for xλ by Theorem 1 (1).
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Theorem 3 (Explicit formula) Assume e ≤ 1 if m is odd. For each λ ∈ Λ˜+n , one has
ω(xλ; z) = cn q
〈λ, z0〉 · q
〈e, z〉
G(z)
·Qλ+e(z; {t}),
where G(z) is given in Theorem 2, z0 is the value in z-variable corresponding to s = 0,
cn =

(1− q−2)n
wm(−q−1) if m = 2n
(1 + q−1)(1− q−2)n
wm(−q−1) if m = 2n+ 1,
wm(t) =
m∏
i=1
(1− ti),
Qµ(z; {t}) =
∑
σ∈W
σ
(
q−〈µ, z〉c(z, {t})) , c(z, {t}) = ∏
α∈Σ+
1− tαq〈α, z〉
1− q〈α, z〉 ,
{t} = {tα} with tα =

−q−1 if α ∈ Σ+s
q−1 if α ∈ Σ+ℓ , m = 2n
−q−2 if α ∈ Σ+ℓ , m = 2n+ 1.
We see the main part Qλ+e(z; {t}) of ω(xλ; z) belongs to R = C[q±z1 , . . . , q±zn]W
by Theorem 2. It is known that Qµ(z; {t}) is a constant multiple of Hall-Littlewood
polynomial Pµ(z; {t}) and the set {Pµ(z; {t}) | µ ∈ Λ+n } forms a C-basis for R (for more
details, see Remark 3.2). Hence we see the non-redundancy for the representatives in
Theorem 1-(1). The influence of the residual characteristic of the base field k in the
explicit formula of ω(xλ; z) appears as shifting λ+ e in Qλ or Pλ and the factor q
〈e, z〉.
We modify the spherical function by using the value at x(−e), (−e) ∈ Λ˜+n as
Ψ(x; z) =
ω(x; z)
ω(x(−e); z)
∈ C[q±z1 , . . . , q±zn]W (= R),
and define the spherical Fourier transform on the Schwartz space S(K\X) by
̂ : S(K\X) −→ R, ϕ 7−→ ϕ̂(z) = ∫
X
ϕ(x)Ψ(x; z)dx
where dx is a G-invariant measure on X . Then it satisfies
(f ∗ ϕ)̂ = λz(f)ϕ̂, f ∈ H(G,K), ϕ ∈ S(K\X),
where λz is the Satake isomorphism given in (0.5).
Theorem 4 Assume e ≤ 1 if m is odd.
(1) The above spherical Fourier transform is anH(G,K)-module isomorphism and S(K\X)
becomes a free H(G,K)-module of rank 2n.
(2) All the spherical functions on X are parametrized by z ∈
(
C
/
2π
√−1
log q
)n /
W through
λz, and the set
{
Ψ(x; z + u)
∣∣∣ u ∈ {0, π√−1log q }n} forms a C-basis of spherical functions
corresponding to z.
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(3) (Plancherel formula) Set a measure dµ(z) on a∗ =
{√−1(R/ 2π
log q
Z
)}n
by
dµ(z) =
1
2nn!
· wn(−q
−1)wm′(−q−1)
(1 + q−1)m′
· 1|c(z, {t})|2 dz, m
′ =
[
m+ 1
2
]
,
where dz is the Haar measure on a∗. By the normalized G-invariant measure dx on X
(explicitly given in Lemma 4.3), one has∫
X
ϕ(x)ψ(x)dx =
∫
a∗
ϕ̂(z)ψ̂(z)dµ(z) (ϕ, ψ ∈ S(K\X)).
(4) (Inversion formula) For any ϕ ∈ S(K\X), one has
ϕ(x) =
∫
a∗
ϕ̂(z)Ψ(x; z)dµ(z), x ∈ X.
The spherical function Ψ(x; z) and the G-invariant measure dx on X depend on m and
e = vπ(2), while the Plancherel measure dµ(z) depends only onm. A key point to establish
Theorems 2, 3 and 4 for e > 0 is the functional equation of ω(x; z) for n = 1, i.e., m = 2
and 3 (cf. Proposition 2.3 and Proposition 2.4 ). If (2.14) in Proposition 2.4 is true for
general e > 0, then we may erase the assumption e ≤ 1 for odd m in Theorems 1, 2, 3
and 4 (cf. Remark 2.5).
§1 The space X
1.1. Let k′ be an unramified quadratic extension of a p-adic field k and consider hermitian
and unitary matrices with respect to k′/k, and for a ∈Mmn(k′) we denote by a∗ ∈Mnm(k′)
its conjugate transpose. Let π be a prime element of k and q the cardinality of the residue
class field Ok/(π), and we normalize the absolute value on k by |π| = q−1 and denote by
vπ( ) the additive valuation on k. We set e = vπ(2). We fix a unit ǫ ∈ O×k for which
{1, 1+
√
ǫ
2
} forms an Ok-basis for Ok′ (cf. [Om, §64]). Then vπ(1− ǫ) = 2e. We denote by
N the norm map Nk′/k, and set
jm =
 1. . .
1
 ∈ Mm,
where and henceforth empty entries in matrices should be understood as 0.
We consider the unitary group for m ≥ 2
G = G(jm) = {g ∈ GLm(k′) | g∗jmg = jm} ,
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and the spaces of hermitian matrices in G
X˜ = {x ∈ G | x∗ = x} , X =
{
x ∈ X˜
∣∣∣ Φxjm(t) = Φjm(t)} , (1.1)
where Φy(t) is the characteristic polynomial of a matrix y, and we see det(x) = 1 for any
x ∈ X . The group G acts on X˜ and X by
g · x = gxg∗ = gxjmg−1jm, g ∈ G, x ∈ X˜. (1.2)
This action can be extended to the algebraic closure k of k, and the set X˜(k) is decomposed
into G(k)-orbits as follows (cf. [HK1, Appendix A]) :
X˜(k) =
m⊔
i=0
{
x ∈ X˜(k)
∣∣∣ Φxjm(t) = (t− 1)i(t+ 1)m−i} . (1.3)
Then X(k) is a single G(k)-orbit containing 1m and corresponding to i =
[
m
2
]
, and
X = X(k) ∩G. It is easy to see the following:
If m = 2, then X˜ = {j2} ⊔ {−j2} ⊔X.
If m = 3, then X˜ = {j3} ⊔ {−j3} ⊔X ⊔ (−X). (1.4)
We fix a maximal compact subgroup K of G by
K = G ∩Mm(Ok′),
(cf. [Sa, §9]), and take a Borel subgroup B of G consisting of all the upper triangular
matrices in G. Then the group G satisfies the Iwsawa decomposition G = BK = KB.
We are interesting in K-orbit decomposition of X . To state the results we prepare
some notation. We set
n =
[m
2
]
(1.5)
and denote the corresponding groups G, B, K and the space X with subscript and
superscript if necessary, as G
(ev)
n , X
(ev)
n for m = 2n, and G
(od)
n , X
(od)
n for m = 2n+ 1, etc.
We set
Λ˜+n = {λ ∈ Zn | λ1 ≥ λ2 ≥ · · · ≥ λn ≥ −e} , (e = vπ(2))
Λ+n =
{
λ ∈ Λ˜+n
∣∣∣ λn ≥ 0}(= Λ˜+n if e = 0) , (1.6)
and for each λ ∈ Λ˜+n such that λr ≥ 0 > λr+1, define x(ev)λ ∈ X(ev)n for m = 2n and
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x
(od)
λ ∈ X(od)n for m = 2n + 1 as follows
x
(ev)
λ = Diag(π
λ1, . . . , πλr , y
(ev)
λ , π
−λr , . . . , π−λ1), (1.7)
y
(ev)
λ =

∅ if r = n
πλr+1(1− ǫ) −√ǫ
. . . . .
.
πλn(1− ǫ) −√ǫ√
ǫ π−λn
. .
. . . .√
ǫ π−λr+1

if r < n,
x
(od)
λ = Diag(π
λ1, . . . , πλr , y
(od)
λ , π
−λr , . . . , π−λ1), (1.8)
y
(od)
λ =

1 if r = n
πλr+1(1− ǫ) −√ǫ
. . . . .
.
πλn(1− ǫ) −√ǫ
1√
ǫ π−λn
. .
. . . .√
ǫ π−λr+1

if r < n,
and understand xλ = yλ if r = 0, where and henceforth we write simply as xλ or yλ, if
there is no danger of confusion.
Theorem 1.1 (1) The map Λ˜+n −→ Kn\Xn, λ 7−→ Kn · xλ is surjective.
(2) The above map is bijective if m = 2n, m = 3, or e = 1.
(3) There are precisely two Gn-orbits inXn represented by x0 = 1m and x1 = Diag(π, 1m−2, π−1).
For λ ∈ Λ˜+n , xλ ∈ G · 1m if and only if |λ| =
∑n
i=1 λi is even.
We recall some classical results on unramified hermitian forms (cf. [Ja]). The group
GLm(k
′) acts on the space Hm(k′) = {x ∈ GLm(k′) | x∗ = x} by g · x = gxg∗, and
Hm(k′) =
⊔
µ∈Λm
GLm(Ok′) · πµ = GLm(k′) · 1m ⊔ GLm(k′) · π(1,0··· ,0), (1.9)
where Λm = {µ ∈ Zm | µ1 ≥ · · · ≥ µm}, πµ = Diag(πµ1 , . . . , πµm), and πµ ∈ GLm(k′) · 1m
if and only if |µ| =∑mi=1 µi is even.
Remark 1.2 As for (1), we have shown for even m in [HK1, §1] and for odd m with
e = 0 in [HK2, §1]. In §1.2 (resp. §1.3), we will show the statement (1) for m = 3 (resp.
general odd m). The non-redundancy of the representatives for e = 0 follows from (1.9).
For e > 0, we see there are K-orbits without any diagonal element by Proposition 1.3
below, and non-redundancy for m = 2, 3 follows from this and the value ℓ(x − jm) (cf.
(1.11) below). We will see the non-redundacy for general m as a corollary of the explicit
formula of spherical functions in §3 (See Remark 3.3). The property (3) is independent
of the residual characteristic and we may prove in a similar way as in [HK1] and [HK2],
so we omit the proof. We note here the stabilizer of G(k) at x = 1m is isomorphic to
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U(1n)(k) × U(1m′)(k), m′ =
[
m+1
2
]
, and explicitly given as follows ([HK1, (1.5)], [HK2,
Proof of Theorem 1.1]).{(
a b
jbj jaj
)
∈ GL2n(k)
∣∣∣∣ a+ bj, a− bj ∈ U(1n)(k)} , or (1.10)
 A b Cd f dj
jCj jb jAj
 ∈ GL2n+1(k)
∣∣∣∣∣∣ A− Cj ∈ U(1n)(k),
(
A+ Cj νb
ν∗d f
)
∈ U(1n+1)(k)
 ,
where j = jn and ν ∈ k such that νν∗ = 2. Here, we may take ν within k′ if e = 0, while
for e > 0, we understand ∗ as an extended automorphism of k.
Proposition 1.3 If x ∈ X ∩Mm(Ok′) satisfies x ≡ jm (mod (π)), then the orbit K · x
has no diagonal element.
Proof. If K · x contains a diagonal element, it must contain 1m. On the other
hand, since any k ∈ K fixes jm, we have 1m ≡ jm (mod (π)), which is a contradiction.
For a = (aij) ∈Mm(k′), a 6= 0, we set
− ℓ(a) = min {vπ(aij) | 1 ≤ i, j ≤ m} , (1.11)
and say an entry of a to be minimal if its vπ-value is −ℓ(a).
Lemma 1.4 (1) Let a ∈ Mm(Ok′) and b ∈ Mm(k′) such that ab 6= 0 and ba 6= 0. Then,
one has
ℓ(ab) ≤ ℓ(b), ℓ(ba) ≤ ℓ(b),
and the equalities hold if a ∈ GLm(Ok′).
(2) For any g ∈ G, one has ℓ(g) ≥ 0, and the equality holds if and only if g ∈ K.
Proof. (1) Let a = (aij) ∈ Mm(Ok′) and b = (bij) ∈Mm(k′). Then, we have
−ℓ(ab) = min
{
vπ(
∑
k
aikbkj)
∣∣∣∣∣ 1 ≤ i, j ≤ m
}
≥ min {vπ(aikbkj) | 1 ≤ i, j, k ≤ m}
≥ min {vπ(bkj) | 1 ≤ j, k ≤ m} = −ℓ(b),
hence ℓ(ab) ≤ ℓ(b), and similarly we have ℓ(ba) ≤ ℓ(b). If a ∈ GLm(Ok′), we have the
opposite inequalities and then ℓ(ab) = ℓ(b) = ℓ(ba).
The statement (2) follows from the fact det(g) ∈ O×k′ and K =Mm(Ok′) ∩G.
1.2. In this subsection we consider the case m = 3 and prove the following proposition.
Proposition 1.5 The set R+1 ⊔R−1 is a set of complete representatives of K1\X1, where
R+1 =
xℓ =
πℓ 1
π−ℓ
 ∣∣∣∣∣∣ ℓ ≥ 0
 ,
R−1 =
x−r =
π−r(1− ǫ) −√ǫ1√
ǫ πr
 ∣∣∣∣∣∣ 1 ≤ r ≤ e
 .
The set R−1 is non-empty only if e > 0. In that case, for x ∈ X1, K1 ·x has a representative
in R−1 if and only if x ≡ j3 (mod (π)), and then r = ℓ(x− j3).
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We write down the group K1 = K
(od)
1 explicitly for convenience.
Lemma 1.6
K1 = K1,1 ⊔K1,2,
K1,1 :=
{
g ∈ B1j3B1 ∩K1
∣∣ g31 ∈ O×k′} = {g ∈ K1 ∣∣ g31 ∈ O×k′}
=

α u
α∗−1
1 −d∗ f1 d
1
 11 −b∗
1 b c
 ∣∣∣∣∣∣
α ∈ O×k′, u ∈ O1k′
b, c, d, f ∈ Ok′
N(b) + c+ c∗ = N(d) + f + f ∗ = 0
 ,
K1,2 := {g ∈ K1 | g31 ∈ (π)}
=

α u
α∗−1
1b 1
c −b∗ 1
1 d f1 −d∗
1
 ∣∣∣∣∣∣
α ∈ O×k′, u ∈ O1k′
b, c ∈ πOk′, d, f ∈ Ok′
N(b) + c+ c∗ = N(d) + f + f ∗ = 0
 .
Proof of Proposition 1.5. The strategy is similar to [HK-II]-§1.2.We take an element
x ∈ X1, write it as
x =
a b cb∗ d f
c∗ f ∗ g
 , a, d, g ∈ k, b, c, f ∈ k′, (1.12)
and show that the orbit K1 · x has an element xℓ with ℓ ≥ −e as in the statement.
By the fact x ∈ G and Φxj3(t) = (t2 − 1)(t− 1), we obtain the following equations
ag + bf + c2 = 1, (1.13a)
af ∗ + b(c+ d) = 0, (1.13b)
a(c+ c∗) + bb∗ = 0, (1.13c)
b∗g + (c+ d)f = 0, (1.13d)
bf + b∗f ∗ + d2 = 1, (1.13e)
(c+ c∗)g + ff ∗ = 0, (1.13f)
and
(t2 − 1)(t− 1) (1.14)
= (t− c)(t− c∗)(t− d)− (t− c)b∗f ∗ − (t− c∗)bf − (t− d)ag − aff ∗ − bb∗g.
We recall that N(O×k′) = O×k and Tr(Ok′) = Ok.
[Case 1] a 6= 0 and vπ(a) ≤ vπ(b), or g 6= 0 and vπ(g) ≤ vπ(f).
By the action of j3, it suffices to consider the case a 6= 0. By the action of an element of
K1 of type1 0 0λ 1 0
µ −λ∗ 1
 ∈ K1, λ, ν ∈ k′ such that aλ+ b∗ = 0, N(λ) + µ+ µ∗ = 0, (1.15)
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we may assume b = 0 in (1.12). Then, by (1.13) and (1.14), we have
f = 0, ag + c2 = 1, c+ c∗ = 0, d = 1.
Thus, we may assume
x =
 a 0 −c1√ǫ0 1 0
c1
√
ǫ 0 g
 , a, g, c1 ∈ k, ag + c21ǫ = 1,
ag 6= 0, vπ(a) ≥ vπ(g), (1.16)
where g 6= 0 follows from ǫ /∈ k×2. We consider two cases according to vπ(g).
(i) If vπ(g) ≤ 0, we may assume g = π−ℓ, ℓ ≥ 0. Then (πℓc1)2 = π2ℓ − ag−1 ∈ Ok, and
K1 · x ∋
1 0 −πℓc1√ǫ0 1 0
0 0 1
 ·
 a 0 c1√ǫ0 1 0
−c1
√
ǫ 0 π−ℓ

=
πℓ 0 00 1 0
0 0 π−ℓ
 .
(ii) Assume that vπ(g) > 0. Since an element of k square modulo 4πOk is a square in k,
the relation c21ǫ ≡ 1(πvπ(ag)Ok) yields e > 0 and vπ(g) ≤ e. Further c1 ≡ 1 (mod (π)),
since ǫ ∈ 1 + 4Ok. Thus we see
K1 · x ∋ x′ =
 a 0 −(1 + b)√ǫ0 1 0
(1 + b)
√
ǫ 0 πr
 , 1 ≤ r ≤ e,a, b ∈ Ok, vπ(a) ≥ r,
vπ(b) < r or b = 0,
(1.17)
By the equation
(t− 1)(t2 − 1) = Φx′j3(t) = (t− 1)
{
t2 − (1 + b)2ǫ− πra}
and ǫ ∈ 1 + 4Ok = 1 + (π2e), we have
2b+ b2 + πra ∈ π2eOk,
which yields b = 0 and a = π−r(1− ǫ). Hence
x′ =
π−r(1− ǫ) 0 −√ǫ0 1 0√
ǫ 0 πr
 (= x−r, say), 1 ≤ r ≤ e. (1.18)
We note x−r appears only if e > 0 and cannot be diagonalized by Proposition 1.3.
[Case 2] ag = 0. We may assume a = 0.
By (1.13) and (1.14), we see b = 0, c = 1, d = −1, and 2g + ff ∗ = 0. Hence we see
K1 · x ∋ x′ =
0 0 10 −1 h
1 h −1
2
h2
 , h = 0 or πℓ, (ℓ ∈ Z). (1.19)
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If vπ(h) ≤ e, then x′ satisfies the assumption of Case1, and we have done. If h 6= 0 and
vπ(h) > e, then
1
2
h ∈ Ok. Taking c ∈ Ok′ such that h24 + c+ c∗ = 0, one has
K1 · x ∋
 1 0 0−h
2
1 0
c h
2
1
 · x′ =
0 0 10 −1 0
1 0 0
 .
Hence we have only to consider h = 0 in (1.19). i.e.
x′ =
 1−1
1
 = j3 − 2yy∗, y =
01
0
 . (1.20)
For an element k in K1 given by
k =
1 −1 −1+
√
ǫ
2
1 1
1
 11 1
1 −1 −1+
√
ǫ
2

=
−1+
√
ǫ
2
−1−√ǫ
2
(−1+√ǫ)2
4
1 0 1+
√
ǫ
2
1 −1 −1+
√
ǫ
2
 ,
one has
k · x′ = j3 − k · (2yy∗) = j3 − 2(ky)(ky)∗
= j3 − 2
−1−
√
ǫ
2
0
−1
(−1+√ǫ
2
0 −1
)
=
 ǫ−12 0 −√ǫ0 1 0√
ǫ 0 −2
 ,
which is K1-equivalent to
x−e =
π−e(1− ǫ) 0 −√ǫ0 1 0√
ǫ 0 πe
 .
If e > 0, the above x−e cannot be diagonalized by Proposition 1.3 and one of the required
representatives. If e = 0, x−0 reduces to Case 1-(i), and actually one has
K1 · x−0 ∋
1 0 √ǫ0 1 0
0 0 1
 ·
(1− ǫ) 0 −√ǫ0 1 0√
ǫ 0 1
 = 13.
[Case 3] ag 6= 0, vπ(a) > vπ(b) and vπ(g) > vπ(f). We may assume
vπ(a) ≥ vπ(g). (1.21)
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By (1.13b) and (1.13d), we have aN(f) = N(b)g, which implies
vπ(a)− vπ(g) = 2(vπ(b)− vπ(f)) ≥ 0. (1.22)
We show vπ(c) ≥ 0. If it was not, by (1.13a) and the assumption of Case 3, we had
vπ(bf) = 2vπ(c) ≤ −2, hence vπ(f) < 0.
Then
(cf−1)2 = f−2 − (af−1)(gf−1)− bf−1 ∈ Ok′ (by (1.13a)),
hence cf−1, c∗f−1 ∈ Ok′ and so
(π) ∋ (cf−1 + c∗f−1)gf ∗−1 = (c+ c∗)gN(f)−1 = −1 (by (1.13f)),
which is a contradiction. Hence vπ(c) ≥ 0, and again by (1.13f) and the assumption of
Case 3, we have
vπ(f) < vπ(g) ≤ 2vπ(f), hence vπ(f) > 0.
Then, by (1.13e), d ∈ O×k and x ∈ M2n+1(Ok′) ∩ X , hence ℓ(x) = 0. Set r = vπ(f) > 0.
Then
c+ c∗ + d = 1, (by (1.14))
c+ d = c∗ + d ≡ 0 (mod (πr+1)), (by (1.13d))
hence
c ≡ c∗ ≡ 1 (mod (πr+1)), c+ c∗ ≡ 2 (mod (πr+1)).
Then by (1.13f)
2r = vπ(c+ c
∗) + vπ(g) ≥ min{e, r + 1}+ r + 1,
hence we see
r > e, vπ(c+ c
∗) = e, vπ(g) = 2r − e > r.
Setting vπ(b) = m(≥ r), one has vπ(a) = 2m − e by (1.13c). We may take the unit part
of a off, and assume x becomes
x =
π2m−e πmu cπmu∗ d πrv
c∗ πrv∗ π2r−ew
 , m ≥ r > ec, u, v ∈ O×k′, d, w ∈ O×k
c ≡ c∗ ≡ 1 mod (πr+1), d ≡ −1 mod (πr+1),
c+ c∗ + d = 1,
(1.23)
and the set of equations (1.13) becomes
π2(m+r−e)w + πm+ruv + c2 = 1,
c+ d = −πm+r−eu−1v∗,
c+ c∗ = −πeuu∗,
c+ d = −πm+r−eu∗v−1w,
πm+r(uv + u∗v∗) + d2 = 1,
c+ c∗ = −πevv∗w−1.
Then together with (1.23), we have
w = (uu∗)−1vv∗, c+ c∗ = −πeuu∗,
d = 1− (c+ c∗) = 1 + πeuu∗,
c = 1− (c∗ + d) = 1 + πm+r−eu∗−1v.
Now we have
x′ :=
u−1 1
u∗
 · x =
π2m−e(uu∗)−1 πm cπm d πruv
c∗ πru∗v∗ π2r−evv∗

= j3 +
πe
uu∗
 π2(m−e) πm−euu∗ πm+r−2euvπm−euu∗ (uu∗)2 πr−eu2u∗v
πm+r−2eu∗v∗ πr−euu∗2v∗ π2(r−e)uu∗vv∗

= j3 +
πe
uu∗
yy∗, y =
 πm−euu∗
πr−eu∗v∗
 .
We will show there exists some k ∈ K1 for which the second entry (ky)2 of ky =0. Then
k ·x′ has the shape
 · 0 ·0 1 0
· 0 ·
, which reduces to Case 1 or Case 2 (if e > 0, x is equivalent
to some x−ℓ, 1 ≤ ℓ ≤ e, by Proposition 1.3). Set
k =
1 −α∗ β0 1 α
0 0 1
0 0 10 1 −γ∗
1 γ δ
 =
 ·α 1 + αγ αδ − γ∗
·
 , (1.24)
and solve (
(ky)2 =
)
απm−e + (1 + αγ)uu∗ + (αδ − γ∗)πr−eu∗v∗ = 0 (1.25)
under the condition α, β, γ, δ ∈ Ok′ and N(α) + β + β∗ = N(γ) + δ + δ∗ = 0, which is
equivalent that k of (1.24) becomes an element in K1.
If (1.25) is satisfied, we see 1 + αγ ∈ (πr−e) ⊂ (π), and α, γ ∈ O×k′ . Writing 1 + αγ =
πr−eλ with λ ∈ Ok′, we have δ = α−1γ∗ − πm−r(u∗v∗)−1 − α−1λuv∗−1 by (1.25). Then,
since α 6= 0, the condition N(γ) + δ + δ∗ = 0 is equivalent to
N(α)N(γ) + αγ + α∗γ∗ − πm−rN(α)((uv)−1 + (u∗v∗)−1)− α∗λuv∗−1 − αλu∗v−1 = 0,
then, since 1 + αγ = πr−eλ, it becomes
π2(r−e)N(λ)− πm−rN(α)((uv)−1 + (u∗v∗)−1)− α∗λuv∗−1 − αλ∗u∗v−1 = 1. (1.26)
Setting λ = αu−1v∗µ with µ ∈ Ok′, (1.26) is equivalent to
N(α)
(
π2(r−e)N(u)−1N(v)N(µ)− πm−r((uv)−1 + (u∗v∗)−1)− (µ+ µ∗)) = 1. (1.27)
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Since r > e, we may choose µ ∈ Ok for which the latter factor in the left hand side of
(1.27) becomes a unit in Ok, then for suitable α ∈ O×k′ we establish the identity (1.27).
Finally taking β such as N(α)+β+β∗ = 0, we obtain k ∈ K1 for which (ky)2 = 0, which
establishes (1.25).
Thus we have shown that any K1-orbit in X1 has a representative in R+1 ⊔ R−1 and
K1 · x ∩ R−1 6= ∅ if and only if e > 0 and x ≡ j3 (mod (π)). It is known that each
xℓ, ℓ ≥ 0 gives a different GL3(Ok′)-orbit in {x ∈ GL3(k′) | x∗ = x}, hence it gives a
different K1-orbit in X1. For x−r, 1 ≤ r ≤ e, r = ℓ(x−r − j3) is an invariant of K1 · x−r,
since h · (x−r − j3) = h · x− j3 for any h ∈ K1. Hence R+1 ⊔ R−1 forms a set of complete
representatives of K1\X1.
1.3. In this subsection we will show Theorem 1.1-(1) for the case m = 2n+1 with n ≥ 2.
Our strategy is similar to HK-II (we have to be careful for e > 0.)
Lemma 1.7 Let n ≥ 2. Then every x ∈ Xn has a minimal entry except (n + 1, n + 1)-
entry.
Proof. Assume x had unique minimal entry π−ℓu, u ∈ O×k at (n + 1, n + 1) and
denote by E ′ the (n+ 1, n+ 1)-matrix unit. Then πℓx ∈M2n+1(Ok′) and
π2ℓ12n+1 = π
ℓx · j2n+1πℓxj2n+1 ≡ u2E ′ mod (π),
which is impossible.
The following lemmas can be shown in the same way as in [HK-II], so omit the details
of proofs.
Lemma 1.8 Let n ≥ 2 and assume that
(A1, n) : x ∈ Xn has a minimal entry in the diagonal except the (n + 1, n+ 1)-entry.
Then K · x contains a hermitian matrix of the type πℓ 0 00 y 0
0 0 π−ℓ
 , y ∈ Xn−1, ℓ = ℓ(x) ≥ ℓ(y).
Outline of a proof. By the action of W , we may assume that (2n+ 1, 2n+ 1)-entry of
x is minimal, and then we may arrange it into the above shape by the suitable K-action.
Lemma 1.9 Let n ≥ 2 and assume one of the following conditions hold:
(A2, n) : x ∈ Xn has a minimal entry outside of the diagonal, the anti-diagonal, the
(n + 1)th row, and the (n+ 1)th column.
(A3, n) : x has a minimal entry and a non-minimal entry in the anti-diagonal except
the (n + 1, n+ 1)-entry.
Then K · x contains a hermitian matrix of type
πℓ 0
0 πℓ
0 0
0 y 0
0 0
π−ℓ 0
0 π−ℓ
 , y ∈ Xn−2, ℓ = ℓ(x) ≥ ℓ(y) if n ≥ 3,y = 1 if n = 2.
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Outline of a proof. Write ℓ = ℓ(x). Under the condition (A2, n), such minimal entries
appear in pair, since x is hermitian. Then, through the action of W and GL2(Ok′), we
may assume that the lower right 2 by 2 block of x is
(
π−ℓ 0
0 π−ℓ
)
, then we may arrange
it into the above shape by the suitable K-action. As for y, it is clear that y = y∗ and
ℓ(y) ≤ ℓ. Considering the characteristic function of xj2n+1, we see y ∈ Xn−2 if n ≥ 3 and
y = 1 if n = 2.
As for the condition (A3, n), together with the action of W , we may assume the upper
right 2 by 2 block of x is
(
a ξ
b c
)
such that vπ(ξ) = −ℓ and a, b, c ∈ π−ℓ+1Ok′ . Then, by
the action of
h =

1 1
0 1
0 0
0 12n−3 0
0 0
1 −1
0 1
 ,
the (1, 2n)-entry becomes a + b − c − ξ, and its vπ-value is ℓ = ℓ(x). Thus it reduces to
the case (A2, n).
We have to consider the remaining case, which is the assumption (A4, n) below. The
statement for the non-dyadic case is a refinement of [HK-II, Lemma 1.9].
Lemma 1.10 Let x ∈ Xn with n ≥ 2. Assume that
(A4, n) : any minimal entry of x ∈ Xn stands in the anti-diagonal, the (n+ 1)th row,
or the (n + 1)th column, and that all the anti-diagonal entries except (n + 1, n + 1) are
minimal.
Then ℓ(x) = 0, and
(i) if k is non-dyadic, then K · x contains 12n+1;
(ii) if k is dyadic, then K · x contains
πµ1(1− ǫ) −√ǫ
. . . . .
.
πµn(1− ǫ) −√ǫ
1√
ǫ π−µn
. .
. . . .√
ǫ π−µ1

, (1.28)
where 0 > µ1 ≥ µ2 ≥ · · · ≥ µn ≥ −e.
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Proof. By the action of W and suitable K-action, we may assume x has the shape
x =

α ξ1
∗ 0 ∗ . . .
... . .
. ∗
0 ξn
α∗ 0 · · · 0 u 0 · · · 0 κ∗
ξ∗n 0
∗ . . . ...
. .
. ∗ 0 ∗
ξ∗1 κ

, (1.29)
where α = 0 or vπ(α) ≤ vπ(κ). Write ℓ = ℓ(x). Since xj2n+1xj2n+1 = 12n+1, by its
(1, 2n+ 1)-entry and (2n+ 1, 1)-entry, we have
αα∗ ≡ κκ∗ ≡ 0 (mod (π−2ℓ+1)),
hence α nor κ is not minimal, which means any entry outside of the anti-diagonal is
non-minimal. Setting ui = π
ℓξi ∈ O×k′, 1 ≤ i ≤ n and u0 = πℓu, u ∈ Ok, we have
π2ℓ12n+1 = π
2ℓxj2n+1xj2n+1 = (π
ℓx)j2n+1(π
ℓx)j2n+1
≡ Diag(u21, . . . , u2n, u20, u∗2n , . . . , u∗21 ) (mod (π)),
hence
ℓ = 0, ξ2i ≡ u2 ≡ 1 (mod (π)),
and
x ≡

ξ1
. .
.
ξn
u
ξn
. .
.
ξ1

(mod (π)),
ξi ≡ ξ∗i ≡ ±1 (mod (π)), u ≡ ±1 (mod (π)).
First we consider the non-dyadic case, where 1 6≡ −1 (mod (π)). By the characteristic
polynomial, we have
(t2 − 1)n(t+ 1) ≡ (t− u)
n∏
i=1
(t− ξi)2 (mod (π)), n ≥ 2,
hence we may assume ξ1 6≡ ξ2 (mod (π)), after suitable W -action if necessary. For
h =

1
1
12n−3
1 1
−1 1
 ∈ K,
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we have
h · x ≡

ξ1
ξ2
C
ξ2 ξ1 − ξ2
ξ1 ξ1 − ξ2
 (mod (π)),
where Cj2n−3 = Diag(ξ3, . . . , ξn, u, ξn, . . . , ξ3) and ξ1 − ξ2 6≡ 0 (mod (π)). Since h · x
satisfies (A2, n) with ℓ = 0, we see
K · x ∋
 12 0 00 y 0
0 0 12
 , y ∈ Xn−2, ℓ(y) = 0, or y = 1.
Then, we see inductively K · x contains 12n+1.
Now we assume k is dyadic. Then x ≡ j2n+1 ( mod (π)) and x is not diagonalizable,
by Proposition 1.3.
[Case 1] We assume that there is a non-zero entry of x outside of the anti-diagonal, (n+1)-
th row and (n+1)-th column, i.e. within ∗-places of (1.29). Let ℓ be the minimal vπ-value
within those entries. Then, after suitable K-action, we may assume the (2n+ 1, 2n+ 1)-
entry of x is πℓ. Further, after suitable K-action, we may assume
x =

c α ξ1
∗ 0 ∗ . . . 0
... . .
. ∗ ...
0 ξn 0
α∗ 0 · · · 0 u 0 · · · 0 κ∗
ξ∗n 0 0
∗ . . . ... ...
. .
. ∗ 0 ∗ 0
ξ∗1 0 · · · 0 κ 0 · · · 0 πℓ

,
where vπ(c) ≤ ℓ, “α = 0 or vπ(α) ≤ vπ(κ)”, and “κ = 0 or vπ(κ) < ℓ”. By (i, 1)-entry
with i 6= n+ 1 of xj2n+1xj2n+1 = 12n+1 and hermitianess of x, we have
x =

c 0 · · · 0 α 0 · · · 0 ξ1
0 0 ∗ . . . 0
... ∗ ... . . . ∗ ...
0 0 ξn 0
α∗ 0 · · · 0 u 0 · · · 0 κ∗
0 ξ∗n 0 0
... ∗ . . . ... ∗ ...
0 . .
. ∗ 0 0
ξ∗1 0 · · · 0 κ 0 · · · 0 πℓ

.
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From the above x, we set
z =
 c α ξ1α∗ u κ∗
ξ∗1 κ π
ℓ,
 (1.30)
and see z or −z is an element of X1 with ℓ(z) = 0 (cf. (1.4)). By the action of K1 =
U(j3)(Ok′) through the embedding
K1 −→ K = Kn,
h = (hij) 7−→ h˜ =

h11 h12 h13
1n−1
h21 h22 h23
1n−1
h31 h32 h33
 ,
we may change z in x of (1.30) into ±x(1)−r for some r with 1 ≤ r ≤ e, where the superscript
(1) indicates the size (m,n) = (3, 1). When −x(1)−r appears as z, by the action of K0 :=
U(j2)(Ok′) (tentative naming) through the embedding
K0 −→ K = Kn,
h = (hij) 7−→ h˜ =
h11 h1212n−1
h21 h22
 ,
we may change z = −x(−1)−r of x intoπ−r1(1− ǫ) −√ǫ−1√
ǫ πr1
 ,
where r1 might be changed from r but still 1 ≤ r1 ≤ e. Anyway, we see
K · x ∋
π−r(1− ǫ) −√ǫy√
ǫ πr
 , 1 ≤ r ≤ e,
y = y∗ ∈M2n−1(Ok′), y ≡ j2n−1 (mod (π)).
Since Φxj2n+1(t) = (t
2 − 1)Φyj2n−1(t), we see y ∈ Xn−1, and y satisfies (A4, n− 1). By an
inductive procedure, we see the K-orbit of x contains a matrix of type (1.28).
[Case 2] We consider the remaining situation of Case 1, i.e. any entry of ∗-places of x in
(1.29) is 0. Then α = κ = 0 follows from xj2n+1xj2n+1 = 12n+1, and we have
z1 =
 ξ1u
ξ1
 , ξ1 = ξ∗1 = ±1, u = ±1,
in stead of z of (1.30). By the same procedure as Case 1, we see K · x contain a matrix
of type (1.28).
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By Proposition 1.5, Lemma 1.8, Lemma 1.9 and Lemma 1.10, we see for every x ∈ X ,
K · x has a representative of shape xλ for some λ ∈ Λ˜+n , which completes the proof of
Theorem 1.1-(1).
§2 Spherical function on X
2.1. We consider m = 2n or 2n + 1, and write X = Xn, G = Gn, B = Bn, K = Kn.
For g ∈ G, we denote by di(g) the determinant of the lower right i by i block of g. Then
di(x), 1 ≤ i ≤ n, are relative B-invariants on X associated with rational character ψi of
B, where
di(p · x) = ψi(p)di(x), ψi(p) = N(di(p)), (x ∈ X, p ∈ B).
We set
Xop = {x ∈ X | di(x) 6= 0, 1 ≤ i ≤ n} ,
then Xop(k) is a Zarisky open B(k)-orbit. For x ∈ X and s ∈ Cn, we consider the integral
ω(x; s) =
∫
K
|d(k · x)|s dk, |d(y)|s =
{ ∏n
i=1 |di(y)|si if y ∈ Xop
0 otherwise
(2.1)
where | | is the absolute value on k normalized by |π| = q−1, dk is the normalized Haar
measure on K. The integral in (2.1) is absolutely convergent if Re(si) ≥ 0, 1 ≤ i ≤ n,
and continued to a rational function of qs1, . . . .qsn, and we use the notation ω(x; s) in such
sense. We call ω(x; s) a spherical function on X , since it becomes an H(G,K)-common
eigenfunction on X (cf. [H1, §1], [H2, §1]). Indeed, H(G,K) is a commutative C-algebra
spanned by all the characteristic functions of double cosets KgK, g ∈ G, by definition,
and we see
(f ∗ ω(x; s))(x) ( = ∫
G
f(g)ω(g−1 · x; s)dg)
= λs(f)ω(x; s), (f ∈ H(G,K)), (2.2)
where dg is the Haar measure on G normalized by
∫
K
dg = 1, and λs is the C-algebra
homomorphism (Satake transform) defined by
λs : H(G,K) −→ C(qs1, . . . , qsn),
f 7−→
∫
B
f(p) |ψ(p)|−s δ(p)dp. (2.3)
Here |ψ(p)|−s =∏ni=1 |ψi(p)|−si, dp is the left-invariant measure on B such that ∫B∩K dp =
1, and δ(p) is the modulus character of dp (d(pq) = δ(q)−1dp).
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It is convenient to introduce a new variable z which is related to s by
si = −zi + zi+1 − 1 + π
√−1
log q
1 ≤ i ≤ n− 1
sn =
{
−zn − 12 if m = 2n
−zn − 1 + π
√−1
2 log q
if m = 2n+ 1,
(2.4)
and denote ω(x; z) = ω(x; s) and λz = λs.
Remark 2.1 For the case m = 2n, we have slightly changed the shift of invariants in
(2.1) and (2.4) from those in [HK1], where we set sn = −zn − 12 + π
√−1
log q
. By the explicit
formula of ω(x; z) (Theorem 3.1), we will see the present ω(x; z) takes the same value as
before on G ·x0 and the multiple by (−1) on G ·x1, and we will explain the reason of this
change in Remark 3.4.
Keeping the relation (2.4), we see
|ψ(p)|s = δ 12 (p)
n∏
i=1
|N(pi)|zi ×
(
1 if m = 2n
(−1)vπ(p1···pn) if m = 2n+ 1
)
,
λz : H(G,K) ∼−→ C[q±2z1 , . . . , q±2zn]W , (2.5)
where W is the Weyl group of G with respect to the maximal k-split torus in B. Then
W ∼= Sn⋉ (±1)n acts on s and z through rational characters of B, where W is generated
by Sn and τ , Sn acts on z by the permutation of indices and τ(z) = (z1, . . . , zn−1,−zn).
The functional equation with respect to Sn is reduced to the case of unramified hermitian
forms as follows. Define an embedding K0 = GLn(Ok′) −→ K = Kn by
K0 ∋ h 7−→ h˜ =

(
jnh
∗−1jn
h
)
if m = 2njnh∗−1jn 1
h
 if m = 2n+ 1

∈ K.
Then, as is considered in [HK1] and [HK2], we have
ω(x; s) =
∫
K0
dh
∫
K
|d(k · x)|s dk
=
∫
K0
∫
K
∣∣∣d(h˜k · x)∣∣∣s dkdh
=
∫
K
ζ (h)∗ (D(k · x); s)dk,
where D(k · x) is the lower n by n block of k · x, and ζ (h)∗ (y; s) is a spherical function on
hermitian matrices Hn(k′). Since the behaviour of ζ (h)∗ (y; s) is independent of the residual
characteristic (cf. [H1]), we may quote the the following from [HK1, Theorem 2.1] and
[HK2, Theorem 2.1].
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Proposition 2.2 The function G1(z) · ω(x; s) is invariant under the action of Sn on z,
where
G1(z) =
∏
1≤i<j≤n
1 + qzi+zj
1− qzi−zj−1 .
2.2. In this subsection we study ω(x; s) for the case (m,n) = (2, 1) and show the fol-
lowing. As a result, we see again the set Xev1 =
{
xλ
∣∣∣ λ ∈ Λ˜+1 } forms a set of complete
representatives of K1\X1, since ω(xλ; z) takes different value for each λ for generic z.
Proposition 2.3 For xλ ∈ Xev1 , one has
ω(xλ; z) =
q−
λ
2 qez
1 + q−1
(
q−(λ+e)z(1− q2z−1)
1− q2z +
q(λ+e)z(1− q−2z−1)
1− q−2z
)
.
In particular, for any x ∈ X(ev)1 ,
q−ezω(x; z) ∈ C[qz + q−z], ω(x; z) = q2ez ω(x;−z). (2.6)
We have proved for e = 0 in [HK1, Proposition 2.4], but we give a unified proof for
e ≥ 0 here. It is easy to see
K1 = K1,1 ⊔K1,2,
K1,1 =
{(
α 0
0 α∗−1
)(
1 v/
√
ǫ
u
√
ǫ 1 + uv
) ∣∣∣∣ α ∈ O×k′ , u, v ∈ Ok} ,
K1,2 =
{(
α 0
0 α∗−1
)(
πu
√
ǫ 1 + πuv
1 v/
√
ǫ
) ∣∣∣∣ α ∈ O×k′, u, v ∈ Ok} ,
and vol(K1,1) =
1
1+q−1
and vol(K1,2) =
q−1
1+q−1
with respect to the measure on K1 normal-
ized by vol(K1) = 1.
(1) The case xλ = Diag(π
λ, π−λ) with λ ≥ 0.
For h =
(
1 v/
√
ǫ
u
√
ǫ 1 + uv
)
∈ K1,1, we have
d1(h · xλ) = −πλu2ǫ+ π−λ(1 + uv)2 = π−λN(1 + uv − πλu
√
ǫ)
= π−λN(1 + uv + πλ − 2πλu1 +
√
ǫ
2
).
If u ∈ p, then 1 + uv + πλu ∈ O×k . For u ∈ O×k and r > 0, we have
vol(
{
v ∈ Ok
∣∣ 1 + uv + πλu ≡ 0(pr)}) = vol({v ∈ Ok ∣∣ v + πλ ≡ −u−1(pr)}) = q−r,
and for r ≥ 0
vol(
{
(u, v) ∈ O×k ×Ok
∣∣ vπ(1 + uv + πλu) = r}) = (1− q−1)2q−r.
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Hence we see∫
K1,1
|d1(h · xλ)|s dh
=
qλs
1 + q−1
(
q−1 +
e+λ−1∑
r=0
(1− q−1)2q−r−2rs +
∑
r≥e+λ
(1− q−1)2q−r−2(e+λ)s
)
=
qλs
1 + q−1
(
q−1 +
(1− q−1)2(1− q−(e+λ)−2(e+λ)s)
1− q−1−2s + (1− q
−1)q−(e+λ)(1+2s)
)
. (2.7)
On the other hand, for h =
(
πu
√
ǫ 1 + πuv
1 v/
√
ǫ
)
∈ K1,2, we have
d1(h · xλ) = πλ − π
−λv2
ǫ
= −π
−λ
ǫ
·N(v + πλ√ǫ)
= −π
−λ
ǫ
·N(v − πλ + 2πλ1 +
√
ǫ
2
).
Hence we see ∫
K1,2
|d1(h · xλ)|s dh
=
q−1+λs
1 + q−1
(
e+λ−1∑
r=0
(1− q−1)q−r−2rs +
∑
r≥e+λ
(1− q−1)q−r−2(e+λ)s
)
=
q−1+λs
1 + q−1
(
(1− q−1)(1− q−(e+λ)−2(e+λ)s)
1− q−1−2s + q
−(e+λ)−2(e+λ)s
)
. (2.8)
By (2.7) and (2.8), we obtain for s = −z − 1
2
∈ C
ω(xλ; s) =
q−λz−
λ
2
(1 + q−1)(1− q2z)
(
1− q2z−1 + q2(e+λ)z−1 − q2(e+λ+1)z)
=
q−λz−
λ
2
(1 + q−1)
(
q−λz(1− q2z−1)
1− q2z +
q(2e+λ)z−1 − q(2e+λ+2)z
1− q2z
)
=
q−
λ
2 qez
1 + q−1
(
q−(λ+e)z(1− q2z−1)
1− q2z +
q(λ+e)z(1− q(−2z−1)
1− q−2z
)
. (2.9)
(2) The case xλ =
(
πλ(1− ǫ) −√ǫ√
ǫ π−λ
)
with −e ≤ λ < 0, only when e > 0.
Set r = −λ, then 1 ≤ r ≤ e. For h =
(
1 v/
√
ǫ
u
√
ǫ 1 + uv
)
∈ K1,1, we have
d1(h · xλ) =
(
π−ru(1− ǫ)√ǫ+ (1 + uv)√ǫ) (−u√ǫ) + (−uǫ+ πr(1 + uv)) (1 + uv)
= π−r
(
π2r(1 + uv)2 − 2πr(1 + uv)uǫ+ u2(ǫ− 1)ǫ)
= π−r ·N(πr(1 + uv)− uǫ− u√ǫ)
= π−r ·N(πr(1 + uv) + u(1− ǫ)− 2u1 +
√
ǫ
2
).
23
Since e > 0 and vπ(1− ǫ) = 2e, we see
vπ(N(π
r(1 + uv) + u(1− ǫ)− 2u1 +
√
ǫ
2
)) = 2min{r + vπ(1 + uv), e+ vπ(u)}.
We have
vol(
{
(u, v) ∈ O2k
∣∣ vπ(1 + uv) = 0}
= vol(
{
(u, v) ∈ O2k
∣∣ uv ∈ p}) + vol({(u, v) ∈ O×2k ∣∣ v 6≡ − u−1(p)})
= 2q−1 − q−2 + (1− q−1)(1− 2q−1) = 1− q−1 + q−2,
and, for j > 0,
vol(
{
(u, v) ∈ O2k
∣∣ vπ(1 + uv) = j}) = vol({(u, v) ∈ O×2k ∣∣ vπ(1 + uv) = j})
= (1− q−1)2q−j.
Hence, for λ = −r < 0,∫
K1,1
|d1(h · xλ)|s dh
=
qrs
1 + q−1
(
(1− q−1 + q−2)q−2rs +
e−r−1∑
j=1
(1− q−1)2q−j−2(r+j)s +
∑
j≥e−r
(1− q−1)2q−j−2es
)
=
qrs
1 + q−1
(
(1− q−1 + q−2)q−2rs + (1− q
−1)2(q−1−2(r+1)s − q−(e−r)−2es)
1− q−1−2s + (1− q
−1)q−(e−r)−2es
)
.
(2.10)
On the other hand, for h =
(
πu
√
ǫ 1 + πuv
1 v/
√
ǫ
)
∈ K1,2, we have
d1(h · xλ) = (π−r(1− ǫ) + v)− (−
√
ǫ+ πrv/
√
ǫ)v/
√
ǫ
= −π
−r
ǫ
(
π2rv2 − 2πrvǫ+ ǫ(ǫ− 1))
= −π
−r
ǫ
·N(πrv − ǫ−√ǫ) = −π
−r
ǫ
·N(πrv + 1− ǫ− 21 +
√
ǫ
2
),
vπ(d1(h · xλ)) = −r + 2min{vπ(v) + r, e}.
Hence we obtain∫
K1,2
|d1(h · xλ)|s dh
=
q−1+rs
1 + q−1
(
e−r−1∑
j=0
(1− q−1)q−j−2(r+j)s + q−(e−r)−2es
)
=
q−1+rs
1 + q−1
(
(1− q−1)(q−2rs − q−(e−r)−2es)
1− q−1−2s + q
−(e−r)−2es
)
. (2.11)
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By (2.10) and (2.11), we obtain for λ = −r with 1 ≤ r ≤ e and s = −z − 1
2
∈ C,
ω(xλ; s) =
q−rz−
r
2
(1 + q−1)(1− q2z)
(
q2rz+r − q2(r+1)z+r−1 + q2ez+r−1 − q2(e+1)z+r)
=
qez+
r
2
(1 + q−1)(1− q2z)
(
q(r−e)z − q(r−e+2)z−1 + q(−r+e)z−1 − q(−r+e+2)z)
=
q−
λ
2 qez
1 + q−1
(
q−(λ+e)z(1− q2z−1)
1− q2z +
q(λ+e)z(1− q−2z−1)
1− q−2z
)
. (2.12)
We have established the explicit formula of ω(x; s) by (2.9) and (2.12), from which
the property (2.6) follows.
2.3. In this subsection we study ω(x; s) for (m,n) = (3, 1) under the assumption e ≤
1 and show the following. The odd residual case (e = 0) has been proved in [HK2,
Proposition 2.3]. As a result, we see again the set Xod1 =
{
xλ
∣∣∣ λ ∈ Λ˜+1 } forms a set
of complete representatives of K1\X1, since ω(xλ; z) takes different value for each λ for
generic z.
Proposition 2.4 Assume e ≤ 1. Then, for xλ ∈ Xod1 , one has
ω(xλ; z) =
√−1λq−λqez(1− q−1+2z)
(1 + q−3)(1 + q2z)
×
(
q−(λ+e)z(1 + q−2+2z)
1− q2z +
q(λ+e)z(1 + q−2−2z)
1− q−2z
)
.
(2.13)
In particular, for any x ∈ X(od)1 ,
q−ez(1 + q2z)
1− q−1+2z · ω(x; z) ∈ C[q
z + q−z], ω(x; z) = q2ez
1− q−1+2z
q2z − q−1 · ω(x;−z). (2.14)
Remark 2.5 We expect Proposition 2.4 holds for every e ≥ 0. If the property (2.14)
holds for any e ≥ 0, then all the statements in this paper will hold for any e ≥ 0. At the
moment, because of the calculation of (2.13), for odd m, we establish only for e = 0, 1.
Recall the expression of K1 given in Lemma 1.6. We see
the condition “b, c ∈ Ok′ with N(b) + c+ c∗ = 0” is equivalent to
“b ∈ Ok′, c1 ∈ Ok with N(b) + c1 ∈ 2Ok”, where c = N(b)+c12 + c1 1+
√
ǫ
2
.
Lemma 2.6 We normalize the Haar measures on k′ by vol(Ok) = 1.
(1) For r ∈ N and c1 ∈ Ok with vπ(c1) < r, one has
vol({b ∈ Ok′ | N(b) + c1 ∈ πrOk}) =
{
0 if vπ(c1) is odd
(1 + q−1)q−r if vπ(c1) is even.
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(2) For any c1 ∈ Ok, one has
vol({b ∈ Ok′ | vπ(N(b) + c1) = r})
=

0 for odd r < vπ(c1) and odd vπ(c1) < r
q−r for even r < vπ(c1)
q−(r+1) for odd r = vπ(c1)
(1− q−1 − q−2)q−r for even r = vπ(c1)
(1− q−2)q−r for even vπ(c1) < r.
Proof. (1) Set S(c1, r) = {b ∈ Ok′ | N(b) + c1 = r}. When vπ(c1) is odd, S(c1, r) =
∅ and its value is 0. When c1 ∈ O×k , S(c1, r) ⊂ O×k′. Since the norm map induces the
surjective group homomorphism
O×k′/(πr) −→ O×k /(πr),
which is ((1 + q−1)qr : 1)-map, we see vol(S(c1, r)) = (1 + q−1)qrq−2r = (1 + q−1)q−r.
When vπ(c1) = 2t > 0, we see
vol(S(c1, r)) = vol(
{
πtξ ∈ πtO×k′
∣∣ N(ξ) + π−2tc1 ∈ πr−2tOk})
= q−2t · (1 + q−1)q−(r−2t) = (1 + q−1)q−r.
As for (2), the result is clear except for the case r = vπ(c1) is even. We see
vol({b ∈ Ok′ | vπ(N(b) + c1) = r})
= vol(πr/2+1Ok′) + vol(
{
πr/2ξ ∈ πr/2O×k′
∣∣ N(ξ)− π−rc1 /∈ πOk})
= q−r−2 + q−r(1− q−2 − q−1(1 + q−1))
= (1− q−1 − q−2)q−r.
Lemma 2.7 By the Haar measures on k and k′ normalized by vol(Ok) = vol(Ok′) = 1,
one has
vol({(b, c1) ∈ Ok′ ×Ok | N(b) + c1 ∈ 2Ok}) = q−e,
vol({(b, c1) ∈ πOk′ × πOk | N(b) + c1 ∈ 2πOk}) = q−(3+e),
and by the Haar measure on G1 normalized by vol(K1) = 1, one has
vol(K1,1) =
1
1 + q−3
, vol(K1,2) =
q−3
1 + q−3
.
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Proof. By Lemma 2.6, we obtain
vol({(b, c1) ∈ Ok′ ×Ok | N(b) + c1 ∈ πeOk})
= (1− q−1)(1 + q−1)q−e +
[ e−1
2
]∑
t=1
(1− q−1)q−2t(1 + q−1)q−e + q−e
(
q−e if 2 | e
q−(e+1) if 2 6 |e
)
= (1− q−2)q−e + q−e
(
q−2 − q−e if 2 | e
q−2 − q−(e+1) if 2 6 |e
)
+ q−e
(
q−e if 2 | e
q−(e+1) if 2 6 |e
)
= q−e,
vol(
{
(b, c1) ∈ πOk′ × πOk
∣∣ N(b) + c1 ∈ πe+1Ok})
=
[ e
2
]∑
t=1
(1− q−1)q−2t(1 + q−1)q−(e+1) + q−(e+1)
(
q−(e+2) if 2 | e
q−(e+1) if 2 6 |e
)
= q−(e+1)
(
q−2 − q−(e+2) if 2 | e
q−2 − q−(e+1) if 2 6 |e
)
+ q−(e+1)
(
q−(e+2) if 2 | e
q−(e+1) if 2 6 |e
)
= q−(e+3).
Now we see the volume of K1,1 and K1,2 as above, by the explicit description of K1 in
Lemma 1.6.
In the rest of this subsection we assume e = 1, i.e., 2 is a prime element in k. As for
the calculation of |d1(h · xλ)| , λ ≥ −1 , only the third row of h ∈ K1 is concerned.
(1) The case λ ≥ 0.
For h =
1b 1
c −b∗ 1
1 d f1 −d∗
1
 ∈ K1,2, we have
d1(h · xλ) = πλN(c) +N(cd− b∗) + π−λN(cf − b∗d∗ + 1)
= π−λ
(
π2λN(c) + πλN(cd− b∗) +N(1 + cf − b∗d∗)) ∈ π−λO×k ,
hence we obtain ∫
K1,2
|d1(h · xλ|s dh = q
−3+λs
1 + q−3
. (2.15)
For h =
 11 −b∗
1 b c
 ∈ K1,1, we have
d1(h · xλ) = πλ + bb∗ + π−λcc∗ = π−λ(π2λ + πλN(b) +N(c)).
Here, since we have
c = c0 + c1
1 +
√
ǫ
2
= −N(b)
2
+
c1
2
√
ǫ (c0, c1 ∈ Ok),
N(c) =
1
4
(N(b)2 − c21ǫ), (2.16)
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we see
d1(h · xλ) = π−λ
(
(πλ +
N(b)
2
)2 − c
2
1ǫ
4
)
= π−λ ·N(πλ + N(b)
2
− c1
√
ǫ
2
)
= π−λ ·N(πλ + N(b) + c1
2
− c1 1 +
√
ǫ
2
).
By Lemma 2.7, we have∫
K1,1
|d1(h · xλ)|s dh = q
1+λs
1 + q−3
∑
r≥0
µ(λ, r)q−2rs,
where
µ(λ, r) = vol({(b, c1) ∈ Ok′ ×Ok | N(b) + c1 ∈ 2Ok, vπ(yλ) = r}),
yλ = π
λ +
N(b) + c1
2
− c11 +
√
ǫ
2
.
For simplicity of notation, we set t = q−1 and X = q−s. We calculate the value µ(λ, r)
case by case by using Lemma 2.6.
the case even r with 0 ≤ r ≤ λ− 1:
µ(λ, r) = vol({(b, c1) | vπ(c1) = r, vπ(N(b) + c1) ≥ r + 1}),
+ vol({(b, c1) | vπ(c1) = vπ(N(b) + c1) = r + 1}),
= (1− t)tr · (1 + t)tr+1 + (1− t)r+1tr+2 = (1− t3)t2r+1.
the case odd r with 0 ≤ r ≤ λ− 1:
µ(λ, r) = vol({(b, c1) | vπ(c1) = vπ(N(b) + c1) = r + 1}),
+ vol({(b, c1) | vπ(c1) ≥ r + 2, vπ(N(b) + c1) = r + 1}),
= (1− t)tr+1(1− t− t2)tr+1 + (1− t2)t2r+3 = (1− t)t2r+2
the case r = λ is even:
µ(λ, λ) = vol({(b, c1) | vπ(c1) = λ, vπ(N(b) + c1) ≥ λ+ 1}),
+ vol(
{
(b, c1)
∣∣ vπ(c1) = vπ(N(b) + 2πλ + c1) = λ+ 1}),
+ vol(
{
(b, c1)
∣∣ vπ(c1) ≥ λ+ 2, vπ(N(b) + 2πλ) = λ+ 1}),
= (1− t2)t2λ+1 + (1− 2t)tλ+1tλ+2 + tλ+2tλ+2 = (1− t3)t2λ+1.
the case r = λ is odd:
µ(λ, λ) = vol(
{
(b, c1)
∣∣ vπ(c1) = vπ(N(b) + 2πλ + c1) = λ+ 1}),
+ vol(
{
(b, c1)
∣∣ vπ(c1) ≥ λ+ 2, vπ(N(b) + 2πλ) = λ+ 1}),
= (1− 2t)tλ+1(1− t− t2)tλ+1 + tλ+2(1− t2)tλ+1 + tλ+2(1− t− t2)tλ+1
= (1− t)t2λ+2
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the case r = λ+ 1 and λ is even:
µ(λ, r) = vol(
{
(b, c1)
∣∣ vπ(c1) = λ+ 1, vπ(N(b) + 2πλ + c1) ≥ λ+ 2}),
+ vol(
{
(b, c1)
∣∣ vπ(c1) ≥ λ+ 2, vπ(N(b) + 2πλ + c1) = λ+ 2}),
= tλ+2tλ+2 + 0 = t2λ+4.
the case r = λ+ 1 and λ is odd:
µ(λ, r) = vol(
{
(b, c1)
∣∣ vπ(c1) = λ+ 1, vπ(N(b) + 2πλ + c1) ≥ λ+ 2}),
+ vol(
{
(b, c1)
∣∣ vπ(c1) ≥ λ+ 2, vπ(N(b) + 2πλ + c1) = λ+ 2}),
= (tλ+2tλ+3 + (1− 2t)tλ+1(1 + t)tλ+2) + tλ+2(1− t2)tλ+2
= (1− t2 − t3)t2λ+3.
µ(λ, r) = 0 if r ≥ λ+ 2 and λ is even.
the case r ≥ λ+ 2 and λ is odd:
µ(λ, r) = vol(
{
(b, c1)
∣∣ vπ(c1) = r, vπ(N(b) + 2πλ + c1) ≥ r + 1}),
+ vol(
{
(b, c1)
∣∣ vπ(c1) ≥ r + 1, vπ(N(b) + 2πλ + c1) = r + 1}),
= (1− t)tr(1 + t)tr+1 + tr+1(1− t2)tr+1
= (1 + t)(1− t2)t2r+1.
By these data, we obtain the value
∫
K1,1
|d1(h · x)|s dh as follows:
If λ is even,
X−λ
1 + t3
(
(1− t3)(1− t2λ+4X2λ+4)
1− t4X4 +
(1− t)(t3X2 − t2λ+3X2λ+2)
1− t4X4 + t
2λ+3X2λ+2
)
;
if λ is odd,
X−λ
1 + t3
(
(1− t3)(1− t2λ+2X2λ+2)
1− t4X4 +
(1− t)(t3X2 − t2λ+5X2λ+4)
1− t4X4
+(1− t2 − t3)t2λ+2X2λ+2 + (1 + t)(1− t
2)t2λ+4X2λ+4)
1− t2X2
)
.
Together with (2.15), we continue the calculation, where we recall the relation s = −z −
1 + π
√−1
2 log q
, t = q−1 and X = q−s. If λ is even,
ω(xλ; s) =
X−λ
(1 + t3)(1− t4X4)
{
(1− t3) + (1− t)t3X2 + t3 − t7X4
+t2λ+4X2λ+2 − (1− t3)t2λ+4X2λ+4 − c2λ+7X2λ+6}
=
(1 + t3X2)X−λ
(1 + t3)(1− t4X4)
{
1− t4X2 + c2λ+4X2λ+2(1−X2)}
=
(1− q−1+2z)(√−1)λq−λ−λz
(1 + q−3)(1− q4z))
{
1 + q−2+2z − q−2+(2λ+2)z(1 + q2+2z)} (2.17)
=
(
√−1)λq−λqz(1− q−1+2z)
(1 + q−3)(1 + q2z))
{
q−(λ+1)z(1 + q−2+2z)
1− q2z +
q(λ+1)z(1 + q−2−2z)
1− q−2z
}
.
(2.18)
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If λ is odd,
ω(xλ; s) =
X−λ
(1 + t3)(1− t4X4)
{
(1− t3) + (1− t)t3X2 + t3 − t7X4+
+t2λ+4X2λ+2 + (1− t3)t2λ+4X2λ+4 − c2λ+7X2λ+6}
=
(1 + t3X2)X−λ
(1 + t3)(1− t4X4)
{
1− t4X2 − c2λ+4X2λ+2(1−X2)}
=
(1− q−1+2z)(√−1)λq−λ−λz
(1 + q−3)(1− q4z))
{
1 + q−2+2z − q−2+(2λ+2)z(1 + q2+2z)} ,
which is the same with (2.17), and we obtain the same expression (2.18) for odd λ. Thus
we have proved the formula (2.13) for e = 1 and λ ≥ 0.
(2) We consider the remaining case for e = 1, i.e. λ = −1, π = 2, and
x−1 =
1−ǫ2 −√ǫ1√
ǫ 2
 .
For h =
1b 1
c −b∗ 1
1 d f1 −d∗
1
 ∈ K1,2, we have
d1(h · x−1) = 1− ǫ
2
N(c) + (1 + b∗d∗ + cf)c∗
√
ǫ+N(b− c∗d∗)
+(−√ǫc+ 2(1 + b∗d∗ + cf)(1 + bd+ c∗f ∗)
=
1− ǫ
2
N(c) +N(b − c∗d∗) + (c∗ − c)√ǫ+ (b∗c∗d∗ − bcd)√ǫ
+N(c)(f
√
ǫ− f ∗√ǫ) + 2N(1 + bd + c∗f ∗)
Since b, c ∈ πOk′ satisfying N(b) + c + c∗ = 0, we see vπ(c − c∗) ≥ 2 and vπ(h · x−1) =
vπ(2N(1 + bd+ c
∗f ∗)) = 1. Hence∫
K1,2
|d1(h · xλ|s dh = q
−3−s
1 + q−3
. (2.19)
For h =
 11 −b∗
1 b c
 ∈ K1,1, we have
d1(h · x−1) = 1− ǫ
2
+ (c− c∗)√ǫ+N(b) + 2N(c).
Here, since we have (2.16) and
(c− c∗)√ǫ = c1ǫ,
we see
d1(h · x−1) = 1
2
{
(N(b) + 1)2 − (c1 − 1)2ǫ
}
=
1
2
N(N(b) + 1− (c1 − 1)
√
ǫ)
=
1
2
N(N(b) + c1 − 2(c1 − 1)1 +
√
ǫ
2
).
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By Lemma 2.7, we have∫
K1,1
|d1(h · x−1)|s dh = q
1 + q−3
∑
r≥1
µ(r)q−(2r−1)s,
where
µ(r) = vol({(b, c1) ∈ Ok′ ×Ok | N(b) + c1 ∈ 2Ok, vπ(y) = r}),
y = N(b) + c1 − 2(c1 − 1)1 +
√
ǫ
2
.
Then we have
µ(1) = vol(
{
(b, c1)
∣∣ c1 ∈ O×k , c1 /∈ 1 + πOk, vπ(N(b) + c1) ≥ 1})
+vol({(b, c1) | c1 ∈ 1 + πOk, vπ(N(b) + c1) = 1})
+vol({(b, c1) | c1 ∈ πOk, b ∈ πOk′})
= (1− 2t)(1 + t)t+ t(1− t2)t+ tt2
= (1− t2 − t3)t;
and for r ≥ 2,
µ(r) = vol(
{
(b, c1)
∣∣ c1 ∈ 1 + πr−1O×k , vπ(N(b) + c1) ≥ r})
+vol({(b, c1) | c1 ∈ 1 + πrOk, vπ(N(b) + c1) = r})
= (1− t)tr−1(1 + t)t2 + tr(1− t2)tr
= (1 + t)(1− t2)t2r−1.
Hence we have∫
K1,1
|d1(h · x)|s dh = 1
1 + t3
{
(1− t2 − t3)X + (1 + t)(1− t
2)t2X3
1− t2X3
}
,
and together with (2.19), we obtain
ω(x−1; s) =
(1− t2)(1 + t3X2)X
(1 + t3)(1− t2X2)
=
(1− q−2)(√−1)−1q1+z(1− q−1+2z)
(1 + q−3)(1 + q2z)
, (2.20)
which coincides with (2.13) for e = 1 and λ = −1. Thus we have established the explicit
formula of ω(x; s) by (2.18) and (2.20), from which the property (2.14) follows.
2.4. In this subsection we give the functional equation with respect to τ for general n.
Theorem 2.8 Assume e ≤ 1 if m is odd. For general size n, the spherical function
satisfies the functional equation
ω(x; z) = q2ezn
 1 if m = 2n1− q−1+2zn
q2zn − q−1 if m = 2n+ 1
× ω(x; τ(z)),
where τ(z) = (z1, . . . , zn−1,−zn).
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For n = 1 the statement has been shown in Proposition 2.2 and Proposition 2.3.
Hereafter we assume n ≥ 2, i.e., m ≥ 4, and set
wτ =
1n−1 jr
1n−1
 ∈ K, r = m− 2(n− 1) ∈ {2, 3}.
Then the standard parabolic subgroup P of G attached to τ is given as follows, keeping
r as above,
P = B ∪ BwτB
=

A h
jn−1A∗−1jn−1
1n−1 αjr Bjn−11r −α∗jn−1
1n−1

∣∣∣∣∣∣∣∣∣∣
A ∈ Bn−1(k′)
h ∈ G1 = U(jr)
α ∈ Mn−1,r(k′)
B ∈Mn−1(k′)
B +B∗ + αjrα∗ = 0
 ,
(2.21)
where Bn−1(k′) is the Borel subgroup of GLn−1(k′) consisting of all the upper triangular
matrices. Here di(x) is a relative P -invariant for 1 ≤ i ≤ n − 1, but dn(x) is not.
We enlarge the group and the space and consider the action of P ′ = P × GL1(k′) on
X ′ = X × V with V =Mr1(k′):
(p, t) ⋆ (x, v) = (p · x, ρ(p)vt−1), (p, t) ∈ P ′, (x, v) ∈ X ′,
where ρ(p) = h ∈ U(jr) for the decomposition of p as in (2.21). Set
g(x, v) = det
[(
v∗jr
1n − 1
)
· x(n−1+r)
]
,
where x(n−1+r) is the lower (n− 1 + r)× (n− 1 + r)-block of x, and the matrix inside of
[ ] is of size n. Though we have slightly changed the definition of g(x, v) when m = 2n,
we have the following similar results as in [HK1] and [HK2].
Lemma 2.9 (1) The function g(x, v) is a relative P ′-invariant on X ′ associated by the
character
P ′ ∋ (p, t) 7−→ N(dn−1(p))N(t)−1 = ψn−1(p)N(t)−1,
and satisfies g(x, v0) = dn(x) where v0 =
t(1, 0) or t(1, 0, 0), according to the parity of m.
(2) For x ∈ Xop, there is D1(x) ∈ X1 satisfying
g(x, v) = (dn−1(x)D1(x))[v].
Here, for diagonal x, D1(x) = Diag(x
−1
n , xn) or Diag(x
−1
n , x0, xn), according to the parity
of m, where xn is the n-th diagonal entry and x0 is the (n+ 1)-th diagonal entry for odd
m.
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By the embedding from K1 to K = Kn defined by
K1 ∋ h 7−→ h˜ =
1n−1 h
1n−1
 ,
we see
ω(x; s) =
∫
K1
dh
∫
K
|d(k · x)|s dk
=
∫
K1
∫
K
∣∣∣d(h˜k · x)∣∣∣s dkdh
=
∫
K
∏
i<n
|di(k · x)|si
∫
K1
∣∣∣dn(h˜k · x)∣∣∣s
n
dhdk.
Since we obtain, for y ∈ Xop
dn(h˜ · y) = g((h˜, 1) ⋆ (y, h−1v0)) = g(y, h−1v0) = dn−1(y)D1(y)[h−1v0]
= dn−1(y)h∗−1D1(y)[v0] = dn−1(y)d1(jrh∗−1 ·D1(y)) = dn−1(y)d1(hjr ·D1(y)),
we have
ω(x; s) =
∫
K
∏
i≤n−2
|di(k · x)|si · |dn−1(k · x)|sn−1+sn ω(1)(D1(k · x); sn)dk.
Hence we obtain, for m = 2n, by the property (2.6),
ω(x; s) = q2eznω(x; s1, . . . , sn−2, sn−1 + 2sn,−sn − 1)
= q2eznω(x; τ(z));
and for m = 2n+ 1, by the property (2.14),
1 + q2zn
1− q−1+2zn × ω(x; s)
= q2ezn
1 + q−2zn
1− q−1−2zn × ω(x; s1, . . . , sn−2, sn−1 + 2sn + 2 +
π
√−1
log q
,−sn − 2− π
√−1
log q
),
thus
ω(x; s) =
q2ezn(1− q−1+2zn)
q2zn − q−1 ω(x; τ(z)),
which completes the proof of Theorem 2.8.
2.5. To describe the functional equation with respect to W , we prepare some notation.
Set
Σ = {±ei ± ej , 2ei | 1 ≤ i, j ≤ n, i 6= j} , Σ+ = Σ+s ∪ Σ+ℓ ,
Σ+s = {ei + ej , ei − ej | 1 ≤ i < j ≤ n} , Σ+ℓ = {2ei | 1 ≤ i ≤ n}
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where ei is the i-th unit vector in Z
n, 1 ≤ i ≤ n. We note here that Σ is the set of roots
of G
(ev)
n and Σ ∪ {ei | 1 ≤ i ≤ n} is the set of roots of G(od)n . We consider the pairing
Z
n × Cn ∋ (t, z) 7−→ 〈t, z〉 =
n∑
i=1
tizi ∈ C,
which satisfies
〈α, z〉 = 〈σ(α), σ(z)〉 , (α ∈ Σ, z ∈ Cn, σ ∈ W ).
Theorem 2.10 Assume e ≤ 1 if m is odd. The spherical function ω(x; z) satisfies the
following functional equation
ω(x; z) = Γ(e)σ (z) · ω(x; σ(z)), (σ ∈ W ),
where
Γ(e)σ (z) =
∏
α∈Σ+(σ)
γ(e)α (z), Σ
+(σ) =
{
α ∈ Σ+ ∣∣ − σ(α) ∈ Σ+} ,
γ(e)α (z) =

1− q−1+〈α, z〉
q〈α, z〉 − q−1 if α ∈ Σ
+
s
qe〈α, z〉 if α ∈ Σ+ℓ , m = 2n
qe〈α, z〉(1− q−1+〈α, z〉)
q〈α, z〉 − q−1 if α ∈ Σ
+
ℓ , m = 2n+ 1.
Outline of a proof. TheWeyl groupW is generated by {σi = (i i+ 1) ∈ Sn | 1 ≤ i ≤ n− 1}
and τ . As for the Gamma factor, we have Γ
(e)
σi (z) = γ
(e)
ei−ei+1(z) by Proposition 2.1, which
is independent of e, and Γ
(e)
τ (z) = γ
(e)
2en(z) by Theorem 2.8. Then, by the cocycle relation
of Gamma-factors, we obtain the results. (Of course Γ
(0)
σ (z) is the same as Γσ(z) in [HK1]
or [HK2], according to the parity of m.)
The following theorem can be proved in the same way as in [HK1, Theorem 2.7]
based on Theorem 2.10, where the function G(z) below is the same as in [HK1] or [HK2],
according to the parity of m.
Theorem 2.11 Assume e ≤ 1 if m is odd. The function q−〈e, z〉G(z) ·ω(x; z) is holomor-
phic on Cn and W -invariant, in particular it is an element in C[q±z1 , . . . , q±zn]W . Here
〈e, z〉 = e(z1 + · · ·+ zn) and
G(z) =
∏
α
1 + q〈α, z〉
1− q−1+〈α, z〉 ,
where α runs over the set Σ+s for m = 2n and Σ
+ for m = 2n + 1. In particular, each
Gamma factor in Theorem 2.10 is given as
Γ(e)σ (z) =
q〈e, z〉
G(z)
· G(σ(z))
q〈e, σ(z)〉
, σ ∈ W. (2.22)
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§3 The explicit formula for ω(x; z)
As for the explicit formula of ω(x; z), it suffices to determine at a representative of each
K-orbit, hence at xλ, λ ∈ Λ˜+n by Theorem 1.1-(1).
Theorem 3.1 Assume e ≤ 1 if m is odd. For each λ ∈ Λ˜+n , one has the explicit formula
ω(xλ; z) = cn q
〈λ, z0〉 · q
〈e, z〉
G(z)
·Qλ+e(z; {t}),
where λ + e = (λ1 + e, . . . , λn + e) ∈ Λ+n , G(z) is given in Theorem 2.10 (depending on
the parity of m), z0 ∈ Cn is the value in z-variable corresponding to 0 ∈ Cn in s-variable,
z0,i =
{
−(n− i+ 1
2
) + (n− i)π
√−1
log q
if m = 2n
−(n− i+ 1) + (n− i+ 1
2
)π
√−1
log q
if m = 2n+ 1,
(1 ≤ i ≤ n),
cn =

(1− q−2)n
wm(−q−1) if m = 2n
(1 + q−1)(1− q−2)n
wm(−q−1) if m = 2n+ 1,
wm(t) =
m∏
i=1
(1− ti),
Qµ(z; {t}) =
∑
σ∈W
σ
(
q−〈µ, z〉c(z; {t})) , c(z; {t}) = ∏
α∈Σ+
1− tαq〈α, z〉
1− q〈α, z〉 ,
{t} = {tα} with tα =

−q−1 if α ∈ Σ+s
q−1 if α ∈ Σ+ℓ , m = 2n
−q−2 if α ∈ Σ+ℓ , m = 2n+ 1.
(3.1)
Remark 3.2 We see the main partQλ+e(z; {t}) of ω(xλ; z) is contained inR = C[q±z1, . . . , q±zn]W
by Theorem 2.10, and related to Hall-Littlewood polynomial Pλ+e(z; {t}) of type Cn as
follows (cf. [M2], in general):
Pµ(z; {t}) = 1
Wµ({t}) ·Qµ(z; {t}), µ ∈ Λ
+
n , (3.2)
where Wµ({t}) is the Poincare´ polynomial of the stabilizer Wµ of W at µ, and with the
present choice of tα, it is given precisely as follows
Wµ({t}) = w˜µ(−q
−1)
(1 + q−1)m′
, m′ =
[
m+ 1
2
]
,
w˜µ(t) =

wn0(t)
2
∏
ℓ≥1wnℓ(t) if n = 2m
wn0+1(t)wn0(t)
∏
ℓ≥1wnℓ(t) if n = 2m+ 1, n0 > 0∏
ℓ≥1wnℓ(t) if n = 2m+ 1, n0 = 0,
(3.3)
with nℓ = nℓ(µ) = ♯ {i | µi = ℓ}. It is known (cf. [M2], [HK1, Proposition B.3]) that the
set {Pµ(z; {t}) | µ ∈ Λ+n } forms an orthogonal C-basis for R for each tα ∈ R, |tα| < 1, and
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P0(z; {t}) = 1; and we will use this property in §4. The explicit formula can be rewritten
by using Pµ(z; {t}) as
ω(xλ; z) =
(1− q−1)n
wm(−q−1) ·
q〈e, z〉
G(z)
· q〈λ, z0〉 w˜λ+e(−q−1) · Pλ+e(z; {t}), (λ ∈ Λ˜+n ). (3.4)
Remark 3.3 The influence of the residual characteristic of the base field k in the explicit
formula of ω(xλ; z) appears as shifting λ+ e in Qλ or Pλ and the factor q
〈e, z〉.
Since ω(xλ; z) takes a different value at each λ ∈ Λ˜+n for generic z, we see each xλ
represents a different K-orbit in X , which completes the Cartan decomposition of X (i.e.
Theorem 1.1-(2)). As we noted in Remark 2.4, if (2.14) in Proposition 2.4 holds for e(> 0),
one has the explicit formula for odd size m for the same e, and the Cartan decomposition
follows also.
Remark 3.4 The vector z0 in Theorem 3.1 can be regarded as a generalization of the
dual Weyl vector as follows, and this is the reason we changed the relation between s and
z for m = 2n from that in [HK1](cf. Remark 2.1). We remarked about this interpretation
already in [HK2, Remark3.3]. For v ∈ Zn, set
{t}ht(v) =
∏
β∈Σ+
t
〈v, β∨〉/2
β , β
∨ =
2β
〈β, β〉 . (3.5)
This is the generalization of the height of roots when v ∈ Σ ([M1]), while it can be
rewritten by using z0 as
{t}ht(v) = q〈v, z0〉.
We prove Theorem 3.1 in the same way as in the case e = 0 ([HK1], [HK2]) by
using a general expression formula given in [H2] (or in [H1]) of spherical functions on
homogeneous spaces, which is based on functional equations of finer spherical functions
corresponding to B-orbits in X and some data depending only on the group G. We
have to check the assumptions there, but it has no problem since it is independent of the
residual characteristic, and we omit it.
Recall Xop = {x ∈ X | di(x) 6= 0, 1 ≤ i ≤ n} and the Borel subgroup B of G consist-
ing of the upper triangular matrices in G. According to the B-orbit decomposition
Xop =
⊔
u∈U
Xu, U = (Z/2Z)n ,
Xu = {x ∈ Xop | vπ(di(x)) ≡ u1 + · · ·+ ui (mod 2), 1 ≤ i ≤ n} ,
we define finer spherical functions
ωu(x; s) =
∫
K
|d(k · x)|su dk, |d(y)|su =

∏n
i=1 |di(y)|si if y ∈ Xu,
0 otherwise .
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Then, for each λ ∈ Λ˜+n and generic z, we have the following identity:
(ωu(xλ; s))u∈U = c
−1 ∑
σ∈W
γ(σ(z))B(e)(σ, z) (δu(xλ; σ(z)))u∈U , (3.6)
where
c := Σw∈W [UσU : U ] (U is the Iwahori subgroup of K associated with B),
γ(z) :=

∏
α∈Σ+s
1− q−2+2〈α, z〉
1− q2〈α, z〉 ·
∏
α∈Σ+
ℓ
1− q−1+〈α, z〉
1− q〈α, z〉 if m = 2n∏
α∈Σ+s
1− q−2+2〈α, z〉
1− q2〈α, z〉 ·
∏
α∈Σ+
ℓ
(1 + q−2+〈α, z〉)(1− q−1+〈α, z〉)
1− q2〈α, z〉 if m = 2n+ 1,
δu(xλ; z) :=
∫
U
|d(ν · xλ)|su dν = |d(xλ)|su =
{
q〈λ, z0〉q−〈λ, z〉 if xλ ∈ Xu
0 otherwise,
(3.7)
and B(e)(σ, z) is a matrix of size 2n determined by the functional equation
(ωu(xλ; z))u∈U = B
(e)(σ, z) (ωu(xλ; σ(z)))u∈U .
We note here c and γ(z) are determined by the group G = U(jm) ([Car, Theorem 4.4])
and γ(z) coincides with c(λ) there for the character λ(p) = (−1)vπ(p1···pn)∏ni=1 |N(pi)|zi ,
where pi is the n-th diagonal entry of p ∈ B. We don’t need to calculate the constant c
in advance, since it is determined by the property ω(x; s) |s=0= P0(z) = 1. We have to
be careful the second equality in (3.7) especially when λ /∈ Λ+n , where we should consider
the integral associated with the decomposition
U = (U ∩ B)UN , UN =
{
u ∈ U ∣∣ ut ∈ B, u ≡ 1m (mod (π))} .
We explain how B(e)(σ, z) is obtained by Theorem 2.9. We regard a character χ of U as
a character of k× by χ(a) = χ(vπ(a)), a ∈ k×. Then for any χ ∈ Û , we see∑
u∈U
χ(u)ωu(x; z) = ω(x; zχ),
where zχ,i = zi or zi +
π
√−1
log q
suitably, and by Theorem 2.9
ω(x; zχ) = Γ
(e)
σ (zχ)ω(x; σ(zχ)), (σ ∈ W ).
Wemay take σχ ∈ Û such that ω(x; σ(zχ)) = ω(x; σ(z)σχ), where (σχ)(u) = χ(σ−1(u)), u ∈
U . Thus we obtain(
χ(u)
)
χ,u
(
ωu(x; z)
)
u∈U
= Γ˜(e)(σ, z)
(
(σχ)(u)
)
χ,u
(
ωu(x; σ(z))
)
u∈U
, (3.8)
where Γ˜(e)(σ, z) is the diagonal matrix with Γ
(e)
σ (zχ) as the χ-diagonal entry, and
B(e)(σ, z) =
(
χ(u)
)
χ,u
−1
Γ˜(e)(σ, z)
(
(σχ)(u)
)
χ,u
. (3.9)
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We set the first row for (χ, u) ∈ Û × U as the trivial character 1. Then the first entry in
the left hand side of (3.8) is equal to ω(x; z), and we note z1 = z and (σ1)(u) = 1, u ∈ U .
Hence we have by (3.6), (3.8), and (3.9),
ω(x; z) = c−1
∑
σ∈W
γ(σ(z))Γ(e)σ (z)q
〈λ, z0〉q−〈λ, σ(z)〉
=
q〈λ, z0〉
c
· q
〈e, z〉
G(z)
∑
σ∈W
σ
(
γ(z)G(z)q−〈λ+e, z〉
)
(by (2.22))
=
q〈λ, z0〉
c
· q
〈e, z〉
G(z)
∑
σ∈W
σ
(
q−〈λ+e, z〉
∏
α∈Σ+
1− tαq〈α, z〉
1− q〈α, z〉
)
, (3.10)
where tα is given as in (3.1). By (3.10), we have, taking λ = (−e) and z = z0,
c =
1
G(z0)
∑
σ∈W
σ
(∏
α
1− tαq〈α, z0〉
1− q〈α, z0〉
)
,
which is the same as in case e = 0, and c−1 = cn in (3.1).
§4 The structure of the Schwartz space
We keep the assumption that e ≤ 1 if m is odd. We define the Schwartz space
S(K\X) = {ϕ : X −→ C | left K-invariant, compactly supported} ,
and study H(G,K)-module structure and Plancherel formula about it. Based on the
explicit formula in §3, we modify the spherical function by using the value at x(−e) as
Ψ(x; z) = ω(x; z)/ω(x(−e); z) ∈ R = C[q±z1 , . . . , q±zn]W . (4.1)
Then, we have
f ∗Ψ(x; z) = λz(f)Ψ(x; z), (f ∈ H(G,K)), (4.2)
λz : H(G,K) ∼−→ R0 = C[q±2z1 , . . . , q±2zn ]W , (cf.(2.5)),
Ψ(xλ; z) = q
〈λ+e, z0〉 w˜λ+e(−q−1)
w˜0(−q−1) · Pλ+e(z; {t}), (λ ∈ Λ˜
+
n ). (4.3)
Here the value Ψ(xλ; z) for dyadic case, i.e., the case e = vπ(2) > 0, coincides with the
value Ψ(xλ+e; z) for odd residual case. Hence all the results of this section are parallel to
odd residual case ([HK1, §4] or [HK2, §4]).
We define the spherical Fourier transform on S(K\X) by
F : S(K\X) −→ R
ϕ 7−→ F (ϕ)(z) = ∫
X
ϕ(x)Ψ(x; z)dx,
(4.4)
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where dx is a G-invariant measure on X , and we fix the normalization of dx later. The
Hecke algebra H(G,K) acts on S(K\X) by convolution product
f ∗ ϕ(x) =
∫
G
f(g)ϕ(g−1 · x)dg, (f ∈ H(G,K), ϕ ∈ S(K\X)),
where dg is the Haar measure on G, and on R through Satake isomorphism λz. Then the
map F is compatible with H(G,K)-action as follows
F (f ∗ ϕ)(z) = λz(f)ϕ(z), (f ∈ H(G,K), ϕ ∈ S(K\X)). (4.5)
The space S(K\X) is spanned by
{
chλ
∣∣∣ λ ∈ Λ˜+n}, where chλ is the characteristic function
of K · xλ, and we have by (4.3)
F (chλ)(z) = q
〈λ+e, z0〉 w˜λ+e(−q−1)
w˜0(−q−1) · v(K · xλ) · Pλ+e(z; {t}), (4.6)
where v(K ·xλ) the volume ofK ·xλ with respect to dx. Since the set {Pµ(z; {t}) | µ ∈ Λ+n }
forms a C-basis for R, the map F is an H(G,K)-module isomorphism. Thus we see the
following.
Theorem 4.1 Assume e ≤ 1 if m is odd. The spherical Fourier transform F gives an
H(G,K)-module isomorphism
S(K\X) ∼−→ C[q±z1, . . . , q±zn]W (= R),
where R is regarded as H(G,K)-module via λz. In particular S(K\X) is a free H(G,K)-
module of rank 2n.
Each spherical functions on X is associated with some λz like as (4.2), and it is
determined by the class of z in
(
C
/
2π
√−1
log q
Z
)n /
W . The dimension of spherical functions
associated with the same λz is at most 2
n by Theorem 4.1, and we can give a basis as
below.
Corollary 4.2 Assume e ≤ 1 ifm is odd. All the spherical functions on X are parametrized
by eigenvalues z ∈
(
C
/
2π
√−1
log q
Z
)n /
W through Satake isomorphism λz. The set{
Ψ(x; z + u)
∣∣∣ u ∈ {0, π√−1log q }n} forms a basis of spherical functions on X corresponding
to z.
We will give the Plancherel formula on S(K\X). Recall the notation c(z; {t}), Pµ(z; {t})
and w˜µ(−q−1) given in Theorem 3.1 and Remark 3.2. We define an inner product on R
by
〈P, Q〉R =
∫
a∗
P (z)Q(z)dµ(z), (P,Q ∈ R), (4.7)
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where
a∗ =
{√−1(R/ 2π
log q
Z
)}n
,
dµ(z) =
1
n!2n
· w˜0(−q
−1)
(1 + q−1)m′
· 1|c(z; {t})|2 dz, m
′ =
[
m+ 1
2
]
, (4.8)
and dz is the Haar measure on a∗. In the following, for simplicity we write
Pλ+e = Pλ+e(z; {t}) ∈ R, w˜λ = w˜λ(−q−1) ∈ R, (λ ∈ Λ˜+n )
Then, by [HK1, Proposition B.3], we have
〈Pλ+e, Pµ+e〉R = δλ,µ
w˜0
w˜λ+e
, (λ, µ ∈ Λ˜+n ), (4.9)
and by using (4.6),
〈F (chλ), F (chλ)〉R = δλ,µ q2〈λ+e,Re(z0)〉
w˜λ+e
w˜0
· v(K · xλ)2. (4.10)
Since there are precisely two G-orbits in X represented by x0 and x1 (Theorem 1.1-(3)),
we may normalize the G-invariant measure dx on each orbit by fixing the volume of K ·x0
and K · x1, where x0 = 1m and x1 = x〈1〉 with 〈1〉 = (1, 0, . . . , 0).
Lemma 4.3 By the normalization of the G-invariant measure dx on X given as
v(K · x0) = q−2〈e,Re(z0)〉 w˜0(−q
−1)
w˜e(−q−1) , v(K · x1) = q
−2〈〈1〉+e,Re(z0)〉 w˜0(−q−1)
w˜〈1〉+e(−q−1) , (4.11)
one has
v(K · xλ) = q−2〈λ+e,Re(z0)〉 w˜0(−q
−1)
w˜λ+e(−q−1) , λ ∈ Λ˜
+
n .
Proof. For any f ∈ H(G,K) and µ ∈ Λ˜+n , we may write
f ∗ chµ =
∑
ν∈˜Λ+n
aµν (f) chν , (a
µ
ν (f) ∈ C). (4.12)
For f ∈ H(G,K) and λ ∈ Λ˜+n , we have
(f ∗Ψ( ; z))(xλ) =
∑
µ∈˜Λ+n
Ψ(xµ; z)(f ∗ chµ)(xλ) =
∑
µ∈˜Λ+n
Ψ(xµ; z)a
µ
λ(f)
=
∑
µ∈˜Λ+n
q〈µ+e, z0〉
w˜µ+e
w˜0
aµλ(f) · Pµ+e, (4.13)
where we used (4.3) and the summation over Λ˜+n is essentially a finite sum, since the
support of f is compact. On the other hand, by (4.2), we have
(f ∗Ψ( ; z))(xλ) = λz(f)Ψ(xλ; z)
= q〈λ+e, z0〉
w˜λ+e
w˜0
· λz(f)Pλ+e. (4.14)
40
Taking the inner product of (4.13) and (4.14) with Pµ+e, we have by (4.9)
q〈µ+e, z0〉aµλ(f) = q
〈λ+e, z0〉 w˜λ+e
w˜0
〈λz(f)Pλ+e, Pµ+e〉R , (f ∈ H(G,K), λ, µ ∈ Λ˜+n ). (4.15)
Applying the spherical transform F to the both side of (4.12), we have
v(K · xµ)q〈µ+e, z0〉 w˜µ+e
w˜0
λz(f)Pµ+e =
∑
ν∈˜Λ+n
aµν(f)v(K · xν)q〈ν+e, z0〉
w˜ν+e
w˜0
Pν+e,
taking the inner product of the both side of the above identity with Pλ+e, we obtain
v(K · xµ)q〈µ+e, z0〉 w˜µ+e
w˜0
〈λz(f)Pµ+e, Pλ+e〉R = aµλ(f)v(K · xλ)q〈λ+e, z0〉,
(f ∈ H(G,K), λ, µ ∈ Λ˜+n ). (4.16)
Now assume |λ| ≡ |µ| (mod 2) and take f1 ∈ H(G,K) to be the characteristic function
of Kg1K such that xλ = g1 · xµ. Then
aµλ(f1) 6= 0, 〈λz(f1)Pλ+e, Pµ+e〉R = 〈λz(f1)Pµ+e, Pλ+e〉R , (4.17)
Hence we obtain by (4.15) and (4.16)
v(K · xλ)
v(K · xµ) = q
2〈µ−λ, z0〉 w˜µ+e
w˜λ+e
= q2〈µ−λ,Re(z0)〉
w˜µ+e
w˜λ+e
, if |λ| ≡ |µ| (mod 2). (4.18)
Since xλ ∈ G · x0 if and only if |λ| ≡ 0 (mod 2) for λ ∈ Λ˜+n , under the normalization of
dx as in (4.11), we obtain the volume v(K · xλ) by (4.18), which completes the proof.
We take the normalization as in Lemma 4.3. Then by (4.10), we see∫
X
chλ(x)chµ(x)dx = δλ,µv(K · xλ) =
∫
a∗
F (chλ)(z)F (chµ)(z)dµ(z), (λ, µ ∈ λ˜+n ).
Since S(K\X) is spanned by the set
{
chλ
∣∣∣ λ ∈ Λ˜+n}, we obtain following theorem.
Theorem 4.4 (Plancherel formula on S(K\X)) Assume e ≤ 1 if m is odd. For any
ϕ, ψ ∈ S(K\X), one has∫
X
ϕ(x)ψ(x)dx =
∫
a∗
F (ϕ)(z)F (ψ)(z)dµ(z),
where dx is normalized as in Lemma 4.3, and a∗ and dµ(z) are given in (4.8).
Corollary 4.5 (Inversion formula) Assume e ≤ 1 if m is odd. For any ϕ ∈ S(K\X)
and x ∈ X, one has
ϕ(x) =
∫
a∗
F (ϕ)(z)Ψ(x; z)dµ(z).
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Proof. For any ϕ ∈ S(K\X) and x ∈ X , we have by Theorem 4.4
ϕ(x) =
1
v(K · x)
∫
X
ϕ(y)chK·x(y)dx
=
1
v(K · x)
∫
a∗
F (ϕ)(z)F (chK·x)(z)dµ(z)
=
∫
a∗
F (ϕ)(z)Ψ(x; z)dµ(z)
=
∫
a∗
F (ϕ)(z)Ψ(x; z)dµ(z).
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