Abstract. Inspired by the role geometric structures play in our understanding of surfaces and three-manifolds, and Berger's observation that a surface of constant sectional curvature is determined up to local isometry by its Laplace spectrum, we explore the extent to which compact locally homogeneous three-manifolds are characterized up to local isometry by their spectra. We observe that there are eight "metrically maximal" three-dimensional geometries on which all compact locally homogeneous three-manifolds are modeled and we demonstrate that for five of these geometries the associated compact locally homogeneous three-manifolds are determined up to local isometry by their spectra within the universe of locally homogeneous three-manifolds. Specifically, we show that among compact locally homogeneous three-manifolds, a Riemannian three-manifold is determined up to local isometry if its universal Riemannian cover is isometric to (1) a symmetric space, (2) R 2 ⋊ R endowed with a left-invariant metric, (3) Nil endowed with a left-invariant metric, or (4) S 3 endowed with a left-invariant metric sufficiently close to a metric of constant sectional curvature. We then deduce that three-dimensional Riemannian nilmanifolds and locally symmetric spaces with universal Riemannian cover S 2 × E are uniquely characterized by their spectra among compact locally homogeneous three-manifolds. Finally, within the collection of closed manifolds covered by Sol equipped with a left-invariant metric, local geometry is "audible."
Introduction
Spectral geometry is the study of the relationship between the spectrum of a Riemannian manifold-i.e., the sequence of eigenvalues (counting multiplicities) of the associated LaplaceBeltrami operator-and its underlying geometry. Two Riemannian manifolds are said to be isospectral if their spectra agree and, building off of Kac's metaphor [K] , a geometric property will be called audible, if it is encoded in the spectrum. Numerous examples of isospectral, yet non-isometric spaces demonstrate that, in general, the spectrum does not completely determine the geometry of the underlying Riemannian manifold. Nevertheless, it is expected that certain natural classes of Riemannian manifolds are characterized by their spectra.
For example, it is widely believed that a round n-sphere is determined up to isometry by its spectrum. In 1973, Tanno verified this for round spheres of dimension at most six [Ta1, Thm. B] . Seven years later, he also proved that a round metric on an arbitrary nsphere is locally audible [Ta2] ; that is, within the space of metrics on the n-sphere, each metric of constant positive curvature admits a neighborhood in which it is determined up to isometry by its spectrum. Surprisingly, no further progress has been made regarding highdimensional round spheres. More generally, one expects the spectrum to encode whether a closed Riemannian manifold has constant sectional curvature K; however, this is only known to be true in dimension five and lower (cf. [B] and [Ta1, Thm. A] ).
Given the important role geometric structures (i.e., complete locally homogeneous Riemannian metrics) play in our understanding of surfaces (via the uniformization theorem) and threemanifolds (via the geometrization conjecture) this article explores the extent to which lowdimensional geometric structures are audible.
1.1. Geometric Structures. By an n-dimensional geometry we shall mean a triple (X, G, α) consisting of a smooth simply-connected n-dimensional manifold X, a connected Lie group G, and a smooth transitive effective G-action α : G × M → M such that for each p ∈ M the stabilizer subgroup G p is compact and there is a subgroup Γ ≤ G (acting freely and properly discontinuously on X) so that the manifold Γ\X is compact. Two geometries (X 1 , G 1 , α 1 ) and (X 2 , G 2 , α 2 ) are said to be equivalent if there is a diffeomorphism f : M 1 → M 2 and a Lie group isomorphism Ψ : G 1 → G 2 that intertwine the two group actions: f (α 1 (g, x)) = α 2 (Ψ(g), f (x)) for any x ∈ X and g ∈ G 1 . In the event the geometries (X, H, β) and (X, G, α) are such that H is a subgroup of G and β is the restriction of α, we will say that (X, H, β) is a sub-geometry of (X, G, α) and write (X, H, β) ≤ (X, G, α). A geometry is said to be maximal if (up to equivalence) it is not a proper sub-geometry of another geometry. It can be shown that every geometry is contained in a maximal geometry (cf. [Fi, Prop. 1.1.2] ); however, as was recently observed by Geng [Ge, p. 7] , the maximal geometry need not be unique. To simplify notation, when the G-action on X is understood, we will denote the geometry (X, G, α) by (X, G).
For a geometry (X, G), the requirement that G act with compact stabilizers ensures the space R G (X) consisting of the G-invariant Riemannian metrics on X is non-empty. We will say that a geometry (X, G) is metrically maximal, if whenever (X, H) ≤ (X, G) (X, L), we have R L (X) R G (X) = R H (X). Following Scott [Sco, p. 403] , a complete locally homogeneous metric on a manifold M is called a geometric structure and it is said to be modeled on the geometry (X, G) if its universal Riemannian cover is isometric to X equipped with a metric in R G (X). A geometric structure on M is said to be maximal if it is modeled on a maximal geometry.
The Geometries of Constant Sectional Curvature. Let E n be n-dimensional Euclidean space, S n be the n-dimensional sphere equipped with the round metric of constant curvature +1 and H n the n-dimensional upper half-plane H n equipped with the hyperbolic metric of constant sectional curvature −1. Then, we have the following maximal simply-connected n-dimensional geometries:
• (X = R n , G = Isom(E n ) 0 ), where (up to isometry) R G (X) consists of the unique flat metric on R n ;
• (X = S n , G = Isom(S n ) 0 ), where (up to isometry) R G (X) consists of the metrics of constant positive sectional curvature on S n ; • (X = H n , G = Isom(H n ) 0 ), where (up to isometry) R G (X) consists of the metrics of constant negative sectional curvature on H n , where for any Riemannian manifold (M, g) we let Isom(M, g) 0 denote the connected component of the identity.
Given a geometry (X, G), X equipped with a choice of metric g ∈ R G (X) is a simplyconnected homogeneous space, and any quotient of X by a subgroup Γ ≤ Isom(X, g) of isometries that acts freely and properly discontinuous admits a locally homogeneous metric. Conversely, a result of Singer states that the universal Riemannian cover of a locally homogeneous manifold is itself a homogeneous space [Si] . Therefore, to classify the compact n-manifolds admitting geometric structures, one should begin by classifying the maximal geometries. And, to understand all the possible locally homogeneous metrics supported by such spaces, one must classify the metrically maximal n-dimensional geometries.
In dimension two, the metrically maximal geometries are precisely the two-dimensional geometries of constant sectional curvature described above, these geometries are also maximal. Additionally, the uniformization theorem states that any surface Σ admits geometric structures and the locally homogeneous metrics supported by Σ are all modeled on the same maximal twodimensional geometry. Turning to the Laplace spectrum, we recall that Berger has shown that a surface of constant sectional curvature is determined up to local isometry by its spectrum. Said differently, a locally homogeneous surface is determined up to local isometry by its spectrum. The numerous examples of isospectral Riemann surfaces show that this result is optimal. This discussion raises the following questions.
(1) Is local homogeneity an audible property? More specifically, is each locally homogeneous space determined up to local isometry by its spectrum? (2) Let (M 1 , g 1 ) and (M 2 , g 2 ) be two isospectral locally homogeneous n-manifolds.
(a) Does it follow that (M 1 , g 1 ) and (M 2 , g 2 ) are modeled on a common geometry? (b) Does it follow that (M 1 , g 1 ) and (M 2 , g 2 ) are locally isometric? What if one restricts their attention to maximal geometries?
In general, the answer to these questions is no. Indeed, Szabo has demonstrated that local homogeneity is inaudible in dimension 10 and higher [Sz, Section 3] . Restricting our attention to locally homogeneous spaces, the examples of Gordon [Gor1, Gor2] demonstrate that in dimension 8 and higher isospectral locally homogeneous spaces need not be locally isometric (cf. [GorWil2, Sc2, Sut, Pr] ). Furthermore, making use of the third author's generalization of Sunada's method [Sut] , An, Yu and Yu [AYY] demonstrate that isospectral locally homogeneous spaces of dimension at least 26 need not share the same model geometry (cf. [Sut] ). Indeed, they produce examples of isospectral simply-connected homogeneous spaces of dimension at least 26 that are not homeomorphic. We do not know whether any of the examples discussed in this paragraph involve spaces modeled on maximal geometries.
Perelman's resolution of the geometrization conjecture confirms that an orientable prime closed three-manifold admits a canonical decomposition into pieces that each support geometric structures modeled on precisely one of the eight maximal three-dimensional geometries (see below). Therefore, partially inspired by Berger's result regarding the audibility of the local geometry of surfaces of constant sectional curvature and the importance of three-dimensional geometric structures in classifying three-manifolds, we pose the following problem.
Problem. To what extent are three-dimensional geometric structures encoded in the spectrum? Is the property of being modeled on a maximal three-dimensional geometry "audible"? Is it the case that isospectral compact locally homogeneous three-manifolds are necessarily modeled on a common geometry (X, G)? Are isospectral compact locally homogeneous threemanifolds necessarily locally isometric? Finally, is every compact locally homogeneous threemanifold determined up to local isometry by its spectrum?
The three-dimensional maximal geometries have been classified by Thurston as follows.
The Thurston Geometries (see [Th, Sco] ). A maximal simply-connected three-dimensional geometry (X, G) is equivalent to one of the following eight geometries:
, where Isom(Nil, g max ) 0 is four-dimensional, has index two in the full isometry group and is generated by Nil acting on itself by left translations and an S 1 -action; (T7) ( SL 2 (R), Isom( SL 2 (R), g max ) 0 ), where Isom( SL 2 (R), g max ) 0 is four-dimensional, has index two in the full isometry group and is generated by SL 2 (R) acting on itself by left translations and an action by R; (T8) (Sol, Isom(Sol, g max ) 0 ), where Isom(Sol, g max ) 0 is three-dimensional, has index eight in the full isometry group, and is generated by Sol acting on itself by left translation.
For the geometries (T 6), (T 7) and (T 8), the metric g max is drawn from the collection of leftinvariant metrics on G with the property that the associated isometry group is maximal among the isometry groups of left-invariant metrics on G.
Additionally, for any compact three-manifold M admitting geometric structures, the locally homogeneous metrics supported by M are all modeled on a sub-geometry of a unique maximal three-dimensional geometry. It follows from the work of Sekigawa [Sek, Theorem B] that any proper sub-geometry of a Thurston geometry must be of the form (G, Isom(G, g) 0 ), where g is a left-invariant metric on G. The work of Raymond and Vasquez shows that the three-dimensional Lie groups giving rise to geometries of this type are precisely R 3 , S 3 , Nil, Sol, SL 2 (R) and R 2 ⋊ R R, where R : R → Aut (R 2 ) is the homomorphism that sends θ to counterclockwise rotation through 2πθ [RaV] . The geometries arising from the first five of these groups are each a sub-geometry of an obvious (and unique) Thurston geometry, and the geometry (R 3 , R 3 ) clearly gives rise to the Euclidean metric on R 3 .
For the group R 2 ⋊ R R, we let Ψ :
be the Lie group embedding defined by Ψ(v; θ) = ((v; θ), R(θ) ⊕ 1). One can check that Ψ(R 2 ⋊ R R) acts transitively on R 3 and the geometry (R 2 
is a sub-geometry of (R 3 , Isom(E 3 ) 0 ) that gives rise to flat metrics and metrics of negative Ricci curvature (see [Mil, Thm. 1.5 & Cor. 4.8] ). In total, there are ten closed three-manifolds-sometimes referred to as "platycosms" [DoRo] -that admit flat metrics and the five orientable manifolds admitting flat metrics with finite cyclic holonomy can be realized in the form Γ\(R 2 ⋊ R R) for some Γ ≤ R 2 ⋊ R R [RaV, Table 1 ]. In particular, the three-torus admits locally homogeneous metrics modeled on this geometry, some of which are not flat.
From the preceding discussion we deduce the following classification of metrically maximal three-dimensional geometries, which shows the universal Riemannian coverings of closed locally homogeneous three-manifolds come in eight families.
The Metrically Maximal Three-Dimensional Geometries. A metrically maximal threedimensional geometry is equivalent to one of the following geometries:
Therefore, in contrast with the two-dimensional case, the Thurston geometries (T 3), (T 4) and (T 5) are the only maximal three-dimensional geometries that are also metrically maximal.
1.2. On the audibility of three-dimensional geometric structures. As we will recall in Section 2, the heat invariants associated to a closed Riemannian manifold (M, g) form a sequence {a j (M, g)} ∞ j=0 of spectral invariants. That is, two isospectral manifolds must have identical heat invariants. Using these spectral invariants we demonstrate that among compact locally homogeneous three-manifolds (1) a space modeled on the S 2 × R-geometry, H 2 × Rgeometry, Nil-geometry or R 2 ⋊ R R-geometry is determined up to local isometry by its spectrum, (2) the property of being modeled on the S 3 -geometry is audible and any Riemannian manifold modeled on the S 3 -geometry that is sufficiently close to a metric of constant positive curvature is determined up to local isometry by its spectrum, (3) there is partial evidence that the property of being modeled on the metrically maximal geometry ( SL 2 (R), SL 2 (R)) is audible, and (4) local geometry is audible among spaces modeled on the metrically maximal geometry (Sol, Sol).
1.1. Theorem. For j = 1, 2, let (M j , g j ) be a compact locally homogeneous three-manifold with Ricci tensor Ric j and corresponding vector of Ricci eigenvalues ν(g j ) = (ν 1 (g j ), ν 2 (g j ), ν 3 (g j )). Now, suppose the first four heat invariants of (M 1 , g 1 ) and (M 2 , g 2 ) agree; i.e., a j (M 1 , g 1 ) = a j (M 2 , g 2 ), for j = 0, 1, 2, 3.
(1) Suppose (M 1 , g 1 ) is modeled on the S 2 × R-geometry, H 2 × R-geometry, Nil-geometry
is modeled on the S 3 -geometry. Then, (M 2 , g 2 ) is also modeled on the S 3 -geometry and Ric and Ric ′ have the same signature. Furthermore, within the space of left-invariant metrics on S 3 , there is a neighborhood U of the round metric such that if the universal Riemannian cover of (M 1 , g 1 ) is isometric to a space in U , then (M 1 , g 1 ) and (M 2 , g 2 ) are locally isometric.
(3) Suppose (M 1 , g 1 ) is modeled on the SL 2 (R)-geometry. Furthermore, assume Ric 1 has signature (+, −, −) with P 2 (ν(g 1 )) > 0, where P 2 is the second elementary symmetric polynomial in three variables. Then, (M 2 , g 2 ) is also modeled on the SL 2 (R)-geometry and Ric 2 also has signature (+, −, −) with P 2 (ν(g 2 )) > 0. If, in addition, the quantity
is negative, where P 1 and P 2 are the first and second elementary symmetric polynomials in three variables, then (M 1 , g 1 ) and (M 2 , g 2 ) are locally isometric. (4) Suppose (M 1 , g 1 ) and (M 2 , g 2 ) are both modeled on the Sol-geometry, then (M 1 , g 1 ) and (M 2 , g 2 ) are locally isometric.
Combining the first statement of the preceding theorem with Berger's observation that, among closed Riemannian three-manifolds, a closed three-manifold of constant sectional curvature is determined up to local isometry by its first three heat invariants [B, Theorem 7 .1], we discover that the property of being locally symmetric is audible among compact locally homogeneous three-manifolds. In fact, each locally symmetric three-manifold is determined up to local isometry by its spectrum among all compact locally homogeneous three-manifolds. We also note that one can check that up to scaling the space of Riemannian metrics associated to the three-dimensional maximal geometry (T 7) forms a one-parameter family {g t } t>0 of left-invariant metrics on SL 2 (R), where the Ricci eigenvalues of g t are ν 1 (g t ) = 2 and ν 2 (g t ) = ν 3 (g t ) = −2(t + 1). It then follows from Theorem 1.1(3) that, among locally homogeneous three-manifolds, a space sharing the same first four heat invariants as a space modeled on the maximal geometry (T 7) must be modeled on the metrically maximal geometry (M M 7). This discussion and the first two statements of Theorem 1.1 can be summarized as follows.
1.2. Corollary. Among compact locally homogeneous three-manifolds, a compact three-manifold with universal Riemannian cover isometric to
(1) a symmetric space, (2) R 2 ⋊ R equipped with a left-invariant metric, (3) Nil equipped with a left-invariant metric, or (4) S 3 equipped with a left-invariant metric sufficiently close to a round metric is determined up to local isometry by its first four heat invariants a 0 , a 1 , a 2 and a 3 . Additionally, among compact locally homogeneous three-manifolds, a space sharing the same first four heat invariants as one modeled on the maximal geometry ( SL 2 (R), Isom( SL 2 (R), g max ) 0 ) must be modeled on the metrically maximal geometry ( SL 2 (R), SL 2 (R)).
There are four closed three-manifolds admitting geometric structures modeled on (S 2 × R, Isom(S 2 × E) 0 ): namely, S 2 × S 1 , RP 2 × S 1 , RP 3 #RP 3 and the non-trivial S 1 -bundle over RP 2 . And, each of these spaces possesses a two-dimensional family of locally symmetric metrics. In Section 4, we use the fundamental tone (i.e., the first non-zero eigenvalue of the Laplace operator) to show that the compact locally symmetric spaces modeled on (S 2 ×R, Isom(S 2 ×E) 0 ) can be mutually distinguished by their spectra (see Proposition 4.1). Combining this observation with the preceding corollary, we find that among compact locally homogeneous spaces, any closed Riemannian manifold modeled on (S 2 × R, Isom(S 2 × E) 0 ) is uniquely determined by its spectrum.
1.3. Corollary. Among compact locally homogeneous three-manifolds, a compact locally symmetric three-manifold modeled on the metrically maximal geometry (S 2 × R, Isom(S 2 × E) 0 ) is determined up to isometry by its spectrum.
This implies that, up to scaling, the common Riemannian covering of a non-trivial isospectral pair of compact locally symmetric three-manifolds must be E 3 , H 3 or H 2 ×E. We note that while the flat three-dimensional tori can be mutually distinguished by their spectra [Schi] , E 3 covers a unique isospectral pair known as "tetra and didi" [DoRo, RoCon] . In contrast, the literature contains numerous examples of isospectral pairs covered by H 3 or H 2 × E [Sun, Vi, Bus, R] .
Focusing on nilmanifolds, we recall that by explicitly computing the spectra of threedimensional Riemannian nilmanifolds, Gordon and Wilson have shown that compact threemanifolds modeled on the Nil-geometry can be mutually distinguished via their spectra [GorWil1] . Applying Theorem 1.1, it follows that three-dimensional Riemannian nilmanifolds are determined up to isometry by their spectra among compact locally homogeneous three-manifolds.
1.4. Corollary. Among compact locally homogeneous three-manifolds, a compact locally homogeneous three-manifold modeled on the metrically maximal geometry (Nil, Nil) is determined up to isometry by its spectrum.
1.3. Can you hear the local geometry of a three-manifold? The results presented in this article and its sequel [LSS] provide strong evidence that one should expect a compact locally homogeneous three-manifold to be determined up to local isometry by its spectrum. The broader question undergirding this article is whether the local geometry of any low-dimensional closed Riemannian manifold is encoded in its spectrum.
Indeed, the earliest examples of isospectral Riemannian manifolds all have a common Riemannian covering. For example, isospectral pairs arising from the original incarnation of Sunada's method necessarily have a common Riemannian covering [Sun] . This coupled with the fact that the heat invariants are averages of local geometric data makes it seem plausible that the universal Riemannian cover of a closed Riemannian manifold is audible. However, as we noted previously, in 1993, Carolyn Gordon produced the first examples of closed isospectral manifolds that are not locally isometric [Gor1, Gor2] via a construction inspired by Szabo's approach to building isospectral, yet locally non-isometric manifolds with boundary [Sz] .
1 The ensuing years have seen many more examples of isospectral, yet locally non-isometric closed manifolds [Sc1, Pr, Sc3] , including surprising pairs arising from the third named author's generalization of Sunada's method [Sut, AYY] . And, in 2001, Schueth's examples of isospectral metrics on S 2 × T 2 [Sc2] demonstrated that the local geometry of a closed Riemannian manifold of dimension at least four need not be encoded in its spectrum, leaving open the following problem.
Problem. Is the local geometry of a closed Riemannian manifold of dimension two or three "audible"?
Structure of the Paper. In Section 2, we first review the formulae for the first four heat invariants of a Riemannian manifold. Then, with a few exceptions, we find the first four heat invariants of a compact locally homogeneous three-manifold can be expressed as the product of its volume with a symmetric rational function of the eigenvalues of the accompanying Ricci tensor. The main goal of the section is to establish Theorem 2.57, which severely restricts the possible Ricci-eigenvalues possessed by isospectral three-manifolds with Riemannian universal cover isometric to a unimodular Lie group equipped with a left-invariant metric. Theorem 2.57 is then used alongside Proposition 3.7, in Section 3, to prove Theorem 1.1, which describes audibility results concerning various three-dimensional geometries. Finally, in Section 4, we let S n k denote the round n-sphere of constant sectional curvature k > 0 and compute the Laplace spectra of manifolds having universal Riemannian cover S 2 k × E. Then, by applying Theorem 1.1 and comparing fundamental tones, we show that Riemannian manifolds modeled on the S 2 ×R-geometry are determined up to isometry by their Laplace spectra among compact locally homogeneous three-manifolds.
Heat Invariants and Locally Homogeneous Three-Manifolds
In this section we will review the heat invariants-the main analytical tool in this articleand derive computational simplifications that occur when considering locally homogeneous three-manifolds. Of particular interest to us will be the fact that the heat invariants of a locally homogeneous three-manifold covered by a unimodular Lie group are almost symmetric functions in the sectional curvatures K 12 , K 13 and K 23 determined by a choice of Milnor frame (see Definition 2.13). This will allow us to express the heat invariants of a locally homogeneous three-manifold as a symmetric function of the Ricci-eigenvalues.
2.1. The heat invariants. The Laplace-Beltrami operator of a closed and connected Rie-
The sequence λ 0 = 0 < λ 1 ≤ λ 2 ≤ · · · ր ∞ of eigenvalues of ∆ g , repeated according to multiplicity, is the spectrum of (M, g) and we will say that two manifolds are isospectral when their spectra agree. Letting {ϕ k } be an orthonormal basis of L 2 (M, ν g ) consisting of ∆ g -eigenfunctions, then for each t > 0 we may define e −t∆g :
is a family of self-adjoint operators known as the heat semi-group.
The operators forming the heat semi-group are trace class (cf. [Be, Thm. V.3] ) and we have the following asymptotic expansion for the trace of the heat semi-group [MinPl] :
The coefficients {a m (M, g)} ∞ m=0 in this expression are the heat invariants of (M, g) and they are spectral invariants; i.e., isospectral manifolds have equal heat invariants. There are universal polynomials in the components of the curvature tensor and its covariant derivatives, [Be, p. 145] or [Sa2, Chp. VI.5] . Explicit formulae for the heat invariants are known in few cases (cf. [Po] ).
Let
, and ν g denote the Levi-Civita connection, Riemannian curvature tensor, Ricci curvature tensor, scalar curvature, and Riemannian density, respectively. We follow the sign convention for the curvature tensor in [Ta1] and [Sa1] ; namely, for smooth vector fields
Consequently, the sectional curvature of the plane spanned by two orthogonal unit vectors X, Y ∈ T p M is given by R(X, Y, X, Y ). The first four heat invariants are given by ([Ta2] ):
where D is defined by
andĀ is defined by
where, for tensor fields
we have the following products
be a Riemannian manifold with tensor fields P j , Q j , T j , U j , V j and W j as above, and let
) is locally symmetric D is identically zero, since ∇R and ∇ Ric both vanish.
The heat invariants have been used to prove many interesting spectral rigidity results. For instance, we have the following theorem demonstrating that constant curvature is an audible property in low dimensions.
2.10. Theorem (Berger [B] , Tanno [Ta1] ). Let (M, g) and (M ′ , g ′ ) be compact manifolds of dimension 2 ≤ n ≤ 5 such that a j (M, g) = a j (M ′ , g ′ ) for j = 0, 1, 2, 3. And, fix a real number K. Then, (M, g) is a space of constant sectional curvature K if and only if (M ′ , g ′ ) is a space of constant sectional curvature K.
In the case where the dimension is two or three, this theorem was observed to be true by Berger under the milder assumption that only the first three heat invariants agree [B, Theorem 7 .1].
2.2. The geometry of locally homogeneous three-manifolds. We begin by recalling the following well-known fact.
2.11. Lemma. Let (M, g) be a Riemannian manifold and for p ∈ M let {e 1 , . . . , e n } be an orthonormal basis of T p M . If R(e i , e j )e k , e l = 0 whenever three of the indices are pairwise distinct, then {e 1 , . . . , e n } diagonalizes the Ricci tensor Ric(·). And, the converse is true when M is three-dimensional.
Recall that the simply-connected and connected unimodular three-dimensional Lie groups are R 3 , S 3 , SL 2 (R), Nil, Sol and (2) is counterclockwise rotation through 2πθ. The next result can be deduced easily from [Mil] .
2.12. Lemma. Let G be one of the six simply-connected three-dimensional unimodular Lie groups. Given a three-manifold (M, g) locally isometric to G equipped with a left-invariant metric, any orthonormal basis {e 1 , e 2 , e 3 } of T p M consisting of Ric-eigenvectors extends to a local framing {E 1 , E 2 , E 3 } on a neighborhood U of p such that
(2) there are constants λ 1 , λ 2 and λ 3 such that
(3) {E 1 , E 2 , E 3 } diagonalizes the Ricci tensor:
and Ric(E i , E j ) are constant for all choices of i, j, k and l.
2.13. Definition. Let (M, g) be a locally homogeneous three-manifold locally isometric to a unimodular Lie group G equipped with a left-invariant metric. And, let {e 1 , e 2 , e 3 } be an orthonormal basis of T p M consisting of eigenvectors of the Ricci tensor, for some p ∈ M . An extension {E 1 , E 2 , E 3 } of {e 1 , e 2 , e 3 } to a neighborhood U of p as in Lemma 2.12 will be called a Milnor frame.
2.14. Corollary. Let (M, g) be a locally homogeneous three-manifold locally isometric to a unimodular Lie group G equipped with a left-invariant metric and let {E 1 , E 2 , E 3 } be a Milnor frame in a neighborhood of some p ∈ M . Then,
, where σ is a cyclic permutation.
2.15. Remark. Lemma 2.12 and Corollary 2.14 will be useful in Proposition 2.33 where we compute expressions for |∇R| 2 and |∇ Ric | 2 for a locally homogeneous three-manifold modeled on a unimodular Lie group equipped with a left-invariant metric.
The constants λ 1 , λ 2 and λ 3 in Lemma 2.12 are known as the structure constants. Milnor showed the three-dimensional unimodular Lie groups can be classified according to the sign (plus, minus, or zero) of these structure constants [Mil, Sec. 4 ]. Milnor also made the following observation concerning the signature of the Ricci tensor of left-invariant metrics on the nonabelian unimodular Lie groups.
2.16. Lemma. [Mil, Section 4 ] Let (G, g) be a simply-connected three-dimensional non-abelian unimodular Lie group equipped with a left-invariant metric g, and let Ric denote its associated Ricci tensor.
(1) If G = S 3 , then (up to a reordering of the Ricci eigenvalues) the signature of Ric is (+, +, +), (+, 0, 0), or (+, −, −), and all such signatures occur. (2) If G = Nil, then (up to a reordering of the Ricci eigenvalues) the signature of Ric is (+, −, −) and the scalar curvature is strictly negative.
or Sol, then (up to a reordering of the Ricci eigenvalues) the signatures of Ric is (+, −, −) or (0, 0, −); however, the scalar curvature is always negative. (4) If G is R 2 ⋊ R R, then G admits a flat left-invariant metric and (up to reordering of the Ricci eigenvalues) every non-flat left-invariant metric on G has Ricci signature (+, −, −) and negative scalar curvature.
Since each three-dimensional non-abelian unimodular Lie group supports a left-invariant metric possessing a Ricci tensor of signature (+, −, −), the three-dimensional non-abelian unimodular Lie groups cannot be distinguished through the signatures of the Ricci tensors of their respective left-invariant metrics. However, the following lemma allows us to deduce that from the eigenvalues of the Ricci tensor one may recover the model geometry of a three-dimensional manifold locally isometric to a non-abelian Lie group equipped with a left-invariant metric.
2.17. Lemma. Let (M, g) be a compact locally homogeneous three-manifold modeled on the geometry (G, G), where G is a three-dimensional non-abelian simply-connected unimodular Lie group. Suppose further that the signature of the Ricci tensor of (M, g) is (+, −, −), where without loss of generality, we assume that ν 1 > 0 > ν 2 ≥ ν 3 . Then, G is 2.18. Remark. It follows from Lemma 3.4 that the components of any ν = (ν 1 , ν 2 , ν 3 ) ∈ R 3 satisfying ν 1 > 0 > ν 2 ≥ ν 3 are the eigenvalues of a left-invariant metric on a unimodular Lie group G.
Proof. The signs of ν 1 , ν 2 , ν 3 imply that the signs of (µ 1 , µ 2 , µ 3 ) are either (−, +, +) or (+, −, −).
When the signs of (µ 1 , µ 2 , µ 3 ) are (+, −, −)
, and (2.21)
The equation (2.19) implies that λ 1 > 0. The lemma now follows by the classification of unimodular three-dimensional Lie groups in terms of the signs of λ 1 , λ 2 , λ 3 (see [Mil, p. 307] ).
The proof for the case when (µ 1 , µ 2 , µ 3 ) = (−, +, +) is similar.
, where we think of m(x) as the multiplicity of x in the multiset. A multiset m is said to be a k-multiset, for k ∈ N, if m is non-zero at finitely many distinct values x 1 , . . . , x q and m(x j ) = k. A k-multiset m will be denoted by [x 11 , . . . x 1m(1) , . . . , x q1 . . . , x qm(q) ], where x ij = x i for j = 1, . . . , m(x i ). The collection of k-multisets consisting of positive numbers will be denoted by M + k . The following proposition shows that among spaces locally isometric to a non-abelian Lie group equipped with a left-invariant metric, the multiset of Ricci eigenvalues determines the model geometry.
2.23. Proposition. For j = 1, 2, let (M j , g j ) be a locally homogeneous three-manifold modeled on the geometry (G j , G j ), where G j is a simply-connected unimodular Lie group, and let Ric j be the associated Ricci tensor with eigenvalues ν 1 (g j ), ν 2 (g j ) and
, then G 1 and G 2 are isomorphic Lie groups.
Proof. Follows directly from Lemmas 2.16 and 2.17.
The previous proposition suggests that a possible strategy for recovering model geometries from spectral data is to recover the Ricci eigenvalues from the heat invariants or other spectral invariants. In the next section we lay the groundwork for this plan.
2.3. Heat invariants of locally homogeneous three-manifolds. In this section we will discover that the heat invariants a 1 , a 2 and a 3 of a compact locally homogeneous three-manifold can be expressed as symmetric functions in the eigenvalues of the Ricci tensor with respect to a Milnor frame. These expressions will be key to our arguments. We begin with an observation regarding any three-manifold.
2.24. Proposition. Let (M, g) be a Riemannian three-manifold and let {E 1 , E 2 , E 3 } be a local orthonormal framing on a neighborhood U of p ∈ M that diagonalizes Ricci. Then, letting K ij (q) ≡ Sec(E iq , E jq ) for 1 ≤ i < j ≤ 3, we have the following expressions on U :
Proof. A long, yet straightforward computation relying on the chosen frame.
2.32. Remark. It follows that for a three-manifold (M, g) the integrand of each of the heat invariants a 0 (M, g), a 1 (M, g) and a 2 (M, g) can be expressed locally as a symmetric polynomial in the principal curvatures.
For the remainder of the paper we will let P 1 (x, y, z), P 2 (x, y, z) and P 3 (x, y, z) be the elementary symmetric polynomials in three variables: P 1 (x, y, z) = x + y + z, P 2 (x, y, z) = xy + xz + yz, and P 3 (x, y, z) = xyz.
2.33. Proposition. Let (M, g) be a locally homogeneous three-manifold locally isometric to a unimodular Lie group G equipped with a left-invariant metric. Let {E 1 , E 2 , E 3 } be a Milnor frame (see Definition 2.13),
we have the following expressions:
where σ is any permutation on three elements, Proof. A long, yet straightforward computation relying on Lemma 2.12 and Corollary 2.14.
2.37. Corollary. Let (M, g) be a locally homogeneous three-manifold. Fix p ∈ M and let {e 1 , e 2 , e 3 } be an orthonormal basis of T p M consisting of eigenvectors for the Ricci tensor with associated eigenvalues ν = (ν 1 , ν 2 , ν 3 ). Let K 12 = R(e 1 , e 2 , e 1 , e 2 ), K 13 = R(e 1 , e 3 , e 1 , e 3 ) and K 23 = R(e 2 , e 3 , e 2 , e 3 ) be the associated principal curvatures.
(1) Then, we have the following relationship between the principal curvatures and the eigenvalues of the Ricci tensor:
and we have the following expressions:
(2) Now, assume that (M, g) is modeled on a unimodular Lie group equipped with a leftinvariant metric for which P 3 (ν) = 0; i.e., all the Ricci eigenvalues are non-zero. Then, we have the following expressions for terms in the integrand of the heat invariants involving the covariant derivatives:
.
The previous two propositions combine to give us the following expressions for the heat invariants of a locally homogeneous three-manifold as symmetric functions in the eigenvalues of the Ricci tensor.
2.50. Theorem. Let (M, g) be a locally homogeneous three-manifold and let ν = (ν 1 , ν 2 , ν 3 ) be the eigenvalues of the associated Ricci tensor. Then, the heat invariants may be computed in terms of the Ricci eigenvalues as follows.
If, in addition, (M, g) is covered by a unimodular Lie group equipped with a left-invariant metric for which all eigenvalues of the Ricci tensor are non-zero, then (2.53)
2.54. Remark. In the sequel to this article [LSS] , which concentrates on elliptic three-manifolds, we will find it advantageous to express the heat invariants as symmetric functions of the Christoffel symbols rather than the Ricci eigenvalues.
2.55. Definition. Let (M, g) be a locally homogeneous three-manifold with associated Ricci eigenvalues ν(g) = (ν 1 (g), ν 2 (g), ν 3 (g)). Then, we may define
In the event that (M, g) is locally isometric to a unimodular Lie group equipped with a leftinvaraint metric such that P 3 (ν(g)) = 0 (i.e., it is positive), then we also define
The previous theorem shows us that the constants b j (M, g) j = 0, 1, 2, 3 form a collection of spectral invariants among locally homogeneous three-manifolds.
2.56. Corollary. Let (M, g) and (M ′ , g ′ ) be locally homogeneous three-manifolds.
(2) Additionally, if (M, g) and (M ′ , g ′ ) are each modeled on unimodular Lie groups outfitted with left-invariant metrics such that
2.57. Theorem. Let (M, g) (resp., (M ′ , g ′ )) be a compact locally homogeneous three-manifold locally isometric to a unimodular Lie group equipped with a left-invariant metric for which all eigenvalues of the Ricci tensor are non-zero. If a j (M, g) = a j (M ′ , g ′ ) for j = 0, 1, 2, 3, then
Proof. The assumption concerning the heat invariants is equivalent to
for j = 0, 1, 2, 3. From which we deduce
, which has the claimed solutions.
Can You Hear Three-Dimensional Geometric Structures?
The goal of this section is to establish Theorem 1.1. We will proceed in steps, but first we will collect a few useful observations. 3.1. Lemma. Fix real numbers α, β and γ. Then, the multiset [α, β, γ] determines and is determined by the triple (P 1 (α, β, γ), P 2 (α, β, γ), P 3 (α, β, γ)), where P j is the j-th symmetric polynomial in three variables.
Proof. This follows immediately from the equation (x + α)(x + β)(x + γ) = x 3 + P 1 (α, β, γ)x 2 + P 2 (α, β, γ)x + P 3 (α, β, γ).
3.2. Lemma ( [Mil] , Corollary 4.4). Let (M, g) be a a three-dimensional manifold modeled on a unimodular Lie group equipped with a left-invariant metric. Then, P 3 (ν(g)) ≥ 0. That is, the product of the Ricci eigenvalues of (M, g) is nonnegative. Furthermore, equality happens if and only if at least two of the principal Ricci curvatures are zero.
3.3. Lemma. Let (M, g) be a locally homogeneous three-manifold modeled on the geometry (G, G), where G is a simply-connected unimodular Lie group, and let ν(g) = (ν 1 (g), ν 2 (g), ν 3 (g)) be the vector consisting of eigenvalues of the associated Ricci tensor Ric.
(1) If P 3 (ν(g)) is zero (i.e., Ric is degenerate), then P 2 (ν(g)) is zero.
(2) P 2 (ν(g)) is non-negative if and only if one of the following holds:
(a) G = SL 2 (R) and Ric has signature (0, 0, −) or (+, −, −) where Proof. The first statement follows immediately from Lemma 3.2. As for the second statement, it follows directly from Lemmas 2.16 and 2.17.
We now recall the following observation of Milnor.
3.4. Lemma ( [Mil] , Lemma 4.1). Let G be a connected three-dimensional Lie group with Lie algebra g and equipped with a left-invariant metric g. Fix an orientation Ω on g and let × : g × g → g be the cross-product determined by the inner product ·, · = g e (·, ·). Then, the Lie bracket on g and the cross-product are related via the following formula
where L : g → g is a uniquely defined linear mapping. Furthermore, G is unimodular if and only if L is self-adjoint with respect to ·, · .
In the case where G is unimodular, let {e 1 , e 2 , e 3 } be an orthonormal basis of L-eigenvectors with corresponding eigenvalues λ 1 , λ 2 , λ 3 . Then, {e 1 , e 2 , e 3 } is also an orthonormal basis of Ric g -eigenvectors with corresponding eigenvalues ν 1 = 2µ 2 µ 3 , ν 2 = 2µ 1 µ 3 and ν 3 = 2µ 1 µ 2 , where 
Conversely, let V be the collection of ν ∈ R 3 for which-up to ordering-the signs of the components of ν are given by (+, +, +), (+, −, −), (+, 0, 0), (0, 0, −) and (0, 0, 0). 2 Then, for any ν = (ν 1 , ν 2 , ν 3 ) ∈ V there is a unimodular Lie group G and a left-invariant metric g ∈ R G (G) such that the eigenvalues of the associated Ricci tensor Ric g are given by ν 1 , ν 2 and ν 3 .
3.5. Definition. Let (g, ·, · ) be an oriented metric Lie algebra with corresponding crossproduct ×. The unique linear transformation L :
In the case where g is unimodular, the eigenvalues of L are referred to as the Milnor eigenvalues.
From Lemma 3.4 we deduce the following.
3.6. Lemma. Let g be the Lie algebra of a simply-connected three-dimensional unimodular Lie group G and let Ω denote a fixed orientation on g. Now, for j = 1, 2, let ·, · j be an inner product on g with corresponding cross-product × j and Milnor map L j : g → g. Additionally, for j = 1, 2, let {e j1 , e j2 , e j3 } be a ·, · j -orthonormal basis consisting of L j -eigenvectors with L(e jk ) = λ jk e jk for k = 1, 2, 3. If λ 1k = λ 2k for k = 1, 2, 3 or λ 1k = −λ 2k for k = 1, 2, 3 (after relabeling, if necessary), then there is a Lie group automorphism Φ ∈ Aut(G) such that
is an isometry, where g j is the left-invariant metric induced by ·, · j , for each j = 1, 2.
Proof. Let ϕ : g → g be the linear map determined by e 1k → e 2k , for k = 1, 2. Since, we have
[e j2 , e j3 ] = L(e j1 ) = λ j1 e j1
[e j3 , e j1 ] = L(e j2 ) = λ j2 e j2 , for j = 1, 2. We may conclude that ϕ is a Lie algebra isomorphism. One can check that the corresponding automorphism Φ ∈ Aut(G) is an isometry between (G, g 1 ) and (G, g 2 ).
We now establish that, on a three-dimensional simply-connected unimodular Lie group, isometry classes of left-invariant metrics possessing non-degenerate Ricci tensor can be mutually distinguished by the eigenvalues of their respective Ricci tensors.
3.7. Proposition. Let G be a simply-connected non-abelian unimodular Lie group of dimension three. And, for j = 1, 2, let g j be a left-invariant metric on G with non-degenerate Ricci tensor Ric j . Then, Ric 1 and Ric 2 have the same eigenvalues if and only if (G, g 1 ) and (G, g 2 ) are isometric (via a Lie group automorphism). In the case G is R 2 ⋊ R we may remove the nondegeneracy condition; however, the flat left-invariant metrics on G will not be isometric via a Lie group automorphism.
3.8. Remark. The authors wish to thank Dorothee Schueth for suggesting how this might be proven.
Proof. Let g be a left-invariant metric on the group G determined by the inner product ·, · on g. Fix an orientation on g and let × be the cross product determined by the inner product ·, · = g e . Let L : (g, ·, · ) → ((g), ·, · ) be the self-adjoint map described in Lemma 3.4 and let {e 1 , e 2 , e 3 } be an orthonormal basis consisting of L-eigenvectors with corresponding eigenvalues λ 1 , λ 2 , and λ 3 . Then, for k = 1, 2, 3, Ric(e k ) = ν k e k , where ν 1 = 2µ 2 µ 3 , ν 2 = 2µ 1 µ 3 , and ν 3 = 2µ 1 µ 2 ,
We will now see that (up to sign) the vector λ = (λ 1 , λ 2 , λ 3 ) can be recovered from the vector ν = (µ 1 , ν 2 , ν 3 ). The first statement of the corollary will then follow from a direct application of Lemma 3.6. Indeed, by Lemma 2.16, the Ricci tensor of a unimodular Lie group is non-degenerate if and only if its signature is (+, +, +) and (+, −, −). The signature (+, +, +) can only occur for the group S 3 in which case the entries of the vector µ = (µ 1 , µ 2 , µ 3 ) are all positive or all negative. In any event, for any cyclic permutation σ we have:
and we conclude that (up to sign) we may recover the vector µ from the Ricci eigenvalues. And, in turn, we may recover the vector λ from µ (up to sign). On the other hand, consulting Lemma 2.16 again, we see that every three-dimensional non-abelian unimodular Lie group supports a left-invariant metric for which the Ricci tensor has signature (+, −, −). In this case the signs of the entries of the vector µ = (µ 1 , µ 2 , µ 3 ) must be (+, −, −) or (−, +, +). Once again, we see that for any cyclic permutation σ we have
and we conclude that (up to sign) we may recover the vector µ from the Ricci eigenvalues. And, in turn, we may recover the vector λ from µ (up to sign). This establishes the first statement.
In the case where G is R 2 ⋊ R, the left-invariant metrics with degenerate Ricci tensor are all flat-which in dimension three is equivalent to being Ricci-flat-and are, therefore, isometric. This establishes the last statement.
3.9. Corollary. Let G be a simply-connected, non-abelian unimodular Lie group of dimension three and let (M, g) be a locally homogeneous three-manifold modeled on the geometry (G, G). Now, suppose either (1) G is not S 3 , or (2) (M, g) has non-degenerate Ricci tensor.
Then, among closed locally homogeneous three-manifolds modeled on the geometry (G, G), the first four heat invariants of (M, g) determine the isometry class of the universal cover of (M, g) up to two possibilities.
Proof. By Lemma 2.16, the hypotheses ensure that (M, g) has non-degenerate Ricci tensor. Indeed, when G is not S 3 , the Ricci tensor has signature (+, −, −). Therefore, P 3 (ν(g)) is non-zero and, as in Theorem 2.57, we may set
Now, suppose (N, h) is another closed locally homogeneous three-manifold modeled on the geometry (G, G) such that a j (M, g) = a j (N, h) for j = 0, 1, 2 and 3. Then, it follows from Theorem 2.50 that P 1 (ν(h)) = P 1 (ν(g)) and P 2 (ν(h)) = P 2 (ν(g)).
In the case where G is a three-dimensional simply-connected non-abelian unimodular Lie group that is not S 3 , all spaces modeled on (G, G) have non-degenerate Ricci tensor. Therefore, P 3 (ν(g)) and P 3 (ν(h)) are non-zero and, by Theorem 2.57, we have P 3 (ν(h)) = P 3 (ν(g)) or P 3 (ν(h)) = C(M, g). Then, applying Lemma 3.1 and Proposition 3.7, the universal covering metrich of (N, h) belongs to one of (at most) two possible isometry classes. Now, assuming G is S 3 , the fact that (M, g) has non-degenerate Ricci tensor is equivalent to the Ricci tensor having signature (+, +, +) or (+, −, −). Lemma 2.17 ensures that in ether case we have P 2 (ν(h)) = P 2 (ν(g)) is non-zero. Therefore, by Lemma 2.16, the Ricci tensor of (N, h) is also non-degenerate (i.e., has signature (+, +, +) or (+, −, −)). This is equivalent to P 3 (ν(g)) and P 3 (ν(h)) being non-zero. We then run the same argument as in the case where G is not S 3 .
3.1. On the audibility of locally symmetric spaces of rank two. We will establish that among locally homogenoeus three-manifolds, compact Riemannian manifolds modeled on the S 2 × R-geometry (respectively, the H 2 × R-geometry) are determined up to local isometry by their spectra. Later, in Section 4, we will prove the spaces modeled on the S 2 × R-geometry are actually uniquely determined by their spectra among locally homogeneous three-manifolds.
3.10. Theorem. Let (M, g) and (M ′ , g ′ ) be two locally homogeneous three-manifolds with the property that a j (M, g) = a j (M ′ , g ′ ), for j = 0, 1, 2, 3. And, fix a non-zero real number k. Then, (M, g) is locally isometric to S 2 k × E (respectively, H 2 −k × E) if and only if (M ′ , g ′ ) is locally isometric to S 2 k × E (respectively, H 2 −k × E). Proof. Throughout we will let M(k) denote the simply-connected surface of dimension two. Now, fix k = 0 and assume that (M, g) is locally isometric to M(k) × E. Then, the principal curvatures are K 12 = k and K 13 = K 23 = 0, or equivalently the principal Ricci curvatures are ν 1 = ν 2 = k and ν 3 = 0. By Corollary 2.56, the assumption that the first four heat invariants of (M, g) and (M ′ , g ′ ) are identical is equivalent to:
Lets first assume that (M ′ , g ′ ) is a locally symmetric three-manifold. Then, since threemanifolds of constant sectional curvature are uniquely determined up to local isometry by their first three heat invariants [B, Theorem 7 .1], we see that (M ′ , g ′ ) is locally isometric to M(k ′ ) × E for some k ′ = 0. Then, 2k ′ = P 1 (ν(g ′ )) = 2k and, therefore, (M, g) and (M ′ , g ′ ) are locally isometric. What remains is to show that (M ′ , g ′ ) cannot be covered by a unimodular Lie group equipped with a left-invariant metric of (non-constant sectional cutvature).
Suppose, (M ′ , g ′ ) is not locally symmetric. Then, it must be locally isometric to a unimodular Lie group equipped with a left-invariant metric (of non-constant curvature). We first observe that in this case P 3 (ν(g ′ )) = 0. Indeed, suppose P 3 (ν(g ′ )) = 0. Then, by Lemma 3.3, P 2 (ν(g ′ )) = 0, which contradicts our assumption on the heat invariants. Therefore, P 3 (ν(g ′ )) > 0, since P 3 (ν) is non-negative for any three-dimensional unimodular Lie group (Lemma 3.2).
Since (M ′ , g ′ ) is a locally isometric to a unimodular Lie group and P 3 (ν(g ′ )) > 0, we see by Theorem 2.50 that
On the other hand,
Therefore, we find P 3 (ν) = − 24 30 k 3 (and conclude that k < 0). Now, the Ricci eigenvalues ν 1 (g ′ ), ν(g ′ ) and ν 3 (g ′ ) are real roots of
However, since the discriminant of this polynomial is negative, we conclude that it cannot have three real roots. Therefore, (M ′ , g ′ ) cannot be covered by a unimodular Lie group equipped with a left-invariant metric.
3.11. Corollary. Among compact locally homogeneous three-manifolds, locally symmetric spaces are determined up to local isometry by their first four heat invariants.
Proof. This follows immediately from Theorem 3.10 and [B, Thm. 7 .1].
3.2. On the audibility of three-dimensional nilmanifolds. There are countably infinite non-diffeomorphic three-dimensional manifolds admitting geometric structures modeled on (Nil, Nil), the Nil-geometry [GorWil1, Corollary 2.5]. We will establish that among locally homogeneous three-manifolds, the property of being modeled on (Nil, Nil) is encoded in the spectrum. In fact, among locally homogeneous spaces, nilmanifolds are determined up to local isometry by their spectra. Coupling this result with a result of Gordon and Wilson, we will conclude that a nilmanifold is actually uniquely determined by its spectrum among all compact locally homogeneous three-manifolds.
3.12. Theorem. Let (M, g) and (M ′ , g ′ ) be two locally homogeneous three-manifolds with the property that
Proof. Since (M, g) is modeled on (Nil, Nil), its Ricci tensor has signature (+, −, −) by Lemma 2.16; in particular, it is non-degenerate. And, by Lemma 2.17, without loss of generality we may assume the eigenvalues of its Ricci tensor are given by ν 1 = |ν 2 | = |ν 3 | = c > 0. This coupled with our assumption on the heat invariants implies (via Corollary 2.56)
Now, since locally symmetric spaces are determined up to local isometry by their first four heat invariants (see Corollary 3.11), we see that (M ′ , g ′ ) must be modeled on a nonabelian unimodular Lie group equipped with a left-invariant metric (of non-constant curvature). Furthermore, since P 2 (ν ′ ) = −c 2 is non-zero, Lemma 3.3 implies P 3 (ν ′ ) must be non-zero. Therefore, by Theorem 2.57, we see that
We now have P j (ν ′ ) = P j (ν) for j = 1, 2, 3. Therefore, by Lemma 3.1, Ric and Ric ′ have the same eigenvalues and consequently both are of signature (+, −, −). It follows from Lemma 2.17 that (M ′ , g ′ ) is also modeled on (Nil, Nil) and by Proposition 3.7 we conclude that (M, g) and (M ′ , g ′ ) are locally isometric.
We now establish that three-dimensional compact nilmanifolds are uniquely characterized by their spectra within the universe of locally homogeneous three-manifolds.
Proof of Corollary 1.4. Gordon and Wilson have previously shown that in dimension three nilmanifolds can be mutually distinguished via their spectra [GorWil1] . The result now follows by applying Theorem 3.12.
3.3. On the audibility of locally homogeneous platycosms. We recall that (R 2 ⋊R, R 2 ⋊ R), which we refer to as the R 2 ⋊ R-geometry, is a sub-geometry of (R 3 , Isom(E 3 ) ). There are ten compact manifolds-sometimes referred to as "platycosms"-that admit R 2 ⋊R-geometries [DoRo] , five of which are of the form Γ\(R 2 ⋊ R) for some co-compact discrete subgroup of R 2 ⋊ R [RaV] and, therefore, admit non-flat structures. In particular, the three-torus can be realized in this manner. We show that, within the class of locally homogeneous three-manifolds, such a space is distinguished up to local isometry by its spectrum.
3.13. Theorem. Let (M, g) and (M ′ , g ′ ) be two locally homogeneous three-manifolds with Ricci tensors Ric and Ric ′ , respectively, and such that
Proof. Since, as has been noted previously, closed three-manifolds of constant sectional curvature are determined up to local isometry by their first three heat invariants [B, Theorem 7 .1], we may assume that (M, g) is a non-flat space modeled on the R 2 ⋊ R-geometry. Then, the signature of its Ricci tensor is (+, −, −); in particular, it is non-degenerate. And, Lemma 2.17 tells us the Ricci eigenvalues are given by ν 1 = |ν 3 | ≡ c > |ν 2 | ≡ d > 0. Taking into account the assumption on the heat invariants, we then obtain
Now, by Corollary 3.11, we know (M ′ , g ′ ) must be modeled on a unimodular Lie group equipped with a left-invariant metric (of non-constant curvature). Since P 2 (ν ′ ) is non-zero, Lemma 3.3 informs us that P 3 (ν ′ ) is non-zero. Applying Theorem 2.57, we find P 3 (ν ′ ) = P 3 (ν) or
The latter option cannot occur, because the product of the Ricci eigenvalues of a left-invariant metric on a three-dimensional unimodular Lie group must be non-negative (see Lemma 3.2). So, we have P j (ν) = P j (ν ′ ) for j = 1, 2, 3. Therefore, Ric and Ric ′ have the same eigenvalues and, therefore, signature (+, −, −). By Lemma 2.17, we conclude that (M ′ , g ′ ) is a non-flat space modeled on the R 2 ⋊ R-geometry, and by Proposition 3.7 we see that (M, g) and (M ′ , g ′ ) are locally isometric.
Theorems 3.10, 3.12 and 3.13 establish statement (1) of Theorem 1.1 from which we may deduce the following.
3.14. Corollary. Let (M, g) be a compact three-manifold whose universal Riemannian cover is a symmetric space, Nil equipped with a left-invariant metric, or R 2 ⋊ R equipped with a left-invariant metric. Then, among compact locally homogeneous three-manifolds, (M, g) is determined up to local isometry by its first four heat invariants.
Proof. Follows directly from Corollary 3.11 and Theorems 3.10, 3.12 and 3.13.
3.4. On the audibility of locally homogeneous elliptic three-manifolds. An elliptic nmanifold is a manifold Γ\S n , where Γ ≤ Diff(S n ) acts freely and properly discontinuously. Up to diffeomorphism, an elliptic three-manifold is of the form Γ\S 3 , where Γ ≤ SO(4) belongs to one of six infinite families of finite groups, and the locally homogeneous elliptic three-manifolds are precisely the Riemannian manifolds modeled on the metrically maximal geometry (S 3 , S 3 ). Our objective is to establish that the property of being a locally homogeneous elliptic threemanifold is audible among compact locally homogeneous three-manifolds and the signature of the Ricci tensor of such manifolds is spectrally determined. Furthermore, for certain leftinvariant metrics g 0 on S 3 (e.g., constant curvature metrics), we find that for g sufficiently close to g 0 , the universal Riemannian cover (S 3 , g) is encoded in the spectra of its compact quotients.
3.15. Theorem.
(1) Let (M, g) and (M ′ , g ′ ) be two locally homogeneous three-manifolds with Ricci tensors Ric and Ric ′ , respectively, and such that a j (M, g) = a j (M ′ , g ′ ), for j = 0, 1, 2, 3. And, suppose further that (M, g) is modeled on the S 3 -geometry. Then, (M ′ , g ′ ) is also modeled on the S 3 -geometry, and Ric and Ric ′ have the same signature. In fact, if either (a) Ric has signature (+, 0, 0) or (b) (M, g) has negative scalar curvature and Ric has signature (+, −, −), then Ric and Ric ′ have the same eigenvalues. In particular, when (M, g) has negative scalar curvature and Ric has signature (+, −, −), then (M, g) and (M ′ , g ′ ) are locally isometric. (2) Let g 0 be a left-invariant metric on S 3 with non-degenerate Ricci tensor and such that C(S 3 , g 0 ) (see Theorem 2.57 for definition) is negative. Then, within the space of leftinvariant metrics on S 3 , there is a neighborhood U of g 0 such that, among compact locally homogeneous three-manifolds, a space with universal Riemannian cover (S 3 , g), for some g ∈ U , is determined up to local isometry by its first four heat invariants.
We have the following immediate corollary.
3.16. Corollary.
(1) Let (M, g) and (M ′ , g ′ ) be two locally homogeneous three-manifolds modeled on the S 3 -geometry and for which a j (M, g) = a j (M ′ , g ′ ), for j = 0, 1, 2, 3. Then, (M, g) has non-degenerate Ricci tensor if and only if (M ′ , g ′ ) has non-degenerate Ricci tensor. (2) Within the space of left-invariant metrics on S 3 , there is a neighborhood U of the round metric such that, among locally homogeneous three-manifolds, a quotient of an S 3 -geometry contained inside U is determined up to local isometry by its first four heat invariants.
As preparation for the proof of Theorem 3.15 we note that Lemma 2.17 implies that, up to ordering, the set of all possible eigenvalues of the Ricci tensor of a left-invariant metric on S 3 with signature (+, −, −) and negative scalar curvature is given by
We then have the following fact that will be useful in our proof.
3.17. Lemma. The homogeneous symmetric polynomial
is nonpositive on S, where P j ≡ P j (α, β, γ), for j = 1, 2, 3.
Proof. As the polynomial f is symmetric and homogeneous, it suffices to show that f is nonpositive on the set
To verify the nonpositivity of f on the domain S 1 , we do a change of variables: (3.18) and show the nonpositivity of
First, note that (3.20) ∂f ∂y = 2y − 2 5 (x + y)(1 + x 2 − 4x − 4y) > 0 on S 2 . Therefore, the function f has no critical point on the interior of S 2 . Now, we check the values of the function along the upper boundary curve
Simple calculus shows that the function g(t) = f (t, t 2 /4) is indeed nonpositive on the interval. The partial derivative condition (3.20) then implies that f is nonpositive on S 2 , proving the Lemma.
Proof of Theorem 3.15.
(1) We begin by collecting some facts about the manifolds (M, g) and (M ′ , g ′ ). By applying Corollary 3.14 we may assume that (M, g) is a space of non-constant sectional curvature modeled on the S 3 -geometry. Then, Lemma 2.16 tells us that Ric has signature (+, +, +), (+, 0, 0) or (+, −, −). Applying Corollary 3.14 once again, we see that (M ′ , g ′ ) is a space of non-constant sectional curvature modeled on (G, G), where G is one of the unimodular Lie groups S 3 , Sol or SL 2 (R). We also observe that combining Theorem 2.50 with our assumption on the heat invariants implies P 1 (ν(g)) = P 1 (ν(g ′ )) and P 2 (ν(g)) = P 2 (ν(g ′ )). Now, lets assume Ric has signature (+, +, +). Then, P 1 (ν(g)), P 2 (ν(g)) and P 3 (ν(g)) are all positive. It follows that Scal(g ′ ) = P 1 (ν(g ′ )) = P 1 (ν(g)) is positive and, by Lemma 2.16, we conclude (M ′ , g ′ ) must be (a space of non-constant sectional curvature) modeled on the S 3 -geometry. If Ric ′ were to have signature (+, 0, 0), then we would have P 2 (ν(g)) = P 2 (ν(g ′ )) = 0, a contradiction. Similarly, if Ric ′ were to have signature (+, −, −), then Lemma 2.17(1) implies P 2 (ν(g)) = P 2 (ν(g ′ )) is negative, which is also a contradiction. Therefore, we conclude that Ric ′ must also have signature (+, +, +).
Then, by Theorem 2.57, we find P 3 (ν ′ ) takes on at most two values. Therefore, by Lemma 3.1 and Proposition 3.7, there are at most two isometry classes for the universal Riemannian cover of (M ′ , g ′ ).
Next, suppose that (M, g) is such that Ric has signature (+, 0, 0). Then, P 1 (ν(g)) is positive, while P 2 (ν(g)) and P 3 (ν(g)) are both zero. Then, once again, Scal(g ′ ) = P 1 (ν(g ′ )) = P 1 (ν(g)) is positive and, appealing to Lemma 2.16, we conclude that (M ′ , g ′ ) must be modeled on the S 3 -geometry (of non-constant sectional curvature). Furthermore, since P 2 (ν(g ′ )) = P 2 (ν(g)) is zero, we find the signature of Ric ′ must also be (+, 0, 0): the signature (+, −, −) is ruled out since Lemma 2.17(1) would imply P 2 (ν(g ′ )) is negative and the signature clearly cannot be (+, +, +) as that would imply P 2 (ν(g ′ )) is positive. It then follows from the equality of P 1 (ν(g ′ )) and P 1 (ν(g)) that Ric and Ric ′ have the same eigenvalues and, as a result, identical signature.
Finally, suppose that (M, g) is such that Ric has signature (+, −, −). Then, P 1 (ν(g)) can have any sign, while P 3 (ν(g)) must be positive. As for P 2 (ν(g)), Lemma 2.17(1) implies P 2 (ν(g)) is negative. Since, P 2 (ν(g ′ )) = P 2 (ν(g)) < 0 and (M ′ , g ′ ) is modeled on one of the unimodular Lie groups Sol, SL 2 (R) or S 3 equipped with a left-invariant metric (of non-constant curvature), Lemma 2.16 implies Ric ′ also has signature (+, −, −).
To see that (M ′ , g ′ ) is modeled on an S 3 -geometry, we first observe that if P 1 (ν(g ′ )) = P 1 (ν(g)) is non-negative (i.e., both spaces are of non-negative scalar curvature), then Lemma 2.16 implies (M ′ , g ′ ) must be modeled on an S 3 -geometry (of non-constant sectional curvature). Now, suppose P 1 (ν(g ′ )) = P 1 (ν(g)) is negative (i.e., both spaces are of negative scalar curvature) and notice that, since P 3 (ν(g)) and P 3 (ν(g ′ )) are both non-zero, Theorem 2.57 implies P 3 (ν(g)) = P 3 (ν(g ′ )) or
In the first case, we obtain P j (ν(g)) = P j (ν(g ′ )) for j = 1, 2, 3, and conclude by Lemma 3.1 that Ric and Ric ′ have the same eigenvalues and, by Lemma 2.17, both are modeled on S 3 . In the second case, since ν(g) = (ν 1 (g), ν 2 (g), ν 3 (g)) is an element of the set S, Lemma 3.17 informs us that
Then, recalling that P j (ν(g)) = P j (ν(g ′ )) for j = 1, 2 and comparing the equations
is also in S. By Lemma 2.17 and the definition of S, we conclude that (M ′ , g ′ ) is modeled on an S 3 -geometry for which Ric ′ also has signature (+, −, −), but with possibly different eigenvalues from those of Ric. However, now that ν(g ′ ) is in S we may reverse the roles of (M, g) and (M ′ , g ′ ) to obtain (via Lemma 3.17 and Theorem 2.57) P 3 (ν(g)) ≥ P 3 (ν(g ′ )). Hence, P j (ν(g)) = P j (ν(g ′ )) for j = 1, 2, 3 and, by Lemma 3.1, we conclude that Ric and Ric ′ have the same eigenvalues, all of which are non-zero. Therefore, applying Proposition 3.7 (M ′ , g ′ ) and (M, g) are locally isometric. (2) Throughout, we let R left (S 3 ) denote the space of left-invariant metrics on S 3 and recall that C(M, g) ≡
, where ν(g) is the vector of eigenvalues of the Ricci tensor associated to (M, g). Now, let g ∈ R left (S 3 ) have non-degenerate Ricci tensor (i.e., P 3 (ν(g)) > 0) and be such that C(S 3 , g) is negative. Then, there is a neighborhood U of g in R left (S 3 ) such that C(S 3 , h) is negative and P 3 (ν(h)) is positive for each h ∈ U . Suppose (M, h) is modeled on (S 3 ,h) for someh ∈ U and let (M ′ , h ′ ) be a compact locally homogeneous three-manifold such that a j (M ′ , h ′ ) = a j (M, h), for j = 0, 1, 2, 3. Then, by part (1) of the theorem, we know (M ′ , h ′ ) is locally isometric to an S 3 -geometry and has non-degenerate Ricci tensor. Also, by Theorem 2.50, P 1 (ν(h ′ )) = P 1 (ν(h)) and P 2 (ν(h ′ )) = P 2 (ν(h)). Since both (M, h) and (M ′ , h ′ ) have non-degenrate Ricci tensor, Theorem 2.57 implies P 3 (ν(h ′ )) = P 3 (ν(h)) or P 3 (ν(h ′ )) = C(M, h) < 0. The latter option contradicts Lemma 3.2, so we conclude P j (ν(h ′ )) = P j (ν(h)) for j = 1, 2, 3. Applying Lemma 3.1 and Proposition 3.7, we conclude (M, h) and (M ′ , h ′ ) are locally isometric.
3.5. On the audibility of manifolds modeled on (Sol, Sol) and ( SL 2 (R), SL 2 (R)). Theorems 3.10, 3.12, 3.13 and 3.15 establish the first and second statement of Theorem 1.1 from which we may deduce the following.
3.21. Corollary. Let (M, g) and (M ′ , g ′ ) be two locally homogeneous three-manifolds with the property that
Proof. This follows directly from [B, Thm. 7 .1] and Theorems 3.10, 3.12, 3.13 and 3.15.
Regarding isospectral pairs that are modeled on the SL 2 (R)-geometry, by using arguments similar to those in the previous sections, we find that certain metrics with non-degenerate Ricci tensor are determined up to local isometry by their spectra.
3.22. Proposition. Let (M, g) be a compact locally homogeneous three-manifold with Ricci tensor Ric and let ν(g) = (ν 1 (g), ν 2 (g), ν 3 (g)) denote the vector of Ric-eigenvalues. Now, suppose (M, g) is modeled on the metrically maximal geometry ( SL 2 (R), SL 2 (R)) and is such that Ric has signature (+, −, −) and ν 1 (g) ≤ − ν 2 (g)ν 3 (g) ν 2 (g)+ν 3 (g) (after possibly rearranging the eigenvalues). If (M ′ , g ′ ) is a compact locally homogeneous three-manifold satisfying a j (M, g) = a j (M ′ , g ′ ) for j = 0, 1, 2, 3, then (M ′ , g ′ ) is also modeled on the metrically maximal geometry ( SL 2 (R), SL 2 (R)) and is such that Ric ′ has signature (+, −, −) and
(after possibly rearranging the eigenvalues). Furthermore, if P 2 1 (ν(g)) − 4P 2 (ν(g)) is negative, then (M, g) is determined up to local isometry by its first four heat invariants.
Proof. By Corollary 3.21, (M ′ , g ′ ) must be modeled on (Sol, Sol) or ( SL 2 (R), SL 2 (R)). And, by Lemma 3.3(2), P 2 (ν(g)) is positive. Now, using Theorem 2.50, the hypothesis on the heat invariants implies P 1 (ν(g ′ ) = P 1 (ν(g)) and P 2 (ν(g ′ )) = P 2 (ν(g)). Then, the first conclusion of the proposition is reached by Lemma 3.3(2). To establish the last statement, we apply Lemma 3.2 and Theorem 2.57.
We also remark that among compact Riemannian three-manifolds modeled on the Solgeometry the spectrum encodes local geometry.
3.23. Proposition. Let (M 1 , g 1 ) and (M 2 , g 2 ) be two locally homogeneous three-manifolds with Ricci tensors Ric 1 and Ric 2 , respectively, and such that a j (M 1 , g 1 ) = a j (M 2 , g 2 ), for j = 0, 1, 2. If (M 1 , g 1 ) and (M 2 , g 2 ) are both modeled on the metrically maxial geometry (Sol, Sol), then (M 1 , g 1 ) is locally isometric to (M 2 , g 2 ).
Proof. As (M 1 , g 1 ) and (M 2 , g 2 ) are both modeled on the Sol-geometry, we may assume that there exists nonzero constants a i and b i such that the eigenvalues of the Milnor map L i are given by λ 1,i = 2a 2 i , λ 2,i = −2b 2 i , and λ 3,i = 0, for all i = 1, 2. Taking into account the assumption on the heat invariants, Theorem 2.50 yields:
Suppose that a 2 1 = b 2 1 . Then, by equation ( . Hence, the eigenvalues of the Milnor map for (M 1 , g 1 ) and (M 2 , g 2 ) are equal. By Lemma 3.6, (M 1 , g 1 ) and (M 2 , g 2 ) are locally isometric.
When a 2 1 = b 2 1 , one can again check that the eigenvalues of the Milnor map for (M 1 , g 1 ) and (M 2 , g 2 ) are equal, and the proposition again follows from Lemma 3.6.
3.6. The proof of the main theorem. We now prove Theorem 1.1.
Proof of Theorem 1.1. This follows by combining Theorems 3.10, 3.12, 3.13 and 3.15, and Propositions 3.22 and 3.23.
Distinguishing Manifolds Modeled on the S 2 × R-Geometry
The goal of this section is to establish Corollary 1.3 which states that, among locally homogeneous three-manifolds, a three-manifold modeled on (S 2 × R, Isom(S 2 × E) 0 ) is uniquely determined by its spectrum. The result follows immediately from the following proposition. 4.1. Proposition. Fix k > 0. Isospectral compact locally symmetric spaces locally isometric to S 2 k × E are isometric.
Before proving Proposition 4.1 we provide an argument for Corollary 1.3.
Proof of Corollary 1.3. Let (M, g) be a compact locally symmetric three-manifold whose Riemannian universal cover is S 2 k × E. If (M ′ , g ′ ) is a comapct locally homogeneous three-manifold isospectral to (M, g), then Theorem 1.1 implise that (M ′ , g ′ ) is also locally isometric to S 2 k × E. Then, by Proposition 4.1, we see (M, g) and (M ′ , g ′ ) are isometric.
In order to prove Proposition 4.1, we first describe the compact quotients of S 2 k × E up to isometry (cf. [Sco] ). Given a real number v, define isometries τ v , R v ∈ Isom(R) by τ v (x) = x+v and R v (x) = 2v − x for each x ∈ R. Geometrically, τ v is a translation by v and R v is a reflection fixing v. Let v ∈ R be positive. For each integer 1 ≤ i ≤ 4, define subgroups Γ i (v) of Isom(S 2 × E) = Isom(S 2 ) × Isom(E) as follows:
The groups Γ i (v) act isometrically, properly discontinuously, and freely on
is RP 2 × S 1 . We omit the proof of the following well-known proposition (c.f. [Sco] ).
4.2. Proposition. If (M, g) is a compact locally symmetric space with universal Riemannian covering S 2 k ×E, then there exists a unique positive real number v and a unique integer 1 ≤ i ≤ 4 such that (M, g) is isometric to M i (k, v). It follows that Γ 1 (2v) is an index two subgroup of Γ 3 (v) whence 2 vol(M 3 (k, v)) = vol(M 1 (k, 2v)) = 8πv k , concluding the proof.
For each positive real number v and integer 1 ≤ i ≤ 4, let E i (k, v) denote the set of eigenvalues of the Laplace-Beltrami operator associated to M i (k, v). These eigenvalue sets are characterized in the next Lemma. The proof is based on a few well-known facts that we now describe (c.f. [Ch, BGM] ).
Fact 1: If π : X → M is a Riemannian covering, then λ ∈ R is an eigenvalue for M if and only if λ is an eigenvalue for X whose eigenspace contains eigenfunctions invariant under the deck group of π.
Fact 2: If M × N is a Riemannian product, then eigenfunctions for M × N with eigenvalue λ are linear combinations of products of eigenfunctions for M and N whose eigenvalues sum to λ.
Fact 3: The set of eigenvalues for S 2 k is given by {m(m + 1)k | m ∈ Z ≥0 }. The eigenfunctions corresponding to an eigenvalue m(m + 1) are the restrictions to S 2 of harmonic homogeneous degree m polynomial functions on R 3 .
Fact 4: For each λ ∈ R, the nonnegative real number λ 2 ∈ R is an eigenvalue for E with corresponding eigenspace E λ 2 := {a cos(λt) + b sin(λt) | (a, b) ∈ R 2 }.
4.4.
Lemma. For fixed k, v > 0, define F : Z ≥0 ×Z ≥0 → R by F (m, n) = m(m+1)k+π 2 v −2 n 2 . The set of eigenvalues of the Laplace-Beltrami operator for a compact locally symmetric space with universal Riemannian covering S 2 k × E are given by (1) E 1 (k, v) = {F (m, n) | (m, n) ∈ Z ≥0 × Z ≥0 and n ≡ 0 mod 2} (2) E 2 (k, v) = {F (m, n) | (m, n) ∈ Z ≥0 × Z ≥0 and m ≡ n mod 2} (3) E 3 (k, v) = {F (m, n) | (m, n) ∈ Z ≥0 × Z ≥0 } (4) E 4 (k, v) = {F (m, n) | (m, n) ∈ Z ≥0 × Z ≥0 and m ≡ n ≡ 0 mod 2}.
Proof. By Facts 1-4, for each integer 1 ≤ i ≤ 4, µ ∈ E i (k, v) if and only if there exist m ∈ Z, λ ∈ R, a harmonic homogeneous degree m polynomial function ϕ(x), and a function f (t) ∈ E λ 2 such that µ = m(m + 1)k + λ 2 and such that the function G(x, t) := ϕ(x) · f (t) is invariant under the action of Γ i (v).
Use Fact 4 to verify that a function f ∈ E λ 2 satisfies f • τ v = f (respectively, f • τ f = −f ) if and only if there exists an even (respectively, odd) integer n ∈ Z such that λ 2 = π 2 v −2 n 2 .
The four eigenvalue sets are now determined by the following invariance requirements of a function of the form G(x, t) = ϕ(x) · f (t) as described above. Invariance under Γ 3 (v): Recall that Γ 3 (v) = (−I, R 0 ), (I, τ 2v ) . Hence, the function G(x, t) is Γ 3 (v) invariant if and only if ϕ(x) · f (t) = ϕ(−x) · f (−t) and f • τ 2v = f . The former equality holds provided that f (t) is a multiple of cos(λt) (respectively, sin(λt)) when ϕ(x) has even (respectively, odd) degree. The latter equality holds provided that there exists an even integer j such that λ 2 = π 2 (2v) −2 j 2 , or equivalently, there exists an integer n such that λ 2 = π 2 v −2 n 2 .
Invariance under Γ 4 (v) : The function G(x, t) is Γ 4 (v) invariant provided that ϕ(x) · f (t) = ϕ(−x) · f (t) and f • τ v = f . As above, the former (respectively, latter) equality holds if and only if m is even (respectively, n is even).
Proof of Proposition 4.1. Isospectral manifolds have equal volumes and, by Lemma 4.3, the compact quotients of S 2 k × E of equal volume are M 1 (k, v), M 2 (k, v), M 3 (k, v) and M 4 (k, 2v). Therefore, it suffices to prove that for each pair of positive real numbers k, v ∈ R, the sets E 1 (k, v), E 2 (k, v), E 3 (k, v), and E 4 (k, 2v) are mutually distinct.
Without loss of generality, we can rescale the metrics so that k = 1 and use Lemma 4.4 to deduce E 1 (1, v) = {F (m, n)| (m, n) ∈ Z ≥0 × Z ≥0 and n ≡ 0 mod 2} E 2 (1, v) = {F (m, n) | (m, n) ∈ Z ≥0 × Z ≥0 and m ≡ n mod 2} E 3 (1, v) = {F (m, n) | (m, n) ∈ Z ≥0 × Z ≥0 } E 4 (1, 2v) = {F (m, n) | (m, n) ∈ Z ≥0 × Z ≥0 and m ≡ 0 mod 2}.
As F (m, n) is monotonically increasing in m and n, the smallest positive element of each of these sets belong to the following subsets:
{F (1, 0), F (0, 2)} = {2, 4π 2 v −2 } ⊂ Λ 1 (1, v) {F (0, 2), F (1, 1), F (2, 0)} = {4π 2 v −2 , 2 + π 2 v −2 , 6} ⊂ Λ 2 (1, v)
{F (0, 1), F (1, 0)} = {π 2 v −2 , 2} ⊂ Λ 3 (1, v)
{F (0, 1), F (2, 0)} = {π 2 v −2 , 6} ⊂ Λ 4 (1, 2v).
We complete the proof in the following six steps.
1. Showing E 1 (1, v) = E 2 (1, v) : If 2 = 4π 2 v −2 , then F (m, n) = m(m + 1) + n 2 /2. In this case, F (1, 1) = 5/2 is a member of E 2 (1, v) but not of E 1 (1, v). If 2 = 4π 2 v −2 , use the subsets above to conclude that either the smallest or second smallest positive elements in these sets differ.
2. Showing E 1 (1, v) = E 3 (1, v) : Use the subsets above to conclude that either the smallest or second smallest positive elements in these sets differ.
3. Showing E 1 (1, v) = E 4 (1, 2v) : If 2 = π 2 v −2 , then F (m, n) = m(m + 1) + 2n. In this case, F (4, 1) = 22 is a member of E 4 (1, 2v) but not of E 1 (1, v). If 2 = π 2 v −2 , use the subsets above to conclude that the smallest positive elements in these sets differ.
4. Showing E 2 (1, v) = E 3 (1, v) : Use the subsets above to conclude that the smallest positive elements in these sets differ.
5
. Showing E 2 (1, v) = E 4 (1, 2v) : If 6 = π 2 v −2 , then F (m, n) = m(m + 1) + 6n 2 . In this case, F (5, 1) = 36 is a member of E 2 (1, v) but not of E 4 (1, 2v) . If 6 = π 2 v −2 , use the subsets above to conclude that the smallest positive elements in these sets differ.
6. Showing E 3 (1, v) = E 4 (1, 2v) : If 2 = π 2 v −2 , then F (m, n) = m(m + 1) + 2n 2 . In this case, F (1, 2) = 10 is a member of E 3 (1, v) but not of E 4 (1, 2v) . If 2 = π 2 v −2 , use the subsets above to conclude that the smallest positive elements in these sets differ.
