This paper derives explicit expressions for the asymptotic variances of the maximum likelihood and continuously updated GMM estimators under potentially misspecified models. The proposed misspecification-robust variance estimators allow the researcher to conduct valid inference on the model parameters even when the model is rejected by the data. Although the results for the maximum likelihood estimator are only applicable to linear asset-pricing models, the asymptotic distribution of the continuously updated GMM estimator is derived for general, possibly nonlinear, models. The large corrections in the asymptotic variances, which arise from explicitly incorporating model misspecification in the analysis, are illustrated using simulations and an empirical application. JEL classification: C12; C13; G12
Introduction
Given the complexity of the economic and …nancial systems, it seems natural to view all economic models only as approximations to the true data generating process (Watson, 1993; White, 1994; Canova, 1994 ; among others). As argued by Maasoumi (1990) , "Misspeci…cation of these models is therefore endemic and inevitable. Omission of relevant variables, inclusion of 'irrelevant variables', incorrect functional forms, incompleteness of systems of relations, and incorrect distributional assumptions are both common and present simultaneously." Models for which the likelihood function is available are now routinely estimated in a quasimaximum likelihood framework and the statistical inference is performed using misspeci…cationrobust standard errors (White, 1982 (White, , 1994 . In contrast, misspeci…cation-robust inference for moment condition models, estimated by the generalized method of moments (GMM), is much less widespread among applied researchers. It is still common practice to use the asymptotic standard errors of Hansen (1982) , derived under the assumption of correct model speci…cation, even when the model is rejected by the data. This is unfortunate since most economic models are de…ned by a set of conditional or unconditional moment restrictions and not allowing for possible (global) mis-speci…cation of these moment restrictions would render the GMM inference asymptotically invalid. Maasoumi and Phillips (1982) and Gallant and White (1988) provide an early analysis of inference in globally misspeci…ed models estimated by instrumental variables and GMM with a …xed weighting matrix, respectively. Hall and Inoue (2003) extended the asymptotic analysis in these studies to the two-step and iterated GMM estimators. They derived the limiting variance of these estimators in the presence of model misspeci…cation and showed that the misspeci…cation adjustment depends on the weighting matrix used in estimation. The consequences of model misspeci…cation for GMM estimation and inference are summarized in Hall (2005) . Despite these recent advances in the literature, the use of misspeci…cation-robust standard errors in empirical work with GMM estimators is largely absent.
Misspeci…cation-robust inference proves to be particularly important in evaluating linear assetpricing models that are often found to be rejected by the data (see Kan and Robotti, 2009 , Kan, Robotti, and Shanken, 2013 , and Gospodinov, Kan, and Robotti, 2013 , 2014 . While invariant estimators are believed to posses a number of appealing properties, misspeci…cation-robust inference for these estimators is not yet available in the literature. In this paper, we derive explicit 1 expressions for the asymptotic variances of the ML and the continuously-updated GMM (CU-GMM) estimators (Hansen, 1982; Hansen, Heaton, and Yaron, 1996) in potentially misspeci…ed asset-pricing models.
We focus on the ML and CU-GMM estimators for several reasons. First, the invariance of these estimators to normalizations and transformations of the data is particularly desirable in assetpricing models (Peñaranda and Sentana, 2015) that could be written in both beta-pricing and stochastic discount factor (SDF) form. Second, the CU-GMM estimator is a member of the class of generalized empirical likelihood (GEL) estimators (Newey and Smith, 2004) , which provides an alternative look into the …rst-and higher-order asymptotic properties of the CU-GMM estimator.
In fact, we use the GEL framework to parameterize the degree of model misspeci…cation as the distance of the pseudo-true value of the vector of Lagrange multipliers, associated with the moment conditions, from zero and cast the CU-GMM estimator as a solution to a quasi-likelihood problem. This allows us to work directly with the score function and to sidestep some explicit joint normality assumptions in the approach of Hall and Inoue (2003) . Due to the quasi-likelihood interpretation of the estimated augmented parameter vector (the parameters of interest and the Lagrange multipliers), the asymptotic variance of the CU-GMM estimator takes the usual sandwich form as in White (1982 White ( , 1994 . In this respect, we complement the results in Kitamura (1998) and Schennach (2007) , and provide an explicit expression for the asymptotic variance of the CU-GMM estimator in potentially misspeci…ed models. Our results for CU-GMM are derived for linear as well as nonlinear moment condition models.
On the other hand, the maximum likelihood (ML) estimator is developed only for linear betapricing models. The usefulness of this estimator is that it can be obtained in a closed form, which facilitates its practical implementation and theoretical analysis. One possibility in deriving the asymptotic distribution of the ML estimator under potentially misspeci…ed models is to extend the two-stage Gaussian quasi-maximum likelihood setting of White (1994) , which is robust to distributional assumptions and model misspeci…cation. In contrast, we maintain the normality assumption, which is often imposed in the ML estimation of the beta-pricing model, to obtain a more explicit expression for the asymptotic variance of the estimator. The proposed asymptotic standard errors help us quantify the importance of the model misspeci…cation adjustment when conducting statistical inference. Furthermore, our setup allows us to express the ML estimator as an optimal minimum distance estimator and approximate its limiting behavior under misspeci…ed models using analytical tools for moment condition models as in Hall and Inoue (2003) .
Overall, our theoretical and simulation results suggest that the impact of model misspeci…cation on the asymptotic variance of the ML and CU-GMM estimators can be very large and of practical economic signi…cance. It turns out that the size distortions arising from wrongly assuming correct model speci…cation are much larger for these invariant estimators than for the non-invariant estimators studied by Kan and Robotti (2009) , Kan, Robotti, and Shanken (2013) , and Gospodinov, Kan, and Robotti (2013) . For example, the rejection rate of the centered t-test that does not account for model misspeci…cation could be as large as 71% for CU-GMM at the 10% signi…cance level with 300 observations and a degree of model misspeci…cation calibrated to actual data. The proposed misspeci…cation-robust standard errors correct these size distortions and, interestingly, provide substantial improvements even when the model is correctly speci…ed.
The rest of the paper is structured as follows. Sections 2 and 3 derive the limiting distributions of the ML and CU-GMM estimators in misspeci…ed linear asset-pricing models. The asymptotic results for the CU-GMM estimator are also extended to general nonlinear moment condition models. Section 4 provides simulation results on the empirical size and power of t-tests computed with standard errors under correct model speci…cation and misspeci…cation-robust standard errors. Section 5 illustrates the economic signi…cance of the proposed misspeci…cation adjustment using actual data for several popular asset-pricing models. Section 6 concludes.
ML Estimation and Misspeci…cation-Robust Inference in the Beta-Pricing Representation
In this section, we discuss the maximum likelihood approach to estimation and statistical inference in unconditional beta-pricing models. Suppose that R t , the gross returns on N test assets at time t (t = 1; : : : ; T ), can be described by the following data generating process:
where f t denotes the realizations of K systematic factors at time t and t are the model innovations
Taking expectations on both sides yields
Under the K-factor asset-pricing model, we have
where 1 N is an N 1 vector of ones, 0 is the zero-beta rate, and 1 is the vector of risk premia associated with the K risk factors f t . Let = [ 0 ; 0 1 ] 0 2 denote the parameter vector of interest. Comparing (2) with (3), we have the following restrictions on :
where = 1 f . The multi-factor model can be written in matrix form as
where B = [ ; ] 0 , and the typical rows of X, Y , and E are
] is of full column rank; and (c) the parameter space is a compact subset of R K+1 .
The ML estimators of f and V f arê
We partition the parameter vector
, the log-likelihood function of the unrestricted model (5) is given by
Then, the unrestricted ML estimators of B and arê
and
The concentrated likelihood function is
where~ denotes the estimated covariance of the residuals under the constraint (4) that the assetpricing model holds. Note also that the constraint (4) can be expressed as
Then, the likelihood ratio statistic of H 0 : = 1 N 0 + is given by
using that
and (Seber, 1984, p. 410 )
Therefore, the ML estimator of 2 = [ 0 ; 0 ] 0 can be de…ned aŝ
CU-GMM Estimation and Misspeci…cation-Robust Inference in the SDF Representation
The N 1 vector of pricing errors (moment conditions) of the linear asset-pricing model at time t are given by
where
be a positive de…nite matrix and denote the pseudo-true value of , which is de…ned as
In the case of correctly speci…ed models, e( ) = 0 N and is the true value of .
is a jointly stationary and ergodic process; (b) e t ( ) e( ) forms a martingale di¤ erence sequence with variance matrix V ( ); (c) E[(e t ( ) e( ))(e t ( ) e( )) 0 ] is non-singular in some neighborhood of ; and (d) the parameter space is a compact subset of R K+1 .
Assumption GMM.A imposes some restrictions on the dynamic behavior of the data and the moment conditions. The martingale di¤erence sequence assumption in GMM.A(b) can be relaxed by modifying the structure of the estimation problem along the lines suggested by Smith (2011) .
vector of sample pricing errors with a sample variance (given Assumption GMM.A(b))
Then, the CU-GMM estimator of is de…ned as 1 In deriving the asymptotic variance for the CU-GMM estimator in (30) under model misspec-i…cation, we follow an approach that allows us to write the estimator of an augmented parameter vector as a solution to the score function of a just-identi…ed problem. The point of departure is the observation that the CU-GMM estimator can be de…ned equivalently as a solution to a nonparametric likelihood problem that minimizes the Euclidean distance between a probability measure P T that satis…es exactly the moment conditions, that is, E 
where s t ( ) = [1 + 0 (e t ( ) e( ))] e t ( )
The (N + K + 1) vector s t ( ) can be interpreted as the score function of a quasi-likelihood problem.
As argued above, we augment the …rst-order conditions for the parameter vector of interest with the parameter vector of Lagrange multipliers in order to make the model misspeci…cation, which is re ‡ected in , explicit in deriving the limiting distribution. Note also that from the …rst N equations in (31), we have^ = V T (^ ) 1 e T (^ ):
Next, we state the limiting distribution of the CU-GMM estimator in misspeci…ed models.
Theorem 2. Suppose that Assumption GMM.A holds, G is of full column rank, and Y t has …nite eighth moments. Then, it follows that
Proof. See Appendix.
The variance matrix in Theorem 2 can be consistently estimated using the sample analogs of (34) and (35). Importantly, the result in Theorem 2 can be easily extended to nonlinear moment condition models. Let g
The following theorem states the result for possibly misspeci…ed nonlinear models.
Theorem 3. In addition to Assumption GMM.A, assume that (a) the pseudo-true values and are unique and is in the interior of ; (b) e t ( ) is twice continuously di¤ erentiable in and
Note that for linear models, g
Thus, the result in Theorem 3 reduces to the asymptotic distribution in Theorem 2. Furthermore, for correctly speci…ed models, the limiting distribution in Theorem 3 specializes to the result in Theorem 3.2 of Newey and Smith (2004) . More speci…cally, for correctly speci…ed models, we have Peñaranda and Sentana (2015) show the equivalence between the CU-GMM estimation of the SDF and beta-pricing frameworks. Let 2 w t (^ ) = 1 (e t (^ ) e(^ )) 0Ŵ e (^ ) 1 e(^ ) T :
(41)
Then, as shown in Appendix B, the CU-GMM estimates of f , V f , and can be obtained (in a computationally very e¢ cient way)
These estimates are subsequently used to construct estimates of the zero-beta rate and risk premium parameters,
The asymptotic variances of^ 0 and^ 1 can then be obtained by the delta method.
Monte Carlo Simulations
In this section, we evaluate the performance of the proposed variance estimators by reporting the empirical size and power of t-tests that are constructed using standard errors under correct model speci…cation and misspeci…cation-robust standard errors. To facilitate the power comparisons, we report size-adjusted power in all tables. In our simulations, we consider the popular linear model of Fama and French (FF3, 1993) with a constant term and three risk factors
, where mkt denotes the excess return (in excess of the one-month T-bill rate) on the value-weighted stock market index (NYSE-AMEX-NASDAQ), smb is the return di¤erence between portfolios of stocks with small and large market capitalizations, and hml is the return di¤erence between portfolios of stocks with high and low book-to-market ratios ("value" and "growth" stocks, respectively). The asset-pricing model can either be correctly speci…ed or misspeci…ed.
In our baseline simulations, the returns on the test assets and the risk factors f t are drawn from a multivariate normal distribution. In addition, we analyze the impact of non-normality and …nite moment requirements on our variance approximations by drawing the returns and the factors from a multivariate t-distribution with eight degrees of freedom. 3 The variance matrix of the simulated test asset returns, R t , is set equal to the estimated variance matrix from the 1963:7-2015:7 sample of monthly returns on the 25 Fama-French size and book-to-market ranked portfolios and the 10 industry portfolios (N = 35). For misspeci…ed models, the means of the simulated returns are set equal to the means of the actual returns. Then, for example, one can use the Hansen and Jagannathan distance (HJD, 1997) to quantify the degree of model misspeci…cation. The resulting HJD for FF3 is 0.3996, which is in line with the HJD values commonly reported in empirical applications with monthly data. For correctly speci…ed models, the means of the simulated returns are set such that the asset-pricing model restrictions are satis…ed (that is, the pricing errors are zero). The means and variances of the simulated factors are calibrated to those of the observed factors during the 1963:7-2015:7 sample period. 4 The variance matrix of the risk factors and the returns is set equal to the variance matrix estimated from the data. The time-series sample sizes are T = 300, 600, 1200, and 3600. The number of Monte Carlo replications is set equal to 100,000.
For the beta-pricing model, the vector of risk premium parameters is estimated by the ML estimator^ . The estimator^ is used to construct a consistent estimate of the variance matrix
under the assumption of a correctly speci…ed model, and the variance matrix
under the assumption of a misspeci…ed model, whereĉ = 1 +^ 0
The square roots of the diagonal elements of^ c and^ m are then used to obtain the t-tests under correct model speci…cation, denoted by t c (^ ), and the misspeci…cation-robust t-tests, denoted by t m (^ ).
Tables I and II report the actual probabilities of rejection for the MLE t-tests (t c (^ ) and t m (^ )) of H 0 : 1;i = 1;i and H 0 : 1;i = 0 (i = 1; : : : ; K) using standard normal critical values. The factors and the returns are assumed to be multivariate normally distributed. The (pseudo-) true values (reported in the table legends) are set equal to their ML estimates from the actual data with R being dependent on whether the model is correctly speci…ed or misspeci…ed, as described above. Tables I and II about here   Table I presents the results for the FF3 speci…cation when the model is correctly speci…ed. under correct speci…cation, t c , tends to slightly overreject in small samples. Interestingly, the centered misspeci…cation-robust t-test, t m , corrects these size distortions and provides improvements despite the fact that the true misspeci…cation adjustment is zero in this case. When the model is misspeci…ed, the t-tests t c are no longer valid, and this is re ‡ected in the fairly signi…cant overrejections. In contrast, the centered misspeci…cation-robust t-tests t m are almost perfectly sized even in small samples. For example, for T = 600 and a 10% signi…cance level, the centered t c statistic for mkt rejects the null hypothesis 21.6% of the time under model misspeci…cation (t c (^ 1;1 ) in Panel A of Table II ). In contrast, the centered misspeci…cation-robust t m statistic rejects the null hypothesis 9.7% of the time under model misspeci…cation (t m (^ 1;1 ) in Panel B of Table II) . As for power, both tests behave very similarly. It should be noted that power can be low at times. This depends on, among other things, how far from zero the (pseudo-) true parameters are.
We explore departures from the normality assumption in Tables III and IV. In these tables, the returns and the factors are multivariate t-distributed with eight degrees of freedom. Note that this distribution (i) generates fat tails and conditional heteroskedasticity in returns, and (ii) makes the MLE inference invalid since the normality assumption is violated.
Tables III and IV about here
When the model is correctly speci…ed (Table III) , the impact of non-normality on t c and t m is negligible, and the size and power properties of the two tests are very similar to the ones under normality in Table I . When the model is misspeci…ed, the centered misspeci…cation-robust t-test tends to slightly overreject the null in very large samples but is almost perfectly sized in small samples. For example, for T = 3600 and a 10% signi…cance level, the centered t m statistic for mkt rejects the null hypothesis 11.1% of the time (t m (^ 1;1 ) in Panel B of Table IV ). The centered t c statistic continues to be theoretically invalid since the model is misspeci…ed, and it exhibits slightly bigger overrejections compared to the normal case. As for power, both tests behave similarly, with power being about the same as under normality. Overall, t m enjoys very nice size and power
properties and seems to be little a¤ected by the presence of heavy tails in …nancial data.
For the SDF representation of the asset-pricing model, the parameter vector
which are used to construct a consistent estimator^ of the asymptotic variance matrix of^ in Theorem 2. The square roots of the last K + 1 diagonal elements of^ are used to construct the misspeci…cation-robust t-tests, denoted by t m (^ ). The variance estimator of^ under correct model speci…cation is obtained from
and the square roots of the last K + 1 diagonal elements are used to construct the t-tests under correct model speci…cation, denoted by t c (^ ).
Tables V and VI report the actual probabilities of rejection for the CU-GMM t-tests (t c (^ ) and t m (^ )) of H 0 : 1;i = 1;i and H 0 : 1;i = 0 (i = 1; : : : ; K) using standard normal critical values.
The factors and the returns are multivariate normally distributed. The (pseudo-) true values need to be computed under the joint normality assumption. For this purpose, partition
Var
It is easy to show that under the i.i.d. multivariate elliptical distributional assumption on the factors and the returns, the optimal weighting matrix (the variance matrix of the moment conditions) is given by
13
where is the multivariate excess kurtosis of the factors and the returns. The weighting matrix under the normality assumption 5 is obtained by setting = 0 and the (pseudo-) true values are set equal to the CU-GMM estimates from the actual data using this form of the weighting matrix and the value of R corresponding to correctly speci…ed or misspeci…ed models.
Tables V and VI about here
While the pattern of results is somewhat similar to those for the MLE, the CU-GMM estimator appears to be much more sensitive to model misspeci…cation. This is partly due to the numerical instability of the CU-GMM estimator, especially when N is large, which leads to poorer asymptotic approximations and more pronounced size distortions. This should serve as a warning signal to applied researchers who routinely use standard errors constructed under the assumption of a correctly speci…ed model in evaluating the statistical sig-ni…cance of the SDF parameters. It suggests that the researcher will conclude erroneously (with very high probability) that the risk factor is important for the pricing of the test assets. While the centered misspeci…cation-robust t-tests also exhibit some slight size distortions for small sample sizes, 6 their empirical size approaches quickly the nominal level when T increases. Importantly, the misspeci…cation-robust t-tests provide statistically large size corrections not only for the case of misspeci…ed models but also for correctly speci…ed models where the t c tests are theoretically valid.
Moreover, as Tables V and VI illustrate, the e¤ective size correction that the misspeci…cation-robust t-tests perform does not re ‡ect negatively on the power of the tests neither in correctly speci…ed nor in misspeci…ed models.
Finally, in Tables VII and VIII, we conducted simulations with data drawn from a multivariate t-distribution with eight degrees of freedom. In this case, the inference based on t m is borderline valid since the degrees of freedom need to be at least eight for our variance approximation under model misspeci…cation to work. Tables VII and VIII about here Overall, the simulations suggest that our proposed method continues to work well under this more extreme scenario. While there are some overrejections for the centered t m test for small sample sizes in misspeci…ed models, they appear to be due primarily to the large number of test assets (moment restrictions) used in our analysis. In simulations that are not reported to conserve space (N = 10 and N = 25), these size distortions largely disappear. As in the previous tables, the size-adjusted power is similar for the t c and t m .
Empirical Application
We use our methodology to estimate the parameters and of three asset-pricing models. The …rst model is the simple static CAPM withf t = [1; mkt t ] 0 , where mkt is the excess return on the value-weighted stock market index that was de…ned in the previous section. The CAPM performed well in early tests, but has fared poorly since. The second model is the three-factor speci…cation of Fama and French (FF3, 1993) withf t = [1; mkt t ; smb t ; hml t ] 0 that is described in the simulation part of the paper. Finally, we consider the …ve-factor model of Fama and French (FF5, 2015) , an empirical speci…cation that is becoming increasingly popular in the asset-pricing literature. For
this model,f t = [1; mkt t ; smb t ; hml t ; rmw t ; cma t ] 0 , where rmw (pro…tability factor) is the average return on two robust operating pro…tability portfolios minus the average return on two weak operating pro…tability portfolios, and cma (investment factor) is the average return on two conservative investment portfolios minus the average return on two aggressive investment portfolios. Given the outcome of these tests, our regularity assumption of …nite eighth moments for CU-GMM does not appear to be at odds with the …nancial data used in our empirical analysis.
In addition to the invariant ML and CU-GMM estimators, we also present results for the non- To quantify the degree of misspeci…cation of these models, we performed a model speci…cation test using each of the four estimators. For all models and estimators, the null of correct model speci…cation is strongly rejected with p-values equal to 0.000. To determine whether the models are well identi…ed, we also applied the Cragg and Donald (1997) rank test to the beta-pricing and SDF representations of the models. The results from the rank test suggest that the models are well identi…ed as the test rejects the null of a reduced rank with p-values of 0.000. In summary, these pre-tests provide convincing evidence that the models are misspeci…ed but properly identi…ed.
Hence, to ensure valid statistical inference, the standard errors for the estimated parameters need to be adjusted to account for the additional uncertainty arising from model misspeci…cation.
However, it is common practice in empirical work to employ the traditional standard errors derived under the assumption of correct model speci…cation, even when the null of correct model speci-…cation is rejected by the data. For this reason, in Table IX , we report t-statistics constructed under the assumption of a correctly speci…ed model (t c ) in addition to the misspeci…cation-robust t-statistics (t m ). Table IX) deliver similar results. In addition, the di¤erences between the t c and t m tests are generally small and rarely lead to di¤erent conclusions regarding the statistical signi…cance of the individual parameters (the only noticeable exception is the investment factor in FF5 estimated by ML). This is likely due to the fact that all factors are traded and the model misspeci…cation adjustment is typically not large in this scenario (see Kan, Robotti, and Shanken, 2013) . It also appears that the misspeci…cation adjustment for the ML standard errors is larger than the corresponding adjustment for the CSR estimator although part of the reason may arise from the asymptotic e¢ ciency (larger t c statistics) of the MLE under correct model speci…cation.
The model misspeci…cation adjustment is much more pronounced for the CU-GMM estimator in the SDF representation of the model (Panel B of Table IX) and Robotti, 2013), although the evidence of pricing for mkt, hml, rmw, and cma in FF5 is even weaker than for CU-GMM.
Conclusions
This paper derives the asymptotic variance of the ML and CU-GMM estimators in potentially misspeci…ed models, represented either in beta-pricing or SDF form. This …lls an important gap in the literature given the increasing popularity of invariant estimators and the widespread belief that economic models are inherently misspeci…ed. The new expressions for the asymptotic variances of the ML and CU-GMM estimators are explicit and easy-to-use in practice.
We illustrate the importance of using misspeci…cation-robust standard errors of the parameter estimates in the context of various linear asset-pricing models. While, as expected, the misspeci…cation-robust tests deliver impressive improvements when the true model is misspeci…ed, these tests also tend to provide substantial small-sample corrections when the model is correctly speci…ed, especially for CU-GMM. All these size corrections are achieved at no apparent cost associated with loss of power. As a result, the main recommendation that emerges from our analysis is that the proposed misspeci…cation-robust standard errors should always be used in applied work regardless of whether the model is believed (based, for example, on the outcome of a pre-test of overidentifying restrictions) to be correctly speci…ed or misspeci…ed. By restricting = [0; 0 ] 0 , it is easy to see that
Appendix A: Proofs of Lemmas and Theorems
Note that it is a strict inequality because when the model is identi…ed, the optimal on the left hand side is chosen such that the …rst element is normalized to one (that is, nonzero). Since the left hand side is equal to S =c , the largest eigenvalue of (H 
Under the normality assumption,
where K N is an N 2 N 2 commutation matrix. Then, de…ning S = m 0 1 m and using the fact that M 0 1 m = 0 K+1 , we can obtain the limiting distribution of the second term in (A.7) as
and it is asymptotically independent ofm( ).
For the third term in (A.7), we have
where the last equality follows from the fact that M 0 1 M = M 0 1 H because of (A.5).
It remains to expand the …rst term in (A.7). Writing
The second term in (A.11) has three sources of randomness. Using the delta method and letting c = 1 + 0 1 V 1 f 1 , we can approximate the second term in (A.11) as " p
Combining the second and the third terms in (A.12), we have p
It can be readily shown that
and this random variable is independent of^ ,^ R , and^ . Combining the last two terms in (A.12),
Collecting all these terms, we obtain p
Using the fact that
we can then write
The last two terms in (A.20) are independent of each other and also independent of the …rst two terms, and their variances are given by
we can write
Given thatm
Hence, the asymptotic variance of the …rst term in (A.20) is
where the invertibility of C follows from Lemma A.1. Using that under Assumption MLE.A,
we obtain the asymptotic variance of the second term in (A.20) as
Then, using
we obtain the asymptotic variance between the …rst and second terms in (A.20) as
Combining all the results, we obtain
Using the identities
we can write as
This completes the proof.
A.3 Proof of Theorem 2
A mean value expansion of s T (^ ) about yields
where H T ( ) = 1 T P T t=1 h t ( ) with h t ( ) = (@=@ 0 )s t ( ), and~ is an intermediate point on the line segment joining^ and . More speci…cally, h t ( ) = (e t ( ) e( ))(e t ( ) e( )) 0 w t ( )g t + (e t ( ) e( )) 0 (g t G) w t ( )g 0 t + (g t G) 0 (e t ( ) e( )) 0 (g t G) 0 0 (g t G)
; (A.40)
where w t ( ) = [1 + 0 (e t ( ) e( ))]. Our regularity conditions ensure that
and V , B, and C are de…ned in the text.
To derive the explicit expression for the asymptotic variance matrix of^ in Theorem 2, we write
From the de…nition of H in (A.43), we can use the formula for the inverse of a partitioned matrix to obtain and (32), we can express l 1t and l 2t as
This delivers the desired result.
A.4 Proof of Theorem 3
Note that in the case of nonlinear moment conditions, the upper-left, upper-right, lower-left, and lower-right blocks of the h t ( ) matrix are given by (e t ( ) e( ))(e t ( ) e( )) 0 ; (A.49) w t ( )g t ( ) + (e t ( ) e( )) 0 (g t ( ) G( )) ; (A.50)
respectively. The rest of the proof follows similar arguments as those in the proof of Theorem 2. 
Appendix B: CU-GMM Estimation of the Beta-Pricing Model
and note that E[g t ( )] = 0 (N +1)(K+1)+(K+1)K=2 1 . Let also g( ) = T 1 P T t=1 g t ( ) and
Then, the CU-GMM estimator of is de…ned aŝ
The problem with implementing this CU-GMM estimator is that the parameter vector is highly dimensional especially when the number of test assets N is large. Peñaranda and Sentana (2015) show that CU-GMM delivers numerically identical estimates in the beta-pricing and SDF setups. 8 By augmenting e( ) in the SDF representation with additional (just-identi…ed) moment conditions for f , V f ; and , the CU-GMM estimate of the augmented parameter vector = [ 0 ; 0 1 ; 0 1 ; : : : ; 0 K ; 0 f ; vech(V f ) 0 ] 0 becomes numerically identical to the CU-GMM estimate of in the beta-pricing model. However, the estimation of can be performed in a sequential manner which o¤ers substantial computational advantages. The following theorem presents a general result for this sequential estimation.
where g 1t ( 1 ) is N 1 1 and g 2t ( ) is N 2 1, with N 1 > K 1 and N 2 = K 2 . De…ne the estimators
Proof. LetD
The …rst-order conditions for the smaller system are given bỹ
Similarly, we de…neD
The …rst-order conditions for the larger system are given bŷ
Suppressing the dependence on the parameters inD(^ ) andŴ (^ ), the …rst-order conditions for the larger system can be written as
When N 2 = K 2 ,D 22 andŴ 22 are invertible with probability one. Using the second subset of the …rst-order conditions, we obtain
Plugging this equation into the …rst subset of …rst-order conditions, we obtain
where the last identity is obtained by using the partitioned matrix inverse formula, which implies thatŴ 11 ( 1 ) 1 =Ŵ 11 ( ) Ŵ 12 ( )Ŵ 22 ( ) 1Ŵ 21 ( ): (B.17)
In addition, de…ning g 2 ( ) = 1 T P T t=1 g 2t ( ) and using (B.15), we havê
which only depends on^ 1 . Therefore, we haveD 11 (^ 1 ) =D 11 (^ 1 ) and (B.16) is identical to the …rst-order conditions for the smaller system. It follows that^ 1 =~ 1 . This completes the proof of This will lead to fewer moment conditions and parameters in the system, which is highly desirable when performing numerical optimization. The following lemma demonstrates how to solve for^ 2 after~ 1 is obtained from the smaller system.
The estimate^ 2 is given by the solution to
and r t (^ ) = r 1t (~ 1 ). Furthermore, if g 2t , conditional on 1 ; is linear in 2 , that is,
where h 1t and h 2t are functions of the data and 1 , then
Proof. Using the formula for the inverse of a partitioned matrix, we have (Ŵ 22 ) 1Ŵ 21 = W 21Ŵ 1 11 . Plugging this in (B.15) and noting that^ 1 =~ 1 , we obtain
This is a system of K 2 equations with K 2 unknowns. Using the expression for r 1t (~ 1 ), we can write (B.24) as
For the larger system, we have
where the third equality follows from (B.15), the fourth equality follows from the formula for the inverse of a partitioned matrix, and the last equality follows because^ 1 =~ 1 : The expression for^ 2 can be obtained by plugging g 2t ( 1 ; 2 ) = h 1t ( 1 ) h 2t ( 1 ) 2 into (B.25) and solving for^ 2 . This completes the proof of Lemma B.1.
Lemma B.1 shows that when g 2t is linear in 2 ,^ 2 has a closed-form solution. When h 2t ( 1 ) = I K 2 , which is the case of the asset-pricing models considered in this paper, we havê
Adding an extra set of just-identi…ed moment conditions proves to be straightforward since r t (^ ) = r 1t (~ 1 ) and r t does not need to be recomputed for the larger system.
Table I Size and power properties of MLE t-tests under normality:
Correctly speci…ed model
The table presents the actual probabilities of rejection for the t-tests of H 0 : 1;i = 1;i and H 0 : 1;i = 0 (i = 1; : : : ; K) for di¤erent levels of signi…cance. The model includes a constant term and three risk factors (FF3 speci…cation). The true values of the risk premium parameters are 1;1 = 0:2829, 1;2 = 0:2196, and 1;3 = 0:2801. Panel A presents the empirical size and power for t-tests that are constructed assuming that the model is correctly speci…ed (t c ). Panel B reports the empirical size and power for misspeci…cation-robust t-tests (t m ). The factors and the returns are multivariate normally distributed.
Size Power
Level of Signi…cance Level of Signi…cance The table presents the actual probabilities of rejection for the t-tests of H 0 : 1;i = 1;i and H 0 : 1;i = 0 (i = 1; : : : ; K) for di¤erent levels of signi…cance. The model includes a constant term and three risk factors (FF3 speci…cation). The pseudo-true values of the risk premium parameters are 1;1 = 0:7463, 1;2 = 0:2525, and 1;3 = 0:3307. Panel A presents the empirical size and power for t-tests that are constructed assuming that the model is correctly speci…ed (t c ). Panel B reports the empirical size and power for misspeci…cation-robust t-tests (t m ). The factors and the returns are multivariate normally distributed.
Level of Signi…cance Level of Signi…cance The table presents the actual probabilities of rejection for the t-tests of H 0 : 1;i = 1;i and H 0 : 1;i = 0 (i = 1; : : : ; K) for di¤erent levels of signi…cance. The model includes a constant term and three risk factors (FF3 speci…cation). The pseudo-true values of the risk premium parameters are 1;1 = 0:7463, 1;2 = 0:2525, and 1;3 = 0:3307. Panel A presents the empirical size and power for t-tests that are constructed assuming that the model is correctly speci…ed (t c ). Panel B reports the empirical size and power for misspeci…cation-robust t-tests (t m ). The factors and the returns are multivariate t-distributed. The number of degrees of freedom of the t-distribution is set equal to eight.
Level of Signi…cance Level of Signi…cance The table presents the actual probabilities of rejection for the t-tests of H 0 : 1;i = 1;i and H 0 : 1;i = 0 (i = 1; : : : ; K) for di¤erent levels of signi…cance. The model includes a constant term and three risk factors (FF3 speci…cation). The pseudo-true values of the SDF parameters are 1;1 = 7:3017, 1;2 = 7:3402, and 1;3 = 3:5071. Panel A presents the empirical size and power for t-tests that are constructed assuming that the model is correctly speci…ed (t c ). Panel B reports the empirical size and power for misspeci…cation-robust t-tests (t m ). The factors and the returns are multivariate normally distributed.
Level of Signi…cance Level of Signi…cance Correctly speci…ed model
The table presents the actual probabilities of rejection for the t-tests of H 0 : 1;i = 1;i and H 0 : 1;i = 0 (i = 1; : : : ; K) for di¤erent levels of signi…cance. The model includes a constant term and three risk factors (FF3 speci…cation). The true values of the SDF parameters are 1;1 = 1:4497, 1;2 = 3:2283, and 1;3 = 3:1090. Panel A presents the empirical size and power for t-tests that are constructed assuming that the model is correctly speci…ed (t c ). Panel B reports the empirical size and power for misspeci…cationrobust t-tests (t m ). The factors and the returns are multivariate t-distributed. The number of degrees of freedom of the t-distribution is set equal to eight.
Level of Signi…cance Level of Signi…cance The table presents the actual probabilities of rejection for the t-tests of H 0 : 1;i = 1;i and H 0 : 1;i = 0 (i = 1; : : : ; K) for di¤erent levels of signi…cance. The model includes a constant term and three risk factors (FF3 speci…cation). The pseudo-true values of the SDF parameters are 1;1 = 10:5705, 1;2 = 9:2722, and 1;3 = 3:1037. Panel A presents the empirical size and power for t-tests that are constructed assuming that the model is correctly speci…ed (t c ). Panel B reports the empirical size and power for misspeci…cationrobust t-tests (t m ). The factors and the returns are multivariate t-distributed. The number of degrees of freedom of the t-distribution is set equal to eight.
Level of Signi…cance Level of Signi…cance 
