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 要  旨 
これまで，音声認識ではHidden Markov Model（HMM）を用いた統計的手法が盛んに研究さ
































In the last decade, statistical approaches using hidden Markov models (HMMs) have
been investigated in speech recognition. More recently, hybrid speech recognition sys-
tems incorporating deep neural networks (DNNs) with HMMs have achieved the im-
provements of performances. In speech synthesis, although approaches using HMMs
have been explored in speech synthesis, approaches based on DNNs have also improved
qualities of the synthesized speech similar to recognition. Also in voice conversion, it
is reported that DNN-based systems have outperformed statistical approaches based on
gaussian mixture models (GMMs). A DNN, which is a neural network with multi-
ple hidden layers, achieved performance improvements in various tasks of audio signal
processing. However, a DNN represents only feedforward dependencies from inputs to
outputs. Therefore, DNN-based approaches to speech recognition or synthesis construct
only one of either the speech recognition or synthesis system separately. Also, in voice
conversion, only the voice conversion system from source speakers to target speakers
is constructed. When it comes to the domain of binary-valued image classification and
generation, it is reported that a deep relational model (DRM), which contains multiple
hidden layers similar to DNNs, has abilities to classify and generate images by rep-
resenting deep bidirectional relationships between images and class labels. However,
since the DRM handles only binary values, it is not suitable for audio signal process-
ing that needs to handle real values. Thus, in this paper, in order to reduce training
costs and improve performances, we define a Gaussian-Categorical DRM (GCDRM)
and Gaussian-Gaussian DRM (GGDRM) to apply the conventional DRM for the do-
main of real-valued data, and propose GCDRM-based and GGDRM-based approaches
to audio signal processing. Experimental results in speech recognition and synthesis
show that the GCDRM-based systems outperform the DNN-based systems. The results
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様々な手法が提案されている [14, 15, 16]．その中でも，GMMに基づく統計的手





一方，DNNに基づく手法 [19, 20, 21]では，GMMのように話者ペアの音響特
徴量の結合分布をモデル化するのではなく，DNNを用いて，ソース話者からター






















































ケプストラムについて説明する [22, 23, 24]．
2.1.1 ケプストラム





























ln jX[k]j2e j 2N km (2.2)
と書き換えられる．ここで，X[k]は
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声質変換は，ソース話者の音声 x = fx1; : : : ; xT g，xと時間フレームの対応付け
がされたターゲット話者の音声 y = fy1; : : : ; yT g，そして変換関数を F()として，





1. 1つ目のデータを a1; : : : ; aN，2つ目のデータを b1; : : : ; aMとして，N  M
のグリッドグラフを構成する．
2. 頂点 (i; j)に対して，aiと b jの非類似度をコストとして設定する．
3. 頂点 (1; 1)から頂点 (N; M)までのコストが最小となるパスを検索する．






Deep Neural Network（DNN）とは，多階層の隠れ層（hidden layer）をもつ階層
型のニューラルネットワークである．本章では，DNNの概要 [26]について説明を
したのち，DNNの音声信号処理への応用について紹介する．
3.1 Deep Neural Network
3.1.1 DNNの構造









1 + exp( x) (3.1)
各隠れ層の入力を u(l)，出力を z(l)で表すと，入力 xが与えられたときの隠れ層
（l = 1）の入出力は次のように計算される．
u(1) = W(1)T x + b(1)
z(1) = f (u(1))
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x y
W (1) W (2) W (L+1)
h(1) h(2) h(L)
input layer hidden layer output layer
図 3–1: Graphical representation of a deep neural network.
ここで，W(1)は入力層・隠れ層（l = 1）間の結合重みを表し，入力層のユニット数
が I，1番目の隠れ層（l = 1）のユニット数が J1のとき，W(1) 2 RIJ1 である．ま
た，b(1)は隠れ層（l = 1）のバイアス項を表し，b(1) 2 RJ1である．
次に，隠れ層（l = 2; : : : ; L）の入出力は，第 l番目の隠れ層の隠れ変数を h(l)と
して，以下のように計算される．
u(l) = W(l)T h(l 1) + b(l)
z(l) = f (u(l))
ただし，W(l)は隠れ層 l  1・隠れ層 l間の結合重みを表し，隠れ層 l  1のユニット
数が Jl 1，隠れ層 lのユニット数が Jlのとき，W(l) 2 RJl 1Jl である．また，b(l)は
隠れ層 lのバイアス項を表し，b(l) 2 RJlである．
そして，出力層の入出力 u(L+1); z(L+1)は
u(L+1) = W(L+1)T h(L) + b(L+1)
z(L+1) = f (u(L+1))
と計算される．ここで，W(L+1)は隠れ層 l・出力層間の結合重みを表し，出力層の
ユニット数が Kのとき，W(L+1) 2 RJLKである．また，b(L+1)は出力層のバイアス
項を表し，b(L+1) 2 RKである．そして，ネットワークの最終的な出力を y  z(L+1)
とする．
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このように，DNNは与えられた入力 xに対して，入力層から出力層へと上の計
算を繰り返し，値を順伝播させていくことで出力 yを計算する．DNNの全ての層の




DNNが表現する関数 y(x; )は，パラメータ を変えることで変化する．目標と
する関数は，その具体的なパラメータはわからないが，関数の入力と出力のペア
が複数与えられている．ある入力 xtに対する望ましい出力を dtとし，このような










































   +  (3.5)






例えば，誤差関数が二乗誤差であるとき，第 l   1層の i番目のユニットから第 l
層の j番目のユニットへの結合重みW (l)i j の更新量W
(l)
i j は次のように計算される．
W (l)i j =  
@E()
@W (l)i j
=  (l)j z(l 1)i (3.7)
ただし，(l)j は誤差信号と呼ばれ，合成関数の微分法に従い，出力層で計算される
二乗誤差から計算される (L+1)j を用いて以下のように再帰的に計算される．
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DNNを用いた音声認識
DNNを音声認識へ応用する場合，音響特徴量（メルケプストラムおよびその動














































未知の確率分布 pg(v)からそれぞれ独立に生成された複数の観測データv = fv1; : : : ; vT g
が与えられたとする．もし分布の詳細がわかれば，観測データの生成メカニズムも
掌握できることになる．そこで，この未知の分布を，観測データを利用して再現す




































(b) BAM (c) DBN
図 4–1: Graphical representations of (a) a restricted Boltzmann machine, (b) a bidirec-
tional associative memory, (c) a deep belief network, and (d) a deep relational model.
4.1 Restricted Boltzmann Machine
本節では，エネルギー関数に基づく生成モデルであるRestricted Boltzmann Ma-
chine（RBM） [30, 31]（図 4–1（a））について説明する．
Bernoulli-Bernoulli RBM
まず，可視変数vがバイナリ値のみから構成されるBernoulli-Bernoulli RBM（BBRBM）
について説明する．BBRBMは 2層構造であり，片方の層は可視変数 v 2 f0; 1gIの




p(v; h; ) =
1
Z()
expf E(v; h; )g (4.3)
ここで，Eは BBRBMのエネルギー関数であり，
E(v; h; ) =  bTv   cT h   vTWh (4.4)
で定義される．ただし，b 2 RI ; c 2 RJはそれぞれ可視層，隠れ層のバイアス項を，
W 2 RIJは可視層・隠れ層間の結合重みを表し，学習により推定されるパラメー
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タである．また，Z() =
P
v;h expf E(v; h; )gは分配関数である．
式 (4.3)の定義より，BBRBMの可視層および隠れ層の条件付き確率分布は以下
で与えられる．
p(xi = 1 j h) = (bi +Wi:h) (4.5)
p(h j = 1 j v) = (c j +WT: jv) (4.6)
ただし，()はシグモイド関数である．また，式中のWi:; W: jはそれぞれWから
i行目を抜出したベクトル， j列目を抜出したベクトルを表す．




= hviidata   hviimodel (4.7)
@L
@c j
= hh jidata   hh jimodel (4.8)
@L
@Wi j












実数値のみで構成される（v 2 RI）．GBRBMのエネルギー関数 Eは
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p(xi = v j h) = N

v j bi +Wi:h; 2i

(4.12)
p(h j = 1 j v) = 
 





と計算される．ここで，N( j ; 2)は平均 ，分散2の正規分布を表す．























































4.2 Bidirectional Associative Memory
本節では，KoskoのBidirectional Associative Memory（BAM） [36]（図 4–1（b））
について説明する．
BAMはエネルギー関数に基づいて，ある可視変数 x 2 f0; 1gI と別の可視変数
y 2 f0; 1gKとの関係性を表現するモデルである．BAMは RBMとは異なり，可視
第 4章 Energy-Based Model 20
層を 2つもち，また隠れ層をもたない．BAMのエネルギー関数は次のように定義
される．
E(x; y; ) =  bT x   dT y   xTWy (4.18)
ここで，W 2 RIK は可視層間の結合重みを表す．また，b 2 RI; d 2 RK はそれぞ
れ可視変数 x; yのバイアス項である．Chenら [37]は，BAMを確率密度関数とし
て解釈し，BAMの結合確率分布を
P(x; y; ) =
1
Z()
expf E(x; y; )g (4.19)
としている．ただし Z() =
P
x;y expf E(x; y; )gは分配関数である．BAMのパラ
メータ  = fW; b; dgは RBMと同様，CD法を用いた学習により推定される．
4.3 Deep Belief Network











p(h(L 1); h(L); (L)) (4.20)
ここで，可視層を第 0層であるとみなし，h(0) = xとしている．また，簡単のた
め，第 l   1層・第 l層間の結合重みW(l) 2 RJl 1Jlと第 l層，第 l   1層のバイアス
項 b(l) 2 RJl ; b(l 1) 2 RJl 1 をまとめて (l)で表している（J0 = I）．最上段の 2層に
関する結合確率分布 p(h(L 1); h(L); (L))は分配関数 Zを用いて
p(h(L 1); h(L); (L)) =
1
Z((L))
expf E(h(L 1); h(L); (L))g (4.21)
で表される RBMとして定義されている．ここで，エネルギー関数 Eは
E(h(L 1); h(L); (L)) =  b(L 1)T h(L 1)   b(L)T h(L)   h(L 1)TW(L)h(L) (4.22)
である．また，その他の層間の条件付き確率分布は
p(h(l)j = 1jh(l+1)) = (b(l)j +W(l+1)j: h(l+1)) (4.23)







1. 可視変数を x = h(0)とみなし，最下層の 2層（可視層（l = 0）および隠れ層
（l = 1））からなるRBM(1)を構成し，学習を行う．








3. 隠れ層 lと隠れ層 l + 1からなる RBM(l)を構成し，2. でサンプルした値を隠
れ層 lに与えられる擬似的な観測データとみなして学習を行う．
4. 2. および 3. を層の数だけ繰り返す．
DBNを用いて教師あり学習を行う場合は，DBNの最上位の隠れ層の上に可視
層をひとつ追加する．最上位の隠れ層と新たに追加した可視層との間のパラメー
タは，Support Vector Macine（SVM）などを用いて決定する [39]．あるいは，可
視層を追加したDBN全体をDNNとみなし，BP法によりパラメータを調整する．
これを fine-tuning [40]と呼ぶ．
4.4 Deep Relational Model





をもつ．DRMはある可視変数 x 2 f0; 1gI と別の可視変数 y 2 f0; 1gK，そして隠
れ変数 h(l) 2 f0; 1gJl(l = 1; :::; L)より与えられる結合確率分布で定義される．さら
に，DRMはこれまで説明したエネルギー関数に基づくモデルと同様，各ユニット
は隣接する層のユニットのみと結合をもち，同じ層のユニットとは結合をもたな
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い．DRMの結合確率分布は以下のように表される．
p(x; y; ) =
X
8h(l)
p(x; y;8h(l); ) (4.24)
p(x; y;8h(l); ) = 1
Z()














で定義される．ただし，b 2 RI ; c(l) 2 RJl および d 2 RK はそれぞれ 1つ目の可視
層，隠れ層 lおよび 2つ目の可視層のバイアス項を，W(1) 2 RIJ1 ; W(l) 2 RJl 1Jlお




p(xi = 1 j h(1)) = (bi +W(1)i: h(1)) (4.27)
p(h(l)j = 1 j h(l 1); h(l+1)) = (c(l)j +W(l)T: j h(l 1) +W(l+1)j: h(l+1)) (4.28)
p(yk = 1 j h(L)) = (dk +W(L)T:k h(L)) (4.29)
ただし，式 (4.28)において h(0) = x; h(L+1) = yとしている．




= hxiidata   hxiimodel (4.30)
@L
@c(l)j
= hh(l)j idata   hh(l)j imodel (4.31)
@L
@dk





hxih(1)j idata   hxih(1)j imodel (l = 1)
hh(l 1)i h(l)j idata   hh(l 1)i h(l)j imodel (l = 2; : : : ; L)
hh(L)i y jidata   hh(L)i y jimodel (l = L + 1)
(4.33)
と計算される．ここで，可視変数 x; yのデータの期待値 hxidata; hyidataは観測デー








図 4–2: Calculating expectations using mean field update in the training of a DRM.
タの平均を計算することで得られる．また，隠れ変数 h(l)のデータの期待値 hh(l)idata




を用いて式 (4.27)および式 (4.29)から計算する．そして，得られた hximodel; hyimodel

































前学習する手法としてMixed GBRBM，Mixed Categorical-Bernoulli RBM（Mixed
CBRBM）[41]が提案されている．IGBRBM，Mixed GBRBMおよびMixed CBRBM
のエネルギー関数を参考に，GCDRMのエネルギー関数を次のように定義する．




































  dcT yc   h(L)TW(L+1)cyc
(5.3)
ここで，xc 2 f0; 1gXc ; xg 2 RXg はそれぞれ可視変数 xのうち，カテゴリカル分布
に従うユニット，正規分布に従うユニットを表し，yc 2 f0; 1gYc ; yg 2 RYg もそれ
ぞれ可視変数 yのうち同様のユニットを表す（ただし Xg + Xc = I，Yg + Yc = K，
x = [xgT xcT ]T ; y = [ygT ycT ]T）．また，W(1)c 2 RXcJ1 ; W(L+1)c 2 RJLYc ; bc 2 RXcお
よび dc 2 RYc はそれぞれ可視変数のうちカテゴリカル分布に従うユニットに対応
するパラメータを表す．同様に，W(1)g 2 RXgJ1 ; W(L+1)g 2 RJLYg ; bg 2 RXg および
dg 2 RYg はそれぞれ可視変数のうち正規分布に従うユニットに対応するパラメー
タを表す．そして，(x)g 2 RXg ; (y)g 2 RYg はそれぞれ可視変数 xg; ygの偏差を表
し，いずれも推定すべきパラメータである．式中の除算は要素ごとの除算を表す．
GCDRMのエネルギー関数の定義より，可視層の条件付き確率分布はそれぞれ










p(xgi = xjh(1)) = N

xjbgi +W(1)gi: h(1); (x)g2i

(5.5)










p(ygk = yjh(L)) = N

yjdgk +W(L+1)gT:k h(L); (y)g2k

(5.7)
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となる．また，1層目，L層目の隠れ層について，条件付き確率分布はそれぞれ






















となる．ただし，簡単のため結合重みW(1); W(L+1)についてそれぞれW(1)  [W(1)gT W(1)cT ]T ;





i (1  i  Xg)






k (1  k  Yg)
1 (Yg < k  K) (5.11)
としている．2; : : : ; L   1層目の隠れ層の条件付き確率分布は式 (4.28)と同様であ
る．式 (5.5)から式 (5.9)の条件付き確率分布の導出は付録Aを参照のこと．
可視層のバイアス項について b  [bgT bcT ]T ; d  [dgT dcT ]T とすれば，GCDRM














































































(l = L + 1)
(5.15)
となる．ここで，可視変数に関するデータの期待値 hxidata; hyidataは従来の DRM
同様，観測データの平均を計算することで得られる．また，隠れ変数に関するデー
タの期待値 hh(l)idataは，観測データを与えて式 (4.28)より隠れ層の値を T 回更新
することで得られる．ただし，GCDRMの学習では，可視層と隣接する隠れ層の
値 h(1); h(L)は，それぞれ式 (5.8)，式 (5.9)によって計算される．一方，モデルの






(a) RBM (b) BAM
図 5–1: Pre-training methods of using (a) only RBMs, and (b) RBMs and BAM.
期待値 himodelの計算は組合せ爆発の問題が生じる．そこで，GCDRMの学習にお
いても，平均場近似を用いて近似する．まず，可視変数に関するモデルの期待値
は hh(l)idataを用いて計算される．その際，xc; xgの値はそれぞれ式 (5.4)，式 (5.5)





































































のバイアスには，学習済みのGCDRMのバイアス d; c(L); : : : ; c(1); bを入力層から
出力層へと順に割当てる．また，DNNの結合重みには，GCDRMの結合重みをそ
れぞれ転置したW(L+1)T ; W(L)T ; : : : ; W(1)T を入力層に近い結合から順に割当てる．
一方，音声合成器を構築する場合には，入力を言語特徴量，出力を音響特徴量
とする．構築するDNNのパラメータの初期値として，バイアスには，学習済みの
GCDRMのバイアス b; c(1); : : : ; c(L); dを入力層から出力層へと順に割当てる．ま













はセットAからセット Jまでの 10セットで構成され，セットAからセット Iまで
はそれぞれ 50文，セット Jは 53文を含んでいる．このデータセット内で使用され
ている音素の種類は 42種類であり，また，コンテキストラベルの種類は単語の活
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図 5–2: Trajectories of 8-th Mel-cepstral coecients of natural speech and those gener-
ated by the DNN and the proposed systems.























実験の結果を図 5–3に示す．図において，例えば (3  200)はユニット数が 200


















図 5–3: Performance of our method when changing the number of hidden layers and
hidden units at each hidden layer (MCD [dB]).
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図 5–4: Comparison of MCD [dB] between the generated speech and the target speech
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と定義される．
そして，GGDRMの可視層の条件付き確率分布は，xg = x; yg = y; W(1)g =














本実験では，Voice Conversion Challenge 2018 [44]で公開された，英語話者によ
る音声データセットを用いた．データセットは，サンプリング周波数が 22050Hz

















































図 6–1: Trajectories of 3-th Mel-cepstral coecients of natural speech and those gener-
ated by the DNN and the proposed systems.
最初に，図 6–1に，男性から女性への声質変換実験においてDNNおよび提案法
より出力された音響特徴量から得られた，3次のメルケプストラムの軌跡を示す．
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表 6–1: Comparison of MCD [dB] obtained by each method. For example,“ f2m”
indicates female-to-male conversion.
MCD [dB]
f2f m2m f2m m2f
GMM 6.21 6.16 6.41 6.37
DNN 5.53 5.48 5.59 5.62
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であるから，分母と分子にそれぞれ GCDRM の結合確率分布から p(xg; h(1)) =
expf E(xg; h(1); )g=Zを代入して
p(xjh) = expf E(x; h)gR













































































































































































































































































































































Wi jh j; 2i

を得る．
また，ygの条件付き確率分布についても x = yg; h = h(L); b = dg; c = c(L); W =












である．簡単のため x = x(c); h = h(1); b = bc; c = c(1); W = W(1)cとして，分母と
分子にそれぞれ GCDRMの結合確率分布から p(x; h) = expf E(x; h; )g=Zを代入
すると















































































































となる．ここで，si0はユニット xiによって表現される状態である．p(xjh) =Qi p(xijh)
であるから，

















また，ycの条件付き確率分布についても x = yc; h = h(L); b = dc; c = c(L); W =













分布から p(x; h(1); h(2)) = expf E(x; h(1); h(2); )g=Zを代入すると
p(h(1)jx; h(2)) = expf E(x; h
(1); h(2))gP
h(1)









































































































































































































































となる．ここで，p(h(1)jv; h(2)) =Q j p(h(1)j jv; h(2)); h(1)j 2 f0; 1gであるから，















































また，h(L)の条件付き確率分布についても x = y; h(1) = h(L); h(2) = h(L 1); b =




vowels /a/, /i/, /u/, /e/, /o/, /A/, /I/, /O/, /U/
consonants /k/, /s/, /t/, /ts/, /n/, /h/, /f/, /m/, /r/, /g/, /z/, /j/, /d/, /b/, /p/,
/ky/, /sh/, /ch/, /ny/, /hy/, /my/, /ry/, /gy/, /dy/, /by/, /py/
semivowels /y/, /w/








the dierence between accent type and position of the current mora identity  49  49
position of the current mora identity in the current accent phrase (forward) 1  49
position of the current mora identity in the current accent phrase (backward) 1  49
pos (part-of-speech) of the previous word
inflected forms of the previous word
conjugation type of the previous word
pos (part-of-speech) of the current word
inflected forms of the current word
conjugation type of the current word
pos (part-of-speech) of the next word
inflected forms of the next word
conjugation type of the next word
the number of moras in the previous accent phrase 1  49
accent type in the previous accent phrase 1  49
whether the previous accent phrase interrogated or not (0: not interrogative, 1: interrogative)
undefined context
whether pause insertion or not in between the previous accent phrase and the current accent phrase
the number of moras in the current accent phrase 1  49
accent type in the current accent phrase 1  49
whether the current accent phrase interrogated or not (0: not interrogative, 1: interrogative)
undefined context
position of the current accent phrase identity in the current breath group by the accent phrase (forward) 1  49
position of the current accent phrase identity in the current breath group by the accent phrase (backward) 1  49
position of the current accent phrase identity in the current breath group by the mora (forward) 1  49
position of the current accent phrase identity in the current breath group by the mora (backward) 1  49
the number of moras in the next accent phrase 1  49
accent type in the next accent phrase 1  49
whether the next accent phrase interrogated or not (0: not interrogative, 1: interrogative)
undefined context
whether pause insertion or not in between the next accent phrase and the current accent phrase
the number of accent phrases in the previous breath group 1  49
the number of moras in the previous breath group 1  99
the number of accent phrases in the current breath group 1  49
the number of moras in the current breath group 1  99
position of the current breath group identity by breath group (forward) 1  19
position of the current breath group identity by breath group (backward) 1  19
position of the current breath group identity by accent group (forward) 1  49
position of the current breath group identity by accent group (forward) 1  49
position of the current breath group identity by mora (forward) 1  199
position of the current breath group identity by mora (forward) 1  199
the number of accent phrases in the next breath group 1  49
the number of moras in the next breath group 1  99
the number of breath groups in this utterance 1  19
the number of accent phrases in this utterance 1  49
the number of moras in this utterance 1  199
the number of frames in the current phoneme
the relative position of the current frame in the current phoneme
