Abstract. This paper presents a local search, based on a new neighborhood for the job-shop scheduling problem, and its application within a biased random-key genetic algorithm. Schedules are constructed by decoding the chromosome supplied by the genetic algorithm with a procedure that generates active schedules. After an initial schedule is obtained, a local search heuristic, based on an extension of the graphical method of Akers (1956) , is applied to improve the solution. The new heuristic is tested on a set of 205 standard instances taken from the job-shop scheduling literature and compared with results obtained by other approaches. The new algorithm improved the best known solution values for 57 instances.
Introduction
In the job-shop scheduling problem (JSP), we are given a set J = {1, . . . , n} of n jobs and a set M = {1, . . . , m} of m machines. Job j ∈ J consists of n j ordered operations O j,1 , . . . , O j,nj , each of which must be processed on one of the m machines. Let O = {1, . . . , o} denote the set of all operations to be scheduled. Each operation k ∈ O uses one of the m machines for a xed processing time d k . Each machine can process at most one operation at a time and once an operation initiates processing on a given machine it must complete processing on that machine without interruption. Furthermore, let P k be the set of all the predecessor operations of operation k ∈ O. The operations are interrelated by two kinds of constraints. First, precedence constraints force each operation k ∈ O to be scheduled after all operations in P k are completed. Second, operation k ∈ O can only be scheduled if the machine it requires is idle.
Let a schedule be represented by a vector of nish times (F 1 , ..., F o ). The job-shop scheduling problem consists in nding a feasible schedule of the operations on the machines that minimizes the makespan C max , i.e., the nish time of the last operation completed in the schedule.
Not only is the JSP NP-hard, but it has been also been considered to be one of the most computationally challenging combinatorial optimization problems (Lenstra and Rinnooy Kan, 1979) .
Early attempts at solving the JSP considered the following approaches:
• Exact methods: Gier and Thompson (1960) , Brucker et al. (1994) , Williamson et al. (1997) , Lageweg et al. (1977) , Pinson (1989, 1990) , Applegate and Cook (1991) , and Sabuncuoglu and Bayiz (1999) . Carlier and Pinson (1989) were the rst to successfully solve the notorious 10×10 (10 jobs, 10 machines) instance of Fisher and Thompson (1963) , proposed in 1963 and only solved 20 years later;
• Heuristic procedures based on priority rules: Gier and Thompson (1960) , French (1982) , Baker and McMahon (1985) , and Gray and Hoesada (1991) ;
• Shifting bottleneck: Adams et al. (1988) and Balas and Vazacopoulos (1998) .
Problems of dimension 20×20 are still considered to be beyond the reach of today's exact methods.
A growing number of heuristics have been proposed to nd optimal or near-optimal solutions of the JSP, including:
• Tabu search: Taillard (1994) , Lourenço and Zwijnenburg (1996) , Nowicki and Smutnicki (1996) , Nowicki and Smutnicki (2005) , Zhang et al. (2007) and Zhang et al. (2008) ;
• Genetic algorithms: Davis (1985) , Storer et al. (1992) , Aarts et al. (1994 ), Della Croce et al. (1995 , Dorndorf and Pesch (1995) , and Gonçalves et al. (2005) ;
• GRASP: Binato et al. (2002) and Aiex et al. (2003) ;
• Other heuristics: Lourenço (1995) , Vaessens et al. (1996) , Lourenço and Zwijnenburg (1996) , Pardalos and Shylo (2006) and Pardalos et al. (2010) .
Surveys of heuristic methods for the JSP are given in Pinson (1995) , Blazewicz et al. (1996) , Vaessens et al. (1996) , and Cheng et al. (1996 Cheng et al. ( , 1999 . A comprehensive survey of job-shop scheduling techniques can be found in Jain and Meeran (1999) .
In this paper, we introduce a new local search neighborhood for the job-shop scheduling problem, extending the graphical method of Akers (1956) for more than two jobs. This local search is hybridized with a tabu search procedure. The hybrid local search procedure is coordinated by a biased random-key genetic algorithm , or BRKGA. In computational experiments with a large set of standard job-shop scheduling test problems, we show that our algorithm is competitive with state-of-art heuristics for the JSP and improves the best known solution values for 57 of these instances.
The remainder of the paper is organized as follows. Section 2 introduces the new local search for the JSP and Section 3 describes its use within a BRKGA. This section also describes a schedule generation procedure and a solution improvement procedure. Section 4 reports experimental results. Concluding remarks are made in Section 5.
New local search for JSP
We present a new neighborhood for local search for the JSP based on a graphical method originally proposed by Akers (1956) for JSPs with two jobs. To illustrate the various aspects of the approach we use an instance with data shown in Table 1 . This example consists of four jobs (J 1 , J 2 , J 3 , J 4 ) to be processed on three machines (a, b, c). time  1  a  2  b  3  c  5  b  2  2  b  3  c  2  b  2  a  4  3  c  4  a  3  a  3  c  2 In the remainder of this section, we present the original graphical approach of Akers (1956) for two jobs, and propose its extension for more than two jobs, and a new local search that makes use of the extension.
2.1. Graphical method for two jobs. Akers (1956) introduced a graphical method for job-shop scheduling problem with two jobs. The method consists in transforming the two-job-shop scheduling problem into a shortest-path problem. This problem is represented in a two-dimensional plane with obstacles, where one axis corresponds to job J 1 = {O 1,1 , O 1,2 , . . . , O 1,n1 } and is decomposed into n 1 intervals and the other to job J 2 = {O 2,1 , O 2,2 , . . . , O 2,n2 }, and is decomposed into n 2 intervals. For i = 1, 2 and k = 1, . . . , n i , interval I i,k has a length L i,k, that is equal to the processing time of operation O i,k . If operations O 1,k and O 2,l share the same machine, then the rectangle induced by intervals I 1,k and I 2,l becomes an obstacle. The right and upper borders of the rectangle dened by the start point S and the end point F , correspond to the completion of the two jobs. A feasible solution of the JSP corresponds to a path that goes from point S to point F while avoiding the interiors of the obstacles. A path consists of only horizontal, vertical, and diagonal segments, where a horizontal (resp. vertical) segment implies that only J 1 (resp. J 2 ) is processed, whereas a diagonal segment implies that both J 1 and J 2 are processed simultaneously. The length L of a path is equal to the makespan of the corresponding schedule and is given by
where L H , L V , and L D represent the total lengths of the horizontal, vertical, and diagonal segments, respectively. Therefore, nding the schedule that minimizes the makespan is equivalent to nding the shortest path in this plane. Figure 2 .1 depicts the shortest path and the corresponding schedule for a job-shop problem consisting of jobs J 1 and J 2 dened in Table 1 . Let r denote the number of obstacles in the shortest-path problem. Brucker (1988) showed that nding the shortest path on a plane with obstacles is equivalent to nding the shortest path in an directed graph G that can be constructed in O(r log r) time and on which a shortest path can be found in O(r) time, where r is bounded above by O(n 1 n 2 ). The digraph G = (V, E, d) is constructed as follows:
(1) V is the set of vertices, consisting of the start point S = (0, 0), the end point F , and all the north-west (N W ) and south-east (SE) corners of the obstacles; (2) Each vertex v ∈ V \ {F } has at most two successors, obtained by moving diagonally (at an angle of 45°) from v, until an obstacle is hit. If the obstacle encountered is the last one, then F is the unique successor of v (see Figure 2 .2a). If the obstacle represents a machine conict, then its N W and SE corners are the two direct successors of vertex v (see Figure   2 .2b); A path going from S to F in digraph G = (V, E, d) corresponds to a feasible schedule for the problem and its length is equal to the makespan. Therefore, nding the optimal makespan for the example is equivalent to nding a shortest path on the graph shown in Figure 2 .1. 2.2. Extension of the graphical method for n > 2. We now propose a new heuristic for solving job-shop problems with more than two jobs based on the graphical method for the two-job problem described in the previous subsection. Jobs are added to the schedule, one at a time. At each stage s, a new job is added. All jobs already scheduled are placed below the horizontal axis and the new job is placed to the left of the vertical axis. Next, the graphical method of Akers (1956) for n = 2 is used to nd the shortest path taking into account the obstacles generated by the operations that share the same machine in the job on the vertical axis and all the jobs in the horizontal axis (see Figure 2 .3a where job J 3 is added to the nal schedule of jobs J 1 and J 2 in To decode the shortest path into the corresponding schedules of each job we follow the same rules used in the case n = 2. A horizontal segment implies that only the jobs in the horizontal axis are being processed, a vertical segment implied that only the job in the vertical axis is being processed, and a diagonal segment implies that all the jobs are being processed simultaneously.
However, when n > 2 the following two problems may arise when applying the exact two-job graphical method:
(1) The shortest path obtained does not always correspond to a shortest path. This is so because when there is a vertical segment all the schedules of the jobs in the horizontal axis are delayed, which is not always necessary. To overcome this problem, we apply a left shift to all operations in the schedule (in a left shift, we move all operations in the schedule as far left as possible). Figure 2.5 presents pseudo code for the scheduling procedure AKERS_EXT which extends the graphical approach to the case n > 2. The procedure receives as input the set SchedJobs of jobs already scheduled, the current schedule CurSch of all jobs j ∈ SchedJobs, and the sequence AddSeq = {J 1 , J 2 , . . . , J n } in which the jobs j / ∈ SchedJobs will be added to schedule CurSch.
2.3. New Local Search. We next present a set of new local search algorithms for the JSP. Given a current schedule, we generate new schedules by removing nr jobs, apply a left-shift operator to all remaining operations, and add back the nr previously removed jobs using procedure AKERS_EXT, whose pseudo code is shown in Figure 2 .5.
To illustrate how the new schedules are generated, we consider again the 4-job example given in Table 1 . We use as the current schedule the initial schedule given in Figure 2 .6a. The rst step consists in removing from the schedule a number of jobs. We will remove jobs J 1 and J 4 . We then apply a left shift to the resulting schedule and end up with the schedule shown in Figure 2 .6b.
Next, the local search adds the removed jobs in the order given by AddSeq which we assume in this example to be AddSeq = {J 1 , J 4 }. To obtain the new solution all that is required is to run procedure AKERS_EXT with CurSch equal to the schedule given in Figure 2 .6b, AddSeq = {J 1 , J 4 }, and SchedJobs = {J 2 , J 3 }. Figures 2.7 and 2.8 depict the Akers graph, the shortest path, and the corresponding schedules for jobs J 1 , J 2 , J 3 and J 1 , J 2 , J 3 , J 4 after adding back job J 1 and after adding back jobs J 1 and J 4 , respectively. Note that the new nal schedule not only is dierent from the initial schedule but also has a smaller makespan.
Several variants of this local search algorithm can be produced by changing the number of jobs to be removed. As before, let CurSch denote the current schedule associated with the set of jobs J and let nr be the number of jobs to be removed. The corresponding owchart of this new variant of the local search is shown in Figure 2 .9.
Despite being very eective, the LS_AKERS_EXT local search procedure can have long running times when nr ≥ 2. To overcome this problem, we propose a new variant of LS_AKERS_EXT procedure AKERS_EXT (CurSch , SchedJobs, AddSeq )
Construct an Akers graph where job J add is placed in the · vertical axis and all the jobs j ∈ SchedJobs are placed · below the horizontal axis according to schedule CurSch.
5
Find the shortest path in the Akers graph and assign · the schedule of each job j ∈ SchedJobs ∪ {J add } · to schedule NewSch.
6
Apply the left shift operator to schedule NewSch. where nr ≤ 2. When nr = 2, each job j ∈ J is combined with only nRand jobs, chosen at random from the set J \ {j}. We call this new variant LS1+_AKERS_EXT and its corresponding pseudo-code is shown in Figure 2 .10. Note that the LS1+_AKERS_EXT local search guarantees that every job j ∈ J is removed from the schedule and is added back. Also, note that when nRand = 0 we obtain the LS_AKERS_EXT local search for the case where nr = 1. Likewise, when nRand = n − 1 we obtain the LS_AKERS_EXT local search for the case where nr = 2.
The heuristic AKERS_EXT runs 2 × n × nr times in the LS1+_AKERS_EXT local search and the complexity of AKERS_EXT is O(nr × n × m × log(n × m)) . Therefore, the complexity of LS1+_AKERS_EXT is O(n 2 × m × log(n × m)). Since m = O(n), this complexity reduces to O(n 3 × log(n)) .
The new heuristic
The new heuristic proposed in this paper is a biased random-key genetic algorithm (BRKGA).
In this section, we rst briey review the BRKGA framework. Then, we describe the encoding/decoding of the chromosome with a schedule generation scheme and an improvement procedure. We nally describe a chromosome adjustment procedure. 3.1. Biased random-key genetic algorithm. Genetic algorithms with random keys, or randomkey genetic algorithms (RKGA), for solving optimization problems whose solutions can be represented as permutation vectors were introduced in Bean (1994) . In a RKGA, chromosomes are represented as vectors of randomly generated real numbers in the interval [0, 1] . A deterministic algorithm, called a decoder, takes as input a solution vector and associates with it a solution of the combinatorial optimization problem for which an objective value or tness can be computed.
A RKGA evolves a population, or set, of random-key vectors over a number of iterations, or generations. The initial population is made up of p vectors, each with o = n × m random keys.
Each component of the solution vector, or random key, is generated independently at random in the real interval [0, 1] . After the tness of each individual is computed by the decoder in generation k, the population is partitioned into two groups of individuals: a small group of p e elite individuals, i.e. those with the best tness values, and the remaining set of p − p e non-elite individuals. To evolve the population, a new generation of individuals must be produced. All elite individual of the population of generation g are copied without modication to the population of generation g + 1.
RKGAs implement mutation by introducing mutants into the population. A mutant is simply a vector of random keys generated in the same way that an element of the initial population is generated. At each generation, a small number p m of mutants is introduced into the population. With p e + p m individuals accounted for in population g + 1, p − p e − p m additional individuals need to be generated to complete the p individuals that make up population g + 1. This is done by producing p − p e − p m ospring solutions through the process of mating or crossover.
A biased random-key genetic algorithm, or BRKGA , diers from a RKGA in the way parents are selected for mating. While in the RKGA of Bean (1994) both parents are selected at random from the entire current population, in a BRKGA each element is generated combining a parent selected at random from the elite partition in the current population and one from the rest of the population. Repetition in the selection of a mate is allowed and therefore an individual can produce more than one ospring in the same generation. As in RKGAs, parameterized uniform crossover (DeJong and Spears, 1991 ) is used to implement mating in BRKGAs. Let ρ e be the probability that an ospring inherits the vector component of its elite For i = 1, . . . , o, the i-th component c(i) of the ospring vector c takes on the value of the i-th component e(i) of the elite parent e with probability ρ e and the value of the i-th componentē(i) of the non-elite parentē with probability 1 − ρ e . When the next population is complete, i.e. when it has p individuals, tness values are computed for all of the newly created random-key vectors and the population is partitioned into elite and non-elite individuals to start a new generation.
A BRKGA searches the solution space of the combinatorial optimization problem indirectly by searching the continuous o-dimensional hypercube, using the decoder to map solutions in the hypercube to solutions in the solution space of the combinatorial optimization problem where the tness is evaluated.
To specify a biased random-key genetic algorithm, we simply need to specify how solutions are encoded and decoded. We specify our algorithm in the next section by rst showing how schedules are encoded and then how decoding is done.
We have been building powerful heuristics based on the biased random-key genetic algorithm framework for over ten years . We have observed that this framework allows the control and coordination of one or more heuristics enabling us to nd solutions of much better quality than those found by the heuristics alone. The BRKGA works as a kind of longterm memory mechanism that learns how to best control the heuristic as the generations proceed.
For example, in a set covering problem (Resende et al., 2012) , the BRKGA controls a greedy algorithm by "learning" which sets are in a partial cover and only uses the greedy algorithm, starting from the "learned" partial cover, to complete the cover. In a 2D orthogonal packing problem where a number of small rectangles are packed in a large rectangle with the objective of maximizing the value of the packed rectangles, the BRKGA controls two simple heuristics (bottom-left and left-bottom) by "learning" the sequence the small rectangles are packed and which simple heuristic is used to pack each small rectangle. In the case of the jobshop scheduling problem, we expected that the BRKGA would learn a good order of the operations
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Let RS be the set of all permutations of nr out of n jobs. 2 -Apply a left shift to the remaining jobs in RemSch.
Get Parameters
3 -Add back the jobs in rs to RemSch using the heuristic AKERS_EXT and call it NewSch.
4 -If the makespan of NewSch is smaller than the one of CurSch make it CurSch. (and subsequent schedule) which could be improved by the local search heuristics employed here.
As we will see in the remainder of this paper, the BRKGA does indeed achieve this goal.
3.2. Solution Encoding. We now describe the chromosome representation, i.e., how solutions to the problem are represented. The direct mapping of schedules as chromosomes is too complicated to represent and manipulate. In particular, it is dicult to develop corresponding crossover and mutation operations. As is always the case with BRKGAs, solutions (in this case schedules) are represented indirectly by parameters that are later used by a decoder to extract a solution. In this BRKGA, a schedule is represented by the following chromosome structure: where n j represents the number of operations of job j = 1, ..., n. Each gene is a randomly generated real number in the interval [0, 1]. The value of each gene is used in the decoding procedure described in the next subsection.
3.3. Decoding a random-key vector into a job-shop schedule. The decoding process of a chromosome into a schedule consists of three steps: initial schedule generation; local search with tabu search; and chromosome adjustment. We next describe each of these components. Figure 3 .1 illustrates the sequence of steps applied to each chromosome in the decoding process. (1) Translate the chromosome into a list of ordered operations;
(2) Generate the schedule with a one-pass heuristic based on the list obtained in (1).
To translate the chromosome, we use an operation-based representation where a schedule is represented by an unpartitioned permutation with n j repetitions of each job j (Gen et al., 1994 , Bierwirth, 1995 , Cheng et al., 1996 , Shi et al., 1996 . Because of the precedence constraints, each repeating gene does not indicate a concrete operation of a job but refers to a unique operation which is context-dependent. To illustrate the translation process we will use the example in Table 1 . The process starts by lling an unordered vector of jobs with the number of each job repeated n j times (see Figure 3.2a) . Next, the vector is ordered according to the values of the corresponding genes in the chromosome (see Figure 3.2b) . Finally, the list of ordered operations is obtained by replacing, from left to right, each k th job number occurrence in the ordered vector of jobs by the k th operation in the technological sequence of the job (see Figure 3 .2c).
Once a list of ordered operations is obtained, a schedule is constructed by initially scheduling the rst operation in the list, then the second operation, and so on. Each operation is assigned to the earliest feasible starting time in the machine it requires. The process is repeated until all operations are scheduled (see Figure 3 .3 for the nal schedule corresponding to the ordered operation list in Figure 3.1c) . Note that the schedules generated by this process are guaranteed to be active schedules. An active schedule is one where no activity can be started earlier without changing the start times of any other activity and still maintain feasibility (Schrage, 1970) . 3.3.2. Local search with tabu search. After an initial schedule using the random keys provided by the BRKGA is obtained and the decoding procedure described in the previous section is carried out, we proceed by trying to improve the schedule with a new hybrid local search that we developed.
This new local search, denoted by NEW_LS, combines the LS1+_AKERS_EXT local search (introduced in Section 2.3) with a tabu search procedure that uses the neighborhood structure proposed by Nowicki and Smutnicki (1996) and will be denoted as TS_NS. The neighborhood of Nowicki and Smutnicki randomly selects a critical path in the current schedule and identies all of its critical blocks (sequences of contiguous operations on the same machine). Then, it considers for exchange only the rst two and the last two operations in every block (the rst two and last two operations in the critical path are excluded). To select a move, we must rst evaluate the makespan of every move in the neighborhood. Since the exact evaluation of a move is time consuming, we use the fast approximate method of Taillard (1994) in place of the exact evaluation. The move with the smallest approximate makespan is selected and applied. We then compute the exact makespan.
To do that, we use the topological order and the ecient updating procedures for heads and tails of Nowicki and Smutnicki (2005) .
The TS_NS tabu search is embedded into the LS1+_AKERS_EXT local search between lines 9 and 10 of its pseudo-code. 
Experimental results
We next report results obtained on a set of experiments conducted to evaluate the performance of BRKGA-JSP, the algorithm proposed in this paper. BRKGA-JSP was implemented in C++ and all the computational experiments were carried out on a computer with an AMD 2.2 GHz Opteron (2427) CPU running the Linux (Fedora release 12) operating system. We list the benchmark instances and algorithms used in the experiments, specify the parameter conguration used in the experiments, and present the results. Let CP be a critical path in the current schedule CurSch; · Let N S be the set operations pairs generated by the neighborhood of · Nowicki and Smutnicki when applied to critical path CP .
10
Evaluate the makespan corresponding to each move in N S using · the approximate method of Taillard (1994) ;
11
Let DS be the set operations pairs in N S which correspond to · moves that decrease the makespan
12
Let IS be the set operations pairs in N S \ T L which correspond to · moves that increase the makespan; 13 if (DS = {∅} and IS = {∅}) then • FT three problems denoted as (FT06, FT10 and FT20) due to Fisher and Thompson (1963);  • LA 40 problems denoted as (LA01 LA40) due to Lawrence (1984);  • ABZ three problems denoted as (ABZ07 ABZ09) due to Adams et al. (1988) • ORB 10 problems denoted as (ORB01 ORB10) due to Applegate and Cook (1991);  • YN four problems denoted as (YN01 YN04) due to Yamada and Nakano (1992) • SWV 15 problems denoted as (SWV01 SWV15) due to Storer et al. (1992) • TA 50 problems denoted as (TA01 TA50) due to Taillard (1994) . Instances TA5180 are commonly considered easy and the corresponding results are not usually reported.
Since BRKGA-JSP obtained the optimal solutions to all these instances, we will focus our attention only on the instances TA0150 which are more dicult.
• DMU 80 problems denoted as (DMU01 DMU80) due to Demirkol et al. (1997) .
We compare our results with those obtained by the currently best performing approaches found in the literature, namely:
• i-TSAB (Nowicki and Smutnicki, 2005 );
• GES (Pardalos and Shylo, 2006 ); • TS (Zhang et al., 2007);  • TS/SA (Zhang et al., 2008);  • AlgFix (Pardalos et al., 2010) .
4.2. Conguration. All the computational experiments were conducted using the same conguration parameters shown in Table 2 . Balas and Vazacopoulos (1998) , Wennink (1995), Nowicki and Smutnicki (1996) , Vaessens et al. (1996) , Demirkol et al. (1997) , Jain (1998) Best values of %ARE are in bold.
To investigate the contribution of each of the components included in BRKGA-JSP (Genetic Algorithm, Tabu Search, LS1+_AKERS_EXT, and Chromosome Adjustment) we conducted the additional experiments using the components described in Table 4 . 
GA
Run BRKGA alone, using chromosome adjustment.
GA-TS Run BRKGA with Tabu Search and chromosome adjustment.
GA-AK
Run BRKGA with the LS1+_AKERS_EXT search and chromosome adjustment.
GA-AKTS
Run BRKGA with both LS1+_AKERS_EXT search and Tabu
Search, but without chromosome adjustment. Table 5 lists, for each problem class, %GA, %GA-TS, % GA-AK, and %GA-AKTS, the average % increase in makespan for GA, GA-TS, GA-AK, and GA-AKTS, respectively, with respect to the average makespans of the solutions obtained by BRKGA-JSP. Table 5 it is clear that the BRKGA alone does not perform well since it produces an overall average makespan increase of 15% with respect to the full algorithm. The combinations of the BRKGA with the tabu search (GA-TS) and with the LS1+_AKERS_EXT (GA-AK) produce better results. Nevertheless, they are 4% and 4.8%, respectively, above the ones produced by BRKGA-JSP. Combining the BRKGA with both the LS1+_AKERS_EXT search and the tabu search into GA-AKTS results in the best makespans of the four, with only an average makespan increase of 0.5% with respect to the solutions found by BRKGA-JSP. This shows that the addition of chromosome adjustment, used in the full algorithm (BRKGA-JSP), is consequential since it contributes to an additional average makespan reduction of 0.5%. It also clear that the good performance of the algorithm results mainly from the combination of the two local searches LS1+_AKERS_EXT and TS.
In terms of computational times, we cannot make any fair and meaningful comment since all the other approaches were implemented with dierent programming languages and tested on computers with dierent computing power. Hence, to avoid discussion about the dierent computers speed used in the tests, we limit ourselves to reporting in Table 6 the average running times per run for BRKGA-JSP, while for each of the other algorithms we only report, when available, the CPU used and the reported running times. We proled our runs and also include the percentage of the total time that was spent on each of the algorithm components of BRKGA-JSP (%GA genetic algorithm, %TS tabu search, and %AK LS1+_AKERS_EXT search). It is clear from Table 6 that BRKGA-JSP spends most of its time in the LS1+_AKERS_EXT search. i -TSAB was run on a Pentium at 900 MHz, TS was run on a Pentium IV at 1.8 GHz, TS/SA was run on a Pentium IV at 3.0 GHz and AlgFix and GES were run on a Pentium at 2.8 GHz.
Concluding remarks
This paper proposes a new heuristic for the job-shop scheduling problem. The heuristic is based on a biased random-key genetic algorithm (BRKGA) which uses a decoder with three phases. The initial phase uses a procedure that takes the chromosome and produces an active schedule. This is followed by a second phase which takes the active schedule and attempts to improve it with a local search that moves back and forth between two neighborhoods, one based on an extension of the graphical method of Akers (1956) and the other on the well-known tabu search based local improvement procedure of Nowicki and Smutnicki (1996) . Finally, in the last phase, the chromosome is adjusted to reect the solution found by the previous phases.
Computational experiments compared several congurations of the heuristic (phase 1 only, phases 1 and 2, and all three phases) and showed that the best results are achieved combining the BRKGA with the three phases (BRKGA-JSP) with phase 2 having the greatest contribution to makespan reduction. (Yamada and Nakano, 1992) , ve of nine open instances in class SWV (Storer et al., 1992) , nine of 32 open instances in class TA (Taillard, 1994) , and 42 of 56 open instances in class DMU (Demirkol et al., 1997) . For instance DMU18, one of the instances in class DMU, our new heuristic found a solution of value 3844, matching its previously best known lower bound and thus establishing, for the rst time, optimality for this instance.
Compared to results reported in the literature for other algorithms, BRKGA-JSP found the best average solutions for seven of nine problem classes, as shown in Table 3 . In classes LA and SWV11-15, the two classes for which BRKGA-JSP was not the best, it was second best with average solutions only 0.002% and 0.01%, respectively, above those of the winner.
6. Appendix 
