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ABSTRACT OF DISSERTATION

FROM MEAN TO QUANTILES: RETHINKING INDIVIDUAL DIFFERENCES IN
MATHEMATICS ACHIEVEMENT AND MATHEMATICS SELF-EFFICACY
The significance of this dissertation research is twofold with both methodological
advancement and empirical update. In this dissertation research, quantile regression (QR)
was introduced to social sciences researchers as a response to the weaknesses of the
traditional mean-based regression often referred to as multiple regression. General
advantages of QR includes being more flexible for modeling data with heterogeneous
conditional distributions, more robust to outliers, and having richer characterization and
description of the data. Results of QR allow researchers to not only describe a general trend
of changes in the effects of the independent variables across a continuous distribution of
the dependent variable but also provide information on characteristics of any shift in the
distribution caused by the independent variables. These shifts pertain to location, scale, and
shape shifts. This dissertation research reviewed graphical ways to examine location, scale,
and shape shifts, and more importantly, developed statistical ways to quantify location,
scale, and shape shifts (i.e., test for statistical significance of location, scale, and shape
shifts).
Overall, this dissertation demonstrated that the introduction of QR as an advanced
statistical procedure will advance the quantitative landscape of social sciences research.
The results of this dissertation showed that QR can detect the differential effects of
independent variables on the dependent variables that mean-based regression cannot detect
and therefore uncovers more detailed relationships. This quality of QR enables more indepth research than mean-based regression in many fields. The results of this dissertation
also showed that QR allows for the understanding of relationships between variables
outside the mean of the data, making it useful in understanding outcomes that are nonnormally distributed and that have non-linear relationships with the independent variables.
Finally, this dissertation introduced ways to detect and describe distributional shifts caused
by the independent variables. The median regression line describes the (central) location
shift. In addition to the estimated location shifts, the other QR lines provide information
about the scale and shape shifts. This dissertation developed the bootstrapping approach to
test for statistical significance when comparing location, scale, and shape shifts between
parameters within and between samples (i.e., studies).
This dissertation research applied QR to the examination of individual differences
in mathematics achievement and mathematics self-efficacy, using the 2003 and 2012
Programme for International Student Assessment (PISA) data. The QR results showed that

the effects of many student characteristics were not constant across the mathematics
outcomes distributions (i.e., mathematics achievement and mathematics self-efficacy).
This suggested that individual differences were valued heterogeneously across the
mathematics outcomes distributions. There was only one statistically significant location
shift in terms of individual differences associated with family structure in both mathematics
achievement and mathematics self-efficacy between 2003 and 2012. There was only one
statistically significant scale shift in terms of individual differences associated with father
SES in mathematics achievement for the middle 40 percent of the students between 2003
and 2012. There was only one statistically significant scale shift in terms of individual
differences associated with gender in mathematics self-efficacy for the middle 40 percent
of the students between 2003 and 2012. There was only one statistically significant shape
shift in terms of individual differences associated with gender in mathematics self-efficacy
between 2003 and 2012. Even though QR and LMR results can be similar in terms of
statistical significance, they can differ dramatically in magnitude. Students’ age, gender,
and socioeconomic status were typical examples in this study. The effect of student age
generally became more positive as student mathematics achievement increased in 2003.
This suggests that age had a stronger effect on better-performing students than lowerperforming students in 2003. It also means that there are more age differences in the upper
tail of student mathematics achievement distribution than in the lower tail.
KEYWORDS: Quantile Regression, Mathematics Achievement, Mathematics Selfefficacy, Programme for International Student Assessment (PISA)
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CHAPTER 1. STATEMENT OF THE PROBLEM
1.1

Introduction
Educational outcomes, often referred to as schooling outcomes such as cognitive

and affective outcomes of students, are perhaps the most important indicators of
educational quality (Biggs, 1993; Chen, Chiu, & Wang, 2015; Marsh & Roche, 1997).
Many national and international student assessment efforts are centered around educational
outcomes, such as the National Assessment of Educational Progress (NAEP) and
Programme for International Student Assessment (PISA). Education researchers studying
educational outcomes typically employ the statistical concept of mean as a measure of the
central tendency (location) to describe any patterns in educational outcomes. Some
researchers refer to this statistical practice as providing a one-size-fits-all solution that
often falls short of the diversity of the student population (e.g., Reeves & Lowe, 2009).
According to these researchers, this statistical practice appeals to policymakers who often
envision their task to be that of devising a universal solution for a public need whose
justification is based on cost efficiency and reliability of implementation in a bureaucratic
setting.
One example of this is the public school busing policy, designed during the late
1960s and implemented throughout the United States based on the average (mean) response
of parents, with the goal to eliminate segregation. Nonetheless, it failed to consider how
parents in population centers of varying sizes might react to the prospect of their children
being compulsorily bused to school. Investigating this matter with national data, Coleman,
Kelly, and Moore (1975) found that the reaction to busing led to the resegregation of
schools in many parts of the country, the opposite of what policymakers had intended.
Historically, many mistakes in policymaking stem from insufficient knowledge
about the heterogeneity of responses that exist within the population that a certain policy
is intended to influence (Reeves & Lowe, 2009). If a policymaking process rarely yields
1

any unitary agreement in a straightforward manner, then a mean-based policy implication
tends to be an oversimplification of the reality. Even experienced researchers often do not
realize that people at different locations (positions) of a response distribution can behave
very differently (sometimes in a dramatic way). Hohl (2009) argues that the routine use of
standard regression analysis makes some researchers constrain the scope of their research
inquiry, not only leaving some potentially important educational research issues unasked
but also failing to address a broader range of research questions (see also Gigerenzer,
1991).
Technically, multiple regression analysis has been the mainstream method of
research to provide mean-based inferences since the 1960s. During the following decades,
statistical innovations in analytic techniques have been noteworthy, with such sophisticated
statistical advancements as structural equation modeling (SEM) and hierarchical linear
modeling (HLM) (see Reeves & Lowe, 2009). However, these advanced statistical
approaches still share a very essential characteristic with the more traditional multiple
regression approach; that is, they all estimate conditional mean (mean-based) relations
between a dependent variable and a number of independent variables. Because of this, these
advanced statistical approaches inherit the limitations of the more traditional multiple
regression approach. The bottom line is that, while mean-based research offers information
about the central tendencies of the targeted population, it does not guarantee that the effects
are uniform across the entire distribution (Reeves & Lowe, 2009).
1.2

Methodological Concerns
Research based on the traditional multiple regression analysis (or similar mean-

based statistical techniques) that centers around the mean with ordinary least squares
(OLS) as their chief algorithm of estimation has inherent limitations (Hao & Naiman,
2007). First, under OLS, assumptions of normality and homoscedasticity (to be discussed
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in detail in Chapter 2) frequently fail. Second, OLS cannot be readily extended to noncentral locations. Third, OLS can easily become a misleading measure of central
locations in the presence of outliers, observations that are very distant from the main
body of observations. In other words, the presence of outliers can dramatically change the
magnitude of regression coefﬁcients and even the direction of coefﬁcient signs (i.e., from
positive to negative or vice versa). Finally, the single focal point of central location has
long steered researchers away from the properties of the whole (entire) distribution and
focusing exclusively on central tendencies fails to capture informative trends in the
response distribution. Obviously, an alternative statistical technique that can address
these OLS limitations needs to be explored. “So, if assumptions of normality and
homoscedasticity are violated or previous research suggests the need to explore the
relationship of variables across the distribution, quantile regression (QR) is a better
alternative” (Chen & Chalhoub-Deville, 2014, p. 64).
Quantile refers to “simply the value that corresponds to a specified proportion of
an (ordered) sample of a population” (Gilchrist 2000, p. 1). A commonly-used quantile is
the median, which is equal to a proportion of .50 of the ordered data, corresponding to a
quantile with a probability of .50 of occurrence. Quantiles hereby mark the boundaries of
equally-sized, consecutive subsets; or one can think of quantiles as cut-off points dividing
a set of observations into equal sized groups. For example, quartiles are the 3 cut-off
points that divide a dataset into four equal size groups. Obviously, there are one fewer
quantiles than the number of groups created.
Q-quantiles are values that partition a finite set of values into q subsets of equal
sizes. There are (q - 1) groups of the q-quantiles, one for each integer k satisfying 0 < k <

3

q. In some cases the value of a quantile may not be uniquely determined (e.g., the median
or 2-quantile of a uniform probability distribution on a set of even size). Quantiles can
also be applied to continuous distributions, providing a way to generalize rank statistics
to continuous variables. For example, a student scores at the t-th quantile of a
standardized test if the student performs better than the proportion t of the reference
group of students and worse than the proportion (1- t). Obviously, half of students
perform better than the median student and half perform worse. There are some specific
commonly used terms such as “quartiles” that divide the population into four segments
with equal proportions of the reference population in each segment, “quintiles” that
divide the population into ﬁve parts, and deciles into ten parts (Koenker, 2006).
Koenker and Bassett (1978) introduced quantile regression that models
conditional quantiles as functions of predictors (independent variables). While the
traditional multiple (linear) regression model specifies the change in the conditional mean
of the dependent variable associated with some change in the covariates, the quantile
regression model specifies changes in the conditional quantiles of the dependent variable
associated with some change in the covariates. To be specific, any regression model
focuses on the expectation of a variable Y conditional on the values of a set of variables
X. The traditional linear regression model restricts exclusively on the mean of the Y
conditional distribution, whereas quantile regression extends this approach, allowing one
to study the conditional distribution of Y on X at different quantiles and thus offering a
global view on the interrelations between Y and X (see Davino, Furno, & Vistocco,
2013). Therefore, the quantile regression model responds to the weaknesses of the
traditional linear regression model by providing not just a general trend of how changes

4

happen across a continuous distribution of some dependent variable (e.g., academic
achievement) but also information about location and shape of any shift in distribution.
Reeves and Lowe (2009) compared OLS and quantile regression results. They
demonstrate striking disparities between OLS and quantile regression coefficients and
cast serious doubt on the popular focus of research on the estimation of conditional mean
relations among variables. Their conclusion is that OLS coefficients are misleading.
Consequently, it is appropriate and important to reexamine the general literature based on
the traditional linear regression. Part of the existing research literature on mathematics
education inherits the limitation of the traditional linear regression. Apart from
introducing and demonstrating quantile regression with mathematics achievement and
mathematics self-efficacy as the dependent variables, this study aims to reexamine
individual differences in these outcome measures. For this reason, a literature review on
individual differences in mathematics achievement and mathematics self-efficacy is
provided in this chapter.

1.3

Purpose of This Study
The primary purpose of this study is three-fold: (a) to introduce the statistical

technique of quantile regression to educational research, (b) to demonstrate the practical
application of quantile regression to educational research (e.g., to discuss data conditions
to use quantile regression), and (c) to investigate individual differences in mathematics
achievement and mathematics efficacy for the population of 15-year-old students in the
United States based on two cycles of PISA data (2003 and 2012). Regarding (a) and (b)
above, the focus is logically on the different analytical results between traditional linear
regression and quantile regression. This methodological focus will gauge the level of
5

inadequacy of traditional linear regression and display additional information that
quantile regression can uniquely provide. Regarding (c) above, the following research
questions will be addressed:
1. Do students’ demographic characteristics influence their mathematics
achievement differently at different levels of mathematics achievement
distribution?
2. Do students’ demographic characteristics influence their mathematics selfefficacy differently at different levels of mathematics self-efficacy
distribution?
3. Are individual differences in mathematics achievement persistent during the
first decade of the 21st century (between 2003 and 2012)?
4. Are individual differences in mathematics self-efficacy persistent during the
first decade of the 21st century (between 2003 and 2012)?
Specifically, the first two questions both demonstrate the application of quantile
regression and examine how much individual differences in mathematics achievement
and mathematics self-efficacy vary across different locations of scores in mathematics
achievement and mathematics self-efficacy (using PISA data from 2003 and 2012
separately). The last two questions compare quantile regression results between 2003 and
2012 to identify the trend (pattern) of individual differences in mathematics achievement
and mathematics self-efficacy. To lay the foundation for addressing these questions, it is
necessary to provide a literature review on individual differences in mathematics
achievement and mathematics self-efficacy.

6

1.4

Literature Background
1.4.1

Mathematics Achievement

Mathematics literacy is important to both individuals and societies (De Smedt,
Verschaffel, & Ghesquière, 2009; Ma, 1997; National Council of Teachers of
Mathematics, 1989, 2000; National Mathematics Advisory Panel, 2008). Specifically,
adequate preparation in mathematics increases individuals’ future educational and
occupational opportunities. Meanwhile, the focus of the modern world on a
technologically-advanced society demands a mathematically literate workforce. Under
these recognitions, it is only natural and logical to see many public concerns about
mathematics education in the United States in recent years (Banilower et al., 2013).
International comparisons of mathematical literacy, such as PISA, have shown
that the United States is below the international average. According to the 2012 PISA
results, the United States’ average score in mathematics literacy was 481, lower than the
international average of 494. In fact, the American students’ average scores have been
lower than the international average scores in each assessment cycle from 2000 to 2012
(Kelly et al., 2013; Lemke et al., 2004). This study joins the effort by many other
researchers in attempting to understand the “movers and shakers” of mathematics
achievement among students in the United States (from the perspective of individual
differences), with the goal to help improve mathematics achievement of American
students.
Several studies have found that students’ demographic characteristics are major
predictors of their mathematics achievement. Specifically, considerable empirical
literature on mathematics achievement examines age, gender, socioeconomic status
(SES), race-ethnicity (or immigration), family structure, and home language. The interest
7

in these student characteristics resides in the fact that they are what are often referred to
as exogenous variables that affect other variables but are not affected by other variables.
Age
Age has been identified as one of the most significant predictors of academic
growth in mathematics achievement (Ma, 1999, 2005; Willms & Jacobsen, 1990).
Specifically, students who are relatively young in the same grade level cohort tend to
grow faster in mathematics achievement than those who are relatively old. Several
longitudinal studies have reported that children’s early access to quantitative knowledge
influences their mathematics achievement during later school years (Duncan et al., 2007;
Geary, 2011; Jordan, Kaplan, Ramineni, & Locuniak, 2009). Murayama, Pekrun,
Lichtenfeld, and vom Hofe (2013) followed students from Grade 5 to Grade 10 and
indicated that being able to perform well in Grade 5 is important to mathematics
achievement in subsequent school years.
Gender
Gender is the classic demographic characteristic often considered when one
examines students’ mathematics achievement. Hyde, Lindberg, Linn, Ellis, and Williams
(2008) found that the gender gap in mathematics achievement has been diminishing or
even vanishing in the United States. Lindberg, Hyde, Petersen, and Linn (2010)
conducted a meta-analysis about gender differences in mathematics achievement, and
they found that such differences in are very small and not clearly in favor of any gender.
Interestingly, these researchers criticized the single focus of most research, which
compares means of both genders. Of course, their intuitive criticism of the mean-based
comparisons is not intended to bring in quantile regression for a better understanding of
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the distribution of gender differences across the spectrum of mathematics achievement.
Instead, their criticism (rightfully) takes aim at the neglect of researchers on the variances
of both genders:
In modern statistical terms, the hypothesis is that, independent of mean-level
differences, males have a greater variance than females do on the intellectual trait
of interest. Thus, the hypothesis states that men are more likely than women to be
at both the top and the bottom of the statistical distribution of mathematics
performance. (p. 1127)
The present study, due to its uniquely effective statistical approach, is able to naturally
address the variance issue in gender differences in mathematics achievement.
Socioeconomic Status
Educational and occupational opportunities are often unequally distributed among
students of varying socioeconomic status (SES). High SES students are more likely to
enroll in advanced academic courses leading them to college education, whereas low SES
students are more likely to avoid advanced academic courses leading them to vocational
training (Davies & Guppy, 2006; Krahn & Taylor, 2007; Sirin, 2005). Family SES
influences academic achievement directly (providing resources at home) and indirectly
(creating values generated by social capital or contacts), both impacting individual
productivity (Coleman, 1988). Studies have long revealed a positive relationship between
family SES and mathematics achievement among students (e.g., Baker, Goesling, &
LeTendre, 2002; Caro, 2009; Pitiyanuwat & Campbell, 1994; Yang, 2003).
Immigrant Status

9

Working with available (PISA) data, this study was confined to examine
immigrant status (rather than race-ethnicity). Nonetheless, mathematics achievement
often differs between immigrant students and native students in favor of immigrant
students from economically developed and politically stable countries whose language is
the same as the instructional language (Barrett, Barile, Malm, & Weaver, 2012; Levels,
Dronkers, & Kraaykamp, 2008; Wang & Goldschmidt, 1999). Language barriers are not
the only factor that affects mathematics achievement of immigrant students. Levels et al.
(2008) suggested that an origin country’s level of economic development also negatively
affects immigrant students’ mathematics achievement and that immigrant students from
more politically stable countries also achieve better in mathematics. Overall, Martin,
Liem, Mok, and Xu (2012) concluded that factors relevant to mathematics achievement
of immigrant students include age, gender, SES, language background, and age of arrival
(in a new country). Again, interestingly, these researchers also intuitively or insightfully
suggested that immigrant status may effectively explain the lower mathematics
achievement of immigrant students, implying that analysis of different locations in the
mathematics achievement distribution can become very informative when one discusses
immigrant status related to individual differences in mathematics achievement.
Family Structure
Many studies indicate that family structure is a statistically significant predictor of
students’ mathematics achievement (Chiu, 2010; Martin, 2012; Schiller, Khmelkov, &
Wang, 2002). Specifically, as Hampden-Thompson (2013) and Marks (2006) have
concluded, students from two-parent families outperform their counterparts from singleparent families in mathematics achievement. These researchers attributed these
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differences to students’ socioeconomic background. Chiu and Zheng (2008) examined
the effects of family structures on students’ mathematics achievement across 41 countries
and found that students scored higher in mathematics achievement when living with two
parents, without grandparents, and with fewer siblings (especially fewer older siblings).
They explained that two parents provide more resources and learning opportunities for
their children, but grandparents and siblings usually compete for family resources.
Language at Home
Studies indicate that there is a significant correlation between language
proficiency and mathematics achievement (Cheng, Li, Kirby, Qiang, & Wade-Woolley,
2010; Secada, 1996; Tate, 1997). Students who are English language learners (ELLs)
scored lower in mathematics achievement than native (proficient) speakers of English
(when tests are given in English) (Abedi & Lord, 2001; Guglielmi, 2012; Haag, Heppt,
Stanat, Kuhl, & Pant, 2013; Roberts & Bryant, 2011). On the instruction level, it is
difficult for ELLs students to relate to the language of instruction and to make meaning
of that language within a mathematical context. Language barriers for students who are
not taught in their mother tongue lead to misunderstanding of mathematical word
problems (Gorgorió & Planas, 2001). On the item level, items with high linguistic
properties in a mathematics assessment may measure construct irrelevant language
competencies. These items can be more difficult for ELLs students and therefore less
likely to capture their mathematical competencies compared with native speakers
(Martiniello, 2008, 2009).
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1.4.2

Mathematics Self-efficacy

Mathematics self-efficacy is also often viewed as the main criterion variable when
analyzing the outcomes of mathematics education (Schulz, 2005; Larson, Pesch,
Surapaneni, Bonitz, Wu, & Werbel, 2015). Mathematics self-efficacy has been defined as
“individuals’ judgments of their capabilities to solve specific math problems, perform
math-related tasks, or succeed in math-related courses” (Pajares & Miller, 1994, p.194).
Research shows that mathematics self-efficacy can affect students’ selections of
the area they want to study and their future career choices in general (Hackett and Betz,
1989; O’Brien, Martinez-Pons, & Kopala, 1999; Waller, 2006; Larson et al., 2014), and
the process of mathematics learning specifically (Chen, 2003; Schulz, 2005; Usher,
2009). In addition, some meaningful relations have been observed between students’
preferences, self-regulatory strategies, interest, and options on mathematics with
mathematics self-efficacy (O’Brien et al., 1999; Rottinghaus, Larson, & Borgen, 2003;
Shams, Mooghali, & Soleimanpour, 2011). This review focuses on individual differences
in mathematics self-efficacy.
Age
Meehan (2007) compared mathematics self-efficacy of third, fourth, and fifth
graders and found that there is no significant difference between these groups. However,
Phan (2012) found that the third- and fourth-grade students’ mathematics self-efficacy
increased over time. Furthermore, Phan (2012) explored the impact of the four factors
indexing self-efficacy (enactive performance accomplishments, emotional states, enactive
performance accomplishments, and social persuasion) on the initial status and growth of
mathematics self-efficacy. Specifically, enactive performance accomplishments are
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associated positively with the growth of mathematics self-efficacy. Children's emotional
states are associated negatively with the growth of mathematics self-efficacy. Enactive
performance accomplishments and social persuasion associated positively with the initial
levels of mathematics self-efficacy. Shanley (2014) examined mathematics self-efficacy
development in Grade 3 through Grade 8 and found that there was a negative rate of selfefficacy development in the middle school years. Shanley (2014) explained the reasons
for the declines in mathematics self-efficacy in the middle grades as 1) competition,
experiences of difficulty and/or failure, 2) sometimes inflexible pace and environment of
formal schooling, 3) middle school students tend to demonstrate less engagement and less
motivation as compared to their younger peers, 4) the increasing complexity of
mathematics content in the middle grades, and 5) a reflection of the development of
negative mathematics identities commensurate with reduced rates of mathematics growth
in the middle grades. Jacobs et al. (2002) examined the relationship between self-efficacy
and values for mathematics and found that the decrease in values, which has been linked
to the transition to junior high, is one of the reasons for the dip in students’ mathematics
self-efficacy.
Gender
Numerous studies document that boys tend to report higher mathematics selfefficacy than girls (Eccles 1994; Else-Quest, Hyde, & Linn, 2010; Watt, 2006; Williams,
& Williams, 2010; Else-Quest, Hyde, & Linn, 2010; Sax, Kanny, Riggers-Piehl, Whang,
& Paulson, 2015). These gender differences in mathematics self-efficacy are often
explained in terms of gender stereotypes and gender role socialization (Sax, Kanny,
Riggers-Piehl, Whang, & Paulson, 2015; Williams, & Williams, 2010; Shanley, 2014).
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That is, mathematics frequently is considered a “male” domain. Additionally, there are
some methodological issues and potentially confounding factors to consider. For
example, boys tend to rate themselves higher than girls when given an absolute scale, but
girls often rate themselves higher when asked to make comparative judgments of their
abilities (Pajares, Miller, & Johnson, 1999). Also, girls have been found to provide more
modest self-evaluations than boys (Wigfield, Eccles, & Pintrich, 1996). Huang (2013)
found that the significant gender differences in mathematics self-efficacy emerged in late
adolescence. Schunk and Lilly (1984) found that gender differences in mathematics selfefficacy disappeared when girls received clear performance feedback, and some scholars
found that the gender differences in mathematics self-efficacy might be diminishing
(Marsh and Yeung 1998; Watt 2000, Kenney-Benson, Pomerantz, Ryan, & Patrick, 2006;
Griggs, Rimm-Kaufman, Merritt, & Patton, 2013; Goodwin, Ostrom, & Scott, 2009;
Ayotola and Adedeji, 2009).
Socioeconomic Status
Socioeconomic status has consistently been found to be an important variable in
directly explaining variance in student mathematics self-efficacy (Saha, 1997; Shanley,
2014; McConney & Perry, 2010). Judge and Hurst (2008) found that individuals who
report higher levels of self-efficacy are more likely to attain higher SES levels in the form
of larger salaries, more satisfactory occupational status and higher job satisfaction. They
explained that SES is an indicator of access and opportunity, which often leads to
experience. Self-efficacy naturally follows SES, based on its relationship with
experience, achievement and success (Bleeker & Jacobs, 2004; hanley, 2014). Besides,
Balli, Wedman, & Demo (1997) mentioned that students from higher SES backgrounds

14

have more resources and their parents are better prepared to assist them than students
from lower SES backgrounds. Familial SES is linked to students’ self-efficacy indirectly
through its effects on parents' perceived efficacy and academic aspirations (Bandura,
Barbaranelli, Caprara, & Pastorelli, 2001). Some researchers examined how parental SES
has an effect on the mathematics self-efficacy, in terms of parental involvement and
parental perceptions of their children’s math abilities. For example, Hill, Castellino,
Lansford, Nowlin, Dodge, Bates, and Pettit (2004) found that highly educated parents
(education is an index of SES) who were academically involved not only increased
students’ self-efficacy but also improved students’ behavior and achievement. Bleeker
and Jacobs (2004) found that the effect of mothers’ perceptions of their children’s math
abilities on the adolescents’ subsequent math self-efficacy and career choices was quite
significant, and they mentioned that SES is likely to be related to parental expectation in
math.
Immigrant Status
Immigrant status is another important factor that might have an impact on
mathematics self-efficacy. International studies have shown differences in mathematics
self-efficacy concerning immigrant status (see Elley, 1992; OECD, 2001). According to
the PISA 2003 results, although there is no significant difference worldwide between the
self-efficacy reported by first-generation and native students, second-generation students
report significantly lower levels of self-efficacy than their native peers across the OECD
countries. In more than half of the countries in this report, first-generation and secondgeneration students report similar or higher levels of self-efficacy (OECD, 2006). Stanat
and Christensen (2006) found that there is a group of countries where immigrant students
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report lower mathematics self-efficacy, even though they show similar levels of selfconcept in mathematics. That is, relative to their native peers, immigrant students believe
in their ability in mathematics, but when it comes to completing specific and potentially
challenging tasks, they tend to lack confidence.
Family Structure
Family structure is also viewed as an important factor in the development of selfefficacy beliefs (Schneewind & Pfeiffer, 1995). Some research findings support the
conclusion that experiences within the family, including family structure, particularly
affect the development of self-efficacy (Schneewind & Pfeiffer, 1995; Jackson and Tein
1998). Pearson (2009) studied the relationship between family environment factors
(conflict in the family, support in the family, and affection in the family) and
mathematics self-efficacy. Pearson (2009) found that support and affection in the family
were significantly related to increased self-efficacy while conflict in the family was
significantly related to decreased self-efficacy. The available evidence on the relation
between family structure and students’ self-efficacy reveals that individuals from twoparent homes consistently reported higher levels of self-efficacy compared to children
from single-parent homes (Kalter et al. 1984; Long et al. 1987; Kurtz and Derevensky
1993).
Language at Home
Zajacova, Lynch, and Espenshade (2005) studied the relationship between
academic self-efficacy and the effect of perceived stress on academic self-efficacy for
immigrant and minority students. They found that students who speak English as the
primary language at home have higher academic self-efficacy than their counterparts.
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Cubukcu (2008) highlighted the relationship between foreign language-speaking anxiety
and self-efficacy for students who speak non-English as the primary language at home.
These students feel more tense and nervous when speaking in class because they think
that their peers speak better Englishthan they do. They also perceive that their classmates
are better than they are, so they are embarrassed to talk in class, which decreases their
self-efficacy.

1.5

Significance of the Study
The significance of this study speaks to both methodological advancement and

practical update. The introduction of quantile regression as an advanced statistical
procedure will allow education researchers to make significant progress in the analysis of
educational data. The use of quantile regression in the educational field is relatively rare,
although quantile regression has become a common statistical tool in many other fields
(Chen & Chalhoub-Deville, 2014). This study attempts to advance the quantitative
landscape of educational sciences by adding to its toolbox quantile regression as an
effective statistical technique. There is no doubt that the introduction of quantile
regression to educational research will greatly strengthen the power of quantitative
research in educational sciences. This is an important methodological contribution of this
study to educational research.
Equity in the learning outcomes of mathematics has been a critical issue in
mathematics education (e.g., Secada, 1992). The reexamination of individual differences
in mathematics achievement and mathematics self-efficacy will generate more credible
implications for educational policy and practice. This is important because research in
mathematics education has been “unable to predict student patterns (e.g., achievement,
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participation, and the ability to critically analyze data or society) based solely on
characteristics such as race, class, ethnicity, sex, beliefs and creeds, and proficiency in the
dominant language” (Gutierrez, 2002, p. 153). This argument makes the study of
individual differences in mathematics achievement and mathematics self-efficacy both
unique and critical. Any improved methodology contributes greatly to this cause. This
study introduces a better statistical technique (i.e., quantile regression) that will make the
study of individual differences in education outcomes much more credible.

1.6

Structure of This Study
This study consists of five chapters. Chapter 2 discusses the traditional mean-

based approach in examining the outcomes of education (e.g., basic principles, statistical
assumptions, and estimation methods). Chapter 3 demonstrates the quantile regression
approach (e.g., estimating parameters, estimating standard errors and confidence
intervals, graphically viewing sets of coefficients estimates and their confidence intervals,
testing hypothesis, and assessing goodness of fit). Chapter 4 is an application of both
mean-based regression and quantile regression to individual differences in mathematics
achievement and self-efficacy (for comparative purposes). Chapter 5 summarizes and
concludes the quantile regression approach for research in social sciences.
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CHAPTER 2. REVIEW OF MEAN-BASED REGRESSION
2.1

Basic Principles of Mean-Based Regression
The purpose of regression analysis is to reveal the relationship between a

dependent variable and a number of independent variables. Traditional regression
analysis is mean-based in that traditional linear regression describes a distribution by
using the mean for the central location and the standard deviation for the dispersion (Hao
& Naiman, 2007). That is, a traditional linear regression uses the mean for the central
location, assuming that the relationship between the dependent variable (Y) and
independent variables (Xp, p = 1, 2, … n) is linear. Specifically, an analysis of the
relationship between the dependent variable and independent variables is achieved by
describing the mean of the dependent variable for each fixed value of the independent
variables.
In real applications, the dependent variable cannot be predicted exactly from the
independent variables. Instead, the response (outcome) for a fixed value of each
independent variable is a random variable. For this reason, researchers often summarize
the behavior of the response for fixed values of the predictors using measures of central
tendency (Hao and Naiman, 2007). Typical measures of central tendency are the average
value (mean), the middle value (median), or the most likely value (mode). Traditional
regression analysis is focused on the mean. That is, one summarizes the relationship
between the dependent variable and independent variables by describing the mean of the
response of each fixed value of the predictors, using a function referred to as the
conditional mean of the response.

The mean-based nature of the multiple regression analysis can be sensed from
various perspectives. For example, in the case of one dependent variable Y and one
independent variable X, the mean of Y and the mean of X as a (coordinate) point is
precisely on the regression line. Similarly, the intercept of a regression model is
interpreted as the average (mean) Y value for those subjects with zero value for each
independent variable in the model.
Mean-based regression analysis has long been the typical mainstream method of
education research to analyze educational outcomes. The idea of modeling and fitting the
conditional-mean function is at the core of a broad family of regression-modeling
approaches, including the familiar simple linear-regression model, multiple regression
model, and nonlinear regression models (Hao and Naiman, 2007). Specifically, meanbased regression analysis has certain good properties. Under ideal conditions, they are
capable of providing a complete and simple description of the relationship between the
independent variables and the dependent variables distribution. In addition, using meanbased regression analysis leads to estimators (either least squares or maximum
likelihood) that possess attractive statistical properties, are easy to calculate, and are
straightforward to interpret. Mean-based regression analysis has been applied widely in
the social sciences, particularly in the past half century, and regression modeling of the
relationship between a continuous response and covariate via least squares and its
generalization is now seen as an essential tool. Mean-based regression sometimes is
referred to as a one-size-fits-all approach.
The relationship between the dependent variable and independent variables is
modeled through an error variable εi, an unobserved random variable that adds “noise” to
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the linear relationship. The noise, εi, captures all other factors which influence the
dependent variable other than the independent variables. The noise may include
measurement errors, those variables that may be observable but that the researcher
decides not to include as independent variables, as well as those variables that are hard to
measure. According to Berry (1993), the actual value of Y for an individual observation,
i, is determined by both the independent variables and the error term εi, as in Equation
2.1.
Yi =β0 + β1X1i +…+ βnXni + εi,

(2.1)

Yi is the dependent variable or response variable; Xp (p = 1, 2, … n) are the independent
variables or explanatory variables. Yi is the score for individual i on the dependent
variable; Xpi is the score for individual i on the independent variable Xp. The intercept β0
is the expected value of Y when all values of the independent variables (Xp, p = 1, 2, …
n) are equal to zero. The coefficients βp (p = 1, 2, … n) are the slopes, which represent the
strength of the relationship between independent variables and dependent variable. For
each p, the coefficient βp can be interpreted as the change in the expected value of Y
associated with one unit increase in Xp.
Finally, εi is the error term, assumed to be identically, independently and normally
distributed with a mean of zero and an unknown variance of σ2. In probability theory, a
sequence or collection of random variables is independent and identically distributed
(i.i.d.) if each random variable has the same probability distribution as the others and all
are mutually independent (Clauset, 2011). For example, a sequence of two coin flips is
i.i.d. The distribution is independent because the outcome of the first coin flip does not
change the outcome of the second; the distribution is identical because any given
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outcome (heads, tails) has the same probability for the first flip as it does for the second:
heads is always 50 percent, and tails is always percent. Each outcome does not have to
have the same probability.
Equation 2.1 above is the population regression, the parameters of which are
unknown. However, given a sample of data from the population, these parameters can be
estimated. Most commonly, ordinary least squares (OLS) or linear least squares is used as
the method for estimating the unknown parameters in a linear regression model with the
goal of minimizing the differences between the observed responses and the responses
predicted by the linear approximation of the data.

2.2

Statistical Assumptions of Mean-Based Regression
Berry (1993) presents several assumptions about the nature of the disturbance

(error) term, the dependent variable, and the independent variables for a standard linear
regression model.
Assumption 1. The dependent variable should be quantitative, continuous, and
unbounded (i.e., range from –∞ to +∞), and all independent variables should be
quantitative or categorical (dichotomous eventually). All variables are measured without
errors.
Assumption 2. Each independent variable has some variance in value.
Assumption 3. There is no exact linear relationship between two or more of the
independent variables (i.e., there is no perfect multicollinearity).
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Assumption 4. At each set of values for the n independent variables, (X1i , X2i ,…,
Xni), the mean value of the error term is zero. That is, the disturbance term has a zero
mean.
Assumption 5. Each independent variable is unrelated with the error term.
Assumption 6. At each set of values for the n independent variables, (X1i , X2i ,…,
Xni), the conditional variance of the error term is constant; this is also known as the
assumption of homoscedasticity.
Assumption 7. For any two observations, error terms for different observations are
uncorrelated; this assumption is also known as a lack of autocorrelation.
Assumption 8. At each set of values for the n independent variables, (X1i , X2i ,…,
Xni), εi is normally distributed.
These eight assumptions are referred to as the Gauss-Markov assumptions. In
addition, Berry (1993) demonstrates that there are some other assumptions inherent in the
form of Equation 2.1.
Assumption 9. The effects of different independent variables are additive on the
expected value of the dependent variable. Therefore, when we interpret the meaning of
βp, it makes sense to state “when all other independent variables are held constant”
without specifying the values at which they are held constant. This assumption implies
that each independent variable’s effect on the dependent variable does not vary
depending on the value of the other independent variables. In other words, the slope of
one independent variable does not depend on the values of other independent variables.
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Assumption 10. Xi is said to be linearly related to Y if the change in the expected
value of Y associated with a small fixed increase in Xi is the same regardless of the value
of Xi, when all other independent variables are held constant. In other words, the slope
between Xi and the expected value of Y is constant.
Assumption 11. The regression model generated is appropriate for all data. It is
also called the one-model assumption (Hao & Naiman, 2007).
When assumptions are not met, the results may not be trustworthy because of
inflated Type I or Type II error; that is, overestimation or underestimation of significance
or effect size(s) (Osborne, & Waters, 2002). Given what we know of the importance of
assumptions to the accuracy of estimates and error rates, this in itself is alarming. There
is no reason to believe that the situation is different in other social science disciplines
(Osborne & Overbay, 2004). In reality, datasets rarely meet all of these assumptions.
Berry (1993) states that two of the assumptions (normality and homoscedasticity) are
commonly violated among social sciences data. Failure to meet assumptions can lead to
biased estimates of coefficients and especially biased estimates of the standard errors.

2.3

Estimation Methods of Mean-Based Regression
Ordinary least squares (OLS) is the chief concept of traditional regression

estimation. The OLS estimator is consistent when the independent variables are
exogenous and there is no perfect multicollinearity (Assumption 3), and it is optimal in
the class of linear unbiased estimators when the errors are homoscedastic and
uncorrelated (Assumptions 6 and 7). Under these conditions, the method of OLS provides
minimum-variance and mean-unbiased estimation when the errors have finite variances.
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In other words, provided certain assumptions are met, the mean effect is the single best
overall estimate of the relationship between an independent variable and its influence on
the dependent variable.
According to Berry (1993), if Assumptions 1 through 7 are met, then the OLS
estimators are described as best linear unbiased estimators (BLUE). “Gauss-Markov
theorem” states that in a linear regression model in which the errors have expectation
zero and are uncorrelated and have equal variances, the BLUE of the coefficients is given
by the OLS estimator. Here “best” means giving the smallest sampling variance, as
compared to the variance of any other linear unbiased estimators (Berry, 1993). With the
addition of assumption that the errors are normally distributed (Assumption 8), the
sampling distribution for each OLS regression coefficient estimator will also be normally
distributed. So, if Assumption 8 is met, we have an even better estimation. However,
datasets rarely meet all of these assumptions in reality.

2.4

Statistical Limitations of Mean-Based Regression
While quantitative social-science researchers have applied advanced methods to

relax some basic modeling assumptions under the mean-based framework, this
framework itself is seldom questioned (Hao & Naiman, 2007; Petscher & Logan, 2014;
Li. 2014; Yuan & Golpelwar, 2013). However, Reeves and Lowe (2009) warn that the
estimation of the mean conditional effect is no guarantee that the effect is uniform across
the whole distribution of the dependent variable (e.g., student mathematics self-efficacy
measure). If it is not uniform, policymaking that is based on the assumption that students
will respond similarly can depart seriously from the expected course.
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Above all, the central aim of the traditional regression is to estimate the means of
a dependent variable conditional on the values of the independent variables. This works
well when regression assumptions are met, but not when assumptions are unmet. That is,
although focusing on mean effect is useful and relevant to research studies, the mean
effect of OLS regression may not adequately characterize the underlying relations among
variables under many circumstances because of its inherent limitations as shown below
(Koenker, 2005; Hao &Naiman, 2007).
First, the mean-based regression modeling assumptions are not always met in
the real world, a fact that will be discussed in detail in Chapter 3. In particular, the
homoscedasticity assumption frequently fails and focusing exclusively on central
tendencies can fail to capture informative trends in the response distribution. Also,
heavy-tailed distributions commonly occur in social phenomena, leading to a
preponderance of outliers. The conditional mean can then become an inappropriate and
misleading measure of central location because it is heavily influenced by outliers. The
normality assumptions also may not be satisfied by some common social science data.
A dataset can be used to illustrate this limitation. In this example, the dependent
variable is mathematics self-efficacy of students in the United States based on 2012
PISA data. It is based on the PISA 2012 student questionnaire data, which includes
eight items (e.g., “I feel confident in understanding graphs presented in newspapers,”
OECD, 2013; Ünlü, Kasper, Trendtel, & Schurig, 2014). Figure 2.1 shows the
distribution of math self-efficacy. The histogram represents the distribution of math
self-efficacy, while the solid line represents the normal density function. Figure 2.1
reveals that the math self-efficacy greatly departs from a normal distribution.
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Secondly, the mean-based regression modeling cannot be readily extended to noncentral locations when summarizing the response for fixed values of independent
variables. However, some non-central locations are precisely where the interests of
social-science research often reside. For example, educational researchers seek to
understand and reduce SES gaps at mathematics achievements between the poor (lower
tail) and the rich (upper tail). Therefore, the focus on the central location has long
distracted researchers from using appropriate and relevant techniques to address research
questions regarding non-central locations on the response distribution. Using mean-based
regression models to address these questions may be inefficient or even miss the point of
the research altogether. Even worse, as alluded to earlier, mean-based regression can be a
misleading measure of central location in the presence of outliers under OLS.
Thirdly, the mean-based regression modeling cannot explore the relationship of
variables across the whole distribution. The focal point of central location, especially
mean, has long steered researchers’ attention away from the properties of the whole
distribution. It is quite natural to go beyond location and scale effects of independent
variables on the dependent variable and ask how changes in the independent variables
affect the underlying shape of the distribution of the dependent variable. For example,
many social-science researchers focus on educational inequality, an area that requires
close examination of the properties of an entire SES distribution. The central location, the
scale, the skewness, and other higher-order properties –not central location alone –
characterize a distribution. Thus, mean-based regression models are insufficiently
equipped to comprehensively characterize the relationship between a response
distribution and independent variables.
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Figure 2.1 Distribution of Students ‘Math Self-efficacy
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CHAPTER 3. INTRODUCTION TO QUANTILE REGRESSION
3.1

Brief History
An alternative to mean-based regression modeling has roots that can be traced to

the mid-18th century. This approach can be referred to as median-based regression
modeling (Koenker, 2005). It addresses some of the issues regarding the choice of a
measure of central tendency, as mentioned in Chapter 2. The method replaces leastsquares estimation, which is used in mean-based regression, with least-absolute-distance
estimation. While least-squares estimation is simple to implement without a need for
high-powered computing capabilities, least-absolute-distance estimation demands
significantly greater computing power.
The median-based regression modeling via least-absolute-distance estimation did
not become practical until the late 1970s, when computing technology was combined
with algorithmic developments, such as linear programming (Koenker, 2005). The
median-based regression modeling can be used to achieve the same goal as the meanbased regression modeling: to represent the relationship between the central location of
the response and a set of covariates. In addition, when the distribution is highly skewed,
the median is often thought to provide more easily interpretable information than the
mean. As a result, the median-based regression modeling has the potential to be more
informative than the mean-based regression modeling. Koenker and Bassett (1978)
extended the median-based regression model to conditional quantiles of the dependent
variable, such as the 75th percentile, and introduced quantile regression as a better
methodological alternative to OLS regression.

3.2

Concept of Quantiles
In general, the pth quantile denotes that value of the response below which the

proportion of the population is p. Thus, quantiles can specify any position of a
distribution. For example, 3.7percent of the population lies below the 0.037th quantile.
The median is a special quantile, one that describes the central location of a distribution.
Conditional-median regression is a special case of quantile regression in which the
conditional 0.5th quantile is modeled as a function of covariates. More generally, other
quantiles can be used to describe non-central positions of a distribution. The quantile
notion also generalizes specific terms like quarter (0.25th quantile), quintile (0.20th
quantile), decile (0.10th quantile), and percentile (e.g., 0.35th quantile).

3.3

Structure of Quantile Regression
The relation between a given quantile and a selected score on the dependent variable

occurs through a minimization process of the sum of absolute residuals, compared to the
sum of squares in OLS regression models. This minimization idea can be extended to the
estimation of coefficients associated with independent variables. Consider a very simple
quantile regression model with only one independent variable as shown in Equation 3.1.
yi (τ)=β0 (τ)+ β1(τ)xi+ εi(τ)

(3.1)

This quantile regression model is structurally similar to that of Equation 2.1 of
OLS regression (i.e., both include the intercept, slope, and error parameters). The
superscript τ above the intercept, slope, and error parameters denotes the quantile at
which the equation is estimating the association between yi and xi. This structure can be
easily extended to include multiple independent variables.
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3.4

Advantages of Quantile Regression
Quantile regression and OLS regression are similar in some respects, as both

models deal with a continuous-response variable that is linear with unknown parameters.
However, quantile regression and OLS regression model different numbers of regression
lines (OLS regression model has only one regression line) and rely on different
assumptions about error terms. Compared to OLS regression, quantile regression is more
flexible for modeling data with heterogeneous conditional distributions, more robust to
outliers, and has richer characterization and description of the data (Hao & Naiman,
2007).
The dataset of the Programme for International Student Assessment (PISA)
2012 is used to illustrate the advantages of quantile regression. PISA is an international
study that measures the ability of 15-year-old youths to use the knowledge and skills
that they have acquired at school in real world tasks and challenges. The illustration is
based on the national sample of 4,978 students in the United States (i.e., PISA 2012).
Data analysis in this chapter as well as the next chapter will center around two
important outcomes: math achievement and math self-efficacy. Given that this chapter
focuses on the introduction of quantile regression, specific issues about the PISA data
and variables involved in the present study will be addressed in the next chapter.
In the following section, the focus is on the limitations of the traditional linear
regression model and how the quantile regression model can amend those limitations.
This includes the inadequacy of the conditional mean to describe the whole distribution,
violations of the homoscedasticity assumption, the normality assumption, and outliers.
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3.5

Quantile Regression Advantage on Distribution
The mean-based regression focuses on modeling the conditional mean of a

dependent variable without capturing informative trends in full conditional distributional
properties of the dependent variable (Porter, 2015). In contrast, the quantile regression
model facilitates analysis of the full conditional distributional properties of the response
variable.
Results from OLS regression of math self-efficacy on gender are presented in
Table 3.1. The first column in Table 3.1 presents the coefficients and standard errors for
the OLS linear regression model. When fitting the Equation 2.1 of OLS regression using
male as the covariate, the fitted regression equation takes the form as:
Math Self-efficacy=0.01+.27 *male

(3.2)

For the linear regression model, the intercept value was 0.01, reflecting the mean math
self-efficacy for female students. The male slope for the math self-efficacy in the linear
regression model is .27. This means that the slope coefficient for male students was
positive and indicated that male students had higher math self-efficacy than female
students by .27 points on average.
Assuming the fitted model to be a reflection of what happens at the population
level, these values would be interpreted as averages in subpopulations. For example, the
average math self-efficacy is .28 for male students and .01 for female students. Therefore,
OLS regression describes the location of the conditional distribution by utilizing the
mean of a distribution to represent its central tendency. The drawback is that researchers
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could be led astray by the OLS regression to choose “one size fits all” interventions by
adopting the mean (Reeves & Lowe, 2009; Porter, 2015).
Porter (2015) points out that quantile regression analyzes changes in a distribution
and thus allows researchers to understand how an independent variable affects the entire
distribution of a dependent variable, rather than just the mean or average. For the 2012
PISA data, quantile regression modeling allows for the estimation of the math selfefficacy gap between males and females at multiple points in the distribution of math
self-efficacy with no selected cut points and no constraints on the functional form of the
relation across the distribution of math self-efficacy. Quantile regression yielded a more
comprehensive evaluation of the relations between gender and math self-efficacy across
various points, from the highest to the lowest end of math self-efficacy.
Fitting Equation 3.1 with the PISA data yields estimates for the seven
conditional quantiles of math self-efficacy given or conditional on gender (see Table
3.1). The quantiles do not have to be equidistant, but in practice it is easier to interpret
when having them at equal intervals (Hao & Naiman, 2007). The coefficient for math
self-efficacy does not grow monotonically. These results are very different from the
conditional mean of the OLS regression.
The OLS results indicate that male students’ math self-efficacy scores are, on
average, .27 higher than female students. With OLS, this estimate is the male-female
differential at the mean of the math self-efficacy score distribution. However, the
quantile regression results tell a different story compared to the OLS results of math
self-efficacy. Firs, according to OLS, the intercept that is math self-efficacy for females
is not significant, but the quantile regression results show that it is significant among all
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quantiles examined. In addition, male-female differential in self-efficacy changes across
those quantiles. Specifically, at fifth percentile of the distribution, the male-female
differential is about .15, increasing to .16 at the median and then increasing to 1.20 at
the 90th percentile. This trend, which changes across the distribution, is masked when
using OLS to estimate the gender differential. Therefore, quantile regression shows the
whole picture and a broad view of the distribution, while OLS shows a narrow view of
the distribution.
3.5.1

Location and Shape Shifts

The conditional quantiles not only describe a conditional distribution, but also
can be used to summarize the location and shape shifts (see Figure 3.1 and Figure 3.2).
A location shift means shift of the distribution location, which is usually measured by
comparing means, medians, or other quantiles. A shape shift means changes of the
slopes. In Figure 3.1 and Figure 3.2, with the median and the off-median quantiles,
these 19 fitted quantile regression lines capture the location shift that is illustrated by
the line for the median, and shape shifts, which are presented by comparing the lines for
off-median quantiles.
Specifically, based on the PISA data, the fitted line is based on the OLS
regression model. Figure 3.1 presents the scatter-plot of math self-efficacy against the
gender effect, with the OLS regression lined superimposed. Obviously, the single
regression line indicates mean shifts (i.e., location shifts): a mean shift from .01 of
female math self-efficacy to .28 of male math self-efficacy, indicating a positive
relationship between conditional-mean math self-efficacy and gender. However, this
OLS regression line does not indicate or capture anything about shape shifts.
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The same data are used to generate the fitted lines based on the quantile
regression modeling. Figure 3.2 shows the same scatter-plot as in the 3.2a and the 19
quantile-regression lines. The .5th quantile (the median) fit captures the central location
shifts (similar to the case of conditional mean), indicating a positive relationship
between conditional-median math self-efficacy and gender. The slope is .16, which
means that there is a .16 shifting from female students to male students (.16 · (1 – 0)).
This shift is lower than the OLS regression mean shift.
In addition to the estimated location shifts, the other 18 quantile regression lines
provide information about shape shifts. These quantile regression lines are positive, but
with different slopes. The regression lines cluster more tightly at the female group but
deviate from each other more widely at the male group. Indeed, the shape shift is
described by the tight cluster of the slopes at the female group and the scattering of
slopes at the male group. For instance, Figure 3.2 illustrates the spread of the selfefficacy on the female group is wider than that on the male group at the low end of the
distribution: for the female group, the self-efficacy is from .54 for the .75th quantile to
2.27 for the .95th conditional quantile; for the male group, the self-efficacy is from .78
for the .75th quantile to 2.27 for the .95th quantile. Thus, the off-median conditional
quantiles isolate the location shift from the shape shift.
Therefore, while the mean-based regression restricts exclusively on the mean of
the conditional distribution, the quantile regression model extends this approach. This
allows the study of the conditional distribution of the dependent variable on
independent variables (covariates) at different quantiles, and thus offers a larger view
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on the interrelations between the dependent variable and independent variables (Davino,
Furno, & Vistocco, 2013).
In addition, since the spreads of math self-efficacy along the y-axis differ
substantially between the two gender groups in Figure 3.2, the homoscedasticity
assumption is violated for OLS, and the standard errors are not estimated precisely.
Therefore, the feature of quantile regression which accommodates heteroscedasticity is
useful for determining the impact of a covariate on the location and shape shifts of the
conditional distribution of the response.
Figure 3.3 shows the coefficients and confidence interval of the OLS regression
model and quantile regression model. The horizontal solid blue line with dotted red lines
above and below represents the mean OLS regression estimates and confidence band of
the 2012 PISA math self-efficacy. The green solid line with gray areas represents the
quantile regression estimates at each quantile and the confidence interval for the
estimates, respectively. Based on these results, the quantile approach provides a more
complete picture of the influence of each independent variable on math self-efficacy. In
particular, quantile regression identifies potentially disparate effects of gender across the
conditional distribution of math self-efficacy. These differences can be obscured in
traditional linear regression analysis.
The noted addition of the superscript τ above the intercept, slope, and error
parameters in Equation 3.1 indicates that different quantiles are modeled. This means that
for each specified quantile of interest for testing, a unique intercept, slope, and error term
will be estimated. Again, this is an advantage over OLS. For example, Porter (2015)
asserted that researchers may conclude only whether program participation had an effect
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on the mean of the math test score distribution but can say nothing about other points of
the distribution. In short, quantile regression provides a complete picture of the covariate
effect when a set of percentiles is modeled. Accordingly, it offers the capability to
capture important features of the data that might be missed by the mean-based regression
models (Koenker, 2005).
3.5.2

Scale Shifts

For a symmetric distribution, the standard deviation is often used as a measure of
scale. Differences between standard deviations are usually considered as the scale shifts
in OLS regression.
However, for skewed distributions, distances between selected quantiles illustrate
a more informed scale shift than the standard deviation. The pth interquantile range,
IQR(p) = Q(1- p) - Q(p), is a measure of scale shift. It describes the range of the middle (1 −
2p) proportion of the distribution (Hao and Naiman, 2007). Any values of p can be used
to capture scale shifts in a two-tailed distribution. For example, when p = .25, the
interquantile range becomes the interquartile range IQR(.25) = Q(.75) − Q(.25), giving the
range of the middle 50 percent of the distribution. Taking the PISA math self-efficacy for
example (see Table 3.2), we find that from female to male, the scale shift is a 1.48
decrease for the middle 90 percent of the students, while the scale shift is a .03 increase
for the middle 50 percent of the students.

3.6

Quantile Regression Advantage on Normality
Under the assumption of normality (which is often made with mean-based

regression), computation of conditional quantiles as offsets from the mean would force a
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common set of regression coefficients for all the quantiles ((Hao & Naiman, 2007;
Koenker, 2005). Obviously, quantiles with common slopes would be inappropriate in
reality. Additionally, variables in a linear regression are assumed to be normally
distributed, and violation of these assumptions may impact the associated statistical tests.
As mentioned in Chapter 2, OLS regression provides the best possible fit for the data
when the “Gauss-Markov theorem” is met (Berry, 1993). Without making the normality
assumption, the OLS regression can be used only for purely descriptive purposes (Hao &
Naiman, 2007). However, in social-science research, the OLS regression model is used
primarily to test whether an independent variable significantly affects the dependent
variable even when the dataset cannot meet the assumption of normality (Hao & Naiman,
2007; Reeves & Lowe, 2009). This is the dilemma with OLS.
The normality assumption is necessary for obtaining the inferential statistics of
mean-based regression because the covariance matrix of the estimates is calculated under
the normality assumption. Violation of the normality assumption can cause inaccuracy in
standard errors (Hao & Naiman, 2007). In contrast, the quantile regression model is
robust to distributional assumptions, including the assumption of normality, because the
estimator weighs the local behavior of the distribution near the specific quantile more
than the remote behavior of the distribution. To some extent, the quantile regression
model’s inferential statistics can be distribution free (Hao & Naiman, 2007). Therefore,
the quantile regression model maintains a modeling advantage over mean-based
regression because quantile regression can handle non-normal distributed data. This
robustness is important in studying issues of non-normal distributions, such as SES and
self-efficacy outcomes.
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3.7

Quantile Regression Advantage on Outliers
The high sensitivity of the traditional linear regression to outliers has been widely

recognized (Mickey, Dunn, & Clark,1967; Draper & John, 1981; Stevens, 1984; Cook &
Critchley, 2000). However, the practice of eliminating outliers does not satisfy the
objective of much research, particularly inequality research where outliers are actually
the focus of investigation (Hao & Naiman, 2010). In contrast, the quantile regression
estimates are not sensitive to outliers. This robustness arises because the estimation of
coefficients for each quantile regression is based on the weighted data of the whole
sample, not just the portion of the sample at that quantile (Hao & Naiman, 2007). If we
modify values of the dependent variable without changing the sign of the residual, the
fitted line remains the same. In other words, as long as that data point remains above (or
below) the line, the fitted quantile-regression line remains unchanged. Furthermore, since
quantile regression estimates quantiles of the conditional distribution rather than the
mean, it is naturally more resistant to outliers than OLS regression.

3.8

Quantile Regression Advantage on Homoscedasticity
One of the important assumptions of OLS regression is there should be no

heteroscedasticity of residuals. The word “heteroscedasticity” comes from the Greek
(Jolicoeur, 1999). The “hetero” refers to “different” and “scedasticity” refers to the
“spread of the distribution.” As a statistic term, heteroscedasticity means that the spread
of the error term’s probability distribution differs from observation to observation, which
occurs when the variance for all observations in a data set are not the same. Conversely,
homoscedasticity occurs when the variance for all observations are equal.

39

In other words, one key assumption of mean-based regression is
homoscedasticity: the conditional variance is assumed to be constant for all values of the
covariate (Davino, Furno, & Vistocco, 2013). In an ideal situation for running OLS
regression, data should be homoscedastic, which means the variance of the errors should
be constant. In reality, however, the homoscedastic data rarely happen. Most data are
heteroscedastic by nature (Hao and Naiman, 2007; Yobero, 2016).
It is important to check for heteroscedasticity of residuals once the linear
regression model is built. In the presence of heteroscedasticity, there are two main
consequences on the least squares estimators (Yobero, 2016): 1) the least squares
estimator is still a linear and unbiased estimator, but it is no longer best, which means
there are other estimators with smaller variances; and 2) even when the OLS estimator
remains unbiased, the estimated standard errors might be incorrect. In that, confidence
intervals and hypotheses tests cannot be relied upon. Otherwise, conclusions based on
these confidence intervals and hypotheses tests could be misleading.
There are two ways to test for heteroscedasticity: graphically or using statistical
tests. Taking the PISA 2012 data for example, we will use the number of books that
students have at home to predict their math self-efficacy and use these two ways to test
the assumption of heteroscedasticity in mean-based regression. The books at home
variable is ordinally measured (1=“0-10 books,” 2=“11-25 books,” 3=“26-100 books,”
4=“101-200 books,” 5= “201-500 books,” and 6=“More than 500 books.”).
Figure 3.4 is also called Spread-Location plot. This plot shows if residuals are
spread equally along the ranges of predictors, which of them can be used to check the
assumption of homoscedasticity (Kim, 2015; Prabhakaran, 2016). If there is absolutely no
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heteroscedasticity, there will be a completely random, equal distribution of points
throughout the range of X axis and a horizontal red line. In Figure 3.4, it can be noticed
that the red line is slightly curved, and the residuals are not equal when the fitted values
increase. Therefore, the inference from Figure 3.4 is that heteroscedasticity exists.
A more mathematical way of detecting heteroscedasticity is known as the White
test. It involves using a variance function and using a χ2-test to test the null hypothesis
that heteroscedasticity is not present. The White test is a commonly used statistical test of
heteroscedasticity (Machado & Silva, 2013).
The White test statistic is statistically significant (χ2(1) = 8.215, p < .01), because
it has a p-value less than a significant level of 0.05, therefore we can reject the null
hypothesis that the variance of the residuals is constant and infer that heteroscedasticity is
present, thereby confirming the graphical inference above.
In contrast, the quantile regression model estimates the potential differential effect
of a covariate on various quantiles in the conditional distribution, avoiding the reliance on
homoscedasticity. The main advantage of quantile regression over OLS regression is its
flexibility for modeling data with heterogeneous conditional distributions, and again
quantile regression can provide a complete picture of the covariate effect (Koenker and
Hallock, 2001).
While OLS regression typically assumes that the error terms are independent and
identically distributed, or IDD,and homoscedastic, quantile regression does not require
these restrictive assumptions and makes no distributional assumption about the error term
in the model, so it offers considerable model robustness (Koenker, 2005). No required
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specification of how variance changes are linked to the mean is another advantage of
using quantile regression to model heterogeneous variation in response distributions.
Moreover, changes in the shape of the distributions of dependent variables across the
independent variables can also be detected (Koenker & Machado, 1999). Therefore,
quantile regression can deal with heterogeneous data. For example, a sequence of 19
equally distanced quantiles of math self-efficacy from the .05th quantile to the .95th
quantile is shown in Figure 3.2. With the median and the off-median quantiles, these 19
fitted quantile regression lines capture the location shift (the line for the median), as well
as scale and more complex shape shifts (the lines for off-median quantiles). In this way,
the quantile regression model estimates the differential effect of a covariate on the full
distribution and accommodates heteroscedasticity (Hao & Naiman, 2007).
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Table 3.1 Linear Regression and Quantile Regression Estimates of Students’ Math SelfEfficacy Conditional on Their Gende
LR
Quantile Regression

Male

Constant

.27**

.05

.10

.25

.50

.75

.15*

.15**

.21**

.16**

.24**

1.20**

.00

(.05)

(.03)

(.03)

(.04)

(.05)

(.11)

-.92**

-.54**

-.18**

.54**

1.07**

2.27**

(.03)

(.02)

(.02)

(.03)

(.04)

(.08)

(.04)

(.08)

.01

-1.21**

(.02)

(.06)

NOTE: **p<.01. Standard errors are in parentheses.
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.90

.95

Table 3.2 Scale Shifts of Students’ Math Self-Efficacy Distribution Conditional on Their
Gender
Quantile and
Sample-Based
Quantile Range

Female (1)

Male (2)

Difference (2)-(1)

Q.95- Q.05

2.81

1.33

-1.48

Q.75- Q.25

1.08

1.11

.03
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Figure 3.1 Effects of Gender on the Conditional Mean of Math Self-Efficacy
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Figure 3.2 Effects of Gender on the Conditional Quantiles of Math Self-Efficacy
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Figure 3.3 Coefficients and Confidence Interval of Quantile Regression
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Figure 3.4 Scale-Location Plot
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CHAPTER 4. RESULTS
The empirical illustrations in previous chapters used some simplified examples
with one or two independent variables to introduce the statistical technique of quantile
regression to educational research. This chapter applies quantile regression in fuller
capacity to compare individual differences in mathematics achievement and mathematics
self-efficacy between 2003 and 2012 for the population of 15-year-old students in the
United States, based on two cycles of PISA data from 2003 and 2012. The goal of this
chapter is to demonstrate the practical application of quantile regression to educational
research and summarize the techniques of quantile regression introduced in this study by
using a concrete empirical case as a complex demonstration of application.
This chapter consists of two parts: methodology and results. The information
describes the methodology for this study and demonstrates its results pertaining to the
research questions on mathematics outcomes. The methodology section includes
information on data, variables, and statistical procedure. The section on results includes
(a) description of the variables, (b) comparison of least squares mean regression (LMR)
and quantile regression (QR) estimates in terms of mathematics achievement, (c)
comparison of LMR and QR estimates in terms of mathematics self-efficacy, (d) a review
of nine sets of QR coefficient estimates and their confidence intervals to graphically
present sets of quantile coefficients, (e) presentation of location, scale, and shape shifts of
conditional quantiles for independent variables in PISA 2003 and 2012 and examination
of the trend over the decade, (f) description of individual differences in the dispersion of
mathematics outcomes by the examination of scale shifts, and (g) graphic comparison of
LMR and QR lines.

4.1

Data
Data used for the present study is drawn from the Programme for International

Student Assessment (PISA), an international study that measures the ability of 15-yearold students to use the knowledge and skills that have been acquired at school in real
world tasks and challenges. PISA has conducted seven separate assessments (in 2000,
2003, 2006, 2009, 2012, 2015 and 2018). In each cycle, the major focus of the survey
rotates through reading literacy, scientific literacy and mathematical literacy. PISA
defines mathematical literacy as “formulating, employing and interpreting mathematics in
a variety of contexts. It includes reasoning mathematically and using mathematical
concepts, procedures, facts and tools to describe, explain and predict phenomena. It
assesses the capacity of individuals to recognize the role that mathematics plays in the
world and to make the well-founded judgements and decisions needed to be constructive,
engaged and reflective citizens.” (OECD, 2017, p.1). According to OECD (2017), the
concept of mathematical literacy is intended to highlight mathematical skills and
understanding that are of use in future life. The intention is to demonstrate competencies,
such as shopping, that will enable students to participate effectively and productively in
daily life and to address mathematical preparation for high-level technical professions
(Stacey, 2011).
The 2003 and 2012 surveys focused on mathematical literacy. Therefore, the 2003
and 2012 PISA data were used for the present study. The national sample of students in
the United States included a total of 5,456 students in PISA 2003 and 4,978 students in
PISA 2012. In each assessment of PISA, each country is represented by a sample of
schools and students scientifically selected to reflect its population and educational
contexts (Augustine & Krotki, 2007, Lemke, et al, 2004). Specifically, PISA uses a two50

stage sampling procedure to select schools and then students within each selected school.
For example, schools in the U.S. sample are taken from a list of all schools in the United
States enrolling 15-year-old students. In each school, students are randomly sampled to
participate from a list of all 15-year-old students enrolled in the school. More information
on how PISA select a representative sample of students can be found at:
www.oecd.org/pisa/pisaproducts.

4.2

Variables
In the present study, dependent variables are mathematics achievement and

mathematics self-efficacy of students in the United States (based on 2003 and 2012 PISA
data). Mathematics achievement measures mathematical literacy as defined by PISA
above. Mathematics self-efficacy speaks to “the extent to which students believe in their
own ability to solve specific mathematics tasks” (OECD 2013, p.79). These dependent
variables were analyzed separately in quantile regression.
In terms of measurement, the PISA data consists of five plausible values
representing an overall mathematics achievement for each student. A plausible value
refers to “a selection of likely proficiencies for students that attained each score” (OECD,
2014, p.146). Each student in PISA has five plausible values. These are random numbers
drawn from multiple imputations of the students’ mathematical achievements, which
cannot be observed directly when tested by several mathematical items designed by
experts. Plausible values contain information about an individual’s ability estimate as
well as the uncertainty associated with the estimate (OECD, 2014). Plausible values are
not test scores and need to be combined to become an outcome measure. The HLM
software program has the capacity to handle the five plausible values as the outcome
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measure (Raudenbush, 2004; O'Connell & McCoach, 2008). Eight items were used in the
survey of PISA 2003 and PISA 2012 to measure mathematics self-efficacy. These items
measure how confidently a student would feel when the student attempts to solve a
number of mathematics issues. These items include 1) Using a train timetable to work out
how long it would take to get from one place to another; 2) Calculating how much
cheaper a TV would be after a 30 percent discount; 3) Calculating how many square
meters of tiles are needed to cover a floor; 4) Understanding graphs presented in
newspapers; 5) Solving an equation such as 3x+5= 17; 6) Finding the actual distance
between two places on a map with a 1:10 000 scale; 7) Solving an equation such as
2(x+3) = (x + 3) (x - 3); and 8) Calculating the petrol consumption rate of a car. The
response categories were “Very confident,” “Confident,” “Not very confident” and “Not
at all confident.” All items were reversed, so a higher confidence level corresponds to a
higher level of mathematics self-efficacy.
Independent variables include age, gender, father SES and mother SES,
immigration status, family structure, and home language. Age is a continuous variable
converted to years (e.g., year is the unit). Gender is a dichotomous variable (0 = female
and 1 =male). Both father SES and mother SES are continuous standardized indices,
derived from parental education, parental occupation, and household possession.
Immigration status is a dichotomous variable (0 = native and 1 = immigrant). Family
structure is a categorical variable (1= single parent, 2 = two parents, 3 = others). The
variable of family structure was constructed into a dichotomous variable denoting singleparent family (= 1) and others (= 0). Finally, home language is a dichotomous variable (1
= English and 0 = other language).
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4.3

Treatment of Variables
In this study, different treatments of variables were used for different purposes of

interpretation. Just as in multiple regression analysis, it is conventional for analysis to
produce unstandardized and standardized coefficients; this study used different
treatments of variables to achieve this convention. To produce unstandardized
coefficients for both linear and quantile regression analyses, the continuous variables of
age, father SES and mother SES are centered on the grand mean. Raudenbush (2004)
instructed that grand mean centering is achieved by subtracting the sample mean from
each student score. The purpose of using grand mean in this study is to reduce the
multicollinearity among variables and bias in variance estimates so that more meaningful
interpretation can be made (Kreft & de Lccuw, 1998; Raudenbush, 2004). In addition,
centering predictors will lead to main effects and the intercept being estimated at zero for
each predictor, thus anchoring the interpretation around the average (Gelman & Hill,
2007). When a variable is grand-mean centered, the mean of that variable becomes zero,
representing the average of the sample. Although the average of the centered variable is
zero, the units are still on the original scale. For dichotomous variables, zero represents a
meaningful group and, as such, is not centered in any way.
Unstandardized regression coefficients are usually not comparable, because
variables are measured using different units. Hence, given the same predictive value,
predictors with small variances (narrow ranges of values) will have large (absolute)
estimates whereas predictors with large variances (wide ranges of values) will have small
(absolute) estimates. A simple way to make continuous predictors comparable within a
model is to standardize their units to units of standard deviations by scaling all variables.
The effect of every variable is then measured in units of standard deviations (e.g.,
53

Schielzeth, 2010). Standardized coefficients often pertain to effect size (being a form of
effect size themselves). Although the current literature contains little information on how
to calculate effect size for QR coefficients, the common statistical practice of creating
standardized coefficients (e.g., in the case of LMR) is applicable. Given that this
procedure can generate standardized LMR coefficients, it can also generate standardized
QR coefficients. Specifically, the procedure involves standardizing all variables. That is,
the dependent variables, continuous independent variables and dummy independent
variables are standardized by subtracting the mean and dividing by the standard deviation
(a form of Z-score). Therefore, all variables are scaled to have mean of zero and standard
deviation (SD) of one. Schielzeth (2010) concludes that centering and scaling of variables
has several advantages. First, it enables the estimation of curvature and synergistic effects
of continuous independent variables that can be interpreted independently of the main
effects. Second, standardized coefficients facilitate the interpretation and comparison of
the relative importance of independent variables within models by looking at the
estimates rather than at the P values. Third, standardized coefficients can serve as
standardized effect size estimates for between-study comparisons. Fourth, it enables the
interpretation of main effects in the presence of interactions, which are generally
meaningless otherwise. Furthermore, it offers an easily applied method to extract group
mean and group slope estimates and their appropriate standard errors from linear models.
Accordingly, the use of standardizations in this study has several purposes, such
as making sure all variables contribute evenly to a scale when items are added together,
making it easier to interpret when comparing scale shifts between 2003 and 2012, and
determining which variable is the most important. The standardized coefficient for an
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independent variable represents the change in terms of standard deviation in the
dependent variable given a one-standard deviation change in the independent
variable. Therefore, standard deviation becomes the common scale for all variables. Of
course, a one-standard deviation change in one independent variable equates to a
different-sized change in absolute terms compared to a one-standard deviation change in
another independent variable. However, it puts them on a common scale to make them
comparable for within-study comparisons (Frost, 2017). Furthermore, estimates for
standardized variables are also valuable as effect size estimates for between-study
comparisons (Schielzeth, 2010).
Effects of predictors can be interpreted either on the original scale or on the
standardized scale (Schielzeth, 2010). In this study, following the convention of
regression analysis, we use unstandardized coefficients to interpret the effects because
they can predict mathematics outcomes in the most direct way. Meanwhile, we use
standardized coefficients to compare the effects because the effect of every variable is
measured in units of standard deviations.

4.4

Procedure
The quantile regression model for mathematics outcomes (achievement and self-

efficacy) is specified as a function of seven factors (variables): age, gender, father SES,
mother SES, immigration status, family structure, and home language. This study begins
the analysis by first estimating linear OLS results, which estimate effects at the center of
the conditional distribution of mathematics outcomes. To examine the possibility that
demographic characteristics may differentially affect mathematics achievement and selfefficacy for students at different levels of the conditional distribution, the present study
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continues the analysis by fitting quantile regression models. Results of both linear
regression and quantile regression were compared.
Specifically, as the first step, for each mathematics outcome (either achievement
or self-efficacy), two separate linear regressions were run by using unstandardized
variables, one for 2003 data and one for 2012 data. Meanwhile, two separate quantile
regressions were run, one for 2003 data and one for 2012 data. Therefore, apart from the
comparison between results of linear regression and quantile regression, comparison was
also made for each mathematics outcome between results of 2003 and 2012. This
comparison allows for an examination of the issue of stability of individual differences
over a decade from 2003 to 2012. Tables 4.3 to 4.6 show the parameter estimates for
these four models. Throughout this study, with centering, the intercept from the
(unstandardized) LMR and QR results represents the mathematics outcomes for the
typical students on average and at different quantiles.
In the second step, for each mathematics dependent variable, two separate linear
regressions were run again by using standardized variables, one for 2003 data and one for
2012 data. Meanwhile, two separate quantile regressions were also run again, one for
2003 data and one for 2012 data. The standardized coefficients are used to compare the
importance of the independent variables in the models statistically. Appendices A to D
show the parameter estimates for these four models. For a generated standardized QR
coefficient, the interpretation would be that one standard deviation increase in an
independent variable is associated with how much standard deviation increase or
decrease in the dependent variable. Just as a standardized LMR coefficient is a form of
effect size, so is a standardized QR coefficient. Therefore, a larger standardized
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coefficient signifies a greater change in the dependent variable and represents a more
important independent variable statistically. The interpretation of these standardized
coefficients is offered in Appendices A to D.
In the third step, we compare LMR and QR estimates in terms of mathematics
achievement and self-efficacy graphically by viewing LMR estimates and nine sets of QR
coefficient estimates and their confidence intervals to graphically present sets of quantile
coefficients. With the support of the numerical summaries presented in tables, another
way to demonstrate the comparison between LMR and QR estimates is graphically
presented in Figures. Therefore, there are at least two linked approaches to compare LMR
and QR estimates in terms of mathematics outcomes: graphical approach and numerical
approach. One can also attain location, scale and shape shifts of conditional quantiles for
independent variables in PISA 2003 and 2012 and examine the trend over the decade,
both graphically and numerically.
In the fourth step, we use father SES as an example to compare the LMR and QR
lines graphically. Father SES was chosen because it represents the largest effect size
among all independent variables according to the size of the standardized coefficients.
In the final step, we implemented significant tests for location, scale, and shape
shifts within each year of 2003 and 2012. We also compared the location, scale, and
shape shifts between 2003 and 2012. There were very few studies regarding the
numerical comparisons of scale and shape shifts for statistical significance. Koenker and
Xiao (2002) discussed how to test location and location-scale shifts. Davino et al (2013)
used density graphics instead of significance tests to demonstrate shape shifts. Only did
Hao and Naiman (2007) mention the use of bootstrapping as a potential way to compare

57

location, scale, and shape shifts between, say, years for statistical significance. In this
study, we followed this idea to develop significant tests for scale and shape shifts. That is,
we compared the scale shifts and shape shifts between 2003 and 2012 by using
bootstrapping methods.
The bootstrap procedure repetitively drew samples independently and randomly
from PISA 2003 and 2012 with replacement, and calculated differences between
bootstrapped scale shifts or shape shifts between PISA 2003 and 2012. The hypothesis of
interest was whether there was any significant difference in location shifts, scale shifts or
shape shifts for the same predictor between 2003 and 2012. Specifically, if the 95%
confidence interval of the difference between bootstrapped location shifts, scale shifts or
shape shifts of PISA 2003 and 2012 included zero, there was no significant change in
scale shifts or shape shifts between 2003 and 2012 (Campbell & Gardner, 1988).
Several software packages are available to perform QR analyses. The Quantreg
package in R (cran.r-project.org/package=quantreg) and ggplot2 package in R (cran.rproject.org/package=ggplot2) were adopted in the present study based mainly on the ease
of access (i.e., other software packages need to be purchased). The analyses include 1)
generating and comparing least squares mean regression and quantile regression
coefficient estimates, 2) graphically presenting and illustrating a number of sets of
coefficient estimates and their confidence intervals, 3) attaining and showing location,
scale, and shape shifts of conditional quantiles for each covariate in each year and
examining and demonstrating the trend (stability) over the decade, and 4) creating and
comparing least squares mean regression and quantile regression lines.
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4.5

Results
4.5.1 Descriptive statistics
Table 4.1 and Table 4.2 present respectively the descriptive statistics of 2003 and

2012 PISA variables. Note that the measurement scale for mathematics achievement has
a mean of 500 and a standard deviation of 100, and the measurement scale for
mathematics self-efficacy is a standardized score (with a mean of 1 and a standard
deviation of 0). For the dependent variables, mean mathematics achievement increased
by 1.10 and mean mathematics self-efficacy decreased by .10 from 2003 to 2012. To
accompany the independent samples T-test, Cohen's d is provided by calculating the
mean difference between two groups and then dividing the result by their standard
deviation. Students’ PISA mathematics achievement scores were statistically
significantly lower for 2012 (M = 480.86, SD = 93.33) than for 2003 (M = 481.96, SD =
89.34), p < .05. However, d = .01 (calculation according to Hedges & Olkin, 1985, p. 86).
The effect size for this analysis (d = .01) was less than Cohen’s (1988) convention for a
small effect (d = .20). In fact, there is hardly any difference between mean mathematics
achievements. The Cohen’s d for PISA 2003 and 2012 mathematics self-efficacy (d
= .01) was also less than .20, so the differences between mathematics self-efficacy of
PISA 2003 and 2012 are hardly noticeable.
For the dichotomous independent variables, the mean indicates the percentage of
the category coded as 1. Note also that the measurement range for father SES is from
16.00 to 90.00 for PISA 2003, while from 11.01 to 88.96 for PISA 2012. The
measurement range for mother SES is from 16.00 to 90.00 for PISA 2003, while from
11.74 to 88.70 for PISA 2012. The results show that age (in months), gender, and mother
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SES saw very little change between 2003 and 2012. From 2003 to 2012, mean father SES
decreased by 1.68, percentage of immigrants increased by 7 percent, percentage of single
parent families decreased by 10 percent, and percentage of those speaking English at
home decreased by 3 percent. Obviously, these changes appear to be quite moderate.
4.5.2

Comparison of least squares mean regression and quantile regression
estimates in terms of mathematics achievement

Table 4.3 and Table 4.4 compare least squares mean regression (LMR) and
quantile regression (QR) coefficient estimates using students’ PISA 2003 and 2012
mathematics achievement.
According to the 2003 data (see Table 4.3), there was no correlation between
immigrant status and mathematics achievement. Father SES and mother SES had a
statistically significantly positive effect in all regression results. That is, mathematics
achievement score increased with the parents’ SES level.
Age has differing effects across LMR and different quantiles. Based on LMR
findings, there was a significant and positive correlation between age and mathematics
score. For students who have the same other background variables in the study, the
students who are one year older have a 25.53 higher mathematics achievement score. As
for quantiles, except for the .10th quantile, all other regression results show that age had a
statistically significantly positive effect in mathematics achievement. For example, the
students who are one year older have a 34.84 higher mathematics achievement score,
when controlling the other background variables for typical students at the .90th quantile
students.
Comparison of the LMR and QR results based on gender differences
demonstrates male students have higher mathematics achievement scores than female
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students. Based on LMR findings, there was a statistically significant and positive
correlation between gender and mathematics achievement score. Specifically, the male
students have a 11.89 higher mathematics achievement score than female students who
have the same other background variables. Based on quantile regression findings, at the
.40th, .50th, .60th, .70th, .80th, and .90th quantiles, male students have a higher
mathematics achievement score than female students who have the same other
background variables. Using the median regression (at .50th quantile) as an example, the
typical male students have an 9.35 higher mathematics achievement score than typical
female students who have the same other background variables. Quantile regression
findings also showed that the gender variable coefficient increased from .40th quantile
towards the .90th quantile. The values of coefficient are larger at higher quantiles than at
lower quantiles. This implies that the relationship between gender and mathematics
achievement is stronger for high-scoring mathematics students and weaker for lowscoring mathematics students. Stated differently, gender differences are greater for
higher-scoring mathematics students along the mathematics achievement distribution. In
comparison, the LMR mean-based slope of 11.89 underestimates the relationship for
high-scoring mathematics students and overestimates the relationship for low-scoring
mathematics students.
The LMR results suggest that a one-unit increase in the father SES variable in the
central location (i.e., mean) leads to a 1.09 increase in mathematics achievement, when
controlling the other student background variables. Socioeconomic differences in
mathematics achievement associated with fathers are in favor of students with higher
father SES over the entire mathematics achievement score distribution. According to the
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QR results, with a one-unit increase in the father SES variable, there is a 1.11 increase in
the mathematics achievement at the 10th quantile. The rate increases to 1.22 at the .50th
quantile and decreases to 1.05 at the .80th quantile. In practical terms, the QR results
suggest that students below the .50th quantile of mathematics achievement are more
likely to be prone to have higher mathematics achievement if their father SES is higher.
There are also strong socioeconomic differences associated with mothers in favor
of students of mothers with high SES. When controlling the other student background
variables, the effect (slope) of mother SES becomes larger at lower quantile and becomes
smaller at the upper quantile. This effect for mother SES is similar to father SES, except
that the turning point is at the .50th quantile for father SES and at the .80th quantile for
mother SES. Additionally, the father SES effect is more constant (smooth) than mother
SES. The LMR results suggest that a one-unit increase in the mother SES variable leads
to a .94 increase in mathematics achievement, with other background variables
controlled. According to the QR results, a one-unit increase in the mother SES variable
results in a .75 increase in the mathematics achievement at the .30th quantile. The rate
increases to 1.14 at the .80th quantile and decreases to .94 at the .90th quantile.
Single-parent family structure had a statistically significantly negative effect in all
regression results. That is, individual differences associated with family structure is in
favor of students from two-parent families. In the LMR analysis, single-parent family
structure, conditional on all other covariates in the model, was significantly related to a
30.28 decrease in mathematics achievement score. The QR results also indicate that the
effect of single-parent family structure has a negative impact on the quantiles of
mathematics achievement scores. For example, the .80th quantile of mathematics
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achievement for single-parent students is 33.60 points lower than for non-single-parent
students. This result indicates that the LMR underestimates this effect at the .80th
quantile.
Between the indicator of language at home and mathematics achievement score,
there was a statistically significant and positive correlation based on LMR results.
Accordingly, individual differences associated with language at home favor students
speaking English at home. That is, the students who speak English at home have a 29.60
higher mathematics achievement score than students who speak other languages at home,
when controlling other variables. For quantile regressions, language at home was not
statistically significant in mathematics achievement score in the .90th quantiles, but there
was a significantly positive correlation between the coefficient and mathematics
achievement score in the remaining quantiles. The biggest effect of language at home in
Table 4.3 is at the .10th quantile, which indicates that the students who speak English at
home have a 4 higher mathematics achievement score than students who speak other
languages, when controlling other variables.
Standardized LMR and QR coefficients based on PISA 2003 mathematics
achievement data are recorded in Appendix 1. The standardized LMR coefficients show
that father SES has the standardized coefficient with the largest absolute value, followed
by mother SES. This suggests that father SES is the most important variable, and mother
SES is the second most important variable in the regression model to predict mathematics
achievement in 2003. The standardized QR coefficients indicate that father SES is the
most important variable. Family structure is the second most important variable at .30th
quantiles. Mother SES is the second most important variable
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at .10th, .40th, .50th, .60th, .70th, and .90th quantiles. Mother SES and family structure
are tied for the second most important variable at .20th quantiles.
According to the 2012 data (see Table 4.4), there was no correlation between
family structure and mathematics achievement. Age, gender, father SES, mother SES,
and language at home had a statistically significantly positive effect in all regression
results. This indicates statistically significant individual differences in mathematics
achievement. However, QR scores varied across the quantiles for the above five
variables. This indicates these student characteristic effects are valued heterogeneously
across the mathematics outcomes distribution. These changes rendered LMR results
seriously inadequate.
This LMR model estimates how, on average, these students’ characteristics affect
their mathematics achievement scores. The coefficient for age centered in years is 24.74,
which indicates that for every additional year in age, mathematics achievement scores
may be expected to increase by an average of 24.74 points when holding other variables
constant. In the QR model, the coefficient for age at the .50th quantile is 31.50, which is
higher than the coefficient in the LMR model. In other words, being one year older can
increase mathematics achievement by 31.50 at the .50th quantile. The effect of age in
PISA 2012 is generally smaller than PISA 2003 when comparing the coefficients of both
LRM and QR between PISA 2003 and PISA 2012.
According to the OLS estimates of the mean effect in LMR, boys have 12.02
higher mathematics achievement scores than girls. There is an increase (.13 points) of
gender differences in favor of male students from 2003 to 2012. However, QR results
indicate that the estimate of 12.02 in mathematics achievement is not a global description
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of the gender differences along the PISA 2012 mathematics achievement distribution.
Also, as is clear from the QR results, the disparity is smaller in the lower quantiles of the
mathematics achievement distribution and larger than 12.02 in the upper tail of the
distribution. For example, boys are 7.40 points higher at the .20 quantile but are 16.54
points higher at the .80 quantile. The conventional least squares confidence interval does
not represent the whole range of gender difference (disparity). The gender differences
increase monotonically with the quantile in both 2003 and 2012, and there is wider
dispersion (inter-quartile range) in the gender differences in 2003 than 2012.
The SES covariates are statistically significant at all the quantiles, and they all
cause a shift of the entire mathematics distribution to the right. That is, there are positive
effects of SES at every point of the achievement distribution, which conforms well to the
general indication provided by the LMR estimates. However, the changes induced by QR
are more complex than a simple overall shift to the right. In 2003, the father SES
covariates generally increase before the .50th quantile and decrease after the .50th
quantile. In 2012, the father SES effects mostly increase before the .60th quantile and are
roughly constant after the .60th quantile. The change of mother SES effect on
mathematics achievement is different. In 2003, the mother SES covariates are
predominantly constant over the entire mathematics achievement distribution while, in
2012, the mother SES covariates keep increasing trend over the whole distribution.
In the LRM, immigrant status is not significant in predicting student mathematics
achievement. However, QR results show that immigrant students have 22.55 higher score
than native students significantly at .90th quantile, indicating that individual differences
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associated with immigrant status, preferring immigrant students to native students, exist
at the top distribution of mathematics achievement.
The effect of family structure can be described as the change in the conditional
mathematics outcomes quantile brought about by changing the family structure from nonsingle parent family to single parent family, fixing other independent variables. In a
dramatic twist, the effect of being a single parent family is significantly negative for PISA
2003 mathematics achievement, but this effect is not significant for PISA 2012. It means
that the effect of family structure has disappeared from 2003 to 2012, according to the
results.
Finally, individual differences associated with language at home were statistically
significant on mathematics achievement based on LMR regression results, and
meanwhile, the parameter of this variable was also significant based on quantile
regression along the mathematics achievement distribution. This indicates that individual
differences associated with language at home, especially when English is the preferred
language spoken, exist along the whole distribution of mathematics achievement in 2012.
This is different from 2003, when language at home was not statistically significant in
mathematics achievement score in the .90th quantile and was significant in the remaining
quantile. Also, there is wider dispersion in the individual differences associated with
language at home in 2003 than 2012.
Standardized LMR and QR coefficients based on PISA 2012 mathematics
achievement data are recorded in Appendix 2. Both standardized LMR and QR
coefficients show that father SES has the standardized coefficient with the largest
absolute value, followed by mother SES. This suggests that father SES is the most
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important variable, and mother SES is the second most important variable in the
regression model when predicting mathematics achievement in 2012.
4.5.3

Comparison of least squares mean regression and quantile regression
estimates in terms of mathematics self-efficacy

Table 4.5 and Table 4.6 compare LMR and QR coefficient estimates using
students’ PISA 2003 and 2012 mathematics self-efficacy.
According to the 2003 mathematics self-efficacy data (see Table 4.5), there was
no correlation between immigrant status and mathematics self-efficacy. Father SES and
mother SES had a significantly positive effect in all regression results.
The LMR coefficient for age is .30, which indicates a mean .30 increase in
mathematics self-efficacy scores compared to students one year younger. Age differences
in favor of older students were reported for all results except for the QR at the .10th
quantile. It is evident that the mean effect of .30 to the student one year older observed in
2003 is an “averaging” of different QR results, starting from .11 points at the .20th
quantile, which increases to .25 at the median and reaches .55 at the .90th quantile. The
result showing that the effect is increasing with the quantiles suggests that age has a
positive impact on mathematics self-efficacy dispersion. Comparing Figure 4.3 and
Figure 4.4, the effects of age change from 2003 to 2012, with the mathematics selfefficacy increasing across quantiles.
Gender differences lead to relatively similar, statistically significant changes in
mathematics self-efficacy at the lower end, and more changes at the higher end affect
mathematics self-efficacy with non-linear effects for students below the .30th regression
quantile. For students below the .30th quantile of mathematics self-efficacy, male
students are generally .10 points higher than female students. For higher mathematics
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self-efficacy students above the .30th quantile, the difference of mathematics self-efficacy
between male students and female students is between .12 and .48. Therefore, there is a
higher gender differences gap among high mathematics self-efficacy students. However,
gender differences for self-efficacy are valued as .22 for all students, according to the
LMR result. Although the LMR indicates that gender has an effect on student
mathematics self-efficacy, LMR results do not demonstrate that this relationship is
stronger for the upper quantiles of students.
Father SES has an LMR coefficient of .01, which is statistically significant at the
95 percent confidence level. This suggests that a one-point increase in a father SES score
is associated with a .01 increase in student mathematics self-efficacy. Father SES is
statistically significant at all conditional quantiles with consideration effects for students
at the .90th regression quantile. For students below the .80th quantile, a one-unit increase
in father SES causes mathematics self-efficacy to increase .01, but increases of father
SES are valued at .02 for the .80th and .90th quantiles. Mother SES has the same LMR
coefficient as father SES. All QR coefficients are .01 except at the .80th and .90th
quantiles.
In the OLS analysis, students classified by single-parent family are .14 points
lower compared to children in all other family structure groups on average (with all other
factors held constant). As shown in Table 4.5, the QR coefficients also suggest that the
LMR coefficient underestimates the family structure impact for high self-efficacy
students and overestimates the impact for low self-efficacy students. For example, the
effect of single-parent family was significantly negative and the coefficients in this area
of distribution decrease from -.07 at the .20th quantile to -.21 at the .90th quantiles, which
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means that single-parent family students are associated with a .07 point decrease in
mathematics self-efficacy compared to non-single parent family students at the .20th
quantile. The individual differences associated with family structure are .21 at the .90th
quantile.
The association of language at home (in favor of speaking English at home) with
mathematics self-efficacy was greater in magnitude at the upper end of the distribution
than at the lower end. For example, for students who speak English at home at the .30
quantile of the mathematics self-efficacy was associated with an .16 point-increase in
mathematics self-efficacy while, at the .70 quantile of mathematics, self-efficacy was
associated with a .25 increase in mathematics self-efficacy compared to students who do
not speak English at home. Therefore, the LMR coefficient underestimates the languageat-home impact for high self-efficacy students and overestimates the impact for low selfefficacy students. The impact of language at home is not statistically significant at the
.10th, .20th, .40th, and .50th quantiles. This is also not reflected by the LMR coefficient.
Standardized LMR and QR estimates using PISA 2003 mathematics self-efficacy
data are recorded in Appendix 3. The standardized LMR coefficients show that father
SES is the most important variable, and mother SES is the second most important
variable. The standardized QR coefficients indicate that father SES is the most important
variable. Gender is the second most important variable at .90th quantile. Mother SES is
the second most important variable at other quantiles. Mother SES and gender are tied for
the second most important variable at .70th quantile.
Student characteristic variables follow the similar pattern for the PISA 2012
mathematics self-efficacy data (see Table 4.6) as for the 2003 data. Gender, father SES
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and mother SES had a statistically significantly positive effect in all regression results.
This could be interpreted that statistically significant individual differences in
mathematics achievement are consistent. Age, immigrant status, family structure, and
language at home had statistically significant effects in some regression results.
Quantile Regression parameter estimates for age are statistically significant at
the .40th, .50th, .60th, .70th, .80th and .90th quantiles. This result cannot be inferred
from LMR estimates, which suggest that there are statistically significant individual
differences associated with age for all students. LMR coefficient indicates that being one
year older is associated with .28 in mathematics self-efficacy in 2012. This overestimates
the differences below the .40th conditional quantiles. The effect of age decreases from
2003 to 2012 at most quantiles. Moreover, in 2012 the effect of age is not statistically
different from zero at some quantiles, while the effect of age is significant at all quantiles
in 2003. At the bottom of the mathematics self-efficacy distribution, age does not have
much bearing on the reasons why students have different mathematics self-efficacy.
Female students are shown to be significantly .29 less than their fellow male
students in mathematics self-efficacy by the OLS regression model. QR results show that
gender differences in favor of male students are statistically significant for all conditional
quantiles, but there are more changes in the gender differences for students who are
perceived to have higher mathematics self-efficacy. This gender difference increases in
the conditional distribution of mathematics self-efficacy, from a difference of .16 at
the .50th quantile to a difference of .64 at the .90th quantile. As gender differences in
mathematics self-efficacy increase across quantiles, the broad picture does not change
much from 2003 to 2012. Nevertheless, the impact of gender at either end of the
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distribution was bigger than 2003, as the gender differences increase .10 (.21-.11=.10)
at .20th quantile and the impact of gender have decreased by .09 (.64-.55=.09) at .90th
quantile. According to Appendix 4, gender is the most important variable in predicating
mathematics self-efficacy at .90th quantile in 2012. Gender differences are .32 SD in
mathematics self-efficacy in favor of male students.
Father SES and mother SES are relatively constant across the entire conditional
mathematics self-efficacy distribution, implying that the OLS estimate provides relatively
accurate effects across all self-efficacy levels.
QR estimates of the immigrant status, family structure and language at home
provide important inferences that were not shown in the LMR estimates. Although LMR
results suggest that these three variables are not statistically significant in affecting
conditional PISA 2012 mathematics self-efficacy, QR results indicate that these OLS
inferences are not robust across the entire conditional mathematics self-efficacy
distribution. According to Table 4.6, estimated QR estimates for these three variables are
statistically significant only for students at some specific conditional quantiles.
Although LMR results suggest that immigrant status is not statistically significant
in affecting PISA 2012 mathematics self-efficacy, QR results indicate that these LMR
inferences are not robust across the entire conditional mathematics self-efficacy
distribution. Estimates of immigrant status at .90th quantile provide important inferences
that were not shown in the LMR parameter estimates. That is, the immigrant status
affects mathematics self-efficacy at .90th quantile, increasing the value of mathematics
self-efficacy by .24 for immigrant students vs. non-immigrant students.
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The QR results of family structure variable also offer information that is not
presented by the insignificant estimation in LRM. The effects of family structure in
mathematics self-efficacy have changed from 2003 to 2012 at all quantiles. While in
2003 the single parent family effect is significantly negative, in 2012 one observes that
the single parent family effect was only significant at .90th quantile. That is, the
mathematics self-efficacy of students who are from a single-parent-family are statistically
higher than students who are from a non-single-parent family at the .90th quantile in
2012. It indicates that students who are from a single-parent-family have .50 higher
mathematics self-efficacy than students who are from a non-single-parent family at .90th
quantile statistically.
For the language-at-home variable, the LMR are insignificant. The QR results
present that the impact of language at home differs across the conditional distribution of
mathematics self-efficacy. While speaking English at home is positive and statistically
significant at the .90th quantile, this variable seems to have no influence on mathematics
self-efficacy at other quantiles. The QR language-at-home coefficient indicates that
students who speak English at home have .36 higher mathematics self-efficacy than
students who do not speak English at home at the .90th quantile. Compared to the impact
of language at home in 2003, the effect appears to have decreased; it is larger for the top
of the mathematics self-efficacy distribution.
Standardized LMR and QR estimates using PISA 2012 mathematics self-efficacy
data are recorded in Appendix 4. The largest LMR standardized coefficient in predicting
mathematics self-efficacy in 2012 was father SES, and the second largest LMR
coefficient was gender. Therefore, father SES is the most important variable and gender
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is the second most important variable in this LMR model. The standardized QR
coefficients indicate that gender is the most important variable at .80th and .90th quantile,
and father SES is the most important variable at other quantiles. Father SES and mother
SES are tied for the most important variable at .70th quantile. Gender is the second most
important variable at .10th and .20th quantiles. Father SES is the second most important
variable at .80th and .90th quantiles. Mother SES is the second most important variable
at .50th and .60th quantiles. Gender and mother SES are tied for the second most
important variable at .30th and .40th quantiles.
4.5.4

Graphical and quantitative representation of quantile regression estimates
An important advantage of the QR is that it has numerous sets of quantile

coefficients being estimated. Using a lot of estimates results in a trade-off between
complexity and simplicity. On one hand, the large numbers of parameter estimates can
capture complex and subtle changes in the distribution shape, which is the advantage of
using the QR. On the other hand, this complexity may result in difficulty interpreting
such numerous estimates. Therefore, a graphical view of QR estimates becomes a
necessary step in interpreting QR results (Hao & Naiman, 2007). For quantile models that
involve at least two independent variables, a unique form of graph called a quantile
process plot is used to present the complex set of regression lines that demonstrate the
changes in the slope coefficients at each quantile (Chen & Chalhoub-Deville, 2014).
Quantile process plots can show more clearly how the estimates differ across
quantiles. Paneled quantile process plots help to identify which independent variables are
associated with different parts of the response distribution. The plots in Figure 4.1, Figure
4.2, Figure 4.3 and Figure 4.4 show results for LMR and QR results of students’ PISA
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mathematics outcomes. The black solid line with gray-shaded areas represents the QR
slope estimates at each quantile and the 95 percent confidence intervals. The gray-shaded
area indicates that the effect of a covariate is significant for particular quantiles if the area
does not cross zero. The horizontal solid red line with dotted red lines above and below
represents the mean LMR estimates and confidence band. The horizontal line at zero is
the reference line for hypothesis testing against a slope value of 0. For example,
individual differences associated with language at home in Figure 4.1is insignificant
beyond p > .90 because the confidence envelope crosses 0 beyond that point.
Raudenbush and Bryk (2002) define a typical student as a fictional student based
on the mean of all covariates. In an LMR regression, a “typical” student represents an
average student. In a quantile regression, a “typical” student describes a student at the th
quantile (Bekkerman, Brester, & McDonald, 2011). Covariates were centered around
their means such that the intercept represents a “typical” student. Because covariates are
centered around their mean, the intercept plot represents the estimated conditionalquantile function of the mathematics outcomes distribution for a “typical” student.
Therefore, centering around continuous independent variables would create this
typical student. The graph for the intercept coefficient is a predicted quantile function for
mathematics outcomes for the typical student (i.e., the mathematics achievement or selfefficacy of a fictional student based on the mean of all covariates) and serves as the
baseline. This quantile function indicates that for the typical student, intercept has a rightskewed distribution. This skewness, indicated by the slope in the graph is less
pronounced than the skewness observed for the mathematics outcomes data without
considering the effects of the covariates. This observation is indicated in the graph.
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The intercept panel can be interpreted as the estimate of the conditional quantile
function of the mathematics outcomes distribution, given all covariates set to zero. All
other panels illustrate the effect of one covariate with all other covariates held constant at
the reference level. For example, the QR intercept in Figure 4.1 can be interpreted as the
estimated conditional quantile function of the PISA 2003 mathematics achievement
distribution of a 15.83-year-old girl born to a non-single native family who has an
average level father SES and mother SES and who speaks non-English at home in the
U.S..
The shapes of the distributions of quantile effects do not follow a single pattern
for all independent variables. Instead, the extent to which each independent variable's
effect varies over the distribution of mathematics outcomes depends on the specific
independent variable (Magzamen et al., 2015). To have a clear graphical view, gender
differences in mathematics achievement can be closely examined in Figure 4.1. It shows
that gender differences are all positive in favor of male students because all the values are
above the zero-reference line. Gender differences increase from 4.05 to 27.83 as students’
conditional mathematics achievement scores moves up in quantile values. The narrow
confidence band (gray-shaded area) indicates that the estimations of gender differences
are quite precise. This plot also shows some overlap with the LMR confidence band (area
between the two dotted red horizontal lines), which illustrates how LMR and QR differ in
modeling gender differences in mathematics achievement. As already stated in Table 4.3,
in comparison to QR, the LMR model underestimates individual differences among highscoring mathematics students and overestimates individual differences among lowscoring mathematics students. This pattern is true for both LMR and for the QR models at
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all nine quantiles. Overall, the quantile process plot shows that the gender difference in
mathematics achievement between males and females is greater for high-scoring
mathematics students. Finally, comparing the age and the gender plots in Figure 4.1, it is
evident that the confidence band for the gender slope coefficients (i.e., the width of the
gray-shaded area) reveals more precision of estimation compared to the estimation of
age.
4.5.4.1 Location shifts of conditional quantiles
Chapter 3 provided some ideas as to the shifts for coefficients (measures of a
distribution such as median, inter-quantile range, skewness, etc.) QR advantage on
distribution (location, scale, and shape shifts) was also introduced. In this chapter,
quantile measures of distribution are further extended. A graphical view of QR estimates
is a necessary step in interpreting QR results (Hao & Naiman, 2007). Quantile process
plots (Figure 4.1 to Figure 4.6) can inspect the important shifts of quantiles. That is, the
graphical representation of the central location, scale, and shape of the mathematics
outcomes by quantile functions can be seen from Figure 4.1 to Figure 4.6. Usually,
graphics are used to inspect location and scale shifts. Graphics provides some indication
of how modifications of the independent variables produce shape shifts. However, the
graphical view is not sufficient to demonstrate the shape shift because skewness is
measured by using multiple quantiles (Hao & Naiman, 2007). It is the quantile-based
measures that provide numerical ways to measure the location, scale, and shape so as to
describe distributional properties. A number of quantile-based summary statistics for
location (median), scale (inter-quantile range), and shape (quantile-based skewness) of a
distribution can be computed (Geraci, 2016; Hao & Naiman, 2007; Chen, 2010).
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Graphical Approach. Hao and Naiman (2007) state that a straight horizontal line
indicates that, with all the other covariates fixed, the covariate change produces only
location shift: a positive shift if the line is above the horizontal zero line (i.e., the
coefficient is positive) and a negative shift if the line is below the horizontal zero line
(i.e., the coefficient is negative). The location shift was illustrated together with the scale
shift later on.
In almost all of the panels of Figure 4.1, with the exception of language-at-home
coefficients, the quantile regression estimates lie at some point outside the confidence
intervals for the LMR regression, suggesting that the effects of these covariates may not
be constant across the conditional distribution of the independent variable (Koenker &
Machado, 1999; Koenker & Hallock, 2001). Speaking English at home is associated with
a modest increase in mathematics achievement. Speaking English at home has a more
uniform effect over the whole range of the distribution than other variables in Figure 4.1.
This is an example of an effect that appears to exert a pure location shift effect on the
conditional distribution. Therefore, for the effect of language at home, the quantile
regression results are quite consistent with the LRM results.
Quantitative Approach. One way to quantify the location shift is to examine
individual differences in terms of median of mathematics outcomes (Davino et al, 2013;
Koenker & Hallock, 2001; Hao & Naiman, 2007; Chen, 2010). From the above
discussion, the location shift can be quantified (i.e., calculating the amount and testing its
statistical significance) easily by regression coefficients at the .50th quantile. The median
estimates of unstandardized QR can be found at the .50th quantile from Table 4.3 to
Table 4.6. The standardized version of the median estimates can be found in Table 4.7,
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which is used to compare the location shifts between 2003 and 2012. For example, the
location shift of mathematics achievement brought about by a one-unit increase in age in
PISA 2012 is .10 SD points in mathematics achievement (computing the age coefficient
at the .50th quantile: .10* (1 – 0) =.10). (see Table 4.7). This location shift is higher than
the LRM mean shift (computing the age coefficient of LRM: .80* (1 – 0)). (see Appendix
2).
The hypothesis of interest is to see whether there is any significant difference in
the slope coefficients for the same predictor between 2003 and 2012. The bootstrap
procedure was used to determine whether there was a significant location shift between
PISA 2003 and 2012 by comparing median between PISA 2003 and PISA 2012 Data. The
determination was made by comparing the bootstrapped differences of median (i.e., at
the .50th quantile) between PISA 2003 and 2012. There was a statistically significant
location shift in terms of individual differences associated with family structure in both
mathematics outcomes between 2003 and 2012. In 2012, individual differences
associated with family structure showed a statistically stronger median in both
mathematics outcomes than in 2003.
4.5.4.2 Scale shifts of conditional quantiles
Graphical Approach. A straight non-horizontal line indicates both location and scale
shifts. In this case, the location shift is determined by the quantile coefficient at the
median (.50th quantile): a rightward location shift (i.e., increases in the value of
independent variable shift the distribution of dependent variable to the right) if .50th
quantile coefficient is positive, and a leftward location shift (i.e., increases in the value of
independent variable shift the distribution of dependent variable to the left) if .50th
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quantile coefficient is negative. The scale shift is determined by the direction of the
slope: a positive scale shift (i.e., the scale becomes wider) if sloping straight line is
upward, and a negative scale shift (i.e., the scale becomes narrower) if sloping straight
line is downward (Hao & Naiman, 2007).
To illustrate the shifts from a graphical view, age differences in mathematics
achievement are examined as an example (see Figure 4.1). As the coefficients and the
confidence envelope are above zero (the horizontal solid black line), age differences in
mathematics achievement are all positive and significant across various quantiles except
the .10th quantile. The .50th quantile coefficient of age is positive, so that the location of
the mathematics achievement distribution shifts rightward, meaning increases in the
value of age shift the distribution of mathematics achievement value to the right. The
positive coefficient for age at the .50th quantile indicates the amount of distribution shifts
to the right as a result of a one-year increase. That is, the rightward location shift from the
coefficient for age at the .50th quantile of mathematics achievement on age reveals the
rightward location shift from younger students’ mathematics achievement distribution to
older students’ mathematics achievement distribution (i.e., older students achieve higher
than younger students). The age coefficients form an upward sloping, presenting that an
increase in age shifts the location of the mathematics achievement distribution rightward
and expands the scale of the mathematics achievement distribution (i.e., mathematics
achievement becomes more diverse among older students than among younger students).
If there were only location shifts, increasing age by a single year would cause every
quantile to increase by the same amount, leading to a horizontal line. Instead, coefficients
of age are monotonically increasing with quantiles, indicating that an additional year of
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age has a greater effect on mathematics achievement for higher-achieved students than
for lower-achieved students. Therefore, the monotonicity has scale-effect implications:
adding a year of age increases the scale of the response. Therefore, there is both location
shift and scale shift in mathematics achievement for the effect of age in 2003.
Quantitative Approach. One way to quantify the scale shift is to examine, in the
current case, individual differences in terms of dispersion of mathematics outcomes. The
standard deviation is a commonly used measure of the dispersion for a symmetric
distribution. However, distances between selected quantiles provide a more informed
description of the dispersion than the standard deviation for skewed distributions. The
inter-quantile range IQR(p), which describes the range of the middle (1 - 2p) proportion
of the distribution. IQR(p) = Q(1 – p) – Q(p), is used to captures the dispersion.
Extensions to different ranges in dispersion are flexible; for example, the range between
Q(.10) and Q(.90) or between Q(.30) and Q(.70) is conventional. When p= .10, the
interquantile range becomes the interquartile range IQR (.10) = Q (.90) - Q(.10), giving
the range of the middle 80% of the distribution. The QRM fits provide an approach to
estimating scale-shift (SCS) effects to compare a reference group and a comparison
group, which have the same median (Hao & Naiman, 2007). That is, we can computer the
differences between the interquantile range for the reference group (IQRR ) and the
interquantile range for the comparison group (IQRC) . According to Hao and Naiman
(2007), IQRC - IQRR is used as a measure of scale shift (SCS):
SCS(p) = IQRC (p) - IQRR( p) = (QC(1- p) - QC (p)) - (Q R(1 - p) - QR (p) )
= (QC(1 - p) - Q R(1- p)) - (QC( p) - QR (p))
= β(1- p) - β(p) for p < .5
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The notation β(p) is referred to the fitted coefficient corresponding to some covariate in a
pth quantile-regression model. Therefore, if we fit a linear QRM with no interaction
terms between covariates, the estimates of the scale shifts can be obtained simply by
computing the differences of the QR coefficients at the relevant quantiles (Chen, 2010;
Hao & Naiman, 2007).
As mentioned in the procedure section, it is easier to interpret when comparing
scale shifts between 2003 and 2012 by using standardized coefficients because standard
deviation is the common scale for all variables. Standardization puts variables on a
common scale to make them comparable for within-study and between-study
comparisons (Frost, 2017; Schielzeth, 2010). Therefore, the standardized coefficients are
used to compare the scale shifts between 2003 and 2012 (see Table 4.8).
Specifically, controlling for other covariates, age differences were associated with
increased dispersion of mathematics achievement by .07 SD for the middle 80 percent of
the students in 2003 (i.e., demonstrating scale shift). In 2012, there was no significant
scale shift in mathematics achievement because age differences were not associated with
any dispersion for the middle 80 percent of the students. Thus, the positive scale shift
disappeared from 2003 to 2012 for the middle 80 percent of the students. There was no
significant scale shift in mathematics achievement related with age differences for the
middle 40 percent of the students in both 2003 and 2012.
Controlling for other covariates, gender differences were associated with
increased dispersion of mathematics achievement by .08 SD for the middle 40 percent of
the students in 2003 (i.e., demonstrating scale shift). In 2012, there was no significant
scale shift in mathematics achievement because gender differences were not associated
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with any dispersion for the middle 40 percent of the students. Thus, the positive scale
shift disappeared from 2003 to 2012 for the middle 40 percent of the students.
Controlling for other covariates, gender differences were associated with increased
dispersion of mathematics achievement by .10 SD for the middle 80 percent of the
students in 2003. In 2012, there was no significant scale shift in mathematics
achievement because gender differences were not associated with any dispersion for the
middle 80 percent of the students. Thus, the positive scale shift disappeared from 2003 to
2012 for the middle 80 percent of the students.
Controlling for other covariates, father SES differences were associated with
increased dispersion of mathematics achievement by .02 SD for the middle 40 percent of
the students in 2012 (i.e., demonstrating scale shift). In 2003, there was no significant
scale shift in mathematics achievement because father SES differences were not
associated with any dispersion for the middle 40 percent of the students. Thus, the
positive scale shift appeared from 2003 to 2012 for the middle 40 percent of the students.
Controlling for other covariates, father SES differences were associated with increased
dispersion of mathematics achievement by .07 SD for the middle 80 percent of the
students in 2012 (i.e., demonstrating scale shift). In 2003, there was no significant scale
shift in mathematics achievement because father SES differences were not associated
with any dispersion for the middle 80 percent of the students. Thus, the positive scale
shift appeared from 2003 to 2012 for the middle 80 percent of the students.
From 2003 to 2012 over the ranges, the scale shifts of individual differences
associated with mother SES, immigrant status, family structure and language at home on
mathematics achievement were not significant. It indicated that from 2003 to 2012,
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individual differences associated with mother SES, immigrant status, family structure and
language at home on mathematics self-achievement were consistent (i.e., similar).
According to the comparison of standardized effects upon dispersion (see Table
4.8), the biggest scale shift in mathematics achievement for the middle 40 percent of the
students in 2003 was related to gender differences, and the biggest scale shift in
mathematics achievement for the middle 40 percent of the students in 2012 was related to
father SES. The biggest scale shift in mathematics achievement for the middle 80 percent
of the students in 2003 was related to gender differences. In 2012, the biggest scale shift
in mathematics achievement for the middle 80 percent of the students was related to the
individual differences associated with father SES.
We can interpret mathematics self-efficacy scale shifts in the same manner.
Controlling for other covariates, age differences were associated with increased
dispersion of mathematics self-efficacy by .08 SD for the middle 40 percent of the
students in 2012 (i.e., demonstrating scale shift). In 2003, there was no significant scale
shift in mathematics self-efficacy because age differences were not associated with any
dispersion for the middle 40 percent of the students. Thus, the positive scale shift
appeared from 2003 to 2012 for the middle 40 percent of the students. Controlling for
other covariates, age differences were associated with increased dispersion of
mathematics self-efficacy by .14 SD for the middle 80 percent of the students in 2003. In
2012, there was no significant scale shift in mathematics self-efficacy because age
differences were not associated with any dispersion for the middle 80 percent of the
students. Thus, the positive scale shift disappeared from 2003 to 2012 for the middle 80
percent of the students.
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Controlling for other covariates, gender differences were associated with
increased dispersion of mathematics self-efficacy by .13 SD for the middle 40 percent of
the students in 2003 (i.e., demonstrating scale shift). In 2012, gender differences were
associated with increased dispersion of mathematics self-efficacy by .10 SD for the
middle 40 percent of the students. Controlling for other covariates, gender differences
were associated with increased dispersion of mathematics self-efficacy by .19 SD for the
middle 80 percent of the students in 2003. In 2012, gender differences were associated
with increased dispersion of mathematics self-efficacy by .22 SD for the middle 80
percent of the students.
Controlling for other covariates, father SES differences were associated with
increased dispersion of mathematics self-efficacy by .14 SD for the middle 40 percent of
the students in 2003 (i.e., demonstrating scale shift). In 2012, father SES differences were
associated with increased dispersion of mathematics self-efficacy by .10 SD for the
middle 40 percent of the students. Controlling for other covariates, father SES differences
were associated with increased dispersion of mathematics self-efficacy by .20 SD for the
middle 80 percent of the students in 2003. In 2012, father SES differences were
associated with increased dispersion of mathematics self-efficacy by .13 SD for the
middle 80 percent of the students.
Controlling for other covariates, mother SES differences were associated with
increased dispersion of mathematics self-efficacy by .10 SD for the middle 40 percent of
the students in 2003 (i.e., demonstrating scale shift). In 2012, mother SES differences
were associated with increased dispersion of mathematics self-efficacy by .13 SD for the
middle 40 percent of the students. Controlling for other covariates, mother SES
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differences were associated with increased dispersion of mathematics self-efficacy by .14
SD for the middle 80 percent of the students in 2003. In 2012, mother SES differences
were associated with increased dispersion of mathematics self-efficacy by .07 SD for the
middle 80 percent of the students.
Controlling for other covariates, individual differences associated with family
structure were associated with increased dispersion of mathematics self-efficacy by .20
SD for the middle 80 percent of the students in 2012 (i.e., demonstrating scale shift). In
2003, there was no significant scale shift in mathematics self-efficacy because individual
differences associated with family structure were not associated with any dispersion for
the middle 80 percent of the students. Thus, the positive scale shift appeared from 2003
to 2012 for the middle 80 percent of the students. There was no significant scale shift in
mathematics self-efficacy related with individual differences associated with family
structure for the middle 40 percent of the students in both 2003 and 2012.
There was no significant scale shift in mathematics self-efficacy related with
individual differences associated with immigrant status or language at home for the
middle 40 percent of the students in both 2003 and 2012. There was also no significant
scale shift in mathematics self-efficacy related with individual differences associated with
immigrant status or language at home for the middle 80 percent of the students in both
2003 and 2012.
According to the comparison of standardized effects upon dispersion (see Table
4.8), the biggest scale shifts in mathematics self-efficacy for the middle 40 percent of the
students in 2003 was related to father SES. In 2012, the biggest scale shift in mathematics
self-efficacy for the middle 40 percent of the students was related to the individual
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differences associated with mother SES. In 2003, the biggest scale shift in mathematics
self-efficacy for the middle 80 percent of the students was related to the individual
differences associated with father SES. The biggest scale shifts in mathematics selfefficacy for the middle 80 percent of the students was related to gender differences in
2012.
The bootstrap procedure was used to determine whether there was a significant
scale shift between PISA 2003 and 2012 by comparing dispersion between PISA 2003
and PISA 2012 Data. The bootstrap results showed that there was a statistically
significant difference in scale shift concerning individual differences associated with
father SES in mathematics achievement for the middle 40 percent of the students between
2003 and 2012.
The bootstrap results showed that there was a statistically significant difference in
scale shift in terms of individual differences associated with gender in mathematics selfefficacy for the middle 40 percent of the students between 2003 and 2012.
4.5.4.3 Shape shifts of conditional quantiles
Graphical Approach. Any nonlinear curve in quantile process plots implies the
presence of a more complex shape shift, for example, in the form of a skewness shift
(Hao & Naiman, 2007). As mentioned above, graphical approach appears to suggest more
complex changes than location and scale shifts, but the graphical view is not sufficient to
reveal shape shifts, because skewness is measured by using more than two quantiles.
Quantitative Approach. According to Hao and Naiman (2007), one way to
quantify the shape shift is to examine individual differences in terms of the skewness
shift (SKS). Extensions to different quantiles in SKS index are flexible. The SKS for the
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middle 100(1 - 2p)% of the population is computed as:
SKS(p) = [(Q C(1 - p) - QC (.50))/( Q R(1 - p) - QR( .50))]/[( Q C (.50) - Q C( p))]/( Q R (.50) - Q R (p))] - 1
= [(β(1- p) + α(1- p) - β (.50) - α(.50))/(α (1- p) - α(.50))]/[(β (.50) + α (.50) - β(p) - α (p))/(α (.50) - α (p))] - 1.

In this study, Q(.10) is used to compute SKS. Therefore, the SKS (.10) is computed as:
SKS(.10) = [(Q C(.90) - Q C (.50))/( Q R(.90) - Q R( .50))]/[( Q C (.50) - Q C( .10))]/( Q R (.50) - Q R (.10))] - 1
= [(β(.90) + α(.90) - β (.50) - α(.50))/(α (.90) - α(.50))]/[(β (.50) + α (.50) - β(.10) - α (.10))/(α (.50) - α (.10))] - 1.

If SKS is greater than zero, the right-skewness is increased due to the effect of the
explanatory variable. If SKS is less than zero, the right-skewness is reduced due to the
effect of the explanatory variable (Hao & Naiman, 2007). The standardized version of the
SKS can be found in Table 4.8, which is used to describe shape index associated with the
individual differences.
There was no significant shape shift in mathematics achievement related with
individual differences associated with age, gender, father SES, mother SES, immigrant
status, family structure or language at home for the middle 80 percent of the students in
neither 2003 nor 2012.
There was no significant shape shift in mathematics self-efficacy related with
individual differences associated with age, father SES, mother SES, immigrant status,
family structure or language at home for the middle 80 percent of the students in neither
2003 nor 2012. Controlling for other covariates, gender differences were associated with
increased skewness of mathematics self-efficacy by 20% for the middle 80 percent of the
students in 2012 (i.e., demonstrating shape shift). There was no significant shape shift in
mathematics self-efficacy related with individual differences associated with gender in
2003.
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The bootstrap procedure was used to determine whether there was a significant
shape shift between PISA 2003 and 2012 by comparing skewness between PISA 2003
and PISA 2012 Data. The determination was made by comparing the bootstrapped
differences of SKS between PISA 2003 and 2012.
The bootstrap results showed that there was no statistically significant difference
in shape shift in terms of individual differences in mathematics achievement between
2003 and 2012. The bootstrap results showed that there was a statistically significant
difference in shape shift in terms of individual differences associated with gender in
mathematics self-efficacy between 2003 and 2012.
Therefore, the graphical and numerical ways to document the location, scale, and
shape shifts of the mathematics outcomes by quantile functions are provided above. The
graphical presentation is usually used to inspect location, scale, and shape shifts. The
numerical way is usually used to quantify location, scale, and shape shifts. As shown
above, a graphical view of QR estimates is a necessary step in interpreting QR results and
is used to inspect location, scale, and shape shifts (Chen, 2010). The numerical way can
help identify and measure these important shifts of quantiles.
4.5.5

Comparison of least squares mean regression and quantile regression lines
For both LMR and QR, when there is only one independent variable, the

regression lines can be plotted out directly. The difference between LMR regression line
and QR regression lines is that, in LMR, there is only one regression line representing the
mean pattern of relationship between the dependent variable and the independent
variable, whereas in QR there are several quantile regression lines corresponding to the
relationship at several quantiles of interest (Chen & Chalhoub-Deville, 2014). The
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resulting LMR line is a line that minimizes the sum of squared vertical distances of all
response observations to the line, which is the one that passes the expected means of the
response distributions conditioned at every covariate value. Depending on the quantiles
of choice, the QR regression lines have more than one regression line. In practice, usually
a whole set of QR models is compared to detect the different covariate effect on the
outcomes (dependent variables) at various quantiles of response distribution (Chen,
2010). Because of choosing the largest effect size value among these independent
variables according to the size of the standardized coefficients, we use father SES as an
example to compare the LMR and QR lines. Figure 4.5, Figure 4.6, Figure 4.7, and
Figure 4.8 represent scatter-plots of the PISA data on father SES versus mathematics
achievement and mathematics self-efficacy. Superimposed on the plots are the .10th,
.20th, .30th, .40th, .60th, .70th, .80th and .90th quantile regression lines in solid blue, the
median fit in solid green, with the least squares estimate of the mean-based regression as
the dashed red line. Taking the PISA 2003 data as an example where mathematics
achievement is the dependent variable and father SES is the independent variable, the
best-fitting line for .50th quantile passes the conditional medians of the mathematics
score distributions. In other words, half of the mathematics scores lie above the solid
green line in Figure 4.5 and half below the line. The same concept can extend to other
QR models at other quantiles.
Specifically, Figure 4.5 shows the plots of the LMR as well as nine QR lines for
the results of father SES on students’ PISA 2003 mathematics achievement. The nine QR
lines correspond to, from the bottom up, the regression modeling with conditional
mathematics percentiles at .10, .20, .30, .40, .60, .70, .80, and .90. The LMR line (the
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dotted red line) is very close to the median QR line (the solid green line in the middle).
However, the other QR lines (the solid blue lines) all have different intercepts but similar
slope coefficients. The LMR line is parallel to QR lines, which indicates that father SES
is associated with a modest increase in mathematics achievement. Father SES has a
uniform effect over the whole range of the distribution. This is an example of an effect
that appears to exert a pure location shift effect on the conditional distribution. For this
effect (slope), the QR results are quite consistent with the LRM results.
In Figure 4.6, the LMR is also parallel to QR lines for the effects of father SES on
students’ PISA 2012 mathematics achievement. Therefore, LMR is not far off, in that
change at each quantile is similar across quantiles, including the median, which is very
close to LMR line for the effects of father SES on students’ PISA mathematics
achievement.
Figure 4.7 shows the plots of the LMR as well as the nine QR lines for the results
of father SES on students’ PISA 2003 mathematics self-efficacy. The QR lines (solid
blue lines) have a higher number of different slope coefficients than mathematics
achievement. The different slopes indicate that there is a differential relationship between
father SES and mathematics self-efficacy at different parts of the distribution. For
instance, the relationship seems stronger for students with high mathematics self-efficacy
(see the top line) than for students with low mathematics self-efficacy (see the bottom
line). The slopes of father SES increase, moving from the lower to the higher quantiles.
The higher slopes corresponding to the highest quantiles reveal greater variability in the
conditional distribution for students with high mathematics self-efficacy. The LMR line
is not parallel to QR lines in Figure 4.7. Instead, LMR is far off, in that change at each
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quantile is different across quantiles, including the median, which is very close to LMR
line.
Finally, Figure 4.8 includes one LMR line and the nine QR lines for the results of
father SES on students’ PISA 2012 mathematics self-efficacy. It has very similar results
as Figure 4.7. In other words, the distributions of mathematics self-efficacy of both PISA
2003 and 2012 are more spread out at high values of father SES than at lower values.
That is, the variance of the mathematics self-efficacy is bigger at higher values of the
father SES.
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Table 4.1 Descriptive Statistics of 2003 PISA Variables Used in Analysis
N

Minimum

Maximum

Mean

SD

Mathematics achievement

5456

142.19

761.68

480.86

93.33

Mathematics self-efficacy

5352

-3.89

2.53

.24

1.06

Age in years

5456

15.25

16.33

15.83

.29

Gender (0=female, 1=male)

5455

.00

1.00

.50

.50

Father socioeconomic status

4573

16.00

90.00

46.46

18.58

Mother socioeconomic status

4696

16.00

90.00

49.22

15.44

Immigrant (0=native, 1=immigrant)

5284

.00

1.00

.14

.35

Family structure (0=non-single, 1=single)

5299

.00

1.00

.30

.46

Language at home (0=non-English, 1=English)

5249

.00

1.00

.91

.29

Dependent Variables

Independent Variables
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Table 4.2 Descriptive Statistics of 2012 PISA Variables Used in Analysis
N

Minimum

Maximum

Mean

SD

Dependent Variables
Mathematics achievement

4978

183.21

797.17

481.96

89.34

Mathematics self-efficacy

3258

-3.75

2.27

.14

1.00

Age in years

4978

15.33

16.33

15.82

.29

Gender (0=female, 1=male)

4978

.00

1.00

.51

.50

Father socioeconomic status

4064

11.01

88.96

44.78

22.42

Mother socioeconomic status

4221

11.74

88.70

49.76

21.22

Immigrant (0=native, 1=immigrant)

4830

.00

1.00

.21

.41

Family structure (0=non-single, 1=single)

4466

.00

1.00

.20

.40

Language at home (0=non-English, 1=English)

4777

.00

1.00

.88

.33

Independent Variables

Table 4.3 Comparison of Least Squares Mean Regression and Quantile Regression Estimates Using PISA 2003 Mathematics
Achievement Data
Quantile Regression
LMR
Intercept

Age in years (centered)

Gender (0=female, 1=male)

Father socioeconomic status (centered)

Mother socioeconomic status (centered)

Immigrant (0=native, 1=immigrant)

Family structure (0=non-single, 1=single)

Language at home (0=non-English, 1=English)

.10

.20

.30

.40

.50

.60

.70

469.95*

351.85*

398.94*

437.86*

457.86*

472.28 *

490.71 *

504.65*

534.71 *

570.14*

(7.12)

(14.54)

(10.84)

(10.96)

(8.90)

(9.37)

(9.59)

(9.48)

(9.14)

(12.36)

25.53*

14.09

20.52*

20.83*

23.13*

21.04*

25.63*

32.42*

45.77*

34.84*

(4.66)

(9.45)

(7.51)

(6.92)

(5.67)

(6.19)

(6.33)

(6.68)

(6.98)

(6.19)

11.89*

8.44

6.34

4.05

8.15*

9.35*

12.21*

18.38*

23.26*

27.83*

(2.66)

(5.51)

(4.31)

(3.97)

(3.28)

(3.56)

(3.72)

(3.78)

(3.98)

(3.59)

1.09*

1.11*

1.03*

1.18*

1.09*

1.22*

1.22*

1.10*

1.05*

1.01*

(.07)

(.16)

(.13)

(.11)

(.09)

(.10)

(.10)

(.10)

(.11)

(.10)

.94*

.94*

.86*

.75*

1.04*

1.04*

1.04*

1.05*

1.14*

.94*

(.09)

(.19)

(.15)

(.14)

(.11)

(.12)

(.12)

(.13)

(.13)

(.12)

7.59

4.83

7.68

5.28

6.37

7.13

8.74

15.23

7.42

2.43

(5.44)

(13.05)

(8.30)

(7.46)

(7.28)

(8.63)

(9.14)

(5.99)

(7.02)

(8.04)

-30.28*

-30.31*

-27.92*

-31.69*

-33.01*

-29.42*

-27.13*

-29.32*

-33.60*

-29.52*

(3.20)

(5.69)

(5.84)

(4.50)

(4.16)

(4.57)

(4.25)

(3.85)

(4.86)

(4.93)

29.60*

44.05*

33.44*

23.87*

24.54*

29.19*

29.56*

34.60*

32.79*

25.59

(6.93)

(14.23)

(10.48)

(10.66)

(8.70)

(9.19)

(9.48)

(9.13)

(8.81)

(13.21)

94

.80

.90

Proportion of variance explained (R2)

14.59

6.33

6.75

7.34

8.24

8.44

8.66

8.72

8.92

NOTE: * p < .05. LMR = Least squares mean regression. Standard errors are in parentheses. Model fit is evaluated by R2 from mean regressions and pseudo-R2 from quantile
regressions. The values represent percentages (e.g., 14.59=14.59%) and are often smaller for Pseudo- R2 than for R2 because the calculation is based on absolute deviation rather
than squared deviation.
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9.35

Table 4.4 Comparison of Least Squares Mean Regression and Quantile Regression Estimates Using PISA 2012 Mathematics
Achievement Data
Quantile Regression
LMR
Intercept

Age in years (centered)

Gender (0=female, 1=male)

Father socioeconomic status (centered)

Mother socioeconomic status (centered)

Immigrant (0=native, 1=immigrant)

Family structure (0=non-single, 1=single)

Language at home (0=non-English, 1=English)

.10

.20

.30

.40

462.04*

366.98*

399.79*

421.06*

441.34*

(5.87)

(10.04)

(7.16)

(7.80)

24.74*

10.61*

11.60*

(4.84)

(7.38)

12.02*

.50

.60

.70

.80

.90

466.81*

479.13*

503.01*

523.88*

565.25*

(7.33)

(8.35)

(9.58)

(8.44)

(9.33)

(12.51)

14.57*

21.96*

31.50*

27.65*

23.29*

26.84*

38.79*

(6.44)

(6.72)

(6.56)

(7.07)

(7.07)

(6.73)

(7.64)

(8.22)

9.50*

7.40*

9.78*

12.25*

11.44*

12.87*

13.66*

16.54*

14.06*

(2.78)

(4.37)

(3.69)

(3.85)

(3.74)

(4.04)

(4.07)

(3.87)

(4.40)

(4.80)

1.09*

.89*

1.01*

.99*

1.05*

1.05*

1.20*

1.20*

1.22*

1.26*

(.07)

(.10)

(.08)

(.09)

(.09)

(.10)

(.10)

(.09)

(.11)

(.11)

.58*

.42*

.49*

.57*

.55*

.61*

.61*

.64*

.66*

.66*

(.07)

(.10)

(.10)

(.10)

(.10)

(.11)

(.11)

(.10)

(.12)

(.13)

12.79

9.28

12.26

9.16

6.07

2.29

12.17

12.83

17.88

22.55*

(4.53)

(7.43)

(6.88)

(4.92)

(5.83)

(7.05)

(7.63)

(7.30)

(7.85)

(8.68)

-4.20

-9.18

-7.56

-3.32

-4.96

-4.94

-3.81

-.24

3.26

(3.93)

(4.31)

(6.04)

(5.77)

(5.78)

(5.27)

(6.30)

(4.90)

(5.67)

(7.60)

32.04*

30.32*

30.16*

30.61*

29.87*

26.17*

33.71*

31.99*

33.05*

25.55*

(5.65)

(9.47)

(7.07)

(7.40)

(7.07)

(8.05)

(9.42)

(8.28)

(9.06)

(11.00)

-11.53
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Proportion of variance explained (R2)

16.98

6.94

7.49

8.28

8.75

9.10

9.66

10.21

10.58

NOTE: * p < .05. LMR = Least squares mean regression. Standard errors are in parentheses. Model fit is evaluated by R2 from mean regressions and pseudo-R2 from quantile
regressions. The values represent percentages (e.g., 16.98=16.98%) and are often smaller for Pseudo- R2 than for R2 because the calculation is based on absolute deviation rather
than squared deviation.
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Table 4.5 Comparison of Least Squares Mean Regression and Quantile Regression Estimates Using PISA 2003 Mathematics SelfEfficacy Data
Quantile Regression

Intercept

Age in years (centered)

Gender (0=female, 1=male)

Father socioeconomic status (centered)

Mother socioeconomic status (centered)

Immigrant (0=native, 1=immigrant)

Family structure (0=non-single, 1=single)

Language at home (0=non-English, 1=English)

LMR

.10

.20

.30

.40

.50

.60

.70

.80

.04

-.89*

-.53*

-.43*

-.19*

-.10

.06

.30

.74*

1.31*

(.09)

(.09)

(.07)

(.08)

(.08)

(.07)

(.08)

(.14)

(.20)

(.14)

.30*

.03

.11*

.18*

.20*

.25*

.31*

.37*

.43*

.55*

(.06)

(.06)

(.06)

(.05)

(.06)

(.06)

(.07)

(.10)

(.12)

(.13)

.22*

.07

.11*

.10*

.12*

.21*

.29*

.39*

.48*

.47*

(.03)

(.04)

(.03)

(.03)

(.03)

(.04)

(.04)

(.06)

(.07)

(.09)

.01*

.01*

.01*

.01*

.01*

.01*

.01*

.01*

.02*

.02*

(.00)

(.00)

(.00)

(.00)

(.00)

(.00)

(.00)

(.00)

(.00)

(.00)

.01*

.01*

.01*

.01*

.01*

.01*

.01*

.01*

.02*

.02*

(.00)

(.00)

(.00)

(.00)

(.00)

(.00)

(.00)

(.00)

(.00)

(.00)

.13

.12

.07

.11

.07

.18

.22

.27

.30

.20

(.07)

(.06)

(.04)

(.07)

(.07)

(.10)

(.11)

(.14)

(.16)

(.11)

-.14*

-.16*

-.07*

-.08*

-.10*

-.12*

-.14*

-.13*

-.17*

-.21*

(.04)

(.05)

(.03)

(.04)

(.03)

(.04)

(.05)

(.07)

(.07)

(.10)

.18*

.15

.05

.16*

.11

.17

.24*

.25*

.21*

.24*

(.08)

(.08)

(.07)

(.08)

(.08)

(.07)

(.08)

(.12)

(.10)

(.12)

98

.90

Proportion of variance explained (R2)

.29

.39

.31

.31

.26

.40

.44

.43

.39

NOTE: * p < .05. LMR = Least squares mean regression. Standard errors are in parentheses. Model fit is evaluated by R2 from mean regressions and pseudo-R2 from quantile
regressions. The values represent percentages (e.g., 7.41=7.41%) and are often smaller for Pseudo- R2 than for R2 because the calculation is based on absolute deviation rather than
squared deviation.
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Table 4.6 Comparison of Least Squares Mean Regression and Quantile Regression Estimates Using PISA 2012 Mathematics SelfEfficacy Data
Quantile Regression

Intercept

Age in years (centered)

Gender (0=female, 1=male)

Father socioeconomic status (centered)

Mother socioeconomic status (centered)

Immigrant (0=native, 1=immigrant)

Family structure (0=non-single, 1=single)

Language at home (0=non-English, 1=English)

LMR

.10

.20

.30

.40

.50

.60

.70

.01

-.93*

-.58*

-.33*

-.18*

-.01

.10

.35*

.64*

.80*

(.09)

(.08)

(.10)

(.09)

(.07)

(.08)

(.09)

(.16)

(.13)

(.13)

.28*

.15

.07

.08

.15*

.24*

.41*

.35*

.51*

.37*

(.07)

(.07)

(.07)

(.06)

(.07)

(.08)

(.11)

(.13)

(.13)

(.18)

.29*

.21*

.21*

.17*

.17*

.16*

.22*

.36*

.58*

.64*

(.04)

(.04)

(.04)

(.03)

(.04)

(.04)

(.06)

(.08)

(.09)

(.10)

.01*

.01*

.01*

.00*

.01*

.01*

.01*

.01*

.01*

.01*

(.00)

(.00)

(.00)

(.00)

(.00)

(.00)

(.00)

(.00)

(.00)

(.00)

.01*

.00*

.00*

.00*

.00*

.01*

.01*

.01*

.01*

.01*

(.00)

(.00)

(.00)

(.00)

(.00)

(.00)

(.00)

(.00)

(.00)

(.00)

.11

.12

.02

.00

.05

.01

.16

.15

.20

.24*

(.06)

(.06)

(.07)

(.06)

(.06)

(.08)

(.10)

(.12)

(.11)

(.12)

-.07

-.01

-.01

-.00

-.02

-.00

-.01

-.12

-.21

-.50*

(.06)

(.04)

(.05)

(.04)

(.05)

(.06)

(.10)

(.11)

(.13)

(.14)

.03

.04

.02

.09

.08

.05

.03

.02

.00

.36*

(.08)

(.08)

(.09)

(.09)

(.07)

(.07)

(.09)

(.15)

(.12)

(.11)

100

.80

.90

Proportion of variance explained (R2)

9.34

3.78

3.34

3.23

2.65

3.73

4.71

5.83

8.25

NOTE: * p < .05. LMR = Least squares mean regression. Standard errors are in parentheses. Model fit is evaluated by R2 from mean regressions and pseudo-R2 from quantile
regressions. The values represent percentages (e.g., 8.45=8.45%) and are often smaller for Pseudo- R2 than for R2 because the calculation is based on absolute deviation rather than
squared deviation.
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Table 4.7 Comparison of Standardized Effects on Median between PISA 2003 and PISA 2012 Data
2003
2012
Mathematics Achievement

Age in years

.06*

.10*

.04

Gender

.05*

.06*

.01

Father socioeconomic status

.24*

.26*

.02

Mother socioeconomic status

.17*

.14*

-.03

Immigrant

.03

.01

-.02

-.14*

-.02

Family structure

Mathematics Self-Efficacy

2012-2003

.12*

Language at home

.09*

.10*

.01

Age in years

.07*

.07*

.00

Gender

.10*

.08*

-.02

Father socioeconomic status

.16*

.16*

.00

Mother socioeconomic status

.11*

.11*

.00

Immigrant

.06

.02

-.04

-.05*

.00

.05

-.02

Family structure
Language at home

.05*
-.07

NOTE: * p < .05. The notation 2012-2003 indicates the location shift by subtracting the coefficients at the .50th quantiles in 2003 from
that in 2012.
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Table 4.8 Comparison of Standardized Effects on Dispersion between PISA 2003 and PISA 2012 Data
2003
2012

Mathematics Achievement

Mathematics Self-Efficacy

2012-2003

70-30

90-10

70-30

90-10

Age in years

.04

.07*

.02

.09

-.02

.02

Gender

.08*

.10*

.03

.03

-.05

-.07

Father socioeconomic status

.02

-.02

.05*

.10*

Mother socioeconomic status

.05

.00

.01

.06

-.04

.06

Immigrant

.04

-.01

.02

.06

-.02

.07

Family structure

.01

.01

.01

.05

-.00

.04

Language at home

.04

-.06

.01

-.01

-.03

.05

Age in years

.05

.14*

.08*

.07

.03

-.07

Gender

.13*

.19*

.10*

.22*

-.03*

.03

Father socioeconomic status

.14*

.20*

.10*

.13*

-.04

-.07

Mother socioeconomic status

.10*

.14*

.13*

.07*

.03

-.07

Immigrant

.05

.03

.06

.07

.01

.04

-.02

-.02

.05

.20*

.07

.22

.03

.02

.04

.11

.01

.09

Family structure
Language at home

70-30

.07*

NOTE: * p < .05. The notation 70-30 indicates the scale shift by subtracting the coefficient at the .30th quantile from that at the .70th
quantile. The notation 90-10 indicates the scale shift by subtracting the coefficient at the .10th quantile from that at the .90th quantile.
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90-10

.12

Table 4.9 Comparison of Standardized Effects on Skewness between PISA 2003 and PISA 2012 Data
2003
2012
Mathematics Achievement

Age in years

-.02

.05

.07

.04

.11

.07

Father socioeconomic status

-.09

.12

.21

Mother socioeconomic status

-.06

.08

.14

Immigrant

-.07

.22

.29

Family structure

-.05

.11

.16

Language at home

-.01

.11

.12

Age in years

.71

.89

.18

Gender

.76

1.27*

.51*

Father socioeconomic status

.77

.93

.16

Mother socioeconomic status

.80

.89

.10

Immigrant

.70

1.04

.33

Family structure

.65

1.16

.51

Language at home

.72

1.17

.44

Gender

Mathematics Self-Efficacy

2012-2003

NOTE: * p < .05. The notation 2012-2003 indicates the shape shift by subtracting the skewness shifts (SKS) at the .10th quantiles in
2003 from that in 2012.
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Figure 4.1 Least Squares Mean Regression and Quantile Regression Results Based on PISA 2003 Mathematics Achievement Data
105

Figure 4.2 Least Squares Mean Regression and Quantile Regression Results Based on PISA 2012 Mathematics Achievement
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Figure 4.3 Least Squares Mean Regression and Quantile Regression Results Based on PISA 2003 Mathematics Self-Efficacy Data
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Figure 4.4 Least Squares Mean Regression and Quantile Regression Results Based on PISA 2012 Mathematics Self-Efficacy Data
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Figure 4.5 Least Squares Mean Regression and Quantile Regression Results Concerning Father SES on Student Mathematics
Achievement Based on PISA 2003 Data
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Figure 4.6 Least Squares Mean Regression and Quantile Regression Results Concerning Father SES on Student Mathematics
Achievement Based on PISA 2012 Data
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Figure 4.7 Least Squares Mean Regression and Quantile Regression Results Concerning Father SES on Student Mathematics SelfEfficacy Based on PISA 2003 Data
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Figure 4.8 Least Squares Mean Regression and Quantile Regression Results Concerning Father SES on Student Mathematics SelfEfficacy Based on PISA 2012 Data
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CHAPTER 5. DISCUSSION
As outlined in Chapter 1, the purpose of this dissertation is to introduce the
statistical technique of QR and demonstrate its practical application to educational
research by investigating individual differences in mathematics achievement and
mathematics self-efficacy. The following questions were explored in the context of 15year-old students in the United States based on two cycles of PISA data (2003 and 2012):
1. Do students’ demographic characteristics influence their mathematics
achievement differently at different levels of mathematics achievement
distribution?
2. Do students’ demographic characteristics influence their mathematics selfefficacy differently at different levels of mathematics self-efficacy
distribution?
3. Are individual differences in mathematics achievement persistent during the
first decade of the 21st century (between 2003 and 2012)?
4. Are individual differences in mathematics self-efficacy persistent during the
first decade of the 21st century (between 2003 and 2012)?
As presented in Table 4.3 to Table 4.6, results of this study confirmed that
students’ demographic characteristics influenced their mathematics outcomes (i.e.,
achievement and self-efficacy in this study) differently at different quantiles. The current
results can partly explain the inconsistent results among previous studies in literature
review, which have shown different effects of students’ demographic characteristics but

have not clarified whether their students (i.e., sample) are at the low, central, or high
quantiles.
Discussion of these findings is organized as follows. Section 1 provides the
technical summary and comparison of LMR and QR. Section 2 contains the main
empirical summary of principal findings on mathematics achievement while section 3
includes empirical main results of mathematics self-efficacy. Section 4 discusses
methodological implications of the ways in which QR improves empirical research, and
section 5 discusses theoretical implications of whether mathematics achievement and
mathematics self-efficacy are stable across time. Section 6 affords implications for
educational policy and practice. Section 7 develops suggestions for future research in
cognition and affect.

5.1

Technical Summary of Linear Regression and Quantile Regression
Educational research often is interested in or works with specific values in a

population distribution (e.g., high, middle, low). Researchers frequently use terms such as
high levels of self-efficacy, low SES backgrounds, or a score location below a specified
percentage of the population. However, the most prevalent use of statistical methods in
educational research employs mean-based modeling, such as ordinary least squares
(OLS) regression, which summarizes the relationship between the dependent variable and
independent variables by describing the mean of the dependent variable for each fixed
value of the independent variables (Hao and Naiman, 2007). Therefore, one main
disadvantage with mean-based regression is that it provides an incomplete picture for
regression models with heterogeneous variances across the outcome distribution. In many
cases, there may not be one slope that effectively characterizes the changes across the
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outcome distribution, and the assumptions for mean-based regression, such as OLS or
other generalized linear model techniques, are violated (Cade and Noon, 2003). Focusing
primarily on changes in the average effect may underestimate, overestimate, or fail to
distinguish real changes in other locations of the distribution (Terrell et al., 1996; Cade et
al., 1999; Cade and Noon, 2003; Chen, 2010).
Quantile regression formalized by Koenker and Bassett (1978) is an alternative
analytic technique that supersedes LMR in research methods/outcomes. Moreover, the
estimation of QR at several quantiles of the outcome distribution may reveal several
interesting aspects that would not be apparent by just examining a single mean-based
regression. Analogously speaking, QR provides snapshots of different points of a
conditional distribution and constitutes a whole picture of the distribution (Machado,
Mata, 2001). In other words, QR can detect the differential effects of independent
variables on the dependent variables that LMR cannot detect and therefore provides more
detailed estimates. This quality of QR enables more in-depth research than LMR in many
fields. Take Figure 4.7 for example; the purpose was to investigate the relationship
between mathematics achievement (dependent variable) and father SES (explanatory
variable). LMR generated a predicted father SES estimate (the slope) based on the
average mathematics achievement. QR generated multiple slopes of father SES based on
specific researcher-defined points (i.e., .10, .50, .90 quantiles) along the distribution of
mathematics achievement. Thus, QR would extend beyond OLS regression by providing
separate father SES estimates at each quantile of mathematics achievement. This allows
researchers to investigate whether the contribution of this construct (father SES) differs at
higher vs. lower levels of mathematics achievement.
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Another main advantage of QR is that this method allows for understanding
relationships between variables outside the mean of the data, making it useful in
understanding outcomes that are non-normally distributed and that have non-linear
relationships with independent variables. Quantiles are order-statistics and therefore are
more resistant to outliers. If errors follow a normal symmetric distribution, results of
LMR and QR at the central location of the distribution coincide. If errors are not
normally distributed or do not meet the assumption of homoscedasticity, QR provides
more efficient and correct estimates (Chen, 2010). Note that the coefficients of different
quantiles are different. Take Table 4.3 for example, the estimate for gender is significant
in the model for the .50 quantile, but it is not significant in the model for the .10 quantile.
In general, QR produces a distinct set of parameter estimates and predictions for
each quantile level to specify changes at any point along the distribution of the dependent
variable. The .50th quantile (the median) regression line can be used to describe the
central location shift. In addition to the estimated central location shifts, the other
quantile-regression lines provide information about scale shifts and skewness (shape)
shifts (Hao and Naiman, 2007; Chen, 2010). For example, a set of equally spaced
quantiles (e.g. every 10percent of the distribution) can describe the scale shift of the
distribution in addition to its location shift. These three shifts can be appreciated
graphically for visual inspection and quantified numerically for statistical significance.

5.2

Empirical Summary of Principal Findings on Mathematics Achievement
The study summarizes the principal findings on mathematics outcomes by

highlighting and comparing, location shifts, scale shifts and shape shifts within and
between 2003 and 2012. Overall, the estimation of QR at several quantiles of
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mathematics achievement distribution revealed several interesting aspects that would not
be apparent solely by examining a single mean-based regression. Table 4.7 to Table 4.9
presents a summary of three shifts between the two cycles of PISA data.
5.2.1

Location Shifts

Location shifts are calculated by regression coefficients at the .50th quantile. In
Table 4.7, if there were statistically significant location shifts, it was marked with star (*).
Otherwise, it showed no mark. In 2003, age, gender, father SES, mother SES, family
structure and language at home caused location shifts in mathematics achievement. In
2012, age, gender, father SES, mother SES and language at home caused location shifts
in mathematics achievement. From 2003 to 2012, immigrant status did not cause location
shifts in mathematics achievement in either year, and family structure ceased to cause
location shifts in mathematics achievement. According to the 95 percent confidence
interval of the differences between bootstrapped location shifts from 2003 to 2012, the
degree of location shift caused by age, gender, father SES, mother SES, immigrant status
and language at home stayed stable. The degree of location shift caused by family
structure increase from 2003 to 2012 in QR.
Location shifts refer to the shifts in the measure of central tendency, which is an
expected part for most regression analyses and is not a unique feature limited to QR
(Chen, 2010). The way to quantify the location shift in QR is to examine the median,
while the way to quantify the location shift in LMR is to examine the mean. Additionally,
quantiles other than central position can be used to describe non-central positions of a
distribution (Hao and Naiman, 2007). For example, the degree of location shift caused by
gender increased from 2003 to 2012 in LMR. The QR coefficients show that the degree
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of location shift below .60th quantile caused by gender increased from 2003 to 2012,
while the degree of location shift above .60th quantile caused by gender decreased from
2003 to 2012. It suggests that the LMR coefficient of gender fails to distinguish changes
in other non-central locations of the distribution (see Table 4.3 and Table 4.4).
5.2.2

Scale Shifts

Scale shifts of mathematics achievement were computed by subtracting the
coefficients at the .10th quantile from that at the .90th quantile. Extensions to different
quantiles in scale shifts are flexible. In Table 4.8, if there were statistically significant
scale shifts, it was marked with star (*). Otherwise, it showed no mark. In 2003, age and
gender caused scale shifts in mathematics achievement. In 2012, father SES caused scale
shifts in mathematics achievement. From 2003 to 2012, mother SES, immigrant status,
family structure and language at home did not cause scale shifts in mathematics
achievement in either year, and both age and gender ceased to cause scale shifts in
mathematics achievement. According to the 95 percent confidence interval of the
differences between bootstrapped scale shifts from 2003 to 2012, the degree of scale shift
caused by age, gender, father SES, mother SES, immigrant status, family structure and
language at home stayed stable.
Scale shifts can also be detected graphically. Comparing the slopes in Figure 4.1
and Figure 4.2, the age and gender differences increased monotonically with the quantile
in both 2003 and 2012, and there is narrower dispersion in the age and gender differences
in 2012 than in 2003. The disparities of age and gender are smaller in the lower quantiles
of the mathematics achievement distribution and larger in the upper tail of the
distribution. This suggests that the individual differences associated with age and gender
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are bigger in the upper quantiles than in the lower quantiles of the mathematics
achievement distribution.
5.2.3

Shape Shifts

Shape shifts of mathematics achievement were examined in terms of skewness
shifts (SKS). Extensions to different quantiles in shape shifts are flexible. In this study,
the .10th quantile is used to compute SKS. In Table 4.9, if there were statistically
significant shape shifts, it was marked with star (*). Otherwise, it showed no mark. In
2012, gender caused shape shifts in mathematics achievement. From 2003 to 2012, age,
gender, father SES, mother SES, immigrant status, family structure and language at home
did not cause shape shifts in mathematics achievement in either year. According to the 95
percent confidence interval of the differences between bootstrapped shape shifts from
2003 to 2012, the degree of shape shift caused by age, gender, father SES, mother SES,
immigrant status, family structure and language at home stayed stable.

5.3

Empirical Summary of Principal Findings on Mathematics Self-Efficacy
Following the same procedure as in the previous section, Table 4.7 to Table 4.9

presents a summary of the three shifts related to mathematics self-efficacy between the
two cycles of PISA data.
5.3.1

Location Shifts

Location shifts are calculated by regression coefficients at the .50th quantile. In
Table 4.7, if there were statistically significant location shifts, it was marked with star (*).
Otherwise, it showed no mark. In 2003, age, gender, father SES, mother SES and family
structure caused location shifts in mathematics self-efficacy. In 2012, age, gender, father
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SES and mother SES caused location shifts in mathematics self-efficacy. According to
the 95 percent confidence interval of the differences between bootstrapped location shifts
from 2003 to 2012, the degree of location shift caused by age, gender, father SES, mother
SES, immigrant status and language at home stayed stable. The degree of location shift
caused by family structure increase from 2003 to 2012 in QR.
5.3.2

Scale Shifts

Scale shifts of mathematics self-efficacy was computed by subtracting the
coefficients at the .10th quantile from that at the .90th quantile. Extensions to different
quantiles in scale shifts are flexible. In Table 4.8, if there were statistically significant
scale shifts, it was marked with star (*). Otherwise, it showed no mark. In 2003, age,
gender, father SES and mother SES caused scale shifts in mathematics self-efficacy. In
2012, gender, father SES, mother SES and family structure caused scale shifts in
mathematics self-efficacy. From 2003 to 2012, immigrant status and language at home
did not cause scale shifts in mathematics self-efficacy in either year while age ceased to
cause scale shifts in mathematics self-efficacy and family structure began to cause shape
shifts in mathematics self-efficacy. According to the 95 percent confidence interval of the
differences between bootstrapped scale shifts from 2003 to 2012, the degree of scale shift
caused by age, gender, father SES, mother SES, immigrant status, family structure and
language at home stayed stable.
Scale shifts can also tell the different changes over the distribution. The scale
shifts of conditional quantiles presented different changes across the distribution of
mathematics self-efficacy. For example, in PISA 2003, the degree of scale shift caused by
age on mathematics self-efficacy is not significant over the range of the .30th quantile to
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the .70th quantile, but significantly positive over the range of the .10th quantile to the
.90th quantile (see Table 4.8). This suggests that there are more changes in age
differences for students at the tail end of the distribution than the middle of the
mathematics self-efficacy distribution. LMR cannot tell the different changes over the
distribution.
5.3.3

Shape Shifts

Shape shifts of mathematics self-efficacy were examined in terms of skewness
shifts (SKS). Extensions to different quantiles in shape shifts are flexible. In this study,
the .10th quantile is used to compute SKS. In Table 4.9, if there were statistically
significant shape shifts, it was marked with star (*). Otherwise, it showed no mark. From
2003 to 2012, age, father SES, mother SES, immigrant status, family structure and
language at home did not caused shape shifts in mathematics self-efficacy in either years.
In 2012, gender caused shape shifts in mathematics self-efficacy. According to the 95
percent confidence interval of the differences between bootstrapped shape shifts from
2003 to 2012, the degree of shape shift caused by age, father SES, mother SES,
immigrant status, family structure and language at home stayed stable. The degree of
shape shift caused by gender increased from 2003 to 2012 in QR.

5.4

Methodological Implications
Overall, evidence supports the use of QR to estimate mathematics outcomes

specifically and improve empirical research in general. The mean-based regressions show
only the effect of each independent variable on the entire sample. The coefficients
obtained using mean-based regression methods would not fully describe the relationship
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between students’ demographic characteristics and mathematics outcomes at all points of
the distribution of mathematics achievement and self-efficacy. However, QR improves
empirical research by dividing the sample into different student quantiles that show the
effect of each independent variable for specific quantiles of students. This allows for the
comparison of independent variables on students at different outcomes quantiles.
Researchers may benefit from noting that QR opens up the kind of research
questions that can be addressed uniquely by QR. Specifically, by building a mean-based
regression model, the study can only answer research questions such as “Do students’
demographic characteristics influence their average mathematics achievement and
average mathematics self-efficacy?” By building a quantile regression model, the
research can answer a different set of questions, such as the following: “Do students’
demographic characteristics influence their mathematics achievement differently at
different levels of mathematics achievement distribution?” and “Are there student
demographic variables that differentiate between low and high mathematics self-efficacy
distribution?”
Researchers may also want to note that, although QR and LMR results can be
similar in terms of statistical significance, they can differ dramatically in magnitude.
Students’ age, gender, and socioeconomic status were typical examples in this study. The
effect of student age generally became more positive as student mathematics achievement
increased in 2003. This suggests that age had a stronger effect on better-performing
students than lower-performing students in 2003. It also means that there are more age
differences in the upper tail of student mathematics achievement distribution than in the
lower tail.
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Finally, researchers may want to note that the estimation of conditional QR
allows them to explore characteristics of students in different outcome positions
(quantiles) far more accurately. Expected varied effects of the explanatory variables at
the different quantiles of the mathematics outcomes distribution are reflected in the
magnitude, sign and significance of estimated coefficients on the different independent
variables. The QR coefficients show that the relationship between those individual
differences and mathematics outcomes can be different in value, and even have opposite
signs at different quantiles. Just as presented in Table 4.6, individual differences
associated with family structure are negative at lower quantiles and positive at higher
quantiles, and the absolute value tends to be larger at lower quantiles than at higher
quantiles. For example, regarding individual differences associated with family structure,
there is a variation in the magnitude and sign of the estimated coefficients as we move up
the conditional mathematics self-efficacy distribution in 2012. Specifically, single-parent
family has a positive coefficient at the .90th quantile, indicating that students from a
single-parent family tend to have a higher mathematics self-efficacy score than students
who are from a non-single parent family at the .90th quantile of mathematics selfefficacy. Notably, there is flip in the sign of the estimated coefficient at the .80th
quantile: The estimated coefficients become positive and smaller in absolute value,
indicating that at high levels of mathematics self-efficacy, students who are from a
single-parent family are likely to have higher mathematics self-efficacy. The family
structure panel in Figure 4.4 provides a graphical illustration of this pattern.
Researchers may want to pay attention to the consistency of statistical
significance across quantiles, which represents a critical way to interpret the QR results
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that stand out (Chen, 2010). For example, father SES and mother SES are consistently
significant in predicting mathematics outcomes at all quantiles. This gives strong support
to the relationship between parents’ SES and mathematics outcomes.
Researchers may also want to pay attention to the inconsistency of statistical
significance, which is another critical way to interpret the QR results that stand out
(Chen, 2010). For example, immigrant status does not affect mathematics self-efficacy
significantly, except at .90th quantile in 2012. This suggests that some variables may
have significant impact only for specific quantiles of the distribution. Sometimes patterns
may occur to indicate different levels of importance of a variable along the distribution.
For example, the QR showed that the low mathematics achievement of students in the
bottom of this distribution was not significantly related to age and gender in 2003 (see
Table 4.3). However, age and gender are important indicators for students in the top half
the mathematics achievement distribution.
Lastly, researchers may want to pay attention to the QR results that are not
presented in LRM. For example, the QR results of individual differences associated with
immigration status are not presented (i.e., insignificant) in LRM (see Table 4.4). While,
in 2012, the immigrant effect is insignificant in LRM, one observes that the immigrant
effect was significantly positive at the .90th quantile.
Technically, researchers are encouraged to apply quantile regression when the
outcome distribution is not normal. For example, the results between QR and LMR are
more alike in mathematics achievement than in in mathematics self-efficacy. This, to
some extent, has to do with the fact that mathematics self-efficacy is not normally
distributed, but mathematics achievement is normally distributed.
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Technically, researchers are also encouraged to apply quantile regression when
the variables value heterogeneously. For example, although LMR results suggest that
individual differences associated with immigrant status, family structure and language at
home are not statistically significant in PISA 2012 mathematics self-efficacy, estimated
QR results for these three variables are statistically significant for students at some
specific conditional quantiles (which are ignored by LMR estimates). These differences
are related to the fact that student characteristics are valued heterogeneously across the
outcome distribution.
By and large, researchers should realize that summaries from commonly used,
mean-based regression methods provide information that is useful when thinking about
average students, and summaries from quantile regression methods provide information
that is useful when thinking about specific students (e.g., those at the bottom distribution
of mathematics outcomes). Therefore, QR allows the analyst to drop the assumption that
variables operate the same way at different positions of mathematics outcome
distributions as at the mean. Also, QR allows analysts to identify the factors that are
important determinants of mathematics outcomes for different subgroups of students.
Overall, researchers may also want to take note that the OLS results only capture
location shifts, however, the QR results capture location, scale, and shape shifts. The
graphical and numerical ways to document the location, scale, and shape shifts of the
mathematics outcomes by quantile functions are provided in Chapter 4. There are ways to
inspect and quantify these shifts. The graphical presentation is usually used to inspect
location, scale, and shape shifts. The numerical way is usually used to quantify location,
scale, and shape shifts.
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A graphical view of QR estimates is a necessary step in interpreting QR results
and is used to inspect location, scale, and shape shifts (Chen, 2010). Graphically, quantile
regression models have more regression lines than LMR. The .50th quantile can be used
to track central location shifts, while other quantile regression lines can be used
graphically to assess how independent variables predict the conditional off-central
location shifts, scale shifts and shape shifts of the dependent variables (Hao & Naiman,
2007; Chen, 2010). For example, Figure 4.7 and Figure 4.8 illustrate that regression lines
cluster tightly at low levels of father SES and more widely at higher levels of father SES.
This implies that the distributions of mathematics self-efficacy of both PISA 2003 and
2012 are more spread out at high values of father SES than at lower values. That is, the
variance of the mathematics self-efficacy is bigger at higher values of the father SES.
The numerical method can help identify and measure the important shifts of
quantiles. For example, the biggest scale shift in mathematics achievement for the middle
80 percent of the students in 2003 was related to gender differences, and the biggest scale
shift in mathematics achievement for the middle 80 percent of the students in 2012 was
related to the individual differences associated with father SES. The biggest scale shifts
in mathematics self-efficacy for the middle 80 percent of the students in 2003 was related
to the individual differences associated with father SES. In 2012, the biggest scale shift in
mathematics self-efficacy for the middle 80 percent of the students was related to gender
differences.

5.5

Theoretical Implications
Standardized coefficients were used to compare the effects associated with

individual differences between 2003 and 2012 because the effect of every independent
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variable was measured in units of standard deviations, making them comparable for both
within-study comparisons and between-study comparisons (Schielzeth, 2010; Frost,
2017). Therefore, standardized coefficients were used to discuss whether mathematics
achievement and mathematics self-efficacy were stable across time. Location, scale and
shape shifts were compared across quantiles between 2003 and 2012 to see the different
effects of the demographic variables.
The purpose of the location shift is to examine individual differences in terms of
median of mathematics outcomes, referring to the shift in the measure of central
tendency. The comparison of standardized effects on median between PISA 2003 and
PISA 2012 data can be found in Table 4.7, which is used to compare the location shifts
between 2003 and 2012. There was only one statistically significant location shift in
terms of individual differences associated with family structure in both mathematics
achievement and mathematics self-efficacy between 2003 and 2012. Therefore, the
central tendency of most individual differences appears to be stable in mathematics
outcomes across time (between 2003 and 2012).
The purpose of the scale shift is to examine individual differences in terms of
dispersion of mathematics outcomes, referring to the shift in the spread of the measure.
The comparison of standardized effects on dispersion between PISA 2003 and PISA 2012
data can be found in Table 4.8, which is used to compare the scale shifts between 2003
and 2012.
The biggest scale shift in mathematics achievement for the middle 40 percent of
the students in 2003 was related to gender differences. In 2012, the biggest scale shift in
mathematics achievement for the middle 40 percent of the students was related to the
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individual differences associated with father SES. The biggest scale shift for the middle
80 percent of the students in 2003 was related to gender differences. In 2012, the biggest
scale shift in mathematics achievement for the middle 80 percent of the students was
related to the individual differences associated with father SES.
The biggest scale shifts in mathematics self-efficacy for the middle 40 percent of
the students in 2003 was related to the individual differences associated with father SES.
In 2012, the biggest scale shift in mathematics self-efficacy for the middle 40 percent of
the students was related to the individual differences associated with mother SES.
The biggest scale shifts in mathematics self-efficacy for the middle 80 percent of
the students in 2003 was related to the individual differences associated with father SES.
In 2012, the biggest scale shift in mathematics self-efficacy for the middle 40 percent of
the students was related to gender differences.
There was only one statistically significant scale shift in terms of individual
differences associated with father SES in mathematics achievement for the middle 40
percent of the students between 2003 and 2012. There were statistically significant scale
shifts in terms of individual differences associated with gender in mathematics selfefficacy for the middle 40 percent of the students between 2003 and 2012. Therefore,
most individual differences in terms of dispersion of mathematics outcomes tend to be
stable across time (between 2003 and 2012).
The purpose of the shape shift is to examine individual differences in terms of
skewness of mathematics outcomes, referring to the shift in the measure of skewness.
The comparison of standardized effects on skewness between PISA 2003 and PISA 2012
data can be found in Table 4.9, which is used to compare the shape shifts between 2003
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and 2012. There was only one statistically significant shape shift in terms of individual
differences associated with gender in mathematics self-efficacy between 2003 and 2012.
Therefore, most individual differences in terms of shape of mathematics outcomes
distribution tend to be stable across time (between 2003 and 2012).
Overall, these tendencies that are revealed only through QR regressions contribute
to the formation of theories on individual differences in mathematics education. The
dynamics-or the lack of-concerning individual differences in mathematics outcomes
would be a valuable part of characterization of individual differences in mathematics
education.

5.6

Implications for Educational Policy and Practice
This paper attempts to provide a comprehensive picture on individual differences

in mathematics outcomes from 2003 to 2012. Most, if not all, implications for
educational policy and practice in research literature thus far come from OLS results.
Therefore, the comparison of OLS estimates with QR estimates offers valuable insights
into the extent to which educational policy and practice have been misinformed. When
LRM reports insignificant results, QR may report significant results. For example, in
2012, the immigrant effect on mathematics achievement was insignificant in LRM, but
QR results showed that the immigrant effect was significantly positive at the .90th
quantile. Meanwhile, when LRM reports significant results, QR may report the opposite.
For example, in 2003, the gender effect in mathematics self-efficacy was significant in
LRM, but QR results showed that the gender effect was insignificant at the .10th quantile.
Overall, quantile regression was useful in understanding the inequitable relations
between individual differences and the educational outcomes distribution. For example,
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both LMR and QR results show that gender differences in mathematics self-efficacy were
significantly in favor of male students. Moreover, QR results showed that there were
stronger gender differences for students who had higher mathematics self-efficacy. This
implies that trying to accommodate the gender differences of various students with a onesize-fits-all method for all groups of students is inappropriate. Literature has already
shown that gender differences in mathematics self-efficacy is diminishing, mainly based
on LMR results (Griggs, Rimm-Kaufman, Merritt, & Patton, 2013; Goodwin, Ostrom, &
Scott, 2009; Ayotola and Adedeji, 2009). QR results inform researchers that the issue is
more complicated when viewed beyond the perspective of LMR.
The quantile regression results showed that the effects of many student
characteristics were not constant across mathematics outcomes distributions. This
suggested that these effects associated with individual differences were valued
heterogeneously across the mathematics outcomes distributions. For example, the
significant scale shift in mathematics achievement associated with father SES in 2012
indicated the presence of an unequal effect of father SES, increasing along the quantiles
of the conditional mathematics achievement distribution. The findings call attention to
the need for considering the heterogeneous effects associated with individual differences.

5.7

Suggestion for Future Research in Cognition and Affect
As shown in this study, quantile regression essentially provides better estimates

for more precise modeling of cognitive and affective issues to examine relevant research
questions. Therefore, a general recommendation is for educational researchers to widely
adopt QR to examine cognitive and affective outcomes.
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This study was a time-lag study done by collecting data from different students of
similar age (15-year-old students) at different points in time (2003 and 2012). The other
two methods used to study developmental and generational change represent a crosssectional study, which examines participants of different ages at one point in time, and a
longitudinal study, which examines the same participants as they age (Salkind, 2010).
These three methods assess three types of differences: age differences as a result of
development, generational differences as a result of generational succession, and timeperiod differences as a result of historical events that affect all generations equally
(Salkind, 2010). Longitudinal studies can examine age and time- period differences.
Cross-sectional studies can examine age and generational differences. Time-lag studies
can examine generational and time-period differences (Salkind, 2010). In this study,
quantile regression was applied to time-lag data between 2003 and 2012 in PISA to
compare and identify the trend of individual differences in mathematics achievement and
mathematics self-efficacy. The application of QR in other types of developmental and
generational differences is worthy of exploring. Those cases of application of QR may
exceed the statistical complexity of this application due to the cross-sectional and, in
particular, longitudinal nature of the data. Further demonstration of those cases of
application is important for a better adoption of QR in educational research.
The above become more important given that time-lag studies in general suffer
from the issue of “sampling location,” which might cause or suppress differences
(Salkind, 2010). In other words, students in 2012 may not be representative of students in
2003, resulting in possible historical distortions regarding cultural relevancy. This
potential disparity highlights the important need to carry out longitudinal studies of
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mathematics achievement and mathematics self-efficacy that follow the same students
over the course of years to generate the most accurate information possible to formulate
educational theories and to inform educational policy and practice.
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APPENDICES

APPENDIX 1. Comparison of Least Squares Mean Regression and Quantile Regression Estimates Using PISA 2003
Mathematics Achievement Data (Standardized Coefficients)

LMR
Intercept
Age in years (standardized)
Gender (standardized)
Father socioeconomic status (standardized)
Mother socioeconomic status (standardized)
Immigrant (standardized)
Family structure (standardized)
Language at home (standardized)
Proportion of variance explained (R2)

.10

.20

.30

Quantile Regression
.40
.50
.60

.70

.80

.90

.15*
(.02)
.08*
(.02)
.06*
(.02)
.22*
(.02)

-1.00*
(.03)
.04
(.03)
.05
(.03)
.22*
(.03)

-.60*
(.02)
.06*
(.02)
.03
(.02)
.20*
(.03)

-.30*
(.02)
.06*
(.02)
.02
(.02)
.24*
(.02)

-.06*
(.02)
.07*
(.02)
.04*
(.02)
.22*
(.02)

.16*
(.02)
.06*
(.02)
.05*
(.02)
.24*
(.02)

.39*
(.02)
.08*
(.02)
.07*
(.02)
.24*
(.02)

.62*
(.02)
.10*
(.02)
.10*
(.02)
.22*
(.02)

.93*
(.02)
.14*
(.02)
.12*
(.02)
.21*
(.02)

1.27*
(.02)
.11*
(.02)
.15*
(.02)
.20*
(.02)

.16*

.16*

.14*

.12*

.17*

.17*

.17*

.17*

.19*

.16*

(.02)
.03
(.02)
-.15*
(.02)
.09*

(.03)
.02
(.05)
-.15*
(.03)
.14*

(.02)
.03
(.03)
-.14*
(.03)
.10*

(.02)
.02
(.03)
-.15*
(.02)
.07

(.02)
-.02
(.03)
-.16*
(.02)
.08*

(.02)
.03
(.03)
-.14*
(.02)
.09*

(.02)
.03
(.03)
-.13*
(.02)
.09*

(.02)
.06
(.02)
-.14*
(.02)
.11*

(.02)
.03
(.03)
-.16*
(.02)
.10*

(.02)
.01
(.03)
-.14*
(.02)
.08

(.02)

(.04)

(.03)

(.03)

(.03)

(.03)

(.03)

(.03)

(.02)

(.04)

14.59

6.33

6.75

7.34

8.24

8.44

8.66

8.72

8.92

9.46

134

NOTE: * p < .05. LMR = Least squares mean regression. Standard errors are in parentheses. Model fit is evaluated by R2 from mean
regressions and pseudo-R2 from quantile regressions. The values represent percentages (e.g., 14.59=14.59%) and are often smaller for
Pseudo- R2 than for R2 because the calculation is based on absolute deviation rather than squared deviation.
For LMR results, all interpretations omit the language of “with control over other background variables in the model.” There is not
any statistically significant relationship between immigrant status and mathematics achievement. Age differences are .08 SD in
mathematics achievement in favor of older students (in the same grade level cohort). Gender differences are .06 SD in mathematics
achievement in favor of male students. One SD increase in the father SES is associated with .22 SD increase in the mathematics
achievement. One SD increase in the mother SES is associated with .16 SD increase in the mathematics achievement. Individual
differences associated with family structure are .15 SD in mathematics achievement in favor of students from both parent families.
Individual differences associated with language at home are .09 SD in mathematics achievement in favor of students speaking English
at home.

For QR results, the median (i.e., the .50th quantile) is used as the example of interpretation. Results for other quantiles can be
interpreted in the same manner. All interpretations omit the language of “with control over other background variables in the model.”
There is not any statistically significant relationship between immigrant status and mathematics achievement at the median. Age
differences are .06 SD at the median in mathematics achievement in favor of older students (in the same grade level cohort). Gender
differences are .05 SD at the median in mathematics achievement in favor of male students. One SD increase in father SES is
associated with .24 SD increase at the median in the mathematics achievement. One SD increase in mother SES is associated with .17
SD increase at the median in the mathematics achievement. Individual differences associated with family structure are .14 SD at the
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median in mathematics achievement in favor of students from both parent families. Individual differences associated with language at
home are .09 SD at the median in mathematics achievement in favor of students speaking English at home.

The standardized LMR coefficients show that father SES is the most important variable and mother SES is the second most important
variable. The standardized QR coefficients indicate that father SES is the most important variable. Family structure is the second most
important variable at 30th quantiles. Mother SES is the second most important variable at 10th .20th, 40th 50th.60th, .70th, 80th
and .90th quantiles. Mother SES and family structure are tied for the second most important variable at .20th .
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APPENDIX 2. Comparison of Least Squares Mean Regression and Quantile Regression Estimates Using PISA 2012
Mathematics Achievement Data (Standardized Coefficients)

.10

.20

.30

Quantile Regression
.40
.50
.60

-.93*
(.03)
.03*
(.02)
.05*
(.02)
.22*

-.58*
(.02)
.04*
(.02)
.04*
(.02)
.25*

-.32*
(.02)
.05*
(.02)
.05*
(.02)
.25*

-.08*
(.02)
.07*
(.02)
.07*
(.02)
.26*

.15*
(.02)
.10*
(.02)
.06*
.
(.02)

Father SES (standardized)

.18*
(.02)
.08*
(.02)
.07*
(.02)
.27*

.26*

.39*
(.02)
.09*
(.02)
.07*
(.02)
.30*

Mother SES (standardized)

(.02)
.14*

(.03)
.10*

(.02)
.12*

(.02)
.14*

(.02)
.13*

(.02)
.14*

(.02)
.14*

(.02)
.15*

(.03)
.16*

(.03)
.16*

(.02)
.06
(.02)
-.02
(.02)

(.03)
.04
(.03)
-.04
(.02)

(.02)
.06
(.03)
-.05
(.03)

(.02)
.04
(.02)
-.03
(.03)

(.02)
.03
(.03)
-.01
(.03)

(.03)
.01
(.03)
-.02
(.02)

(.03)
.06
(.03)
-.02
(.03)

(.02)
.06
(.03)
-.02
(.02)

(.03)
.08
(.04)
.00
(.03)

(.03)
.10*
(.04)
.01
(.03)

.12*
(.02)

.11*
(.03)

.11*
(.03)

.11*
(.03)

.11*
(.03)

.10*
(.03)

.12*
(.03)

.12*
(.03)

.12*
(.03)

.10*
(.04)

16.98

6.94

7.49

8.28

8.75

9.10

9.66

10.21

10.58

11.13

LMR
Intercept
Age in years (standardized)
Gender (standardized)

Immigrant (standardized)
Family Structure (standardized)
Language at Home (standardized)
Proportion of variance explained (R2)

.70

.80

.90

.65*
(.02)
.07*
(.02)
.08*
(.02)
.30*

.93*
(.02)
.09*
(.02)
.09*
(.02)
.31*

1.34*
(.03)
.12*
(.03)
.08*
(.03)
.32*

NOTE: * p < .05. LMR = Least squares mean regression. Standard errors are in parentheses. Model fit is evaluated by R2 from mean
regressions and pseudo-R2 from quantile regressions. The values represent percentages (e.g., 16.98=16.98%) and are often smaller for
Pseudo- R2 than for R2 because the calculation is based on absolute deviation rather than squared deviation.
For LMR results, all interpretations omit the language of “with control over other background variables in the model.” There is not
any statistically significant relationship between immigrant status and mathematics achievement. There is not any statistically
significant relationship between family structure and mathematics achievement neither. Age differences are .08 SD in mathematics
achievement in favor of older students (in the same grade level cohort). Gender differences are .07 SD in mathematics achievement in
favor of male students. One SD increase in the father SES is associated with .27 SD increase in the mathematics achievement. One SD
increase in the mother SES is associated with .14 SD increase in the mathematics achievement. Individual differences associated with
language at home are .12 SD in mathematics achievement in favor of students speaking English at home.

For QR results, the median (i.e., the .50th quantile) is used as the example of interpretation. Results for other quantiles can be
interpreted in the same manner. All interpretations omit the language of “with control over other background variables in the model.”
There is not any statistically significant relationship between immigrant status and mathematics achievement at the median. There is
not any statistically significant relationship between family structure and mathematics achievement at the median neither.
Age differences are .10 SD at the median in mathematics achievement in favor of older students (in the same grade level cohort).
Gender differences are .06 SD at the median in mathematics achievement in favor of male students. One SD increase in father SES
is associated with .26 SD increase at the median in the mathematics achievement. One SD increase in mother SES is associated
with .14 SD increase at the median in the mathematics achievement. Individual differences associated with language at home are .10
SD at the median in mathematics achievement in favor of students speaking English at home.
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The standardized LMR coefficients show that father SES is the most important variable and mother SES is the second most important
variable. The standardized QR coefficients indicate that father SES is the most important variable. Language at home is the second
most important variable at .10th quantile. Mother SES is the second most important variable at all other quantiles.
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APPENDIX 3. Comparison of Least Squares Mean Regression and Quantile Regression Estimates Using PISA 2003
Mathematics Self-Efficacy Data (Standardized Coefficients)
Quantile Regression
LMR
.15*
(.02)
.08*
(.02)
.06*
(.02)

.10
-.94*
(.02)
.01
(.02)
.04
(.02)

.20
-.65*
(.02)
.03*
(.02)
.05*
(.02)

.30
-.46*
(.01)
.05*
(.01)
.05*
(.01)

.40
-.28*
(.02)
.05*
(.02)
.06*
(.02)

.50
-.08*
(.02)
.07*
(.02)
.10*
(.02)

.60
.16*
(.02)
.08*
(.02)
.14*
(.02)

.70
.46*
(.03)
.10*
(.03)
.18*
(.03)

.80
.88*
(.04)
.12*
(.03)
.23*
(.03)

.90
1.41*
(.05)
.15*
(.04)
.23*
(.04)

Father SES (standardized)

.22*
(.02)

.10*
(.02)

.10*
(.02)

.09*
(.01)

.13*
(.02)

.16*
(.02)

.19*
(.02)

.23*
(.03)

.28*
(.04)

.30*
(.03)

Mother SES (standardized)

.16*
(.02)
.03
(.02)
-.15*

.08*
(.02)
.04
(.02)
-.07*

.08*
(.02)
.02
(.01)
-.03*

.08*
(.01)
.04
(.02)
-.03*

.08*
(.02)
.02
(.02)
-.04*

.11*
(.02)
.06
(.03)
-.05*

.17*
(.02)
.07
(.03)
-.06*

.18*
(.03)
.09
(.04)
-.05*

.25*
(.03)
.10
(.05)
-.07*

.22*
(.04)
.07
(.03)
-.09*

(.02)
.09*
(.02)

(.02)
.04
(.02)

(.02)
.01
(.02)

(.02)
.04*
(.02)

(.02)
.03
(.02)

(.02)
.05
(.03)

(.02)
.07*
(.02)

(.03)
.07*
(.04)

(.03)
.06
(.05)

(.04.)
.06*
(.03)

2.26

2.15

2.49

2.31

4.03

5.31

6.15

7.56

Intercept
Age in years (standardized)
Gender (standardized)

Immigrant (standardized)
Family Structure (standardized)
Language at Home (standardized)
Proportion of variance explained (R2)

14.59

10.40

NOTE: * p < .05. LMR = Least squares mean regression. Standard errors are in parentheses. Model fit is evaluated by R2 from mean
regressions and pseudo-R2 from quantile regressions. The values represent percentages (e.g., 14.59=14.59%) and are often smaller for
Pseudo- R2 than for R2 because the calculation is based on absolute deviation rather than squared deviation.
For LMR results, all interpretations omit the language of “with control over other background variables in the model.” There is not
any statistically significant relationship between immigrant status and mathematics self-efficacy. Age differences are .08 SD in
mathematics self-efficacy in favor of older students (in the same grade level cohort). Gender differences are .06 SD in mathematics
self-efficacy in favor of male students. One SD increase in the father SES is associated with .22 SD increase in the mathematics selfefficacy. One SD increase in the mother SES is associated with .16 SD increase in the mathematics self-efficacy. Individual
differences associated with language at home are .09 SD in mathematics achievement in favor of students speaking English at home.

For QR results, the median (i.e., the .50th quantile) is used as the example of interpretation. Results for other quantiles can be
interpreted in the same manner. All interpretations omit the language of “with control over other background variables in the model.”
There is not any statistically significant relationship between immigrant status and mathematics self-efficacy at the median. There is
no statistically significant relationship between family structure and mathematics self-efficacy at the median neither. Age differences
are .07 SD at the median in mathematics self-efficacy in favor of older students (in the same grade level cohort). Gender differences
are .10 SD at the median in mathematics self-efficacy in favor of male students. One SD increase in father SES is associated with .16
SD increase at the median in the mathematics self-efficacy. One SD increase in mother SES is associated with .11 SD increase at the
median in the mathematics self-efficacy. Individual differences associated with language at home are .05 SD at the median in
mathematics self-efficacy in favor of students speaking English at home.

141

The standardized LMR coefficients show that father SES is the most important variable and mother SES is the second most important
variable. The standardized QR coefficients indicate that father SES is the most important variable. The mother SES is the second most
important variable Gender, father SES, and mother SES are tied for the most important variable at .80th quantile.
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APPENDIX 4. Comparison of Least Squares Mean Regression and Quantile Regression Estimates Using PISA 2003 Mathematics
Self-Efficacy Data (Standardized Coefficients)
Quantile Regression
LMR
.08*
(.02)
.08*
(.02)
.15*
(.02)

.10
-.91*
(.02)
.04
(.02)
.10*
(.02)

.20
-.63*
(.02)
.02
(.02)
.10*
(.02)

.30
-.47*
(.02)
.02
(.02)
.08*
(.02)

.40
-.30*
(.02)
.04*
(.02)
.08*
(.02)

.50
-.10*
(.03)
.07*
(.02)
.08*
(.02)

.60
.14*
(.04)
.12*
(.03)
.11*
(.03)

(.04)
.10*
(.04)
.18*
(.04)

.17*
(.02)

.12*
(.02)

.13*
(.02)

.11*
(.02)

.13*
(.02)

.16*
(.03)

.18*
(.03)

.21*
(.04)

.13*
(.02)
.04
(.03)
.03

.08*
(.02)
.03
(.01)
-.00

.05*
(.02)
.01
(.03)
-.00

.08*
(.02)
.00
(.02)
.00

.08*
(.02)
.02
(.02)
-.01

.11*
(.02)
.02
(.03)
.00

.16*
(.03)
.07
(.04)
-.00

.21*
(.04)
.06
(.05)
.05

Language at Home (standardized)

(.03)
.01
(.03)

(.01)
.01
(.03)

(.02)
-.01
(.03)

(.02)
-.03
(.03)

(.02)
-.03
(.02)

(.02)
-.02
(.02)

(.04)
.01
(.03)

Proportion of variance explained (R2)

9.34

3.78

3.34

3.23

2.65

3.73

4.71

Intercept
Age in years (standardized)
Gender (standardized)
Father SES (standardized)
Mother SES (standardized)
Immigrant (standardized)
Family Structure (standardized)

.70
.46*

.80
.89*
(.05)
.15*
(.04)
.29*
(.05)
.26*
(.04)
.22*

.90
1.45*
(.06)
.11
(.05)
.32*
(.05)
.25*
(.05)

(.04)
.08*
(.05)
.08

.15*
(.05)
.10
(.05)
.20*

(.04)
.01
(.05)

(.05)
.00
(.04)

(.06)
.12*
(.04)

5.83

8.25

11.65

NOTE: * p < .05. LMR = Least squares mean regression. Standard errors are in parentheses. Model fit is evaluated by R2 from mean
regressions and pseudo-R2 from quantile regressions. The values represent percentages (e.g., 9.34=9.34%) and are often smaller for
Pseudo- R2 than for R2 because the calculation is based on absolute deviation rather than squared deviation.
For LMR results, all interpretations omit the language of “with control over other background variables in the model.” Immigrant
status, family structure and language at home have no statistically significant impact on mathematics self-efficacy. Age differences
are .08 SD in mathematics self-efficacy in favor of older students (in the same grade level cohort). Gender differences are .15 SD in
mathematics self-efficacy in favor of male students. One SD increase in the father SES is associated with .17 SD increase in the
mathematics self-efficacy. One SD increase in the mother SES is associated with .13 SD increase in the mathematics self-efficacy.

For QR results, the median (i.e., the .50th quantile) is used as the example of interpretation. Results for other quantiles can be
interpreted in the same manner. All interpretations omit the language of “with control over other background variables in the model.”
Immigrant status, family structure and language at home have no statistically significant relationship with mathematics self-efficacy at
the median. Age differences are .07 SD at the median in mathematics self-efficacy in favor of older students. Gender differences
are .08 SD at the median in mathematics self-efficacy in favor of male students. One SD increase in father SES is associated with .16
SD increase at the median in the mathematics self-efficacy. One SD increase in mother SES is associated with .11 SD increase at the
median in the mathematics self-efficacy.

The standardized LMR coefficients show that father SES is the most important variable and gender is the second most important
variable. The standardized QR coefficients indicate that father SES is the most important variable at .20th, .30th, 40th, .50th, 60th
and .70th quantiles. Gender is the most important variable at .80th and .90th quantiles. Gender is the second most important variable at
144

10th and xc20th quantiles. Gender and mother SES are tied for the second most important variable at .30th and 40th quantile. Father
SES and mother SES are tied for the most important variable at .70th quantile. Father SES is the second most important variable
at .80th and .90th quantiles. Mother SES is the second most important variable at .50th and .60th quantiles.
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