ABSTRACT. We introduce a time-implicite Voronoi box based finite volume discretization for the initial-boundary value problem of a scalar nonlinear viscous conservation law in a one, two-or threedimensional domain. Using notations from the theory of explicit finite volume methods for hyperbolic problems and results from the Perron-Frobenius theory of nonnegative matrices, we establish various existence, stability and uniqueness results for the discrete problem.
INTRODUCTION
The finite volume method is a well known tool for the discretization of partial differential equations which model diffusion and transport phenomena. The equations describing these phenomena are often derived by a limit process which starts from balance equations in representative elementary volumes. Finite volumes can be seen as a way to avoid this limit process and to obtain a discrete physical model directly. At the other hand, finite element methods focus on the approximation properties between the discrete and the continuous physical model.
Based on these quite philosophic considerations, we can ask now which qualitative properties of our physical process can be carried over to the discrete model. In our paper we will consider local and global mass conservation and maximum principles for the time implicite Euler discretization. We will show that, provided we choose the right way to approximate convective terms, these properties hold. Moreover, in various cases, we are able to prove the existence of discrete solutions and to provide L 1 and L 1 stability results. L 1 stability and the local maximum principle are what prevents the "wiggles" in the solution. These results are correlateded with those for linear problems one finds in [GR92, Sto86] . As the basic technical tool we use estimates obtained from the Perron-Frobenius theory of nonnegative matrices.
For the description of the discrete nonlinear operators, we generalize the flux function based ansatz commonly used in the theory of explicit finite volume schemes for hyperbolic conservation laws [Krö 97] .
Within this paper, we use a Voronoi box based vertex centered finite volume method, also called covolume or control volume method [Mac53, Hei87, GG96, BW93, Van96, J.B98]. Other choices are possible, we only mention here midpoint box based vertex centered finite volume methods [FKTT97] and cell centered methods [EGH97a, EGH97b] .
The paper is organized as follows. In section 2, we state the boundary value problem considered. Section 3 is devoted to the description of the triangulation of the computational domain and the construction of the Voronoi boxes. Further we describe the constraints to the triangulation necessary for the definition of our finite volume scheme in section 4. Together with this definition, section 4 describes two ways to write the discretization schemes in operator form which give rise to results based either on L 1 or on L 1 estimates. These stability, existence and uniqueness results are stated section 5. Section 6 describes how our results recover the well known ansatzes in the linear case. Further, we discuss nonlinear diffusion and nonlinear hyperbolic problems and provide one-dimensional numerical examples for these equations which illustrate our findings. At the end of section 6 we show the practical relevance of our considerations for a groundwater flow example from [FK97] . For the convenience of the reader, the appendix contains necessary results from linear algebra, and summarizes the results of [Fuh98a] . and the initial value u(x; 0) = u 0 (x) in .
THE PROBLEM CLASS
We assume that the dependency of the constitutive relationships on the space variable can be written as follows: b(x; u) = b m (u), k(x; u) = k m (u) and q(x; u) = q m (u) on m , m 2 M. In this sense we could speak about coefficient jumps within the problem.
VORONOI TESSELATIONS
Simplicial partitions of heterogeneous domains. Let be a cell complex consisting of abstract cells of dimensions 0; : : : ; d. More precisely, it consists of N = N( ), the set of nodes -abstract cells of dimension 0 E = E( ), the set of edges -abstract cells of dimension 1 F = F( ), the set of faces -abstract cells of codimension 1 C = C( ), the set of cells -abstract cells of codimension 0
The codimension is defined as the difference between the space dimension and the dimension of an object. In dimensions less than three, some of the sets conicide in a natural way, namely, for d = 1, N( ) = F( ) and C( ) = E( ), and for d = 2, E( ) = F( ).
We assume that the cells of describe a conformal simplicial tesselation of [Cia78] , and we suppose that each simplex belongs to exacly one subdomain m . This allows us to define a mapping, called cell material mat : C( ) ! M; We introduce the set of boundary faces by
For any boundary face we demand that it belongs exactly to one of of ? N ; ? E ; ? D , and we define
We assume a numbering of all the nodes of . Let N = jNj. In the sequal, we simply will identify a node with its number. This corresponds to an isomorphism between the space of piecewise linear functions on and R N .
We have an obvious adjacency relation between different types of abstract cells, and to each abstract cell c, we associate the neighbourhood nb X (c) where X is one of N; E; F; C or B.
Thus, for a node i 2 N( ), nb N (i) = fj 2 N( )j(i; j) 2 E( )g, and nb B (i) is the set of boundary faces adjacent to a node i if it is situated on the boundary, or the empty set if it is interior.
Let nb BE (i) = nb B (i) \ B E be the set of faces adjacent to i corresponding to the equilibrium boundary condition.
Further, D = N \ ? D denotes set of Dirichlet nodes, and I = N n D the set of non-Dirichlet nodes.
Voronoi boxes and geometrical coefficients.
3.3. Definition. Let x i denote the vector of the coordinates of the node i 2 N. The Voronoi box ! i around i with respect to the point set N and domain is the set ! i = fx 2 : jx ? x i j < jx ? x j j 8j 2 N; j 6 = ig: Proof. Equations (3.9) and (3.11) are consequences of Gauss' theorem.
NONLINEAR DIFFERENCE OPERATORS ON HETEROGENEOUS UNSTRUCTURED MESHES
The flux functions. First, we introduce the so called numerical flux. The idea to introduce these flux functions has been taken from Godunov schemes for hyperbolic conservation laws [God59] . We introduce these functions in an empirical way, the reader can orient himself with the help of the examples from section 6.
The flux of our conservation law along a given edge h under the constraint that the solution has the value u at one and and the value v at the other end, is described by the function g m (h; u; v). It is a matter of future research if there is a canonical way to derive such flux functions in a more accurate way, similar to the Riemann solvers for Godunov schemes. . We believe that our notation is slightly clearer, and it allows for a consistent treatment of equilibrium flow boundary conditions. The main reason for our notation however is, that it is motivated by the dimension independendent application programming interface (API) of the pdelib/sysconlaw code which has been found to be very flexible. It is the base for the numerical experiments of this paper and will be described in the forthcoming paper [Fuh] . Conditions The difference scheme. Assume a partition of the time interval 0; T] with monotonically increasing times t n and time steps n = t n+1 ? t n . Let u n i = u(x i ; t n ). Equation (2.2) gives for all n and i 2 N: The approximation step includes a quadrature in space for the calculation of the integrals over the Voronoi boxes, a quadrature in time for the calculation of the divergence integral and a quadrature in space for the calculation of the boundary integrals. Along ? N we used the homogeneous Neumann boundary condition (2.3), and along ? E , we inserted the equilibrium flow boundary condition (2.4), together with certain quadrature. The Dirichlet boundary condition we will insert algebraically below.
As mentioned above, there are various choices for the approximation of the time integrals, we took the one which gives us a fully implicite scheme, because we are interested in unconditional stability results.
Operator notation. We can rewrite the scheme (4.8) in operator form B(u n+1 ) ? B(u n ) + n ? A(u n+1 ) + Q E (u n+1 ) = 0 which is the usual condition for flux functions.
To obtain the maximum principle and L 1 estimates, we will need to rewrite the system in the following way. Let Here, @ 1 and @ 2 denote the partial derivatives of with respect to the first and second arguments, respectively.
Then A(u) = K(u)u + Q J (u), and equation (4.9) is equivalent to
All the operator names introduced here we will keep throughout the rest of the paper.
Dirichlet boundary conditions. By fixing the values in the Dirichlet boundary nodes, we can define the Dirichlet problem algebraically in the same way as in [Fuh98a] where for an operator X : R N ! R N we denote by X I the operator defined by the subset (X) i with i 2 I.
For a matrix K, we get a block structure K DD K DI K ID K II : We say that u n is a solution of the Dirichlet problem B is an isotone diagonal mapping, and K(u) 2 Z 0 r (N) is a Z-matrix with row sum zero continuously depending on u.
Proof. Everything follows directly from the defining equations (4.11), (4.14), (4.15). Proof. This is a consequence of (3.9) and (3.11). Local maximum principle. The following theorem corresponds to the main result of [FK97] , similar considerations one finds in [Fro98] and in [Sto86] . This property is closely related to the fact that K(u) 2 Z 0 r (N). Proof. The first two parts follow directly from theorem C.1,C.5. The nonnegativity comes from the mean value theorem which allows to rewrite (4.16) as B(u n+1 ; u n )u n+1 + K(u n+1 )u n+1 =B(u n+1 ; u n )u n+1 and the fact that B(u n+1 ; u n ) + K(u n+1 ) is a M-Matrix.
PROPERTIES OF THE DISCRETIZATION
Existence, uniqueness, stability and dissipativity in the L 1 norm. This result is based on version (4.9) of (4.8). .
Theorem. Let the scheme 4.8 be isotone. (i).

(v).
For Q E = 0 and A(0) = 0 if u 0 is nonnegative, this is valid for all u n .
Proof. The first part, the stability estimate and the uniqueness statement are a direct consequence of C.9 and C.12, respectively. For the dissipativity statement, using the mean value theorem B.1, rewrite (4. .2) is a commonly used ansatz for the finite volume discretization, which dates back at least to [Mac53] . In two space dimensions, it is equivalent to finite elements, but in three space dimensions, this equivalence does not hold. [Hac89, GG96] . The resulting scheme is isotone, and all inner nodes are equilibrium nodes, notably those at material boundaries. Thus also in these nodes, the maximum principle is valid. For this type of equation, the equilibrium flow boundary condition results in a maximum principle at the boundary nodes. We will see this illustrated in the nonlinear example. The scheme is isotone, and at material boundaries we do not have a maximum principle, which physically is quite reasonable, as we observe a "congestion" of the transported "material", when the speed of transport given by the absolute value of q changes. In practical calculations, for this kind of problems ex- In both cases, in the limit k ! 0, we get the Engquist-Osher scheme. If q is nonzero, with respect to the maximum principle, we get similar effects as in the purely hyperbolic case. The scheme (6.9) is isotone, while (6.8) is an example for a scheme which is weakly isotone, but not isotone. Of course, the isotonicity property is highly desirable from the theoretical point of view -it allows us to establish uniqueness and the L 1 -estimates, but in many practical cases, K m (u) is not at hand, so that we are forced to stick to the weakly isotone variant.
As in the linear diffusion case, all inner nodes are equilibrium nodes, and noflow (2.3) and equilibrium flow (2.4) boundary conditions coincide. FIGURE 6.2. Solutions of (6.10) with 1 = 6, 2 = 2, t = 0; 10 k , k = 1 : : :7.
A special case of this type of equations is the porous medium equation
For constant , it has a well known analytical solution with a finite support, and numerical examples in [Fuh97a] show that this type of fully implicite schemes is able to reproduce this property in a straightforward way. For the behaviour of other solution schemes and an adaptive method, see [Bän95] . We use equilibrium flow boundary conditions (2.4). If not stated otherwise, these data will be the same for also for the next example.
Figures 6.1 and 6.2 show the behaviour of the solution depending on different combinations of the exponent. We see the finite support, and we also see the diffusive behaviour. Further, there is no local maximum of the solution at the inner boundary. A special case of this type of equations is u t ? r u (x) = 0 (6.12) For = 2, it coincides up to a factor with Burger's equation.
The behaviour of the solutions is illustrated by the figures 6.3 and 6.4. We observe that at the material boundary, our equilibrium condition from definition 4.28 is violated, if we have a jump in q. The consequence is that in fact, for 1 > 2 and u < 1, we get a new local maximum. At the other hand, the equilibrium flow boundary conditions assure that we do not get any new maxima or minima at the boundary.
Richards Equation.
This equation [Ric31] describes saturated-unsaturated fluid transport in porous media.
@ (x; u) @t ? rK(x; u)(ru ? ) = 0
Here, is the saturation, that is the part of the pore space which is filled with the fluid. u is the capillary pressure, that is the difference between the athmospheric pressure and the pressure of the fluid. is the gravity. (6.14)
In [FK97] , concerning the maximum principle, the same results have been obtained for a finite volume discretization which slightly differently treats material discontinuities.
Theorem 5.10 in the case of a homogeneous material gives us existence and L 1 stability for equilibrium flow boundary conditions. Further, any homogeneous node is an equilibrium node, and thus we have a local maximum principle.
In the sequel, we provide two numerical examples which compare the scheme (6.13) with (6.14). .5. Solution of the column problem with flux ansatz 6.14 and 6.13, respectively. FIGURE 6.6. Solution of the 2D problem with flux ansatz 6.14 and 6.13, respectively.
One-dimensional column. The first example is inspired by [FK97] , example 1, which resembles a column inflow experiment in a column with two different material layers. The values for the van Genuchten parameters provided here have been fitted by Jan Christian Kaiser from the WASY GmbH. Figure 6 clearly shows the difference between both ansatzes. There is one nonequilibrium node which naturally violates the local maximum principle. This phenomenon is similar to that in the nonlinear hyperbolic case. Physically, this is a ponding effect where water enters enters material with a more narrow pore space. Using the stable scheme (6.14), we can resemble this effect very well. If, at the other hand, we use the unstable scheme (6.13), we get "wiggles" which physically don't make any sense. Quite the same result we find for this problem in [FK97] .
2D flow. This example is nearly exactly example 2 from [FK97] , where we measured the geometry from the the drawings, and created our own grid which is coarser than in their paper. Let = 0; 8] 0; 6:5] R 2 discretized by a 22 30 grid with lines fitted to the material distribution. Every rectangle in the grid is subdivided into two triangles so that we can use the discretization procedure described in section 4.
Let u 0 = ?1000 and define an inflow of j n = 2:3 10 ?7 on 0; 2:25] 6:5. At all other parts of the boundary, we assume no flow boundary conditions. We assume the following material distribution: Again, we are able to establish results similar to those in [FK97] . Some of the artefacts in the unstable example are such that it is not possible to establish from visual evidence that they are part of the flow physics or introduced by the scheme. APPENDIX A. LINEAR ALGEBRA A good reference for the following results still is [Var62] . Let M (n) be the set of all real n n-matrices. 1 A more natural choice would be a hydrostatic distribution which is linear in x, but we wanted to stay close to [FK97] Further, we introduce some notations which are not usual, but we think they are useful in the context of this paper. We note that often there isn't paid attention to the difference between row-wise and column-wise diagonal dominance. Here, we state a mean value theorem which several times is applied in this paper. We are indebted to L. Recke for the hint to use this type of mean value problem within our considerations.
B.1. Theorem. Let A : R n ! R n be Gâteaux differentiable for any u 2 R n with the Gâteaux derivative A 0 (u). Assume A 0 2 C(R n ; M(n)). Then for any u; v 2 R n , the Proof. The existence ofÃ satisfying (B.3) is proven in [OR70] . The nonzero pattern, the sign pattern and the row/column sum conditions are straightforward.
APPENDIX C. EXISTENCE AND UNIQUENESS RESULTS FOR SYSTEMS OF NONLINEAR ALGEBRAIC EQUATIONS
For convenience of the reader, we collect here the results of [Fuh98a] . For the notation of a Dirchlet problem, we also refer to that paper, or to section 4. C.1. Theorem. Let K 2 C(R n ; M(n)) and Q 2 C(R n ; R n ). For any u 2 R n assume K(u) 2 Z + r (n) C.9. Theorem. Let A 2 C(R n ; R n ) have a Gâteaux derivative A 0 (u) 2 Z + c (n) continuously depending on u. Further, let B 2 C 1 (R n ; R n ) be an isotone diagonal homeomorphism. Let Q 2 C(R n ; R n ) be bounded with jjQ ( 
