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Hierarchical multiphase systems such as plant structures apply the concept of microhetero-
geneity repetitively across a hierarchy of well-separated length scales: composite microstruc-
tures at a smaller scale form the base materials for new microstructures at the next larger
scale. Their complex multiphase hierarchical organization in conjunction with physiological,
reproductive, and phylogenetic constraints pose significant challenges for understanding
their mechanical behavior. A rational understanding of microstructure interdependencies
across hierarchical scales is, therefore, essential to pave the way towards more efficient and
sustained tailoring with improved properties, for instance in the context of the targeted
breeding of agricultural crops.
This thesis aims to develop computationally feasible and accurate multiscale analysis and
optimization methods that rationally predict the mechanical behavior and self-adapting
mechanisms of multiphase hierarchical systems across multiple scales. We focus on three
objectives to accomplish the outlined goal. First, we develop a multiscale modeling approach
within the continuum micromechanics framework to predict the macroscale stiffness and
strength of multiphase hierarchical materials focusing on a broad class of plant materials.
Our approach is supported by microimages and chemical analysis data and extensively
validated with the reported experiments in the literature and performed experiments by
ourselves in the lab. Second, we integrate results from the continuum micromechanics
and topology optimization frontiers to establish rigorous theoretical foundations for an
efficient concurrent material and structure optimization framework for multiphase hierar-
chical systems. The framework accounts for the elastoplastic limit behavior across hierar-
chical scales, while its computational cost does not explode exponentially with the number
of hierarchical scales. Finally, working with plant geneticists, we transfer these concepts to
rationalize the biotailoring of cereals for improved lodging resistance. This thesis presents a
unique opportunity and foundation concepts for the collaborative research efforts of compu-
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Multiphase hierarchical materials apply the concept of microheterogeneity repetitively
across a hierarchy of well-separated length scales: composite microstructures at a smaller
scale form the base materials for new microstructures at the next larger scale. This principle
constitutes the backbone of virtually all biological materials, enabling them to combine
various functional properties at different length scales with favorable mechanical properties
at the macroscale [25, 53, 59, 151, 188, 206].
Typical examples are plant materials, as illustrated in Fig. 1.1. They rely on cells with strong
composite walls that accommodate various functions (e.g., photosynthesis, transport).
Different types of cells and cell regions are hierarchically composed to optimize stiffness and
strength at the macroscale. Although made up of just four basic building blocks (cellulose,
hemicellulose, lignin, pectin), plant materials use their hierarchical arrangement to achieve a
wide range of macroscale mechanical properties. For example, Young’s modulus varies from
0.3 MPa in parenchyma (e.g., apple pulp) to 15 GPa in wood (oak, arborescent palms),
while compressive strength varies from 0.3 MPa to over 300 MPa [72]. Other examples
include wood, bone, rocks, and soil.
Recent advances in the biotechnology arena have paved the way forward to many engineering
applications involving biological materials such as the genetic tailoring of crops [29, 127],
bone remodeling [26, 153], and the fabrication of bioinspired engineering materials [95, 188].
However, attempting to improve one property by modifying single components leads to
gains at one end but often implies serious losses at other ends. A classic example is the idea
of reducing lignin in poplar plants to improve biomass processability for paper production
[15]. Lignin reduction, however, initiates microstructure adaptation, which not only reduces
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Fig. 1.1: Hierarchical structure of plants with an example of bamboo culm material.
Adapted from Wegst et al. [188] with kind permission from Nature Publishing Group.
wood stiffness and strength but also impedes water transport, eventually lowering growth
efficiency and plant survival rates [182]. A rational understanding of microstructure inter-
dependencies across hierarchical scales is, therefore, an essential prerequisite for realizing
these applications.
Biological materials have evolved to their sophisticated hierarchical organization after a very
long evolutionary process. These materials dynamically respond to the biophysical stimuli
of their environment and develop self-adapting mechanisms for improved performance [66,
72, 193]. In other words, biological systems adapt their “form” (or shape/structure) against
the dynamic external environment and improve the “microstructure architecture,” fulfilling
the local needs imposed by physiological, phylogenetic, and reproductive constraints. This
complex interplay between various factors poses significant challenges for the study of their
comprehensive mechanical behavior.
Experimental methods constitute conventional approaches to study biological systems,
including plants. One approach is to test the effects of various biological entities on the
whole living system. These studies are called in vivo, a Latin word for “within the living,”
and animal testing and clinical trials are the major elements of in vivo research. Moreover,
in vitro experiments, meaning “in glass,” implying test tubes, are performed in a laboratory
setting on small biological units such as cells or bio-molecules outside their natural biological
environment. In vitro approach simplifies the studied unit compared to the whole living
system. This simplification allows to understand biological functions and relevant mecha-
nisms at small scales, which later inform the whole system behavior. It is evident that the
time and resource costs of both in vivo and in vitro experiments are relatively high, and
accounting for all the factors in an experimental study is prohibitive.
The overarching goal of this thesis is to develop computationally feasible modeling and
simulation tools that enable us to study the mechanical behavior of multiphase hierar-
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chical systems comprehensively and rationally. These tools will enable to conduct compu-
tational or in silico (meaning “in silicon” or on computer chips) experiments to quantify
the microstructure interdependencies on the macroscopic functional response. In contrast
to in vivo and in vitro experiments, computational experiments are cheap, fast, and free
from any complications [59]. In addition, they are not restricted by natural laws and allow
us to investigate the effects of mechanisms that are not found or implausible in nature.
Thus, they could help us in understanding the origin of observed mechanical responses. We
acknowledge that the in silico simulations can not entirely replace the in vivo and in vitro
experiments. However, they can significantly help interpret the experimental results, design
future experimental studies, and reduce labor and resource costs.
In this thesis, we work towards three objectives to accomplish the outlined goal. First, we
develop a multiscale modeling approach within the continuum micromechanics framework to
predict the macroscale stiffness and strength of multiphase hierarchical materials focusing on
a broad class of plant materials. Second, we integrate results from the continuum microme-
chanics and topology optimization frontiers to establish rigorous theoretical foundations
for an efficient concurrent material and structure optimization framework for multiphase
hierarchical systems with elastoplastic constituents at microscales. Finally, working with
plant geneticists, we transfer these concepts to demonstrate the advantages of simulations,
for the example of rationalizing biotailoring of crops for improved lodging resistance. These
objectives and motivation are elaborated in the following discussion.
Remark: The term multiphase hierarchical system is used for the combined representation
of the multiphase hierarchical material and macrostructure domain that habitats it.
1.1 Thesis motivation
Analysis and design are two essential pillars of any engineering framework. Broadly
speaking, analysis refers to examine any system’s response for given external conditions
at a desired level of accuracy for intended applications. Design algorithms, integrating
insights from analysis, optimally allocate the limited resources to achieve the intended
objectives, respecting the constraints imposed on the system. For example, in aerospace
applications, composites are used to meet extreme thermomechanical demands that the
system is anticipated to experience in its lifetime. Therefore, a highly accurate under-
standing of its mechanical behavior and rigorous optimization algorithms are imperative
for efficient material use and cost savings. For multiphase hierarchical systems, the first
step is to develop rigorous analysis and optimization methods balancing their predictive
accuracy and computational feasibility.
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From a multiscale analysis viewpoint, modeling the effective properties of microheteroge-
neous materials requires incorporating microstructure information. One approach is to
use phenomenological models, for instance the framework of cellular solids, to estimate
microstructure-function relationships from composition data such as apparent mass density
[71, 73, 74]. The resulting models, however, require extensive empirical parameter tuning,
which limits their use for applications involving multiphase hierarchical systems.
Full resolution of all relevant scales in the sense of direct numerical simulation is usually
prohibitively expensive and only justified when high-fidelity solutions of problems with
strongly localized phenomena are sought [78, 87, 120, 128]. Given the strong separation
between the scales, computational homogenization in the context of the finite element (FE)
method marks the starting point of efficient homogenization [58, 69, 211]. Bridging one
scale is based on a series of fine-scale FE solutions computed numerically on a representative
volume element (RVE) at each quadrature point of the coarse-scale FE mesh, motivating
the widely used term FE2 [57]. This approach often implies a prohibitive computational
cost, limiting this approach to simple scenarios with no more than two scales [136, 137, 202].
In the context of design, topology optimization is an established framework for the optimal
design of structures. Substantial progress has been made over the past few decades in
topology optimization research [16, 17, 19, 163, 187]. These approaches are now industry
standards for optimizing performances in a wide range of manufacturing, aerospace, marine,
energy, and infrastructure applications [48, 97, 111, 118, 210]. Few recent studies have
also focused on designing multiphase hierarchical systems in various contexts, including
bone-remodeling, multi-functional materials, and bio-inspired functionally graded materials
[33, 36, 67, 149, 186]. However, an exponential increase in design variables with each scale
characterization in multiphase hierarchical systems restricts these approaches to scenarios
where only the mesoscale is important.
It is evident that the existing computational approaches for analysis and optimization
suffer the curse of dimensionality and the computational cost remains out of reach for
multiphase hierarchical systems for practical engineering problems. Moreover, biological
materials often exhibit a random microstructure with complex geometric characteristics of
their constituents. Usually, only partial statistical information such as the volume fraction,
the shape of constituents, and their interaction with other constituents is available. This
uncertainty and limited geometrical resolution of scale poses theoretical limitations on the
homogenized properties, and only adequate “estimates” can be derived.
Continuum micromechanics promises an excellent opportunity in tackling the outlined
roadblocks [134, 167, 204]. Given the statistical description of an RVE, continuum microme-
chanics provides a rigorous foundation for deriving homogenized estimates for its mechanical
properties. Due to its analytical nature, continuum micromechanics formulations are not
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affected by the curse of dimensionality and are, therefore, able to rationally account for
the hierarchical organization of multiscale materials in the sense of a multistep homoge-
nization procedure without eluding feasible solution. Thus, continuum micromechanics can
become a foundation for multiscale analysis and optimization methods that can balance the
predictive accuracy and computational feasibility for multiphase hierarchical systems.
1.2 Research objectives
In this thesis, we mainly focus on the following three objectives to work towards our goal:
↪→ Objective 1: Developing a continuum micromechanics-based approach of macroscopic
strength and stiffness properties of a broad class of plant materials supported by
microimages and chemical analysis data and extensively validating this approach with
the reported experiments in the literature and performed experiments in the lab.
↪→ Objective 2: Integrating results from the continuum micromechanics and topology
optimization frontiers to establish rigorous theoretical foundations for an efficient
concurrent material and structure optimization framework that can tackle the
computing challenge of optimizing multiphase hierarchical systems, including elasto-
plastic constituents at microscales.
↪→ Objective 3: Showcasing the effectiveness of the developed multiscale analysis and
optimization tools to gain insights into potential material and structure related traits
that improve lodging resistance of cereals.
1.3 Thesis outline
This thesis is organized into three parts. Each part aims at the specific research objectives
outlined in the previous section. Each part starts with an introduction section briefing the
background literature and research questions that need to be addressed to accomplish the
objective. Chapters 2, 3, and 4 constitute Part I. Chapters 5, 6, and 7 constitute Part II.
Part III comprises of Chapters 8 and 9. These chapters are organized as follows:
↪→ Chapter 2 reviews the foundational principles of multiscale analysis within the framework
of continuum micromechanics. In particular, we summarize the essential schemes for
estimating the homogenized elastic and inelastic properties of hierarchical systems with
random microstructures. These schemes will constitute the central theme for subsequent
chapters.
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↪→ In Chapter 3, we derive a multistep micromechanical approach for the macroscopic
stiffness and strength properties of functionally-graded hierarchical culm materials with
an example of bamboo. Model input data such as morphology and volume fractions of all
heterogeneous components at each hierarchical level is retrieved from the imaging data
(transmission electron microscopy, scanning electron microscopy, light microscopy, micro-
CT scans) reported in the literature. The model is validated against the independent
experiments reported by Dixon and Gibson for bamboo [49].
↪→ Chapter 4 extends the micromechanical approach for material modeling of cereal stems
with a configuration of an inner layer of foam-like parenchyma cells surrounded by a
dense outer shell. From the application viewpoint of this thesis, we focus on oat stems.
We experimentally profile using chemical analysis and microimaging, working with our
collaborators in Plant Science and Genetics and Minnesota Dental Research Center for
Biomaterials and Biomechanics at the University of Minnesota. We validate this model
with a series of bending experiments that we conducted with oat stem samples.
↪→ In Chapter 5, we formulate an end-compliance minimization (or stiffness maximization)
based concurrent material and structure optimization approach for multiphase hierar-
chical systems that relies on homogenization estimates based on continuum microme-
chanics to account for material behavior across many different length scales. We establish
that the computational cost does not explode exponentially with the number of hierar-
chical scales with our formulation. We illustrate this strength with the help of newly
defined benchmark tests with several material scales that, for the first time, become
computationally feasible via our framework.
↪→ Chapter 6 establishes the opportunities provided by continuummicromechanics estimates
in handling the path-dependent computationally prohibitive macroscale structure
(topology) optimization problems with given elastoplastic multiphase hierarchical
material definition. From an algorithmic implementation viewpoint, we also brief the
finite element discretization of the initial boundary value problem, its linearization with
the Newton-Raphson method, the closest point projection algorithm for integrating
homogenized material constitutive relations, and path-dependent sensitivity analysis
using the adjoint method.
↪→ In Chapter 7, we, for the first time, establish the rigorous theoretical foundations of
elastoplastic concurrent material and structure optimization, including suitable sub-
problem formulations for elastoplastic material optimization based on the thermo-
mechanical formulation of elastoplasticity. In particular, we develop an algorithmic
procedure for the material optimization problem based on the maximum plastic dissi-
pation principle in the format of a typical return mapping algorithm for elastoplastic
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constitutive law. We verify the validity and efficiency of our formulation and associated
algorithms with newly defined benchmark problems.
↪→ Chapter 8 demonstrates the potential of our multiscale material model in understanding
the multiscale origin of failure mechanisms of wheat and oat stems observed in a
controlled wind tunnel experimental setting. These insights would not have been possible
with a purely experimental approach. This chapter essentially explores the opportunities
offered by the collaborative research efforts of computational mechanics and plant science
in a broader context of breeding.
↪→ In Chapter 9, we outline the potential of our optimization framework for engineering
applications by reproducing naturally existing self-optimizing mechanisms in plants.
We also reflect on the mechanistic perspective on the evolution of biological systems,
indicating our framework’s potential in the broader context of growth and self-adaption.







From a multiscale analysis viewpoint, the cost for resolving hierarchical scales computa-
tionally, for instance through multiscale finite elements [52, 138, 139] or computational
homogenization [24, 114, 119, 203], increases exponentially with each additional scale,
making the computational treatment of multiphase hierarchical materials prohibitively
expensive. The framework of analytical continuum micromechanics [134, 167, 204] consti-
tutes an opportunity to derive microstructure-property relationships that rationally account
for the multiscale levels of multiphase hierarchical materials in the sense of a multistep
homogenization procedure. An important prerequisite for the applicability of continuum
micromechanics is identifying hierarchical levels with a clear separation of length scales. In
the context of plant biomaterials, this concept was used for the first time by Hofstetter
and co-authors [92, 94] to predict stiffness and elastic limits of wood materials. In [11, 12],
Bader and co-authors extended this model to incorporate poromechanical effects. We note
that within the last decade, strength and stiffness models based on continuum microme-
chanics have been explored for many multiphase hierarchical materials, such as bone and
cement [61, 62, 81, 84, 86, 132, 147].
In this first part, we establish a multistep homogenization approach in the continuum
micromechanics framework for the macroscale stiffness and strength of multiphase hierar-
chical materials focusing on a broad class of plant materials. The hierarchical organization
of plants is statistically characterized with the help of microimaging (micro-CT, scanning
electron microscopy, light microscopy, transmission electron microscopy) and chemical
analysis data. Our approach analytically transfers this statistical information of multi-
phase plant hierarchical materials, such as volume fraction, the shape of constituents, and
interaction between constituents, into the estimates of associated macroscale properties.
The approach is extensively validated against reported experiments in the literature and
performed experiments in the lab.
This part is divided into three chapters. Chapter 2 briefs the foundational principles of
continuum micromechanics with relevant schemes for estimating the homogenized stiffness
and strength properties of microheterogeneous materials. These schemes will be used
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frequently in the subsequent chapters. Chapter 3 derives a multistep micromechanical
model for the macroscopic stiffness and strength properties of functionally-graded hierar-
chical culm materials for the example of bamboo. Due to its significance as an emerging
sustainable building material, an extensive amount of data is available for bamboo in the
recent literature, which we use to characterize the hierarchical organization of bamboo.
We validate this approach against the independent experiments reported by Dixon and
Gibson for bamboo [49]. In Chapter 4, we built upon the developed concepts for the
micromechanical modeling of cereal stem materials, focusing on oats, which we experi-
mentally characterize working with our collaborators in Plant Science and Genetics and
Minnesota Dental Research Center for Biomaterials and Biomechanics at the University of
Minnesota. We validate this model with a series of bending experiments that we conducted
with oat stem samples.
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Chapter 2
Multiscaling concepts in continuum
micromechanics
In this chapter, we briefly review basic multiscale analysis principles with (semi-)
analytical schemes for the homogenized stiffness and strength properties of microhetero-
geneous material. The chapter largely based on the excellent presentations given in
[50, 51, 132, 166, 167, 176, 177, 204]. This chapter forms the basis of this thesis and
frequent references will be made to this chapter throughout this work.
The chapter is organized as follows: Section 2.1 introduces the foundation principles
of continuum micromechanics with an emphasis on the basic assumptions. Section 2.2
outlines the important schemes for the elastic homogenization, including cascade continuum
micromechanics model for a broad class of matrix-inclusion problems. Finally, we discuss
approaches for estimating homogenized elastoplastic properties focusing on the second order
moment method and transformation field analysis (TFA) method.
2.1 Foundation principles
In this section, we describe key principles that form the foundation of continuum microme-





Fig. 2.1: Homogenization and multiscale principles.
2.1.1 Representative volume element (RVE) and scale separation
The goal of any homogenization method is to replace the actual complex heterogeneous
medium with a fictitious homogeneous one that has equivalent global behavior. Figure 2.1
illustrates the key concepts. An important objective is to establish an “equivalent homoge-
neous element” whose mechanical response is equivalent to a representative volume element
(RVE) of the microheterogeneous material. For the existence of such an RVE, a minimal
requirement is that the characteristic length, d, of the considered inhomogeneities and defor-
mation mechanisms is much smaller than the size, l, of the RVE. As a consequence, the RVE
can be considered representative of the material in the macroscaleally homogeneous body
(see Fig. 2.1). Moreover, l must be much smaller than the characteristic length scale of the
variation in the loading on the macroscale structure, L. Therefore, proper scale separation
implies that:
d l L. (2.1)
We start with the variational form of the macroscale boundary value problem defined on
a domain Ω as shown in Fig. 2.1. The domain is subjected to traction Σ̄ at the Neumann
boundary ΓN and prescribed displacements at the Dirichlet boundary ΓD with a body force
field b. The weak form states: Find a macroscale displacement field ū ∈ U such that
∫
Ω
Σ(ū) : E(v) dΩ =
∫
Ω
b · v dΩ +
∫
ΓN
Σ̄ · v ds, ∀v ∈ U, (2.2)
where the space U of test and trial functions is kinematically admissible. A constitutive
relation between the macroscale stress Σ and the macroscale strain E will close this
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boundary value problem.
Figure 2.1 schematically illustrates the homogenization framework for establishing the
relation between Σ and E. The macroscale strain tensor E is calculated for each material
point in the domain Ω. Next, E is utilized to formulate boundary conditions imposed on the
microscale RVE. A numerical solution or an analytical estimate of the microscale boundary
value problem will provide the macroscale stress tensor Σ. The nature of boundary condi-
tions on the microscale RVE is unknown, and that makes the microscale boundary value
problem an “ill-posed” problem. Assumptions on the boundary conditions have to be made
to define this boundary value problem.
2.1.2 Microscale problem and the choice of boundary conditions
According to the homogeneous strain boundary conditions, the RVE is subjected to the
prescribed surface displacements ug(x, ȳ) at the boundary such that:
ug(x, ȳ) = E(x) · ȳ. (2.3)
Here, any field f(x,y) denotes a microstructural field variation in the RVE domain Ωy
situated at a macroscale material point x. The position vector at the boundary of the RVE
is denoted by ȳ. The corresponding kinematically compatible microscale trial strain field






e(x,y) dΩy = E(x). (2.4)
Similarly, the homogeneous stress boundary conditions rely on the surface tractions T g(x, ȳ)
that are prescribed at the boundary and produce a constant stress Σ(x) in the fictitious
homogeneous material at a point x as:
T g(x, ȳ) = Σ(x) · n, (2.5)
where n is the unit outward normal at the boundary of the RVE. Any equilibrated trial






τ (x,y) dΩy = Σ(x). (2.6)
We assume that all constituent phases in the RVE are linear elastic and perfectly bonded
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with each other. This assumption allows us to define a strain-energy potential w(y, e) inside
the RVE domain Ωy as:
w(y, e) = 12e(x,y) : c(x,y) : e(x,y) ∀y ∈ Ωy, (2.7)
where c(x,y) defines the linear elastic tensor at the microscale RVE situated at the
macroscale material point x. The principle of minimum potential energy at the microscale
RVE is based on the actual strain field ε in the RVE as:
〈12ε : c(x,y) : ε〉Ωy = mine ∈ K(E(x))〈
1
2e : c(x,y) : e〉Ωy , (2.8)
where K is the set of kinematic admissible trial strain fields following the homogeneous
strain boundary conditions defined in (2.3) and (2.4).
For the linear elastic constituent phases, the effective strain-energy potential W(x) at the
macroscale is:
W(x) = 12E(x) : C(x) : E(x), (2.9)
where C(x) is the homogenized stiffness tensor at the macroscale material point x.
Following (2.8), (2.9), and Hill’s Lemma, we conclude:
E(x) : C(x) : E(x) = min
e ∈ K(E(x))
〈e : c(x,y) : e〉Ωy . (2.10)
Essentially, relation (2.10) bridges the macro- and microscales. Given a complete material
and geometric description of the RVE, (2.10) can be solved numerically. In the case of partial
statistical information, however, only suitable estimates to C can be obtained, which we
summarize in the following subsection. We can also derive an equivalent statement to (2.10)
for the complementary stress potential with the statically admissible trial stress field set T
as:
Σ(x) : [C(x)]−1 : Σ(x) = min
τ ∈ T(Σ(x))
〈τ : [c(x,y)]−1 : τ 〉Ωy . (2.11)
Remark: We would like to emphasize that the differences between the homogenized
estimates originating from the choice of homogeneous boundary conditions (i.e., homoge-
neous stress or strain boundary conditions) decrease with decreasing d/l ratio in (2.1) and
diminish with d/l → 0. Therefore, given a strong separation of scale, a specific choice of
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homogeneous stress or strain boundary condition does not affect the homogenization results.
However, if (2.1) does not hold strongly, the choice of homogeneous boundary condition is
very important. The homogeneous stress boundary conditions leads to a lower bound, while
the homogeneous strain boundary conditions leads to an upper bound for the homogenized
properties.
2.2 Estimation of homogenized elastic properties
In this section, we derive the homogenized elastic properties of the micro-heterogeneous
material. First, we introduce the concept of strain and stress concentration tensors for a
RVE with linear elastic base constituents. Then, we brief the Eshelby’s matrix-inclusion
solution based estimation of concentration tensors, and, hence, homogenized stiffness of the
RVE [90, 109, 131, 185]. Finally, we focus on a broad class of matrix-inclusion problems
introducing the cascade continuum micromechanics (CCM) model [176, 177].
2.2.1 Strain and stress concentration tensors
The linear constitutive relations for the constituent phases in the RVE imply that the trial
strain and stress fields (e, τ ) must be linear and homogeneous with respect to E and Σ.
Therefore, e and τ can be written in terms of the strain and stress concentration tensors
A and B as:
e(x,y) = A(x,y) : E(x) and τ (x,y) = B(x,y) : Σ(x). (2.12)
Using these relations in (2.10) and (2.11), we arrive at the following bounds:
E : (〈AT : c : A〉 −C) : E ≥ 0 and Σ : (〈BT : [c]−1 : B〉 − [C]−1) : Σ ≥ 0. (2.13)
It is clear from (2.13) that the estimation of the concentration tensors A and B will result
in the upper and lower bound for the homogenized stiffness C. The simplest choice for A
and B is to assume a uniform strain or stress state throughout the RVE. Mathematically,
it means that A = I or B = I, where I is a fourth-order symmetric unit tensor. This choice
leads to the famous Voigt and Reuss estimates for the homogenized stiffness. However, the







Fig. 2.2: Eshelby matrix inclusion problem.
2.2.2 Elastic homogenization based on Eshelby’s analytical solution
Homogenization schemes based on Eshelby’s matrix-inclusion solutions can incorporate the
volume fraction, the shape of phases, and their interaction with each other. Eshelby’s
matrix-inclusion problem relates strains in an ellipsoidal inclusion perfectly bonded with
the surrounded homogeneous infinite elastic matrix to the applied homogeneous strains
at infinity (see Fig. 2.2). We denote the elastic moduli of the ellipsoidal inclusion and
the matrix as cH and C0, respectively. The strains in the inclusion in response to the
homogeneous strain E0 at infinity are found to be uniform. The uniform strain field εH in
the inclusion is:
εH = [I+P0H : (cH −C0)]−1 : E0. (2.14)
The Hill tensor P0H characterizes the morphology of the inclusion and its interaction with
the surrounding matrix. P0H depends on the morphology, that is, the shape and orientation















G0(x−x′) is a Green’s function that relates the displacement at point x in an infinite medium
of stiffness C0 with a unit force applied at x′. The indices (ij)(kl) refer to symmetrization
with respect to (ij) and (kj). Analytical expressions for P0H can be found in [112, 113, 124].
An important conclusion from Eshelby’s analytical solution is that the strain field in the
inclusion is uniform. Given the uniform stiffness moduli of the phases in the RVE, we can
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replace the stress and strain fields in the phases with the average stress and strain values









where φr is the volume fraction of the phase r. Following (2.4), we can relate the micro-
strain average εr in the phase r and the macroscale strain E with the help of an average
concentration strain tensor Ar:
εr = Ar : E. (2.17)
We combine (2.16) and (2.17) with the phase constitutive relation σr = cr : εr. Comparison
with the macroscale constitutive relation Σ = C : E yields the homogenized estimate of





φrcr : Ar. (2.18)
For the estimation ofAr, we approximate the average strains in each phase r by the inclusion
strains εH in (2.14), i.e., εr = εH . It implies that the average strains εr in each phase of the
RVE are considered equal to those of an ellipsoidal inhomogeneity with the phase stiffness cr,
embedded in a fictitious infinite matrix with stiffness C0, subjected to some homogeneous
strain E0 applied at infinity. Using the strain average rule in (2.16), we find a relation
between the homogenized macroscale strain E and the homogeneous strain E0 at infinity




φr[I+P0r : (cr −C0)]−1
}−1
: E. (2.19)
With εr = εH , the substitution of E0 in (2.14) and the comparison with (2.17) yields the
following estimate of the concentration strain tensor Ar:
Ar = [I+P0r :(cr −C0)]−1 :
{∑
r








φrcr : [I+P0r : (cr −C0)]−1 :
[∑
s
φs[I+P0s : (cs −C0)]−1
]−1
. (2.21)
In (2.20) and (2.21), C0 accounts for the influence that inclusions have on each other in the
RVE. If one of the phases assumes the role of the matrix for other phases, that is, C0 = cM ,
where cM represents the stiffness of the matrix phase, the homogenization method is called
the Mori-Tanaka scheme [131, 185]. Another way to capture this influence is averaging
the response of all phases in the sense of a virtual matrix material, that is, C0 = C. This
homogenization method is known as the self-consistent scheme [90, 109]. It is particularly
useful in the morphologically disordered case, for instance, when several phases are present
that interpenetrate each other such that a clear distinction between matrix and inclusions
is impossible.
2.2.3 Cascade continuum micromechanics model for a broad class of
matrix-inclusion problems
Many pore morphologies specifically at higher porosities can not be suitably represented by
either the Mori-Tanaka scheme or the self-consistent scheme. On the one hand, the Mori-
Tanaka scheme assumes inclusions to be completely isolated with a continuous matrix, and
this completely connected matrix contributes to the overall stiffness even at a very high
volume fraction of the inclusions. Therefore, it largely overestimates the elastic properties
at higher inclusion volume fractions. On the other hand, the self-consistent scheme assumes
phases to be perfectly in contact with each other. Beyond a certain volume fraction of inclu-
sions, however, the matrix does not have a sufficient volume fraction to form a connected
matrix to resist material failure. Therefore, the self-consistent scheme leads to physically
meaningless homogenization estimates above a particular inclusion volume fraction [191].
Timothy and Meschke proposed the cascade continuum micromechanics (CCM) model
to estimate elastic properties for a broad range of inclusion volume fractions [176, 177].
In the CCM model (see Fig. 2.3), a set of matrix-inclusion problems are obtained through
recursion. The CCM model is inspired by the self-consistent scheme. Instead of the virtual
“average” matrix phase, the stiffness of the matrix phase at cascade level n is recursively
updated and set equal to the previously homogenized stiffness (see Fig. 2.3). At all cascade
levels, inclusion properties are assumed to remain the same.
We assume that there are two phases in a RVE, namely inclusion and matrix, with volume






Fig. 2.3: Outline of the cascade continuum micromechanics scheme: (a) matrix-inclusion
problem with matrix stiffness C(n−1), (b) homogenized composite with stiffness C(n), (c)
matrix-inclusion problem with updated matrix stiffness C(n) obtained from step (b) (for
more details see [176]).
properties with cic and cm, respectively. Following (2.20) and (2.21), we can write the
homogenized stiffness C(n) at cascade level n after setting the matrix stiffness equal to the






(n−1) + φic cic : [I+P(n−1)ic : (cic −C(n−1))]−1
]
:[




The Hill tensor P(n−1)ic describes the morphological description of the inclusion in the matrix
with elastic stiffness C(n−1).
Equation (2.22) represents the recursive equation for the homogenized stiffness of the RVE.
The initial configuration at n = 1 is assumed to be a continuous matrix with a disconnected
distribution of the inclusions. The homogenized elastic properties for n = 1 is provided by
the Mori-Tanaka scheme (C(1) = CMT ). The Mori-Tanaka estimate CMT of the configu-
ration at n = 1 can be obtained from (2.21) with C0 = cm and r ∈ {ic,m}. We summarize
the algorithm for cascade levels n = 1 and n = 2:
n = 1: C(n−1) = cm
C
(1) = CMT =
[
φm cm + φic cic : [I+Pmic : (cic − cm)]−1
]
:[










(1) + φic cic : [I+P(1)ic : (cic −C(1))]−1
]
:[




The cascade level n can be thought of as a reflection of the connectivity of the inclusion
phase. n = 1 represents the isolated inclusions in a continuous matrix (the Mori-Tanaka
estimate). n → ∞ represents a completely intermixed inclusion phase (the self-consistent
estimate). This feature enables CCM to predict homogenization estimates for a large range
of volume fractions of the inclusion phase with different microstructure quality.
2.3 Estimation of homogenized inelastic properties
In this section, we briefly review classical homogenization methods to predict the inelastic
behavior of the RVE from the constitutive behavior of their base constituents and geometric
information about their microstructure. First, we discuss the second order moment of
strain field based homogenization of the elastic limit strength [165, 166]. Later, we brief a
general approach based on transformation field analysis for the homogenization of inelastic
properties [50, 51, 132].
2.3.1 Homogenization of the elastic limit strength
A macroscale RVE reaches the elastic limit state when any one of the constituents in the
RVE yields. Let us focus on the weakest constituent phase, denoted by index r = w. We
assume that its elastic limit behavior is described by the folllowing failure criterion
fw(σw) ≤ 0, (2.24)
where σw is the stress distribution in the weak phase w. We write σw in terms of the
effective strain ε∗w with the help of the elasticity tensor cw as:
σw = cw : ε∗w . (2.25)
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A natural choice for the effective strain tensor ε∗w would be the average phase strain intro-
duced in (2.17). However, microscopic failure is governed by “peak strains” rather than
by “average strains.” The strain peaks in phase w can be estimated with the second-order
moment of the strain field in this phase, which is the quadratic strain average εw over the
phase volume Vw expressed as:






2ε : ε dV
)1/2
. (2.26)
The stress tensor σw can be computed in the weak phase with the effective strain ε∗w, which
allows us to evaluate the failure criterion for the weak phase from (2.24). C represents the
overall stiffness of the RVE as a function of the elastic stiffness coefficients of the individual
constituent phases. The elastic coefficients, the bulk modulus and the shear modulus, of the
weak phase with the volume fraction φw are denoted by kw and µw, respectively. Following
[166], the von Mises equivalent strain εeq(w) of the quadratic strain average εw can be related






: E . (2.27)
If fw is a scalar deviatoric stress-based failure criterion such as the von Mises criterion, then
it can be expressed in terms of the macroscopic strains E with the help of (2.27). With
E = [C]−1 : Σ, the weak phase criterion fw translates to the macroscopic failure criterion
F as:
F(Σ) = ≤ 0 . (2.28)
We note that the limiting stress level Σ in (2.28) is the elastic limit strength of the RVE.
2.3.2 Transformation field analysis (TFA) based upscaling of plastic
strains
The previous approach is limited to cases with relatively simple morphology of RVEs
with scalar deviatoric stress-based failure criterion for constituent phases. Dvorak
and Benveniste [50, 51] proposed a fundamental approach called “Transformation field
analysis” for the homogenization of more complex morphologies with generic elastoplastic
constitutive behavior for the constituent phases in the RVE. The approach basically exploits
the kinematically incompatible nature of plastic microtrains and treats them as free strains
21
or eigenstrains. We revisit these concepts briefly in this section.
We, first, assume a general elastoplastic behavior for the constituent phases. In each phase
r, the average microscopic stress σr, the average microscopic strain εr, the average plastic
strain εpr and the phase stiffness cr are related as:
σr = cr : (εr − εpr). (2.29)





where λr denotes the plastic multiplier. The flow rule is accompanied by loading-unloading
conditions,
dλrfr(σr) = 0, dλr ≥ 0, fr(σr) ≤ 0. (2.31)
Next, kinematically incompatible plastic micro-strains εpr are considered as free strains
[50, 51]. Therefore, the phase strains εr can be related linearly to the macroscopic strains
E and the free strains εpr through a concentration tensor Ar and the influence tensors Drs:
εr = Ar : E +
∑
s
Drs : εps (2.32)
Here, the plastic strains εps are uniform in each phase s. Hence, they cannot represent
complex plastic flow patterns that result from the morphology or the anisotropy of the
phases. One can, however, divide the RVE into many sub-volumes such that complex
plastic flow patterns in each phase can be approximated by varying uniform plastic strains
in each sub-volume [62, 132].
The homogenized macroscopic stress and strains, Σ and E, are related with the homoge-
nized macroscopic stiffness tensor C and macroscopic plastic strain tensor Ep as:
Σ = C : (E −Ep). (2.33)
Using (2.29), (2.16) and (2.33), the macroscopic plastic strain Ep can be expressed as:














The estimation of concentration and influence tensors, Ar and Drs, in (2.34) leads us to the
sought homogenized elastoplastic constitutive law (2.33). We depart from our discussion in
Section 2.2.2 for the estimation.
Following Kröner [110], we assume that the plastic strains in each phase can be interpreted
as a “stress-free strain.” In this case, εpr can be treated as an independent loading parameter.
We refer to (2.14) for the estimation of strain field εH in the inclusion. With εpH and E0,p as
the plastic free-strains in the inclusion and surrounding infinite matrix, εH can be estimated
by augmenting (2.14) following [204] as:
εH = [I+P0H : (cH −C0)]−1 : [E0 +P0H : (cH : ε
p
H −C
0 : E0,p)]. (2.35)
Similar to (2.19), the relation between the macroscopic strain E and the uniform strain E0














With εr = εH , substitution of E0 in (2.35) yields:
εr =[I+P0r : (cr −C0)]−1 :
{{∑
i















When the RVE is in a fully elastic state, all plastic strain components in (2.37) vanish.
The estimation of plastic free strain E0,p remains to be discussed. In the Mori-Tanaka
scheme, we assume the plastic free strain E0,p as a free strain in the matrix phase denoted
as εpM . Applying the Mori-Tanaka assumptions in (2.37), the average microscopic strain
εr in phase r becomes:
εr =[I+P0r : (cr − cM )]−1 :
{{∑
i




















where C0 = cM represents the stiffness of the matrix phase that incorporates the perturbed
far-field strain state.
In the self-consistent scheme, the fictitious matrix does not have any volume fraction.
Hence, it cannot accumulate any free strain. A natural choice is therefore to assume E0,p
equal to zero [62]. Applying these assumptions in (2.37), the average microscopic strain of
the self-consistent scheme becomes:
εr =[I+P0r : (cr −C)]−1 :
{{∑
i







φs[I+P0s : (cs −C)]−1 : P0s : cs : εps
}




Comparing (2.38) and (2.39) with (2.32), we can identify the concentration and influence




Multiscale modeling of stiffness and
strength of hierarchical culm
materials
In this chapter, we present a micromechanics approach that derives a hierarchical
microstructure driven model of the macroscopic stiffness and strength properties of
functionally-graded hierarchical culm materials. As model input, it requires mechanical
properties of the base constituents such as cellulose and lignin as well as morphology and
volume fractions of all heterogeneous components at each hierarchical level. The latter can
be retrieved from imaging data at different length scales, obtained from scanning electron
and transmission electron microscopy. We illustrate our modeling approach for the example
of bamboo that has gained increasing attention in the last decade due to its role as a
sustainable building material. Validating its predictions of macroscopic stiffness moduli and
ultimate strength with corresponding experimental measurements, we demonstrate that the
micromechanics model provides excellent accuracy without any further phenomenological
calibration. We also show that the multiscale modeling approach enables a better physics-
based understanding of the origins of bamboo stiffness and strength across different scales.
The chapter is organized as follows: In Section 3.1, we discuss the multiscale nature of culm
materials for the example of bamboo, using microimaging results from the literature to
illustrate properties of bamboo microstructure at different length scales. In Section 3.2, we
transfer the identified hierarchical scales into a multistep micromechanical representation.
Section 3.3 explains the multistep procedure for the elastic stiffness coefficients based on
















Fig. 3.1: Macroscale anatomy of a bamboo culm.
macroscopic strength properties outlining the essential modeling assumptions and their
motivation from a plant mechanics viewpoint. Focusing on bamboo in Section 3.5, we discuss
the identification of model parameters, compare stiffness and strength results obtained
from our model with experimental data reported in the literature and show that they can
contribute to a better physics-based understanding of the origins of stiffness and strength
of bamboo across different scales.
3.1 Multiscale characterization through microimaging
Bamboo is a prominent member of the grass family Poaceae. Its culm (or stem) as illustrated
in Fig. 3.1 is cylindrical, hollow, and divided into nodes and internodes. At the nodes, a
diaphragm (septa) is formed which divides the culm in transverse direction. The main
mechanical function of the septa is to prevent Brazier buckling initiated by ovalization
of the cross section during bending [159]. In contrast to wood, bamboo does not show
secondary growth, which restricts geometric adaption and increases the need for structural
optimization at the material level [7, 116].
For a physics-based prediction of the mechanical behavior of bamboo material, its character-
ization in terms of its multiscale hierarchical composition is a key prerequisite for microme-
chanics modeling. Figure 1.1 illustrates the typical hierarchical organization of bamboo
culm material. Each hierarchical scale can be characterized by suitable microimaging
technologies. The corresponding images are essential to derive key parameters required by
our modeling approach. In the following, we briefly describe the heterogeneous microstruc-
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(b) Microstructure of an individual
vascular bundle.
Fig. 3.2: SEM images depicting the radial gradation within the bamboo cross section and
the typical structure of a vascular bundle. The images are reported by Mannan, Knox
and Basu [121] and Gibson and Dixon [49] and reproduced with kind permission from
Royal Society Publishing.
tures that are found at each hierarchical scale and illustrate them with corresponding
imaging data taken from the literature. We also provide a brief account on how we choose
the elastic and failure properties of the base materials cellulose, hemicellulose and lignin
that stem from mechanisms at the nano- and atomic scale.
3.1.1 Macroscale: cross section
The macroscopic observation level corresponds to a length scale of several millimeters to
centimeters. At this scale, the bamboo cross section is characterized by vascular bundle
tissues whose main axis is parallel to the longitudinal direction of the stem. They are
embedded in a matrix made up of parenchyma tissue. As illustrated in Fig. 3.1, the density
of vascular bundles increases in radial direction of the circular cross section. This distri-
bution of bundles can be quantified with the help of scanning electron microscopy (SEM).
Figure 3.2a shows an example microimage that illustrates the grading of vascular bundles
in radial direction, given by Mannan, Knox and Basu [121].
3.1.2 Mesoscale: functional regions
A vascular bundle has a diameter of the order of 100µm. It consists of xylem and phloem
tissues surrounded by sclerenchyma fiber sheath. Xylems and phloems are responsible for
transportation of nutrients and water into the plant. Sclerenchyma fibers provide support
to the xylem and phloem vessels. The volumetric contribution and morphology of fibers and
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(b) Sclerenchyma fibers and
surrounding parenchyma (longitu-
dinal cut).
Fig. 3.3: SEM images showing thick cell and long sclerenchyma fibers surrounded by
parenchyma matrix tissue. The images are reported by Gibson and Dixon [49] and repro-









(b) Parenchyma cells (longi-
tudinal cut).
Fig. 3.4: SEM images showing the internal structure of parenchyma cells. The images are
reported by Mannan, Knox and Basu [121] and reproduced with kind permission from
Royal Society Publishing under the license CC BY 4.0.
vessels in vascular bundles can be determined by SEM images at a suitable scale. Figure
3.2b, which is provided by Gibson and Dixon [49], shows an example of a SEM image.
The sclerenchyma cells in the fibers are long hollow tubes oriented in the stem direction
with a characteristic length scale in the order of 10 − 20µm. Sclerenchyma cells have
thick cell walls surrounding holes (lumen) with a polygonic or circular cross section. The
thickness of the cell wall in the sclerenchyma cells varies radially in the cross-section. These
characteristics of the sclerenchyma fibers can be quantified with the help of SEM images






(b) Cell wall in sclerenchyma
fibers.
Fig. 3.5: Cell wall characterization: (a) Cell wall in parenchyma region observed with UV
microscopy reported by Suzuki and Itoh [169]. (b) TEM image of layered cell wall in
matured sclerenchyma fibers reported by Gritsch and Murphy [76]. Reproduced with
kind permission from Springer Publication Group and Oxford University Press.
The parenchyma cells form the base of the stem cross section and exhibit polyhedral
geometry. They consist of thin cell walls filled with living protoplasm that contain water
and molecules. The typical length scale of parenchyma cells is 5− 10µm [72]. Figures 3.4a
and 3.4b plot SEM images of transverse and longitudinal cuts through parenchyma tissue
taken by Mannan, Knox and Basu [121]. We note that the morphology and volume
fractions of different phases in all mesoscale regions can be determined with the help of
these images.
3.1.3 Microscale: cell walls and their components
The cell wall material corresponds to an observation scale of 100-300 nm. Both the
parenchyma and sclerenchyma cells are made up of cellulose fibers embedded into a non-
cellulosic matrix of hemicellulose and lignin. In the cell wall material, cellulose fibrils are
helically wound with an average microfibril angle (MFA) to the cell axis that we denote by θ̄.
Figure 3.5a plots microimages of cell walls of parenchyma that are produced via ultraviolet
(UV) microscopy by Suzuki and Itoh [169]. Here, the color intensity reflects the lignin
concentration in the cell wall region. Figure 3.5b depicts transmission electron microscopy
(TEM) images showing the multi-layered cell wall structure in a matured sclerenchyma
fiber from a paper by Gritsch and Murphy [76]. We note that cell wall structures in the
different regions can be characterized with the help of these images.
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Table 3.1: Mass densities and stiffness properties of constituent phases.
Constituent Density Material behavior Elastic coefficients References
Cellulose 1.59 Transversely isotropic EA = 130 ET = 15 GA = 3 [125], [140], [123]
νA = 0.087 νT = 0.49 [173], [83]
Hemicellulose 1.50 Transversely isotropic EA = 14 ET = 3 GA = 1 [40], [20], [146]
νA = 0.10 νT = 0.40
Lignin 1.37 Isotropic kl = 5.25 µl = 1.97 [39], [146]
Water 1 Isotropic kw = 2.30 µw = 0
EA and ET denote axial and transverse stiffness moduli, GA denotes the axial shear modulus, and νA and νT
are Poisson’s ratios. k and µ denote bulk and shear moduli for isotropic material.
Values of E, G, k and µ are in GPa, density (g/cm3) is obtained from [46] and references therein.
The non-cellulosic host matrix for cellulose microfibrils is made up primarily from hemicel-
lulose and lignin. The typical length scale of the hemicellulose-lignin matrix is 8-20 nm.
Lignin and hemicellulose are also hydrophilic sites within the cell wall material such that
the properties of lignin and hemicellulose depend on moisture content [39, 40].
3.1.4 Nano- and atomic scale: elastic and failure properties of base
materials
The elastic and failure properties of the base materials stem from microstructure behavior
at the nano- and atomic scale, which we do not resolve, but choose empirically. Native
cellulose is a highly crystalline material which is assumed to exhibit a transversely isotropic
behavior. This assumption has been confirmed experimentally in [125, 140], where the
longitudinal elastic properties of cellulose were determined by using x-ray diffraction, and
computationally in [123, 173], where the full anisotropic behavior of cellulose was investi-
gated via molecular dynamics simulations. As cellulose macromolecules exhibit a strong
transversely isotropic behavior, its strength properties in axial and transverse directions
differ hugely. Experimental investigations [183, 184] suggest the axial tensile strength σultA
of cellulose fibers in the range of 750 to 1080 MPa. Based on these observations, their
ultimate strength is assumed to be 1 GPa. In the absence of data for the transverse strength
of cellulose fibers, their ultimate strength σultT in the transverse direction is assumed propor-
tional to the stiffness values in both directions, that is, σultT =
ET
EA
σultA . We summarize all
values in Table 3.2.
Hemicellulose molecules tend to be aligned with cellulose chains. Hence, hemicellulose
can also be considered as a transversely isotropic material. Cousins tested the stiffness
of isolated hemicellulose by indentation tests at various levels of moisture content and
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Table 3.2: Strength properties of constituent phases.
Constituent Strength properties References
Cellulose σultA = 1.0 GPa [183], [184],
σultT = 0.115 GPa [72]
Lignin slig = 20.2 MPa [94]
slig is shear strength of lignin, σultL and σultT are ultimate
strengths of cellulose in longitudinal and transverse direc-
tions, respectively.
concluded that the stiffness decreases with increasing moisture content up to the point of
saturation [40]. Lignin is an amorphous material with moisture dependent stiffness [39].
The living protoplasm of the cell has many different compounds for different biological
activities. These compounds are generally in a solute state. Hence, from a mechanical
point of view, they all can be treated as water. We also assume that this water is in a
drained state and therefore does not exert any pore pressure. The elastic constants of all
constituent materials are reported in Table 3.1. Lignin is known to fail in shear [11]. The
shear strength of lignin is listed in Table 3.2.
3.2 From multiscale characterization to multistep
micromechanics modeling
In this section, we describe the transfer of the hierarchical scales identified from a
physics viewpoint in the previous section into a multistep micromechanical representation.
Figure 3.6 provides a detailed summary of our multistep micromechanics model. Below, we
describe each RVE of the multistep model:
↪→ At the finest scale, we consider the non-cellulosic matrix of lignin and hemicellulose in
parenchyma and sclerenchyma regions, represented by level (a1) and (a2) in Fig. 3.6.
The constituent phases of each RVE are hemicellulose and lignin. Since the two phases
are in a morphologically disordered state, we assume that they form spherical inclusions
within an “average” transversely isotropic matrix that consists of both phases.
↪→ At the next level (b1) and (b2), we consider RVEs of the cell wall material in the
parenchyma and sclerenchyma region. We assume a composite, in which cylindrical
crystalline cellulose fibrils are embedded into the hemicellulose-lignin matrix. The latter
emanates from the previous homogenization step at levels (a1) and (a2). The fibrils
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Fig. 3.6: Multistep micromechanical representation of bamboo culm material, described
in terms of appropriate RVEs at each hierarchical level. The two columns in the upper
part represent individual models for the parenchyma region and vascular bundles that are















Fig. 3.7: Helical orientation of cellulose microfibrils in a cell wall matrix material.
helically wound around the lumen within the cell wall with an average inclination angle
to the cell axis denoted as microfibril angle (MFA) θ̄ (see Fig. 3.6).
↪→ The RVE at level (c1) represents the parenchyma base tissue of the culm cross section.
It contains two phases, the cell wall material and living symplast. The mechanical
properties of living symplast can be assumed to be equivalent to water. Due to its
polyhedral geometry, it is assumed that the living symplast forms spheroidal inclusions
in the matrix of the cell wall material.
↪→ The RVE at level (c2) represents a sclerenchyma fiber, that consists of a matrix of cell
wall material hosting cylindrical inclusions of lumen. The RVE at level (d) represents
a vascular bundle, where xylem and phloem tissues are surrounded by sclerenchyma
sheath. Therefore, the constituent phases of this RVE are sclerenchyma fibers (matrix)
and vessels (cylindrical inclusion assumed to be filled with water).
↪→ Finally, parenchyma base material and vascular bundles are brought together at the
cross-section level (e). Hence, the RVE consists of two phases. The vascular bundles are
radially distributed in the parenchyma matrix. As they run through the whole length of
the stem, they are modeled as cylindrical inclusions.
3.3 Microstructure-stiffness relationships in the elastic
range
In a first step, we describe the homogenization procedure for the elastic stiffness coefficients
for the example of bamboo. To this end, we consider the hierarchical structure in terms of
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the RVEs illustrated in Fig. 3.6. Homogenization in the elastic range is mainly based on
the central relation (2.21) developed in Chapter 2.
3.3.1 Non-cellulosic matrix and cell wall materials
In the RVE that corresponds to the non-cellulosic matrix in the parenchyma region (level a1
in Fig. 3.6), we denote the volume fractions of hemicellulose and lignin as φhl,parl and φ
hl,par
h ,
such that φhl,parl + φ
hl,par
h = 1. Here, subscripts l and h stand for the phases lignin and
hemicellulose and superscript (hl, par) stands for the RVE of the hemicellulose-lignin matrix
in the parenchyma region. The stiffness tensors of hemicellulose and lignin, that is, ch and
cl, can be filled with values from Table 3.1. The intimate mixture of hemicellulose and lignin
results in a disordered arrangement that motivates the use of the self-consistent scheme with
spherical inclusions for both phases. The Hill tensor Phl,parsph describes this morphological
distribution for the RVE. Here, the subscript (sph) and the superscript (hl, par) refer to
the shape of the inclusion (spherical) and the hosting ‘average’ transversely isotropic matrix
(hemicellulose-lignin complex). We note that we will follow an identical notation for all Hill
tensors throughout the chapter. For the calculation of the components of Phl,parsph , we refer
to the appendix A.2 in [62]. The homogenized stiffness tensor Cparhl of the RVE follows from
(2.21) with P0r = P
hl,par
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; r, s ∈ [h, l]
(3.1)
Due to its implicit format with respect to Cparhl , (3.1) must be solved iteratively [84, 85].
For the RVE of the non-cellulosic matrix in the sclerenchyma region (level a2 in Fig. 3.6),
we denote the volume fraction of hemicellulose and lignin as φhl,fibl and φ
hl,fib
h . With the
Hill tensor Phl,fibsph , the homogenized stiffness tensor C
fib
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; r, s ∈ [h, l]
(3.2)
As discussed in the previous subsection, the cell wall material in the parenchyma region
(level b1 in Fig. 3.6) contains helically wound cellulose fibrils (volume fraction φwall,parc )
embedded into the non-cellulosic matrix of the hemicellulose-lignin complex (volume fraction
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φwall,parhl ). We note that the the cell wall material is a polylamellate structure with alter-
nating smaller and larger microfibril angles as shown in Fig. 3.5. We assume, however,
a unilamellar structure with an average microfibril angle θ̄. This assumption corresponds
to the fact that the average microfibril orientation is easily accessible via optical and X-
ray diffraction methods. In [121], it is shown that the unilamellar approach provides a
reasonable bound to the polylamellate approach. Hence, we consider the cell wall material
as a unilamellar structure with helically wound cellulose microfibrils.
One of the possible way to represent this morphology is by the Mori-Tanaka scheme where
the homogenized hemicellulose-lignin complex acts as the matrix and the cellulose fibers
form cylindrical inclusions. To account for the helical orientation of fibrils, we assume that
in the RVE of the cell wall material there are an infinite number of cylindrical cellulose
fibrils embedded in the matrix of the hemicellulose-lignin complex [93]. The orientation of
these inclusions is defined by the two angles ϕ, θ̄ (see Fig. 3.7).
We know the stiffness tensor cc of crystalline cellulose from Table 3.1 and the Hill tensor
P0r = P
hl,par
cyl for a cylindrical inclusion in a transversely isotropic hemicellulose-lignin matrix
that refers to a local coordinate system (see appendix A.1 in [62]). We also know the tensors
cc(ϕ, θ̄) for one such RVE in the global coordinate system. The tensor Phl,parcyl (ϕ, θ̄) can be
obtained by standard tensor transformations [13, 156]. Following (2.21) with C0 = Chom =
C
par
hl , we arrive at the stiffness tensor C
par

























where we define the operator < . > as:




We note that the integration over ϕ in (3.4) is performed numerically with a simple rectangle
rule.
We would like to point out again that representing the helical morphology of the cell wall
material in a single RVE is a modeling assumption. The same idea was already used in
other published work [93, 94], since it fits well into the framework of continuum microme-
chanics. It is, however, possible that some structural effects at the cell wall level might be
neglected by invoking a single RVE that mixes the orientations. We therefore emphasize
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that this assumption warrants further analysis and testing in future work. Alternatively,
this morphology can be explored in a different theoretical or numerical framework that
can be integrated with the current micromechanics model. One such possible approach is
explored in [82] in the context of homogenization of osteon tissues in cortical bone where
axisymmetric morphological patterns are utilized.
We can deal with the sclerenchyma region in a similar fashion, where the cell wall material
(level b2 in Fig. 3.6) consists of the hemicellulose-lignin complex with volume fraction
φwall,fibhl and of cellulose fibrils with volume fraction φwall,fibc . The corresponding homoge-
























3.3.2 Parenchyma region and sclerenchyma fibers
In the RVE of the parenchyma region (level c1 in Fig. 3.6), we denote the volume fraction
of the cell wall material and the liquid symplast as φparwall and φ
par
ls . They satisfy the relation
φparwall+φ
par
ls = 1. We assume that liquid symplast has same material properties as water. The
stiffness cw of water can be obtained from Table 3.1. The cell wall material acts as a matrix,
in which the water of the liquid symplast forms spheroidal inclusions, which motivates
the use of the Mori-Tanaka scheme. We assume that C0 = Cparwall and the Hill tensor
P0r = Pwallsphrd, which corresponds to spheroidal inclusions with a known elongation ratio in
the transversely isotropic matrix of the cell wall material [113]. Here, the subscript (sphrd)
refers to the spheroidal shape of the inclusion. With these assumptions, the homogenized
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In the RVE of the sclerenchyma fibers (level c2 in Fig. 3.6), we denote the volume fractions
of the cell wall material in the matrix phase as φfibwall and the cylindrical inclusions of the




lum = 1. The stiffness of the lumen material is the same as the
stiffness cw of water. The RVE can be suitably modeled by the Mori-Tanaka scheme. Hence,
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we assume that C0 = Cfibwall and P0r = Pwallcyl , which corresponds to cylindrical inclusions
in the transversely isotropic matrix of the cell wall material in sclerenchyma fibers [62].



























3.3.3 Vascular bundles and macroscopic cross section
In the RVE of a vascular bundle (level d in Fig. 3.6), we denote the volume fractions of
the sclerenchyma fibers and the vessels as φfib and φv, where φfib + φv = 1. The vessels
form cylindrical inclusions in the matrix of sclerenchyma fibers, which motivates the use
of the Mori-Tanaka scheme. We are given the Hill tensor P0r = P
fib
cyl , which corresponds
to cylindrical inclusions in the transversely isotropic matrix of the sclerenchyma fibers [62].

















Finally, we consider the RVE of the macroscopic bamboo section (level e in Fig. 3.6), where
the volume fractions of the parenchyma region and the vascular bundles are φpar and φvb,
such that φpar+φvb = 1. The vascular bundles are embedded into the matrix of parenchyma
base tissues. The RVE can be suitably modeled by the Mori-Tanaka scheme. Hence, we
assume that C0 = Cpar and the Hill tensor P0r = P
par
cyl , which corresponds to cylindrical
inclusions in the transversely isotropic matrix of the parenchyma [62]. Following (2.21), we
arrive at the homogenized stiffness tensor Csec of the cross section:
Csec =
{
φparCpar + φvbCvb : [I+P
par




































Fig. 3.8: Experimental stress-strain curves for bamboo material for different volume
fractions of vascular bundles, reported by Zhang and collaborators [205]. Curves a-f
correspond to volume fractions of 0.15, 0.17, 0.22, 0.24, 0.37 and 0.46, respectively.
3.4 Microstructure-strength relationships in the
inelastic/failure range
In the next step, we proceed to modeling inelastic behavior of the culm material in terms
if its local ultimate strength. To this end, we first review and extend basic assumptions on
multiscale plastification and failure in hierarchical culm materials.
3.4.1 Basic proposition: sequential failure of lignin and cellulose
Of particular interest is the propagation of plastic strains that result from yielding at
a specific microscale across hierarchical RVEs up to the macroscopic cross section level.
Recently, Zhang and co-authors [205] performed compression experiments on bamboo
specimens with different vascular bundle densities in the cross section. Figure 3.8 illustrates
the inelastic response of different specimens with a stress-strain diagram. We observe that
the bamboo material exhibits different stages in the stress-strain behavior before failure: the
initial linear elastic deformation stage is followed by an elastoplastic stage, in which stress
varies with strain nonlinearly. Finally, a plastic plateau is reached, where the stress shows
almost no variation with strain. To model this behavior, we need to make assumptions on
the plastification and failure sequence of the base materials. Several experimental investi-
gations of the failure in bamboo at the microstructure level [79, 150] concur in suggesting
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that failure is initiated by yielding of lignin, which then leads to a redistribution of stresses
to the cellulose through a bridging effect.
Based on these observations, we conceptualize that the microstructural origin of failure
of the bamboo cross section is a sequential failure of the constituent materials lignin and
cellulose in that order. In the elastic range of the stress-strain curve of bamboo, both lignin
and cellulose respond purely elastically. The elastic limit point in the curve corresponds
to the plastification of lignin. After the onset of plastic yielding of lignin, stresses due to
further loading are transferred exclusively to the cellulose microfibrils. On the macroscopic
level, this mechanism manifests itself in the elastoplastic part of the stress-strain behavior
of bamboo. Once a certain macroscopic stress level is reached, the cellulose microfibrils
suddenly fail due to brittle fracture, which corresponds to the ultimate strength of the
bamboo section. Similar observations on the microstructural origin of strength have been
made for other hierarchical multiscale materials with a similar matrix-fibril composition, for
instance bone [30, 62, 151], which tentatively supports our assumption of sequential failure
of the basic constituents lignin and cellulose. We therefore believe that this conceptual
model is appropriate for a large range of culm materials beyond bamboo.
3.4.2 Von-Mises-type failure criteria and average stress tensors
With the basic failure concepts established, we proceed to the modeling of the two individual
materials lignin and cellulose. Lignin is an amorphous material and it is known to fail in
shear [11]. The shear strength of lignin is listed in Table 3.2. Its stress-strain response





2+(σ22−σ33)2+(σ33−σ11)2+6(σ223+σ231+σ212)]−s2lig ≤ 0, (3.10)
where σl is the stress in the lignin phase that consists of the stress components σij in index
notation, and slig is the yield stress in pure shear.
As discussed in Section 3.3.1, crystalline cellulose exhibits strong anisotropy during brittle
failure. The failure of cellulose can be described by the Hill failure criterion [89] for gener-
alized anisotropy, which can be expressed as:
fc(σϕθ̄) = maxϕ {F (σyy − σzz)
2 +G(σzz − σxx)2+








]; G,H are permutations with x,y,z (3.11b)
L = 1/S2yz; M,N are permutations with x,y,z (3.11c)
Here, the material parameters σ0x, σ0y , σ0z and Syz, Szx, Sxy denote ultimate strength values
and ultimate shear strength values, respectively, in the given directions. The stress tensor
σϕθ̄ for a cellulose fiber with orientation ϕ ∈ [0, 2π) is given in the local coordinate system
of the cellulose fibers (see Fig. 3.7). For the computation of the failure criterion for cellulose,
we need to check the criterion value for the stress level σϕθ̄ in each fibril defined by the
Euler angle ϕ ∈ [0, 2π) and take the maximum value as shown in equation (3.11). For
F = G = H = 12(σult)2 and L = M = N =
3
2F, (3.12)
equation (3.11) simplifies to the isotropic von Mises criterion, where σult is the ultimate
strength in the isotropic case. The cellulose fibers, however, exhibit a transversely isotropic
behavior with respect to the perpendicular axial direction and the transverse isotropic xy
plane. Hence, in the limit of transverse isotropy, the parameters in (3.11) are:
F = G = 1
2(σultA )2







L = M = 32F, N =
3
2H (3.13b)
with ultimate strength values σultA and σultT in axial and transverse directions, respectively.
In this chapter, our focus is on macroscopic uniaxial and shear loading. For these basic
load cases and the given morphology, we adopt the strategy based on average tensors as an
engineering simplification. We illustrate the effect of this assumption by considering a two-
phase RVE that consists of perfectly plastic cylindrical inclusions embedded in an elastic
matrix. First, we assume the RVE undergoes a macroscopic strain in the axial direction of
the inclusions. In this case, the strain tensors per phase is constant and the average tensor
based model accurately captures the plastic behavior in the inclusions. We then assume the
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RVE undergoes a macroscopic strain perpendicular to the axial direction of the inclusions.
In this case, the strain distribution inside the inclusions is not uniform. Therefore, average
tensors in a von-Mises-type yield criterion cannot represent the plastic behavior of the
inclusion phase with full accuracy. Our model assumes that perfectly elastoplastic lignin
forms spherical inclusions inside an average fictitious matrix of hemicellulose and lignin,
see the levels a1 and a2 in Fig. 3.6. Due to the spherical geometry of lignin, no directional
dependence holds and the accuracy of the approximation is curtailed in between the two
cases discussed above. For a critical assessment of different methods to tackle this problem,
we refer the interested reader to the comprehensive lecture notes by Suquet [166].
3.4.3 Upscaling/downscaling of elastoplastic strains across hierarchical
levels
Using the assumptions discussed in the previous subsection, we can now establish concen-
tration relations for upscaling and downscaling total and plastic strains across all hierar-
chical RVEs. Our discussion in Section 2.3.2 forms the basis of the developed microme-
chanical relations in this section. We note that we will use the superscript p to refer to
quantities related to plasticity. We also use the same RVEs defined in Fig. 3.6.
We start with homogenization of the non-cellulosic matrix in the parenchyma region (level
a1 in Fig. 3.6). When the macroscopic applied strain Ehl,par reaches a specific limit,
lignin yields and accumulates the plastic strain εpl,par. We assume that hemicellulose does
not accumulate any plastic strain, such that εph,par = 0 at all times. As mentioned in
Section 3.3.1, we assume that lignin is an isotropic material which forms spherical inclusions
in the hemicellulose-lignin complex. The assumptions of isotropy and spherical geometry
eliminate possible asymmetries in the lignin phase. Hence, in this special case, the plastic
flow can be represented by assuming a single volume for the lignin phase. Having derived the
stiffness tensor Cparhl of this RVE from (3.1), we can utilize the strain concentration relation
(2.39) of the self-consistent scheme for hemicellulose and lignin to compute the strain in the
lignin phase in response to the macroscopic strain Ehl,par. The resulting expression is:














Ehl,par − φhl,parl [I+P
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sph : (cl −C
par
hl )]











; i ∈ [h, l]
(3.14)
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In the non-cellulosic matrix in the sclerenchyma region (level a2 in Fig. 3.6), lignin reaches
the plastic strain εpl,fib against a specific level of the macroscopic applied strain Ehl,fib.
Similar to equation (3.14), we can write a strain concentration relation for this RVE:














Ehl,fib − φhl,fibl [I+P
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sph : (cl −C
hl,fib
hl )]











; i ∈ [h, l]
(3.15)
Plastic strains in the lignin phase at the two levels a1 and a2 lead to plastic strains at the
RVE scale. Hence, the accumulated plastic strains Ephl,par and E
p
hl,fib in the RVE of the
parenchyma and sclerenchyma fiber regions can be evaluated from (2.34).
In the cell wall material in the parenchyma region (level b1 in Fig. 3.6), we assume a brittle
behavior for the crystalline cellulose fibrils. The assumption of brittleness implies that no
plasticity occurs in the crystalline cellulose phase, such that εpc,par = 0 holds at all times. The
plastic strain εphl,par in the hemicellulose-lignin matrix has been calculated in the previous
step, since εphl,par = E
p
hl,par. The homogenized stiffness tensor of this RVE has been derived
in (3.3). Now, we can utilize the strain concentration relation for the Mori-Tanaka scheme
in (2.38) to compute the strain in the constituent phases in response to the macroscopic




hl,par, the strain concentration relation for

























We note that the microscopic strain εhl,par for this RVE is identical to Ehl,par in (3.14),
which represents the macroscopic strain for the RVE of the hemicellulose-lignin matrix.
The strain concentration relation for cellulose fibers with a specific orientation (ϕ, θ̄) in this
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RVE can be expressed as:
εpar
cϕθ̄
































For the cell wall material in the sclerenchyma region (level b2 in Fig. 3.6), we can write a
similar expressions for the micro-strain εhl,fib of the hemicellulose-lignin complex and the
micro-strain εpar
cϕθ̄


































































hl,fib. In the parenchyma and
sclerenchyma fiber regions, plastic strains in the hemicellulose-lignin complex in the RVE
of the cell wall lead to a plastic strain at the RVE level. Hence, accumulated plastic strains
Epwall,par and E
p
wall,fib in these RVEs can be evaluated from (2.34).
In the parenchyma region (level c1 in Fig. 3.6), no plasticity occurs in the living symplast
(water) phase, such that εpls,par = 0 at all times. The plastic strain in the cell wall matrix is
εpwall,par = E
p






wall,par, the strain concentration relation
for the cell wall material in the RVE of the parenchyma in response to the macroscopic strain
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According to (2.34), plastic strains in the cell wall material imply the accumulation of plastic
strains Eppar at the RVE level of the parenchyma region.
In sclerenchyma fibers (level c2 in Fig. 3.6), cylindrical inclusions of lumen are considered as





Epwall,fib in the cell wall material, cM = C
fib
wall and given the macroscopic strain Efib,vb, the
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Accumulated plastic strains in the cell wall material result in plastic strains Epfib,vb from
(2.34) at the RVE level of the sclerenchyma region.
In vascular bundles (level d in Fig. 3.6), no plastic strains occur in the vessels, that is,






fib,vb in the sclerenchyma fiber matrix
and cM = Cfib, the strain concentration relation for sclerenchyma fibers in response to the





















In this RVE, accumulated plastic strains Epvb can be computed from (2.34).
Finally, at the macroscopic section level (level e in Fig. 3.6), plastic strains in the
parenchyma and vascular bundles are calculated from the previous homogenization steps,




vb. We can employ the concentration relation (2.38) for this
RVE to compute the “micro-strains” εvb and εpar in the vascular bundles and parenchyma in
response to the applied macroscopic strain Esec. With εpM = εppar = Eppar and cM = Cpar,
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we find:
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The accumulated plastic strains εppar and ε
p
vb in the parenchyma and vascular bundles imply
plastic strains Epsec at the macroscopic level. This macroscopic plastic strain can be calcu-
lated from (2.34).
While microstructure-stiffness relationships for elastic stiffness moduli can be computed
directly from the relations given in Section 3.3, the ultimate strength can only be computed
iteratively with respect to a given stress (or strain) increment. A bird’s eye view of the
corresponding computer implementation is given in Algorithm 1.
3.5 Validation and discussion of model results for bamboo
In a recent paper, Dixon and Gibson report experimental results on the mechanical
properties of Moso bamboo [49]. Measured quantities include axial stiffness and axial
transverse ultimate strength. The test samples were taken from internode regions at
different heights (i.e., age) and at different radial positions (i.e., cross section anatomy).
Figure 3.9 illustrates geometry and position of test specimens along the radial direction in
one internode culm region. For each of the tested samples, the study also reports their
microstructure variations, classified with the help of SEM images, which constitutes an
essential prerequisite for setting up our model. In this section, we first describe the evidence-
based identification of model parameters for bamboo. We then illustrate the predictive
power of our model, comparing predictions of stiffness moduli and ultimate strength to corre-
sponding measurements reported in [49]. We demonstrate how micromechanics modeling
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Result: The ultimate strength Σultij = Σij,n+1 of the macroscale cross section.
1 Define stress increment ∆Σij ;
2 Set Σij = 0⇒ Esec,0 = 0,E
p
sec,0 = 0;
3 Set index number n=0;
4 while fc,par ≤ 0 and fc,fib ≤ 0 do
5 Σsec,n+1 = (Σij,n + ∆Σij) ei ⊗ ej ;
6 Update Epsec,n+1 = Epsec,n;
7 while flig(σtriall,par(n+1)) ≥ 0 or flig(σtriall,fib(n+1)) ≥ 0 do
8 Etrialsec,n+1 = C−1sec : Σsec,n+1 +E
p
sec,n+1;
9 Propagate (“downscale”) trial strains Etrialsec,n+1 to lower-scale RVEs;
10 Calculate trial stresses in lignin, σtriall,par(n+1),σtriall,fib(n+1), in parenchyma and
sclerenchyma regions;
11 if flig(σtriall,par(n+1)) < 0 and flig(σtriall,fib(n+1)) < 0 then
12 Esec,n+1 = Etrialsec,n+1;
13 else
14 Calculate plastic strain increment for lignin, dεp(1)l,n+1, using return mapping
algorithm;
15 Upscale plastic strain εp(1)l,n+1 to obtain approximation for “macroscopic”
plastic strains Ep(1)sec,n+1;





19 Calculate stress level σϕθ̄ in each fibril defined by Euler angle ϕ ∈ [0, 2π) in each
region from Epsec,n+1 and Esec,n+1;
20 Calculate failure criteria for cellulose, fc,par and fc,fib, in both regions based on
stress level in each fibril and taking the maximum value;
21 end
Algorithm 1: Iterative computation of strength for a given stress increment ∆Σij .
provides rational insight into the plant physics of bamboo and its associated mechanical
properties. Finally, we show for sclerenchyma fiber strength in ten different plants that our
modeling approach is indeed general and accurate for any plant culm material.
3.5.1 Evidence-based identification of model parameters
“Universal” properties of the three elementary base materials cellulose, hemicellulose and
lignin constitute one essential input of our micromechanics model. For bamboo, they are
listed in Table 3.1 and 3.2 and have been discussed in Section 3.1.4. The volume fractions of
the different phases constitute the second essential input. The RVEs illustrated in Fig. 3.6





Fig. 3.9: Geometry and position of specimens in an internode section of bamboo culm
(adapted from [49]). The inner, middle and outer regions are defined by 0 < r/a ≤ 0.35,
0.35 < r/a ≤ 0.65 and 0.65 < r/a ≤ 1, respectively.
between the microstructure components at each observational scale of the bamboo culm
material.
Volume fractions and fiber angles in the cell walls
The chemical composition of the cell wall material in bamboo can be expressed in terms
of the relative weight fractions of cellulose, hemicellulose and lignin, which we denote as
wc, whc and wl, respectively. According to [101], the average relative weight fractions
of the constituents are wc = 0.55, whc = 0.20 and wl = 0.25. The mass densities of
these constituents are listed in Table 3.1. The share of crystalline cellulose in relation to
the volume of the whole cellulose is given by the crystallinity index (CI), which has been
experimentally predicted for bamboo as CI = 0.85 [2, 121]. As amorphous cellulose and
hemicellulose have the same density and similar mechanical behavior, we treat both in
the same way. According to [46], the weight fraction of the crystalline part of cellulose is
wcc = ζwwc and
ζw =
CI
CI + (1− CI)ρhc/ρcc
, (3.25)
where ρhc and ρcc denote the densities of hemicellulose and crystalline cellulose (see Table
3.1). The equivalent weight fraction of hemicellulose (that is, the weight fraction of
amorphous cellulose and hemicellulose) is wh = whc + (1 − ζw)wc. The density of the
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, i ∈ [cc, h, l] (3.27)
In both the parenchyma and sclerenchyma tissues, the RVE of the cell wall material consists
of a hemicellulose-lignin matrix phase that hosts cylindrical crystalline cellulose fibers. The
latter are helically oriented with mean fibril angle to the cell axis (see Fig. 3.7). For the
RVE of the cell wall in the parenchyma region (level b1 in Fig. 3.6), the volume fraction of
the hemicellulose-lignin matrix phase and the volume fraction of the cellulose inclusions can
be computed as φwall,parhl = φwallh + φwalll and φwall,parc = φwallcc , respectively. We can do the
same for the volume fractions of the phases in the cell wall RVE of the sclerenchyma fibers
(level b2 in Fig. 3.6). For bamboo, Mannan and co-authors [122] conducted an extensive
experimental study on the mean fibril angle in the sclerenchyma and parenchyma regions.
They found that the MFA ranges between 4° to 29° for the sclerenchyma region and between
25° to 55° for the parenchyma region. In our study, we adopt average values of 15° and 35°
for each of the two regions, respectively. With relations (3.27), the volume fractions for the
RVEs at levels a1 and a2 (see Fig. 3.6) are simply φhl,parl = φ
hl,fib
l = φwalll /(φwalll + φwallh )
and φhl,parh = φ
hl,fib
h = φwallh /(φwalll + φwallh ).
Volume fractions in functional regions and the cross section
The RVE of parenchyma (level c1 in Fig. 3.6) is made up of solid cell wall material and
living symplast. Dixon and Gibson observed that the volume fraction of the cell wall
material did not vary significantly throughout the test specimens [49]. In our study, we
adopt an average value of φparwall = 0.22. Living symplast that forms spheroidal inclusions
in the transversely isotropic cell wall material has a volume fraction of φparls = 1 − φ
par
wall.
The average elongation ratio of spheroidal symplast inclusions can be directly determined
from the longitudinal cut through parenchyma cells that is provided by SEM imaging (see
Fig. 3.4b). The ratio is found to be 1.9.
The sclerenchyma fibers (RVE at level c2 in Fig. 3.6) consists of cell wall material and lumen
with volume fractions φfibwall and φ
fib
lum, respectively. Mannan and co-authors [121] extracted
several fibers from different locations in the bamboo cross section and measured the inner
and outer fiber diameters di and do. They provide probability distribution functions for di
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(b) Axial ultimate strength.
Fig. 3.10: Comparison of results from the micromechanics model and the experimental
tests at different locations of the bamboo cross section. The experimental results are
reported by Dixon and Gibson [49].
and do in the inner, middle and outer regions along the radial direction in the cross section.
Using the mean value of di and do in each region, we can determine the volume fraction
of the sclerenchyma fibers in the cell wall material as φfibwall = 0.36 in the inner region
(0 < r/a ≤ 0.35), φfibwall = 0.48 in the middle region (0.35 < r/a ≤ 0.65) and φ
fib
wall = 0.75 in
the outer region (0.65 < r/a ≤ 1). We refer to Fig. 3.9 for an illustration of these regions.
In the vascular bundles (RVE at level d in Fig. 3.6), vessels form cylindrical inclusions in
the matrix of sclerenchyma fibers. The volume fraction of sclerenchyma fibers Sf in the
vascular bundles for each test specimen as measured in [49] are reported in Table A.1.
The volume fractions of sclerenchyma fibers and vessels in the vascular bundle RVE can
be written as φvbfib = Sf and φvbv = 1 − Sf , respectively. At the cross section scale (RVE
at level e in Fig. 3.6), the volume fractions Vvb of vascular bundles can be determined
from SEM images given in [49]. The Vvb values for all specimens obtained from different
radial positions in each internode are listed in Table A.1. The volume fractions of vascular
bundles and parenchyma in the cross section RVE can now be calculated as φvb = Vvb and
φpar = 1− Vvb, respectively.
3.5.2 Comparison of micromechanics modeling and experimental results
With the model parameters known, we can compute macroscopic elastic stiffness moduli and
ultimate strength properties for bamboo in different cross section locations. The results of
stiffness and strength properties are listed in Appendix A (Tables A.1 and A.2) along with
measured volume fractions and model parameters. To obtain a first idea of the predictive
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capability of our model, we compute the mean percentage difference and standard deviation

















where q is either axial stiffness (Table A.1) or axial strength (Table A.2). We find that the
relative difference ē ± esd is in the range −6.9 ± 16.2% for the axial stiffness modulus and
in the range 2.0± 13.9% for the ultimate axial strength.
Figures 3.10a and 3.10b plot the micromechanics model prediction versus each available
experimental test result at different locations of the bamboo cross section for the axial
stiffness modulus and the ultimate axial strength, respectively. These results and figures
show an excellent agreement between the micromechanics model and the results of the
experimental tests. We also calculate elastic limit points Σel,cest that we report in Table A.2.
As experimental results on elastic limits are not reported in [49], the model results cannot
be validated quantitatively. The complete elastoplastic stress-strain evolution curves given
in Fig. 3.8 can also not be used for a quantitative validation of the model, as Zhang
and collaborators [205] did not report the microimaging information at the lower scales,
required as an input for our micromechanics model. From a qualitative viewpoint, however,
the elastic limit points of our model are in good agreement with the elastic limit points
given in Fig. 3.8.
3.5.3 The structural behavior of bamboo from a multiscale viewpoint
Figures 3.11a and 3.11b illustrate the functionally graded response of bamboo at the cross
section level, illustrated by the stiffness moduli EA and ET and the compressive strengths
ΣA and ΣT in axial and transverse directions for different radial positions. The data points
for each parameter, obtained from the micromechanics model, are fitted with a two-term
exponential curve of the form f(x) = A exp(B x) + C exp(Dx), with fitting parameters A
to D and radial position x = r/a (see Fig. 3.9).
Radial gradation of stiffness and strength
On the one hand, we can observe in Figs. 3.11a and 3.11b that axial stiffness and strength
show a strong gradient towards the outer part of the bamboo culm, which correlates with
the increasing density of vascular bundles. On the other hand, the transverse stiffness
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(b) Ultimate compressive strength.
Fig. 3.11: Variation and exponential fit of results in axial (subscript A) and transverse
(subscript T) directions from the micromechanics model at different radial positions of the
bamboo cross section.
and strength properties exhibit a comparatively mild gradient as compared to the axial
properties. From a practical standpoint, these observations indicate a natural structure
optimization to optimally resist bending caused by lateral loads on the bamboo culm.
With the help of various empirical and experimental investigations, one can represent
different strength and stiffness components as a function of density [179]. In the case of
axial stiffness and strength, this correlation has been found to be linear [49, 102]. For other
components such as shear and transverse strength, however, the correlation with density is
not apparent [130]. Figures 3.12a and 3.12b plot the axial and transverse strength results
that correspond to the 36 experimental sets from Table A.1. In the case of axial strength, we
can observe a clear correlation with density. Given the strong spread in data, however, we
assume that density alone cannot represent the mechanical properties and a simple model
based on an empirical linear relation with density cannot predict their variation accurately.
For axial compressive strength, transverse normal strength and transverse shear strength,
we do not observe a pronounced variation with density.
The reason for the strong anisotropy in stiffness and strength is the need for optimizing
the material response with respect to lateral loading. As a consequence, the structure is
strong in axial bending, but significantly weaker in shear. For instance, we can see from
Fig. 3.12b that the transverse shear strength attains only 8-10% of the total compressive
strength. When bamboo components are used as load-bearing components in man-made
structures, structural failure is often initiated due to splitting of the material near joints,
with subsequent local buckling of the culm [101, 129, 179]. These failure patterns are influ-
enced significantly by the comparatively low transverse compressive and shear strengths.
Hence, the lack of shear and transverse strength seems to be a limiting factor for the use of
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(a) Compressive strengths ΣA and ΣT .





























(b) Compressive strength ΣA, shear
strength SA and shear strength ST .
Fig. 3.12: Variation with density of different strength results in axial (subscript A) and
transverse (subscript T) directions obtained with the micromechanics model. IN is the
internode number (see Table A.1).
bamboo as an effective building material.
Insights through micromechanics model results
Our micromechanics modeling approach provides a tool to rationally interpret and explain
the strongly anisotropic and functionally graded behavior of bamboo. In our model, the
axial strength ΣA is governed by sclerenchyma fibers that attract most of the stress due to
their high stiffness. Their failure is triggered by a sequential failure of lignin and cellulose
microfibrils. After failure of lignin, cellulose microfibrils are able to bear stress with the
help of a bridging mechanism that leverages the high strength of crystalline cellulose in
axial direction. Hence, the increasing density of vascular bundles leads to very high axial
strength, with a peak towards the outer part of the culm. The transverse normal strength
ΣT and the transverse shear strength ST mainly depend on cellulose microfibrils that fail
immediately after failure of lignin in the sclerenchyma regions, as crystalline cellulose is
relatively weak in the transverse direction. Since there are no bridging mechanisms, the
strength mainly depends on the lignin content in the sclerenchyma fibers. Hence, a slight
increase in ΣT and ST with density can be attributed to the relatively high lignin content
in the outer region of the bamboo culm.
The main mechanical function of the parenchyma matrix in the bamboo cross section is
to provide resistance to axial shear stresses. Hence, in the case of loading scenarios that
involve axial shear (Σ31,Σ32), the parenchyma matrix plays a major role in the load-bearing
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Table 3.3: Experimental data and prediction of axial strength for different natural fibers.
Fiber type Density (ρfib) Cellulose Hemicellulose Lignin MFA Σultexp Σultest
Hemp 1.48 70.2 - 74.4 17.9-22.4 3.7-5.7 6 690 - 873 698
Jute 1.3-1.45 61 - 73.2 13.6 - 20.4 12.0 - 16.0 8 393-773 595
Kenaf 0.749 31 - 71 21.5 - 25 15 - 22.7 10 223-624 323
Ramie 1.45 68.6 - 76.2 13.1 - 16.7 0.6 - 1 10 400-938 728
Sisal 1.45 56.5 - 78 5.6 - 16.5 8.0 - 14.0 20 80-640 577
Cotton 1.5-1.6 82.7 - 92 5.7 - 6 1 25 287-800 637
Alfa 0.89 45.4 38.5 14.9 10 350 268
Banana 1.35 63 - 67.6 19 5 11 529-914 601
Softwood 0.3-0.59 42 - 44 22 - 27 28 - 31 30 45.5-111.7 88
Hardwood 0.3-0.88 37.6 32.9 31-33 14 51-120.7 118
Please refer [14, 64, 107] and the references therein for further details on the experimental data.
behavior. The immediate failure of cellulose microfibrils after the failure of lignin in the
parenchyma region governs the axial shear strength ST of the bamboo material. As the cell
wall volume fraction in the parenchyma region is constant through the cross section, the
axial shear strength ST remains almost constant throughout the section, which is confirmed
by the model results plotted in Fig. 3.12b. Hence, we can conclude that the strength
of bamboo material in different direction is the result of the hierarchical organization of
microheterogeneous structures at different scales. On the one hand, our results indicate that
it cannot be represented adequately with a few physical parameters. On the other hand, our
micromechanics model is able to accurately predict strength properties and enables insights
into the corresponding failure mechanisms at different microstructure levels.
3.5.4 Prediction of ultimate strength for other culm materials
Finally, we would like to briefly illustrate that our model can be easily transferred to other
culm materials. To this end, we focus on the axial strength property of sclerenchyma fibers
that can be extracted from different plant materials. Following [64] and the references
therein, we collect experimental data on density, weight fraction of constituents, mean fibril
angle and ultimate strength in sclerenchyma fibers of ten different plant materials. The
values listed in Table 3.3 illustrate that the properties of these fibers vary significantly.
Since we focus on sclerenchyma fibers only, our micromechanics model considers only a
subset of the hierarchical levels given in Fig. 3.6, namely the RVEs at levels a2, b2 and c2.
Following our discussion in Section 3.5.1, our model requires input parameters in terms of
the volume fractions φhl,fibh , φ
hl,fib
l and φwall,fibc along with the microfibril angle. Given the
relative weight fraction of the constituents of the cell wall material, we can estimate these
volume fractions, following the arguments of Section 3.5.1. Similarly, we require the volume
fraction φfibwall of the cell wall material in sclerenchyma fibers. Suitable microimages to help
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quantify φfibwall are not available here. Therefore, we use the density of the extracted fibers
(ρfib in Table 3.3) to estimate φfibwall = ρwall/ρfib, where we refer to (3.26) for calculating
the density ρwall. To estimate the relative weight fraction of the constituents of the cell wall
material, we assume average values of cellulose, hemicellulose and lignin fractions as reported
in Table 3.3. We then employ (3.2) and (3.5) to derive the homogenized stiffness moduli of
the RVEs at levels a2, b2 and c2. We can then use the strain concentration relations (3.15),
(3.18), (3.19) and (3.20) to upscale/downscale elastoplastic strains. Following Algorithm 1,
we can predict the axial ultimate strength Σultest for all fibers.
The results of our analysis are summarized in Table 3.3. We observe that for all fibers, the
model predictions fall within the range of experimentally obtained axial strength values.
We emphasize again that all fibers follow a “universal” hierarchical structure, but differ in
terms of multiscale composition. This difference in composition results in the wide range
of ultimate strength. The results shown in Table 3.3 indicate that our model is able to




micromechanical modeling of cereal
stem materials
In the previous chapter, we established an approach for evidence based multiscale modeling
of hierarchical culm material within continuum micromechanics framework. In the next
step, we transfer this approach for the material modeling of cereal stems with a focus on
oats, which is of particular focus of this thesis from application viewpoint. In contrast to the
previous chapter that focused on functionally graded culm materials, we focus here on the
configuration of an inner layer of foam-like parenchyma cells surrounded by a dense outer
shell, which is typical for cereal stems. This morphology brings along specific challenges
for deriving microstructure-property relationships, which we describe and suggest solutions
for.
This chapter presents a model for the stiffness and strength of cereal stem materials
utilizing the cascade continuum micromechanics approach for a broad range of inclusion
morphologies, summarized in Section 2.2.3. We first discuss the experimental multiscale
characterization based on microimaging (micro-CT, light microscopy, transmission electron
microscopy) and chemical analysis for oat stems, working with our collaborators D. Jo
Heuschele, Kevin P. Smith from Agronomy and Plant Genetics, George Annor from
the Department of Food Science and Nutrition, and Alex Fok from Minnesota Dental
Research Center for Biomaterials and Biomechanics at the University of Minnesota. We
then derive in detail a general micromechanics based model of macroscale stiffness and
strength following our discussion in Chapter 2. We specify our model for oats and validate
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Fig. 4.1: Typical anatomy of a cereal plant and nodal region characterization with the
help of micro-CT images.
it against a series of bending experiments that we conducted with oat stem samples. In the
context of biomechanical tailoring, we demonstrate that our model can predict the effects of
genetic modifications of microscale composition and morphology on macroscale mechanical
properties of thale cress reported in the literature.
This chapter is organized as follows: Section 4.1 characterizes the multiscale nature of
cereal stem material for the example of oat, using chemical analysis and microimaging
technologies. Section 4.2 describes our micromechanics modeling approach for the stiffness
and elastic limit strength of cereal stem material and discusses essential modeling assump-
tions directly derived from plant physics. In Section 4.3, we validate model predictions that
we obtained for parameters retrieved from the microimages reported in Section 4.1 with four-
point bending flexural tests that we performed on oat stems. In Section 4.4, we demonstrate
the ability of our model to quantify the effect of gene mutations and the associated compo-
sitional and morphological changes at multiple length scales on the macroscale mechanical
properties.
4.1 Experimental characterization of oat stem material
Cereal stems usually consist of hollow and cylindrical internode regions separated by nodes,
where leaves are attached. The length of the internodes increases from the ground to the
top (root to grain head). Figure 4.1a illustrates a typical macroscale anatomy. An in-depth
geometric and material characterization enables a better physics-based understanding of
the mechanical behavior. In this section, working with our collaborators, we profile the
compositional and morphological properties across scales for the example of the node and
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internode regions of oats. Advanced microimaging technologies such as computed tomog-
raphy (CT), light microscopy, and transmission electron microscopy (TEM), along with
chemical composition analysis enable the qualitative and quantitative description of various
hierarchical levels in the plant stem organization. The oat stem specimens used for the
analysis were grown at the University of Minnesota in greenhouses and fields in St. Paul,
MN. Four commercial varieties of oats – Gopher, Reins, ND021052, and IL07-8721 – were
selected for the analysis. All specimens were checked for disease, pest damage, and other
mechanical damage. Only specimens with no visible damage were included for the imaging
and chemical analysis.
4.1.1 Node morphology through micro-CT images
We explored the node architecture in oat stems with the help of micro-CT images (see
Fig. 4.1b). Test specimens for the micro-CT study were obtained from the greenhouse
two weeks after the flowering stage. The nodal region next to the root-shoot interface was
removed and air-dried for 24 hours. The specimens were imaged using a micro-CT machine
(XT H 225, Nikon Metrology Inc., Brighton, MI, USA). The scanning parameters were as
follows: 80kV, 85 µA, 708 ms of exposure, 720 projections, and four frames per projection
with a resolution of 7.44 µm. The lower exposure time (ms) and currant (µA) create sharper
images as long as the kV signal to noise is kept at the 10,000 level. The total scanning time
was approximately 35 minutes for each specimen. The imaging data was exported to a
series of DICOM files using VGStudio MAX 2.1 (Volume Graphics GmbH, Heidelberg,
Germany). The DICOM files were further analyzed using semi-automatic image processing
tools developed in MATLAB.
Figure 4.1b schematically describes the morphology of the node in the longitudinal direction,
moving towards the grain head. This figure also shows the selected micro-CT images
indicating their position in the node region. It is apparent from the micro-CT images
that the morphology changes from left to right (moving upwards to the grain head) in the
node region. Image 3 depicts the dense node core material, which is the hardest anatomical
part of the oat stem. In images 4 and 5, the distinction between the outer and inner ellip-
tical rings is apparent. In images 2 and 3, however, the elliptical rings are absent. This
investigation reveals that the internode starts after the node core zone and the elliptical
rings become smaller until they disappear, marking the start of the hollow upper internode.
In conclusion, the structure of the node is asymmetrical along the length direction, which
makes the node an important anatomical site in the context of the mechanical behavior of
the plant. Similar morphological observations are reported for a wheat nodal region [70].
In this chapter, however, we focus on the internode region.
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Fig. 4.2: Cross-section profile of an oat stem through light microscopy images.
4.1.2 Cross-section through light microscopy images
We examined the cross-section of the oat stem by light microscopy images at different heights
in the stem (see Fig. 4.2). Fresh stem segments were collected from field-grown plants two
weeks after flowering. The plant tissues were preserved using a Carnoy’s solution made up
of 60% ethanol, 30% chloroform, 10% glacial acetic acid, and 1 gm of ferric chloride. All
chemicals were research grade (Sigma-Aldrich, St. Louis, MO, USA). Thereafter, the tissues
were embedded into a 2 cm parafilm block for sectioning. The samples were sectioned into
20 µm thick slices and placed onto slides. The slides were stained with 3% phloroglucinol
and visualized on a Nikon Eclipse 90i light microscope (Nikon Metrology, Inc., Brighton,
MI, USA) at 4x magnification within 30 minutes of staining. Multiple images of a cross-
section were stitched together using the NIS software (Nikon Metrology, Inc., Brighton, MI,
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USA).
Figure 4.2 illustrates anatomical details of the oat stem cross-section in different regions
via selected light microscopy images. Figures 4.2a and 4.2b outline the elliptical rings in
the upper internode region and the dense node core material, respectively. Figures 4.2c
and 4.2d show the cross-section and the transverse-section of the oat stem internode region.
The morphological longitudinal profile of the internode region is consistent, excluding the
beginning and the termination stages of the internode. These images confirm the observa-
tions described in Section 4.1.1.
In Figs. 4.2c and 4.2d, dense epidermal layers with elongated collenchyma cell layers can
be identified in the outer part of the internode cross-section. In this paper, we call these
layers collectively the outer shell. The primary function of the outer shell is considered to
stiffen the stem structure. In the inner part, vascular bundles are embedded in a matrix
made up of parenchyma tissues. The vascular bundle tissues run through the length of the
stem and have the main axis parallel to the longitudinal direction of the stem. The vascular
bundles integrated with the parenchyma tissues are anticipated to act as a compliant core
supporting the outer shell against loads beard during the lifetime of a plant.
4.1.3 Functional regions through transmission electron microscopy
images
We examined functional regions including vascular bundles, parenchyma, and outer shell
with the help of transmission electron microscopy (TEM) images (Fig. 4.3). We followed
Sato’s protocols for the imaging [157]. Stem cross-sections were cut approximately 2 mm
thick, placed in 2.5% glutaraldehyde in 0.1M sodium cacodylate buffer under vacuum for
at least 1 hour, then stored overnight at 4 ◦C. Sections were then cut into quarters, rinsed
in the buffer (3x for 10 min each), and post-fixed in 1% osmium tetroxide in 0.1M sodium
cacodylate buffer overnight at 4 ◦C. Following three rinses in ultra-pure water for 10 min
each, stem pieces were dehydrated in an ethanol series (25%, 50%, 75%, 95%, 2x each for 20
min; 100% dry ethanol 3x each for 20 min) followed by propylene oxide (2x, 20 min), and
embedded in Embed 812 resin. Ultrathin sections (70-100 nm) were cut with a diamond
knife on a Leica Ultracut UCT ultramicrotome, collected on formvar/carbon-coated 200-
mesh grids, stained with uranyl acetate (20 min) and Sato’s triple lead stain (3 min), and
observed under a FEI Philips CM 12 transmission electron microscope operating at 60 kV.
Images were recorded with a Maxim DL digital capture system.
Figure 4.3a demonstrates the morphology of fibers and vessels (Xylems and phloems) in














Fig. 4.3: Functional region characterization through transmission electron microscopy
(TEM).
oriented in the stem direction. The bundles are embedded in the parenchyma matrix. The
parenchyma cells consist of thin cell walls and exhibit polyhedral geometry (see Fig. 4.3b).
The cells are filled with living protoplasm and a major storage place for nutrients in the
plant. The outer-shell region exhibits a similar morphology as sclerenchyma fibers. They
have elongated thick cell walls surrounding holes (lumen) with a polygonic or circular cross-
section (see Fig. 4.3c). The biological function of the epidermis is to control gas exchange
and water balance.
The cell wall material in the functional regions is made up of cellulose, hemicellulose,
and lignin. In the cell wall material, cellulose fibrils are helically wound with an average
microfibril angle (MFA) to the cell axis that we denote by θ̄. Figures 4.3b and 4.3c depict
TEM images showing the multi-layered cell wall structure in the parenchyma and epidermis
cells in the oat stem, respectively.
Table 4.1: Chemical composition of the oat stem in percentage of total dry mass.
Variety Lignin Hemicellulose Cellulose
wc whc wc
Gopher 50.69 18.80 30.51
Reins 65.30 15.28 19.42
ND021052 61.20 17.83 20.97
IL07-8721 62.47 18.24 19.29
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4.1.4 Chemical composition of the oat stem
Table 4.1 summarizes the chemical composition as the percentage of total dry mass in
the oat stem. Field-grown plants were collected two weeks after flowering, and oven-dried
for two days to preserve samples. Tissue samples were grounded and further divided into
three types of chemical analysis. All chemicals used were research grade (Sigma-Aldrich,
St. Louis, MO, USA). Hemicellulose concentration was determined by HPLC-MS [9, 10].
Lignin was digested using a modified Klauson method to determine acid-soluble lignin [4],
while cellulose was determined by the one-step/two-step method [199, 200]. The percent of
the total dry mass was calculated for each material and reported into Table 4.1.
4.2 Multiscale modeling of stiffness and strength of cereal
stem material
In this section, we describe in detail our micromechanics based modeling approach for
cereal stem materials. We describe the multistep micromechanical representation of the
hierarchical organization of cereal stem materials and establish microstructure-stiffness and
microstructure-strength relationships. Our modeling decisions and required parameters are
based on the multiscale characterization data discussed in the previous section.
4.2.1 From hierarchical representation to multistep micromechanics
modeling
Figure 4.4 provides a summary of our multistep micromechanics model. Following Section 2,
we transfer the multiscale characterization (given here for the example of an oat stem) in a
multistep micromechanical representation. The cross-section of a cereal stem consists of an
outer shell and the inner foam-like soft pith. To this end, we build multistep micromechanics
models for both regions independently and combine them together in the cereal stem cross-
section (see Fig. 4.4C). Here, we describe each RVE of the multistep model for outer-shell
and soft-pith regions.
↪→ At the finest scale in the soft-pith, we consider RVEs of the cell wall material in the
parenchyma and sclerenchyma region, represented by level (a1) and (a2) in Fig. 4.4. Each
RVE is regarded as a three-phase material, consisting of crystalline cellulose, hemicel-
lulose, and lignin. The cylindrical cellulose fibrils helically wind around the lumen within
the cell wall with an average inclination angle to the cell axis denoted as microfibril angle
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(MFA) θ̄. Since all three phases have contact with each other, we assume that they
form an “average” transversely isotropic matrix. The “average” matrix hosts spherical
inclusions of hemicellulose and lignin, and helically wound cylindrical inclusions of the
cellulose fibrils.
↪→ The RVE at level (b1) represents the parenchyma base tissues in the soft-pith region.
It contains two phases: the cell wall material and the living symplast. The mechanical
properties of living symplast are assumed equivalent to water. Due to its polyhedral
geometry, we assume that the living symplast forms spheroidal inclusions in the matrix
of the cell wall material.
↪→ The RVE at level (b2) represents a sclerenchyma fiber, that consists of a matrix of cell
wall material hosting cylindrical inclusions of lumens. The RVE at level (c) repre-
sents a vascular bundle in soft pith, where xylem and phloem tissues are surrounded
by sclerenchyma sheath. The constituent phases of this RVE are sclerenchyma fibers
(matrix) and vessels (cylindrical inclusion assumed to be filled with water).
↪→ At the RVE level (d), the parenchyma base material and the vascular bundles are brought
together to form soft pith. The vascular bundles are distributed in the parenchyma
matrix. They run through the whole length of the stem and are modeled as cylindrical
inclusions.
↪→ The multistep model for the outer shell consists of two RVEs (see Fig. 4.4B). The RVE at
level (e) represents a cell wall material for the outer-shell region. It is equivalent to the
level (a2) in the soft-pith region. Level (e) forms matrix and hosts cylindrical inclusions
of lumens for the RVE of a outer-shell material at level (f).
4.2.2 Microstructure-stiffness relationship in the elastic range
We describe the homogenization procedure for the elastic stiffness coefficients for the
example of oat. To this end, we consider the hierarchical structure in terms of the RVEs
illustrated in Fig. 4.4. Again, homogenization in the elastic range is mainly based on the
central relation (2.21) developed in Chapter 2.
Cell wall materials
In the RVE that corresponds to the cell wall material in the parenchyma region (level a1 in
Fig. 4.4), we denote the volume fractions of hemicellulose, lignin, and crystalline cellulose
as φwall,parh , φ
wall,par
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Fig. 4.4: Multistep micromechanical representation of cereal stem material. The two
columns in (A) represent individual models for the parenchyma and vascular bundles in
the soft-pith region. (B) depicts the multistep model for the outer-shell region and (C) a
schematic representation of the stem cross-section.
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stiffness tensors of hemicellulose, lignin, and cellulose, ch, cl, and cc, can be filled with
values from Table 3.1 from Chapter 3. All three phases are in contact with each other
and form an intimate mixture. Therefore, we assume the self-consistent scheme with an
“average” host matrix for this RVE. As discussed in the previous section, helically wound
cylindrical inclusions of cellulose fibrils, and spherical inclusions of hemicellulose and lignin
are embedded in this “average” matrix. The helical orientation of the fibrils are accounted
following the strategy outlined in the previous chapter (see Section 3.3.1). Following (2.21)
with C0 = Chom = Cparwall and r, s ∈ [h, l], we arrive at the stiffness tensor C
par
wall of the cell
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All other notations in (4.1) are introduced in Section 3.3.1. Due to its implicit format with
respect to Cparwall, relation (4.1) is computed iteratively [84, 85].
We deal with the RVE of the cell wall material in the sclerenchyma region (level a2 in
Fig. 4.4) in a similar fashion, where the volume fraction of hemicellulose, lignin, and cellulose
are φwall,fibl , φ
wall,fib
h , and φwall,fibc . With r, s ∈ [h, l], the corresponding homogenized
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The RVE of the parenchyma (level b1 in Fig. 4.4) contains the inclusions of the living
symplast in the matrix of the cell wall material. The inclusion volume fraction in the
parenchyma is in the range of 0.8 − 0.9 for cereals as summarized in Table B.1 for the
example of oat. Neither the Mori-Tanaka scheme nor the self-consistent scheme are suitable
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at higher inclusion volume fractions. In Section 2.2.3, we summarize the cascade continuum
micromechanics (CCM) model to estimate elastic properties for a broad range of inclusion
volume fractions [176, 177]. Following [176], the morphology of the parenchyma region
is identical to foam, and cascade level n = 2 leads to good agreement with experimental
results. We use the CCM model with n = 2 to estimate the homogenized stiffness of the
parenchyma region following (2.22).
We denote the volume fraction of the living symplast inclusions and the cell wall material
matrix as φparls and φ
par




wall = 1. The elastic properties of the
living symplast can be assumed to be equivalent to water, that is, cw. At cascade level
n = 1, the cell wall material acts as a matrix, that is, cm = Cparwall in (2.23a), in which the
symplast forms spheroidal inclusions. With the Hill tensor P0r = Pwallsphrd, which corresponds
to spheroidal inclusions with a known elongation ratio in the transversely isotropic matrix
of the cell wall material [113], the homogenized stiffness tensor C(1)par at cascade level n = 1
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The homogenized stiffness tensor C(1)par acts as a matrix for cascade level n = 2. Following
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Sclerenchyma fibers and vascular bundles
The RVE of the sclerenchyma fibers (level b2 in Fig. 4.4) and the vascular bundle (level
c in Fig. 4.4) are identical to the RVEs demonstrated in level c2 and d in Fig. 3.6 of
Chapter 3. With the identical notations to (3.7), the stiffness tensor Cfib for the RVE of
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Soft-pith and outer-shell materials
The macroscopic section of the cereal stem material is made up of a soft-pith core surrounded
by outer-shell material (see Fig. 4.4C). In the RVE of the soft-pith region (level d in Fig. 4.4),
the vascular bundles are embedded into the matrix of parenchyma base tissues. The volume
fraction of the parenchyma region and the vascular bundles are φpar and φvb, such that
φpar + φvb = 1. The RVE can be suitably modeled by the Mori-Tanaka scheme. Hence, we
assume that C0 = Cpar and the Hill tensor P0r = P
par
cyl , which corresponds to cylindrical
inclusions in the transversely isotropic matrix of the parenchyma [62]. Following (2.21), we
arrive at the homogenized stiffness tensor Cpith of the soft-pith as:
Cpith =
{
φparCpar + φvbCvb : [I+P
par












Figure 4.4C shows a multistep model for the outer-shell material. The RVE of the cell
wall material in this model (level e in Fig. 4.4) is identical to the RVE level (a2). In the
RVE of the outer-shell at level (f), we denote the volume fractions of the cell wall material
and lumen as φshellwall and φshelllum , where φshellwall + φshelllum = 1. The RVE can be modeled by the
Mori-Tanaka scheme. The stiffness of the lumen material is the same as the stiffness cw
of water. With C0 = Cfibwall from (4.2) and P0r = Pwallcyl and following (2.21), the stiffness
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4.2.3 Upscaling elastic limit strength in cereal stem material
In the next step, we estimate the elastic limit strength of the soft-pith and outer-shell
materials in the cereal stem cross-section, following the discussion in Section 2.3.1. The
elastic limit point in wood and grass stems correspond to the yielding of lignin at microscales
[65, 94]. Therefore, we assume that the soft-pith material and the outer-shell material reach
the limit state when the elastic limit is reached in the lignin phase at the microscales. Lignin
is an amorphous material, and it is known to fail in shear [11]. Its stress-strain response
is assumed to be first elastic and then perfectly plastic, following the von Mises failure
criterion expressed as:
flig(σl) = σeq(l) − σ
y
lig ≤ 0, (4.9)
σeq(l) is the von Mises equivalent stress of the quadratic stress average in the lignin phase.




Elastic limit of the soft-pith material
Algorithm 2 outlines how to compute the elastic limit strength of the soft-pith material.
The parenchyma base material and the vascular bundles come together to form the soft-pith
material (level d in Fig. 4.4). Both parenchyma and vascular bundle branches have lignin
at the lowermost cell wall material levels. Therefore, the yielding of lignin within any one
of parenchyma or vascular bundle tissues determines the elastic limit state of the soft-pith
material.
Utilizing (2.27) with (4.9), we write the failure criterion flig,par for the lignin phase embedded














Result: The elastic limit strength Σelpith = Σ
n+1
ij of the soft pith material.
1 Define stress increment ∆Σij ;
2 Set Σij = 0⇒ Epith,0 = 0;
3 Set index number n=0;
4 while flig,par ≤ 0 or flig,fib ≤ 0 do
5 Σn+1ij = (Σnij + ∆Σij) ei ⊗ ej ;
6 En+1pith = [Cpith]−1 : Σ
n+1
ij ;
7 Calculate the failure criteria for the lignin, flig,par and flig,fib, in both regions;
8 end
Algorithm 2: Computation of the elastic limit strength of the soft-pith material.
where φlig,par is the equivalent volume fraction of the lignin in the parenchyma, computed




l . The derivative term ∂Cpith/∂µlig,par denotes the change
in the elasticity tensor of soft-pith material with respect to the change in the shear modulus
of the lignin phase in the cell wall material of the parenchyma region. This derivative
can be evaluated via a finite difference approximation (see Appendix 3 in [148]). Uniform
macrostrain Epith imposed on the RVE of the soft-pith material is related to the macrostress
Σpith as
Epith = [Cpith]−1 : Σpith . (4.11)
We emphasize that we do not “successively" propagate from one RVE to the other. The
term ∂Cpith/∂µlig,par implicitly accounts for all hierarchical scales, and directly provides
access down to the lignin phase. In [147], a similar approach is used for upscaling the
strength of cement paste and mortar.
Similarly, we write the failure criterion flig,fib for the lignin phase embedded in the the













where φlig,fib is the equivalent volume fraction of the lignin in the bundle regions, computed




l . The stress level Σpith that violates (4.11) or (4.12) is
the elastic limit strength Σelpith of the soft-pith region (see also Algorithm 2).
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The elastic limit of the outer-shell region
Following the above discussion, determining the elastic limit strength of the outer shell (see
Fig. 4.4) is straightforward. Following (4.9) and (2.27), the failure criterion flig,shell for the













where φlig,shell is the equivalent volume fraction of lignin in the outer-shell region, computed
as φlig,shell = φshellwall · φ
wall,fib
l . The macroscopic strain Eshell can be expressed in terms of
macrostress Σshell with the help of the homogenized elasticity tensor Cshell as:
Eshell = [Cshell]−1 : Σshell . (4.14)
Equation (4.13) together with (4.14) affect the macroscopic failure criterion for the outer-
shell region. The stress level Σshell that results in the failure of lignin according to (4.13)
is the elastic limit strength Σelshell of the outer-shell region.
4.3 Results and discussion
In this section, we first validate our micromechanics based model against four-point bending
tests that we performed on oat stems. To this end, we integrate our multiscale material
model with macroscale finite element analysis. We then illustrate the potential of our model
for simulating and understanding the biomechanical tailoring of cereal stems. To this end,
we quantify the effect of genetic modifications on the mechanical properties of thale cress
as predicted by our micromechanics model and compare the predictions with experimental
evidence reported in the literature.
4.3.1 Model validation against four-point bending experiments with oat
stems
To validate our micromechanics model against cereal stem experiments, we conducted a
series of standard four-point bending tests with oat stems. The stem specimens used in























(b) Four point bending test setup.















(c) Typlical load-displacement curve
for a bending test with best fitted line
(red) for the elastic part.
Fig. 4.5: Material characterization of oat stems.
commercial varieties of oats — Gopher, Reins, ND021052, and IL07-8721 — were planted
in the summer of 2017 with four different sowing dates for each variety. Plants were
randomly selected for the tests including all of the varieties. The plants were carefully
plucked with visually intact roots and kept for 24 hours with the roots submerged in water.
Test specimens were prepared from different internode locations for each plant. The leaf
sheath was carefully removed, and adjacent nodes were kept to maintain the integrity of the
specimens. Only specimens with no visible damage were included in the four-point bending
tests.
Figure 4.5a shows the schematic diagram of the four-point bending test apparatus. The
total span length and loading span length were fixed at 40 mm and 20 mm. The oat stem
specimen can be approximated as a hollow cylinder with an elliptical cross-section. The
major axis was kept perpendicular to the transverse loading axis in the tests. The major axis
a, the minor axis b, and the thickness t were measured at different locations with Vernier
calipers, and the average values are reported in Table B.2. The tests were conducted via a
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(a) Finite element model of the
four-point bending test.


















obtained from the simulation
and a bending test.






































(d) Failure load Pmax.
Fig. 4.6: Comparison of results from the micromechanics model and the experimental
tests.
universal testing frame (MTS Instron 858 Mini Bionix II) with a 500 N load cell. The loading
platen was displaced at a slow rate of 0.01 mm/s during the tests (see Fig. 4.5b). Load P and
displacement data were recorded every second until a clear failure of the specimen. Failure
is when the specimen loses structural integrity after a complete ovalization of the cross-
section under the loading pins. Thereafter, the load begins to decrease with an increasing
deflection in the recorded load-displacement curve (Fig. 4.5c). The failure load along with
the slope of the load-displacement curve in the linear elastic region (red line in Fig. 4.5c) is
reported in Table B.2.
We then build a finite element model for each specimen in the commercial software
ABAQUS, discretizing the inner solid core region with twenty-node brick elements
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(C3D20R) and the outer shell region with eight-node shell elements (S8R), respectively.
Since the basis functions of the shell conform with those of the solids at the coupling
surface, surface locking between shell and solid elements is prevented [158]. Once the model
parameters are known for each oat variety (see Appendix B), we calculate and assign the
macroscopic elastic stiffness moduli and strength properties for both the solid core and
shell region. We model the loading and supporting pins using three-dimensional rigid
elements (R3D4). We define surface-to-surface interactions between the specimen model
and the rigid pins with a tangential friction coefficient of 0.2. We fix the support pins and
apply the vertical displacement at the loading pins, keeping other displacement compo-
nents zero. We perform nonlinear finite element analysis using the displacement control
static-general algorithm in ABAQUS. We also considered the nonlinear geometric effects
in the simulations. A typical load-displacement curve for one of the specimens obtained
from the simulation and from the experimental observations is shown in Fig. 4.6b. A linear
part, a peak and a softening branch are apparent in this figure. The softening branch is a
result of the interaction of geometric nonlinearities and material yielding. However, in this
work, we mainly focus on the linear elastic slope and peak failure load predictions. In the
softening region, large macroscopic deformation gradients may invoke second-order effects
on the microscales. In the scope of the present work, we do not account for these effects in
the material model.
Figures 4.6c and 4.6d plot 24 four-point bending simulation predictions versus the experi-
mental values for the linear elastic slope and the failure load, respectively. These plots show
good agreement between the simulations and the experiments. The correlation coefficient
R between the experimental and simulation results for the linear-elastic slope and failure
load is 0.65 and 0.88, respectively. We also compute the mean percentage difference and
standard deviation of the relative difference in percent between the experimental results and
model predictions following (3.28) and (3.29). We find that the relative difference ē± esd is
in the range of 16.9±23.9% for the linear elastic slope and in the range −0.4±22.0% for the
failure load. The variance in the experimental observations and model predictions is mainly
because of possible measurement and experimental errors. Overall, the results confirm that
our material model is able to accurately predict the stiffness and strength properties of oat
stem sections.
4.3.2 Model comparison with isotropic flexural constants
To emphasize the importance of a properly calibrated multiscale material model, we
compare the model predictions obtained with our micromechanics based model against
predictions based on standard isotropic material constants. Using standard beam flexural
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(b) Stress and deformation
obtained with micromechanics
based material model.




Fig. 4.7: Comparison of simulation results based on our micromechanics material model
and based on experimentally calibrated flexural constants.
theory and the available experimental results, one can compute Young‘s modulus to be
L3(∆P/∆δ)/(96 I), where ∆P/∆δ is the linear-elastic slope of the load-displacement curve,
L is the span length, and I is the second moment of area of the section. The elastic limit
strength of the material follows from PmaxLb/4I, where Pmax is the maximum force value
in the load-displacement curve. We can now use these material parameters in the finite
element simulations, where we obtain the load-displacement curve shown in Fig. 4.7a. We
observe, however, that the simulated material response based on flexural theory based
isotropic constants grossly overestimates the maximum strength.
The reason for the large deviation can be traced back to the assumption of isotropy,
where the two elastic material parameters are associated with the axial response of the
structure. Taking the same constants in all directions, the structural response in the
transverse direction, which is essential to resist ovalization and thus local buckling, is
stiffer than it is in reality. The consequence is illustrated via the deformation and stress
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plots in Figs. 4.7b and 4.7c that show a quarter of a simulated structure from one of the
supports to the nearest leading pin location. While the result based on our micromechanics
based material model clearly indicates ovalization, the result based on the experimentally
calibrated material model still maintains an intact circular cross-section. Therefore, taking
into account the anisotropy and associated material parameters is essential to accurately
predict the mechanical response of plant stems. Anisotropy in plant materials is the
outcome of different microstructures across several scales. Our micromechanics based model
naturally accounts for the anisotropic material properties from the underlying plant physi-
ology, accurately predicting their effects on the macroscale mechanical behavior.
4.4 Predicting and explaining the mechanical behavior of
mutants
The stem material properties depend on the specific combination of morphological and
compositional parameters that vary across different length scales from the cell wall to the
cross-section level. Brule and co-authors [29] reviewed the effect of genetic modification
of these parameters on the stiffness and strength for the genetic reference plant Arabidopsis
thaliana (Arabidopsis), commonly known as thale cress. In their study, a consistent expla-
nation of their findings was not possible as the genetic modifications affected the plant
structure and the physiological response at multiple levels. The authors concluded: “What
is needed is a comprehensive, systematic and consistent multiscale mechanical analysis of
structural parameters across length scales to feed into an integrated model of the development
of plant stiffness.”
In Table 4.2, we compile experimentally determined changes in the mechanical properties of
the primary cell wall, secondary cell wall, and functional region mutants of Arabidopsis from
[29]. In the following, we demonstrate that our multiscale modeling approach is capable
of rationally interpreting and quantifying the effect of compositional and morphological
parameters across multiple length scales on the mechanical response of Arabidopsis.
Remark: We note that for the Arabidopsis mutant tensile test samples, not all of the
required parameters are available. To enable model predictions, we chose our base specimen
as the oat variety Gopher with measured parameters reported in Appendix B. We charac-
terize morphological and compositional changes in the respective mutants and assume that
oat will experience similar changes in the composition and morphology against similar
genetic alterations. We calculate and apply these changes in our model to predict the axial
stiffness and the strength of the “mutant” oat. In Table 4.2, we report percentage changes
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in the stiffness and strength compared to our base specimen and use these results in the
following discussion.
Table 4.2: Comparison of model predictions with experiments for mutants.
Gene Phenotype Experiment (% of WT) Model (% of Base) Reference
Stiffness Strength Stiffness Strength
Primary cell wall (expressed in parenchyma cell wall) mutants:
atkin/frac2/bot Reduced cellulose 40-60% 40-60% 66% 71% [155]
mur2/xxt1xxt2 Reduced hemicellulose 80-100% 80% 85% 85% [32, 34, 155]
qua2 Reduced pectin 80-100% 100% NA NA [1, 32]
Second cell wall (expressed in fiber cell wall) mutants:
cesa7/irx3/frac5 Reduced cellulose 20-40% 60-80% 56% 58% [181]
irx4/ccr1 Reduced lignin 40% 40% 56% 65% [104]
Functional region (vascular bundles, sclerenchyma fibers, outer-shell tissues) mutants:
parvus/gatl1/irx7/frac8 Reduced xylan NA 20% 40% 40% [115, 145, 207]
abv1/ifl1/rev Modified bundle arrangements NA 60% 68% 70% [209]
ifl1/rev Missing outer-shell NA 20% 48% 48% [208]
4.4.1 Primary cell wall mutants
Experimental tests in Table 4.2 indicate a reduction in the stiffness and strength as a result
of mutations that reduce constituent materials in the primary cell wall. For experimental
determination, one can use tensile tests on hypocotyl tissues [155]. The tissues were obtained
from the basal region of Arabidopsis in the early growth stage with the assumption that no
secondary cell wall growth has happened. Cell wall material in the parenchyma region is
largely made up of primary cell walls. Therefore, the parenchyma region from our microme-
chanics model that consists of the RVEs (a1) and (b1) shown in Fig. 4.4 can represent the
test specimen. We use (4.1) and (4.4) to derive stiffness tensor Cpar and the axial stiffness
modulus as 1/C−1par,33, where Cpar,33 is the longitudinal component of the stiffness tensor
Cpar. We estimate the axial strength following the procedure disucssed in Section 4.2.3 and
Algorithm 2.
A reduction in cellulose content results in a drastic decrease in stiffness and strength. In
[155], a 40% decrease in the cellulose content was reported due to the presence of a cellulose
synthesis inhibitor gene. This alteration resulted in a 40% axial stiffness and strength
decrease with respect to the respective wild-type (WT) specimen. We can now use our
model to predict the new cell wall fraction parameters in (4.1), i.e., φwall,pari with i ∈ [c, h, l],
and φparwall in (4.4). The axial stiffness and strength are computed with the parameters that
correspond to mutants with 40% reduced cellulose. The stiffness and strength values are
reduced to 66% and 71% compared to the base oat material. In Table 4.2, we observe that
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the model predictions are in line with the experimental results. Our observations reconfirm
the role of cellulose as a load-bearing polymer in the cell wall.
Mutants mur2 and xx1xx2 show a significant reduction of the hemicellulose component
xyloglucan in the primary cell wall [32, 155]. The corresponding loss of stiffness and
strength, however, is not as severe as in the case of reduced cellulose (see Table 4.2).
To enable a comparison with cellulose reduction, we assume an identical 40% reduction in
hemicellulose content in the cell wall material. Using our model, we find that the axial
stiffness and strength is reduced to 85% of the base oat material, consistent with the exper-
imental observations. This result is plausible as the axial stiffness modulus of hemicellulose
is approximately 15 times smaller than that of cellulose. Therefore, cellulose contributes to
a much larger extent to the macroscale mechanical properties than hemicellulose. We antic-
ipate that our micromechanics model could help settle the current controversial discussion
in the literature about the role of hemicellulose as a load-carrying polymer in the cell wall
material [38, 141].
Pectin, a major component of middle lamella, is a complex set of polysaccharides. Pectin
rich middle lamella forms a continuous layer between the adjacent cells in the primary
cell wall (see Fig. 4.4b). This layer presumably acts as a binding agent between the cells
[28]. Table 4.2 indicates a minimal effect on the stiffness and strength in the reduced
pectin mutants. Our model does not explicitly account for the role of middle lamella in
the homogenized properties. A fundamental assumption of the continuum micromechanics
frameworks, however, is perfect bond between the different phases in a RVE. The experi-
mental results in Table 4.2 suggest that if “sufficient” pectin is present in the middle lamella
to ensure perfect bond, it will not have a major effect on the overall stiffness and strength
properties. For a detailed quantitative investigation on the role of pectin, however, more
detailed computational models supported by physiological investigations at relevant length
scales are needed.
4.4.2 Secondary cell wall mutants
Secondary cell wall mutants result in a loss of stiffness and strength as shown in Table 4.2.
For mechanical testing, one can use three-point bending tests [104, 181]. The reported
strength corresponds to PmaxLr/4I, where Pmax is the maximum force the sample
withstands before failure, L is the span length, r is the radius of the stem, and I is
the second moment of area. The axial stiffness modulus is simply L3(∆P/∆δ)/(48I),
where ∆P/∆δ is the linear-elastic slope of the load-displacement curve. For consistent
comparison, we simulate the three-point bending test, where we follow the procedure
outlined in Section 4.3.2, using the whole-stem specimen. The complete model described in
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Section 4.2 is used to predict the material parameters for the mutants after accommodating
the compositional and morphological changes. Based on our simulations results, we report
percentage changes in stiffness and strength compared to the oat base specimen.
Cellulose is a major load-bearing polymer in the secondary cell walls. A reduction in the
cellulose content is expected to decrease stiffness and strength, as shown in Table 4.2. In
[181], the percentage of cellulose content in the cell wall is reported as low as 18% of
the WT variety after genetic alteration. The reduction is also reflected in the thinning
of the secondary cell walls in the fibers (Figs. 3 and 6 in [181]). Using our model, we
recalculate the volume fractions in the RVEs that involve secondary cell walls, considering
the mutant cellulose content (18% of the WT variety). The resulting stiffness and strength
parameters are fed in the three-point bending simulations and the percentage change is
reported in Table 4.2. We observe that the model predictions are in good agreement with
the experimental observations, confirming the importance of cellulose for the overall stiffness
and strength of plants.
Lignin reduction is a crucial process in various bioengineering applications such as biomass
conversion to paper, fuel, and cattle feedstock. The genetic reduction in lignin content,
however, results in a drastic loss of stiffness and strength as summarized in Table 4.2.
In [104], a 50% reduction in lignin content in the secondary cell wall is reported as a
consequence of mutant gene irx4. In addition, other morphological changes were observed
such as the reduction of sclerenchyma fiber fractions in bundles and physiological changes
in the outer-shell region (Figs. 2 and 5 in [104]). To predict and quantify the effect of these
changes, we use the three-point bending simulation, where we assume a 50% reduction in
fiber volume fraction φfib in the bundles and shell thickness tshell. Based on these changes,
we predict a 56% and 65% reduction in stiffness and strength, respectively, compared to
the base oat material. These results confirm the importance of considering morphological
changes at multiple levels in mutants. In [96, 105, 106], similar observations in reduced
lignin mutants for wood are reported.
4.4.3 Functional region mutants
Using our model, we finally assess the stiffness and strength impact of mutants that result
in morphological changes in the functional regions such as vascular bundles, sclerenchyma
fibers, and outer-shell tissues. Table 4.2 indicates a severe reduction in the axial strength as a
consequence of these mutants. We note that the axial strength was measured through tensile
tests with matured whole-stem specimens. In each case, we accommodate the observed
changes in the morphology for the specific mutants in the model and predict the stiffness and
strength for both pith and outer-shell region. For comparison, we compute the volumetric
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average of the predicted axial stiffness and strength components of the pith and outer-shell
properties.
Xylans are found in sclerenchyma fibers in bundles and outer-shell tissues. The disruption
of genes involved in xylan synthesis leads to a reduction of up to 50% of the WT xylan level
and results in a severe decrease in tensile strength (see Table 4.2). Xylan mutants such as
PARVUS resulted in compositional and morphological changes in the hierarchical structure
of the reference plant [115]. A reduction of 50% and 64% cell wall thickness was reported
in the sclerenchyma fibers in the bundles and outer-shell regions, respectively. Overall, a
25% reduction in the cellulose content in the cell walls was reported. We incorporate these
changes in our model and modify φfibwall, φshellwall , and the constituent cell wall fractions, i.e.,
φwall,fibc with i ∈ [c, h, l] (see Appendix B for details), leading to a 60% reduction in the
axial stiffness and strength. These results confirm the drastic changes in the mechanical
properties as a result of xylan mutants.
The spatial arrangement and proportion of tissue types in the cross-section of cereal stems
affect their mechanical properties. The mutant abv1 [209] alters the organization of vascular
bundles from a “collateral pattern” to a “amphivasal pattern.” In the collateral pattern,
bundles are arranged in a ring-like configuration near the periphery of the cross-section. In
the amphivasal pattern, bundles are irregularly distributed in the pith. As a result of this
mutation, a gross thinning of the outer-shell fiber cell wall was also observed (see Fig. 6
in [209]). Assuming a 60% reduction in the cell wall fraction in outer-shell tissues, our
model predicts a 30% reduction in the axial stiffness and strength of the stem cross-section.
Similarly, a diminished outer shell is reported in [208] after ifl1/rev mutation, resulting in
the severe loss of axial strength as reported in Table 4.2. Our model predicts the axial
stiffness and strength as 48% of the base oat material for this alteration in the cross-section
morphology. This result is consistent with experimental observations.
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Summary and conclusions
In this part, we presented a modeling approach that rationally predicts the stiffness and
strength of hierarchical plant materials based on their hierarchical microstructure. We focus
on two broad classes of plant materials: (1) functionally graded culm type materials and
(2) cereal stems configuration with an inner layer of foam-like parenchyma cells surrounded
by a dense outer shell. Built within the framework of continuum micromechanics, our
model consists of a sequence of homogenization steps whose RVEs can be fully described
by simple quantitative and qualitative properties of the constituent phases such as volume
fractions, shape, orientation and distribution. The RVE morphology at the different scales is
characterized by chemical analysis and imaging data from transmission electron microscopy,
scanning electron microscopy, light microscopy, and micro-CT scans. The models are exten-
sively validated for macroscale elastic and inelastic properties against the independently
reported and performed experiments.
A significant advantage of our multiscale model over simpler phenomenological approaches
is the physiologically correct relation of the mechanical properties with compositional and
morphological parameters across multiple length scales. This connection enables a physics-
based understanding of the multiscale origin of stiffness and strength, as shown in bamboo.
We also demonstrated this opportunity by explaining the effect of genetic modifications
on the stiffness and strength reported for thale cress from our model that predicted the
observed behavior correctly in all cases. From a plant breeding perspective, this connection
opens the door for tailoring plant materials in situations where their mechanical properties
are of key importance. This model is later used in Part III to simulate the lodging behavior








Biological multiphase hierarchical systems such as plants and bone are not statically
determined systems by their genetic blueprints. Instead, they actively respond to
the biophysical stimuli of their environment and develop self-adapting mechanisms for
improved performance [66, 72, 193]. In other words, biological systems adapt their
“form” (or shape/structure) against the dynamic external environment and improve the
“microstructure architecture,” fulfilling the local needs imposed by physiological, phyloge-
netic, and reproductive constraints. This dual optimization of the structure and material
microstructure is intimately related to biological systems’ hierarchical organization [54, 175].
Readers are advised to refer to the excellent review by Fratzl and Weinkamer [59] and
references within for more details on this functional adaption.
Topology optimization methods constitute a broad class of general design approaches [16, 17,
19, 163, 187], which have been extended to optimize multiscale systems [33, 36, 67, 149, 170,
171, 186]. In our context, the dual optimization of the structure and material microstructure
for multiphase hierarchical systems naturally fits to recently developed concurrent multiscale
analysis and topology optimization methods [37, 133, 152, 194, 195]. The idea is to divide the
multiscale problem into two nested sub-problems, one at the macroscale (structure) and the
other at the microscale (material). At each macroscale material point, the microstructure
is optimized under macroscale influence. In turn, the microscale sub-problems at material
points provide the constitutive material behavior for the macroscale structure optimization
problem. Due to their large computational cost, existing methods are limited to small
two-scale problems with linear elastic material behavior.
The computational burden posed by multiphase hierarchical systems for multiscale analysis
through computational homogenization grows exponentially with each scale characterization
[24, 114, 119, 203]. Combining topology optimization results in even higher computational
cost, since it requires solving many multiscale problems for different realizations of structure
topology during a typical optimization algorithm. This drawback explains the incapability
of existing methods for handling multiphase hierarchical systems. Even with multiphase
hierarchical systems with linear elastic constituents, no research exists in the literature
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that considers more than two scales for concurrent material and structure optimization.
Research has remained relatively unexplored in the case of inelastic constituents and
limited to macroscale structure optimization with a given fixed microstructure definition
[45, 63]. No work is reported in the literature that attempts the concurrent optimization of
material and structure with inelastic multiphase hierarchical material definition. Continuum
micromechanics-based homogenization approaches developed in the previous part provide
an opportunity to tackle these computational challenges.
In this part of the thesis, we combine results from the continuum micromechanics
and topology optimization frontiers to derive efficient concurrent material and structure
optimization approaches that can tackle the computing challenge of optimizing multi-
phase hierarchical systems, including elastoplastic constituents at material scales. Our
approaches are based on the division of the optimization problem into two sub-problems,
utilizing the pointwise definition of material design variables. The structure optimization
problem optimizes the macroscale distribution of material, whereas material optimization
problems act as a reformulated constitutive material law that provides the optimum homog-
enized properties with respect to microscale design variables expressed within a continuum
mechanics framework. For this decomposition, we exploit the saddle point structure of
the end-compliance problem in the case of linear elastic constituents at material scales.
However, this extension is non-trivial in the case of problems with elastoplastic behavior at
the material level. For the first time, we establish the rigorous theoretical foundations of
elastoplastic concurrent material and structure optimization, including suitable subproblem
formulations for elastoplastic material optimization based on the thermomechanical formu-
lation of elastoplasticity.
This part is structured as follows: Chapter 5 derives a concurrent material and structure
optimization formulation for end-compliance problems with an overall linear elastic response
at both the material and structure levels. We establish that, with our formulation, the
computational cost does not explode exponentially with the number of hierarchical scales.
In Chapter 6, we integrate the continuum micromechanics based estimates of macroscale
properties in the structure (topology) optimization problems for elastoplastic multiphase
hierarchical systems. We also state the basics of solving the elastoplastic initial boundary
value problem, including the finite element discretization, the closest point projection return
mapping algorithm, and the Newton-Raphson linearization for macroscale equilibrium
equations. Chapter 7 establishes a novel thermodynamically consistent theoretical formu-
lation for elastoplastic concurrent material and structure optimization. In particular,
we reformulate the material optimization problem based on the maximum plastic dissi-
pation principle such that it assumes the format of an elastoplastic constitutive law. In
each chapter, we design benchmarks with several hierarchical scales at the material level,
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Concurrent material and structure
optimization of multiphase
hierarchical systems with elastic
constituent materials
In this chapter, we present a concurrent material and structure optimization framework
based on continuum micromechanics estimates for end-compliance optimization problems
with an overall linear elastic response at both the material and structure levels. We show
that the analytical nature of these estimates enables material optimization via a series
of inexpensive “discretization-free” constraint optimization problems whose computational
cost is independent of the number of hierarchical scales involved. To illustrate the strength
of this unique property, we define new benchmark tests with several material scales that,
for the first time, become computationally feasible via our framework.
This chapter is structured as follows. Section 5.1 discusses the concurrent material and
structure optimization formulation, including a definition of the admissible design space
for both sub-problems. In Section 5.2, we discuss the finite element discretization of the
structure optimization problem and the implementation of both structure and material
optimization problems within a general optimization algorithm. Section 5.3 defines new









Fig. 5.1: Sketch of a representative problem for concurrent material and structure
optimization in a continuum micromechanics framework.
5.1 Concurrent material and structure optimization in a
micromechanics framework
In this section, we formulate a minimum compliance (or maximum stiffness) problem for
concurrent material and structure optimization, departing from [152, 174, 194].
5.1.1 A minimum compliance formulation based on micromechanical
design variables
As illustrated in Fig. 5.1, we assume a fixed reference domain Ω subjected to traction Σ̄
at the Neumann boundary ΓN and prescribed displacements at the Dirichlet boundary ΓD
with a body force field b. At each material point x, microstructural heterogeneities are
described by a set m(x). The set m(x) contains the geometric and mechanical characteri-
zation of phases that span multiple well-separated microscales, consisting of volume fraction,
material properties, shape, and orientation of the different phases in the hierarchical system.
Assuming linear elastic behavior of all constituents, the homogenized macroscale stiffness
C(ρ(x),m(x)) at each material point x depends on the density ρ(x) and the set m(x).
Our design vector is therefore [ρ(x),m(x)]T .
85










E(ū) : C(ρ(x),m(x)) : E(ū) dΩ −
∫
Ω
b · ū dΩ −
∫
ΓN




where U denotes the space of kinematically admissible displacement fields ū, and E(ū)
denotes the linearized strains. Aad and Ead define the set of admissible design variables at
the macroscale and microscales, respectively, with possible design constraints. The admis-




ρ(x) | ρ(x) = [ρmin, ρmax],
∫
Ω
ρ(x)dΩ ≤Mreq, x ∈ Ω
}
, (5.2)
where ρmin and ρmax are the bounds on the macroscale material density ρ.
The definition of the admissible set Ead is again illustrated via the multiscale configuration
shown in Fig. 5.1. We observe a well-separated three-scale hierarchical system with three
base constituent materials denoted as Material A, B, and C with densities ρA, ρB, and
ρC , respectively. At a material point P, the volume fraction of Material B and C at the
lowermost scale are γB and γC such that γB+γC = 1. Material B forms spherical inclusions
in the matrix of Material C at this scale. The homogenized material from this scale forms
the matrix M that hosts Material A inclusions with the orientation θA and the elongation
ratio ζA at the mesoscale. The density of the matrix M is simply ρM = (γBρB + γCρC).
The volume fraction of Material A and matrix M are φA and φM with φA + φM = 1. The
microstructure characterization field set m(x) is {φA(x), θA(x), ζA(x), γC(x)}.
We can thus write the admissible set Ead as:
Ead =
{
m(x) | ρ(x) = ρAφA(x) + ρM (x)(1− φA(x)),
0 < φminA < φA(x) < φmaxA ≤ 1,
ρM (x) = ρB(1− γC(x)) + ρC γC(x),
0 < γminC < γC(x) < γmaxC ≤ 1,
θA(x) ∈ [−π/2, π/2],




Here, the volume fraction of Material A is bounded by φminA and φmaxA , and the volume
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fraction of Material C is bounded by γminC and γmaxC at their respected scales. Also, the
elongation ratio of the Material A inclusions is bounded by ζmax. These bounds may
reflect additive manufacturing constraints on multimaterial composite systems or biological
constraints in natural materials. We emphasize again that the multiscale configuration of
Fig. 5.1 is used for the purpose of illustration, but is easily generalized to cover any other
multiphase hierarchical system.
5.1.2 Decomposition into structure and material optimization problems
We note that for a given macroscale density field ρ(x), the admissible set Ead is defined














b · ū dΩ−
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The variational structure of (5.4) corresponds to a saddle point problem with respect to
the admissible set Ead and the space of kinematically admissible displacements U . Lipton
worked out in detail and proved the essential conditions that are required for this property to
hold [117]. This saddle point nature allows us to interchange the second and third operators
(max andmin). This interchangeability along with the pointwise definition of Ead is crucial
for decomposing the problem into material and structure optimization subproblems [103].
In the following, we exploit this property to define “structure” and “material” subproblems.
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As ρ(x) dictate the construction of admissible space Ead, we take it out from C in (5.4)
and consider it into Ead. We reformulate (5.5) by defining the pointwise maximum strain








Φ(ρ(x), ū) dΩ −
∫
Ω
b · ū dΩ−
∫
ΓN




The pointwise maximum strain energy density sub-problem or material optimization
problem is:
Φ(ρ(x), ū) = max
m(x)∈Ead(ρ)
1
2E(ū) : C(m(x)) : E(ū) ∀x ∈ Ω. (5.7)
A combination of (5.6) and (5.7) constitutes the concurrent material and structure
optimization model. For a given material density distribution ρ(x), the maximization
problem (5.7) determines the stiffest material microstructure configuration for the evaluated
macroscale strain at each material point x. The minimization problem in (5.6) looks
for the kinematically admissible equilibrated displacement field for a given density distri-
bution ρ(x). The locally optimum strain energies Φ in (5.6) are driven by the pointwise
maximization problems in (5.7) that again depend on the displacement field solution ū.
This interdependency makes the equilibrium problem a constitutively nonlinear elasticity
problem. Finally, the outer maximization problem (5.6) seeks the optimal material distri-
bution ρ(x) in the domain Ω.
Remark: A typical topology optimization problem intends to find the optimal distribution
of one material as opposed to voids denoted by a “0-1” integer parametrization (often
called black and white design). This problem is ill-posed as non-convergent finer geometric
details are obtained with mesh refinement [5]. The existence of such solutions relies on
relaxation, that is, replacing integer variables with density-like continuous variables. The
relaxation is achieved by “homogenization / interpolation” between solid material and void.
One such example is the famous solid isotropic material with penalization (SIMP) model.
Bendsøe and Sigmund showed in [18] that these artificial interpolation models fall within
a framework of micromechanics-based models in many physically realizable circumstances.
Thus, the relaxation is naturally built in our continuum micromechanics-based homoge-
nization approach. This allows us to use gradient-based optimization approaches as outlined
in this chapter.
5.2 Finite element discretization and implementation
In this section, we focus on the finite element discretization of the concurrent material and
structure optimization formulation and corresponding algorithmic aspects. This includes
the treatment of the nonlinearity that results from the interaction between material-scale
and structure-scale optimization, and a review of macroscale density optimization, including
essential sensitivity analysis. For illustration purposes, we continue to write out our formu-
lation for the special case of the multiscale configuration shown in Fig. 5.1, but emphasize
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again that it is easily generalized to cover any other multiphase hierarchical system. In the
following, we use vector-matrix notation to represent the introduced quantities, consistent
with standard finite element literature [99]. However, we keep the same symbols for the
respective vector-matrix notation.
5.2.1 Structure optimization problem
We discretize the concurrent material and structure design formulation presented in
Section 5.1 with standard finite elements [99]. To this end, we split the domain Ω into
Ne finite elements, where each element has Ngp Gauss quadrature points. For our example
material in Fig. 5.1, the topology design variables [ρ(x),m(x)]T can now be defined elemen-
twise as:
ρ = [ρ1, ρ2, ρ3, ..., ρNe ],
m = [(m11, ..,m
Ngp
1 ), (m12, ..,m
Ngp












C ], x = 1, ..., Ngp, j = 1, ..., Ne.
(5.8)
The macroscale density ρj is assumed to be constant in each element, with j being the
element index. The microscale design variable set m is defined at each (macroscale) Gauss
point, with x being the Gauss point index. The microscale design variable mxj consists
of volume fraction φx,jA , orientation θ
x,j
A , elongation ζ
x,j
A , all for Material A, and volume
fraction γx,jC of Material C.
We can relate the macroscale stress Σ with the macroscale strain E at a Gauss point x
inside element j in terms of the design variables ρj and mxj as:
Σ(x, ρj) = C(ρj ,mxj )E(x), (5.9)
where C(ρj ,mxj ) is the homogenized stiffness at this point. Interested readers can find
the analytical expression for C, derived from continuum micromechanics, in Appendix C.
The macroscale strain E(x) at a point x inside element j is approximated by the element
displacement vector ūj of the element j and the strain-displacement matrix B(x) that
contains shape function information:
E(x) ≈ B(x) ūj . (5.10)
Using the definitions (5.8) to (5.10), we obtain the following discretized formulation of the
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structure optimization problem (5.6):
min
ρ
: fc(ρ) = fTextū




ρj |Ωj | = Mreq = Mfrac × ρC × |Ω|
ρj ∈ [ρmin, ρmax], ∀j = 1, 2, ..., Ne.
(5.11)
The quantities in (5.11) require further explanation: f ext is the external force vector, ū
is the global displacement vector that represents the converged macroscale displacement
solution, and M(ρ) is the total mass of the occupying domain, where ρj and |Ωj | are the
density and the volume of element j, respectively. The total available mass Mreq can be
expressed in terms of fraction Mfrac with respect to the mass when the densest material
occupies the complete domain. The force residual at the macroscale scale is defined as:





BT C(m̄xj )B wx
]
ūj , (5.12)
where wx contains the Gauss point weight and the determinant of the Jacobian matrix
and ūj is again the element displacement vector of element j. We observe that the
microstructure design variables m are implicitly accounted for by r̄. At each Gauss point
x, the homogenized stiffness C is evaluated based on a microstructure configuration m̄ that
maximizes the local strain energy.
Identifying the term in the bracket inside (5.12) as the element stiffness matrix for element
j, we can rewrite (5.12):
r̄(ū,ρ, m̄) = f ext −K(m̄(ρ, ū))ū, (5.13)
where K denotes the global stiffness matrix of the system. For a given macroscale density
distribution ρ, the microstructurem defined at each Gauss point is optimized with respect
to the macroscale strains evaluated at each Gauss point according to (5.7). The optimized
microstructure configuration m̄ updates the macroscale constitutive behavior that is incor-
porated in K.
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5.2.2 Material optimization problem
For a given material distribution ρ and displacement solution ū, the formulation of a
material optimization problem (5.7) at a Gauss point x inside element j is:





j ) : E(x)
s.t. : ∇y · σ(x,y) = 0
〈ε(x,y)〉Ωy = E(x)
ρj = ρAφx,jA + ρM (1− φ
x,j
A )









A ∈ [−π/2, π/2]; ζ
x,j








where σ and ε are the stress and strain fields inside the microscale RVE region Ωy
situated at the Gauss point x. It is important to note that we keep (5.14) in tensor
notation, considering its direct relation with Chapter 2. The optimized configuration m̄xj









C ]. All the microstructure constraints directly follow from the admis-
sible set Ead defined in (5.3).
The first two conditions in (5.14) represent equilibrium and strain compatibility in the
microscale RVE as discussed in Section 2.1.2, and correspond to the strong form of the
variational statements (2.10) and (2.11) derived in Chapter 2. If the microstructure is
deterministic, these equations can be discretized and solved using the finite element method.
The volumetric average of the stress σ over the microscale RVE volume uses the macroscale
stress, and hence the homogenized stiffness C. In Section 2.2, we derived the estimates for
C based on continuum micromechanics, when only partial statistical information about
the microstructure is available (see also Appendix C). The analytical expression (C.3)
renders (5.14) a straightforward “discretization free” constraint optimization problem that
can be solved by standard gradient-based methods [27]. Interested readers are referred to
Appendix C for a brief discussion on solving the microscale optimization problem. The
solution of (5.14) at each Gauss point yields the optimized microstructure configuration set
m̄.
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5.2.3 Interaction of material and structure scales
Due to the interaction of the material and structure scales, the equilibrium equation (5.13)
is nonlinear. Our approach to resolve this nonlinearity is based on [194]. For a given
macroscale density distribution, we intend to find the equilibrium solution that minimizes
the compliance of the system. We may find many possible solutions of the microstructure
variable set m that can potentially satisfy the macroscale equilibrium. We illustrate this
point in Fig. 5.2. For a given external force vector f ext, many equilibrium solutions exist
at the structure scale, depending on different macroscale variable sets. However, we are
only interested in the admissible equilibrium solution that minimizes the compliance (or
maximizes the stiffness) of the system, lying on a representative load-displacement curve.
We can write this preposition mathematically as follows:
min
ū∈ūsol
fTextū, s.t. : Ksol(m̄(ρ, ūsol))ūsol = f ext , (5.15)
where ūsol is the set of admissible equilibrium displacement solutions andKsol is the stiffness
matrix of the system.
It is apparent from Fig. 5.2 that the solution ū that satisfies (5.15) is the first converged
displacement solution highlighted by the solid-red line. We can iteratively find this solution,
using a quasi-Newton method based on the initial stiffnessK0. We illustrate this procedure
in Fig. 5.2 by the displacement solutions shown in dashed-red lines. Given the known
solution ūk at the kth iteration, we find the increment in the solution ∆ūk as:
K0∆ūk = f ext − fkint . (5.16)









m̄x,kj is obtained by solving the microstructure optimization problem (5.14), where kinematic
boundary conditions are derived from the displacement solution ūk and given density ρ
defines the admissible set Ead. The iterative solution stops when the displacement conver-
gence criteria is met. The optimum solution of the microscale design variables and the
corresponding stiffness at the converged displacement solution ū are m̄ andKopt(m̄(ρ, ū)),
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Fig. 5.2: Quasi-Newton method with initial stiffness that resolves the nonlinearity based
on the interaction of material and structure scales.
respectively. The objective function is:
fc(ρ) = fTextū = ūTKopt(m̄(ρ, ū))ū. (5.18)
5.2.4 Sensitivity analysis and macroscale design update
The macroscale design problem (5.11) can be solved by well-established optimization
algorithms [19, 196]. First, we need to derive the sensitivity of the objective function
with respect to the design variables. Using the adjoint method, we write the sensitivity of
the objective function fc with respect to the macroscale design variable ρ as [19]:
∂fc
∂ρ
= −ūT ∂Kopt(m̄(ρ, ū))
∂ρ
ū. (5.19)












The homogenized stiffness C(m̄xj ) at each Gauss point inside an element j is a function of




A , and γ
x,j





relate to ρj via (5.14). Using the chain rule, we find the first derivative of C with respect
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to ρj as:











where the partial derivatives of C with respect to φx,jA and γ
x,j
C are evaluated at the optimum
solution m̄ of the microscale design variables. We evaluate these derivatives using finite













(ρC − ρB)(1− φ̄x,jA )
. (5.22)
Sensitivity numbers rank the element sensitivities that are used to update the macroscale





To avoid mesh dependency and checkerboard patterns, the sensitivity numbers are first








where Nj is the set of neighboring elements for which center-to-center distance ∆(j, j
′) to
element j′ is smaller than the filter radius rmin. The weight factor gjj′ is defined as:
gjj′ = max {0, rmin −∆(j, j
′)}. (5.25)
To improve convergence, the sensitivity numbers are further averaged with the sensitivity
numbers of the previous design iteration as:
αi+1j → (αi+1j + αij)/2. (5.26)







where Λi is the Lagrange multiplier corresponding to the total material mass constraint in
design update i, and η is a damping parameter. The macroscale density is updated using
the well-known optimality criteria method [162]:
ρi+1j =

max(ρmin, ρij − µ) if ρijBij ≤ max(ρmin, ρij − µ)





To prevent a singular global stiffness matrix, the lower limit ρmin on ρj is limited by a small
value of 0.001. The maximum possible element density, ρmax, depends on the density of
the constituents at the microscales and the prescribed bounds in (5.3). µ is a small move
parameter that improves the stability, for instance by preventing multiple holes appearing
and disappearing during optimization. The Lagrange multiplier Λi is updated using the
bisection method to satisfy the mass constraint. The design iterations stop when the density
convergence criteria is met.
5.2.5 Algorithmic framework
We cast our developments in the algorithmic framework summarized in Algorithm 3 that
mainly consists of three blocks. The outer block represents the macroscale structure
optimization iterations using the optimal-criteria method. It stops when the macroscale
density ρ reaches convergence. The innermost block optimizes the microstructure with
respect to the microscale design variables m for all Gauss points with the prescribed
macroscale strain E(x). The middle block combines the structure and material scales and
solves the boundary value problem for displacements for a given distribution of macroscale
density, following our discussion in Section 5.2.3.
We note that in our context the optimal design can take any value of macroscale density
within the allowable range or so-called “gray” intermediate densities. However, the design
framework can be modified for the discrete topology optimization setting with 0-1 type
designs. We also note that Bi-directional Evolutionary Structural Optimization (BESO)
and level-set methods [6, 98, 161, 198] could replace the optimality criteria method in the
current framework for 0-1 type design problems.
5.2.6 Computational cost
Integrating homogenization estimates based on continuum micromechanics in concurrent
material and structure optimization leads to an algorithmic framework whose computa-
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Result: Design solution vector [ρ, m̄]T
1 Initialize ρ0, and K0;
2 Set iteration counter i = 0;
3 while ||ρi+1 − ρi||/||ρi|| > δtol do
4 Compute the initial solution: K0ū0 = f ext;
5 Set iteration counter k = 0 (quasi-Newton);
6 while ||ūk+1 − ūk||/||ūk|| > δu do
7 forall macroscale Gauss points do
8 Compute macroscale strain E(x) = B(x)ūk;
9 Optimize microstructure configuration m̄x,kj ;
10 end









12 quasi-Newton update: K0∆ūk = f ext − fkint;
13 ūk+1 = ūk + ∆ūk ;
14 k++;
15 end
16 Compute the objective function fc(ρ) and senstivities ∂fc/∂ρ;
17 Update density ρi+1 using the optimal-criteria algorithm; i++;
18 end
Algorithm 3: Concurrent material and structure optimization framework for multi-
phase hierarchical systems with elastic constituents.
tional cost is independent of the number of hierarchical length scales involved. We briefly
illustrate this significant advantage via a qualitative analysis of the underlying computa-
tional complexity.
With nmacro macroscale optimization iterations, neqitr average quasi-Newton nonlinear
equilibrium iterations, and ngp gauss points in the macroscale domain, the overall CPU
time scales as:
TCPU = Tµ ×O(nmacro neqitr ngp). (5.29)
Here, Tµ is the average CPU time required for the solution of one microscale analysis and
optimization problem. We note that nmacro, neqitr, and ngp in (5.29) are barely modifiable for
a required macroscale spatial discretization. This restriction leaves us with Tµ for reducing
TCPU.
With nested computational homogenization in the sense of standard FE2 type approaches,
the computational complexity of Tµ for s microscale levels (s = 2 in Fig. 5.1) can be
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Fig. 5.3: Computational cost of one microscale optimization problem for different numbers
of hierarchical scales.
approximately written as:




gp ) , (5.30)
where nµ(s)gp and nµ(s)micro denote the number of quadrature points in the spatial discretization of
the RVE at the sth scale and the number of microstructure optimization iterations required,
respectively.
With continuum micromechanics, Tµ is essentially the time to solve the material
optimization problem (5.14). As discussed, this can be achieved by solving a straightforward
constraint optimization problem that seeks the solution in the microscale design variable
space, using fast gradient-based optimization methods [27]. The solution of a material
optimization problem is equivalent to solve a set of (n+p) nonlinear equations with (n+p)
variables, where n and p are the total number of design variables and the total number
of equality constraints, respectively. The addition of another hierarchical scale poten-
tially increases the number of design variables and constraints in the material optimization
problem. However, a few additional design variables do not lead to an exponential increase in
computational cost required to solve (5.14). We can therefore assume that in our approach,
Tµ in (5.29) scales linearly with each scale characterization.
Focusing on the solution of one microscale analysis and optimization problem, Figure 5.3
compares the scaling of the estimated order of the computational cost with increasing
number of materials scales in the two approaches discussed. We observe that for computa-














Fig. 5.4: Multiphase hierarchical system I: the MBB beam.
the computational expense. For example, given a discretization in each microscale RVE of
n
µ(1)
gp ≈ 40× 40× 4 and an average number of optimization iterations nµ(1)micro ≈ 20, the total
computational expense Tµ is of order ∼ 105. If we assume the same RVE discretizations
and iteration numbers across multiple scales, we observe in Figure 5.3 that the total cost
increases exponentially when s > 1. In contrast, the computational cost in our approach
remains within the same order of magnitude, even when s > 1.
5.3 Numerical examples
In this section, we define two test examples with hierarchical systems at the material level
that are suitable to illustrate the computational efficiency and validity of our concurrent



































(a) Convergence of compliance and
mass fraction with respect to number
of macroscale design iterations.






















(b) Convergence of the quasi-Newton
method in the 19th design iteration.




Fig. 5.6: Optimum density distribution for the MBB problem.
Fig. 5.7: Optimized microstructure at the mesoscale for the MBB problem.
material and structure optimization framework.
5.3.1 Messerschmitt-Bölkow-Blohm (MBB) beam
We first consider a standard bridge-type structure that is illustrated in Fig. 5.4. In
a structural optimization context, the macroscale configuration is often referred to as
Messerschmitt-Bölkow-Blohm (MBB) design problem. The length and height of the
macrostructure are 2.0 and 1.0, respectively. The bottom-left end is pinned, and the
bottom-right end has a roller support. The structure is loaded with a vertical point load
of magnitude one, applied in the middle of the bottom edge of the structure. We discretize
the macroscale structure with a 100 × 50 mesh of 4-node quadrilateral elements, resulting
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Fig. 5.8: Optimized volume fractions of Material B and Material C for the MBB problem.
in 5, 000 macroscale design variables. Each element contains four Gauss points, resulting in
100× 50× 4 = 20, 000 material optimization problems.
In the scope of this work, we extend the MBB test case at the material level. As illustrated
in Fig. 5.4, we consider a hierarchical system that consists of Material A, B, and C at two
different length scales. Their densities are ρA = 0, ρB = 0.5, and ρC = 1.0, respectively,
their Young’s moduli are EA = 0.0, EB = 0.5, and EC = 1.0, respectively, and Poisson’s
ratio of all constituents is 0.3. For Material A, the elongation ratio of inclusions ranges
from ζA = 1 to ζmaxA = 5, and its minimum volume fraction is φA = 0.2. For Material
C, the volume fraction at the lowermost scale is allowed to assume any value between
γminC = 0 and γmaxC = 1. As a consequence, the macroscale density at each point is restricted
within the range of ρmin = 0 to ρmax = 0.8. We conclude that at each Gauss point, the
material microstructure is parametrized by the volume fraction φx,jA , the orientation θ
x,j
A ,
the elongation ζx,jA , and the volume fraction γ
x,j
C , resulting in 80, 000 microscale design
variables.
The total amount of material mass available cannot fall below Mfrac = 0.4. As an initial
condition at the macroscale, we assume the maximum possible density ρmax in each element.
At the material level, we assume an initial microstructure configuration with φA = 0.1,
θA = 0.0, ζA = 1.0, and γC = 1.0 at each Gauss point. In each design update, we reduce
the target mass fraction by 0.025 until we reach the specified mass fraction Mfrac = 0.4.
The move parameter µ and the damping parameter η are set to 0.05 and 0.5. We choose
rmin = 0.075 for the design sensitivity filter (5.25). Given a macroscale density distribution
ρ, the quasi-Newton scheme uses the initial stiffness matrix K0 for finding the optimum
design variables m̄ (see Section 5.2.3).
Figures 5.5a and 5.5b show a convergence plot for the macroscale design updates and the
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number of quasi-Newton iterations for the macroscale structure problem, respectively. The
macroscale design algorithm stops when the relative change in the macroscale density field
falls below 0.001. We observe that the algorithm takes 28 density updates to converge
to the final design for the MBB problem. The displacement convergence criterion for the
quasi-Newton method in each macroscale design iteration is ||ūk+1 − ūk||/||ūk|| < 10−2.
For each macroscale density update iteration, it takes 4 to 8 quasi-Newton iterations to
reach the macroscale equilibrium solution.
Figures 5.6, 5.7 and 5.8 illustrate the final design of the MBB problem, including the
optimized microstructure configurations. The macroscale density plotted in Fig. 5.6 shows
a large diffuse gray region that maximizes the compliance by optimally distributing the
constituents at different scales. The result resembles natural materials such as bones and
plants that often exhibit dense cortical-type regions supported by diffuse softer material.
Figure 5.7 illustrates the details of the optimized morphology at the mesoscale. The yellow
color represents the matrix material resulting from homogenization of the lowermost scale.
The blue color displays the volume fraction, orientation, and elongation of Material A
inclusions. We observe that in the main branches, the inclusions are fully elongated and
oriented in the direction of the largest principal stress. In the diffuse regions and joints
of the main branches, the morphology is more complex, exhibiting gradual changes in the
inclusion characteristics.
The equivalent volume fractions of the three Materials A, B, and C at the macroscale satisfy
φ̄A + φ̄B + φ̄C = 1 and can thus be computed as follows: φ̄A = φA, φ̄B = (1− φA)(1− γC)
, and φ̄C = (1 − φA)γC . Figure 5.8 displays the equivalent material volume fraction of
Material B and Material C at the macroscale, where we use 60% opacity for both. We can
identify regions dominated by Material B and C as well as a mixing zone. As expected,

















Fig. 5.10: Optimum density distribution for the cantilever problem.
Fig. 5.11: Optimized microstructure at the mesoscale for the cantilever problem.
concentrates in the transition zones.
5.3.2 Cantilever beam
As a second test, we define the cantilever design problem illustrated in Fig. 5.9. The length
and height of the macrostructure are 2.0 and 1.0, respectively. The right edge is fixed, and
the central 4% of the left edge are loaded with a traction of magnitude 1.0 per unit length.
We employ the same discretization of the macroscale domain as in the previous example.
The total amount of mass available is restricted to Mfrac = 0.6. The move parameter µ, the
damping parameter η, and the design sensitivity filter radius rmin are 0.05, 0.5, and 0.06,






Fig. 5.12: Optimized volume fractions of Material B and Material C for the cantilever
problem.
We observe in Fig. 5.10 that the optimized density distribution is qualitatively similar to
a standard monoscale variable thickness design. An apparent difference, however, is the
significant diffused gray region with complex microstructures, resulting from a complex
stress-strain distribution throughout the domain, mainly due to the small length to height
ratio. This complex distribution drives the microstructure to adapt itself to achieve optimal
performance. Figures 5.11 and 5.12 show the morphology of Material A inclusions and the
volume fraction distributions of Materials B and C, respectively.
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Chapter 6
Structure optimization of elastoplastic
multiphase hierarchical systems
Fritzen and co-authors formulated the path-dependent structure (or topology)
optimization model with elastoplastic microheterogeneous material definitions [63]. The
model considers two scales: the macroscopic structure scale at which the optimization
is performed and the microscale that provides homogenized elastoplastic constitutive
response via computational homogenization for fixed microstructure definition. The authors
employed model order reduction techniques with GPU-based parallelization strategies to
claim the computational feasibility. However, the total reported time for standard 2D
cantilever benchmark problem with two-scale elastoplastic material definition was approx-
imately one week. This example affirms that the elastoplastic multiphase hierarchical
systems are computationally prohibitive even for structure optimization problems with fixed
material definition.
In this chapter, we integrate the continuum micromechanics estimates of macroscale elasto-
plastic properties in the structure optimization formulation to overcome the computational
challenge posed by elastoplastic multiphase hierarchical systems. In the context of this
formulation, design sensitivities are path-dependent and, therefore, require the entire history
of deformation parameterized via internal state variables. Thus, the sensitivity calculations
are computationally intensive and demand heavy memory usage compared to the elastic
(path-independent) case in the previous chapter. To tackle these challenges, we derive
the design sensitivities for the optimization formulation by utilizing the path-dependent
adjoint methods following [3, 63]. For the algorithmic completeness, we also summarize
the finite element discretization of the weak formulation of the initial boundary value
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problem (IBVP), its linearization with the Newton-Raphson method, and the closest point
projection algorithm for homogenized elastoplastic material constitutive equations following
the excellent presentation given in Simo & Hughes [164]. We will also use these compo-
nents in the next chapter.
This chapter is structured as follows. Section 6.1 summarizes the homogenized stiffness
and flow rule for elasto-plastic multiphase hierarchical materials following the continuum
micromechanics principles discussed in Chapter 2. In Section 6.2 and 6.3, we brief the weak
formulation of the initial boundary value problem (IBVP) and its discretization via the finite
element method, respectively. In Section 6.4, we state the structure optimization model
and derive the sensitivity analysis using the adjoint method. Section 6.5 outlines essential
algorithmic details and casts all the modules in an algorithmic framework. In Section 6.6,
we define benchmark problems with elastoplastic hierarchical material definition to verify
our method.
6.1 Continuum micromechanics based constitutive
modeling
In this section, we state the homogenized stiffness and flow rule for elastoplastic multi-
phase hierarchical materials following the continuum micromechanics principles discussed in
Chapter 2. We refer to Fig. 6.1 for the macroscale description and representative microscale
configuration for illustrating the concepts developed in this chapter.
6.1.1 Local constitutive equations in stress-space
The macroscale strain tensor E can be decomposed into an elastic and plastic part, denoted
by Ee and Ep, respectively. This relation reads as:
E = Ee +Ep. (6.1)
For the linearized elasticity, the macroscale stress tensor Σ is related with the macroscale
strain quantities and the homogenized macroscopic stiffness tensor C as:
Σ = C(m) : (E −Ep), (6.2)
where m describes the microstructural heterogeneities. We emphasize that m is given and












Fig. 6.1: Sketch of a representative structure optimization problem with given elastoplastic
multiphase hierarchical material definition.




Σ ∈ S | F(Σ,m) ≤ 0
}
, (6.3)
where S is the second-order symmetric tensor space.
The essential feature of plastic flow is the notion of irreversibility. We built this notion into
the formulation by introducing an ideal associated flow rule for the evolution of Ep as:
Ė
p = γ ∂ΣF(Σ,m) , (6.4)
where (̇) denotes the rate of change of a quantity, and ∂ΣF is the first derivative of F with
respect to Σ. The parameter γ is called the consistency parameter and obeys the following
Karush-Kuhn-Tucker optimality conditions:
γ ≥ 0, F(Σ,m) ≤ 0, and γ F(Σ,m) = 0. (6.5)
In addition, γ ≥ 0 also satisfies the consistency requirement
γ Ḟ(Σ,m) = 0. (6.6)
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Conditions (6.5) and (6.6) are also known as loading/unloading and consistency conditions,
respectively.
6.1.2 Homogenized stiffness and yield criterion
The homogenized macroscopic stiffness tensor C and the yield criterion F remain to be
discussed. We summarize the analytical expressions for these homogenized estimates for
the multiscale configuration shown in Fig. 6.1 following our discussion in Chapter 2. This
material definition is identical to the one shown in Fig. 5.1 of Chapter 5. However, Material
C is considered as perfectly elastoplastic material with known yield strength σYC . The
microstructure configuration variables φA, θA, ζA, and γC are simply the volume fraction
of Material A, the orientation of Material A, the elongation of Material A, and the volume
fraction of Material C, respectively. These variables are given for a structure optimization
problem.
The expression for the homogenized stiffness tensor C is derived in Appendix C. Please refer
(C.1), (C.2), and (C.3) for the detailed derivation and notations. For the completeness of
this chapter, we restate the expression as:
Cl(φA, ζA, γC) =
{
(1−φA) cM + φA cA : [I+PMsphrd(ζA) : (cA − cM )]−1
}
:{
(1− φA) I+ φA [I +PMsphrd(ζA) : (cA − cM )]−1
}−1
,
C(m) = C(φA, θA, ζA,γC) = T−1 Cl T, ∀ x ∈ Ω .
(6.7)
Material C at the microscale is isotropic and perfectly elastoplastic material that follows
the von Mises failure criterion expressed as:
fC = σeq(C) − σYC . (6.8)
Following Section 2.3.1 and (6.8), we write the macroscopic yield criterion F as:
F(Σ,m) =
√
Σ : [C(m)]−1 : ∂ C(m)
∂ µC







where φ̄C is the equivalent volume fraction of Material C computed as φ̄C = (1−φA) γC , and
µC is the bulk modulus of Material C. We emphasize again that the multiscale configuration
of Fig. 6.1 is used for the purpose of illustration and is easily generalized to cover any other
multiphase hierarchical system.
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Remark: We note that (6.9) is of the form of F =
√
Σ : M : Σ − R that represents the
general quadratic form of classical rate-independent plasticity models. With suitable restric-
tions, one could recover the classical von Mises isotropic yield criterion, the anisotropic
criterion of Hill [91], and the Tsai-Wu general anisotropic yield criterion [180]. In the
present context, it implies that the elastic domain defined by (6.9) satisfies two critical
geometric properties. These properties are (1) the convexity of the elastic domain and (2)
the degree-one homogeneity of the yield criterion. These properties are very important from
the mathematical analysis viewpoint for developing solution algorithms for the constitutive
equations and for the topology optimization methods.
6.2 The weak formulation of the initial boundary-value
problem (IBVP)
We consider a reference domain Ω and restrict our attention to an time interval [0, T ] (see
Fig. 6.1). The position of a material point in the domain Ω is denoted by x. The domain Ω is
subjected to traction Σ̄(t) at the Neumann boundary ΓN and the prescribed displacements
ūE(t) at the Dirichlet boundary ΓD with a body force b(x, t), where t ∈ [0, T ]. Then
the macroscale displacement field ū(x, t) at a material point x and at time t ∈ [0, T ] is a
mapping
ū : Ω× [0, T ]→ R3. (6.10)
We define the corresponding velocity and strain fields at (x, t) ∈ Ω× [0, T ] as:
v(x, t) := ∂ ū(x, t)
∂ t
and E(x, t) := ∂ ū(x, t)
∂ x
, (6.11)
respectively. We denote the macroscale stress field as Σ(x, t). We also assume the
compatible initial conditions for the dynamic problems. Then, the balance of momentum
about any point along with the stated boundary conditions and initial conditions defines






− b(x, t) = 0 ∀ (x, t) ∈ Ω× [0, T ],
ū = ūE(t) ∀(x, t) ∈ ΓD × [0, T ],
Σ = Σ̄(t) ∀(x, t) ∈ ΓN × [0, T ],
(6.12)
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where ρ is the density at the material point x. The constitutive relation between the
stress Σ(x, t) and the displacement field (through the strains E(x, t)) summarized in the
previous section closes this problem. We observe that the state variables in these equations
are defined in the rate terms and are subjected to additional constraints imposed by the
yield criterion. These complexities of the constitutive equations make the IBVP highly
nonlinear and path-dependent.
For the weak formulation of the IBVP, we define the displacement solution space St at time
t ∈ [0, T ] as:
St =
{
ū(·, t) : Ω→ R3 | ū(·, t)|ΓD = ūE(t)
}
. (6.13)
Similarly, we define the linear space V of admissible test functions associated with St satis-
fying the essential boundary conditions as:
V =
{
η : Ω→ R3 | η|ΓD = 0
}
. (6.14)
With these notations, the weak form of the IBVP (6.12) states: Find a displacement field














b · η dΩ +
∫
ΓN
Σ̄ · η ds ∀η ∈ V and ∀ t ∈ [0, T ].
(6.15)
For the mentioned class of elastoplastic problems, both St for fixed t and V lie in H1(Ω)
that is the Sobolov space of functions possessing square integrable derivatives.
6.3 Finite element solution of the elastoplastic initial
boundary-value problem
In this section, we outline a generic numerical solution scheme for the elastoplastic IBVP
exploiting its weak form (6.15) within the context of the finite element method. The goal
is to find the numerical approximation for the displacement solution ū(x, t) to (6.15),
where the stress field Σ(x, t) obeys the local elastoplastic constitutive equations derived
in continuum micromechanics framework and stated in Section 6.1. In the subsequent
development, we restrict ourselves to quasi-static problems dropping the inertial term that
is the first term in (6.15).
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First, we arrive at the discretized version of the weak form of the equilibrium equations
following standard finite element concepts [99]. Later, we outline an incremental solution
procedure for the discretized equilibrium equations. In this description, we use vector-
matrix notation to represent the introduced quantities, consistent with standard finite
element literature. However, we keep the same symbols for the respective vector-matrix
notation.
6.3.1 Spatial discretization





where Ωj denotes the definition of element j, and ∂Ωj is its boundary. With the standard
definitions of the strain-displacement matrix B and shape function matrix N , we arrive at
the discrete counterpart of the momentum equation utilizing (6.15). The equations read as:

















BTΣ(x, t) dΩj . (6.19)
f ext and f int are referred as global external force vector and global internal force vector,
respectively. Integrals in the above equations are evaluated with standard Gauss quadrature
rules. Therefore, from now onwards, we restrict the definition of x to the discrete Gauss
points. However, we keep the integral notation in this presentation. The critical step, in
this outline, is the evaluation of the stress field Σ(x, t) for time t ∈ [0, T ] obeying the local
constitutive equations stated in Section 6.1. The incremental procedure outlined in the
following section addresses this issue.
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6.3.2 Incremental solution procedure
Incremental loading
We partition the considered time interval [0, T ] into nload partitions as:




and focus on a typical time interval [tn, tn+1]. At time tn, the state at each macroscale
Gauss point x inside element j is given and characterized by {En,Σn,Epn}. We assume
that the body is equilibrated at tn satisfying (6.17) under the body force vector bn and
traction vector Σ̄n with the associated displacement solution field ūn. With an incremental
load (∆bn+1,∆Σ̄n+1) in this time step, the loading at tn+1 ∈ [0, T ] is
bn+1 = bn + ∆bn+1 and Σ̄n+1 = Σ̄n + ∆Σ̄n+1 . (6.21)
This loading entails in the discrete external load vector f extn+1 at time tn+1 following (6.18).












Now, the problem at this stage is to update the state variables in a manner consistent
with the local constitutive equations to the values {En+1,Σn+1,Epn+1}. The updated state
variables and associated displacement field ūn+1 = ūn + ∆ūn+1 must obey the following
equilibrium condition:







BTΣn+1 dΩj . (6.24)
We emphasize that the equilibrium equation (6.23) is generally nonlinear. The source of its
nonlinearity is the nonlinear incremental constitutive equations as discussed in the following
section. This nonlinearity appears in the equilibrium equation through the global internal
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force vector stated in (6.24). The Newton-Raphson algorithm based iterative schemes are
used for the solution of such nonlinear incremental equation. We briefly discuss the iterative
procedure in Section 6.5.
Incremental form of local constitutive equations
For the solution of local constitutive equations stated in Section 6.1 at each Gauss point
x, we apply implicit backward-Euler difference scheme to obtain the discrete version of
these equations. We assume that the incremental displacement field ∆ūn+1 is given, which
implies that the macroscale strain En+1 at time tn+1 is given. The strain is
En+1 = En + ∆En+1, (6.25)
where ∆En+1 := ∇s(∆ūn+1), and ∇s(·) denotes the symmetric gradient. The macroscale
stress Σn+1 at tn+1 follows directly from (6.2) as:
Σn+1 = C(m) : (En+1 −Epn+1). (6.26)
With implicit backward-Euler scheme, the discrete version of (6.4) reads as:
Epn+1 = Epn + ∆γn+1 ∂ΣF(Σn+1,m), (6.27)
where ∆γn+1 := γn+1∆t, and ∆t = tn+1 − tn. Similarly, the discrete counterpart of the
Karush-Kuhn-Tucker conditions stated in (6.5) and (6.5) becomes
∆γn+1 ≥ 0, F(Σn+1,m) ≤ 0, and ∆γn+1 F(Σn+1,m) = 0. (6.28)
With known ∆ūn+1, the solution of these coupled nonlinear equations from (6.25) to (6.28)
at each gauss point update the state variables {En+1,Σn+1,Epn+1}. Solution strategies
of these equations often go by the name of return-mapping algorithms. The closest point
projection algorithm is a generalization of such return-mapping algorithms to the case of
a general yield criterion and flow rule. Algorithmic setup of the closest point algorithm is
briefly outlined in Section 6.5.
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Fig. 6.2: Total mechanical work fw in the course of deformation process.
6.4 Structure optimization model and sensitivity analysis
In this section, we first specify the essential definitions of the structure optimization model
used in this chapter. Later, we derive the sensitivity analysis with respect to the structure
optimization variables for the macroscale optimization updates.
6.4.1 Model definitions
The reference domain Ω is discretized into Ne finite elements as discussed in (6.16). We
assign a structure optimization variable ρj to each element j. The Ne dimensional vector
of the optimization variables is denoted as ρ = [ρ1, ρ2, ρ3, ..., ρNe ]T . In the framework of
structure or topology optimization, the optimization variables can take values either 0 or
1 denoting void and solid material, respectively. These variables can be interpreted as a
generalized material density or indicator parameter.
The macroscale stress Σ for the void elements at each time step is set to 0, that is Σ = 0
for ρj = 0. For the solid elements (ρj = 1), Σ arises from the homogenized constitutive
model presented in this chapter. Replacing Σ with ρjΣ in element-wise integrals in (6.19)
and (6.24) includes the associated optimization variable ρj in the formulation. Then, the
discrete equilibrium equation in terms of the structure optimization variables ρ at time tn+1
reads as:






BTΣn+1 dΩj = 0. (6.29)
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The structure optimization problems involving inelastic material models are potentially
ill-posed for a force-controlled setting [35, 98, 126, 160, 171]. Therefore, only displacement-
controlled loading is considered, and it is incrementally applied through prescribed displace-
ments ūE(t) introduced in Section 6.2. From here onwards, f extn+1 should be read as a
discretized form of the loading potential resulting from the non-zero displacement boundary
conditions.
In a path-dependent nonlinear structure optimization, a typical objective is to maximize
the structural stiffness. It translates as the maximization of the mechanical work expended
in the course of the deformation process. With notations introduced in Section 6.3, the






(f extn+1 + f extn )T ∆ūn+1. (6.30)
Figure 6.2 graphically illustrates the definition of fw. During the optimization, a limit









ρj |Ωj | = Mreq
ρj = 0 or 1, ∀j = 1, 2, ..., Ne ,
(6.31)
where M(ρ) is the total mass of the solid elements, and |Ωj | is the volume of element j.
ūn+1 is the converged displacement solution, and r̄n+1 is the equilibrium residual definition
at the macroscale at time tn+1 that follows from (6.29). Also, the equilibrium state must
be satisfied at all time steps.
6.4.2 Sensitivity analysis
The macroscale topology optimization algorithms such as BESO scheme (detailed in
Section 6.5) require the sensitivity of the objective function (6.30) with respect to the
structure optimization variables ρ. Fritzen and co-authors [63, 197] derive the sensitiv-
ities using the adjoint method [31, 35], which we summarize here.
The adjoint method begins with the construction of a Lagrangian function f∗w that enforces
the zero residual constraint r̄n+1 and r̄n at time tn+1 and tn for each term of the trapezoidal
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rule stated in (6.30). With Lagrangian multipliers λn+1 and µn+1 of the same dimensions







(f extn+1 + f extn )T ∆ūn+1 + (λn+1)T r̄n+1 + (µn+1)T r̄n
}
. (6.32)






























Given the displacement-controlled loading, the computation of ∂f∗w/∂ρj leads to certain
simplifications with astute choices for the vectors λn+1 and µn+1. To realize these simplifi-
cations, we partition all degrees of freedom (DOF) into essential (index E; associated with
the Dirichlet boundary conditions) and free (index F; remaining DOFs) DOFs. Then, a












respectively. Since the displacements ūE on the Dirichlet boundary ΓD are prescribed, they














which is valid for any arbitrary time step index q = 0, ..., nload − 1. With displacement-
controlled loading, only possible non-zero entries in the global force vector f extp at any time
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The derivative of r̄n+1 with respect to ρj is evaluated following the residual definition in

















Ktann+1 is the global FE stiffness matrix of the mechanical system at the equilibrium of the
(n+ 1)th load step. We note that the second expression in this equation is augmented with
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We again emphasize that the objective function value and, therefore, the sensitivities are
invariant with respect to the Lagrangian multipliers λn+1 and µn+1. It allows us to chose
λn+1 and µn+1 cleverly so that the sensitivity expression (6.43) can be calculated efficiently.
Exploiting the definition of f extn+1 from (6.37), we set
λEn+1 = −∆ūEn+1 and µEn+1 = −∆ūEn+1 (6.44)
so that the first two terms in (6.43) are omitted. We further simplify this expression utilizing





































The derivatives of ūFn+1 and ūFn in (6.45) are unknown. They can be eliminated from above
equation by solving the following adjoint systems for λFn+1 and µFn+1 with prescribed values






µFn+1 = [Ktan,FFn ]−1 Ktan,FEn ∆ūEn+1 .
(6.46)
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where the Lagrangian multipliers λn+1 and µn+1 are completely determined via the relations
(6.44) and (6.46).
6.5 Implementation details and algorithmic aspects
In this section, we provide an algorithmic overview of our optimization scheme along with
the essential computer implementation details. First, we brief the iterative Newton-Raphson
scheme for solving the nonlinear equilibrium equation (6.29) and the closest point projection
algorithm to solve the local constitutive equations (6.25) to (6.28) following [47, 164]. For
the macroscopic structural optimization, we use the bi-directional evolutionary structural
optimization (BESO) algorithm given its robust and efficient performance [98, 197, 198].
Finally, we consolidate all our developments in an algorithmic framework and present them
in Algorithm 4.
6.5.1 Newton-Raphson iterative solution procedure
As discussed, the equilibrium equation (6.23) or (6.29) are generally nonlinear due to the
nonlinearity of the incremental constitutive equations. The Newton-Raphson method based
linearization of (6.29) produces robust and efficient iterative scheme [47]. Denoting (•)kn+1
the value of a variable (•) at the kth iteration during the load step in [tn, tn+1], we outline
the iterative procedure as follows.
We, first, assume the total displacement solution vector ū(k+1)n+1 at the (k + 1)th iteration in





n+1 + δū(k+1). (6.48)
The iteration counter k start from 0 with ū(0)n+1 = ūn. We again note that the all the state
variables at time tn are known. We linearize the equilibrium equation about the current
known state ū(k)n+1 as:







δū(k+1) = 0, (6.49)
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Result: Optimized solution vector ρ
1 Initialize ρ0;
2 Set design iteration counter i = 0;
3 while ||ρi+1 − ρi||/||ρi|| > δtol do
4 Set up load increments ∆ūqE for each loading step index q = 0, .., nload − 1;
5 Initialize load increment couter n = 0;
6 Initialize ū0 = 0 =⇒ E0 = 0, and Ep0 = 0;
7 for n ≤ nload − 1 do
8 Increment load ūEn+1 = ūEn + ∆ūEn+1;




11 while ||r̄(k)n+1|| < εtol do
12 forall macroscale Gauss points do
13 Compute the macroscale strain E(k)n+1 = ∇s(ū
(k)
n+1);
14 Update the state variables Σ(k)n+1, and E
p(k)
n+1 using closest point algorithm
(INPUT: E(k)n+1,Epn );















20 Calculate and store the Lagrangian multipliers λn+1 and µn+1 for senstivity
calculations using the converged state variables;
21 n++;
22 end
23 Compute the objective function fw(ρ) and sensitivities ∂fw/∂ρ;
24 Update density ρi+1 using the BESO algorithm; i++;
25 end
Algorithm 4: Structure optimization framework for elastoplastic multiphase hierar-
chical materials.
























































B dΩj , (6.51)
where Ktan,(k)n+1 is the global tangent stiffness matrix at time tn+1 and iteration k.
∂Σ(k)n+1/∂E
(k)
n+1 is referred as the algorithmic tangent moduli. By rearranging (6.49), we









that can be solved for the unknown incremental displacements δū(k+1) for the (k + 1)th
iteration. The Newton-Raphson iterations are repeated until the specified convergence
criterion such as ||r̄(k)n+1|| < εtol is satisfied.
We note that with known ū(k)n+1, the stress Σ
(k)
n+1 at each Gauss point can be evaluated
following the local constitutive equations stated in Section 6.3.2. Therefore, all the terms
in (6.52) are known provided that the algorithmic tangent moduli ∂Σ(k)n+1/∂E
(k)
n+1 can be
evaluated at each Gauss point. We outline the stepwise closest point projection algorithm
for solving the local constitutive equations and evaluating the algorithmic tangent moduli
in the following section.
6.5.2 Closest point projection algorithm for local constitutive equations
The closest point projection is a general algorithm for solving the local constitutive equations
stated in (6.25) to (6.28) numerically. This algorithm is a generalization of a typical return
map algorithm that is restricted to the von Mises type failure criterion. Broadly speaking,
the algorithm is an iterative scheme obtained by the linearization of local constitutive
equations. We briefly outline this stepwise procedure in the following BOX. For more
details, readers are referred to Chapter 3 in Simo & Hughes [164]. We note that we use
tensor notations in solving local constitutive equation, given their direct relation with the
micromechanics relations outlined in Chapter 2.
6.5.3 BESO variable updating scheme
The basic idea behind the BESO heuristic algorithm is to reach the optimal structural
topology by gradually removing inefficient or redundant material. The target mass in each
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Given: En+1, Epn,m, and TOL1, TOL2
1. Initialize: k̄ = 0, Ep
(0)
n+1 = Epn, ∆γ
(0)
n+1 = 0.
2. Check the yield criterion F(k̄)n+1 and compute the flow rule residual R
(k̄)
n+1 as:

















IF: F(k̄)n+1 < TOL1 and ||R
(k̄)
n+1|| < TOL2;







3. Compute consistent elastic moduli Z(k̄)n+1 as:




















































Set k̄ ← k̄ + 1 and GO TO 2.





= Zn+1 −Nn+1 ⊗Nn+1
Nn+1 :=
Zn+1 : ∂ΣF(Σn+1)√
∂ΣF(Σn+1) : Zn+1 : ∂ΣF(Σn+1)
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design iteration in this evolutionary approach can be expressed as:
M i+1 = max {Mreq, (1− cer)M i}, (6.53)
where the evolutionary ratio cer controls the percentage of material removal in each design
iteration. M i+1 andM i are the total mass at the i+1 and ith design iterations, respectively.
Mreq is the required mass usage.
Sensitivity numbers ranks the element sensitivities that are used to determine the material








where η is a numerical damping coefficient introduced by [197]. η is similar to the damping
parameter used in the optimality Criteria method for density-based designs [19]. Damping
of sensitivities prevent the instabilities in the structure design evolution process caused by
elastoplastic effects.
To avoid mesh dependency and checkerboard patterns, we use the filtering scheme discussed







, and gjj′ = max {0, rmin −∆(j, j
′)}, (6.55)
where Nj is the set of neighboring elements for which center-to-center distance ∆(j, j
′) to
element j′ is smaller than the filter radius rmin. To improve convergence, the sensitivity
numbers are further averaged with the sensitivity numbers of the previous design iteration
as:
αi+1j → (αi+1j + αij)/2. (6.56)
The optimization variables are updated with the help of two threshold parameters αthdel and
αthadd for material removal and addition, respectively. Essentially, the solid elements are
deleted when their sensitivity numbers are less than αthdel, and void elements reappear when
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their sensitivity numbers are greater than αthadd. The scheme reads as:
ρi+1j =

0 if αj ≤ αthdel and ρij = 1
1 if αthadd < αj and ρij = 0
ρij otherwise
(6.57)
Practically, a small value ρmin is kept for void elements to avoid the singularity in the global
stiffness matrix. The parameters αthdel and αthadd are determined by the following procedure
first proposed by [98]:
1. First, assume αthadd = αthdel = αth. Then, αth is determined such that the target material
usage M i+1 is met at the current iteration.
2. Calculate the admissible ratio car defined as the volume of the recovered elements divided
by the total number of elements in the current design iteration. If car ≤ cmaxar , the
maximum admissible ratio, skip the next step. Otherwise, recompute αthadd and αthdel in
the next step.
3. The number of recovered elements is controlled by cmaxar . αthadd is calculated using the
sensitivity numbers of only void elements until car ≈ cmaxar . αthdel is calculated based on
the sensitivity numbers of only solid elements until the target material usage M i+1 is
met.
6.5.4 General algorithm
We consolidate our developments in an algorithmic framework summarized in Algorithm 4













Fig. 6.3: Cantilever benchmark problem with hierarchical material description.
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(b) Equivalent plastic strain distribution.
Fig. 6.4: Final design of the cantilever benchmark problem with equivalent plastic strain
distribution for total prescribed displacement load of u∗ = 10.0 mm.
optimization iterations using the BESO updating scheme. It stops when the macroscale
density ρ reaches convergence. The middle block solves the initial boundary value problem
for a given macroscale density distribution, following the incremental procedure detailed in
Section 6.3.2. The Newton-Raphson solution scheme for each load increment iterates until
the residual norm falls below the convergence criterion limit εtol. The inner layer solves the
homogenized elastoplastic constitutive equations at each Gauss point with prescribed state
variables at this iteration stage, using the closest point projection algorithm summarized in
Section 6.5.2.
6.6 Numerical examples
In this section, we define a cantilever design problem with known microscale configuration
at the material level as illustrated in Fig. 6.3. The length and height of the macrostructure



































































































(a) Initial configuration (b) Design iteration no. 8
(c) Design iteration no. 15 (d) Design iteration no. 22
(e) Design iteration no. 29 (f) Final design
Fig. 6.6: Evolution of topology with equivalent plastic strain (in ×10−3 units) distribution.
the right edge is prescribed with a displacement loading of u∗ = 10.0 mm. We discretize
the macroscale structure with a 80× 40 mesh of 4-node quadrilateral elements, resulting in
le = 25 mm element length. Plain strain conditions are used. The prescribed displacement
load u∗ = 10.0 mm is reached in 8 loading time steps with constant load increments of
∆ūqE = 1.25 mm. The residual convergence criterion εtol for the Newton iterations is
taken as 10−5.
We consider a hierarchical system that consists of Material A, B, and C at two different
length scales (see Fig. 6.3). Their Young’s moduli (in GPa) are EA = 0.0, EB = 0.5, and
EC = 1.0, respectively, and the Poisson’s ratio of all constituents is 0.3. Material A forms
the spherical inclusions, that is ζA = 1, and its volume fraction φA = 0.3. For Material
C, the volume fraction at the lowermost scale γC = 0.5. The yield strength of Material C
is 1 MPa. With this characterization, the homogenized stiffness and yield criterion can be
estimated via (6.7) and (6.9).
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(c) Plastic design with u∗ = 10.0 mm.
Fig. 6.7: Comparison of plastic designs corresponding to different load levels with linear










Plastic design (u* = 10 mm)
Fig. 6.8: Comparison of load-displacement curves of final designs corresponding to the
linear elastic and plastic designs.
The total amount of material mass available is restricted to 60% of the maximum possible
mass. The evolution rate cer in the BESO algorithm is set to 0.02, and the maximum
admissible ratio corresponding to the maximum percentage of recovered material in each
design iteration is set to cmaxar = 0.01. The numerical damping coefficient η in (6.54) to
damp the sensitivity numbers is set to 0.5. Following [197], the filter radius rmin in the
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proposed filtering scheme is reduced linearly from rmin = 20le to rmin = 4le with design
iterations.
Figures 6.4, 6.5, and 6.6 illustrate the final design for the cantilever problem with the
corresponding equivalent plastic strain distribution, a convergence plot for the BESO design
iterations, and the design evolution process. As anticipated, the high plastic strains are
concentrated at the clamped end, and the frontal end remains elastic. As a consequence,
more material is pushed towards the clamped end. The objective value in Fig. 6.5 decreases
nearly monotonically as the material is removed in the BESO iterations until the prescribed
material usage is achieved. Figure 6.6 details this design evolution process with selected
design iterations. It can be observed in these pictures that the design process attempts
to attenuate the plastic front. The number of elements with plastic deformation and the
magnitude of maximum equivalent plastic strain diminishes with design iterations compared
to the initial distribution. In this process, the algorithm pushes more material towards the
clamped region and tries to delay the yielding of the material in this region.
Figures 6.7 and 6.8 compare the final designs and the load-displacement curves for the linear
elastic design (Material C is considered purely elastic) with the plastic design. We also plot
the final structure design with a lower total prescribed displacement load of u∗ = 5.0 mm
for understanding the role of plastic deformations on the final design. From a topological
layout perceptive, apparent differences can be observed between the linear elastic and u∗ =
10.0 mm loading case. The linear elastic design is a typical layout obtained through the
maximization of end compliance type problems. While, the plastic design in Fig. 6.7c
places more material towards the clamped region. Moreover, the final design with the
prescribed displacement load of u∗ = 5.0 mm in Fig. 6.7b is closer to the linear elastic
design of Fig. 6.7a. At this load level, a very small region experiences plastic deformations,
as demonstrated by the equivalent plastic strain distribution plot in Fig. 6.7b. At higher load
levels, the mechanical response of the elastoplastic multiphase hierarchical system deviates
from the elastic case as shown via the load-displacement curves in Fig. 6.8. The plastic
deformations start playing a crucial role and become very important for the optimized
design at higher load levels.
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Chapter 7
Concurrent material and structure
optimization of elastoplastic
multiphase hierarchical systems
In this chapter, we establish a novel thermodynamically consistent theoretical foundation
of concurrent material and structure optimization for multiphase hierarchical systems with
elastoplastic constituents at material scales. We split the formulation into two nested sub-
problems, one at the macroscale (structure) and the other at the microscale (material).
In particular, we reformulate the material optimization problem based on the maximum
plastic dissipation principle such that it assumes the format of an elastoplastic constitutive
law and can be efficiently solved via modified return mapping algorithms. We integrate the
continuum micromechanics based estimates of homogenized stiffness and yield criterion into
the formulation that leads to further simplifications and computationally feasible treatment
of the material optimization problem.
This chapter is organized as follows: Section 7.1 revisits the thermomechanical formu-
lation of elastoplasticity, which forms the basis of our further developments in this chapter.
In Section 7.2, we formulate the path-dependent stiffness maximization problem decom-
posing material and structure optimization problems for elastoplastic multiphase hierar-
chical systems. Section 7.3 describes the discrete form of the material and structure
optimization subproblems in the finite element framework. In Section 7.4, we develop an
algorithmic procedure for the material optimization problem based on the maximum plastic
dissipation principle. In Section 7.5, we consolidate all our developments in an algorithmic
framework. Finally, we verify our framework with benchmark problems in Section 7.6.
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7.1 Thermomechanical formulation of elastoplasticity
We revisit the basic principles of elastoplasticity from a thermodynamics viewpoint. This
energy formulation forms the basis of our concurrent structure and material optimization
framework for elastoplastic multiphase hierarchical systems. First, we brief the energy form
of the initial boundary value problem (IBVP) discussed in the previous chapter. This energy
form is also known as the mechanical work identity. Later, we reflect on the principle of
maximum plastic dissipation and derive the classical elastoplastic constitutive equations
stated in Section 6.1. We follow the excellent presentation given in Simo & Hughes [164]
throughout this chapter.
7.1.1 The mechanical work identity
With a specific choice of test function in the weak form (6.15) of the IBVP, we arrive at
the basic result known as the mechanical work identity. For fixed otherwise arbitrary time
t ∈ [0, T ], the velocity field v(x, t) is an admissible test function, that is v(·, t) ∈ V. Setting
η(·) = v(·, t) in (6.15) yields the following fundamental result:
d
dt
T (v) + Pint(Σ,v) = Pext(v) ∀t ∈ [0, T ], (7.1)
where










external power Pext(v) =
∫
Ω
b · v dΩ +
∫
ΓN
Σ̄ · v ds .
(7.2)
All the notations are introduced in Chapter 6. This result is essentially the energy conser-
vation principle or the first law of thermodynamics. We note that this form is independent
of the specific nature of the local constitutive equation.
We introduce the notion of internal potential energy and dissipation within the context of





where Ψ(Ee) is the Helmholtz free energy density defined in terms of the stored elastic
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energy functionW and the contribution hardening effects. In this presentation, we consider
the case of perfect plasticity, which implies that the contribution from hardening is zero
and Ψ = W . For linear elasticity, W is a quadratic form in the elastic part of the strain
tensor Ee. With C as elasticity tensor and Ee = E −Ep, the quadratic form reads as:
Ψ(Ee) = W (E −Ep) = 12(E −E
p) : C : (E −Ep). (7.4)
Next, we look at the difference between the stress power Pint(Σ,v) and the rate of change




Vint ≥ 0 ∀t ∈ [0, T ]. (7.5)
The above identity is nothing but the Clausius-Duhem version of the second law of thermo-
dynamics assuming isothermal conditions [172, 178]. We identifyDmech as the instantaneous
mechanical dissipation in domain Ω at time t ∈ [0, T ]. This inequality is in agreement with
the intuitive non-negative notion of the mechanical dissipation Dmech.























where (̇) denotes the material time derivative of a quantity. The principle of thermody-
namic determinism requires that (7.6) remains valid for any kinematic process defined by




and Dp := Σ : Ėp ≥ 0. (7.7)
The first equation is an usual local elastic constitutive relation, where stress is defined as
the derivative of the free energy function with respect to the elastic part of the strain tensor.
Using the definition of Ψ(Ee) introduced in (7.4) for linear elasticity, we arrive at
Σ = C : (E −Ep). (7.8)
The second equation in (7.7) defines the elastoplastic constitutive relation that we details
in the following section.
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7.1.2 The principle of maximum plastic dissipation
The principle of maximum plastic dissipation is a cornerstone to the mathematical formu-
lation of plasticity. In this section, we derive the local constitutive equations for perfect
plasticity summarized in Section 6.1.1 from the viewpoint of this principle. Later in the
subsequent sections, we exploit this principle for devising the solution strategies for our
optimization framework.
For given plastic strains Ep, we define the plastic dissipation Dp at a material point for
perfect plasticity as:
Dp[τ ; Ėp] := τ : Ėp, (7.9)
where τ lies in the set of admissible stresses. With the definition of yield criterion function
F(τ ), the admissible stresses lie in the closure of the elastic range defined as:
EΣ :=
{
τ ∈ S | F(τ ) ≤ 0
}
. (7.10)
In the local form, the principle of maximum plastic dissipation states that, for given plastic
strains Ep, the plastic dissipation Dp attains its maximum for actual stress tensor Σ among
all possible stresses τ ∈ EΣ. Mathematically, the principle reads as:






The classical formulation of plasticity (associative flow rule, loading/unloading conditions)
as briefed in Section 6.1.1 directly entails from this principle. To realize this insight, we
employ the classical method of Lagrange multipliers for (7.11). We, first, transform the
maximization principle into a minimization problem by changing the sign of the objective
function. Next, we transform the constraint minimization problem into an unconstrained
problem by introducing a Lagrange multiplier δ ≥ 0. The corresponding Lagrangian
function reads as:
Lp(τ , δ; Ėp) := −τ : Ėp + δ F(τ ). (7.12)
Solution to (7.11) is given by a point (Σ, γ) satisfying the Karush-Kuhn-Tucker optimality
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conditions for the Lagrangian function (7.12). The conditions reads as:









γ ≥ 0, F(Σ) ≤ 0, and γ F(Σ) = 0.
(7.13)
These statements are precisely the normality of flow rule and loading/unloading conditions
stated in (6.4) to (6.6) in the previous chapter.
7.2 Concurrent material and structure optimization
formulation
In this section, we formulate the path-dependent stiffness maximization problem for elasto-
plastic multiphase hierarchical systems. The objective is to maximize the total mechanical
work expended in the course of the deformation process. Later, we decompose the formu-
lation into material and structure optimization sub-problems, exploiting the thermome-
chanical formulation of elastoplasticity summarized in the previous section. All the material
and structure definitions are analogous to Chapter 5 and are summarized in Fig. 7.1.
7.2.1 Setting up the optimization problem with micromechanical design
variables
As a simplification, we restricts ourselves to a quasi-static case with no inertial effects. With
the definitions introduced in Section 7.1.1, the mechanical work identity (7.1) reduces to:
Dmech + d
dt
Vint = Pext(v). (7.14)
































b(x, t) · v dΩ +
∫
ΓN




We note that the (pseudo-)time t should be interpreted as a variable representing the loading
history.
Next, we introduce the definition of macroscale density ρ(x) and microstructural hetero-
geneities m(x, t) constituting the design vector [ρ(x),m(x, t)]T . We assume that the
macroscale density ρ(x) is fixed with respect to time. However, m(x, t) is a function of
loading history representing a local adaption of microstructure with (pseudo-)time. The set
m(x, t) contains the geometric and mechanical characterization of phases that span multiple
well-separated microscales, consisting of volume fraction, material properties, shape, and
orientation of the different phases in the hierarchical system. The homogenized material
constitutive relations Dp and Ψ in (7.16) depend on the macroscale density ρ(x) and the
microstructural characterization field m(x, t).
Augmenting the material constitutive definitions Dp and Ψ with ρ(x) andm(x, t), we write






















b(x, t) · v dΩ +
∫
ΓN




Aad and Ead define the set of admissible design variables at the macro and microscales,
respectively, with possible design constraints. The second part of this equation is the
continuous version of the objective function (6.30) defined in the previous chapter. Here,
the velocity field v(x, t) and, thus, the displacement field ū(x, t) implicitly depend on ρ(x)
and m(x, t). With known macroscale strains E and Ep from the solution of the global
equilibrium equations, the first part of (7.17) is an explicit expression in terms of design
variables ρ(x) and m(x, t). We focus on the first part for the mathematical analysis and
development of our optimization formulation.
The definitions of Aad and Ead are identical to those defined in Chapter 5. The admissible





ρ(x) | ρ(x) = [ρmin, ρmax],
∫
Ω
ρ(x)dΩ ≤Mreq, x ∈ Ω
}
, (7.18)
where ρmin and ρmax are the bounds on the macroscale material density ρ. The definition
of the admissible set Ead is illustrated via the multiscale configuration shown in Fig. 7.1,
which identical to the one shown in Fig. 5.1. However, Material C is considered as perfectly
elastoplastic. In addition, all the microscale characterization variables such as the volume
fraction of Material A, the orientation of Material A, the elongation of Material A, and the
volume fraction of Material C are a function of time t too. The microstructure characteri-




m(x, t) | ρ(x) = ρAφA(x, t) + ρM (x, t)(1− φA(x, t)),
0 < φminA < φA(x, t) < φmaxA ≤ 1,
ρM (x, t) = ρB(1− γC(x, t)) + ρC γC(x, t),
0 < γminC < γC(x, t) < γmaxC ≤ 1,
θA(x, t) ∈ [−π/2, π/2],












Fig. 7.1: Sketch of a representative problem for material and structure optimization with
elastoplastic multiphase hierarchical system.
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Please refer Section 5.1.1 for the details of notations and relations in (7.19).
7.2.2 Decomposition into material and structure optimization problems
















We note that, for a given macroscale density field ρ(x), the admissible set Ead is defined
















This statement allows us to decompose the optimization problem (7.17) into two sub-

















Dp[m(x, t),Σ; Ėp] + Ψ̇[m(x, t);Ee]
}
∀(x, t) ∈ Ω× [0, T ]. (7.23)
A combination of (7.22) and (7.23) constitutes the concurrent material and structure
optimization formulation.
We note that the macroscale strains E and Ep, and the density distribution ρ(x) are given
for this material optimization problem. ρ(x) dictate the construction of admissible space
Ead for the problem, and, therefore, we take it out from Dp and Ψ definitions in (7.23) and
consider it into Ead. We modify the material constitutive equations (7.4), (7.8), (7.10), and
(7.11) including the definitions of ρ(x) andm(x, t). Withm(x, t) ∈ Ead(ρ), the free energy
density relation (7.4) and the stress-strain relation (7.8) for linearized elasticity reads as:
Ψ[m(x, t);Ee] = 12(E −E
p) : C(m(x, t)) : (E −Ep), (7.24)
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and
Σ = C(m(x, t)) : (E −Ep). (7.25)
Similarly, the elastoplastic material constitutive equations through (7.10) and (7.11) are
augmented to include ρ(x) and m(x, t) as:









τ ∈ S |m(x, t) ∈ Ead(ρ), F(τ ,m(x, t)) ≤ 0
}
. (7.27)
Micromechanics principles outlined in Chapter 2 estimate the homogenized stiffness
C(m(x, t)) and the homogenized yield criterion F(τ ,m(x, t)) as a function of microstruc-
tural variables.
One can interpret the material optimization problem as a reformulated elastoplastic consti-
tutive law that provides the locally optimal material response against the external loading
history. Therefore, the microstructure variable m(x, t) can be thought of as an “internal
state variable” analogous to any path-dependent history variable encountered in the elasto-
plasticity formulations. This notion of m(x, t) is also consistent with the structure of the
modified relations (7.26) and (7.27). This interpretation will be used later in devising the
optimization algorithm for the material optimization problem.
7.3 Finite element discretization
In this section, we focus on the finite element discretization of the concurrent material
and structure optimization formulation. In the previous chapter, we detailed the incre-
mental solution procedure using the finite element method for the elastoplastic initial
boundary value problem (IBVP). We exploit all the developments of the previous chapter
for the implementation of our optimization formulation. We again emphasize that we use
vector-matrix notation to represent the introduced quantities in the macroscale governing
equations, consistent with standard finite element literature with the same symbols for the
respective vector-matrix notation.
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7.3.1 Model definitions in discrete setting
Following Section 6.3, we partition the considered time interval [0, T ] into nload partitions
and split the domain Ω into Ne finite elements as:
[0, T ] =
nload−1⋃
n=0




where each element has Ngp Gauss quadrature points. In this discrete setting, the design
variables [ρ(x),m(x, t)]T for our example material in Fig. 7.1 can now be defined elemen-
twise as:
ρ = [ρ1, ρ2, ρ3, ..., ρNe ],
m =[m0,m1, ....,mn+1, ..mnload−1],
mn+1 = [(m1,1n+1, ..,m
Ngp,1













C,n+1], x = 1, ..., Ngp, j = 1, ..., Ne.
(7.29)
The macroscale density ρj is assumed to be constant in each element and load increment,
with j being the element index. The microstructure design variable setm is defined at each
(macroscale) Gauss point and time increment. The microstructure configuration mx,jn+1




A,n+1 for Material A, and
volume fraction γx,jC,n+1 of Material C. Subscript index (n+ 1) denotes the time increment,
and superscript index (x, j) denote the Gauss point index x in element j.






























(f extn+1 + f extn )T ∆ūn+1.
(7.30)
The quantities in (7.30) require further explanation: Σn+1, En+1, and Epn+1 are the
macroscale stress, macroscale strain, and the plastic part of macroscale strain at at (n+1)th
load increment. Similarly, f extn+1 is the external force vector, and ūn+1 is the converged
macroscale displacement solution vector at (n+1)th load increment. wx contains the Gauss
137
point weight and the determinant of the Jacobian matrix for element j. All the quantities
at nth load increment are known.
With the equivalent discretized definitions of Aad and Ead from (7.18) and (7.19), the








ρj |Ωj | = Mreq = Mfrac × ρC × |Ω|
ρj ∈ [ρmin, ρmax], ∀j = 1, 2, ..., Ne
ρj = ρAφx,jA,n+1 + ρM (1− φ
x,j











A,n+1 ∈ [−π/2, π/2]; ζ
x,j






C ] ∀x = 1, ..., Ngp, j = 1, ..., Ne.
.
(7.31)
Here, r̄n+1 is the force residual at the macroscale, which we define later. ρj and |Ωj | are the
density and volume of element j. The total available mass Mreq can be expressed in terms
of fraction Mfrac with respect to the mass when the densest material occupies the complete
domain. The fourth, fifth, and sixth lines in (7.31) directly result from mn+1 and Ead
definitions. One can observe a large number of macro and microscale design variables with
humongous nonlinear equality-inequality constraints in (7.31). This inconvenient definition
of constraints makes the sensitivity analysis computationally cumbersome that precludes
leveraging the established gradient-based optimization algorithms. Therefore, the material-
structure decomposition of this problem is an essential step to make this formulation compu-
tationally tractable.
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7.3.2 Discrete form of the material and structure optimization
subproblems
Denoting m̄ as optimized microstructure configuration set, we write the discrete version of








(f extn+1 + f extn )T ∆ūn+1




ρj |Ωj | = Mreq = Mfrac × ρC × |Ω|; ∀n = 1, 2, ..., nload − 1
ρj ∈ [ρmin, ρmax], ∀j = 1, 2, ..., Ne.
(7.32)
The force residual r̄n+1(ρ, m̄n+1, ūn+1) at (n+ 1)th load increment is defined as:








where B is the strain-displacement matrix and Σn+1 is the macroscale stress at a Gauss
point x inside element j.
Following (7.25) and (7.27), Σn+1 can be written in terms of microstructure configuration
m̄x,jn+1 that solves the material optimization problem (detailed later in (7.36)) as:
Σn+1 = C(m̄x,jn+1)(En+1 −E
p
n+1), (7.34)
where Σn+1 must lie in the following stress admissible set:
EΣn+1 :=
{





We note that the macroscale strain En+1 at each Gauss point can be queried using the
displacement solution ūn+1. Equation (7.33) is constitutively nonlinear and solved through
the Newton-Raphson iterative solution procedure summarized in Section 6.5.1. We observe
that the microstructure design variables m are implicitly accounted for by r̄1, r̄2, ..., r̄n+1.
For a given material distribution ρ and macroscale strain En+1 the material optimization
problem for Gauss point x inside element j for (n+ 1)th load increment follows from (7.23)
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as:





















n+1) : (En+1 −E
p
n+1)
ρj = ρAφx,jA,n+1 + ρM (1− φ
x,j











A,n+1 ∈ [−π/2, π/2]; ζ
x,j









The first part of this equation directly comes from the incremental form of the principle of
maximum plastic dissipation principle outlined in Section 7.1.2. Similarly, the second part
is the incremental form of the Helmholtz free energy rate defined in (7.23). We note that
all the quantities at the nth load increment are known, and, therefore, Ψ(En − Epn) does
not play any role in this maximization problem. The first and second line in the constraint
definition is the result of microscale design variable mx,jn+1 dependent stress-strain relation
and yield criterion as described in (7.34). The third line is the definition of the Helmholtz
free energy for the perfect plasticity with a quadratic form of stored elastic energy function
coming from (7.24). The rest of the constraints are straightforward from Ead definition,
also described in (7.31). We again emphasize that we write this problem in tensor notation,
given its direct relation with continuum micromechanics based material models outlined in
Chapter 2.
7.4 Treatment of the material optimization problem
The crucial step in this formulation is the solution to the material optimization problem.
In contrast to the strain energy maximization problem in Chapter 5, solution to (7.36)
is not straightforward. The material optimization problem (7.36) can be interpreted as a
constitutive law at each material point that provides locally optimal mechanical response to
the loading history. Intuitively, it maximizes the area under the homogenized elastoplastic
stress-strain curve for each material point. Multiple stress-strain curves are available at
each loading increment, defined by the the microscale design variable mx,jn+1. This inter-
140
Fig. 7.2: Geometric illustration of solution strategy of the material optimization problem.
dependency couples the history variable Epn+1 with m
x,j
n+1 for this maximization problem.
A few ideas can be explored in devising a solution strategy for this slave problem. One
idea is to postulate a relevant potential that treats the variable mx,jn+1 as a hardening-
like state variable. It will result in a modified flow rule (potentially non-associative) that
contains the microscale design variable mx,jn+1 information as elastic compliance type consti-
tutive modulus [108]. The other idea is to explore the outer approximation method for
nonlinear programming problems [77]. From the formulation viewpoint, these approaches
are general and without any assumptions on the microscale material behavior. However,
from the implementation perspective, we can not leverage the well-established structure of
the return-mapping type algorithm outlined in Section 6.5.2 for this reformulated elasto-
plastic constitutive law.
Within the context of our application, we focus on the homogenized elastoplastic consti-
tutive relations, derived in Chapter 2 and reiterates in Section 6.1 in the previous chapter.
This special case leads to significant simplifications to this problem, which we define later in
this section. First, we employ the maximum plastic dissipation principle for insights into the
material optimization problem. Following the insights, we devise an algorithmic procedure
combining the closest point projection algorithm (see Section 6.5.2) to handle the material
optimization problem. Finally, we restraint ourselves to the continuum micromechanics
based homogenized elastoplastic constitutive relations and outline further simplifications.
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7.4.1 The principle of maximum plastic dissipation perspective
For devising a solution strategy for the material optimization problem, we return to our
discussion on the principle of maximum plastic dissipation in Section 7.1.2. As discussed,
the first part of the material optimization problem (7.36) is the incremental statement of
the maximum plastic dissipation principle. We focus on this part and rewrite it using (7.11)
as:















EΣn+1 define the set of admissible stresses reflected in the constraint definition of (7.36).
m̂x,jn+1 defines the solutions of this problem that restricts the search space for the solution
m̄x,jn+1 of the original problem (7.36).
Next, we combine both maximum statements in (7.37a) to a single maximum statement that
looks for the actual macroscale stress tensor Σn+1 and solution m̂x,jn+1 within the modified
admissible space definition EΣn+1 . The reformulated statements read as:
{Σn+1, m̂x,jn+1} = arg max
(τ ,mx,jn+1) ∈ EΣn+1
{










We note that the interpretation of microscale design variablemx,jn+1 as internal state variable
naturally comes from these statements. Likewise (7.12), we define a Lagrangian function
that converts the constraint optimization problem (7.38a) into an unconstrained problem.
The Lagrangian function reads as:




n) + δ F(τ ,m
x,j
n+1), (7.39)
where δ is a Lagrangian multiplier such that δ ≥ 0. Solution to (7.38a) is given by a
point (Σn+1, m̂x,jn+1,∆γn+1) satisfying Karush-Kuhn-Tucker optimality conditions for the
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The general structure of (7.40) is similar to the typical local constitutive equations
for plasticity (flow rule, loading/unloading conditions). Equation (7.40)2 represents the
evolution of microstructure in a particular load increment n+1. From an algorithmic devel-
opment perspective, we define the following elastic trial state with known optimal material
configuration m̄x,jn from previous load increment as:
Epn+1 := Epn =⇒ E
e,tr
n+1 = En+1 −Epn
Σtrn+1 := C(m̄x,jn ) : (En+1 −Epn)
Ftrn+1 := F(Σtrn+1, m̄x,jn )
(7.41)
Further, we assume that the homogenized yield criterion F is convex. This convexity
assumption led to the following important property:
Ftrn+1 ≥ Fn+1, and Fn+1 = F(Σn+1, m̄
x,j
n+1). (7.42)
For a formal proof of this property, readers are referred to Chapter 3 in [164]. In the
context of continuum micromechanics based homogenized yield criterion, we comment on
the convexity in the next section.
This trial state in combination with (7.40) leads to three cases that provides important
insights for solving the material optimization problem. Figure 7.2 geometrically presents
two non-trivial cases in a typical return-mapping interpretation. We discuss these cases
here.
↪→ Case 1: If Ftrn+1 < 0, then by property (7.42) it follows that Fn+1 < 0. Then the
discrete KKT condition ∆γn+1 Fn+1 = 0 in (7.40) implying ∆γn+1 = 0. This means
that it is a purely elastic step, and Epn+1 = Epn from (7.40)1. With ∆γn+1 = 0,
(7.40)2 is automatically satisfied with no restrictions on the evolution of microstructure
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Case 1: Purely elastic update
Case 3: Plastic update
Case 2: Adaption to elastic state
Fig. 7.3: Graphical solution of a material optimization problem in one dimensional case
for different possible cases.
configuration mx,jn+1. Therefore, the solution m̄
x,j
n+1 of the material optimization problem
reduces to the strain energy maximization that follows from (7.36) as:







n+1) : (En+1 −E
p
n+1). (7.43)
↪→ Case 2: If Ftrn+1 > 0, and if it is possible to find solutions of F
tr(2)
n+1 := F(Σtrn+1, m̂
x,j
n+1) ≤ 0
for m̂x,jn+1 ∈ Ead(ρj). Then, property (7.42) indicates that Fn+1 < 0 solution is possible
via the evolution of microstructure (see Fig 7.2). Again, equation (7.40) leads to
Epn+1 = Epn and ∆γn+1 = 0. We call this case as adaption to elastic state through
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microstructure evolution. The solution m̄x,jn+1 in this case follows as:











n+1) : (En+1 −E
p
n+1). (7.44)
The constraint in this problem ensures that the state remains elastic and can be inter-
preted as a restrictions on the search space for mx,jn+1 posed by (7.38a). We write F in
strain space to emphasize that the strain state is known and problem (7.44) is a function
of mx,jn+1 only.
↪→ Case 3: If Ftrn+1 > 0, and F
tr(2)
n+1 := F(Σtrn+1, m̂
x,j
n+1) = 0 does not have any solution. It
implies that only a plastic update is feasible, and Epn+1 6= Epn. It requires ∆γn+1 > 0,
and the condition ∆γn+1 Fn+1 = 0 implies Fn+1 = 0. Then from (7.40)2, we conclude
∂F/∂mx,jn+1 = 0. Consequently, the material configuration remains unchanged, that is,
m̄x,jn+1 = m̄x,jn . It means that the solution to the material optimization problem in this
load increment is trivial. Rest of the relations in (7.40) reduces to typical elastoplastic
constitutive equations with known stiffness and yield criterion, which can be solved with
the closest point projection algorithm outlined in Section 6.5.2 of previous chapter. We
geometrically illustrate this case in Fig. 7.2.
Figure 7.3 depicts a representative graphical solution of the material optimization problem
in all these case for one-dimensional linear elastic perfectly plastic material models. The
gray region in these graphs represents the family of stress-strain curves for different
microstructure design configurations mx,jn+1. The material state (stress, strain, microscale
configuration) at nth load level is known, and the macroscale strain En+1 at the (n+ 1)th
increment is given. Typical strain increments are infinitesimal, and large increments are
shown for illustration purpose only. The next material state from the material optimization
problem warrants that the area increment (red shaded region in graphs) is maximized. In
the first case, the purely elastic state leads to a trivial solution for linear-elastic perfectly
plastic models with the same microstructure configuration, that is m̄x,jn+1 = m̄x,jn . Case 2
is of particular interest. The trial stress Σtrn+1 predicts a plastic update. However, it is
possible to find material configurations m̂x,jn+1 such that F(Σtrn+1, m̂
x,j
n+1) ≤ 0. The material
adapts to elastic state through updated microscale configuration m̄x,jn+1 (denoted with red
dashed line) obtained via (7.44). In case 3, no material configuration allows an elastic state
for the trial stress Σtrn+1. Therefore, the material configuration remains unchanged, and the
stress-strain state is updated through a return-mapping/closest point projection algorithm.
We summarized these insights into an algorithmic form in the following BOX.
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1. Given: En+1, En, Epn, m̄x,jn , ρj
2. Compute elastic trial stress Σtrn+1
Σtrn+1 := C(m̄x,jn ) : (En+1 −Epn)
3. Check yield criterion Ftrn+1 := F(Σtrn+1, m̄x,jn )
IF: Ftrn+1 < 0
CASE 1: Elastic update ∆γn+1 = 0;Epn+1 = Epn









n+1) : (En+1 −E
p
n+1)
ELSE IF: Ftrn+1 > 0
CHECK IF: Ftr(2)n+1 := F(Σtrn+1, m̂
x,j
n+1) ≤ 0; for m̂
x,j
n+1 ∈ Ead(ρj)
CASE 2: Evolve microscale design ensuring elastic material behavior
∆γn+1 = 0; Epn+1 = Epn; m̄
x,j
















CASE 3: Only plastic update possible =⇒ ∆γn+1 > 0; m̄x,jn+1 = m̄x,jn
Update Epn+1 through closest point projection algorithm.
4. Output: m̄x,jn+1,E
p
n+1, and Σn+1 = C(m̄
x,j
n+1) : (En+1 −E
p
n+1).
7.4.2 A special case: continuum micromechanics based homogenization
Figure 7.4 geometrically represents the continuum micromechanics based homogenized
stress-strain response (in one-dimensional case) and homogenized yield surfaces in π plane.
Key properties, detailed in this section, explain these responses and lead to further simplifi-
cations in the material optimization solution procedure. We drop (x, j) superscript for the
clarity of presentation. We restate the homogenized yield criterion (6.7) for the reference
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to this section as (all the notation are described in the previous chapter):
F(τ ,mn+1) =
√
τ : [C(mn+1)]−1 :
∂ C(mn+1)
∂ µC







Property 1: An important conclusion from the previous section’s discussion is that the
microscale design update is possible in an elastic step only. In the elastic step, the
material optimization problem is essentially a strain energy maximization. We know that
the maximum strain energy is obtained for a general orthotropic material by aligning the
material axis with the principal strain axes for the elastic strains [103, 143]. Therefore, the
elastic part of macroscale strain Een+1 := En+1 − E
p
n+1 at each Gauss point entails the
optimal material orientation θ̄A,n+1 for (n+ 1)th load increment.
Property 2: The optimal material orientation θ̄A,n+1 is the only microscale variable that
may change in each load increment. We denote the set of remaining microscale design
variables as mln+1 = [φA,n+1, ζA,n+1, γC,n+1]. The optimal configuration m̄ln+1 for mln+1
remains unchanged throughout the loading history, that is m̄ln+1 = m̄ln ∀n = 1, 2, ..., nload−
1.
Proof: To prove this property, we write the strain energy maximization expressions
appeared in the previous section in index notation. First, we denote the orthonormal basis















Fig. 7.4: Geometric illustration of representative continuummicromechanics based homog-
enized material response with microscale design variable set mln+1. (a) Stress-strain
response in one dimensional representation, (b) Homogenized yield surfaces in π plane
representation.
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The coordinate system co-linear with principal strain directions is denoted with Roman
indexed basis {êi}. The transformation matrix Qpi between both systems depends on
θ̄A,n. Utilizing Qpi and its orthogonal property, we define the following tensor component
transformations:
êi = Qpiep; Êeij(n) = QpiQqjEepq(n); Cpqrs = QpiQqjQrkQslĈijkl, (7.47)
where Êepq(n) are the components of the elastic part of the macroscale strain tensor Eepq(n) in
the principle coordinate system. Also, Êeij(n) = 0 if i 6= j and diagonal components (i = j)
are the principle strain values for Eepq(n). Similarly, Ĉijkl are the components of the stiffness
tensor in the principal coordinate system. Using (7.47), we reformulate the maximization






ij(n) Ĉijkl(mln) Êekl(n). (7.48)
With m̄ln as the solution to this maximization problem, we can rewrite (7.48) as:
Êeij(n) Ĉijkl(m̄ln) Êekl(n) ≥ Êeij(n) Ĉijkl(mln) Êekl(n). (7.49)
We assume that the macroscale loading increases monotonically. Therefore, the elastic part
of macroscale tensor at (n+ 1)th load increment Êeij(n+1) in principle coordinate system can
be written in terms of Êeij(n) components with appropriate scaling. Exploiting the definition
of Kronecker delta δ, we write Êeij(n+1) in terms of scaling components aiα as:
Êeij(n+1) = aiαδjαÊeij(n) and aiα ≥ 0. (7.50)





ij(n) Ĉijkl(m̄ln) akβδlβÊekl(n) ≥ aiαδjαÊeij(n) Ĉijkl(mln) akβδlβÊekl(n)
=⇒ Êeij(n+1) Ĉijkl(m̄ln) Êekl(n+1) ≥ Êeij(n+1) Ĉijkl(mln) Êekl(n+1).
(7.51)
This is the expression for the strain energy maximization problem at (n+1)th load increment
analogous to (7.48) or (7.49). We emphasize that our definition of admissible set Ead
depends only on the macroscale density distribution and, therefore, remains unchanged
throughout the loading history. It implies that the admissible microstructure solutions
mln+1 at (n+ 1)th increment are equal to mln, that is mln+1 = mln. With the assumption of
linearized elasticity, we straightforwardly arrive at:
Êeij(n+1) Ĉijkl(m̄ln) Êekl(n+1) ≥ Êeij(n+1) Ĉijkl(mln+1) Êekl(n+1) =⇒ m̄ln+1 = m̄ln.
(7.52)
Property 3: The homogenized yield criterion F(τ ,mln+1) is convex. As discussed in
Section 6.1.2, the yield criterion is of the form of general quadratic form that satisfies
two important properties, (1) convexity and (2) degree-one homogeneity. Another intuitive
interpretation is based on the convexity of elastic strain energy in the terms of principal
strain component for the elastic part of the macroscale strain tensor [103, 117]. The yield
criterion is essentially driven by the quadratic average of elastic strain energy and, therefore,
is convex.
Property 4: The microscale configuration m̄ln+1 corresponding to the maximum stiffness
(maximum strain energy density) also results in the maximum strength properties for the
homogenized response. Figure 7.4 graphically represent this property for one dimensional
case with family of possible stress-strain curves. The stress-strain curve corresponds to the
configuration m̄ln+1 acts as a upper bound for all possible stress-strain curves. Mathemati-
cally, we write this property as:
Êeij(n+1) Ĉijkl(m̄ln+1) Êekl(n+1) ≥ Êeij(n+1) Ĉijkl(mln+1) Êekl(n+1)
=⇒ F(τ , m̄ln+1) ≤ F(τ ,mln+1).
(7.53)
A proof of this property can be written exploiting the upper and lower bound definitions
via Voigt and Reuss mixture rules for continuum micromechanics based homogenization
schemes. This property holds true if the stiffer base constituent in the hierarchical system
exhibits higher yield strength. In our case, it implies that if EC > EB =⇒ σYC > σYB ,
where EC & EB are the Young’s modulus, and σYC & σYB are the yield strength of Material
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Fig. 7.5: Cantilever benchmark problem description for material and structure
optimization problem with elastoplastic multiphase hierarchical material definition.
C and Material B. In our case, only Material C is considered as elastoplastic, and (7.53)
holds true for all φ̄C > 0 in (7.45).
These properties lead to two important simplifications to the algorithmic procedure for the
material optimization problem discussed in the previous section. The first simplification
comes from Property 4, which implies that Case 2 is inconceivable in our case. This can
also be concluded by comparing Fig. 7.4 with Fig. 7.3. Besides, Property 1 & 2 suggest
that the material optimization problem should be solved once for the first increment. Later,
only the material orientation changes, which is straightforward from the elastic part of the
macroscale strain tensor. From a computational viewpoint, these simplifications result in
an enormous reduction in computational efforts.
7.5 Implementation details and algorithmic aspects
Algorithm 5 consolidates all the developments presented in this chapter into an algorithmic
framework. The structure of the algorithm is similar to Algorithms 3 & 4 presented in the
previous chapters. The algorithm mainly consists of three blocks. The outer block repre-
sents the macroscale structure optimization iterations using the optimality criteria method
detailed in (5.28) of Chapter 5. It stops when the macroscale density ρ reaches convergence.
The middle block solves the initial boundary value problem for given macroscale density
distribution, following the Newton-Raphson incremental procedure detailed in Section 6.3.2
and Section 6.5.2. The inner layer solves the material optimization problem following
Section 7.4 at each Gauss point with prescribed state variables at this iteration stage for
each load increment.
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Result: Optimized solution vector [ρ, m̄]T
1 Initialize ρ0,m0;
2 Set design iteration counter i = 0;
3 while ||ρi+1 − ρi||/||ρi|| > δtol do
4 Set up load increments ∆ūqE for each loading step index q = 0, .., nload − 1;
5 Initialize load increment couter n = 0;
6 Initialize ū0 = 0 =⇒ E0 = 0, and Ep0 = 0;
7 for n ≤ nload − 1 do
8 Increment load ūEn+1 = ūEn + ∆ūEn+1;




11 while ||r̄(k)n+1|| < εtol do
12 forall macroscale Gauss points do
13 Compute the macroscale strain E(k)n+1 = ∇s(ū
(k)
n+1);




n+1 by solving the
material optimization problem;
15 end











19 Calculate and store Lagrangian multipliers λn+1 and µn+1 for senstivity
calculations using converged state variables;
20 n++;
21 end
22 Compute the objective function fw(ρ) and sensitivities ∂fw/∂ρ;
23 Update density ρi+1 using the optimality criteria algorithm; i++;
24 end
Algorithm 5: Concurrent structure and material optimization framework for elasto-
plastic structures with multiphase hierarchical materials.
The sensitivity analysis in this equation is remained to be discussed. In the previous
chapter, we applied the adjoint method to derive sensitivities for the macroscale structure
optimization problem. The layout of the structure optimization problem (7.32) is similar to
the problem (6.31) in the previous chapter. Moreover, we consider only the displacement-
controlled loading scenario considering the ill-posed nature of force-controlled boundary
value problems involving inelastic material models [35, 98, 126, 160, 171]. With the similar


































(b) Equivalent plastic strain distribution.
Fig. 7.6: Final design of the cantilever benchmark problem with equivalent plastic strain
distribution for total prescribed displacement load of u∗ = 7.5 mm.



























We note that the history of kinematic state variables E and Ep are known. The derivative
of homogenized stiffness C with respect to the element density ρj can be evaluated with
chain rule, as demonstrated in Section 5.2.4. The Lagrangian multipliers λn+1 and µn+1
are determined via the following relations that arise from (6.44) and (6.46):





µEn+1 = −∆ūEn+1 and µFn+1 = [Ktan,FFn ]−1 Ktan,FEn ∆ūEn+1 . (7.56b)
Index E and F denote essential (Dirichlet) boundary condition degree of freedoms (DOFs)
and the remaining free DOFs. ∆ūEn+1 is the displacement load increment, and Ktann+1 is the
global FE stiffness matrix of the mechanical system at the equilibrium of the (n+ 1)th load
step.
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(b) Optimized equivalent volume fractions of Material
B and Material C.
Fig. 7.7: Optimal material configuration for total prescribed displacement load of u∗ = 7.5
mm.
7.6 Numerical examples
To demonstrate the developed concepts, we modify the definition of the cantilever design
problem illustrated in the previous chapters (see Fig. 7.5). The length and height of the
macrostructure are 2.0 m and 1.0 m, respectively. The left edge is fixed, and the central
10% of the right edge is prescribed with displacement loading of u∗ = 7.5 mm. Plane strain
conditions are considered. The prescribed displacement load u∗ = 7.5 mm is reached in 6
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Fig. 7.8: The evolution of macroscale density configuration with design iterations with
equivalent plastic strains in ×10−3 units (overlaid on corresponding density distribution in
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Fig. 7.9: Final design of the cantilever benchmark problem for linear elastic case (Material









Plastic design (u* = 7.5 mm)
Fig. 7.10: Comparison of load vs displacement curves of final designs corresponding to
the linear elastic and plastic designs.
loading time steps with constant load increments of ∆ūE = 1.25 mm. We discretize the
macroscale structure with an 80 × 40 mesh of 4-node quadrilateral elements, resulting in
le = 25 mm element length and 3, 200 macroscale design variables. Each element contains
four Gauss points, resulting in 80×40×4 = 12, 800 material optimization problems in each
load step.
In this example, as illustrated in Fig. 7.5, we consider a hierarchical system that consists
of Material A, B, and C at two different length scales. Their densities (in Kg/m3) are
ρA = 0, ρB = 0.5, and ρC = 1.0, respectively, their Young’s moduli (in GPa) are EA = 0.0,
EB = 0.5, and EC = 1.0, respectively, and Poisson’s ratio of all constituents is 0.3. Material
C is elastoplastic with the yield strength of 1 MPa. We assume that the elongation ratio of
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Material A inclusions is fix and equal to 5. Thus, it is not included in the microscale design
variable set m. At each Gauss point, the material microstructure is parametrized by the
volume fraction φx,jA,n+1, the orientation θ
x,j
A,n+1, and the volume fraction γ
x,j
C,n+1 for (n+ 1)th
load step resulting in 38, 400 microscale design variables at each load step. The minimum
volume fraction of Material A is set to φminA = 0.2. The existence of the homogenized yield
criterion F in (7.45) requires φ̄C = (1−φA) γC > 0. It implies that the bounds φmaxA < 1−h
and γminC > h, where h is a small positive number. Restricting ρmin to 0.001 and ρmax to
0.799 satisfy these requirements.
The total amount of material mass available is restricted to 40% of the maximum possible
mass. As an initial condition at the macroscale, we assume the maximum possible density
ρmax in each element. At the material level, we assume an initial microstructure configu-
ration with φA = 0.0, θA = 0.0, and γC = 1.0 at each Gauss point. In each design update,
we reduce the target mass fraction by 0.025 until we reach the specified mass fraction
Mfrac = 0.4. The move parameter µ and the damping parameter η are set to 0.05 and 0.5.
The filter radius rmin is reduced linearly from rmin = 20le to rmin = 4le as proposed in
Section 6.6.
Figure 7.6 illustrates the final design for the cantilever problem with equivalent plastic
strain distribution. The macroscale design algorithm takes 34 density updates to converge
to the final design. Figure 7.6a and b plot the optimized macroscale density and equivalent
plastic strains overlaid on the density plot, respectively. The plastic strains are concentrated
at the boundaries of the clamped end, which, as a consequence, push material towards
these regions. We emphasize that the plastic front plays a key role in the optimal density
distribution. This observation is demonstrated in Fig. 7.6b, where the sharp features near
the clamped end mimic the plastic front.
Figure 7.7 displays the details of the optimized morphology at the mesoscale and the equiv-
alent volume fraction of Material B and Material C. The color schemes and the definitions
of the equivalent volume fractions are same as described in Section 5.3.1. As anticipated,
the inclusions follow the direction of the largest principal stress optimizing the elastoplastic
response of the cantilever. The stiffer Material C is deposited in the regions that are antic-
ipated to yield first. We can also identify the diffuse regions with complex morphology and
mixing of Material C and B.
Figure 7.8 details the evolution of the optimization process outlining selected design itera-
tions with equivalent plastic strains overlaid on the corresponding density distribution and
Material B and C volume fraction plots. The evolution of the macroscale density and
equivalent plastic strains shows that the design process attempts to attenuate the plastic
front. In this process, the algorithm pushes more material towards the clamped region,
delaying the yielding in this region. The evolution of the equivalent Material C fraction
156
is particularly interesting. Material C is the stiffest material among the constituents and
shows elastoplastic behavior. Its evolution is heavily influenced by the plastic front, which
eventually reflects in the macroscale density configuration with sharp features.
We compare the optimal configurations from this example with the results of an equivalent
linear elastic design that assumes purely elastic properties of Material C. Figure 7.9 plots
the optimized density and the equivalent volume fraction of Material B and C. Comparing
these plots with Fig. 7.6 and 7.7b, apparent differences can be observed in the optimized
layouts. The plastic design places more material towards the clamped region with clear
features imitating the plastic front, whereas this is missing in the linear elastic design. We
also plot the load-displacement curves for both cases in Fig. 7.10. At the higher load levels,
the load-displacement curves start deviating, and plasticity starts playing a crucial role in
the optimal configurations. We conclude that the linear elastic designs and plastic design
are functionally different, and it is important to consider plastic effects originating from
different scales in biological systems that are expected to develop dissipation-based energy
absorption mechanisms against external impacts.
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Summary and conclusions
In this part, for the first time, we presented novel approaches integrating continuum
micromechanics estimates that can tackle the concurrent material and structure
optimization problems for multiphase hierarchical systems with practically available
computing resources. First, we established the decomposed material and structure
optimization sub-problems for end-compliance minimization problems with an overall elastic
response at both the material and structure levels. Continuum micromechanics estimates
rendered the material optimization as a series of inexpensive “discretization-free” constraint
optimization problems, whose computational cost is independent of the number of hierar-
chical scales involved. We also demonstrated a computationally feasible extension for the
macroscale structure optimization problems with a given elastoplastic hierarchical material
definition. Finally, we derived a non-trivial extension of the concurrent optimization
framework to account for elastoplastic behavior at the material level, building on the
thermomechanical formulation of elastoplasticity. We extensively verified the validity and
efficiency of our approaches with newly defined benchmark problems that, for the first time,




genetic tailoring of cereals
Introduction
In this part, we transfer the developed concepts in the context of biomechanical tailoring
applications involving multiphase plant hierarchical materials. We mainly focus on
improving breeding decisions to target lodging-resistant cereals. Lodging, the failure of
a plant to fully recover after bending, occurs when an extreme force from wind or rain is
applied to the plant. There are two major classifications of lodging. The first is root lodging,
which occurs when the roots fail to be anchored to the soil substrate by either root slippage
or root breakage. The second is stem breakage, which constitutes buckling along any point
on the stem. Lodging is particularly detrimental to the cultivation of cool-season cereals
such as Avena sativa L. (oat) and Triticum aestivum L. (wheat) by causing substantial yield
reductions in the range of 30-90% [22, 189].
Conventional breeding methods are based on identifying traits that strongly correlate with
lodging, mainly through visual inspections on a large number of genetic lines in the field.
Typically, plant breeders identify a basket of potential traits, also called phenotypes, based
on historical data and their experiences. The sufficient variability of these phenotypes is
assumed to exist in the available genetic lines or cultivars of targeted cereal. These traits
are extensively measured and correlated with the field-based visual severity ratings with
suitable statistical tests. Table 7.1 is an example summary of one such experimental study
to breed lodging-resistant oats, conducted by our collaborators D. Jo Heuschele, Kevin
P. Smith and their colleagues from the Department of Agronomy and Plant Genetics, the
University of Minnesota. It is anticipated that a superior combination of traits or ideotype
for lodging-resistant oat can be identified from these correlations. Every entry in this table
is a result of several repetitive measurements on plants that were grown in field at various
location. It is important to note the humongous time and labor costs of such lodging studies.
Often such conventional breeding studies tend to be unreliable and inconclusive in corre-
lating traits with lodging behavior. Reasons include the complex anatomy and morphology
of crops at multiple length scales, the complicated interaction of the traits contributing to
lodging, and environmental factors. This conundrum was summarized by [68] almost 100




















































































































































































































































































































































































































different sorts that no one factor seems to be correlated closely enough with lodging to be of
much value as a selection index.” Therefore, all these traits and their interactions must be
considered for an accurate investigation of lodging resistance. This factor limits the extent
of experimental research, as adding each trait in the experimental basket exponentially
increases the time and labor cost.
In contrast to experiments, computer simulations or so-called in silico experiments have
apparent advantages of the fast and cheap realization of trait parameters on the conse-
quences of lodging behavior [59]. Typically, such simulation models require massive simplifi-
cation to represent nature’s complexities into mathematical formulations. Thus, often these
models are phenomenological and demand massive parametric tuning. We have developed
rigorous and computationally feasible multiscale analysis and optimization tools in previous
parts that are free from such shortcomings. These tools can potentially form the rigorous
basis of simulation frameworks to support breeding decisions to maximize the lodging resis-
tance of cereals.
This part mainly focuses on two objectives. First, we work together with plant scien-
tists to quantify the lodging behavior of wheat and oat from experiment and simulation
viewpoints. Our goal is to establish that the integration of our multiscale material model
based simulations reveals the multiscale origin of failure mechanisms leading to lodging
that would not have been possible with purely experimental approach. Second, we set up
optimization models to understand the self-optimizing mechanisms in plants, building on
the concepts developed in Part II. Our rationale behind this approach is based on the fact
that the biological materials and structures have attained a certain degree of optimality
through evolutionary selection. Therefore, optimized material and structure configurations
via our framework will point towards an ideal crop variety given an evidence supported
assessment of mechanical, physiological, biological, and phylogenetic constraints. In future,
these results will help plant geneticists in searching for more complex combinations of traits
to breed lodging-resistant cereals.
This part is structured as follows. In Chapter 8, we briefly discuss the controlled wind tunnel
experiments with key conclusions to quantify the stem bending behavior of oat and wheat
stems. Later, we demonstrate that our multiscale material model helps understanding the
causal relationship of the observed stem behavior with the physical traits at different length
scales. Reflecting on the mechanistic perspective on the self-adaption, Chapter 9 outlines
the potential of our optimization framework for engineering applications by reproducing




predictive simulations to support
breeding lodging-resistant cereals
We outline a unique opportunity presented by collaborative efforts of researchers from
mechanics and simulation backgrounds with plant scientists in a broader context of breeding
lodging-resistant cereals. Our collaborators Alexander Q. Susko, D. Jo Heuschele,
Kevin P. Smith, and Michele Guala ran comprehensive wind tunnel experiments to
investigate the stem bending behavior of cereals under known aerodynamic forces. However,
a rigorous causal relationship of the observed behavior with the physical traits of the plants
could not be established. We demonstrate that the evidence-supported simulations can
greatly help interpret the experimental results and design future experimental studies with
extensively reduced labor and resource costs.
This chapter is organized as follows: Section 8.1 briefly summarizes the wind tunnel exper-
imental setup and key conclusions to quantify the stem bending and failure behavior of
oat and wheat plants. In Section 8.2, we build and validate a finite element simulation
framework integrating the multiscale material modeling approach developed in Part I to
predict the stem strength behavior of single oat and wheat stems. Finally, in Section 8.3,
we utilize the framework for understanding the causal relationship of the observed stem
behavior in the wind tunnel with the physical traits at different length scales that could
confer lodging resistance for these major cereal crops.
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8.1 Quantification of wheat and oat stem bending behavior
through wind tunnel measurements
Wind tunnel testing of cereal crops offers the opportunity to obtain detailed phenotypes
relevant to lodging resistance that cannot be quantified under typical field conditions. Wind
tunnel testing serves to isolate two aspects of the complicated problem of lodging in cereals:
the estimation of wind-induced forces on the plant that causes stem bending, and the
response of the stems under a known drag force. Controlled wind tunnel testing supported
by advanced video analysis methods quantifies the aerodynamic and bending behavior of
cereal stems with the help of metrics such as plant drag coefficients and the stem deformation
profile. We brief the essential setup and measurement details with key conclusions of the
conducted experimental study. For more details, please refer to the thesis by Alexander
Q. Susko [168].
8.1.1 Details of experimental setup
Four commercial varieties of oat – Gopher, IL078721, ND021052, Reins – and four varieties
of wheat – Linkert, MN113946, Rollag, Shelly – were selected for testing based on their
morphological variability and lodging resistance in field trials. Plants were grown in a
greenhouse until approximately 18 days after all completed heading of the plants.
First, several measurements of plant morphological traits were taken. The heading date
was recorded in the greenhouse as the number of days since planting to time when 50%
of the first panicle or spike emerged. The plant stem strength was estimated using a load
cell mounted to an aluminum bar, measuring the force F required to bend all stems at the
half-height point in one pot to an approximate 50° angle with respect to the ground [190].
The plant height, defined from the base of plant stems to the tip of the tallest panicle or
spike, was measured. For the estimation of leaf and stem biomass, each plant sample was
cleared of its panicles and spikes after the experiment, kept in a dryer at 60°C, and weighed.
Each plant pot was subjected to controlled air flows in the atmospheric wind tunnel of the
St. Anthony Falls Laboratory at the University of Minnesota Twin-Cities. The wind tunnel
is equipped with a 149 kW fan, is a 37.5 m long closed-loop, with a test section of 16 m in
length and 1.7 m × 1.7 m in cross-sectional area. Wind tunnel mean velocity was measured
at a fixed height of 60 cm above the wind tunnel floor using a Pitot tube recording dynamic
pressure and a thermocouple recording air temperature, required for air density estimate.
Each plant was exposed to constant wind velocities of 4, 8, and 12 m/s at consecutive 50
s intervals. The wind tunnel testing protocol consisted of an uninterrupted video of plant
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Fig. 8.1: (a) A snapshot frame of wheat plant under the wind tunnel and (b) masked



































Fig. 8.2: Windward edge profile from masked frame for particular snapshot of recorded
video of wind tunnel experiment. Green dashed line approximates the ellipsoidal trajectory
of point P, initially located at (0,b) where b is half of the total height of plant.
bending and covering the entire sequence of mean velocity variation. Data were averaged
over a one-second window and used to calculate the wind velocity at every second of the
video. Figure 8.1 shows an example of a snapshot of a wheat plant under the wind tunnel
with a masked frame after applying standard image processing operations.
From the captured video, various phenotypes defining the plant bending behavior are
measured. Each frame of the video is masked and points on the windward edge of the
plant are plotted (see Fig. 8.2). These points are fitted to a power-law curve (y = cxd)
that approximates the deformation profile of the stem. This fitted curve avails the bending
angle θ at any instant during the test, as defined in Fig. 8.2. The bending angle at the
maximum wind velocity during the test is denoted as θmax. The stem bending resistance
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4 m/s 8 m/s 12 m/s
Fig. 8.3: Stem bending angle values θ averaged for wheat and oat at each second over the
course of the wind tunnel testing regime. Shaded areas represent 95% confidence intervals
around the mean θ value for each crop at a given second.
under the action of wind drag force is quantified using the coefficient of lodging resistance
CLr introduced by [75]. Previous studies have found a positive correlation between CLr
and the lodging severity observed in the field for different oat varieties [60, 75]. Therefore, it
is anticipated that higher CLr will correspond to the improved lodging resistance of cereals.
CLr is a proportional measure of the amount of torque resisted by a cereal stem during
bending under a known force F . It is calculated as CLr = aF/bx, where a, b and x in
Fig. 8.2 are calculated when θ = 50◦ corresponding to the reference deformation associated
with the measured force F . Similarly, to capture the aerodynamic behavior of stems, the
drag coefficient Cd is calculated as Cd = 2F/ρairv2wA, where ρair and vw are the density and
velocity of air, and A is the effective frontal area at the reference deformation (θ = 50◦)
estimated using video data.
Tables 8.1 and 8.2 summarize the statistical results of this study. The crops, cultivar nested
within crop, and block (position on the greenhouse bench) effects were analyzed using the
analysis of variance (ANOVA) on Cd, θmax, d, and CLr response values using a typical linear
regression model. For crop effects, we present the mean separations according to the least
significant difference (LSD) test with a threshold value for p < 0.05. We calculated Pearson
correlation coefficients among the linear relationships of the physical and video-derived plant
phenotypes using the cultivar averaged values.
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Table 8.1: Mean separation for video estimated parameters between wheat and oat.
Crop Mean Cd Mean CLr Mean d Mean θmax (◦) Mean Recovery θ (◦)
Oat 0.76 0.06∗ 0.63 45.9∗ 4.3
Wheat 0.68 0.13 0.59 53.8 5.19
∗ Asterisk indicates significant differences (p < 0.05) between means in the same column.
8.1.2 Results and conclusions from wind tunnel experiments
The crucial conclusions from these experiments in the light of lodging resistance of cereals
are (1) the individual plant differences dictate the aerodynamic behavior of the cereal crops
instead of the aggregate crop differences, (2) stem bending behavior quantified by CLr and
θmax is significantly stiffer for the wheat samples than the oat samples, (3) the ability to
recover the original configuration after the wind exposure is better in the wheat plants as
compared to the oat plants, and (4) the stem strength and CLr are negatively correlated
with the plant height and biomass in this experiment. We detail these conclusions in the
following discussion.
The statistical test results for the drag coefficients (Cd) implies that the individual plant
differences dictate the aerodynamic behavior of the cereal crops instead the aggregate crop
differences. As assessed in this set of experiments at the reference deformation, the cereal
drag coefficients (Cd) do not vary aerodynamically at the crop (p = 0.79), block (p =
0.71), or cultivar nested within a crop level (p = 0.66) in the ANOVA test. We note that
p < 0.05 indicates a statistically significant difference among data sets. The LSD test results
demonstrates high variability of Cd values within the crops without significantly different
means (see Table 8.1). The mean reported Cd for the wheat samples is 0.68 with 95%
confidence intervals of 0.41 and 0.96. While, Cd for the oat samples is 0.76 with 0.2 and
1.33 as 95% confidence intervals.
The coefficient of lodging resistance CLr representing the stem bending behavior is signif-
icantly higher in the wheat than the oat plants. CLr value at the reference deformation
(θ = 50°) vary significantly among the crops with p = 0.004. However, it does not vary
among blocks (p = 0.26) or among cultivars nested within crops (p = 0.32). The wheat has
a significantly higher mean CLr than the oat according to the LSD test as summarized in
Table 8.1. Stem bending curvature is represented by the power-law coefficient d, and this
is not found to be significantly different between the crops (p = 0.66), blocks (p = 0.4) or
cultivars nested within crops (p = 0.12). Similarly, in the LSD test, mean d coefficients
among the crops are not significantly different at the reference deformation (see Table 8.1).
The bending angle at the maximum wind velocity θmax and the recovery angle after the
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shutting of the wind tunnel fan relate with the response of the cereals stems in extreme storm
events. The oat samples reach a significantly lower θmax and do not recover compared to
the wheat samples. θmax varies significantly between the crops (p = 0.008), while the block
(p = 0.4) and cultivar nested within crop (p = 0.11) effects are insignificant. Also, the wheat
demonstrates a significantly higher mean θmax than the oat in the LSD test. Figure 8.3 plots
the average bending profiles for the oat and wheat samples with the bending angle θ at every
second of the test. The wheat shows a significantly greater θ, especially during the 12 m/s
velocity regime in the wind tunnel in comparison to the oat that indicates a stiffer response
of the wheat. The recovery angle does not vary significantly among the crops (p = 0.11)
or cultivars nested within crops (p = 0.08), but does vary significantly among the blocks
(p = 0.03). The mean recovery angle is higher in the wheat than the oat, though it does
not differ significantly according to the LSD test. Moreover, the recovery angle is notably
higher in the wheat following the cessation of the 12 m/s velocity regime in the wind tunnel
(Fig. 8.3).
Table 8.2: Phenotypic correlation matrix of Pearson correlation coefficients.
1. 2. 3. 4. 5. 6. 7. 8.
1. Cd
2. CLr 0.37
3. θmax 0.13 0.52∗
4. d 0.08 -0.24 -0.02
5. Heading date 0.13 -0.20 -0.31 -0.52∗
6. Stem strength 0.46* 0.94∗∗∗ 0.39 -0.23 -0.01
7. Plant height 0.19 -0.64∗∗∗ -0.57∗∗ 0.11 0.31 -0.44
8. Biomass 0.13 -0.44 -0.37 0.01 0.58∗∗ -0.27 0.75∗∗∗
Significance codes: ‘***’ 0.001, ‘**’ 0.01, ‘*’ 0.05.
Next, we present the correlations across cultivars of the major video derived phenotypes
(CLr, Cd , θmax, and d) with the plant physical traits, including the stem strength, height
and biomass in Table 8.2. The positive correlation of stem strength with both Cd and
θmax implies that a higher wind velocity and drag force is required to achieve the reference
deformation. Stronger cereal stems demonstrates a stiffer response and remain upright
under increased wind drag force [21], which explains the positive correlation between the
stem strength and drag coefficient.
Parameters quantifying stem bending such as CLr and θmax reveals both significant differ-
ences among the crops and their physiological dependencies. CLr and the stem strength are
strongly correlated, as CLr is essentially a scaled stem strength value with respect to the
deformation profile characteristics. The positive relationship between the increased θmax
and CLr is also apparent as upright plants resist a greater proportion of the drag force
168
on the stems. The stem strength and CLr are also negatively correlated with the plant
height and biomass in this experiment. As anticipated, the plant height and biomass are
positively correlated. Taller plants with higher biomass result in higher moments and shear
forces experienced by the bottom internode sections, which lowers the stem strength.
8.2 Multiscale material-model-based finite element
simulations of oat and wheat stems
Conclusions from the wind tunnel experiments lead us to the fact that the wheat stems
response is stiffer than the oat, which eventually results in relatively better lodging resistance
of the former. Beyond these conclusions, we can not confidently determine the causal
relationship of this observed behavior with the physical traits of the plants such as chemical
composition (lignin, hemicellulose, and cellulose content), tissue characteristics (volume
fractions and cell structure of parenchyma, bundles etc.) and plant morphology (internode
height, cross-section details). Adding each trait in the experimental study will lead to
exorbitant labor and resource costs. In contrast, our multiscale material model for plants
developed in Part I presents an opportunity for a physics-based understanding of the origin
of experimentally observed behavior and its quantitative relation with physical traits at
different length scales.
We, first, summarize the essential modeling details of integrating the multiscale material
model into the finite element framework to simulate the single stem behavior of wheat and
oat under the given wind conditions. Later, we validate the simulated deformation profile
and failure behavior with the wind tunnel measurements. This work is done in collaboration
with Svetlana Baranova.
8.2.1 Modeling details
Figure 8.4 outlines the conceptual overview of the multiscale material-model-based finite
element simulation framework of single cereal stems under given wind conditions. In this
figure, the green box summarizes all the input data required for the simulations. This data
comprehensively characterize the single stem physiology that consists of (1) the constituent
materials’ chemical composition, (2) cellular structure and tissue characterization, and (3)
plant morphology, including node, internode, and panicle characteristics. The blue box
contains the prepossessing steps required for the finite element simulations, including (1) the
generation of geometric model and mesh, (2) macroscale stiffness and strength properties,
and (3) applied external wind drag force. Combining all these inputs, we build a finite
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element model for wheat and oat stem in the commercial software ABAQUS (red box).
Later, the simulation results (black box) are analyzed in conjunction with the wind tunnel
experiment results for insights on the multiscale origin of lodging resistance in cereals. All
the data are compiled in Appendix D. Multiscale material model is discussed in detail in
Chapter 4 of Part I. We briefly discuss the other essential components of this framework.
Figure 8.5 illustrates a typical cereal plant anatomy and its schematic description with
the measured plant morphology data, including the length of internodes, cross-sectional
characteristics, and panicle characteristics. The data is compiled in Tables D.3 and D.4 in
Appendix D. To create a geometric model for finite element simulations, we only include
two lowermost internodes, given that stem failures have been generally observed in this
region (see Fig. 8.5c). Node morphology in the model is derived from µ-CT data detailed
in Section 4.1.1. We further assume that the oat and wheat internodes cross-sections are
hollow cylinders with an outer radius as an average radius of the corresponding section.
The rest of the upper plant exerts an external gravitational force equal to its weight Wu,






Liti (2ri − ti)
)
, (8.1)
where g is the gravity acceleration, mp is the measured mass of panicle, ρ is the density of
stem and assumed to be equal to 3× 10−4 g/mm3 for both oat and wheat, Li ti, and ri are
the length, thickness, and average cross-section outer radius of the corresponding section i,
respectively (see Appendix D). In addition, the weight of the modeled part is introduced as
a body force G = ρg. To estimate the wind-induced drag force on the plant, we assume that
only the panicle area contributes significantly and neglect the stem area for the calculations.
This force is approximated via force Fw and moment Mw defined as:
Fw =
1











The symbols in these equations need further explanation: ρa is the air density as 1.225×10−6
g/mm3, Ap is the panicle area, Cd,p is the drag coefficient characterizing the aerodynamic
characteristic of the panicle, vw is the wind velocity, L3 and L4 are lengths of third and
































































































































































































































































































































































































































































































































































































































































































Fig. 8.5: (a) Typical anatomy of a cereal plant, (b) Macroscale geometry of the plant
denoting measured plant morphology traits, and (c) Geometric model utilizing node
morphology from µ-CT data for finite element simulations with applied external forces.
lever-arm of force Fw causing moment Mw.
We build a finite element model for each wheat and oat stem in the commercial
software ABAQUS, discretizing the inner solid core region with twenty-node brick elements
(C3D20R) and the outer shell region with eight-node shell elements (S8R), respectively.
Since the basis functions of the shell conform with those of the solids at the coupling surface,
surface locking between the shell and solid elements is prevented [158]. We assign the calcu-
lated macroscopic elastic stiffness moduli and strength properties for both the solid-pith and
shell region. The bottom nodes of the model are fixed. Load conditions include body force
G, applied through the whole model, and external forces Fw, Wu and moment Mw, applied
to the upper node located at the center of the upper cross-section of the model. We perform
nonlinear finite element analysis using the static-general algorithm in ABAQUS. The model
deformation is computed in two steps: in the loading step, wind force Fw and moment Mw
are gradually increased, simulating loading due to the wind condition. In the unloading
step, they are gradually decreased, simulating the unloading process after wind conditions.
The force Wu remains the same during all two steps.
8.2.2 Model validation with wind tunnel experiment results
We validate our framework by comparing the simulated deformation profile with the exper-
imentally observed one in the wind tunnel (see Fig. 8.6). We extract the deformation
profile from wind tunnel frames in the time interval when the flow velocity was stable at 8
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Fig. 8.6: (a) Observed stem deformation in wind tunnel under wind velocity vw = 8 m/s,







Fig. 8.7: Deformed profiles for both (a) oat and (b) wheat after loading/unloading steps
at limiting wind velocity levels 8.0 m/s and 10.0 m/s, respectively.
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Fig. 8.8: Residual ratio ures/umax vs. wind velocity vw for oat and wheat models with
distinct elastic and elastoplastic regions.
m/s for all oat and wheat cultivar/rep combinations. We convert this data into the mean
deformation profiles with 95% confidence intervals for both cereals (see Fig. 8.6a). All the
required parameters for simulating deformation profile under given wind velocity are listed
in Appendix D except the drag coefficient for panicle Cd,p in (8.2). In general, the drag
coefficient is not an absolute constant for a given body. It varies with the wind velocity
and transient shape characteristics. We assume Cd,p = 0.5 close to the drag coefficient of a
vertical cylinder in crossflow for simplification. The simulated deformation profile for the
wind velocity vw = 8 m/s is superimposed on the observed deformation profiles in Fig. 8.6c.
The comparison demonstrates that the simulations sufficiently predict the observed defor-
mation profiles under the given wind conditions.
Next, we investigate the failure behavior of both wheat and oat stems. We simulate multiple
scenarios for wind-induced drag force levels corresponding to the wind velocity vw experi-
enced in the wind tunnel. As mentioned, the simulations are performed in two steps:
the loading step and unloading step. Variables umax and ures are introduced as maximum
absolute values of displacement of the upper nodes of models after loading and unloading
steps, respectively. If the stem recovers to its initial position, that is ures = 0, the stem
remains in the elastic range with no material damage or plastification for this wind velocity
level. Whereas, a nonzero residual displacement after unloading (ures 6= 0) implies the
elastoplastic behavior of the stem with permanent material damage.
Figures 8.7 and 8.8 illustrate the relative differences in the failure behavior of wheat and
oat stems. We define a residual ratio corresponding to wind velocity vw as ures scaled with
respect to umax, that is, ures/umax. We simulate both stems for wind velocity levels until the
residual ratio ures/umax reaches 0.3, which we define as the maximum wind-induced drag
force endured by them stems before failure. This limiting wind velocity level is 8.0 m/s for
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(a) (b)
Fig. 8.9: Distribution of plastic strain (PEMAG) among (a) oat’s stem after unloading
step (vw = 8.0 m/s) and (b) wheat’s stem after unloading step (vw = 10.0 m/s).
oat and 10.0 m/s for wheat. Figure 8.7 shows the deformation profiles for both cereals after
loading/unloading steps for these wind velocity levels with ures and umax values. Figure 8.8
plots the residual ratio ures/umax, with applied wind velocities vw. The figure also points
to two distinct regions denoting the elastic and elastoplastic response of stems against the
applied wind load. This plot can also be interpreted as a representative load-displacement
curve, where the residual ratio is the characteristic displacement and the wind-induced drag
is the characteristic force.
It is clear from these figures that the wheat stem fails at a higher wind velocity level as
compared to the oat stem. Moreover, the recovery at the same level of wind velocity is better
for wheat than the oat. These graphs also agree with the experimental results summarized
in Fig. 8.3. The oat samples experienced permanent damage during the 8 m/s wind velocity
regime with little recovery after the wind tunnel was switched off. The simulated limited
value 8.0 m/s falls within this velocity regime. While, the wheat samples did not show any
visible damage and exhibited better recovery after withstanding maximum wind velocity of














Fig. 8.10: Ovalization of cross-section with associated stiffness parameters.
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(a) Oat Micro-CT images (b) Wheat Micro-CT images
Fig. 8.11: Micro-CT investigations into the (a) oat and (b) wheat samples after
loading/unloading process, demonstrating evident cross-section ovalization and material
damage in oat, as compared to wheat.
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8.3 Simulations driven insights into the origin of stem
deformation and failure behavior
The integrated multiscale material model presents an opportunity to explain the origin of the
overall stiffer response of wheat that leads to its lodging resistance. A careful investigation of
parameters characterizing the hierarchical structure of oat and wheat reveals two important
differences: (1) the lignin percentage in the cell wall material in wheat is higher than the
oat (see Table D.1), and (2) the cell wall fraction in parenchyma tissues of the wheat stem
is higher than that of oats (see Table D.2). These differences lead to the stiffer and stronger
soft-pith region in wheat compared to oat, which is evident from the calculated stiffness
and strength parameters. In particular, the transverse stiffness and strength (E1, E2 and
σ11, σ22) are significantly higher in wheat than oat. The other important distinction in
the plant morphology of both cereals is that the first internode cross-section in wheat is
almost solid with no hollow space (see Table D.3). The shear forces and moments generated
by external forces are higher in the lower part of the plant and, therefore, require a stiffer
response. The plant morphology characteristics and the stronger solid-pith in wheat ensured
this stiffer response.
The recovery of cereals to the original position following wind exposure is crucial from a
lodging resistance perspective. The amount of recovery relates to the extent of material
damage at the tissue level. Cereals can heal the tissues after the damage. Therefore, if
the material damage is limited, the stem heals to the original strength, contributing to its
lodging resistance. Plastic strain profiles in Fig. 8.9 represent the extent of material damage
in both wheat and oat. The nodal region near the first internode is particularly important.
The plastic strains are concentrated in the region just below the first node in the oat stem,
which encompasses the local material damage. All the oat samples in the wind tunnel
report such damage in the first internode. In the wheat stems, however, the plastic strains
are distributed along the first internode region, avoiding any significant localized material
damage. This optimal distribution in wheat results in better recovery and, hence, better
lodging resistance than the oat.
The origin of these distinct mechanisms in oat and wheat lies in the underlying physics
at different length scales in their hierarchical organization. The strength of both soft-pith
and outer-shell regions results from the yielding of lignin in the cell wall material. Higher
parenchyma cell wall fraction and lignin percentage in wheat result in the transverse stiffness
and strength parameters three times compared to oats. The localized material damage is
initiated by the ovalization of a plant’s cross-section. Figure 8.10 visually explains this
ovalization process of stem cross-section with the associated stiffness parameters. With
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comparable axial stiffness E3, the solid-pith’s transverse stiffness (E1 = E2) dictates the
ovalization induced material damage. Thus, the reduced transverse stiffness and strength of
the soft-pith region in oat facilitate the ovalization with limited prevention of local material
damage compared to wheat.
The Micro-CT investigations also support these insights into the stem samples after the
loading/unloading process (see Fig. 8.11). Oat and wheat internode samples were subjected
to displacement-controlled loading using a universal testing frame (MTS Instron 858 Mini
Bionix II) with a 500 N load cell. Once the specimen lost its structural integrity, the force
began to decrease. Thereafter, we unloaded the specimen and imaged the loaded area using
a Micro-CT machine. Figure 8.11a shows a clear ovalization of the oat cross-section as
compared to wheat. A closer look at these images reveals the ruptured tissues in the oat
cross and transverse section views at multiple places. However, the wheat images show an
intact cross-section with no visible damage to the soft-pith material. This visual evidence




through concurrent material and
structure optimization concepts
In the previous chapter, we substantiated the benefits of multiscale material-model-based
simulations in interpreting the experimental results for improved breeding of lodging-
resistant cereals. The multiscale analysis enables us to understand the origin of existing
observed failure mechanisms that help future breeding decisions. However, predicting an
ideal lodging resistant variety, in a brute-force sense, requires testing all possible combina-
tions of traits or design variables. This leads to computationally prohibitive costs since the
number of design variables is exorbitant for this application. Therefore, a rational design
strategy is required for predicting complex combinations of traits that could lead to an ideal
lodging-resistant variety.
In this chapter, we demonstrate the potential of our optimization framework to overcome the
mentioned challenges and in reproducing the naturally existing self-adapting mechanisms
in plants. Conceptually, we start from the fact that biological materials and structures have
attained a certain degree of optimality through evolutionary selection. The optimized config-
urations from our framework should point towards the ideal plant configuration for intended
applications. We introduce two prototype examples, involving bamboo and cereal stems,
as a template to rationally understand the adaptive mechanisms utilizing the optimization
framework developed in Part II.
This chapter is organized as follows: Section 9.1 is a perspective note that examines self-
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adaption and growth from a mechanical optimization viewpoint. In Section 9.2, we set up an
end-compliance type problem for the hierarchical optimization of bamboo. Section 9.3 works
towards finding traits for lodging resistant cereals by reproducing dissipation mechanisms
in the node regions via our optimization framework.
9.1 “Newtonian” perspective on self-adaption of biological
systems
A mechanical perspective of growth or self-adaption in biological materials, in the case of
bone, can be traced back to Wolff to almost 130 years back in 1892 [192]. Wolff took
inspiration out of Culmann‘s, a civil engineer, graphical statics [42] and compared the
alignment of the cancellous tissue of the human femur with the stress trajectories of a
curved crane-like beam. He concluded that the similarity in patterns could not be coinci-
dental, and the mechanical load applied to living bone influences the structure of bone
tissue. He himself nicely summarized this argument as (from the translation [193] of the
original paper [192]): “Thus the law of bone remodeling is the law according to which alter-
ations of the internal architecture clearly observed and following mathematical rules, as
well as secondary alterations of the external form of the bone following the same mathe-
matical rules, occur as a consequence of primary changes in the shape and stressing or
in the stressing of the bones.” This statement of Wolff or often stated as “Wolff’s law”
has formed the foundation of research in paleontology, bio-archaeology, and bone remod-
eling to this date [154]. Similar mechanical, or say “Newtonian,” principles have been
the starting point for studying growth/self-adaption in other biological systems, including
tumor tissues, cardiovascular systems, and plants [8]. We emphasize the striking parallels of
Wolff‘s statement with overarching goals of our concurrent material (internal architecture)
and structure (external form) optimization of multiphase hierarchical systems.
Several studies, however, in recent decades have criticized and questioned Wolff’s premises of
mathematical (or mechanical) treatment of self-adaption and remodeling [23, 41, 43, 142].
These criticisms have started vigorous debates on approaching growth and self-adaption
research, and biologists and mechanists happen to differ substantially. These different
viewpoints are well reflected in the articles titled "The ‘Law of bone transformation’: A
case of crying Wolff?" by Bertram & Swartz [23] and "The law of adaptive bone remod-
eling : A case for crying Newton?" by Huiskes [100] arguing from biology and mechanics
perspective, respectively. These articles are captivative reads, as the titles suggest, to
understand both the viewpoints. In summary, broad criticisms by biologists are (1) the
Wolff law is an oversimplification to understand adaption and growth, (2) it does not offer
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any explanation on the biological mechanisms behind adaption, and (3) the growth and
adaption can be explained by other non-mechanical causes. Mechanists counter argue that
if the consistent set of assumptions or “Algorithm” led to useful predictions or answers,
even the intrinsic validity of assumptions are not well understood with the current state of
knowledge, Algorithm holds a substantial value.
We delve into more details on the key concerns of biologists on this issue following [44].
The reason for divergences in the observed growth behavior from purely mechanics-based
predictions is that the living biological system has to satisfy many non-mechanical and
phylogenetic constraints while optimizing its mechanical response. These constraints could
be so overwhelming that the observed morphology may be far from the mechanically “ideal”
configuration. The non-mechanical constraints include reproductive, food, functional, and
physiological demands of the biological system. These demands essentially reflect in the
chemical reactions happening at the cellular and molecular levels. These reactions happen
close to the chemical equilibrium. This requirement essentially limits the rate of change
of material characteristics from an energetic perspective. This also explains the often used
rate of strain energy (or strain) based phenomenological models in the growth literature.
Evolutionary history or “phylogeny” of a biological system constrains the extent of possibil-
ities for mechanical optimization of the system. Natural selection works step-by-step, and
every modification must be immediately better to the existing system; otherwise, it will
not survive (survival of the fittest). In the mechanistic language, if a system is currently
at some point in a fitness hyperspace defined in terms of possible genetic variables, the
natural selection in the next step will push the current state up the steepest possible slope
in this hyperspace. It implies that the biological systems seek the immediate local optimum
in each natural selection step and can not moves towards a global optimum from these
local optimum states. Therefore, the current state of a biological system is achieved by a
series of humongous local optimization problems, which does not necessarily lead to a global
optimum. This restriction explains why biological systems are not mechanically “ideal.”
Keeping both perspectives in mind, we insist on the relevance of a broader "Newtonian" or
mechanistic view in the study of adaption mechanisms in biological materials. However, we
emphasize the importance of considering the non-mechanical and phylogenetic constraints
in the representative predictions of growth and adaption. We have examined the energetic
perspectives of these constraints and believe that our optimization framework in current
form or with relevant changes can rationally integrate them, given the evidence-based
quantification of these constraints. For instance, the non-mechanical constraints can be
quantified in terms of the tissue material fraction satisfying its intended biological purpose
and can be integrated as bounds in material optimization problems. Similarly, phylogenetic
constraints can be reflected in the choice of optimization methods that force the design
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variables to reach the nearest local optimum. We emphasize that the collaborative efforts
by the experimental biologist and computational mechanists will improve the understanding
of growth, and both viewpoints will eventually converge.
In this chapter, we introduce two prototype examples involving bamboo and cereal stems
as a first step to outline a broader approach to understand self-adaption mechanisms at
multiple length scales in plants utilizing our optimization framework. In addition to incor-
porating discussed constraints, the computationally tractable multiscale analysis represents
a main challenge for any optimization framework to approach these problems [36, 149, 153].
We have established that our optimization framework is capable of handling these compu-
tational challenges. We believe that our framework presents a promising opportunity to
study growth and adaption and especially their relationship with the lower length scales,
which is currently missing in the literature. We note that we, by no means, claim to answer
all the raised concerns in this chapter. However, these examples can be work as a template
on which detailed models can be built in the future.
9.2 Hierarchical optimization of bamboo culm
In this section, we demonstrate the potential of our end-compliance based optimization
framework developed in Chapter 5 to explore the self-adapting mechanisms for bamboo
materials. Bamboo does not show secondary growth of tissues and therefore heavily relies
on microstructure optimization at the material level [7, 116]. Figure 9.1 illustrates that
microimaging results confirm the functional optimization in bamboo materials at different
length scales [49, 121]. In Chapter 3, we have developed and validated a multiscale material



















Fig. 9.1: Macroscale anatomy of bamboo with microstructure details through scanning
electron microscopy images. The images are reported by Mannan, Knox and Basu [121]
and reproduced with kind permission from Royal Society Publishing.
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framework to reproduce the self-optimizing mechanisms in the natural hierarchical system
of the bamboo culm. Please refer to Chapter 5 for the detailed meaning of each symbol.
Figure 9.2 summarizes the resulting hierarchical optimization problem. We assume that
bamboo culm adapts itself to optimally resist bending caused by lateral wind loads. We
model one quadrant of the bamboo cross-section under symmetry boundary conditions and
apply linearly varying radially symmetric axial strains. The outer and inner radius of the
quadrant are 90 mm and 72 mm. This strain distribution is equivalent to the combination
of pure bending caused by lateral wind from each direction. With known axial strains and
zero out-of-plane shear strains, the problem can be reduced dimensionally such that only
in-plane displacements and strains are unknown. Thus, the quadrant is discretized with a
90 × 13 mesh of 4-node quadrilateral generalized plane strain elements, where the aspect
ratio of each element is as close to one as possible.
We refer to Section 3.3 for further details on the multiscale characterization and homoge-
nization of the elastic properties of bamboo culm. In the current model, we assume that
the cell wall fraction φpar(x,j)wall in the parenchyma tissues, the fiber fraction φ
x,j
fib in the
vascular bundles, and the vascular bundle fraction φx,jvb at the cross-section scale are the
microstructure design variables at each Gauss point in the domain. Bamboo is a transversely
isotropic material, being isotropic in the cross-sectional plane. The macroscale homogenized
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Fig. 9.2: Model problem for the hierarchical optimization of bamboo culm.
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Fig. 9.3: Optimized material distribution and microstructure configuration for the bamboo
culm example.
Here, Cpar and Cvb are the homogenized stiffness tensors of parenchyma tissues and vascular
bundle tissues, calculated following (3.6) and (3.8).
We write the discretized optimization statement of the material optimization sub-problems
for the bamboo example following (5.14):




: 12E : Csec(φ
par
wall, φfib, φvb) : E






φminfib ≤ φfib ≤ φmaxfib
φminvb ≤ φvb ≤ φmaxfib ,
(9.2)
where ρ is the given macroscale dry density for the relevant finite element. ρwall and
ρfib are the density of cell wall materials and sclerenchyma fibers. The first statement in
the constraints simply connects ρ with the microscale design variables through the rule of
mixture. This optimization problem is a constraint optimization problem with nonlinear
equality constraint. We utilize the Sequential Least Squares Programming (SLSQP) method
implemented in the SciPy library to solve this problem.
The bounds on the design variable in (9.2) reflect non-mechanical constraints. In bamboo
plants, parenchyma tissues and xylem-phloem vessels are responsible for food storage and
nutrient-water transport, respectively, and are therefore required to be built in for functional
reasons. We incorporate this biological constraint by adopting the bounds on these volume
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fractions that are experimentally reported in [49] in the material optimization problem.
These bounds for φparwall, φfib, and φvb are [0.18, 0.22], [0.70, 0.95], and [0.15, 0.60], respectively.
The structure optimization problem to obtain the optimal material density distribution is
rewritten following (5.11) as:
min
ρ
: fc(ρ) = ūTKoptū











ρj |Ωj | = Mreq = ρavg × |Ω|
ρj ∈ [ρmin, ρmax], ∀j = 1, 2, ..., Ne .
(9.3)
At the structure scale, the total amount of material is restricted by the reported average
density ρavg. We interpret this constraint as the limitation posed by the available biological
energy required in the synthesis of biomass per unit volume in the bamboo plant. The
sensitivity analysis for the macroscale design update follows from Section 5.2.4. The first
















The derivative of Csec with respect to microscale design variables at the material level
is evaluated using finite difference approximations. The move parameter µ, the damping
parameter η, and the design sensitivity filter radius rmin for macroscale design update are
0.02, 0.5, and 0.01.
Figure 9.3 illustrates the optimized material distribution at the structure scale and the
optimized material microstructure configuration, both obtained with our framework. The
optimum density distribution exhibits a strong gradient towards the outer part of the cross
section, which is in agreement with the engineering intuition and consistent with exper-
imental observations. Figure 9.3 also plots the optimized mesoscale morphology along a
radial strip of eight 4-node elements. The yellow color represents the parenchyma matrix,
and the area of blue circles represents the optimized volume fraction φvb of vascular bundles
at a particular location. We also plot the optimized vascular bundle morphology at two
locations, showing different fiber volume fractions φfib. The obtained radial trends for the
microscale design variables follow the trends experimentally reported in [49]. We, therefore,
conclude that our framework can quantitatively predict the functional organization and
self-adapting mechanism for this natural hierarchical system.
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9.3 Treating genetic tailoring of cereals as an optimization
problem
In this section, we approach the problem of finding suitable traits to breed lodging-resistant
cereals from a concurrent material and structure optimization viewpoint. In the last chapter,
we observed that the node regions are of particular interest from a macroscale mechanical
behavior perspective. The plant stems are slender and susceptible to local buckling. From
the structure mechanics standpoint, these nodes act as shear stiffeners in a cereal stem
structure and increase the resistance to local buckling substantially. However, the nodes
become a preferred region for stress concentrations resulting in the macroscopic failure
initiated by elastoplastic material damage near node regions, as concluded in the previous
chapter. We investigate the self-adaptive dissipation mechanisms in cereal nodes utilizing
our optimization framework presented in Chapter 7.
We summarize the model prototype problem for the hierarchical optimization of a cereal
node region in Fig. 9.4. We take the length and height of the macrostructure domain as 10
mm and 5 mm, typical to a node dimensions. The left edge is completely fixed, and the right
edge is controlled to ensure that the displacement in the X direction is fixed. The prescribed
displacement loading in the Y direction on the right edge at all the nodes on the boundary
is equal to u∗ = 0.4 mm. The displacement load u∗ = 0.4 mm is reached in four loading
time steps with constant load increments of ∆ūE = 0.1 mm. We discretize the macroscale
structure with a 60×30 mesh of 4-node quadrilateral elements. This macrostructure model
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(b) Equivalent plastic strain distribution.
Fig. 9.5: Final design of the cereal node region with equivalent plastic strain distribution
for total prescribed displacement load of u∗ = 0.4 mm.















(d) Design iteration no. 24
(c) Design iteration no. 32 (f) Final design
Fig. 9.6: The evolution of macroscale density configuration with design iterations with




We integrate the multiscale material model for homogenized elastic and limit state
properties of cereal stems developed in Chapter 4. The dense epidermal layers or outer-
shell primarily perform various non-mechanical biological functions such as protecting
against the insects, regulating gas exchanges, and metabolism. Thus, it is not included
in the current model and only solid-pith is considered for the hierarchical optimization.
The microstructure design variable mx,jn+1 consists of the cell wall fraction φ
par(x,j)
wall,n+1 in the
parenchyma, the fiber fraction φx,jfib in the vascular bundles, the vascular bundle fraction
φx,jvb in the solid pith, and the orientation θ
x,j
n+1 of the anisotropy axis of the solid-pith from
global X direction (see Fig. 9.4). We again note that the subscript index (n + 1) denotes
the time increment, and superscript index (x, j) denote the Gauss point index x in element
j.
The macroscale homogenized stiffness tensor C in global co-ordinate system as a function
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Fig. 9.7: Optimal microstructure configuration at different scales for total prescribed







Here, Cpar and Cvb are the homogenized stiffness tensors of parenchyma tissues and vascular
bundle tissues in the solid-pith region, calculated following (4.4) and (4.6). Composition
of all other RVEs in the multiscale material model of cereal stems is considered constant,
and model parameters corresponding to Gopher oat variety are used in this example. T is
a standard rotation matrix used for tensor transformations.
Lignin exhibits elastoplastic material behavior at the constituent level, and the macroscale
limit state point corresponds to the yielding of lignin. For the solid pith, both parenchyma
and vascular bundle branches have lignin at the lowermost cell wall material levels.
Therefore, the yielding of lignin within any one of parenchyma or vascular bundle tissues
determines the elastic limit state of the soft-pith material (see Section 4.2.3). However, the
resulting macroscale yield criterion loses the general quadratic form, and the simplifications
outlined in Section 7.4.2 are not valid. In this prototype model, we assume that only lignin
in parenchyma cell wall material is elastoplastic (see Fig. 9.4). In this case, the macroscale
homogenized yield criterion reads as:
F(τ ,mx,jn+1) =







With these definitions in hand, we write the material optimization problem for Gauss point
x inside element j for (n+ 1)th load increment following (7.36) as:
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where ρj is the given macroscale dry density for the finite element with index j. The
first two lines in the constraints definition define the microstructure dependent constitutive
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vb,n+1 are [0.01, 0.38], [0.75, 0.90], and [0.01, 0.16], respectively.
The upper bound reflects the measured microscale parameters reported in Table B.1 and
D.2. We note that the bounds remain constant with time increment, which implies that
the definition of admissible set Ead remains unchanged throughout loading history. This
is an important condition for the discussed simplifications in Section 7.4.2. Please refer
Section 7.4 for the algorithmic treatment of the material problem.
The structure optimization problem maximizing mechanical work expended during the
course of deformation follows from (7.32) as:
max
ρ





(f extn+1 + f extn )T ∆ūn+1




ρj |Ωj | = Mreq = ρavg × |Ω|; ∀n = 1, 2, ..., nload − 1
ρj ∈ [ρmin, ρmax], ∀j = 1, 2, ..., Ne.
(9.8)
The symbols and definitions in this equation are analogous to (7.32). The total amount of
material is restricted by the reported average density ρavg = 0.30. Readers are advised to
follow Section 7.5 and Algorithm 5 for details of sensitivity analysis and implementation.
The move parameter µ and the damping parameter η are set to 0.02 and 0.5. The filter
radius rmin is reduced linearly from rmin = 15le to rmin = 4le following Section 7.6.
Figures 9.5 and 9.6 illustrate the final macroscale density with the equivalent plastic strains
and the evolution of optimization process. The macroscale design algorithm takes 38 density
updates to converge to the final design. In the optimal layout, the branches from the left
internode converge into the central node region and the branches of the right internode
emerges. Similar node morphology has been observed in micro-CT images reported and
discussed in Section 4.1.1. Moreover, [70] reported such observations from microimages for
wheat nodes too. The plastic strains are concentrated in the ends and middle region due to
the anticipated high shear deformations. The optimal density layout puts material in areas
to attenuate plastic fronts, which can also be observed in the design evolution history in
Fig. 9.7. This again emphasizes the role of plastic front in the optimal structural layout.
Figure 9.7 plots the optimal microstructure configuration at different scales at the final
load level. At the mesoscale, the material orientation aligns with the largest principal stress
direction. The material orientation follows the stress flow direction in the main branches,
while the morphology is more complex in the central node region. We also plot the optimal
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configurations at lower material scales in the main branches. These results indicate the
choice of a stronger solid-pith material for the optimal mechanical response, which we
concluded in the previous chapter.
These optimized hierarchical configurations can be interpreted as “ideal” cereal node
morphology and support the search for physical traits that could improve lodging response.
The biological materials have attained a certain degree of optimality through evolution,
and the resistant varieties will point towards this configuration. For instance, the varieties,
which are closer to the optimal configuration φparwall = 0.38, φfib = 0.90 and φvb = 0.16, are
anticipated to be lodging resistant. We can observe this fact in our comparison of wheat
and oat stem in the previous chapter, where the wheat stems with a higher cell wall fraction
in the parenchyma section lead to a stiffer and stronger solid-pith conferring better lodging
resistance. We note that, at this moment, we do not have hard experimental evidence for
accurately quantifying the non-mechanical constraints, which calls for a collaborative effort
with plant scientists. However, we establish that the study of self-adaptive mechanisms in
the context of biotailoring applications with hierarchical plant materials is computationally
feasible with our optimization framework.
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Summary and conclusions
This part outlined the potential of our multiscale analysis and optimization methods
in approaching a real-world application in the particular context of improving breeding
decisions to target lodging-resistant cereals. We established that the multiscale-model-
based finite element simulations combined with the controlled wind tunnel experiments
provide important insights on the lodging behavior and its relation with the physical traits
of the plant. The experimental observations support the conclusion that the wheat stems
response is stiffer than the oat, based on the measured phenotypes. These conclusions
were in agreement with the relatively better lodging resistance of wheat as compared to
oat. However, these observations do not in themselves establish causal relationships of this
observed behavior with the physical traits of the plants. In future, the validated finite
element simulation framework can be extended for
Conventional lodging studies, for instance the wind tunnel experiments in this case, only
focused on statistically relating lodging behavior with a limited number of easily measurable
traits. On the contrary, our simulation framework comprehensively includes chemical
composition (lignin, hemicellulose, and cellulose content), tissue characteristics (volume
fractions and cell structure of parenchyma, bundles), and plant morphology (internode
height, cross-section details). This feature of our simulation framework directed us to
conclude that the distinct physiological differences in the hierarchical organization of wheat
and oat stems resulted in their wide differences in lodging resistance. In future, the validated
finite element simulation framework can be extended for “a-priori” predictions of certain
traits, enabling a full simulation of plant-wind interactions in silico from genetic sequences
to aid in the selection of lodging resistance in cereals and other crops. The gained insight
from these simulations will help in devising breeding strategies for lodging-resistant cereals
reducing time and labor costs.
Reflecting on the mechanical perspective on self-adaption, we applied our optimization
framework to simulate self-adapting mechanisms in plant structures with a focus on bamboo
and oat stems. To this end, we integrated our multiscale material models within our
concurrent material and structure optimization approaches. We also emphasized that our
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framework can incorporate the non-mechanical constraints as bounds on in the material
optimization problem. We demonstrated that the resulting optimum design identified by
our framework corresponds to material configurations at different scales that are observed
in nature. We believe that our analysis and optimization framework provides an oppor-
tunity for collaborative efforts among experimental biologist and computational mechanists
to unravel self-adaption mechanisms in plants. These insights could offer input to breeding
efforts to find more complex combinations of traits that are important for improving lodging
resistance, but have not been identified yet.
193
Chapter 10
Thesis conclusion and outlook
This thesis has presented the computationally feasible and accurate multiscale analysis
and optimization methods that form a rigorous foundation for the study of multiphase
hierarchical systems. Broadly speaking, the thesis has developed evidence-supported multi-
scale material models for plants, established rigorous foundations of the efficient concurrent
material and structure optimization framework, and applied these concepts for real-world
application to support the breeding of lodging-resistant cereals. Part I, II, and III dealt
with these objectives, and key conclusions are reported at the end of each part. Here, we
summarize these developments in a broader perspective of multiphase hierarchical systems.
The key feature of our multiscale approach is that all the model inputs have a strong
physiological basis in the hierarchical organization of plants, and the model is free from
empirical parameter tuning. This feature has enabled us to quantitatively understand the
multiscale origin of macroscale properties, which otherwise would have been not possible.
We have also outlined the experimental characterization for mining these model inputs with
an example of oat stems using chemical analysis and advanced microimaging techniques
such as transmission electron microscopy, scanning electron microscopy, light microscopy,
and micro-CT scans. Given the fast progress in microimaging techniques, this multiscale
approach can serve as a template to characterize and model other multiphase hierarchical
materials, including bones, organs, rocks, and concrete.
The computational cost of our concurrent material and structure optimization framework
does not explode exponentially with the number of hierarchical scales. For the first time,
this property has enabled us to optimize multiphase hierarchical systems with several
material scales. The framework is developed to understand the self-optimizing mechanisms
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in biological materials and promises excellent potential in this line by reproducing these
mechanisms in plants. However, the framework is general and can be seamlessly transferred
to other applications involving multiphase hierarchical materials, for instance 3D printing
of civil structures using concrete[80, 135].
This thesis also instantiates unique opportunities presented by collaborative efforts of
researchers from computational mechanics backgrounds with life sciences to address
important applications involving biological materials. In particular, this work helps
rationalize decision-making in the breeding efforts of lodging-resistant cereals that can
reduce labor and resource costs. Broadly speaking, this work establishes the impor-
tance of integrating simulations with conventional experimental approaches to address
complex biological systems for a broad class of applications. We believe that this line
of research could open up new possibilities for other bioengineering applications such as the
efficient conversion of crop residues to biofuel, paper, and textile, biomedical applications
through multiscale bone remodeling simulations, and fabrication of bioinspired engineering
materials.
We think that the methods developed in this thesis are stepping stones towards the rigorous
and rational studies of multiphase hierarchical systems. However, many questions are yet
to be answered, and this work opens a number of opportunities for future research. Here,
we discuss few directions and some initial thoughts.
↪→ The multiscale material models developed in Part I are mainly valid for a small strain
tensor assumption. We have successfully extended our formulation to account for
the small strain-based elastoplastic effects originating from microscales for macroscale
properties. However, continuum micromechanics can not include highly nonlinear
phenomenons such as fracture and finite strain plasticity effects happening at the
microscales. One possible solution is to solve the relevant RVE within the computa-
tional homogenization paradigm while remaining RVEs continue to be homogenized
using continuum micromechanics. Such a hybrid approach can enable us to include
these highly nonlinear effects without compromising computational feasibility.
↪→ The current development of the material and structure optimization framework in
Chapter 7 only includes a general quadratic form of macroscale failure criterion, which led
to the series of simplifications in the material optimization problem from an implemen-
tation viewpoint. The quadratic form is the result of assuming von Mises failure criterion
at the constituent level. In many multiphase hierarchical systems, inelastic effects origi-
nating from microscale may be well captured by other failure criteria. Moreover, current
development considers the macroscopic response as ideal elastoplastic with no hardening.
Both hardening effects and general failure criterion at microscales can be accounted for
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within the continuum micromechanics. The transformation field analysis summarized
in Chapter 1 is particularly promising in this context. Our optimization framework is
general, and these aspects can be incorporated with proper modifications in the solution
strategy of the material optimization problem.
↪→ For the target application of lodging-resistant cereals, the proposed optimization
framework needs further theoretical and implementation developments. From a modeling
perspective, the cereal stems are anticipated to check the stability failure at the structure
level. This requirement can be achieved by adding a constraint on the buckling load factor
in the structure optimization problem of our framework. The buckling load factor can be
computed using linearized buckling analysis [56, 201]. Despite the computational advan-
tages achieved through continuum micromechanics, high computational cost remains a
potential bottleneck for three-dimensional path-dependent optimization problems such
as for our intended application. In our framework, the material optimization problem
at each Gauss point and the sensitivity analysis in each element are fully decoupled,
therefore, enabling straightforward parallelization on a GPU or multi-threaded CPU
architecture. The macroscale structure problem can be handled via efficient data struc-
tures, fast iterative solvers, and preconditioners to solve the resulting linearized algebraic
equations, provided through the open-source library PETSc. We plan to exploit these
properties in transferring our developments to an efficient high-performance computa-
tional setting with proper parallelization and memory usage.
↪→ We reflect on the mechanical or “Newtonian” perspective on the functional adaption and
growth of biological systems in Chapter 9. We emphasize an encouraging and natural fit
of our optimization framework with the energetic descriptions of experienced mechanical,
non-mechanical and phylogenetic constraints. A possible close connection between the
computational growth and adaption approaches and structure optimization has been
outlined in the past [8, 144]. However, this connection has not been explored rigorously
to date. We think that the overall structure of our framework is suitable for building a
growth and adaption framework in a material and structure optimization paradigm. An
apparent advantage is the possible seamless connection of the macroscale constitutive
and growth evolution equations with the underlying microscales.
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Appendices
A Complete data sets to compare modeling and
experimental results for bamboo culms
In the following, we report additional data for comparison of experimental stiffness and
strength results with model predictions, along with measured and model parameters. Please
see Section 3.5.1 for further details.
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Table A.1: Axial stiffness modulus: experimental results Eexp versus model predictions Eest =
1/C−1sec,33, along with measured and model parameters.










0.08 0.421 0.10 0.73 3.78 0.10 0.73 0.36 4.88
0.12 0.427 0.11 0.74 6.47 0.11 0.74 0.36 5.01
0.14 0.432 0.11 0.74 3.82 0.11 0.74 0.36 5.01
0.30 0.468 0.15 0.78 4.33 0.15 0.78 0.36 6.36
0.35 0.484 0.16 0.79 5.00 0.16 0.79 0.36 5.72
0.35 0.492 0.17 0.80 5.08 0.17 0.80 0.36 5.88
0.55 0.553 0.22 0.83 6.72 0.22 0.83 0.48 7.84
0.58 0.566 0.23 0.84 6.33 0.23 0.84 0.48 8.08
0.60 0.577 0.24 0.85 6.95 0.24 0.85 0.48 8.33
0.75 0.659 0.31 0.88 10.62 0.31 0.88 0.75 13.93
0.80 0.694 0.34 0.89 12.18 0.34 0.89 0.75 15.03
0.85 0.726 0.36 0.90 15.30 0.36 0.90 0.75 15.83
Internode number 11
0.14 0.435 0.12 0.74 5.57 0.12 0.74 0.36 5.12
0.15 0.438 0.12 0.74 4.68 0.12 0.74 0.36 5.12
0.15 0.440 0.12 0.74 5.34 0.12 0.74 0.36 5.12
0.37 0.506 0.18 0.79 7.84 0.18 0.79 0.48 6.92
0.39 0.515 0.19 0.80 7.65 0.19 0.80 0.48 7.14
0.40 0.521 0.20 0.80 6.60 0.20 0.80 0.48 7.31
0.57 0.604 0.27 0.84 9.68 0.27 0.84 0.48 8.82
0.59 0.619 0.28 0.84 10.34 0.28 0.84 0.48 9.01
0.64 0.654 0.31 0.86 11.94 0.31 0.86 0.48 9.73
0.82 0.813 0.44 0.90 17.48 0.44 0.90 0.75 18.45
0.83 0.814 0.45 0.90 18.02 0.45 0.90 0.75 18.78
0.85 0.844 0.47 0.90 20.24 0.47 0.90 0.75 19.43
Internode number 14
0.11 0.432 0.11 0.74 5.92 0.11 0.74 0.36 5.01
0.13 0.435 0.12 0.74 5.30 0.12 0.74 0.36 5.12
0.16 0.445 0.13 0.75 5.15 0.13 0.75 0.36 5.26
0.33 0.502 0.18 0.78 5.58 0.18 0.78 0.36 5.93
0.36 0.515 0.19 0.79 6.87 0.19 0.79 0.48 7.09
0.42 0.541 0.22 0.80 7.26 0.22 0.80 0.48 7.67
0.56 0.627 0.29 0.84 8.04 0.29 0.84 0.48 9.19
0.62 0.670 0.33 0.85 9.10 0.33 0.85 0.48 10.02
0.61 0.669 0.33 0.85 11.78 0.33 0.85 0.48 10.02
0.83 0.894 0.52 0.90 16.82 0.52 0.90 0.75 21.06
0.83 0.897 0.52 0.90 17.59 0.52 0.90 0.75 21.06
0.82 0.883 0.51 0.90 19.74 0.51 0.90 0.75 20.74
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Table A.2: Ultimate axial strength: experimental results Σult,cexp versus micromechanics model
predictions Σult,cest , along with measured model parameters and estimated elastic limit points Σ
el,c
est .
r/a Density Vvb Sf




(g/cm3) (MPa) (MPa) (MPa)
0.24 0.536 0.14 0.73 56 0.14 0.73 0.36 23 42
0.24 0.535 0.14 0.73 51 0.14 0.73 0.36 23 42
0.25 0.533 0.15 0.73 51 0.15 0.73 0.36 23 43
0.44 0.544 0.21 0.76 61 0.21 0.76 0.48 32 58
0.47 0.553 0.22 0.76 69 0.22 0.76 0.48 32 59
0.48 0.557 0.23 0.76 68 0.23 0.76 0.48 33 60
0.51 0.572 0.24 0.77 67 0.24 0.77 0.48 34 62
0.74 0.764 0.38 0.84 101 0.38 0.84 0.75 69 123
0.75 0.776 0.39 0.85 106 0.39 0.85 0.75 71 127
0.75 0.770 0.38 0.85 107 0.38 0.85 0.75 70 125
0.74 0.760 0.37 0.84 108 0.37 0.84 0.75 67 121
0.24 0.459 0.14 0.79 52 0.14 0.79 0.36 24 44
0.24 0.461 0.14 0.79 58 0.14 0.79 0.36 24 44
0.25 0.464 0.14 0.79 55 0.14 0.79 0.36 24 44
0.26 0.466 0.15 0.79 52 0.15 0.79 0.36 24 45
0.46 0.538 0.21 0.79 61 0.21 0.79 0.48 32 59
0.47 0.542 0.21 0.79 59 0.21 0.79 0.48 32 59
0.49 0.551 0.22 0.79 65 0.22 0.79 0.48 33 60
0.49 0.552 0.22 0.80 59 0.22 0.80 0.48 33 61
0.51 0.558 0.23 0.80 59 0.23 0.80 0.48 34 62
0.74 0.705 0.35 0.84 100 0.35 0.84 0.75 65 116
0.75 0.707 0.35 0.84 102 0.35 0.84 0.75 65 116
0.74 0.701 0.35 0.84 104 0.35 0.84 0.75 65 116
0.76 0.719 0.36 0.85 106 0.36 0.85 0.75 66 118
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B Compilation of experimental data for oats
Details on model input data for oats
The “universal” mechanical properties of base materials cellulose, hemicellulose and lignin,
are listed in Table 3.1. Cousins found that the stiffness of lignin and hemicellulose
decreases with increasing moisture content [39, 40], and reported the relations with the
relative humidity. The graphs read 67% reduction in Young‘s modulus of both lignin and
hemicellulose at the relative humidity of 70%, the average relative humidity in St.Paul. The
crystallinity index (CI), which quantifies the fraction of crystalline cellulose in relation to
the volume of the whole cellulose, has been predicted experimentally using X-ray diffraction
for oats as CI = 0.44 [55].
The volume fraction of the constituents in the cell wall material RVEs in Fig. 4.4 can easily
be calculated from chemical composition data listed in Table 4.1 following Section 3.5.1.
The volume fractions of phases in all other RVEs in Fig. 4.4 are the other required inputs
for the model. We derive the volume fractions with the help of microimages reported in
Section 4.1. The data are reported in Table B.1.
Table B.1: Measured model parameters phases.
Variety φparwall φ
fib∗
wall φfib φvb φ
shell∗
wall t/tshell
Gopher 0.18 0.50 0.82 0.16 0.40 0.14
Reins 0.15 0.50 0.85 0.13 0.40 0.15
ND021052 0.17 0.50 0.80 0.11 0.40 0.16
IL07-8721 0.20 0.50 0.90 0.13 0.40 0.15
*Measured from TEM images of oats of the Gopher variety. In
absence of imaging data, we assume that other varieties share the
same volume fractions.
Four-point bending test results for oat specimens
In Table B.2, we also summarize the geometric measurements, the linear-elastic slope
(∆P/∆δ)exp, and the failure load Pmaxexp for each four-point bending test specimen. Please
see Section 4 for further details.
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Table B.2: Linear-elastic slope and failure load: four-point bending test results vs model predictions
along with geometric measurements.
Variety a (mm) b (mm) t (mm) (∆P/∆δ)exp Pmaxexp (∆P/∆δ)est Pmaxest
Gopher 1.77 1.60 0.36 6.5 5.7 5.0 5.4
Gopher 1.52 1.31 0.38 4.8 5.8 3.8 4.8
Gopher 1.45 1.42 0.60 7.3 5.9 6.2 8.5
Gopher 1.75 1.56 0.31 4.5 4.9 3.7 3.9
Gopher 1.66 1.52 0.30 5.6 4.6 3.5 3.6
Gopher 1.54 1.50 0.43 6.5 5.2 5.5 6.7
Reins 2.12 1.96 0.60 6.3 10.3 8.7 11.2
Reins 2.04 1.89 0.44 8.7 8.6 5.9 6.9
Reins 1.67 1.51 0.64 8.4 8.9 6.0 8.4
Reins 1.74 1.63 0.39 8.5 7.6 4.0 4.6
Reins 1.97 1.86 0.58 8.4 11.3 7.9 10.1
Reins 1.76 1.74 0.46 6.7 6.6 5.4 6.6
ND021052 1.35 1.34 0.41 5.9 5.8 2.7 4.2
ND021052 1.83 1.79 0.40 4.9 5.1 3.9 5.3
ND021052 1.67 1.56 0.51 6.5 6.1 4.4 6.6
ND021052 1.93 1.86 0.35 4.7 5.2 3.7 4.8
ND021052 1.83 1.71 0.88 7.5 11.7 8.4 14.7
ND021052 1.80 1.70 0.39 2.8 3.7 3.7 4.8
IL07-8721 1.50 1.47 0.57 11.2 11.3 5.5 8.1
IL07-8721 1.79 1.56 0.98 15.8 16.7 10.1 15.8
IL07-8721 1.68 1.54 0.83 8.4 11.1 8.3 12.5
IL07-8721 1.74 1.71 0.46 8.0 7.2 6.3 7.7
IL07-8721 1.84 1.74 0.46 5.9 6.5 6.4 7.8
IL07-8721 1.79 1.69 0.45 5.5 5.8 6.1 7.6
Refer Fig. 4.5a for the meaning of a, b, and t.
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C Homogenized stiffness through continuum
micromechanics for benchmark problems
We state the analytical expression for the macroscale homogenized stiffness C at a material
point x in the domain Ω (see Fig. 5.1). The expression at each scale is based on (2.21).
The microstructure characterization variables {φA(x),θA(x), ζA(x),γC(x)} are defined in
Fig. 5.1. We drop (x) from these variables for conciseness of presentation in the following
expressions.
At the lowermost scale RVE, Material B forms spherical inclusions in the matrix of Material
C. The stiffness tensors for Material B and C are cB and cC , respectively. The volume
fraction of Material B and C at the lowermost scale are γB and γC such that γB + γC = 1.
The RVE can be suitably modeled by the Mori-Tanaka scheme. Hence, we assume that
C0 = cC and the Hill tensor P0r = PCsph, which corresponds to spherical inclusions in the
isotropic matrix of Material C. Following (2.21), we arrive at the homogenized stiffness
tensor cM of the RVE:
cM (γC) =
{
γC cC + (1−γC) cB : [I+PCsph : (cB − cC)]−1
}
:{




This homogenized material matrix M hosts the inclusions of Material A with stiffness cA.
The orientation and elongation ratio of these inclusions are θA and ζA, respectively. We
estimate the homogenized stiffness of this RVE with the Mori-Tanaka scheme. We assume
that C0 = cM and the Hill tensor P0r = PMsphrd(ζA), which corresponds to spheroidal
inclusions with the elongation ratio ζA in the isotropic matrix of material M. We write the
macroscale homogenized stiffness Cl in the co-ordinate system aligned with the inclusion
elongation direction following (2.21). The expression is:
Cl(φA, ζA, γC) =
{
(1− φA) cM + φA cA : [I+PMsphrd(ζA) : (cA − cM )]−1
}
:{




The macroscale stiffness tensor C in the global co-ordinate system is obtained with the help
of the standard tensor transformation matrix T as:
C(φA, θA, ζA, γC) = T−1 Cl T, ∀ x ∈ Ω. (C.3)
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The expressions for the Hill tensors PCsph and PMsphrd(ζA) are given in [124].




2E : C(φA, θA, ζA, γC) : E. (C.4)
where we omit the constraints posed in (5.14) for clarity of notation. The equation (C.4) can
be simplified further by eliminating θA [103, 143]. We know that for a general orthotropic
material, the maximum strain energy is obtained by aligning the material axis with the
principle strain axes. Therefore, the macroscale strain at each Gauss point entails the











2E : C(φA, θ̄A, ζA, γC) : E.
(C.5)
This reduced problem can be solved by standard gradient-based fast optimization
algorithms. We use the standard SciPy library available in python.
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D Required input data for multiscale material model based
simulations of oat and wheat stems
We compile all the required input data for the simulation of oat and wheat stems. Table D.1
sums up the chemical analysis data including the chemical composition of lignin, hemicel-
lulose and cellulose, and crystallinty index of oat and wheat [88]. The other required input
are volume fractions of phases at different hierarchical levels such as cell wall fraction
in parenchyma tissues, sclerenchyma fibers and shell fibers, fiber fraction in vascular
bundles, and vascular bundle fraction in soft-pith. These parameters are retrieved from
microimages such as light microscopy, transmission electron microscopy and scanning
electron microscopy. Following Chapter 4, we compile this input data in Table D.2 for
wheat and oat. Remaining plant morphology data such as cross sectional and panicle
characteristics are compiled in Table D.3 and D.4. This data is used for building geometric
model of cereal stem and calculating wind drag force.
Table D.1: Chemical analysis data for oat and wheat.
Crop Lignin % Hemicellulose % Cellulose % Crystallinity index
Oat 50.69 18.80 30.51 0.44
Wheat 59.96 16.50 23.54 0.45
Table D.2: Measured model parameters from microimages for tissue characterization.
Crop φparwall φ
fib
wall φfib φvb φ
shell
wall tshell/t
Oat 0.18 0.50 0.82 0.16 0.40 0.14
Wheat 0.38 0.50 0.75 0.12 0.40 0.15
223
Table D.3: Plant morphology data.
Length Max diameter Min diameter Thickness
L (mm) 2a (mm) 2b (mm) t (mm)
Oat
Internode 1 47 3.12 2.75 0.94
Internode 2 78 3.56 2.98 0.60
Internode 3 169 3.30 2.86 0.34
Internode 4 377 3.30 2.86 0.34
Wheat
Internode 1 46 2.54 2.44 –
Internode 2 100 2.73 2.33 0.28
Internode 3 163 3.54 3.17 0.37
Internode 4 346 3.54 3.17 0.37
Wheat’s first internode is completely filled.
Table D.4: Panicle characteristics to calculate wind drag force.
Crop Mass (g) Height (mm) Area (mm2)
Oat 2.44 173 3562
Wheat 1.05 106 996
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