By using a continuation theorem based on coincidence degree theory, some new sufficient conditions are obtained for the existence of positive periodic solutions for a neutral predator-prey model with the Beddington-DeAngelis functional response.
Introduction
There is a large body of literature on population dynamics in ecological modelling, particularly in predator-prey systems [1] [2] [3] . A well-known model of such systems is the predator-prey model with a Beddington-DeAngelis functional response. The dynamics of this model is described by the following differential equations:
cx(t)y(t)
1 + nx(t) + my (t) , y ′ (t) = −dy(t) +
fx(t)y(t)
1 + nx(t) + my (t) , (1.1) where x and y represent prey and predator densities, respectively. The functional response in (1.1) was introduced by Beddington [4] and DeAngelis et al. [5] . The predator-prey models with Beddington-DeAngelis functional response have been studied by many researchers recently and very rich dynamics have been observed (see, for example, [6] [7] [8] and references cited therein).
On the other hand, we often observe that populations in the real world tend to fluctuate. Consequently, it would be of interest to study the existence of periodic solutions for periodic systems. Liu et al. [9] studied the existence of positive periodic solutions for a class of neutral delay Gause-type predator-prey system. But the functional response φ in [9] does not cover the Beddington-DeAngelis functional response.
In this paper, motivated by the above work, we shall study the existence of positive periodic solutions for the following neutral predator-prey model with Beddington-DeAngelis functional response
]
.
For convenience, we will use the notations:
In this paper, we always make the following assumptions for system (1.2). 
Existence of positive periodic solution
In this section, we shall study the existence of at least one positive periodic solution of system (1.2). For the readers' convenience, we introduce a few concepts and results about the coincidence degree as follows.
Let X , Z be real Banach spaces, L : DomL ⊂ X → Z be a linear mapping, and N : X → Z be a continuous mapping. The mapping L is said to be a Fredholm mapping of index zero, if dimKerL = codimImL < +∞ and ImL is closed in Z . If L is a Fredholm mapping of index zero, then there exist continuous projectors P : 
Lemma 2.2. Assume that h(t), g(t) are continuous and nonnegative functions defined on the interval
We are now in a position to state and prove our main result. Proof. Consider the following system:
where all functions are defined as ones in system (1.2). It is easy to see that if system (2.1) has one ω-periodic solution (u *
T is a positive ω-periodic solution of system (1.2). Therefore, to complete the proof it suffices to show that system (2.1) has at least one ω-periodic solution.
Take 
With these notations system (2.1) can be written in the form
Therefore L is a Fredholm mapping of index zero. Now define two projectors P :
Then P and Q are continuous projectors such that ImP = KerL, KerQ = ImL. For any (u 1 (t), u 2 (t))
T ∈ Im(I − Q ), which implies ImL ⊂ Im(I − Q ). Consequently, ImL = Im(I − Q ). Furthermore, the generalized inverse (to L) K P : ImL → KerP ∩ DomL has the form
It is obvious that QN and K P (I − Q )N are continuous by the Lebesgue theorem, and using the Arzela-Ascoli theorem it is not difficult to show that QN( ) is bounded, 
] .
(2.2)
Suppose that (u 1 (t), u 2 (t)) T ∈ X is a solution of (2.2) for a certain λ ∈ (0, 1). Integrating (2.2) over the interval [0, ω] leads to
From (H 1 ), (2.2) and (2.3), we have
In view of (2.3), (H 1 ) and the periodicity of u 1 (t), we find
According to the mean value theorem of differential calculus, we see that there exists ξ ∈ [0, ω] such that
≤ 2r. This, together with (H 2 ), yields
≤ ln A and e
For any t ∈ [0, ω], one can know from (2.5) that
As λρe u 1 (t−σ 2 ) > 0, one can find that
In view of (2.2), (2.3) and (2.6), we obtain
This, together with (H 2 ) and (H 3 ), implies that 
which, together with (H 3 ), implies that
From (2.7) and (2.9), one can find that, for any t ∈ [0, ω], 
In view of (2.8), (2.10), (2.11) and the monotonicity of the function q(t) = t nt+l , one can find that
Further, it follows from (H 3 ) that
(2.12)
In addition, from (2.2), (2.4) and (H 1 ), we have
which, together with (2.12), implies that for any t ∈ [0, ω], 
From (H 4 ), set α = α 8 + α 0 , where α 0 is taken sufficiently large such that the unique solution (u *
Clearly, α is independent of λ. We now take =  (u 1 (t), u 2 (t)) T ∈ X : ‖(u 1 (t), u 2 (t)) T ‖ < α  . This satisfies condition (i) in Lemma 2.1. When (u 1 (t), u 2 (t))
T is a constant vector in R By now we have proved that satisfies all the requirements in Lemma 2.1. Hence, (2.1) has at least one ω-periodic solution. Accordingly, system (1.2) has at least one ω-periodic solution with strictly positive components. The proof of Theorem 2.1 is complete. Remark 2.1. From Theorem 2.1, we can see that the deviating arguments σ 1 , σ 2 and τ have no effect on the existence of positive periodic solution of system (1.2).
