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Abstract: Groundwater models are constructed using a small amount of data relative to the size of the
area modeled. Evaluating multiple groundwater models of a system considers model structural
uncertainty and improves assessment of prediction uncertainty over use of one model. The Kashyap
information criteria (KIC) is used in multi-model analysis (MMA) to evaluate the probability that a model
in a given set of models represents the true, but unknown system. The natural log of the determinant
of normalized Fisher Information, ln�𝐹𝐹𝐹𝐹� , a component of KIC, measures the amount of information the
observation data provide about estimated parameter values. This study compares ln|𝐹𝐹𝐹𝐹| for a set of
models and evaluates the influence of ln�𝐹𝐹𝐹𝐹� on KIC. We demonstrate the importance of eliminating
models whose structure is not supported by the observation data to ensure reasonable model-averaged
predictions using KIC. A synthetic model represents a “true” but unknown groundwater system. Eight
experimental models are constructed of the unknown system with varying levels of model complexity.
Two models with poor model structure have low ln�𝐹𝐹𝐹𝐹� because model error is large. Two models which
are over-fitted to the data have low ln�𝐹𝐹𝐹𝐹� because not all parameters can be independently estimated,
thus reducing the information content of the model measured by ln�𝐹𝐹𝐹𝐹�. A KIC probability of 0.9995 is
assigned to a complex, over-fitted model with low ln�𝐹𝐹𝐹𝐹� and low model error resulting in extreme
uncertainty of the KIC model-averaged prediction. After removing the over-fitted models, the majority of
the KIC model probability is shared between the simplest model and the most complex model,
producing a reasonable estimate of prediction uncertainty. ln�𝐹𝐹𝐹𝐹� in the remaining models is a
representative measure of the information content, whereas low ln�𝐹𝐹𝐹𝐹� for over-fitted models is a
reflection of an unsupportable model structure, given the observation data.
Keywords: Multi-model analysis; Fisher Information; KIC; Groundwater modeling
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INTRODUCTION

Groundwater models are commonly constructed and calibrated with sparse observation data relative to
the area simulated. As a result, multiple model structures may explain the observation data (Beven,
1996). If only a single model of the system is considered, uncertainty associated with model structure
is ignored, and the true uncertainty of predictions may be underestimated because other model
interpretations, which may also explain the data, are not considered. This results in bias (lack of
accuracy) and an underestimation of the true uncertainties (variance) of model predictions (Burnham
and Anderson, 2002; Poeter and Anderson, 2005). Use of multiple model interpretations of a
groundwater system consider both parameter uncertainty within a model and structural uncertainty
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between models. Bayesian model averaging, BMA, is a method which includes the generation of
models using extensive Monte Carlo analysis (Ye, et al., 2004). BMA is not always practical, and an
alternative analysis is Maximum Likelihood Bayesian Model Averaging, MLBMA. MLBMA approximates
BMA by using Information Criteria, IC, such as Kashyap Information Criteria, KIC (Kashyap, 1982), and
multi-model analysis, MMA, to evaluate a set of calibrated models (Ye et al, 2004, Singh et al., 2010).
MMA, is a method used to evaluate multiple models of a system calibrated with the same observation
data set using a specified IC equation (Burnham and Anderson, 2002). KIC, which includes Fisher
Information as an equation component, has been used in MMA studies of groundwater models
(Neuman, 2003; Ye et al., 2004; Ye et al., 2008; Tsai and Li, 2008; Singh et al., 2010; Foglia et al.,
2013). Fisher Information is a measure of the amount of information simulated equivalent observations
in a model provide about the estimated parameters. MMA using KIC has been identified as generating
high probability for models with large to extreme uncertainty of model parameter estimates and
predictions (Tsai and Li, 2008; Foglia et al., 2013). KIC has also been cited as generally preferring a
single model in a set of models (Tsai and Li, 2008; Singh et al., 2010; Foglia et al., 2013).
This study examines the components of KIC to provide an understanding of how Fisher Information
measures information content of a model, and the influence of Fisher Information on the KIC score and
subsequent KIC model probabilities. A synthetic problem is used to demonstrate the relationship
between Fisher Information, model structure, and model complexity. The problem of including overfitted models for which the model structure is not fully supported by the observation data is explored.
Finally, we demonstrate how KIC performance is improved, and a reasonable KIC-average estimate of
the true prediction and true prediction variance can be achieved, if unsupported models are removed
from the model set.

2

EQUATIONS

The maximum likelihood of a Gaussian model, given the data and the model, can be expressed as
the residual variance of a calibrated model (adapted from Ye et al., 2008, eq. B3):
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where 𝜎𝜎�𝑀𝑀𝑀𝑀 2 is the estimated residual variance evaluated at the maximum likelihood of the model, n is
the number of observations, 𝜔𝜔𝑖𝑖 is the weight of observation yi, and 𝑦𝑦�𝑖𝑖 �𝑏𝑏�� is the model simulated
equivalent of observation i evaluated at the maximum likelihood estimate of the parameters, 𝑏𝑏�.

The Fisher Information matrix, FI, provides a measure of the amount information the observations
provide about estimated parameters in a model (adapted from Ye et al., 2008, eq. B10):

X ωX
T

FI =

where

σˆ ML 2

(2)
bˆ

X is the Jacobian matrix of sensitivities of simulated equivalent observations in a model to

estimated parameters, T indicates the transpose of the matrix,

ω

is the weight matrix of the

observations, and 𝑏𝑏� indicates FI is evaluated at the maximum likelihood of the parameter estimates.

Fisher Information can be quantified for a model by calculating the natural log of the determinant of the
Fisher Information matrix (adapted from Ye et al., 2008, eq. B11):
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The term ln X ω X ˆ is the natural log of the determinant of the Jacobian matrix, which we refer to here
b
T

as ln|𝐽𝐽𝐽𝐽|, and p is the number of estimated parameters.
Normalized Fisher Information is the average Fisher Information per observation (adapted from Ye et
al., 2008, eq. 10):

ln FI =
ln 1n FI bˆ =
− p ln n + ln FI bˆ

(4)

KIC is calculated as (Kashyap, 1982; adapted from Morales-Casique et al., 2010, eq. 13):

 n 
KIC =n ln σˆ ML 2 + p ln 
 + ln FI
 2π 

(5)

where n ln σˆ ML is the goodness-of-fit of a model. An increase in penalties as model complexity
increases must be met with a decrease in the goodness-of-fit in order for a more complex model to
have a lower KIC score, and therefore a higher KIC model probability that the model represents the true
but unknown system, as compared to a simpler model. A decrease in the goodness-of-fit, which
counters the increase in the penalties, indicates the added complexity is explaining more of the variation
in the observation data (Ye et al, 2008).
2

Kullback-Leibler (K-L) distance is a measure of the information lost when a model is used to
approximate a true but unknown system (Kullback and Leibler, 1951; Burnham and Anderson, 2002;
Poeter and Anderson, 2005). A relative K-L distance is measured based on the distance between the
KIC score of a model and the KIC score of the lowest scoring model, which is assumed to be the most
plausible representation of reality. This relative K-L distance is a measure of support of a model, given
the set of models, and is calculated as (Burnham and Anderson, 2002):

∆KICm = KICm − KICmin

(6)

where ∆𝐾𝐾𝐾𝐾𝐾𝐾𝑚𝑚 represents the K-L distance for model m, which is the difference between the score of
model 𝐾𝐾𝐾𝐾𝐾𝐾𝑚𝑚 , and the score of the lowest scoring model 𝐾𝐾𝐾𝐾𝐾𝐾𝑚𝑚𝑚𝑚𝑚𝑚 . A difference of two or less between the
most plausible model and another model in the set indicates strong support for the alternative model,
and a K-L distance of 10 or more indicates little support for a model resulting in a low model probability
(Burnham and Anderson, 2002; Poeter and Anderson, 2005).
KIC model probabilities depend on which models are included in a model set because probabilities are
calculated based on the relative K-L distance between models. The probability that an individual model
represents the true, but unknown system is calculated as (Burnham and Anderson, 2002):

probm =

exp

−0.5 ∆KICm

∑ m=1exp
M

−0.5 ∆KICm

(7)

where 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑚𝑚 is the probability that model m represents the unknown system, and M is the number of
models in the model set.
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EXAMPLE

3.1 Method
The method used for this investigation includes the following steps: 1) A synthetic system is created
representing a true, but unknown, groundwater system; 2) A set of experimental models with varying
levels of model complexity are calibrated using data sampled from the synthetic groundwater system;
3) A prediction is made by adding recharge to each experimental model; 4) Fisher Information is
evaluated for each model; 5) KIC probabilities and the resulting KIC model-averaged prediction is
calculated; 6) models not supported by the observation data are removed from the model set; and 7)
KIC model probabilities and the model-averaged prediction are recalculated. MODFLOW-2005 is the
process model used to simulate groundwater flow (Harbaugh, 2005), and UCODE_2014 is used for
regression analysis and model prediction for the experimental models (Poeter et al., 2014). The
program MMA is used for KIC model averaging (Poeter and Hill, 2007).

3.2 Synthetic system and observation data set
A one-dimensional synthetic groundwater system consisting of one row and 902 columns along the row
represents a true but unknown system (Figure 1a). The grid cell spacing is 1.11111 meters (m) along
the row (left to right in figure 1a), and each grid cell had 10 m thickness in the column direction. The
distance between the left face of grid cell 2 and the right face of grid cell 901 is 1000 meters. Boundaries
include a lake at an elevation of 20 m at the up-gradient end in grid cell 1, and a stream at an elevation
of 10 m at the down-gradient end in grid cell 902, simulated using constant head boundaries in these
two grid cells. Hydraulic conductivity in grid cell 1 and grid cell 902 is set at 10,000 m/day. Grid cells 2
through 901 have a complex distribution of hydraulic conductivity to mimic the variability in a field system
(Figure 1b). Flow at the up-gradient lake boundary along with eighteen head observations are sampled
from the synthetic system to provide an
observation data set for calibration of a set of
experimental models (Figure 1a, F1 and blue
circles). Head observations are rounded to the
nearest 0.01 m, and the flow observation of
0.1818 m3/day is rounded to the nearest 0.0001
m3/day, introducing measurement error to the
observation data set. The synthetic system is
stressed by the addition of recharge at a
volumetric rate of 0.3333 m3/day distributed
between columns 151 and 310 (Figure 1a, light
blue arrows). True predictions are never known
for field systems, but for this synthetic example
we can compare the experimental model
predictions with the prediction produced by the
synthetic groundwater system.

3.3 Experimental models

Figure 1. The synthetic system (a) represents
a true but unknown groundwater system that
is bounded up-gradient by a lake and downgradient by a stream and has a complex
distribution of hydraulic conductivity (b). The
system is sampled for observations of head
(blue circles) and flow (F1). A prediction is
simulated by adding recharge (light blue
arrows) thus changing the head distribution.

Experimental models are constructed to
approximate the true but unknown system.
Model 2K, for example, defines two hydraulic
conductivity
parameters
(Figure
2a).
Experimental models have 182 grid cells with a
grid spacing of 5.55555 m. A constant-head
boundary in grid cell 1 simulates the lake
boundary condition, and a down-gradient
constant-head boundary in grid cell 182
simulates the stream boundary condition. The
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up-gradient and down-gradient constant-head
boundary cells have a set hydraulic conductivity
value of 10,000 m/d. The distance between the
left face of grid cell 2 and the right face of grid cell
181 is 1000 m, which equals the total distance
between grid cells 2 and 901 in the synthetic
groundwater system. Eight experimental models
have varying degrees of model complexity
ranging from two to fourteen hydraulic
conductivity parameters (Figure 2b). Each model
is calibrated with the observation data set using
non-linear regression. Each calibrated model is
stressed by adding the same volume of recharge
in the same location where recharge is added to
the synthetic system. A prediction of change in
head, H135, is made at grid cell 135 at a distance
of 744.4 m from the left face of column one
(Figure 2a).

3.4 Experimental model results

Figure 2. A set of experimental models, such
as a two-parameter model (a), are
constructed. Models have an up-gradient and
down-gradient constant-head boundary
representing the lake and stream conditions.
Eight models are constructed with different
levels of model complexity ranging from 2
parameters up to 14 parameters (b).
Calibrated experimental models are stressed
by adding recharge, and the change in head is
predicted at the location marked H135 in (a).

Increasing model complexity results in reduced
model error as measured by the residual
variance (equation 1) with the exception of
models 3K and 5K (Table 1, Figure 3a). These
two models produce a higher model error
because the structure of these two models do not
adequately represent the underlying distribution
of hydraulic properties (Figure 1b), and simulated
equivalents of the observations in these models
do not reproduce the observation data as well as
other models in the set. Model 5K is more
complex than model 3K, and more of the
variations in observation data can be explained
with increased model complexity. Model 2K is the
simplest model, and although the model
structure is consistent with the distribution of
aquifer properties, the simplicity of this model
does not capture as much of the variability in the
observation data as compared to more complex
models. Model 2K, therefore, has a larger model
error than models 4K, 8K, 10K, 12K, and 14K.
Models 12K and 14K produce the lowest model
error of 2.0 and 1.6 respectively.

Predictions for each model are reasonably
accurate because the only error introduced is a
round-off error of the observations, but relative
differences between model predictions are
apparent. The difference between the true change in head and experimental model predictions shows
models 2K, 3K, and 14K produce a poorer prediction than other models in the set (Table 1, Figure 3b).
Models 3K and 5K have a higher model error and produce a larger standard deviation of the prediction.
This is reflected in relatively large 95% individual confidence interval on the prediction for these two
models (Table 1, Figure 4a). Model 12K has low model error but produces extreme uncertainty of some
parameter estimates, and consequently an extreme standard deviation on the prediction which is
reflected in an extremely large 95% individual confidence interval (Table 1, Figure 4a).
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3.5 Fisher Information and KIC score

Figure 3. Natural log of the residual variance
shows decreasing model error with increasing
model complexity except for models 3K and
5K which have a model structure inconsistent
with the true aquifer properties (a). Models 2K,
3K, and 14K produce the largest difference
between the true prediction and the
experimental model prediction (b).

Fisher Information, ln|𝐹𝐹𝐹𝐹| , is a function of
information from the determinant of the Jacobian
matrix, ln|𝐽𝐽𝐽𝐽|, model error, and the number of
estimated parameters in a model (equation 3).
Increasing complexity results in increasing
ln|𝐽𝐽𝐽𝐽| for models 2K, 3K, 4K, 5K, 8K and 10K
(Table 1, Figure 5). The observation data does not
support the level of complexity of models 12K and
14K. Thus, not all parameters can be
independently estimated for those models. As a
result, model 12K has lower ln|𝐽𝐽𝐽𝐽| than model 8K,
and Model 14K has lower ln|𝐽𝐽𝐽𝐽| than model 10K.
ln|𝐹𝐹𝐹𝐹| is calculated by subtracting the error term,
𝑝𝑝 ln 𝜎𝜎�𝑀𝑀𝑀𝑀 2 , (equation 2) from ln|𝐽𝐽𝐽𝐽|. Comparatively
lower ln|𝐹𝐹𝐹𝐹| indicates a higher level of model
disorder. In this example, models 3K and 5K
exhibit the lowest ln|𝐹𝐹𝐹𝐹| because these models
have larger model error as a result of poor model
structure (Table 1, Figure 5). Low model error of
model 14K combines with relatively high ln|𝐽𝐽𝐽𝐽| to
produce the highest value of ln|𝐹𝐹𝐹𝐹| in the model
set. ln|𝐹𝐹𝐹𝐹| is lower for model 12K than for models
8K or 10K, because ln|𝐽𝐽𝐽𝐽| and 𝑝𝑝 ln 𝜎𝜎�𝑀𝑀𝑀𝑀 2 are low for
this model.
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Examining the components of KIC and the resulting
KIC score shows models 3K and 5K produce a
relatively higher KIC score because although ln�𝐹𝐹𝐹𝐹�,
is low for these models, model error is large (Table
1, Figure 6a). Models 2K, 4K, and 8K also have
relatively large values of goodness-of-fit compared
to models 10K, 12K and 14K. The resulting KIC
score is low for models 2K, 4K and 8K as compared
to models 3K and 5K because ln�𝐹𝐹𝐹𝐹� is low for these
models. Model 12K has the lowest KIC score
because of low goodness-of-fit value and low ln�𝐹𝐹𝐹𝐹�.
Model 12K is therefore assigned a KIC probability
of 0.9995, or 99.95% (Table 1, Figure 6a). Model
14K has the next lowest KIC score of 43.9 and a
KIC probability of 0.0005 (0.05%). This low KIC
score is a result in part because of a low goodnessof-fit value for this model.

Figure 4. Individual experimental model
predictions and a 95% individual confidence
interval on the prediction shows model 12K
produces an extremely large uncertainty of
the prediction, and models 3K and 5K have
notably larger prediction uncertainty (a).
KIC assigns a probability of .9995 to model
12K producing an extreme KIC modelaverage confidence interval (b). Removing
models 12K and 14K, KIC model-average
estimate produces a more reasonable
standard deviation of the prediction H135
as reflected in the confidence interval on
prediction H135 (c).

Models in the set are evaluated to see if each model
structure is supported by the observation data using
model evaluation criteria presented in Hill and
Tiedeman (2007) and Schenk (2017). A unique set
of model parameters cannot be identified for models
12K and 14K, thus their inclusion adversely affects
model-average results. High correlations exist
between model parameters in model 12K which
results in an extremely large variance on parameter
estimates as well as for prediction H135 which
exhibits sensitivity to those parameters. Parameter
K10 is not well estimated in model 14K as a result
of low sensitivity of simulated equivalents to that
parameter. This results in an extremely large
variance on parameter K10. Models 12K and 14K
are therefore, removed from the set.

The K-L distance and model probabilities are
recalculated for the eight remaining acceptable
models. This results in a KIC model probability of
0.52 (52%) for model 2K and 0.43 (43%) for model
10K (Table 1, Figure 6b). Although model 2K has a
relatively high value for goodness-of-fit, ln|𝐹𝐹𝐹𝐹| is low
and the penalty for the number of estimated
parameters is low. Model 10K has low goodness-offit, but high ln|𝐹𝐹𝐹𝐹|, and a relatively high penalty for
the number of estimated parameters. The increase
in information in the number of estimated
parameters for model 10K explains more of the
variability in the observation data, thus the low goodness-of-fit of this model reduces the KIC score. The
revised KIC model-averaged results for H135 produces both an accurate KIC model-averaged
prediction, and a reasonable KIC model-averaged estimated variance on the prediction. The resulting
KIC model-averaged confidence interval provides a more realistic assessment of uncertainty associated
with prediction H135 (Figure 4c).
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Figure 5. Jacobian information,

ln X ω X , along with the residual
T

variance multiplied by the negative value
of the number of parameters, −𝑝𝑝𝜎𝜎�𝑀𝑀𝑀𝑀 2 ,
combine to calculate Fisher
Information, ln|𝐹𝐹𝐹𝐹|. Large model error for
models 3K and 5K result in low ln|𝐹𝐹𝐹𝐹|.
Models 12K has lower information from
the Jacobian matrix than simpler models
because the complex model structure is
not supported by the observation data.

4

CONCLUSIONS

Figure 6. Goodness-of-fit, 𝑛𝑛 ln 𝜎𝜎�𝑀𝑀𝑀𝑀 2 , a penalty
for the number of estimated parameters,
𝑝𝑝 ln 𝑛𝑛⁄2𝜋𝜋, and normalized Fisher Information,
ln|𝐹𝐹𝐹𝐹|, combine to calculate the KIC
probability. Including all models produces a
KIC model probability of .9995 for model 12K
(a). Removing models 12K and 14K
distributes KIC probability among models with
high probability (0.52 and 0.43) for models 2K
and 10K (b).

Fisher Information is a measure of the
information observations provide about
estimated parameters in a model. Goodnessof-fit and Fisher Information are generally low
for over-fitted models for which the level of
model complexity is not supported by the
observation data. For complex, unsupported
models, one or more estimated parameter
values are not identifiable. These over-fitted models commonly result in a low KIC score and high KIC
model probability. Unsupported models can produce an unreasonably large variance on model
predictions if the prediction is sensitive to parameters with large or extreme variance. The extreme
variance is a reflection of an unsupported model, rather than an estimate of the true variance of the
prediction. Fisher Information can effectively be used in multi-model analysis as a component in KIC if
models included in the model set have a model structure supported by the observation data, and the
estimated parameters are identifiable. Including only acceptable models in the model set, KIC is
effective in calculating a joint predictive uncertainty of the estimated prediction and the estimated
prediction variance. Although not presented here, previous work demonstrated other information criteria
equations such as AIC (Hurvich and Tsai, 1982) and BIC (Schwarz, 1978) that favor models with low
goodness-of-fit values can result in high probability for over-fitted models, resulting in unreasonably
large model-average variance on AIC or BIC predictions (Schenk, 2017). Models with an unsupportable
model structure should therefore, not be included in multi-model analysis using KIC or any other IC
equation.
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