Abstract Emotional state identification is an important issue to achieve more natural speech interactive systems. Ideally, these systems should also be able to work in real environments in which generally exist some kind of noise. Several bio-inspired representations have been applied to artificial systems for speech processing under noise conditions. In this work, an auditory signal representation is used to obtain a novel bio-inspired set of features for emotional speech signals. These characteristics, together with other spectral and prosodic features, are used for emotion recognition under noise conditions. Neural models were trained as classifiers and results were compared to the well-known mel-frequency cepstral coefficients. Results show that using the proposed representations, it is possible to significantly improve the robustness of an emotion recognition system. The results were also validated in a speaker independent scheme and with two emotional speech corpora.
signals, in facial expressions, in body posture, in biosignal as electrocardiograph (ECG), blood pressure and electroencephalogram (EEG), among others. Affective state recognition has received much attention in recent years, mainly because its result could be useful in various applications as depression and suicide risk assessment using speech analysis (Cummins et al 2015) , systems for real-life emotion detection in a medical emergency call centre (Devillers and Vidrascu 2007), automatic prediction of frustration (Kapoor et al 2007) , detection of fear in abnormal situations for a security application (Clavel et al 2008) , support of semi-automatic diagnosis of psychiatric diseases (Tacconi et al 2008) , music recommendation (Chin et al 2014) and detection of emotional attitudes of a child in dialogue interactions with a computer (Yildirim et al 2011) .
As was mentioned, emotions are expressed in more than one modality or communication channel and several studies explored multi-modal systems in the context of emotion recognition (Chanel et al 2009; Giakoumis et al 2013; Kim and André 2008; Schindler et al 2008; Shojaeilangari et al 2015; Wang et al 2012; Wöllmer et al 2013) . In spite of good results, the methods to record and to use these signals are invasive, complex and impossible in certain real applications. Therefore, the use of speech signals is clearly the most feasible option if it is available.
There are many proposals to deal with the problem of feature extraction from speech which are focussed on different aspects: speech production, characteristics of speech signals, speech perception, etc.
searchers have addressed their attention to the analysis of speech prosodic features and spectral information (Borchert and Dusterhoft 2005; Dellaert et al 1996; Luengo Gil et al 2005; Noguerias et al 2001) . Melfrequency cepstral coefficients (MFCCs), linear prediction cepstral coefficients (LPCCs), perceptual linear prediction coefficients (PLPCs), and formant features are some of the widely known features used in the literature (Batliner et al 2011; El Ayadi et al 2011) .
With regard to classification, several standard techniques have been explored for emotion recognition, among which we can mention Gaussian Mixture Models (GMM), Hidden Markov Models (HMM), Multilayer Perceptron (MLP), Support Vector Machines (SVM), k-nearest neighbour (k-NN), Bayesian classifiers (El Ayadi et al 2011 , 2007 Lin and Wei 2005; Wagner et al 2007) . Good results are obtained by standard classifiers but their performance improvement could have reached a limit. At present, the combination of standard methods have become the focus of state-of-the-art studies (El Ayadi et al 2011; Zeng et al 2009) . Morrison et al (2007) applied stacked generalization and unweighted vote to emotion recognition. Kim (2007) proposed a fusion scheme, in which the outputs of separate classifiers are combined at the decisionlevel. A similar idea to distinguish between laughter and speech was proposed by Truong and van Leeuwen (2007) . Schuller et al (2004) proposed a multiple stage classifier using SVM, and a two-stage classifier using SVM and HMM was proposed by Fu et al (2008) . Bayesian logistic regression and SVM classifiers in a binary decision tree is proposed by Lee et al (2009) , and its structure is motivated by the appraisal theory of emotions (Lazarus 2001) . A hierarchical model and a binary multi-stage classifier guided by the dimensional emotion model were proposed by Lugger and Yang (2008) and Xiao et al (2009) , respectively. A hierarchical classifier was developed using clusters of emotions defined from spectral and prosodic features, rather than psychological considerations (Albornoz et al 2011) .
Some of current challenges are the coupling of tasks, continuous modelling, robustness, more realism, crosscorpus, and the ability to operate using never-seen languages (Schuller and Weninger 2012; Albornoz and Milone 2016) . Robust emotion recognition is an issue that have not received sufficient attention and it is a current challenge (Koolagudi and Rao 2012; Schuller et al 2013; Zeng et al 2009) . While a few works used noisy corpus taken from real environments (Sztahó et al 2011; Tawari and Trivedi 2010; Rao and Koolagudi 2013) , there are some that explored the controlled noise addition (Han et al 2012; Kandali et al 2010; Pao et al 2007; Schuller et al 2007) . Sztahó et al (2011) proposed different acoustical features and a SVM classifier for emotion classification using spontaneous speech databases. For that work, they developed a database with spontaneous telephone conversations played by actors, but there is not an objective evaluation of noise level. Tawari and Trivedi (2010) proposed a module for adaptive noise cancellation as a first stage in a speech emotion recogniser. They explored the performance for white Gaussian noise and noises in a car for different scenarios: highway, parking lot and city street. Furthermore, several classifiers were explored for emotional speech recognition in Mandarin (Pao et al 2007) . In that work, an experiment with k-NN was performed to select the more representative features (among speech formants, MFCC, LPCC, LPC, RASTA-PLP, etc.) without noise. Experimental results, with white Gaussian noise, showed that GMM outperformed other classifiers in high presence of noise while a model based on a modified k-NN achieved highest accuracy for minor amounts of noise. Schuller et al (2007) have explored different noise conditions for two acted and one spontaneous databases. For each database, a set of 4000 acoustic features (AF) was extracted, and 25 extra supra-segmental prosodic features (based on experience and literature) were manually extracted for spontaneous database. Random forests was used as classifier. The effect of white noise addition, using all features and the best features computed with Sequential Forward Floating Search (SFFS), was explored for acted databases. Reduction in the feature set helped to improve the performance in most cases. Kandali et al (2010) used a GMM classifier in order to compare a feature set based on eigen values of autocorrelation matrix (EVAM) against MFCCs. An emotional speech database, containing six basic emotions and neutral, was created for five native languages of Assam. Emotion recognition was performed for each language and for a cross-language scheme with additive babble noise for 5 dB and 0 dB SNR. Han et al (2012) used prosodic and quality features with a MLP classifier to classify seven emotional states in Chinese language. After feature extraction stage, they proposed a stage that perform the Canonical Correlation Based on Compensation. They reported an improvement in the performance for robust classification under 10 dB SNR, however, the type of noise used was not pointed out. Eyben et al (2012) proposed a robust system to evaluate five additive noise types (babble, street, office, white and music) using three databases. They used a feature set of 4.368 audio features (provided for a challenge in Interspeech 2011) and a classifier based on SVM with linear kernel. The results were validated with three training methods: mismatched condition, matched condition and multi-condition. The ComParE feature set 1 has been evaluated for affect recognition in real-life acoustic conditions . Rao and Koolagudi (2013) explored spectral and prosodic features for performing robust emotion recognition. This book focuses on conventional and non-conventional features to discriminate emotions in noisy and emotional environments. However, it does not present any feature set bio-inspired in auditory models.
In the present work, we propose a novel set of features based on a bio-inspired model for emotion recognition. In order to compute these features, the auditory model proposed by Shamma et al (1986) was used. This model tries to mimic the auditory system, then it is interesting to know if the properties provided by the model are useful for the discrimination of emotions. It is important to note that this model has been useful in feature extraction for speech recognition under noise conditions (Martínez et al 2012 (Martínez et al , 2015 . This bio-inspired set along with other spectral characteristics proposed by us, are innovatively used for robust emotion recognition under several noise conditions Rao and Koolagudi (2013) ; Eyben et al (2013) . In addition, prosodic information is incorporated in the feature vector. The results demonstrate that the proposed features significantly improve the robustness of an emotion recognition system.
In the next section the proposed methods for feature extraction and classification are introduced. Section 3 explains the emotional speech database used in the experiments. Furthermore, explains the experiments and it deals with performance measures and discussion. Finally, conclusions and future works are presented in Section 4.
Proposed features and classifier
The aim of this work is to propose and evaluate new sets of features for emotion recognition under noise conditions. Most of these features have never been used in robust emotion recognition Rao and Koolagudi 2013; Koolagudi and Rao 2012) . In addition, some parametrisations are introduced as reference baselines.
Mean of log-spectrum
We present the Mean of Log-Spectrum (MLS) coefficients for comparison purposes. It is interesting to re-mark that these features are evaluated under noise conditions, as an additional novelty. These are defined using the signal spectrogram as follows
where k is a frequency band, N is the number of frames in the utterance and v(n, k) is the discrete Fourier transform of the signal in the frame n. These were computed using spectrograms calculated using Hamming windows of 25 ms with a 10 ms frame shift. The first 30 MLS coefficients, corresponding to lower frequencies (0−1200 Hz), were considered. A previous work showed that the most useful information was found in this frequency interval (Albornoz et al 2011) .
2.2 Mean of the log-auditory spectrum
In this work, we propose a set of features based on an auditory spectrogram for emotion recognition, never used for this task. Additionally, this set is evaluated under noise conditions. Yang et al (1992) proposed a model based on neurophysiological investigations at various stages of the auditory system. This model consists of two stages, the first allows to obtain an early auditory spectrogram (activity at the level of auditory nerve fibres) of the temporal signal while, the second mimics a model of primary auditory cortex in mammalian to process the spectrogram. The first part of the model is composed of a bank of 128 cochlear filters that process the signal and obtains the 128 coefficients representing the range [0 − 4000] Hz. This analysis stage is implemented by a bank of 128 overlapping constant-Q (QERB = 5.88) bandpass filters with centre frequencies (CF) that are uniformly distributed along a logarithmic frequency axis (x), over 5.3 octaves (24 filters/octave). The CF of the filter at location x on the logarithmic frequency axis (in octaves) is defined as
where f 0 is a reference frequency of 1 kHz. This quantity and frequency distribution of the filters proved to be satisfactory for the discrimination of important acoustic clues and for an appropriate reconstruction of speech signals (Chi et al 2005) . As can be seen, these filters are not equally distributed in frequencies. Thus, for example, the first 71 coefficients correspond to the [0 − 1220] Hz interval. Given that the most useful information was found in this frequency interval for the present task (Albornoz et al 2011) , and in order to do a fair comparison against the MLS coefficients, only this range is considered in this work. After applying this filter, the outputs are transduced into auditory-nerve patterns using a high-pass filter that represents the fluid-cilia coupling, a sigmoid function of the channel activations that represents the non-linear compression in the ionic channels, and a low-pass filter that represents hair-cell membrane leakage. Finally, the lateral inhibitory network is approximated by a first-order derivative in respect to the tonotopic (frequency) axis, which is then half-wave rectified. The output at each frequency band is then obtained by integrating this signal over a short window (Mesgarani and Shamma 2007) . We propose a new set of features using the information provided by the first stage, then the mean of the log-spectrum using the auditory spectrogram (MLSa)
where k is a frequency band, N is the number of frames in the utterance and a(n, k) is the k-th coefficient obtained by applying the auditory filter bank to the signal in the frame n. The MLSa were computed using auditory spectrograms calculated for windows of 25 ms without overlapping.
Principal component analysis
The principal component analysis (PCA) is a widelyknown technique for dimensionality reduction (Bishop 2006) and it was used in the context of emotion recognition (El Ayadi et al 2011) . This analysis allow to obtain vectors linearly uncorrelated, using an orthogonal transformation. These orthogonal vectors, called principal components, are oriented subsequently in the directions where the variance is greater. That is, the 1st component is oriented in the direction where the data present the greatest variance, the 2nd component is oriented to describe the largest possible variance perpendicular to the preceding, an so on. In this work, PCA is used to reduce the dimensionality of the data extracted from MLS and MLSa. The aim is to evaluate their usefulness in the current schema, keeping the performance of the raw features with a low-dimensionality and under noise conditions.
Smoothed MLS and MLSa
Visual inspection of MLS curves reveals similar morphologies in samples corresponding to the same class. In Figure 1 can be seen some examples of MLS curves for two emotional classes: Sadness and Disgust. In order to take advantage of these similarities, we propose to approximate the MLS and MLSa curves with polynomials and to use their coefficients as features. Firstly, a moving average filter was used in order to obtain smoother curves. After that, MLS values and frequencies of each curve were normalised between 0 and 1, individually. Finally, a polynomial of degree 7 that fits the curve in a least squares sense was computed and 8 polynomial coefficients were obtained. This information and 4 statistical characteristics of the raw curve (minimum, maximum, mean and standard deviation) were used as a feature vector. It is important to notice that the polynomials fit to the MLS and MLSa curves, therefore they are not explicitly related with temporal changes or utterances duration.
Reference features
In order to compare the proposed features with wellknown ones, the MFCC and a more robust variation of the MFCC were calculated. Results obtained using theses features are showed in all the tables to discuss and compare the performances. For every emotional utterance, the first 12 MFCC were extracted using the Hidden Markov Models Toolkit (Young et al 2001) . These features are included because they are widely-used in emotion recognition (Batliner et al 2011; El Ayadi et al 2011; Koolagudi and Rao 2012; Zeng et al 2009) and represent a baseline to evaluate the proposed representations. The MFCC were calculated using Hamming windows of 25 ms with a 10 ms frame shift. For the robust MFCC (MFCC-R), the last cosine transform did not applied and the coefficients are taken after the mel mapping. Finally, the mean of each MFCC and MFCC-R coefficient was computed along the utterance.
Incorporation of prosodic features
The use of prosodic features in emotion recognition has already been studied and discussed extensively (Adell Mercado et al 2005; Borchert and Dusterhoft 2005; Schuller et al 2004) . As in almost all works, here the classic methods to calculate Energy and pitch (F 0 ) along the sentence were used (Deller Jr. et al 1993) . Although many parameters can be computed from prosodic features; in this work, the mean and standard deviation of pitch and energy over the whole utterances were used, because they were the most useful in previous work (Albornoz et al 2011) .
The different features were arranged in vectors with and without prosodic information. In order to present The aim of selecting 12 PCA coefficients (that contain more than 95% of variance for all cases) was to keep the same dimensionality that MFCC coefficients. The features with prosodic values are pointed out using "+ P ".
Neural classifier
In order to analyse the performance of the proposed characteristics, classifiers based on neural networks were used for all the experiments. As the aim of this work is to evaluate the robustness of features for emotion recognition, we decided to use a standard MLP as classifier, with a common configuration. Classifiers based on MLP were widely used in emotion recognition (El Ayadi et al 2011; Koolagudi and Rao 2012; Schuller et al 2004) . In the MLP, the nodes are fully connected between layers without connections between units in the same layer (Haykin 1998) . The input vector (feature vector) feeds into each of the first layer perceptrons, the outputs of this layer feed into each of the second layer perceptrons, and so on. The output of the neuron is the weighted sum of the inputs plus the bias term, and its activation is a function (linear or nonlinear).
For MLP classification experiments, Stuttgart Neural Network Simulator (Zell et al 1998) was used. An exploration to reach the best configuration for every feature vector was performed. The initial network had one hidden layer and the exploration (changing the number of neurons N H in the hidden layer) looked for the best number of neurons in the hidden layer N * H . The training of a network was stopped when it reached the generalization point with test data (Haykin 1998) , and so, its test rate and trained network were kept. When all configurations for all partitions were explored, we computed an average test rate for each structure over all the partitions. The trained network that achieved the best test results was used to evaluated clean and noisy validation data. 
Experiments
In this section, the robustness of the proposed features is evaluated. A general scheme about the whole process for the experiments is showed in Figure 2 . These are divided into two groups: experiments with clean signals, that are firstly presented, and the experiments with noisy signals. For both groups of experiments, all the coefficients in vectors were normalised. Firstly, the maximum and the minimum values (for each dimension) from the training set were extracted. Then, these values were used to normalise the training vectors, clean validation vectors and all sets of noisy validation vectors. Due to the diverse sources of the features and the capabilities of the MLP, a normalisation process is really needed. We assume that the training data are sufficiently representative to train the model (as usual) and to estimate the maximum and minimum values for normalisation. In respect to noisy experiments, the same values are proposed because white noise do not generate extraneous peaks and moreover, the proposed features are averaged over the whole sentence. The MLP classifiers were evaluated considering signals artificially contaminated with additive white noise 2 . Firstly, noisy signals were generated using several signal-to-noise ratios. After that, the features were extracted as it was mentioned previously.
It is important to remark that a cross-validation method (Michie et al 1994) was implemented in all the experiments. This avoid the biased estimates of recognition error that are usually present in experiments with only one training and one test partition.
In the following, the databases used for the experiments are presented. Then, all the experiments are introduced and discussed.
Emotional Speech Corpus
In this work we used a well-known acted database EmoDB and a more realistic database called eNTER-2 Using Matlab.
FACE.
In both, all utterances belonging to the same class are labelled with the name of the class and their transcriptions are ignored. Each utterance is represented by an unique pattern in a data partition.
EmoDB
This database was developed at the Communication Science Institute of Berlin Technical University (Burkhardt et al 2005) . The emotional speech signals were taken from this database because it is freely accessible 3 and it was used in several studies ( The unbalanced distribution of classes is important (24% of the set is represented by anger class). Methods that use this kind of data usually obtain biased results. Almost all works did not address this issue and their results are hardly comparable. This is a really important topic in most types of classifiers.
In the same way as in (Albornoz et al 2011) , the dataset was balanced by equalizing the size of the classes and ten partitions were generated. The same number of samples for all classes in each partition were randomly selected (46 x 7 = 322 utterances) without speaker considerations. In the classification experiments, the data partitions were randomly divided in 80% for training and the remaining 20% was left for final validation. The training data in turn was randomly separated in 60% for training and 20% for the generalization test.
4 This validation methodology includes a cross-validation using the ten partitions. This is the same schema defined in (Albornoz et al 2011) and thus, the results are directly comparable.
The previous validation methodology did not ensure speaker independence (in the sense of leave-k-speaker out) and we attempted to deal with this issue. It is important to mention that the distribution of the utterances in the database (for different speakers and types of emotions) is very irregular (Burkhardt et al 2005) . Therefore, a leave-one-out scheme is impossible because sometimes there is not enough utterances for validation. However, none previous work -to our best knowledgehas taken into account this important issue. We decided to propose a more exigent scheme using leave-two-out (one female + one male), which allows the balance. In order to do that, we generated 5 partitions combining the couples in the more balanced way.
eNTERFACE
The eNTERFACE database has 1260 utterances and it is freely accessible 5 (Martin et al 2006) . This is an audio-visual emotion database that contains 42 subjects whom express 5 sentences for each of 6 archetypal emotions: happiness, sadness, surprise, anger, disgust and fear. Utterances are expressed in English as reaction to a particular situation by people coming from 14 different countries. In this work, the audio signals were extracted in wav format (using ffmpeg 1.0.6.) from the avi format.
For speaker independent experiments, we defined 7 partitions that contain: Training (900 sentences -30 speakers), Test (180 sentences -6 speakers) and Final Validation (180 sentences -6 speakers).
Experiments without noise
In order to set up a reference system, the proposed feature vectors were evaluated without noise. Table 1 shows the classification accuracy for the proposed feature vectors. To estimate if prosody is useful in comple- menting these features, we evaluate the extension of feature vectors with prosodic information (Table 2) . Several configurations for the MLP were tested and then, the best ones were reported in the tables. The 12pMLS and 12pMLSa have obtained the poorer performance, even adding prosodic information. For 12MFCC and 12MFCC-R, the performances were suitable showing significant improvements when these were used with prosody. Vectors based on MLS obtained satisfactory performances that exhibit enhancements when prosodic information was added. It is interesting to note that 30MLS and 12PCA-MLS achieved similar results (with and without prosody). It would demonstrate that PCA is useful to perform a dimensional reduction of MLS. The 71MLSa showed an unsatisfactory behaviour, and the 12 PCA coefficients based on MLSa obtained a similar result. However, when the 71 MLSa coefficients were used with prosodic information (71MLSa + P ), the classification rate was improved more than 8 % (absolute). Furthermore, it can be observed that the 12PCA-MLSa + P have reached the best classification rate, improving almost 18 % (absolute) the classification rate achieved without prosody (12PCA-MLSa). This result indicates once again that PCA is suitable to reduce the dimensionality of spectral coefficients (MLS and MLSa) due to it retain the discriminative information, whereas it points out that prosodic and MLSa information should be used together. In addition, PCA allowed to have (at the most) the same dimensionality of MFCC. It is an interesting and promising result because these features are new for the emotion recognition task.
Experiments with noise
In the experiments with noisy signals, the features that showed a poor performance in preliminary experiments without noise were not included. The first experiments were performed using the EMODB and 10-fold cross validation. The classifiers trained with clean signals were tested with noisy signals and the performance is presented in Table 3 . In the first column, signal-to-noise ratios are displayed and the remaining columns show the performance of every feature vector. As can be observed in this table, similar to previous works, 12MFCC works fine without noise but its behaviour degrades abruptly in noise presence. The 12MFCC-R features are more robust than 12MFCC for low levels of noise. The set of proposed features obtained a significant improvement in classification rates. It should be noted, for example, an absolute increment of more than 23 % (from 34.29 to 57.94) with 40 dB and an absolute increment of more than 27 % (from 30.16 to 57.46) with 35 dB (with regard to MFCC). After that dB range, the PCA becomes beneficial to reduce noise effects, whereas that allows dimensional reduction. Thus, the absolute improvement is greater than 21% (from 23.02 to 44.60, from 24.60 to 50.79 and from 28.41 to 53.81) in 20 − 30 dB range. Finally, a relative classification enhancement about 60 − 70 % (from 16.51 to 26.03, from 17.62 to 29.84, and from 20.00 to 34.13) is obtained for low signal-to-noise ratio ([5 − 15] dB). Meanwhile the relative improvement is about 30 % (from 16.03 to 20.79) for 0 dB. The parametrisation based on the bio-inspired model shows a robust behaviour against high presence of noise. Unlike the MFCC, the proposed features are affected in conditions of high SNR (up to 25 dB). The significant improvements, that can be observed when the dimensionality of features is reduced using PCA, would suggest that these representations allow to keep in a separate manner the signal information and the noise. Furthermore, the non-linear filter bank of the auditory model can obtain relevant information even in the presence of higher levels of noise.
Using the EMODB and 10-fold cross validation, the feature sets with prosodic information were evaluated and the results are presented in Table 4 . Results show that prosodic information improves the classification for all representations, using clean signals (more than 17% in 12PCA-MLSa case). This information was not always useful under noisy conditions and it could be attributable to the non-robust method used for prosodic computation. The representations show a similar behaviour in Table 3 and 4. In this way, the PCA coeffi- cients obtained the best performance and furthermore, they provide low dimensional vectors. Once again, the PCA extracted from the bio-inspired parametrisation presents a robust behaviour against high presence of noise. Thus, the relative classification improvement is about 22 % for 0 dB (from 18.57 to 22.70 %).
As introduced previously, the most relevant information for emotion recognition was found between 0 and 1200 Hz. The good results can be attributable, on one hand, to the better resolution of the filter bank of the bio-inspired model in this frequency range that imitates frequency selectivity of the basilar membrane and, on the other hand, to the filters and approximations that simulate the remainder behaviour of the early auditory system. Moreover, the dimensional reduction using PCA keeps relevant characteristics of emotional signals disregarding the noise information while it reduces the dimensionality of the input vector for the classifier.
The previous experimental results were obtained with classifiers trained with clean signals and validated with contaminated signals for several SNR. A hard experiment was performed using classifiers trained using noisy signals (0 dB SNR) and validated with noisy signals for diverse SNR. The best MLP structures obtained for clean signals, for each feature set, were considered. The classifiers were validated using EMODB and ten-fold cross validation. In Table 5 the results are presented. For this scheme, the behaviour of MLS and MLSa features are relatively good and when the PCA was used, the best performances were obtained. The MFCC features obtained the best performance when the classifier is trained and validated using signals with the same SNR.
Other set of experiments to deal with speaker independence was performed using the EMODB. In order to carry out the experiments, a leave-k-speakers out scheme was considered as was mentioned in Section 3.1. In the same way that previous experiments the classifiers were trained with clean signals and then were validated for several SNR using 5-fold cross validation. Tables 6 and 7 present the results. As can be seen, the performance decreases for ∞ dB configuration respect to previous results. The features based on MLS have the best performance for high SNR, while the MLSa related features have the best performance for low SNR. Additional information is showed graphically in Figures 3 and 4 . In both can be observed the relative improvement of classification rate with regard to 12MFCC and 12MFCC + P, respectively. It is noticeable the significant relative improvement obtained in almost cases. For example, as can be seen in Figure  3 the proposed features improved the 12MFCC more than 30 % up to 10 dB, reaching a maximum over 100 % of relative improvement. Although all features experiment a decay to 0 dB, MLSa obtains 55.90 % (relative) more than MFCC (from 18.40 to 28.68) with 0 dB SNR. The 12MFCC-R shows again a more robust behaviour respect to MFCC for high SNR. Figure 4 presents the results of feature vectors with prosody. In this case, the incorporation of prosody is more beneficial to the reference features (12MFCC + P ). While the gap of relative improvement decreases respect to the previous figure, the proposed features show a superior performance (excepting MLS features in 0−10 dB range where the white noise produces a great masking on the traditional spectrum). In both figures can be observed that proposed parametrisations have evidenced a good performance under noisy conditions. Features based on MLS have a good behaviour to high SNR, whereas the bio-inspired features reach the best performance under conditions with higher level of noise. These experiments confirm that the results are promising also in a speaker independence scheme.
In order to obtain a more realistic impression of the previous results, we considered a more spontaneous database in a different language (eNTERFACE). For these experiments, a 7-fold cross validation scheme was implemented. Using the clean signals, different MLP structures were explored in order to find the best network configuration for each set of extracted features. The classifiers, trained with clean signals, were validated with contaminated signals for several SNR. In Figures 5 and 6 can be observed the relative improvement of classification rate with regard to 12MFCC and 12MFCC + P, respectively. In these experiments, the proposed parametrisations present a significant improvement in all cases under noisy conditions. For example, as can be seen in Figure 5 the proposed features improved the 12MFCC more than 30 % in 40 − 10 dB range, reaching maximums over 80 % of relative improvement for 30, 25 and 20 dB. Figure 6 shows that the incorporation of prosody is beneficial to the reference features (12MFCC + P ) in 40 − 20 dB range, while the proposed features always show a superior performance. Figure 6 shows that, although the incorporation of prosody is a bit more beneficial to the reference features (12MFCC + P ) in 40 − 20 dB range, the proposed features always show a superior performance. Moreover, the gap of relative improvement increases in 15 − 0 dB range, outperforming 45 % relative respect the to MFCC with 0 dB SNR (from 17.07 to 24.76). On the other hand, as in previous experiments the 12MFCC-R showed a more robust performance respect to MFCC for low levels of noise. Both figures show that the proposed parametrisations have a similar good performance. As can be seen, the bio-inspired features also obtained promising results using a more realistic corpus in a different language.
Conclusions and future work
In this paper, we present a novel set of features based on a bio-inspired model for emotion recognition. These features are obtained from a time-frequency analysis computed with an auditory model. Also, PCA was used to get lower dimensional vectors from the proposed features. These features were evaluated under noise conditions, which is a current challenge for this recognition task.
Results showed that the MLS and MLSa features, and these combined with prosody, improve the accuracy under these noise conditions. Moreover, the PCA proved to be useful to extract the most relevant information from MLS and MLSa because it allowed to improve the results with low dimensional data. As well as in previous works, the MFCC showed a good performance with clean signals but it degrades a lot in noise presence. The MFCC-R showed to be a reliable alternative to MFCC for low levels of noise. On the other hand, the features proposed in this work always improved the classification under noise conditions. The results pointed out that the features based on spectral information have a very good performance for low amount of noise, whereas the characteristics computed using the auditory model have shown to be more robust for low signal-to-noise ratios. The results were validated in a speaker independent scheme and with two emotional speech corpora.
In future work the proposed parametrisation could be used to improve the performance of hierarchical classifiers with noisy signals. Furthermore, we will explore the performance of classifiers with another type of noises (pink, bubble and others non-stationary) and types of noise interaction models (like the convolutive in reverberant rooms).
