Quantization plays an important role for energy-efficient deployment of deep neural networks (DNNs) on resourcelimited devices. Post-training quantization is crucial since it does not require retraining or accessibility to the full training dataset. The conventional post-training uniform quantization scheme achieves satisfactory results by converting DNNs from full-precision to 8-bit integers, however, it suffers from significant performance degradation when quantizing to lower precision such as 4 bits.
Introduction
In recent years, deep neural networks (DNNs) have achieved state-of-the-art results in a variety of learning tasks including image classification [46, 21, 22, 45, 18, 44, 26] , segmentation [4, 17, 41] and object detection [31, 39, 40] . Scaling up DNNs by one or all dimensions [46] of network depth [18] , width [49] or image resolution [27] attains better accuracy, at a cost of higher computational complexity and increased memory requirement, which makes it difficult to deploy on embedded devices with limited resources.
One feasible way to deploy DNNs on embedded sys- * Work done at Samsung Semiconductor, Inc.
tems is quantization of full-precision (32-bit floating-point, FP32) weights and activations to lower precision (such as 8-bit, INT8) integers [23] . By decreasing the bit-width, the number of discrete values is reduced, while the quantization error, that generally correlates with model performance degradation increases. To minimize the quantization error and maintain the performance of a full-precision model, majority of recent studies [52, 3, 35, 23, 5, 50, 11, 24] rely on training either from scratch ("quantization-aware" training) or by fine-tuning a pre-trained floating-point model. However, post-training quantization (PTQ) is crucial since it does not require retraining or accessibility to the full training dataset. It saves time-consuming fine-tuning effort, protects data privacy, and allows for easy and fast deployment of DNN applications. Among various PTQ schemes proposed in the literature [25, 6, 51] , uniform quantization is the most popular approach to quantize weights and activations since it discretizes the domain of values to evenlyspaced low-precision integers which can be implemented on commodity hardware's integer-arithmetic units.
Recent work [25, 28, 36] shows that PTQ based on a uniform scheme with INT8 is sufficient to preserve near original FP32 pre-trained model performance for a wide variety of DNNs. However, ubiquitous usage of DNNs requires even lower bit-width to achieve higher energy efficiency and smaller models. In lower bit-width scenarios, such as 4-bit, post-training uniform quantization causes a significant accuracy drop [25, 51] . This is mainly due to the fact that the distributions of weights and activations of pre-trained DNNs can be well approximated by Gaussian/Laplacian models [16, 30] . That is, most of the weights are clustered around zero while few of them are spread in a long tail. As a result, when operating in the low bit-width regime, uniform quantization assigns too few quantization levels to small magnitudes and too many to large ones, which leads to a significant accuracy degradation [25, 51] .
To take advantage of the fact that the weights and activations of pre-trained DNNs typically have bell-shaped distributions with long tails, we propose a piecewise linear method to break the entire quantization range into two non-overlapping regions where each region is assigned an equal number of quantization levels. We restrict the number of regions to two to limit the complexity of the proposed approach and of the hardware overhead. The optimal breakpoint that divides the entire range can be found by minimizing the quantization error. Compared to uniform quantization, piecewise linear quantization provides a richer representation that reduces the quantization error under the same number of quantization levels. This indicates its potential to reduce the gap between floating-point and low-bit precision models.
The main contributions of our work are as follows:
• We propose a piecewise linear quantization scheme for fast and efficient deployment of pre-trained DNNs without requiring retraining or access to the full training dataset. In addition, we investigate its impact on the hardware implementation.
• We present a solution to find the optimal breakpoint and theoretically demonstrate that our method achieves lower quantization error than uniform quantization.
• We provide a thorough evaluation on image classification, semantic segmentation and object detection benchmarks and demonstrate that our method achieves state-of-the-art results for 4-bit quantized models.
Related work
There is a wide variety of approaches in the literature that facilitate the efficient deployment of DNNs. The first group of techniques relies on designing network architectures that depend on more efficient neural network building blocks. Notable examples include depth/point-wise layers [43, 46] as well as group convolutions [33] . These methods require domain knowledge, training from scratch and full access to the task datasets. The second group of approaches optimizes neural network architectures in typically a taskagnostic fashion and may or may not require (re)training. Weight pruning [16, 29, 19, 32] , activation compression [9, 8, 13] , knowledge distillation [20, 37] and quantization [7, 53, 23] fall under this category.
In particular, quantization of activations and weights [14, 15, 38, 55, 47, 30, 5, 50] leads to model compression and acceleration as well as to overall savings in power consumption. Model parameters can be stored in a fewer number of bits while the computation can be executed on integer-arithmetic units rather than on power-hungry floating-point ones [23] . There has been extensive research on quantization with and without (re)training. In the rest of this section, we focus on post-training quantization that directly converts full-precision pre-trained models to their low-precision counterparts.
Recent works [25, 28, 36] have demonstrated that 8-bit quantized models have been able to accomplish negligible accuracy loss for a variety of different networks. To improve accuracy, per-channel (or channel-wise) quantization is introduced in [25, 28] to address variations of the range of weight values across channels. Weight equalization/factorization is applied by [34, 36] to rescale the difference of weight ranges between different layers. In addition, bias shifts in the mean and variance of quantized values are observed and counteracting methods are suggested by [1, 12, 36] . A comprehensive evaluation of posttraining clipping techniques is presented by [51] along with an outlier channel splitting method to improve PTQ performance. Moreover, adaptive processes of assigning different bit-width for each layer are proposed in [30, 54] to optimize the overall bit allocation.
There are also a few attempts to tackle 4-bit PTQ by combining multiple techniques. In [1] , a combination of analytical clipping, bit allocation and bias correction is used, while [6] minimizes the mean squared quantization error by representing one tensor with one or multiple 4-bit tensors as well as by optimizing the scaling factors.
Most of the aforementioned works utilize a linear or uniform quantization scheme. However, linear quantization cannot capture the bell-shaped distribution of weights and activations, which results in sub-optimal solutions. To overcome this deficiency, [2] proposes a quantile-based method to improve accuracy but their method works efficiently only on highly customized hardware. Instead, we propose a piecewise linear approach that improves over the state-ofthe-art results, and can also be implemented efficiently with minimum modification to commodity hardware.
Quantization scheme
Quantization schemes aim to reduce the memory and energy footprints of a DNN by converting full-precision weights and activations into low-precision representations. In this section, we review a uniform quantization scheme and discuss its limitations. We then present our novel piecewise linear quantization scheme and show that it has a smaller quantization error compared to the uniform scheme.
Uniform quantization scheme
Uniform quantization scheme linearly maps fullprecision real numbers r into low-precision integer representations. From [23, 6] , the approximated versionr from uniform quantization at b bit-width can be defined as:
clamp(r; r l , r u ) = min(max(r, r u ), r l ),
where [r l , r u ] is the quantization range, z is the offset, s is the scaling factor, N is the number of quantization levels, r q is the quantized integer from a rounding function · Z b followed by saturation to the integer domain Z b . We set the offset z = 0 for symmetric signed distributions combined with Z b = {−2 b−1 , ..., 2 b−1 −1} and z = r l for asymmetric unsigned distributions (e.g., ReLU-based activations) with
Since the scheme (1) introduces a quantization error defined as ε uni =r − r, the expected quantization error squared is given by:
with C(b) = 1 12(2 b −1) 2 under uniform distributions [48] . From the above definition, uniform quantization divides the range evenly despite the distribution of r. Empirically, the distributions of weights and activations of pre-trained DNNs are similar to bell-shaped Gaussian/Laplacian distributions [30] . Therefore, uniform quantization is not always able to achieve small enough quantization errors to maintain model accuracy, especially in low-bit cases. In the following subsection, we propose a novel piecewise linear quantization scheme and show that it has stronger representational power (smaller quantization error) compared to uniform quantization.
Piecewise linear quantization scheme
To take advantage of bell-shaped distributions, piecewise linear quantization breaks the quantization range into two non-overlapping regions: the dense, centered region and the sparse, high-magnitude region. We chose to use two regions to maintain simplicity in the inference algorithm and in the hardware implementation.
Therefore, we only consider one breakpoint p to divide the quantization range [−m, m] into two symmetric regions: the center region R 1 = [−p, p] and the tail region
Both regions consist of a negative piece and a positive piece. Within each of the four pieces, b-bit uniform quantization (1) is applied. We then define the piecewise linear quantization scheme as:
where sign(r) is denoted as the sign of r. For unsigned values, such as the outputs of ReLU activations, only the two positive pieces of the above scheme are used. The piecewise quantization error is defined as ε pw = pw q (r; b, m, p) − r. Figure 1 shows the comparison between uniform and piecewise linear quantization schemes on the empirical distribution of the conv4 layer weights in a pre-trained Inception-v3 model [45] . (2) based on the error of each piece:
Since F (r) = 1 − F (−r) for a symmetric probability distribution, Equation (4) can be simplified as:
The performance of a piecewise quantized model crucially depends on the value of the breakpoint p. If p = m 2 , then b-bit piecewise quantization is essentially equivalent to (b + 2)-bit uniform quantization, because the four pieces have equal quantization ranges and bit-widths. If p < m 2 , the center region has a smaller range and greater precision than the tail region, as shown in Figure 1 . Conversely, if p > m 2 , the tail region has greater precision than the center region. To reduce the overall quantization error for bellshaped distributions found in DNNs, we increase the precision in the center region and decrease it in the tail region. Thus, we limit the breakpoint to the range 0 < p ≤ m 2 . Accordingly, the optimal breakpoint can be estimated by minimizing the expected squared quantization error:
Since bell-shaped distributions tend to zero as r becomes large, we consider a smooth f (r) is decreasing when r is positive, i.e., f (r) < 0, ∀r > 0. Then we prove that the optimization problem (6) is convex with respect to the breakpoint p ∈ (0, m 
Taking the first and second derivatives of (5) yields
In practice, we can find the optimal breakpoint by solving the convex problem (6) with assumption of normalized Gaussian or Laplacian distributions by approximations of p * /m = ln(0.8614m + 0.6079) or p * /m = 0.8030 √ m − 0.3167, respectively. Alternatively, we also provide a simple coarse-to-fine grid search algorithm without any assumption of specific distributions of r (see Section 5.1.1).
Error analysis
Once the optimal breakpoint p * is found, both Lemma 2 and the numerical simulation in Figure 2 show that b-bit piecewise linear quantization achieves a smaller quantization error than (b+2)-bit uniform quantization, even though both schemes provide the same number of quantization levels. This indicates that piecewise linear quantization has a stronger representation power.
For b-bit piecewise linear quantization, we solve the convex problem (6) by letting the first derivative equals zero in (7) , and determine that the optimal breakpoint p * satisfies
By substituting (10) in (5) and simplifying, we obtain
Subtract the above from (9) to obtain
Because, in actuality, C(b + 2) is slightly less than C(b) 16 , the error from b-bit piecewise linear quantization can be slightly larger than the error from (b+2)-bit uniform quantization if the distribution is insufficiently bell-shaped; that is, when the distribution is approximately uniform. However, in practice, simulation results show that the optimal b-bit piecewise linear quantization error is less than the (b+2)-bit uniform quantization error for every layer in Inception-v3. Figure 2 shows representative results for the conv4 layer; each layer in Inception-v3 generates similar results for 2-, 4-, and 6-bit piecewise linear quantization.
Hardware impact
In this section, we discuss the hardware requirements for efficient deployment of DNNs quantized with piecewise linear scheme. In neural networks, every output can be computed using a vector inner product between vector X and vector W , which are part of the input activation tensor and part of the weight tensor, respectively. From scheme (1), the approximated versions of uniform quantization arê X = s x X q +z x I andŴ = s w W q +z w I, where X q and W q are quantized integer vectors from X and W , respectively, I is an identity vector, s x , s w and z x , z w are associated constant-valued scaling factors and offsets, respectively. An output of uniform quantization follows
where ·, · is defined as vector inner product and C 0 = z x s w W q , I + z x z w I, I is denoted as the constant terms that can be pre-computed offline. Therefore, a uniformly quantized DNN requires two accumulators: one for sum of acitvation and weight products X q , W q and one for sum of activations X q , I .
As we mentioned in Section 3.2, piecewise linear quantization breaks the weight ranges into two regions, which requires separate computation paths (P 1 and P 2 ) as they have different scaling factors. For these regions, we set offsets z w1 = 0, z w2 = p and denote scaling factors by s w1 and s w2 in R 1 and R 2 , respectively. We also define by ·, · Ri the associated partial of vector inner product, and W abs qi the associated quantized integer vector from the element-wise absolute value version of W in region R i for i = 1, 2. Then P 1 is computed using the following equation,
and P 2 has some extra terms as it has non-zero offset p,
where is element-wise product of vectors, sign(W ) is a sign vector of W , C 1 and C 2 are constant terms, which can be pre-computed similar to C 0 in (13) .
As suggested by equations (14) and (15), one extra accumulation register is needed to sum up the activations that are multiplied by the non-zero offset p introduced for weights in region R 2 ( X q , sign(W ) R2 ). In short, an efficient hardware implementation of piecewise quantization requires:
• adders and multipliers similar to uniform quantization,
• three accumulators: one of each for sum of products in P 1 and P 2 , and another one for activations in P 2 ,
• and two extra bits for storage per weight tensor as one for the sign and one for indicating the region. Note that the latter bit does not increase the multiply-accumulate (MAC) computation and it is only used to find the appropriate accumulators.
Based on the above explanation, it is clear that more breakpoints require more accumulation registers and more bits per weight tensor. In addition, applying piecewise linear quantization on both weights and activations requires accumulators for each combination of activation regions and weight regions, which translates to more hardware overhead. As a result, we recommend one breakpoint for piecewise linear quantization and only on the weight tensor.
Experiments
We evaluate the robustness of piecewise linear method for post-training quantization on popular networks of several computer vision benchmarks: ImageNet classification [42] , semantic segmentation and object detection on Pascal VOC challenge [10] . In all experiments, we apply batch normalization folding [23] before quantization. For activations, we follow the profiling strategy in [51] to sample from 512 training images, and collect top-10 median (which we believe it is more stable for low-bit quantization) of minmax ranges at each layer. During inference we apply quantization after clipping with these ranges. Unless stated otherwise we quantize all network weights per-channel and activations as well as pooling layers per-layer. We perform all experiments in Pytorch library with its pre-trained models.
Ablation study on ImageNet
In this section we conduct experiments on ImageNet classification challenge [42] and investigate the effect of our proposed piecewise linear quantization method. We evaluate the performance on ImageNet validation dataset for three popular network architectures: ResNet-50 [18] , Inception-v3 [45] and MobileNet-v2 [43] . We use torchvision 1 and its pre-trained models for our experiments.
Optimal breakpoint inference
In order to apply piecewise linear quantization, we first need to find the optimal breakpoint. As stated in Section 3.2, one way is to assume weights and activations satisfy Gaussian or Laplacian distributions, then we use formulated PDF/CDF to solve the equation (10) Under the assumption of Gaussian or Laplacian distributions, experimental results show that the approximation of breakpoint obtains almost the same top-1 accuracy compared to binary search on piecewise quantized model. However, more importantly, the approximation at one single shot of the optimal breakpoint is much faster than the binary search. Thus, if tensor values are under Gaussian or Laplacian assumption, unless stated otherwise we use piecewise linear method with approximated version of optimal breakpoint for the rest of this paper. Piecewise linear quantization methods under the assumption of Gaussian and Laplacian distributions are denoted by PWG and PWL, respectively.
Another alternative approach is a simple three-stage coarse-to-fine grid search algorithm to minimize quantization error without any need of distribution assumptions: Compared to the previous two methods PWG and PWL, coarse-to-fine search (PWS) generally guarantees to achieve smaller quantization error at a cost of longer offline search time. Overall, smaller quantization error correlates lower loss of quantized model performance, however, we point out that smaller quantization error on weights is not always necessary indicating higher accuracy of quantized model. In general, finding the optimal breakpoint is a convex problem and we believe there are other potential solutions to further improve the results and we leave it for future work.
Comparison to uniform quantization
In section 3.3, we analytically and numerically demonstrate that b-bit piecewise linear scheme obtains smaller quantization error than (b + 2)-bit uniform scheme. We expect b-bit piecewise quantization performs as equal accurate as or even outperforms (b + 2)-bit uniform quantization.
We compare these two schemes in Table 1 . In this table, weights are quantized per-channel into 2-to-8 bit with uniform or piecewise linear scheme, activations are uniformly quantized into 8-bit per-layer. Generally, b-bit (b = 2, ..., 6) piecewise linear quantization achieves higher accuracy than (b + 2)-bit uniform quantization except for two minor cases of MobileNet-v2 at 2-bit and 6-bit. When the bit-width goes down to 4-bit, piecewise linear quantization for ResNet-50 and Inception-v3 maintains near full-precision model's accuracy within 0.42% of degradation. Note that PWL rarely achieves the highest accuracy number, thus we only report PWG and PWS for the rest of the paper.
Overall, the results in Table 1 show that piecewise linear quantization is a more powerful representation scheme in terms of both quantization error and quantized model accuracy, making it a promising alternative for uniform quantization in low bit-width cases. In addition, piecewise linear quantization applies uniform quantization in each piece, hence it can benefit from any tricks that improve uniform quantization performance. Here we discuss two tricks: bias correction and per-group quantization.
Bias correction. An inherent bias in the mean and the variance of the tensor values was observed after the quantization process, the benefits of correcting this bias term have been demonstrated in [1, 12, 36] . This bias can be compensated by folding some correction terms into the scale and the offset [1] . We adopt this idea into our piecewise linear method and show the results in Table 2 . Applying bias correction further improves the performance of low-bit quantized models with a large margin, especially for MobileNet-v2 (MB-v2). It allows 4-bit piecewise post-training quantization of MB-v2 achieves near full-precision accuracy with a drop of 0.63%, which is state-of-the-art result for low-bit quantization of MB-v2, to the best of our knowledge. Per-group quantization. Per-channel quantization applies quantization per output channel filters, individually. This allows more accurate approximations of the original weight tensors and significantly improves network accuracy [25, 28] . We extend this technique and propose per-group quantization that decomposes each output channel filter into multiple groups and quantizes them separately, to further reduce the quantization error.
To be more specific, we consider a weight tensor W ∈ R cout×cin×kw×k h , where c out and c in are output and input channel size, k w and k h are kernel width and height size, respectively. Different from per-channel quantization on each filter tensor W [i, :, :, :], per-group quantization is applied on each sub-tensor W [i, j * g :(j +1) * g, :, :] which we call as a group, where i = 0, ..., c out − 1, j = 0, ..., floor(c in /g), and g is the group size. Note that changing from one group to another needs an extra step of changing the scaling factor. To keep this overhead small, we limit the group size to g = 32 if k w k h < 9 else g = 256.
Comparison of b-bit (per-channel) and b+Gr (per-group) in Table 2 shows that per-group quantization indeed generally improves the quantized model, which indicates the input-channel range variations also exist in pre-trained DNNs. In general, a combination of low-bit piecewise linear quantization, bias correction and per-group on weights, achieves minimal loss of full-precision model performance.
Comparison to existing approaches
In this section, we evaluate our piecewise linear quantization method with other existing approaches, by quoting the reported performance scores from the original literature.
An inclusive evaluation of clipping techniques along with outlier channel splitting (OCS) was presented in [51] . Table 2 . Effect on top-1 accuracy (%) of bias correction and pergroup quantization on weights. For b = 2, 4, b+B: b-bit with bias correction; b+Gr: b-bit with per-group quantization; b+BGr: b-bit with bias correction and per-group quantization. We refer Table  1 for the notation of Uni, PWL and PWS, and we use the same notations for the rest of the paper. To fairly compare with these methods, we adopt the same setup of applying per-layer quantization on weights and without quantizing the first layer. In Table 3 , we show that b-bit piecewise linear quantization with Gaussian breakpoint (no bias correction or per-group tricks) outperforms (b + 2)-bit best results of clipping method combined with OCS. Furthermore, OCS needs to change the network architecture and introduces extra overheads, in contrast to the piecewise linear approach. In general, the MAC unit for b-bit piecewise linear quantization requires (b + 1)-bit weight operand and (b + 2) bits to store the weight tensor. This extra overhead is due to the sign. If piecewise linear quantization is applied to unsigned tensors, such as ReLU-based activations, this extra bit is not needed. In order to fairly compare piecewise linear quantization with other b-bit quantization in the prior works, we consider two cases: PW-Comp and PW-Stor. PW-Comp refers to a piecewise linear approach under the same bitwidth MAC operands, which has (b − 1) bits per piece for each singed tensors and b bits per piece for unsigned ones. PW-Stor refers to the case that the weight tensor occupies only b bits, which has (b − 2) and (b − 1) bits, per piece, for signed and unsigned tensors, respectively.
In Table 4 , we provide a comprehensive comparison result of the piecewise linear method to other existing quantization methods on ResNet-50 and Inception-v3. Here we apply per-layer quantization on activations and we combine bias correction with per-group quantization on weights. In terms of the same bit-width computation, Table 4 demonstrates that PW-Comp always achieve the best top-1 accuracy. On the contrary, if we restrict the quantized model having the same storage, PW-Stor generally is not optimal comparing with analytical clipping for integer quantization (ACIQ) [1] and low-bit quantization (LBQ) in [6] . However, ACIQ applies per-channel bit allocation for both weights and activations which mainly reduces memory footprints but not necessarily makes hardware implementation more efficient. LBQ maps one original tensor to multiple quantized tensors which introduces extra computation and storage simultaneously. We emphasize that our piecewise linear method is simple and efficient. It achieves the desired accuracy at the small cost of a few more accumulators per MAC. More importantly, it is applicable on top of other methods.
We also show the capability of piecewise linear scheme for low-bit quantization on MobileNet-v2 in Table 4 . Under the same bit-width of computation or storage requirement among all the methods, our piecewise linear approach (PW-Comp or PW-Stor) combined with bias correction and per-group quantization achieves the best accuracy scores on both 8/8 and 4/8 cases.
Other applications
To show the robustness and applicability of our proposed approach, we extend the piecewise idea to other computer vision tasks including semantic segmentation on DeepLab-v3+ [4] and object detection on SSD [31] .
Semantic segmentation
In this section, we apply the piecewise linear quantization for DeepLab-v3+ with a backbone of MobileNet-v2. The performance is evaluated with mean intersection over union (mIoU) on the Pascal VOC segmentation challenge [10] .
In our experiments, we utilize the implementation of public Pytorch repository 2 and evaluate the performance with its own pre-trained model. After folding batch normalization of the pre-trained model, we found that several layers of weight ranges become very large (e.g., [-54.4, 64.4] ). Considering the fact that quantization range [24] , especially in the early layers [6] , has a profound impact on the performance of quantized models, we fix the configuration of some early layers in the backbone. More precisely, we apply 8-bit piecewise quantization on three depth-wise convolution layers with large ranges in all configurations shown in Table 5 . Note that the MAC operations of these three layers are negligible in practice since they only contribute 0.2% of the entire network computation, but it is remarkably beneficial to the performance of low-bit quantized models. As noticed in classification models, 4-bit uniform quantization causes significant performance drop from the fullprecision version. In Table 5 , applying the piecewise linear method combined with bias correction and per-group quantization, the 4-bit quantization model on weights even outperfoms 8-bit DFQ [36] , which attains 0.58% degradation of the pre-trained model, indicating the potentiality of 4-bit post-training quantization of semantic segmentation task. Table 5 . Uniform and piecewise linear quantization of DeepLab-v3+ (backbone MobileNet-v2). The performance is evaluated with mean intersection over union (mIoU) on the Pascal VOC segmentation challenge. Weights are quantized per-group with bias correction, activations are quantized per-layer into 8-bit.
Object detection
We also test the piecewise linear scheme for the object detection task. The experiments are performed on the public Pytorch implementation 3 of SSD-Lite version [31] with a base network of MobileNet-v2. The performance is evalu-3 https://github.com/qfgaohao/pytorch-ssd ated with mean average precision (mAP) on the Pascal VOC object detection challenge [10] . Table 6 compares the results of the mAP score of quantized models using uniform scheme and piecewise linear scheme. Similar to classification and segmentation tasks, even with bias correction and per-group quantization, 4-bit uniform quantization causes 3.90% performance drop from the full-precision model, while 4-bit piecewise linear quantization is able to remove this notable gap down to 0.23%. Table 6 . Uniform and piecewise linear quantization of SSD-Lite (backbone MobileNet-v2). The performance is evaluated with mean average precision (mAP) on the Pascal VOC object detection challenge. Weights are quantized per-group with bias correction, activations are quantized per-layer into 8-bit.
Conclusion
In this work, we present a piecewise linear approximation for post-training quantization of deep neural networks. It breaks the bell-shaped distributed values into two regions per tensor where each region is assigned equal number of quantization levels. We further analyze the resulting quantization error as well as the hardware requirements. We show that our approach achieves near-lossless 4-bit post-training quantization performance on image classification, semantic segmentation and object detection tasks. Therefore, it enables efficient and rapid deployment of computer vision applications on resource limited devices.
