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Abstract
In electro-physiological experiments on behaving animals a set of stimuli is usually
presented to the animal and the neural activity is analysed at the same time; the
goal is to detect signicant patterns functionally related to the stimuli. Such studies
do usually not explicitly take into account that previous learning of the same or of
correlated stimuli will have an eect on the representation of the novel ones; indeed
the formation and update of the representation of sensory stimuli via experience is
fundamental for development and evolution. In order to investigate how the presence
of learnt stimuli interferes with the representation of novel stimuli we consider a net-
work of leaky integrators recurrently connected via Hebbian synapses storing a set
of p pre-learnt patterns. By means of equilibrium statistical mechanics methods we
estimate the distribution of ring rates across the population of neurons, both in pres-
ence or in absence of the novel stimuli. We calculate the mutual information between
the ring rates and the novel stimuli. We analyse how both the rate distribution and
the information content depend on the degree of similarity  between the novel and
the learnt stimuli, which exhibits clear signs of the collective phenomena underlying
pattern retrieval. We nd that in most cases the novel stimuli cause a shift of the tail
of the original distribution towards higher rates. The information is a non monotonic
function of , and a decreasing function of p. We calculate the correlation coecient
between the novel stimuli and the ring rates and compare it to the mutual infor-
mation, showing that the two measures are signicantly related for some values of
.
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11 Introduction
Each instant in time we are exposed to novel sensory inputs coming from the external
environment; therefore cortical areas are constantly processing new incoming information,
and integrating it with the previously acquired knowledge of the external world. In order
to understand this process, several research groups have devised proper experimental pro-
tocols, to investigate how the neural representation of stimuli is rst encoded and then
continuously updated in time. A recent study has shown that neurons in the insula cortex
of rats exposed to a novel tastant, start to signal the familiarity with the tastant increasing
their ring rates, as the novel taste is learnt (Bahar et al., 2002).
In other contexts associations learnt between two stimuli are disrupted or replaced by new
associations (e.g. stimulus-reinforcer association learning and reversal, see (Rolls, 1999),
chap.4 and (Mulder et al., 2003)). The process by which the representation of a stimulus is
disrupted or modied by novel inputs is very complex and implies mechanisms operating
at dierent time scales, involving short term plasticity, mainly dynamical in nature, up
to long-term structural and morphological changes. Modelling how the short term plastic
changes converge to a structural reorganisation of the cortical areas is a challenging and
ambitious goal which goes beyond the scope of this work. Here we rather focus on the initial
step where a novel stimulus intervenes to modify the distribution of activity representing
a previously learnt correlate. In other words we examine how the rate distribution of a
population neurons representing a set pre-learnt stimuli, modulates in presence of novel
intervening stimuli, which can be more or less correlated to the learnt ones. In particular
we analyse the amount of information that the neuronal ring rates carry about the novel
stimuli when these ones have dierent degrees of correlation with the learnt stimuli.
In order to investigate this issue, we consider a network of leaky integrator analogue
neurons storing a number p of patterns, which represent the learnt stimuli. The patterns
are embedded in the synapses via a Hebbian covariance learning rule. Novel stimuli are
modelled as an external current input to the network, which is endowed with a varying
degree of correlation  with the learnt patterns.
The leaky integrator analogue neuron model does admittedly not provide the most faith-
ful description of the real dynamics of cortical neurons, as it lacks a spike generating
mechanism. Questions about variability of neural response concerning spike-timing (Rieke
et al., 1996; Lerchner et al., 2004; Hertz et al., 2004), and the role of spikes and their
timing in achieving long term potentiation (e.g. (Gerstner and Kistler, 2002)) are there-
fore not within reach of the present investigation. Yet our approach has the advantage
that it allows to derive most of our results analytically, and | unlike previous studies
that have addressed the problem of estimating rate distributions in neural networks using
more realistic neuronal models (Brunel, 2000; Lerchner et al., 2004; Hertz et al., 2004) |
permits detailed studies of ring rate distributions for associative memories, in which a
2set of non-trivial attractors has been previously embedded through `learning'. Studying
the interference between embedded attractors and external stimuli driving the system is
in fact one of the central issues of the present paper. In the long run, it is hoped that such
a study could provide some theoretical underpinning for the interpretations of recordings
that look at dierences in ring rates using untrained-trained scenarios, the crucial point
being that subjects or animals considered as untrained on a specic task are not devoid
of a cognitive structure, and that this cognitive structure, realized in terms of pre-existing
neural connectivity (morphology and synaptic strengths), will inuence neural dynamics
in non-trivial ways.
There is another reason why a study of ring rate distributions in a bona-de model of
working memory should be interesting, namely that it allows to address a hypothesis,
according to which ring rates in neural systems are expected to be exponentially dis-
tributed (e.g. (Bladdley, 1996; Levy and Baxter, 1996). The argument advanced in favour
of this hypothesis is that such distributions would maximise information content (Shan-
non, 1948) subject to a constraint of given average rate ring rate, and thus supposedly
be most ecient in metabolic terms. This issue was addressed in (Treves et al., 1999), by
evaluating recordings from inferior temporal cortex of macaque monkeys exposed to an
ensemble visual stimuli. In that study a variety of ring rate distributions of given cells
was observed, when measured over the ensemble of stimuli, and only in few cases were
the distributions found to be close to exponential. Better ts were shown to be obtainable
assuming that observed rates were generated by neurons of a threshold-linear type, driven
by suitable combinations of fast and slow currents.
In the present paper we are going to calculate the distribution of the ring rates across
a population of neurons in presence of novel stimuli, using tools of equilibrium statistical
mechanics. Specically, we investigate the system on a time-scale assumed to be short
compared to that on which changes of synaptic ecacies occur, but long compared to
the actual time-scale of the neural dynamics. That is, it is a assumed that the network
dynamics has become stationary after presentation of a stimulus.
Using our results, we will be able to evaluate the mutual information between the ring
rate distribution and the the novel stimuli. We examine in particular the dependence of
the mutual information on the degree of correlation  with a stored pattern, and on the
number p of patterns embedded in the net. As far as other parameters characterising the
network, such as the sparseness of the representation of the learnt stimuli and the average
activity of the network are concerned, we have chosen them to be in a range considered
acceptable to represent cortical conditions.
The remainder of this paper is organised as follows. In Sec. 2 we introduce our model
of leaky integrator analogue neurons storing an ensemble of low-activity binary random
patterns. Sec. 3 describes the analysis of its collective behaviour in the presence of external
3stimuli (with formal parts of the analysis relegated to an appendix). In Sec. 4 we derive
expressions for ring rate distributions in the stationary regime of the neural response;
thereafter in Sec. 5 we look at mutual information and at correlations between stimuli and
ring rate distributions of the system. In Sec 6 we summarise our ndings and give an
outlook on a number of interesting questions which could in principle be addressed using
the methods outlined in the present paper.
2 The Model Neuron and the Associative Network
We consider a collection of neurons modelled as leaky integrators. The dynamics of such
a set of neurons is described by a set of coupled RC-charging equations,
Ci
dUi
dt
=  
Ui
Ri
+
N X
j=1
Jijj + Ii ; (1)
in which Ui is the membrane potential of the i-th neuron, Ci its capacitance, Ri a trans-
membrane resistance, and i its ring rate; the Ii are external input currents which rep-
resent a stimulus presented to the net. As usual, the Jij denote synaptic ecacies.
In the present model, ring rates are determined from the post-synaptic potentials via
voltage to rate transduction functions
j = gj(Uj   #j) : (2)
Although the precise shapes of these transduction functions need not be specied at this
point in order to work out the general theory, we will in the present paper be looking at
functions exhibiting threshold behaviour, taken to be of the form
g(x) = max
x
U0 + x
(x) ; (3)
their behaviour is that of threshold-linear neurons for small rates, with initial slope given
by U 1
0 . However, ring rates saturate at max for x = U #  U0. An example is depicted
in Fig 1. The parameters of these transduction functions may, if desired, be chosen to dier
from neuron to neuron. As the maximal ring rate max could be absorbed by a redenition
of the Jij we shall henceforth take max = 1, thus measuring all frequencies as fractions of
the maximal ring frequency (for cortical neurons typically a few hundred Hz).
In what follows, we will be looking at a network of neurons connected via Hebbian synapses
designed to store a set of p binary random patterns
Jij =
1
N0
p X
=1
(

i   a)(

j   a) ; i 6= j ; (4)
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Figure 1: Voltage-to-rate transduction-function, x = U   #, U0 = 0:75, max = 1.
where


i =
8
> <
> :
1; with prob: a;
0; with prob: 1   a;
hence h

i i = a ; (5)
and where the normalisation constant 0 = a(1 a) chosen such as to x the Jij{scale in
an a{independent manner. The parameter a sets the sparsity of the representation. It is
assumed that the loading level is extensive, p = N.
We are going to use this framework, in order to investigate the stationary response of the
system to external stimuli. That is, we investigate the system on a time-scale assumed
to be short compared to that on which changes of synaptic ecacies occur, but long
compared to the actual time-scale of the neural dynamics. Specically, it is a assumed
that the network dynamics has become stationary after presentation of a stimulus fIig.
Our aim is to compute distributions of ring rates across the populations of neurons
of the system, and investigate the dependence of these distributions on the degree of
correlation which may or may not exist between the stimuli and the neural ring patterns
that were previously embedded as stable attractors of the dynamics through learning.
If this can be done, it will be interesting to see how the representation of stimuli |
through the stationary ring rate distributions they elicit | will change with parameters
of the network, such as sparsity of the representation, loading level, neural thresholds, and
more. One of the quantitative measures we will be looking at is the mutual information
between ring rate distribution and the distribution of external stimuli. Within the present
5investigation we shall not deal with the analysis of the proper dynamics of the response,
which is left to a separate publication (Hatchett and K uhn, 2005).
The analysis of the present paper is facilitated by the fact that the dynamics (1-2) is
known to be governed by a Lyapunov function (Cohen and Grossberg, 1983; Hopeld,
1984), provided the synaptic matrix is symmetric and the transduction functions (2) are
monotone increasing. This is the framework which we adopt in the present investigation.
The Lyapunov function takes the form
HN =  
1
2
N X
i;j=1
Jijij +
N X
i=1
1
Ri
Gi(i)  
N X
i=1
 
Ii  
#i
Ri
!
i ; (6)
where Gi denotes the integrated inverse input{output relation
Gi() =
Z 
g 1
i (0)d0 : (7)
For a gain-function of the form(3) one would obtain
g 1() =
U0
max   
(8)
for 0 <  < max, thus up to an arbitrary integration constant
G() =
Z 
g 1(0)d0 = U0
h
(max   )   max ln(max   )
i
: (9)
In terms of (6), the dynamics (1-2) reads
Ci
dUi
dt
=  
@HN
@i
; (10)
entailing
dHN
dt
=
N X
i=1
@HN
@i
di
dt
=  
N X
i=1
Cig0
i(Ui   #i)

dUi
dt
2
 0 ; (11)
Consequently, the long time stationary states of the dynamics correspond to local or global
minima of the Lyapunov function (6). Our method of computing ring rate distributions
is based on this observation.
63 Collective Properties
We shall be following an earlier proposal (K uhn et al., 1991; K uhn and B os, 1993) and
locate the minima of the Lyapunov function by computing the zero{temperature ( ! 1)
limit of the free energy
fN() =  (N) 1 log
Z Y
i
di exp[ HN()] : (12)
For an alternative approach, see (Shiino and Fukai, 1992).
It was demonstrated that this procedure allows to characterise the attractors of the system
macroscopically in terms of so-called order parameters. In particular, it was indicated in
(K uhn and B os, 1993) that such a macroscopic characterisation would also amount to
a proper parametrisation of distributions of trans-membrane voltages, and thus of ring
rates, in the stationary response limit of the network.
The analysis makes use of standard methods of the equilibrium statistical mechanics of
disordered systems, replica and mean-eld methods in particular. These are well known;
for systems of the type at hand, the computations have been done before (K uhn et al.,
1991; Amit and Tsodyks, 1991a; Amit and Tsodyks, 1991b). However, for the sake of
making this paper self-contained, we have documented the major steps of this analysis in
an appendix. The collective properties of the system can be described in terms of three
order parameters. In a replica symmetric (RS) approximation, which is exact in a large
part of parameter space, these are: (i) an overlap between the system state and a given
pattern embedded in the net (taken to be to be pattern 1 but omitting the pattern index),
m =
1
N0
X
i
(i   a)hii ; (13)
(ii) the (o-diagonal) element of the RS matrix of Edwards-Anderson order parameters
q =
1
N
X
i
hii2 ; (14)
and (iii) a susceptibility-type parameter
C = (qd   q) =

N
X
i

h2
i i   hii2

; (15)
here angle brackets denote a thermal average, and over-bars an average over the disor-
der embodied by the remaining patterns  = 2;:::;p embedded in the net. The replica
theory outlined in the appendix provides three xed point equations (48) the solutions of
7which self-consistently determine these three order parameters and their dependence on
the parameters characterising the system.
In order to elucidate salient properties of the attractors of the dynamics (1-2), the  ! 1-
limit of the xed point equations (48) must be taken. In that limit, the inner (thermal)
averages appearing in (48) are dominated by the minima of the i-dependent RS single site
Hamiltonians (50). Denoting the minimising  by ^ , the zero-temperature version of (48)
is seen to take the form
m =
DDi   a
0
^ 
EE
;
C =
1
p
r
DD
z^ 
EE
; (16)
q =
DD
^ 2
EE
:
From the RS single-site Hamiltonians (50), one nds, using G0
i() = g 1
i (), that the the
minimising ^  must satisfy
^  = ^ (i;Ii;Ri;#i;z) = gi

m(i   a) +
p
rz +
C
1   C
^  + Ii  
#i
Ri

: (17)
In case of multiple solutions, the one leading to the absolute minimum of the single-site
Hamiltonian (50) must be chosen.
For the sake of simplicity, we shall in what follows consider homogeneous networks in
which all neurons have the same input output relation gi = g, the same thresholds #i = #
and the same trans-membrane resistance Ri = R.
Fig 2 illustrates the performance of the system as a function of the loading level . In all
cases, the voltage-to-rate transduction-function was taken to be the one introduced in (3)
above, with U0 = 0:75, and max = 1; the threshold was set at # = 0:0750, the trans-
membrane resistance was chosen to be R = 1, and the sparsity a of the representation was
a = 0:1. In the absence of an external stimulus, there is a sharp 1st order phase transition
at c ' 0:125 from a retrieving phase (with m > 0) to a non-retrieving phase (with m = 0).
If the system is driven by an external stimulus of the form Ii = i +i with zero-mean,
unit variance i (see Eq. (26) below), the behaviour depends on the signal to noise ratio
S = =. If S > 0, there is always a non-zero overlap m. It is however very small and a
continuous function of  at S = 1=6, while an increase of the signal at given noise leads
to retrieving phases at low . First order phase transitions persist if the driving is not too
strong, with c(S) ' 0:08 at S = 1=3 and c(S) ' 0:107 at S = 2=3. The phase transition
becomes second order at a critical signal-to-noise ratio Sc and disappears altogether at
S > Sc.
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Figure 2: The upper panel show the overlap m as function of loading level , without
stimulus, and for  = 0:005,  = 0:01,  = 0:02,  = 0:03, and  = 0:03. The two lower
panels exhibit the Edwards Anderson order parameter q(left) and the susceptibility C
(right) as functions of .
9However, as this paper is not primarily about mapping out phase diagrams, we have not
attempted to precisely locate Sc, which, incidentally is expected to vary with , and with
other parameters of the system. The largest signal-to-noise ratio S = 1 exhibited in Fig
2 is already larger than Sc. In (K uhn and B os, 1993) it was shown that retrieval in an
undriven system will be possible up to an c that scales with the sparsity a of the system
as
c(a) 
2
2ajlnaj
;a ! 0 ; (18)
in which  is the average ring rate of those neurons in the system that should be ring
in one of the retrieval states.
4 Firing Rate Distributions
The ensemble of solutions of (17) denes the distribution of ring rates across the popu-
lation of neurons. In particular, we have the joint distribution
p(;I;) =
1
N
X
i
;i(I   Ii)
D
(   ^ (i;Ii;R;#;z))
E
z
=
1
N
X
i
;i(I   Ii)
D
(   ^ (;I;R;#;z))
E
z
(19)
in which h:::iz denotes an average over the Gaussian z; the denition of the Kronecker-
and Dirac's -function were used to obtain the second line of this expression. The Gaussian
z is responsible for | or rather represents | the fact that neurons, even if identical (as
chosen in the present investigation) and receiving the same input, still exhibit a distribution
of dierent ring rates in a stable attractor of the system. Recall that ^ (;I;R;#;z) is
obtained by solving (17) for gi = g i = , #i = #, Ri = R, and Ii = I. As all i-dependences
are now eliminated from the argument list of ^ (;I;R;#;z), the above expression can be
simplied to give
p(;I;) = p(;I)
D
(   ^ (;I;R;#;z))
E
z
(20)
from which we read o the conditional distribution
p(jI;) =
D
(   ^ (;I;R;#;z))
E
z
: (21)
The conditional distribution p(jI;) is then obtained as follows. First, given the form of
g(x), it is clear that ^  = 0 for z  1 p
r[#=R   m(   a)   I], whereas from (17) we have
for ^  > 0 the relation
z = z(^ ) =
1
p
r
"
#
R
+ g 1(^ )   m(   a)  
C
1   C
^    I
#
(22)
10If the parameter U0 in (3) is not too small, and thus the initial slope of the voltage-to-rates
transduction function is not too large, precisely if
C
1   C
<
U0
max
;
then the relation z = z(^ ) dened by (22) invertible for ^  > 0 | a condition we choose to
satisfy by our parameter settings throughout the present paper. It implies that the issue
of multiple solutions of (17) does not arise and that there will be no gaps in the ring rate
distributions (see (K uhn and B os, 1993) for further details on this). The Gaussian nature
of z then implies
 > 0 : p(j;I) = p(z())



 
dz
d



  (23)
giving
p(j;I) =
1
p
2r
exp
(
 
1
2r
"
#
R
+ g 1()   m(   a)  
C
1   C
   I
#2)

 
g 1 0()  
C
1   C
!
for  > 0 ; (24)
while
p( = 0j;I) =
1
2
"
1 + erf
 
#=R   m(   a)   I
p
2r
!#
: (25)
For the gain-function (3), g 1 0() = U0max
(max )2 has to be used in (24).
Finally, we will also compute the overall ring rate distribution unconditional w.r.t. the
currents, assuming an input-current distribution that is itself Gaussian. That is, we assume
that the input currents are of the form
Ii = i + i ; (26)
in which the i are independent zero-mean, unit-variance Gaussian random variables. The
parameter  describes the degree of correlation between the currents and the pattern-bits
(of pattern 1), hIi hIihi = a(1 a), while  is a measure describing the distortion of
the input signal relative to pattern 1, h(I   )2i = (   1)2a + 2.
In order to compute p(j) for this setup, we can closely follow the above line of reasoning.
By integrating over the current I in the rst line of (19) one rst obtains
p(;) =
1
N
X
i
;i
D
(   ^ (;Ii;R;#;z))
E
z
(27)
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p(;) =
Z
d
1
N
X
i
;i(   i)
D
(   ^ (; + ;R;#;z))
E
z
=
Z
d p(;) p(j;) (28)
to obtain
p(j;) =
D
(   ^ (; + ;R;#;z))
E
z
(29)
from which we nally get
p(j) =
Z
d p()
D
(   ^ (; + ;R;#;z))
E
z
: (30)
This distribution is inferred from the distribution of solutions of
^  = g

m(   a) +
p
rz +
C
1   C
^  +  +   
#i
Ri

: (31)
To proceed, we simply have to note that the sum of (independent) Gaussians
~ z =
p
rz +  (32)
is itself a Gaussian of zero mean and variance
~ 2 = h~ z2i =
p
r + 2 (33)
Following our previous line of reasoning then gives
p(j) =
1
p
2~ 2 exp
(
 
1
2r
"
#
R
+ g 1()   m(   a)  
C
1   C
   
#2)

 
g 1 0()  
C
1   C
!
for  > 0 ; (34)
with ~  given in (33), while
p( = 0j) =
1
2
"
1 + erf
 
#=R   m(   a)   
p
2~ 2
!#
: (35)
In Fig 3 we exhibit ring rate distributions p() =
P
 p(j)p() for various loading levels
and signal-to-noise ratios in the distribution of input currents. In all cases, the voltage-to-
rate transduction-function, had U0 = 0:75, max = 1, the threshold was set at # = 0:0750,
and the sparsity a of the representation was a = 0:1.
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Figure 3: Firing rate distribution, without stimulus, and for  = 0:005,  = 0:01,  = 0:02,
 = 0:03, and  = 0:03. The four panels correspond to  = 0:05 (upper left),  = 0:075
(upper right),  = 0:10 (lower left), and  = 0:15 (lower right), respectively. The delta-
peaks at  = 0 are not drawn to absolute scale.
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Figure 4: Input-current distributions p(I) and joint distributions p(I;) used in the present
paper. The parameters are  = 0:03 and  = 0:005 (top left),  = 0:01 (top right),  = 0:02
(bottom left), and  = 0:03 (bottom right)
14One observes that for the three lower loading levels, the spontaneous distributions of ring
rates fairly clearly distinguish between a ring and a non-ring sub-population of neurons.
Driving the system with an input current that is a noisy version of one of the stored
patterns modies the ring rate distribution, broadening it in all cases we have considered,
and increasing the typical frequency of the ring sub-population. If the signal-to-noise
ratio is too small, the external current drives the system into a non-retrieving attractor
in which the sub-populations of the system which should be ring or non-ring become
almost indistinguishable concerning their ring rates; one always observes a fraction of
non-ring neurons and a broad distribution of ring ones in both sub-populations. This is
actually the case both for the spontaneous and the driven dynamics at the largest loading
level  = 0:15 shown the lower right panel, which exceeds the critical loading level for
spontaneous retrieval in the system.
In order to appreciate what the network is actually achieving, it is instructive to have a
look also at the driving input-current distributions shown in Fig. 4. Even at the highest
signal-to-noise ratio S = 1 the current distribution is fairly broad and not bimodal, as the
joint distributions p(I;) for the two values 0, and 1 of the pattern bit overlap.
Note from Fig. 3 that the typical spontaneous rate of the sub-population of neurons
expected to re in a retrieving attractor is at 0:12max for  = 0:05 increasing to 0:15max
at  = 0:1. Taking max to correspond to approximately 300 Hz, we get typical rates
corresponding to approximately 30:::50 Hz in the system. In systems driven by external
currents these values increase to approximately 50:::90 Hz.
5 Performance Measures
In order to assess the information processing capabilities of the system on the basis of its
ring-rate distributions more systematically, we have looked at two performance measures,
one of them information theoretic, viz. the mutual conditional information between ring
rates and distribution of input currents,
~ I(;Ij) =
X

Z
ddI p(;I;) log2
p(;Ij)
p(j)p(Ij)
=
X

p()
Z
ddI p(jI)p(Ij) log2
p(jI;)
p(j)
; (36)
the other a more conventional statistical measure, namely the normalised correlation be-
tween ring rates and currents,
CI; =
1
q
2
2
I
"
h Ii   hihIi
#
(37)
15The relevant distributions needed for the evaluation of these quantities were derived in
the previous section.
Figure 5 shows mutual conditional information and normalised correlation as a function
of loading level  for the various signal to noise levels considered before. One sees a clear
enhancement of the mutual information if signal-to-noise ratio and storage level are such
that the system is in a retrieving phase, with mutual conditional information approaching
one bit per neuron in the low- regime. Traces of the underlying rst order transitions are
clearly seen when they occur, i.e., for the two intermediate signal to noise ratios S = 1=3
and S = 2=3. The behaviour of the normalised correlations is similar to that of the overlaps.
In Fig. 6 we combine the results for the mutual conditional information obtained for
dierent levels of correlation  in one gure. Note that in the low- regime, the mutual
conditional information is larger at weaker driving, i.e. for smaller , which is evidence of
true information processing being done by the system.
6 Summary and Discussion
To summarise we have computed ring rate distributions in networks of analogue neurons,
driven by currents that represent external stimuli. In the present model, the variability of
ring rates observed for neurons that are in all respect identical and driven by identical
currents is a sole consequence of the interference between the large number of attractors
of the network dynamics that were embedded in the net.
We have studied the dependence of ring-rate distributions on the degree of correlation
between stimulus and the pre-learnt neural ring patterns, as well as on the loading level.
It is hoped that our ndings might eventually contribute to progress in providing theo-
retical underpinning for the interpretation of neural recordings that look at dierences in
ring patterns of subjects that are either untrained or trained on a specic task.
One of the quantitative performance measures we have been looking at is the mutual
information between ring rate distribution and the distribution of external stimuli, which
shows clear traces of the collective eects underlying information processing in the system.
Within the present investigation we have not dealt with the analysis of the proper dynamics
of the response; this is left to a separate publication (Hatchett and K uhn, 2005), based on
recent work of Hatchett and Coolen (Hatchett and Coolen, 2004).
There are a number of interesting problems which have come within reach of a solution
using methods outlined in the present paper.
One that can be considered as implicitly solved already in this paper is the computation
of ring rate distributions one would expect to see, when doing in vivo recordings of the
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Figure 5: Mutual conditional information and current-rate correlation at  = 0:03 and
 = 0:005 (upper left) and  = 0:01 (upper right),  = 0:02 (lower left) and  = 0:03
(lower right)as functions of . Network parameters and parameters describing the gain
function are as in the other gures.
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Figure 6: Mutual conditional information as a function of  for various degrees of corre-
lation  at  = 0:03.
neural activity with currents locally injected into the neurons from which recordings are
being taken. In that case, assuming that there is no additional external stimulus, one
would have to solve the self-consistency equations (16) with (17) in the absence of stimuli
(Ii  0); the expressions (24) and (25), with order-parameters taken from the Ii  0{
solution of the xed point equations would then represent the distribution of ring rates
across a set of neurons into which a current of strength I is being injected.
Concerning other problems, one might for instance look at graded pattern distributions in
the learning rule, which could be taken to be closer to the distribution of an ensemble of
external stimuli that is fed into the network, and in this connection it might be possible to
nd a pattern distribution for the Hebbian-covariance learning rule that would maximise
the mutual information between ring rate distribution and stimuli, for a given ensemble of
external stimuli. Similar questions might be answered about parameters of the voltage-to
rate transduction function.
Although our investigation aims to eventually provide a framework that would allow mu-
tual feedback between theory and experimental protocols, we are aware of the fact that in
18its present form it does constitute at best only a rst step in that direction, and we can
currently not claim our results be directly confrontable with realistic data for a variety of
reasons: e.g., (i) our model uses ad-hoc prescriptions for the synaptic interactions, which
moreover, (ii) were taken to be symmetric for the statistical mechanical framework to be
applicable, (iii) the network was chosen to be entirely unstructured, (iv) external currents
are fed into all its neurons, (v) axonal delays of signal transmission have been neglected,
and, most importantly (vi), the leaky integrator analogue neuron model with its phe-
nomenological voltage to rates transduction function provides rather much oversimplied
version of the dynamics of cortical neurons.
While arguments may be advanced, according to which some of the simplications just
mentioned could be regarded as inessential | e.g., it is known from many studies of
attractor neural networks that dropping synaptic symmetry (ii) would not discontinuously
upset the picture obtained in the present study (asymmetry and sparse connectivity will
in fact prominently feature in our investigation of dynamics (Hatchett and K uhn, 2005));
also the theory can easily be modied in such a way that external currents would be
fed only into a small fraction of all neurons (iv) | others, like in particular the use of
analogue neurons (vi) may imply more severe restrictions of applicability. In this respect,
in particular, we can expect our results to have some bearing at best only on descriptions
of asynchronous stationary states (Brunel, 2000) of the network.
In particular therefore, it would be highly desirable | though by no means trivial | to
extend our results to models using more realistic neuron models.
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A Statistical Mechanics
Here we briey outline the main steps of the statistical mechanics analysis of the system.
The calculation follows standard reasoning. For further details, we refer to (K uhn and
B os, 1993) and (van Hemmen and K uhn, 1995).
We assume that the asymptotic state of the system is macroscopically correlated with at
most one of the stored patterns, taken without loss of generality to be pattern 1, and we
are interested in obtaining the average of the free energy of the system taken over the
randomness in all but the rst pattern. This is done using replica
 f() = lim
N!1
lim
n!0
(Nn) 1 lnhZn
Ni (38)
with
Zn
N =
Z Y
i
di exp
n
  
n X
=1
H(fg)
o
: (39)
19Omitting the pattern index of the rst pattern, one can write the replicated Hamiltonian
appearing in this expression as follows
n X
=1
H(fg) =  
N0
2
X

m2
  
1
2
X
>1;
X2

+

2
X
i;
2
i  
X
i;
 
Ii  
#i
Ri
!
i +
X
i
1
Ri
Gi(i) (40)
Here
m =
1
N0
X
i
(i   a)i
X =
1
p
N0
X
i
(

i   a)i ;  > 1 :
The disorder due to the patterns appears only through the X; for any xed conguration
fg, they are Gaussian random variables of zero mean and covariance
hXX00i =
0
N
X
i
ii0 = 0q0 (41)
The pattern average can therefore be performed as a Gaussian integral, resulting in
hZn
Ni =
Z Y
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di exp
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N
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2
trln(1 I   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i   
X
i
1
Ri
Gi(i)
)
(42)
in which Q is a matrix with elements q0. The standard procedure now is to introduce
the overlaps m and Edwards-Anderson order parameters q0 as integration variables,
computing densities of state via suitable conjugate variables, giving
hZn
Ni =
Z Y

dmi
Y
0
dq0 exp
(
N
"
0
2
X

m2
  

2
trln(1 I   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 
X

^ mm  
X
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20the conjugate variables must be chosen such as to minimise the exponent. In the thermody-
namic limit, the (empirical) average over single site free energies 1
N
P
i ln
R Q
 d expf:::g
appearing in the last two lines of (43) will converge to a joint average over all forms of
on-site randomness present in the average, i.e., Ii, i, #i, and Gi. In its present form the
replicated partition function can thus be evaluated by the Laplace method. Stationarity
of the exponent w.r.t. the conjugate variables gives two self-consistency equations
m =
DDi   a
0
hi
EE
; q0 =
DD
h0i
EE
(44)
while the stationarity requirement w.r.t. the order parameters m and q0 results in
^ m = 0m ; ^ q0 =

2
(1 I   Q) 1
0 (45)
Inner averages in (44) denote thermal averages over eective i-dependent replicated single-
site Hamiltonians dened via (43); after inserting the values of the conjugate order pa-
rameters as dened via (45), they are seen to take the form
He =  
X

m(i   a)  

2
X
0
(1 I   Q) 1
00 +

2
X

2

 
X

 
Ii  
#i
Ri
!
 +
1
Ri
X

Gi() (46)
The i dependence originates from the on-site disorder in (43), and the outer average
denoted by double angle brackets in (44) denotes an average over the joint distribution of
this remaining on-site disorder.
Assuming replica symmetry (RS) for the solutions of the xed point equations,
m = m ; q = qd ; and q0 = q for  6= 0 (47)
one can decouple the replica and take the n ! 0-limit of the theory as required. The xed
point equations for m, q and C = (qd   q) then become
m =
DDi   a
0
hi
EE
; C =
1
p
r
DD
z hi
EE
; q =
DD
hi2
EE
; (48)
in which
r =
q
(1   C)2 (49)
and the inner average is now a thermal average over eective i-dependent RS single-site
Hamiltonians of the form
HRS =  
"
m(i   a) +
p
r z +
 
Ii  
#i
Ri
!#
  
1
2
C
1   C
2 +
1
Ri
Gi() (50)
while outer averages are over the on-site disorder and over the additional zero-mean unit-
variance Gaussian z appearing in HRS.
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