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The set of Hermitian positive-definite matrices plays fundamental
roles in many disciplines such as mathematics, numerical analy-
sis, probability and statistics, engineering, and biological and social
sciences. In the last few years, there has been a renewable interest
in developing the theory of means for elements in this set. This is
due to theoretical andpractical implications. In thisworkwepresent
a one-parameter family of divergence functions for measuring dis-
tances betweenHermitianpositive-definitematrices.We then study
the invariance properties of these divergence functions as well as
the matrix means based on them. We also give globally convergent
algorithms for computing these means.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Adivergence functionover a spaceX is a non-negative function J(·, ·)on theCartesianproduct space
X × X which is zero only on the diagonal, i.e., J(x, y) ≥ 0 for all x and y in X and that J(x, y) = 0 if and
only if x = y. The divergence is almost a distance function except that it needs not to be symmetric
with respect to its arguments nor to satisfy the triangle inequality. In some sense, a divergence function
is a generalization of squared distances.
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If f : ω → R is a differentiable and strictly convex function defined on a closed convex set ω of
R
m, then a one-parameter family of divergence functions can be constructed by [1]
Dαf (x, y) =
4
1 − α2
[
1−α
2
f (x) + 1+α
2
f (y) − f
(
1−α
2
x + 1+α
2
y
)]
, (1)
where α is a real parameter such that α2 = 1. The divergence functions D±1f (x, y) are defined by
taking limits. For instance, (1) can be written as
Dαf (x, y) =
2
1 + α
[
f (x) − f (y) − 2
1−α
(
f
(
y + 1−α
2
(x − y)
)
− f (y)
)]
.
Thenby lettingα goes to 1wegetD1f (x, y) = Bf (x, y)whereBf (·, ·) is the Bregmandivergence defined
by [2]
Bf (x, y) = f (x) − f (y) − 〈∇f (y), (x − y)〉. (2)
A similar procedure shows that the limit when α goes to −1 is D−1f (x, y) = Bf (y, x). We also note
that, for α = ±1, the α-divergence function (1) can be expressed solely in terms of the Bregman
divergence (2). Indeed, straightforward computation shows that, for α = ±1, we have [3]
Dαf (x, y) =
4
1 − α2
[
1 − α
2
Bf
(
x, 1−α
2
x + 1+α
2
y
)
+ 1 + α
2
Bf
(
y, 1−α
2
x + 1+α
2
y
)]
. (3)
Divergence measures, which originated in statistics, probability theory and information theory,
play now essential roles in many practical fields such as signal processing [4], medical image analysis
[5], econometrics [6], and computational geometry [7,3], just but to name a few. In recent years,
divergence measures have been widely used in clustering algorithms, see e.g. [8–10]. However, the
notion of mean is vital in clustering algorithms such that based on k-means [11]. On the other hand
there is a growing interest in studying means of positive-definite matrices. In particular, we mention
the Riemannian geometric mean (also called Riemannian barycenter or least-square mean) of (more
than two) symmetric positive-definite matrices first introduced in [12] and studied thereafter in [13–
16], the (recursive) Ando–Li–Mathias geometric mean [17], as well as other different definitions of
geometric means, see e.g. [18,19]. We also mention the generalization of the Riemannian geometric
mean to positive semidefinite matrices of fixed rank [20]. This interest in means of positive-definite
matrices is driven by theoretical, computational as well as practical aspects. Among the applications
that require the averaging of datasets of positive-definite matrices we mention the computation of
effective tensors for compositematerials [21,15] and the diffusion-tensormagnetic resonance imaging
(DT-MRI) [22]. In particular, clustering is an important step in processing DT-MRI data [23].
Motivated with these applications, in this paper, we will use the logarithmic-barrier function
f (X) = − log det X, (4)
which is strictly convex function defined on the space of Hermitian positive-definitematrices, to study
a one-parameter family of divergence functions generated by it. We then study invariance properties
of these divergence functions as well as means based on them. Numerical algorithms for computing
these means are presented and their convergence properties are studied.
2. Preliminaries
In this section we review background materials and set notations that will be used throughout the
paper. Let M (n,C) denotes the set of n × n matrices with complex entries, and let GL(n,C) be its
subset containing non-singular matrices. The Frobenius norm of a matrix A ∈ M (n,C) is given by
‖A‖F = √tr(A∗A), where tr denotes the trace and the superscript ∗ denotes conjugate transpose. The
1874 Z. Chebbi, M. Moakher / Linear Algebra and its Applications 436 (2012) 1872–1889
linear space of Hermitian matrices inM (n,C) is denoted byH (n), i.e.,
H (n) = {A ∈ M (n,C), A∗ = A}.
We say that A ∈ H (n) is positive semi-definite (noted A ≥ 0) if x∗Ax ≥ 0 for all x ∈ Cn. If in addition
A is invertible then we say that A is positive definite (noted A > 0). The set of all n × n Hermitian
positive semi-definite matrices is denoted byH +(n), i.e.,
H
+(n) = {A ∈ H (n) | A ≥ 0} ,
and the set of all n × n Hermitian positive-definite matrices is denoted byP(n), i.e.,
P(n) = {A ∈ H (n), A > 0}.
(Wenote inpassing that someauthors useH ++(n) as anotation for this set.)We recall thatH +(n) is a
pointedconvexcone, i.e., ifP andQ are inH +(n), so isP+tQ for any t ≥ 0, andH +(n)∩(−H +(n)) =
O,whereOdenotes thenullmatrix. The setP(n) is anopenconvexconeasbeing the interior ofH +(n).
The Löwner partial ordering A ≥ B (A > B) is a relation between Hermitian matrices meaning
A− B ≥ 0 (A− B > 0).
For a matrix C inM (n,C) we denote by vec(C) the vector inCn
2
formed by stacking the columns
of C on top of one another. We recall that for A, B and C inM (n,C) we have
vec(ABC) = (CT ⊗ A) vec B,
where the superscript T denotes transposition, and the operator ⊗ denotes the Kronecker product
which is defined as
A⊗ B =
⎛
⎜⎜⎜⎜⎝
a11B · · · a1nB
...
...
an1B · · · annB
⎞
⎟⎟⎟⎟⎠ .
Wenote that the eigenvalues ofA⊗B areλiμj , 1 ≤ i, j ≤ n, whereλi,μi, 1 ≤ i ≤ n are the eigenvalues
of A and B, respectively.
3. The log-determinant α-divergence function onP(n)
By using the strictly convex function (4), which is defined on the spaceP(n), in (1) we introduce
the following one-parameter family of divergence functions.
Definition 3.1. For −1 ≤ α ≤ 1, we define the family of log-determinant α-divergence functions of
two Hermitian positive-definite matrices A and B inP(n) by⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
DαLD(A, B) =
4
1 − α2 log
det
(
1−α
2
A+ 1+α
2
B
)
det(A)
1−α
2 det(B)
1+α
2
, −1 < α < 1,
D
−1
LD (A, B) = tr(A−1B − I) − log det(A−1B),
D1LD(A, B) = tr(B−1A− I) − log det(B−1A).
(5)
It is important to note that, as indicated in the introduction, for α = ±1, the divergence function
DαLD(A, B) represents a matrix Bregman divergence associated with log-determinant function. Before
we proceed further, we give here few remarks about this definition of the log-determinant (hereafter
abbreviated LD) α-divergence of Hermitian positive-definite matrices.
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Remark 3.2. The expression of the LD α-divergence for |α| < 1 can be used to define the LD α-
divergence for |α| > 1 provided that A and B are Löwner ordered. In fact, for α < −1 (α > 1) the
matrix 1−α
2
A + 1+α
2
B is Hermitian positive definite when A ≤ B (A ≥ B). In what follows we will
assume that |α| ≤ 1.Wewill come back to the case |α| > 1 in Section 3.3 where we discuss themean
based on the LD α-divergence of two Hermitian positive-definite matrices.
Remark 3.3. With the change of parameter p = 1−α
2
, LD α-divergence of A and B (for |α| < 1) can
be written as
1
p(1 − p) log
det (pA+ (1 − p)B)
det(ApB1−p)
, 0 < p < 1. (6)
Let ApB := pA + (1 − p)B denote the weighted arithmetic mean of A and B with weights p and
1− p, and let A#pB := (AB−1)pB denote the weighted geometric mean of A and Bwith weights p and
1 − p. Then the above expression takes the form
1
p(1 − p) log
det(ApB)
det(A#pB)
, 0 < p < 1. (7)
Nevertheless,weprefer to continue toworkwith theα version because, aswe shall see, this divergence
has nice properties under the exchange α with −α.
Remark 3.4. We note that the expression for the LD α-divergence is easily computed as it involves
only the computation of three determinants. It does not requires eigenvalue computations as in the
case of the Riemannian distance.
Proposition 3.5. The function defined by (5) is indeed a divergence function on the space of Hermitian
positive-definite matrices, i.e., it satisfies:
1. DαLD(A, B) ≥ 0, ∀A, B ∈ P(n).
2. DαLD(A, B) = 0 if and only if A = B.
Proof. The proof of this Proposition is based on the result given by Ky Fan [24], which states that given
two n× n Hermitian positive semi-definite matrices A and B and two non-negative numbers β and γ
such that β + γ = 1, then
det(βA + γ B) ≥ (det A)β(det B)γ ,
where equality holds if and only if A = B.
Alternatively, the proof can be deduced from the fact that the determinant function is a strictly
concave function on the space of Hermitian positive-definite matrices. 
We note that by rewriting (5) as⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
DαLD(A, B) =
4
1 − α2 log det
(
1−α
2
(AB−1)
1+α
2 + 1+α
2
(BA−1)
1−α
2
)
, −1 < α < 1,
D
−1
LD (A, B) = tr(A−1B − I) − log det(A−1B),
D1LD(A, B) = tr(B−1A− I) − log det(B−1A),
(8)
one can see that DαLD(A, B) depends on A and B only through its dependence on the (positive) eigen-
values of A−1B (or its inverse). Furthermore, from (8) one can easily verify that the LD α-divergence
satisfies the following invariance properties:
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1. Invariance under congruence transformations
DαLD(CAC
∗, CBC∗) = DαLD(A, B), ∀A, B ∈ P(n),∀C ∈ GL(n,C).
2. Dual-invariance under inversion
DαLD(A
−1, B−1) = D−αLD (A, B), ∀A, B ∈ P(n).
3. Dual symmetry
DαLD(A, B) = D−αLD (B, A), ∀A, B ∈ P(n).
Remark 3.6. It is clear from the dual-invariance under inversion and dual symmetry properties that
the LD 0-divergence function
D0LD(A, B) = 4 log
det 1
2
(A+ B)√
det A det B
(9)
is the only LD α-divergence on the space of Hermitian positive-definite matrices which is symmetric
and invariant under inversion transformation. However, it is not a distance as the triangle inequality
may not be satisfied even in the scalar case. For two positive numbers a and b we have D0LD(a, b) =
4 log a+b
2
√
ab
whereasD0LD(a, 1)+D0LD(1, b) = 4 log (a+1)(b+1)4√ab . Ifwe choose a and b such that a < 1 < b,
then the triangle inequality does not hold.
The following proposition shows that the square root of the LD 0-divergence function is a distance
function on any subset ofP(n) consisting of pairwise commuting matrices. Such is the case of the set
of positive-definite diagonal matrices, or any set of matrices which are simultaneously congruent to
positive-definitediagonalmatrices like the totally geodesic submanifold {P = exp(tH), t ∈ R}where
H is a fixed matrix inH (n).
Proposition 3.7. Let C be a subset of pairwise commuting matrices inP(n). Then, the square root of the
LD 0-divergence function
d0LD(A, B) :=
√
D0LD(A, B) = 2
√√√√
log
det 1
2
(A+ B)√
det A det B
, (10)
is a distance function on C .
Proof. As D0LD(·, ·) is a symmetric divergence, it only remains to show that its square root, d0LD(·, ·),
satisfies the triangle inequality in C . For this, we first show that D0LD(·, ·) is a negative-definite kernel
on C , i.e., for any finite set of arbitrary real numbers ci, i = 1, . . . ,m satisfying∑mi=1 ci = 0 and for
any finite set of arbitrary matrices Ai, i = 1, . . . ,m in C we have [25]
m∑
i,j=1
cicjD
0
LD(Ai, Aj) ≤ 0. (11)
We recall the following integral representation of the logarithm
log x =
∫ ∞
0
exp(−t) − exp(−tx)
t
dt,
which can easily be checked by differentiation and noting that it holds true for x = 1. Then, for any
Hermitian positive-definite matrix A, it follows by diagonalization that the principal logarithm of A
can be represented as
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Log A =
∫ ∞
0
exp(−t)I − exp(−tA)
t
dt. (12)
By using (12) and the fact that
log det A = tr Log A, (13)
we have
m∑
i,j=1
cicjD
0
LD(Ai, Aj)
= 4
m∑
i,j=1
cicj tr
∫ ∞
0
(
− exp(− 1
2
t(Ai + Aj)) + 12 exp(−tAi) + 12 exp(−tAj)
) dt
t
.
Then, upon use of the constraint
∑m
i=1 ci = 0, and the fact thatAi andAj commute, the above simplifies
to
m∑
i,j=1
cicjD
0
LD(Ai, Aj) = −4
∫ ∞
0
∥∥∥∥∥∥
m∑
i=1
ci exp(− 12 tAi)
∥∥∥∥∥∥
2
F
dt
t
≤ 0. (14)
Now, let A1, A2 and A3 be three arbitrary matrices in C , and c1 = 1, c2 = t and c3 = −(1+ t), where
t ∈ R. From (11) we conclude that the second-degree polynomial in t given by∑3i,j=1 cicjD0LD(Ai, Aj)
must be non-positive for all t. Then, the triangle inequality for
√
D0LD(·, ·) onC follows as a consequence
of the non-positivity of the discriminant of this polynomial. 
Since D0LD(·, ·) is a negative-definite kernel on C , then according to Schoenberg’s theory [25],
(C , d0LD(·, ·)) can be isometrically embedded into a real Hilbert space H, i.e., there exists a mapping
 : C → H such that
d0LD(A, B) = ‖(A) − (B)‖H, ∀ A, B ∈ C .
Indeed, using (12) and (13), a straightforward calculation shows that
d0LD(A, B) =
[∫ ∞
0
∥∥∥√2 exp(− 1
2
tA) − √2 exp
(
− 1
2
tB
)∥∥∥2
F
dt
t
]1/2
.
This means that (C , d0LD(·, ·)) is embedded into the Hilbert space, H = L2((0,∞), dtt ;M (n,C)), of
Bochner square-integrable functions over (0,∞) with respect to the measure dt
t
, with its norm
‖F‖H =
[∫ ∞
0
‖F(t)‖2F
dt
t
]1/2
.
The embedding is through the map C  A → (A) = √2 exp(− 1
2
tA) ∈ H. We note that with this
embedding we can give another proof of the triangle inequality for d0LD(·, ·) on C .
Furthermore, as D0LD(·, ·) is a negative-definite kernel on C , it follows that the kernel defined on C
by
K0LD(A, B) = exp
(
− 1
4
D0LD(A, B)
)
=
√
det A det B
det 1
2
(A+ B) ,
is an infinitely divisible kernel on C [25].
In the information theory literature there are proofs to the effect that the square root of the Jensen–
Shannon divergence (see the end of Section 3.1 below) of probability distributions satisfies the triangle
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inequality, see e.g., [26–28]. As multivariate normal distributions with zero means can be represented
solely by (positive-definite) covariant matrices, we conjecture that D0LD(·, ·) is a distance function on
P(n). In fact, we were able to prove that them × m Cauchy-like matrixM(t), with entries
mij(t) =
⎛
⎝
√
det Ai det Aj
det 1
2
(Ai + Aj)
⎞
⎠
t
,
is positive semidefinite for all t ≥ 1 and m ≥ 1, and for all t > 0 if m = 1, 2. But we were not
able to prove that M(t) is positive semidefinite for all 0 < t < 1 and m = 3, which is sufficient to
prove the triangle inequality. However, extensive numerical experiments show that M(t) is positive
semidefinite for all 0 < t < 1 and m = 3. (We note that for m large and 0 < t < 1 the matrixM(t)
might not be positive definite.)
It is known that any divergence function D(·, ·) induces a Riemannian metric defined by the
quadratic form (in b) obtained by neglecting terms higher than 2 of D(a, a + b) [29]. The following
Proposition shows that the Riemannianmetric induced by the LDα-divergence is given by gP(X, Y) =
tr(P−1XP−1Y) and this independently of the value of α. We recall that gP(·, ·) is a Riemannainmetric
on the manifold of Hermitian positive-definite matrices that depends smoothly on the base point P,
see e.g., [13,30,31,12,32,33].
Proposition 3.8. For all X , Y inH (n) and any P inP(n) we have
∂2
∂s∂t
DαLD(P, P + tX + sY)
∣∣∣∣∣
t=s=0
= tr(P−1XP−1Y) = gR(X, Y).
Proof. We note that the derivative of DαLD(P, P + tX + sY) with respect to t writes
∂
∂t
DαLD(P, P+ tX+ sY)=
4
1 − α2
∂
∂t
det
(
P + 1+α
2
(tX + sY)
)
det
(
P + 1+α
2
(tX + sY)
) − 2
1 − α
∂
∂t
det(P + tX + sY)
det(P + tX + sY) .
By recalling that
∂
∂t
det(P + tC) = det P ∂
∂t
det(In + tCP−1) = det P tr(CP−1),
we obtain
∂
∂t
det
(
P + 1+α
2
(tX + sY)
)
det
(
P + 1+α
2
(tX + sY)
)
∣∣∣∣∣∣
t=0
= 1+α
2
tr
(
X
(
P + 1+α
2
sY
)−1)
,
and similarly
∂
∂t
det(P + tX + sY)
det(P + tX + sY)
∣∣∣∣∣∣
t=0
= tr
(
X(P + sY)−1
)
.
Finally, by noting that ∂
∂s
(C(s))−1 = −(C(s))−1 ∂
∂s
C(s)(C(s))−1, it follows that
∂2
∂s∂t
DαLD(P, P + tX + sY)
∣∣∣∣∣
t=s=0
= tr(P−1XP−1Y). 
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3.1. Connection to divergence functions of probability distributions
From a historical perspective, the notion of divergence function was introduced in 1930 by Maha-
lanobis tomeasure the discrimination between two correlated normal multivariate distributions [34].
Since then, closeness between two probability distributions p and q on an event space is usually mea-
sured by a divergence function (also called dissimilarity measure or relative entropy). Among these
we mention here the Kullback–Leibler divergence [35]
KL(p, q) =
∫

p(x) log
p(x)
q(x)
dx,
the Bhattacharyya divergence [36]
B(p, q) = − log
∫

√
p(x)q(x)dx,
and the Rényi divergence of order r [37] 1
Rr(p, q) = − 1
1 − r log
∫

p(x)rq(x)1−rdx, r > 0, r = 1.
We also mention the related α-divergence [38]
Dα(p, q) = 4
1 − α2
∫

(
1 − p(x) 1−α2 q(x) 1+α2
)
dx, α = ±1.
Note that the Bhattacharyya divergence is equal to half the Rényi divergence of order 1
2
.
Let p = N (a, P) and q = N (b,Q ) be two n-dimensional multivariate Gaussian distributions with
means a and b, and covariance matrices P and Q , respectively, i.e.,
p(x) = 1√
(2π)n det P
exp (− 1
2
(x − a)TP−1(x − a)),
q(x) = 1√
(2π)n det Q
exp (− 1
2
(x − b)TQ−1(x − b)).
Then, the Kullback–Leibler divergence becomes
KL(p, q) = 1
2
(
(a − b)TQ−1(a − b) − n + tr(Q−1P) − log det(Q−1P)
)
,
and the Rényi divergence of order r becomes
Rr(p, q) = 12r (a − b)T ((1 − r)P + rQ )−1(a − b) + 11−r log
det((1 − r)P + rQ )
det P1−r det Q r
.
Now,when thenormaldistributionsp andqhavemeansa = b = 0, it follows that theKullback–Leibler
divergence is equal to the LD 1-divergence, i.e.,
KL(N (0, P),N (0,Q )) = D1LD(P,Q ).
Similarly, the Bhattacharyya divergence coincides with the LD 0-divergence, i.e.,
B(N (0, P),N (0,Q )) = D0LD(P,Q ),
1 This divergence (without the factor 1/(1 − r)) is also called the Chernoff divergence of order r.
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and the Rényi divergence of order r is equal to r times the LD (1 − r)-divergence, i.e.,
Rr(N (0, P),N (0,Q )) = rD1−rLD (P,Q ).
This shows how the LD α-divergence (5) is connected with well known divergence functions of prob-
ability distributions. It should be emphasized here that while the divergence functions KL(·, ·), B(·, ·)
and Rr(·, ·) are acting on probability densities, DαLD(·, ·) is acting on Hermitian positive-definite ma-
trices.
It is worthy to note that the Jensen–Shannon divergence, which is a symmetrized and smoothed
version of the Kullback–Leibler divergence and defined by
J(p, q) = 1
2
KL
(
p,
p + q
2
)
+ 1
2
KL
(
q,
p + q
2
)
,
is the square of a distance function [26,27]. We remark that B(p, q) = 4J(p, q), and hence the Bhat-
tacharyya divergence is the square of a distance function.
3.2. Means based on the LD α-divergence
Given a divergence function D(·, ·) on the space of Hermitian positive-definite matrices one can
introduce the following two notions of means of positive-definite matrices.
Definition 3.9. The right mean of a finite set of Hermitian positive-definite matrices P1, . . . , PN ,
relative to a divergence function D(·, ·), is defined to be the Hermitian positive-definite matrix that
minimizes
Fr(P) =
N∑
i=1
D(P i, P),
over all P inP(n).
Similarly, the left mean of P1, . . . , PN , relative to D(·, ·), is defined to be the Hermitian positive-
definite matrix that minimizes
Fl(P) =
N∑
i=1
D(P, P i),
over all P inP(n).
When the divergence function D(·, ·) is symmetric the right and left means coincide and in this
case we simply use the termmean.
We mention here that means based on divergence functions have been previously defined in the
literature, see e.g., [14,15,39,7,3,40]. The following Proposition gives the nonlinear matrix equations
characterizing the right and left LD α-divergence based means of N Hermitian positive-definite ma-
trices.
Proposition 3.10. The right mean relative to the LD α-divergence, of a finite set of matrices P1, . . . , PN
inP(n) is given by the unique solution P inP(n) of
1
N
N∑
i=1
(
1−α
2
P i + 1+α2 P
)−1 = P−1, (15)
and the left mean relative to the LD α-divergence, of a finite set of matrices P1, . . . , PN inP(n) is given
by the unique solution P inP(n) of
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1
N
N∑
i=1
(
1−α
2
P + 1+α
2
P i
)−1 = P−1. (16)
These twomeans coincidewhenα = 0, i.e., the right and leftmeans relative to the LD 0-divergence function
are the same.
Proof. We only give the proof of the fact that the right mean is the unique solution to (15). The proof
of the left mean can be done in a similar fashion or can be deduced from the right mean using the
dual-symmetry property of the LD α-divergence.
The derivative of DαLD(P i, P) in the direction X inH (n) is
d
dt
DαLD(P i, P + tX)
∣∣
t=0 =
2
1 − α tr
((
−P−1 +
(
1−α
2
P i + 1+α2 P
)−1)
X
)
.
Therefore, the gradient of FαLD(P) =
∑N
i=1 DαLD(P i, P) is
2
1−α
⎡
⎣ N∑
i=1
(
1−α
2
P i + 1+α2 P
)−1 − NP−1
⎤
⎦ ,
and hence the right mean relative to the LD α-divergence satisfies the nonlinear matrix equation (15).
We give here two proofs of the existence and uniqueness of solution of (15). For the first proof, exis-
tence is guaranteed by the fact that theminimization is considered on a compact (see Proposition 3.11
below) convex set which implies that the set of solutions is a convex set. Eq. (15) is equivalent to
NI =
N∑
i=1
(
1−α
2
P iP
−1 + 1+α
2
I
)−1
.
Assume that X and Y are two positive-definite solutions of (15). Then
N∑
i=1
[(
1−α
2
P iX
−1 + 1+α
2
I
)−1 − ( 1−α
2
P iY
−1 + 1+α
2
I
)−1] = O, (17)
or, equivalently,
N∑
i=1
(
1−α
2
P iX
−1 + 1+α
2
I
)−1
P iZ
(
1−α
2
P iY
−1 + 1+α
2
I
)−1 = O,
where Z = X−1 − Y−1. The above equation can be written as
N∑
i=1
(
1−α
2
P iY
−1 + 1+α
2
I
)−T ⊗ ( 1−α
2
P iX
−1 + 1+α
2
I
)−1
P i vec(Z) = 0. (18)
As the eigenvalues of
(
1−α
2
P iY
−1 + 1+α
2
I
)−1
and
(
1−α
2
P iX
−1 + 1+α
2
I
)−1
P i are all positive, it
follows that the n2 × n2 matrix
N∑
i=1
(
1−α
2
P iY
−1 + 1+α
2
I
)−T ⊗ ( 1−α
2
P iX
−1 + 1+α
2
I
)−1
P i
is non-singular, and hence the only solution to (18) is vec(Z) = 0. Therefore, Eq. (17) implies that
X = Y .
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Alternatively, we can prove existence and uniqueness of solution of (15) using a fixed-point theo-
rem on the space of Hermitian positive-definite matrices equipped with Thompson’s metric which is
defined for two matrices A, B ∈ P(n) by [41]
dT (A, B) = max{logM(A, B), logM(B, A)},
where
M(A, B) = inf{λ > 0, A  λB} = λmax(B−1A).
We here recall some properties of Thompson’s metric that are useful in what follows. First, we note
that thismetric is invariantunder the inversion transformationandunder congruence transformations.
Furthermore, it has been shown that [42]
dT (A+ B, C + D)  max{dT (A, C), dT (B,D)},
for all A, B, C,D inP(n). Moreover, using the same idea as the one used by Bougerol [43] in the case
of the Riemannian distance, we can show that
dT (A+ C, B + C)  β
β + γ dT (A, B),
where β = max(‖A‖, ‖B‖) and γ = inf{〈Cx, x〉; x ∈ Cn, ‖x‖ = 1}. In fact, as in [43], we have
| log λmax((A+C)(B+C)−1)|  ββ+γ dT (A, B). Finally, wemention that (P(n), dT (·, ·)) is a complete
metric space [44].
We note that the LD α-divergence based mean is a fixed point of the map G from P(n) to P(n)
defined by
G(P) := N
⎛
⎝ N∑
i=1
(
1−α
2
P i + 1+α2 P
)−1⎞⎠−1 . (19)
Using the above properties of Thompson’s metric we have
dT (G(X), G(Y)) = dT
⎛
⎝ N∑
i=1
(
1−α
2
P i + 1+α2 X
)−1
,
N∑
i=1
(
1−α
2
P i + 1+α2 Y
)−1⎞⎠
 max
i
dT
((
1−α
2
P i + 1+α2 X
)−1
,
(
1−α
2
P i + 1+α2 Y
)−1)
= max
i
dT
(
1−α
2
P i + 1+α2 X, 1−α2 P i + 1+α2 Y
)
 max
i
β
β + γi dT (X, Y),
where
β = 1+α
2
max(‖X‖, ‖Y‖), γi = inf
{
〈 1−α
2
P ix, x〉; x ∈ Cn, ‖x‖ = 1
}
> 0.
Therefore, G is a contraction mapping onP(n). Consequently, by the Banach contraction principle it
has a unique fixed point inP(n). 
The next proposition shows that the LD α-divergence of a finite set of positive-definite matrices is
within the lower and upper bounds given by the harmonic mean and arithmetic mean of the given
matrices, respectively.
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Proposition 3.11. The right (left) meanMαLD(P1, . . . , PN) relative to the LD α-divergence of a finite set
of matrices P1, . . . , PN inP(n) satisfies
H(P1, . . . , PN) ≤ MαLD(P1, . . . , PN) ≤ A(P1, . . . , PN), (20)
whereH(P1, . . . , PN) and A(P1, . . . , PN) are the harmonic and arithmetic means of P1, . . . , PN, i.e.,
H(P1, . . . , PN) = N
⎡
⎣ N∑
i=1
P
−1
i
⎤
⎦−1 , A(P1, . . . , PN) = 1N
N∑
i=1
P i. (21)
Proof. From the harmonic−arithmetic mean inequality, we have
(
1−α
2
P i + 1+α2 P
)−1  1−α
2
P
−1
i + 1+α2 P−1.
Then using (15) we obtain the first inequality in (20). Again, by using (15) and from the harmonic−
arithmetic mean inequality we obtain
P−1 = 1
N
N∑
i=1
(
1−α
2
P i + 1+α2 P
)−1 ≥ N
⎡
⎣ N∑
i=1
(
1−α
2
P i + 1+α2 P
)⎤⎦−1 ,
which after inversion and simplification yields the second inequality in (20). 
3.3. The LD α-divergence mean of two positive-definite matrices
In general, the nonlinearmatrix equation (15) cannot be solved in closed form forN > 2. Even in the
scalar case, i.e., when thematrices are of order n = 1, it is not possible to solve the nonlinear equation
(15) for N ≥ 4. In fact, we note that the right mean of N given positive numbers xi, i = 1, . . . ,N, is
the positive root of the following polynomial of degree N + 1 in x:
N∑
i=1
x(x − xi)
∏
1≤j =i≤N
(
1 − α
2
xj + 1 + α
2
x
)
= 0. (22)
It is well known that polynomials of degree greater than four cannot be solved by radicals.
In the case where N = 2 we can give an explicit form of the solution. In fact, using (15), the right
mean, relative to the LD α-divergence, of two matrices P1 and P2 inP(n) is given by(
1−α
2
P1 + 1+α2 P
)−1 + ( 1−α
2
P2 + 1+α2 P
)−1 = 2P−1. (23)
Left multiplication of the above equation by
(
1−α
2
P1 + 1+α2 P
)−1
followed by right multiplication
by
(
1−α
2
P2 + 1+α2 P
)−1
and after simplification yields the equation
(1 − α)P1P−1P2 − (1 + α)P + α(P1 + P2) = O, (24)
which can rewritten as the following quadratic (or Riccati) matrix equation
(1 + α)PP−11 P − αP(I + P−11 P2) − (1 − α)P2 = O.
It is easy to see that Eq. (24) is invariant under the change α → −α, P i → P−1i and P → P−1.
Accordingly, Eq. (23) is also invariant under this change and hence it suffices to study it the case
0 ≤ α < 1. However, this fact does not hold in general for Eq. (15) with N > 2.
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For α = −1 the solution of (24) is the harmonic mean, i.e.,
P = 2(P−11 + P−12 )−1. (25)
For α = −1, by using the invariance of the LD α-divergence under congruence transformations, we
show that the solution of (24) is given by
P = 1
(1 + α)
⎡
⎣α
2
(P1 + P2) + P1
(
α2
4
(I + P−11 P2)2 + (1 − α2)P−11 P2
)1/2⎤⎦. (26)
In particular, for α = 0 the above reduces to
P = P1
(
P
−1
1 P2
)1/2
,
which states that the mean based on the LD 0-divergence of two positive-definite matrices is given by
their geometric mean. It is important to note that the fact that the LD 0-divergence of two positive-
definite matrices coincides with their geometric mean does not hold in general for more than two
positive-definite matrices.
Wehave foundthat theexpressiongiven in (26), for theα-LDmeanof twopositive-definitematrices,
is extremely remarkable. It includes the arithmeticmean (α = 1), the geometricmean (α = 0) and the
harmonic mean (as a limit when α goes to -1). Furthermore, it is also worthy to note that (26) makes
sense even when |α| > 1. Indeed, it does provide a mean of P1 and P2 when these two matrices are
Löwner ordered (see Remark 3.2). The limit as α → ∞ is the trivial mean given by max(P1, P2), and
the limit as α → −∞ is the trivial mean given by min(P1, P2). As an illustration of this mean when
the matrices are of size n = 1 we give in Fig. 1 the plot of the expression given in (26) where P1 and
P2 are replaced by two positive numbers a and b. In this case, the LD α-divergence based mean of a
and b is given by
DαLD(a, b) =
1
1 + α
[
α a+b
2
+
√
α2
(
a+b
2
)2 + (1 − α2)ab
]
.
It should be noted that the power mean (or Hölder mean) of a and b, which is given by
Hα(a, b) =
(
aα + bα
2
)1/α
,
coincides with the LD α-divergence based mean for the values -1, 0 and 1 of α. For |α| < 1 these two
means are very close (see Fig. 1).
3.4. Numerical solution
In this sectionwe propose several fixed-point algorithms to numerically solve the nonlinearmatrix
equation (15). First, by exploiting the fact that the solution of this equation is a fixed point for the map
G(·) fromP(n) into itself and defined in (19) we propose the following algorithm
(Alg. 1)
{
P(0) is a given matrix inP(n),
P(k+1) = G(P(k)), k = 0, 1, . . . (27)
Proposition 3.12. The two sequences of Hermitian positive-definite matrices {P(k)H }k≥0 and {P(k)A }k≥0,
generated by Alg. 1 with the initializations P
(0)
H = H(P1, . . . , PN) and P(0)A = A(P1, . . . , PN), are
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Fig. 1. Plot of the LD α-divergence based mean of two positive numbers a and b as a function of α. We have also plotted (red dashed
curve) the power mean of a and b given by ( a
α+bα
2
)1/α and which coincides with the LD α-divergence based mean for the values
-1, 0 and 1 of α. For |α| < 1 these two means are very close. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)
monotonically convergent the right LD α-divergence of P1, . . . , PN and satisfy
P
(k)
H  P
(k+1)
H  P
(k+1)
A  P
(k)
A , ∀k ≥ 0. (28)
Here H(P1, . . . , PN) and A(P1, . . . , PN) are, as defined in (21), the harmonic and arithmetic means of
P1, . . . , PN.
Proof. As mentioned earlier, the unique solution to (15) is the fixed point of the map (19). We note
that G is an increasing operator on the space of Hermitian positive-definite matrices that satisfies
H(P1, . . . , PN)G(H(P1, . . . , PN))G(A(P1, . . . , PN))A(P1, . . . , PN). (29)
In fact, by the convexity of the inversion transformation we have
1
N
N∑
i=1
(
1+α
2
H(P1, . . . , PN)) + 1−α2 P i
)−1 1
N
N∑
i=1
(
1+α
2
H(P1, . . . , PN)−1 + 1−α2 P−1i
)
.
Thefirst inequality in (29) then followsbynoting that the expressionon the right hand side of the above
is H(P1, . . . , PN)−1. Furthermore, using the same argument the third inequality in (29) is obtained.
By induction and by using the increasing property of G one can conclude
P
(k)
H  G(P
(k)
H )  G(P
(k)
A )  P
(k)
A , ∀k ≥ 0,
which is equivalent to (28).
Therefore, as {P(k)H }k≥0 is an increasing sequence bounded above by A(P1, . . . , PN) we conclude
that it is convergent. Similarly, the sequence {P(k)A }k≥0 is convergent because it is decreasing and
bounded below byH(P1, . . . , PN). Furthermore, their limits satisfy G(X) = X . Hence, they converge
to the same limit which is the right LD α-divergence based mean of P1, . . . , PN . 
More generally, the sequence generated by (Alg. 1), with an initialization P(0) ∈ P(n) such that
H(P1, . . . , PN) ≤ P(0) ≤ A(P1, . . . , PN), converges to the right LD α-divergence based mean of
P1, . . . , PN .
We note that [40] used the convex–concave procedure [45] to iteratively solve for the centroid
of probability densities using the Burbea–Rao divergence [46]. Such a procedure coincides with our
algorithm (Alg. 1) for a choice of the objective function.
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Alternatively, with the change of variable Q = P−1, Eq. (15) can be written as Q = F(Q ) where
F(Q ) := 1
N
N∑
i=1
(
1−α
2
P i + 1+α2 Q−1
)−1
. (30)
Therefore, the unique fixed point of F is the inverse of the right LD α-divergence based mean of
P1, . . . , PN . Using similar arguments as before we show that F is an increasing operator on P(n)
satisfying
A(P1, . . . , PN)−1F(A(P1, . . . , PN)−1)F(H(P1, . . . , PN)−1)H(P1, . . . , PN)−1.
As a consequence, we have:
Proposition 3.13. The two sequences of positive-definite matrices generated by the following iteration:
(Alg. 1’)
{
Q (0) is a given matrix inP(n),
Q (k+1) = F(Q (k)), k = 0, 1, . . . (31)
with the initializations Q
(0)
H = H(P1, . . . , PN)−1 and Q (0)A = A(P1, . . . , PN)−1, are monotonically
convergent to the inverse of the right LD α-divergence of P1, . . . , PN.
Furthermore, starting with any P(0) such that
H(P1, . . . , PN) ≤ P(0) = (Q (0))−1 ≤ A(P1, . . . , PN),
the successive iterations
P(k+1) = G(P(k)) and Q (k+1) = F(Q (k)), k ≥ 0
satisfy
P(k+1)Q (k+1) = G(P(k))F(Q (k)) = I k ≥ 0,
and converge to the fixed point of G and F , respectively.
Finally, another way to solve (15) is to left and right multiply it by P to write as
P − PG(P)P = O, (32)
which is in the form
F(X) − XG(X)X = O, (33)
where F(X) = X and G(X) = G(X). Eq. (33) has been studied by Yan et al. [47]. To numerically solve
(33) they proposed the fixed-point iterations
X(k+1) = R(X(k)), k ≥ 0, (34)
where
R(X) = X − 2[X + F(X)][2X + F(X) + G(X)−1]−1[X + F(X)] + 2F(X). (35)
Their algorithm is inspired by a bilinear transformation that transforms an algebraic Riccati equation in
continuous time into a Riccati difference equation. They showed that if the following four assumptions
are satisfied,
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Fig. 2. Plots of the error (in log scale) as a function of the iteration number for the three different algorithms for finding the right
mean of N = 64 symmetric positive-definite matrices of order n = 6 and different values of α.
Fig. 3. Plots of the CPU time (in second) as a function of the matrix order for the three different algorithms for finding (with an error
less than 10−6) the right mean of N = 200 symmetric positive-definite matrices and different values of α.
1. F(·) and G(·) are continuous operators fromP(n) to itself;
2. F(·) and G(·)−1 are nondecreasing;
3. Eq. (33) has a unique solution inP(n);
4. there exist X1 and X2 elements of P(n) such that X1  X2 and satisfying R(X1)  X1 and
R(X2)  X2;
then starting with any X(0) between X1 and X2, the sequence defined by (34) converges to the unique
solution of (33). In our setting, all these assumptions are satisfied with X1 = H(P1, . . . , PN) and
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X2 = A(P1, . . . , PN). Therefore, the algorithm
(Alg. 2)
{
Given P(0) ∈ P(n) such thatH(P1, . . . , PN)≤P(0) ≤A(P1, . . . , PN),
P(k+1) = R(P(k)), k = 0, 1, . . . , (36)
whereR(·) is the rule given in (35), converges to the right LD α-divergence mean.
For completeness, we here give the details of the Newton’s algorithm (hereinafter referred to Alg. 3)
for the numerical solution of (15):
(Alg. 3)
{
Given P(0) ∈ P(n) such thatH(P1, . . . , PN)≤P(0) ≤A(P1, . . . , PN),
P(k+1) = P(k) − (∇E(P(k)))−1E(P(k)), k = 0, 1, . . . , (37)
where
E(X) = 1
N
N∑
i=1
(
1−α
2
P i + 1+α2 X
)−1 − X−1,
and
∇E(X) = X−1 ⊗ X−1 − 1 + α
2N
N∑
i=1
(
1−α
2
P i + 1+α2 X
)−1 ⊗ ( 1−α
2
P i + 1+α2 P
)−1
.
We have implemented the three algorithms (27), (36) and (37). For comparison, in Fig. 2 we show
plots of the error (in log scale) as a function of the iteration number for the three algorithms Alg. 1–3
for finding the right mean of N = 64 symmetric positive-definite matrices of order n = 6. For these
three algorithm we used the harmonic and arithmetic means as initial guesses.
As it can be seen from the plots, both algorithms Alg. 1 and Alg. 2 are always convergent (this
confirmsour global convergence result) and that the convergenceofAlg. 1 is faster than that ofAlg. 2. As
for Alg. 3, convergence is not guaranteed, but when there is convergence the rate is faster than the two
other algorithms. This is expected as Newton’s method has local quadratic convergence. Furthermore,
the convergence rate depends on the initialization. All algorithms are a bit faster with the harmonic
mean initialization (HMI) than with the arithmetic mean initialization (AMI) for values of α between
−1 and 1/2. The situation is reversed for values of α between 1/2 and 1.
For scalability testing, we also compared the CPU time as a function of the matrix order of these
three algorithms. For matrices with order less than 10, Newton’s method is faster than the two other
methods. However, for matrices with higher order Alg. 1 and Alg. 2 are much faster than Newton’s
method. The CPU times spent in each algorithm (starting with the harmonic mean) for finding the
right mean of N = 200 symmetric positive-definite matrices and different values of α are shown in
Fig. 3.
References
[1] J. Zhang, Divergence function, duality, and convex analysis, Neural Comput. 16 (1) (2004) 159–195.
[2] L.M. Bregman, The relaxation method of finding the common point of convex sets and its application to the solutions of
problems in convex programming, USSR Comput. Math. Math. Phys. 7 (3) (1967) 200–217.
[3] F. Nielsen, R. Nock, Jensen–Bregman Voronoi diagrams and centroidal tessellations, in: 2010 International Symposium on
Voronoi Diagrams in Science and Engineering (ISVD’10), IEEE, 2010, pp. 56–65.
[4] R. Vergin, D. O’Shaughnessy, On the use of some divergence measures in speaker recognition, IEEE Int. Conf. Acoust. Speech
Signal Process. 1 (1999) 309–312.
[5] J.P.W. Pluim, J.B.A. Maintz, M.A. Viergever, f-Information measures in medical image registration, IEEE Trans. Med. Imaging 23
(12) (2004) 1508–1516.
[6] A. Ullah, Uses of entropy and divergencemeasures for evaluating econometric approximations and inference, J. Economet. 107
(1–2) (2002) 313–326.
[7] F. Nielsen, R. Nock, The dual Voronoi diagrams with respect to representational Bregman divergences, in: Sixth International
Symposium on Voronoi Diagrams (ISVD’09), IEEE, 2009, pp. 71–78.
Z. Chebbi, M. Moakher / Linear Algebra and its Applications 436 (2012) 1872–1889 1889
[8] M.R. Ackermann, J. Blömer, Coresets and approximate clustering for Bregman divergences, in: Proceedings of the Twentieth
Annual ACM–SIAM Symposium on Discrete Algorithms, SIAM, Philadelphia, PA, New York, 2009, pp. 1088–1097.
[9] A. Banerjee, S. Merugu, I. Dhillon, J. Ghosh, Clustering with Bregman divergences, J. Mach Learn. Res. 6 (2005) 1705–1749.
[10] I.S. Dhillon, J.A. Tropp,MatrixnearnessproblemswithBregmandivergences, SIAM J.MatrixAnal. Appl. 29 (4) (2007) 1120–1146.
[11] J.B. MacQueen, Some methods for classification and analysis of multivariate observations, in: Proceedings of 5th Berkeley
Symposium on Mathematical Statistics and Probability, University of California Press, 1967, pp. 281–297.
[12] M. Moakher, A differential-geometric approach to the geometric mean of symmetric positive-definitematrices, SIAM J. Matrix
Anal. Appl. 26 (3) (2005) 735–747.
[13] R. Bhatia, J. Holbrook, Riemannian geometry and matrix geometric means, Linear Algebra Appl. 413 (2–3) (2006) 594–618.
[14] M. Moakher, P.G. Batchelor, The symmetric space of positive definite tensors: from geometry to applications and visualization,
in: J. Weickert, H. Hagen (Eds.), Visualization and Processing of Tensor Fields, Springer, Berlin, 2006, pp. 285–298. (chapter 17).
[15] M. Moakher, On the averaging of symmetric positive-definite tensors, J. Elasticity 83 (3) (2006) 273–296.
[16] D. Petz, Means of positive matrices: geometry and a conjecture, Ann. Math. Informat. 32 (2005) 129–139.
[17] T. Ando, C.K. Li, R. Mathias, Geometric means, Linear Algebra Appl. 385 (1) (2004) 305–334.
[18] D.A. Bini, B. Meini, F. Poloni, An effective matrix geometric mean satisfying the Ando–Li–Mathias properties, Math. Comp. 79
(2010) 437–452.
[19] F.Hiai,D. Petz, Riemanniangeometryonpositivedefinitematrices related tomeans, LinearAlgebraAppl. 430 (2009)3105–3130.
[20] S. Bonnabel, R. Sepulchre, Geometric distance and mean for positive semi-definite matrices of fixed rank, SIAM J. Matrix Anal.
Appl. 31 (2009) 1055–1070.
[21] G. Milton, The Theory of Composite Materials, Cambridge University Press, 2001.
[22] P.J. Basser, J. Mattiello, D.L. Bihan, Estimation of the effective self-diffusion tensor from the NMR spin-echo, J. Magn. Reson. Ser.
B 103 (3) (1994) 247–254.
[23] U. Ziyan, M.R. Sabuncu, W.E.L. Grimson, C.F. Westin, Consistency clustering: a robust algorithm for group-wise registration,
segmentation and automatic atlas construction in diffusion MRI, Int. J. Comput. Vis. 85 (2009) 279–290.
[24] K. Fan, On a theorem of Weyl concerning eigenvalues of linear transformations II, Proc. Natl. Acad. Sci. USA 36 (1950) 31–35.
[25] C. Berg, J.P.R. Christensen, P. Ressel, Harmonic Analysis on Semigroups: Theory of Positive Definite and Related Functions,
Springer, New York, 1984.
[26] J. Briët, P. Harremoës, Properties of classical and quantum Jensen–Shannon divergence, Phys. Rev. A 79 (5) (2009) 052311
[27] D.M. Endres, J.E. Schindelin, A new metric for probability distributions, IEEE Trans. Inform. Theory 49 (7) (2003) 1858–1860.
[28] B. Fuglede, F. Topsøe, Jensen–Shannon divergence and Hilbert space embedding, in: Proceedings of IEEE International Sympo-
sium on Information Theory, 2004, pp. 31.
[29] S. Amari, H. Nagaoka,Methods of InformationGeometry, Translations ofMathematicalMonographs, vol. 191, OxfordUniversity
Press, New York, 2000.
[30] S. Lang, Fundamentals of Differential Geometry, Springer, New York, 1999.
[31] H. Maass, Siegel’s Modular Forms and Dirichlet Series, No. 216 in Lecture Notes in Math., Springer-Verlag, 1971.
[32] M. Moakher, M. Zéraï, The Riemannian geometry of the space of positive-definite matrices and its application to the regular-
ization of positive-definite matrix-valued data, J. Math. Imaging Vis. 40 (2) (2011) 171–187.
[33] C.L. Siegel, Symplectic Geometry, Academic Press, New York, 1964.
[34] P.C. Mahalanobis, On tests and measures of group divergence, J. Asiatic Soc. Bengal 26 (4) (1930) 541–588.
[35] S. Kullback, R.A. Leibler, On information and sufficiency, Ann. Math. Statist. 22 (1) (1951) 79–86.
[36] A. Bhattacharyya, On a measure of divergence between two statistical populations defined by their probability distributions,
Bull. Calcutta Math. Soc. 35 (1943) 99–109.
[37] A. Rényi, On measures of information and entropy, in: Proceedings of the 4th Berkeley Symposium on Mathematics, Statistics
and Probability, 1960, pp. 547–561.
[38] S.i. Amari, Integration of stochastic models by minimizing α-divergence, Neural Comput. 19 (10) (2007) 2780–2796.
[39] F. Nielsen, R. Nock, On the centroids of symmetrized Bregman divergences, 2007, arXiv:0711.3242v1.
[40] F. Nielsen, S. Boltz, The Burbea–Rao and Bhattacharyya centroids, 2010, arXiv:1004.5049.
[41] A.C. Thompson, On certain contractionmappings in a partially ordered vector space, Proc. Amer.Math. Soc. 14 (1963) 438–443.
[42] Y. Lim, Solving the nonlinear matrix equation X = Q + ∑mi=1 MiXδi M∗i via a contraction principle, Linear Algebra Appl. 430
(2009) 1380–1383.
[43] P. Bougerol, Kalman filtering with random coefficients and contractions, SIAM J. Control Optim. 31 (1993) 942–959.
[44] R.D. Nussbaum, Hilbert’s Projective Metric and Iterated Nonlinear Maps, vol. 391, Mem. Amer. Math. Soc., 1988.
[45] A.L. Yuille, A. Rangarajan, The concave–convex procedure, Neural Comput. 15 (4) (2003) 915–936.
[46] J. Burbea, C. Rao, On the convexity of some divergence measures based on entropy functions, IEEE Trans. Inform. Theory 28 (3)
(1982) 489–495.
[47] W.Y. Yan, J.B. Moore, U. Helmke, Recursive algorithms for solving a class of nonlinear matrix equations with applications to
certain sensitivity optimization problems, SIAM J. Control Optim. 32 (1994) 1559–1576.
