Introduction
Classification of perceptual transparency based on Adelson-Anandan-Anderson's contrast polarity rule The human visual system decomposes a twodimensional retinal image in the same location into two surfaces at different depths, even when a very simple pattern is presented. One of the major issues in this ''perceptual transparency'' is what photometric condition is important for the depth stratification. Regarding this problem, Adelson and Anandan (1990) and Anderson (1997) proposed that the luminance pattern around an X-junction (a junction where four regions meet together) plays the main role in perceptual transparency and argued that the perceived state of the surface decomposition depends on categories of the Xjunction. They classified X-junctions into three categories according to polarity relationships of aligned contours: nonreversing junction, single-reversing junction, and double-reversing junction. For example, the X-junction in Figure 1A is classified as a singlereversing junction since contrast polarity along vertical contours is reversed while contrast polarity along horizontal contours is preserved (see the magnified Xjunction in Figure 1A ). In this case, the surface comprising regions p and q (the bottom-left square) is always perceived as transparent and being in front according to their theory. This special case induced by the single-reversing junction was thus termed unique transparency. On the other hand, the X-junction in Figure 1B is classified as a nonreversing junction since contrast polarity along both horizontal and vertical Citation: Fukiage, T., Oishi, T., & Ikeuchi, K. (2014) . A simple photometric factor in perceived depth order of bistable transparency patterns. Journal of Vision, 14(5):2, 1-27, http://www.journalofvision.org/content/14/5/2, doi:10.1167/14.5.2. contours is preserved. In this case, it remains ambiguous which surface is perceived as being in front; sometimes the bottom-left square may appear to be transparent and in front, but sometimes the top-right square may appear to be transparent and in front. Thus, the perceptual transparency under this condition was termed bistable transparency. Strictly speaking, in the case of a nonreversing junction, the surface comprising regions a and p or the surface comprising regions a and b can also appear to be transparent and in front, but figural constraints, such as inclusion, restrict perceived interpretations to the two alternatives mentioned first. (The visual system prefers smallish, coherent objects to smallish holes in larger objects; see Koenderink, van Doorn, Pont, & Richards, 2008.) Finally, the X-junction in Figure 1C is classified as a double-reversing junction since contrast polarity along both horizontal and vertical contours is reversed. For the double-reversing junction, one barely experiences transparency perception.
The Adelson-Anandan-Anderson contrast polarity rule has also been validated from an ecological viewpoint using a physical model of transparency (Adelson & Anandan, 1990; Kitaoka, 2005) . Although there are a lot of models to describe transparency, the most influential and classical model is the one proposed by Metelli. Metelli (1974a , 1974b , 1985 used an episcotister (a disk with an open sector) to simulate a transparent layer. When the episcotister is rotated above the critical flicker frequency (Figure 2A) , the disk appears to be a transparent layer ( Figure 2C ). If the angular proportion of the open sector is t, the transmittance of the simulated transparent layer can be regarded as t. Under this assumption, the reflectance of the regions p and q can be described as follows using the reflectance of the background regions a and b and the reflectance of the episcotister, r.
By solving these equations, the two unknowns t and r can be described as follows:
This original episcotister model has been modulated by Gerbino (Gerbino, 1994; Gerbino, Stultiens, Troost, & de Weert, 1990) to express more general situations. Gerbino used luminance instead of reflectance as the independent variable and reformulated the equations so that the model can be used for the condition in which two overlapping surfaces are differently illuminated. In Gerbino's model, they explicitly assumed a physical configuration in which a transparent surface is overlaid on an opaque surface ( Figure 2B ), and the luminance of the two regions p and q in the transparent surface is described as follows:
where a and b represent the luminance of the two corresponding regions in the background surface (see Figure 2C ), t is the transmittance of the transparent surface, and F represents the luminance reflected from the transparent surface. By solving these equations, the two unknowns t and F can be described as follows: 
Kitaoka (2005) demonstrated that the constraints derived from these equations are consistent with the categorization given by the Adelson-Anandan-Anderson contrast polarity rule. Given a configuration like Figure 1 , there are in general four possible interpretations if we consider that there is a transparent surface comprising two adjacent regions. Those possible transparent surfaces are pq, bq, ap, and ab. (Here, we ignore the effect from the figural constraints.) It is known that there is another possible interpretation in which a surface is partially transparent and partially opaque, which is known as partial transparency (Beck et al., 1984; Metelli, 1974a; Metelli, Da Pos, & Cavedon, 1985) . It is also possible that a transparent surface comprising two regions with different surface properties is fully covering the other opaque surface, which is known as full-layer transparency (Kitaoka, 2005) . Here, for brevity, we consider only the first four interpretations mentioned; these four are the most parsimonious interpretations. For each of the four interpretations, the transmittance t and the reflected luminance F of the transparent surface can be written using luminance a, b, p, and q as in Equations 7 and 8 in the case that pq is assumed to be the transparent surface. From these equations, we can obtain three rules that must be satisfied for each interpretation to be physically valid under the assumptions that transmittance is modeled by a proper fraction (i.e., a number between zero and one) and reflected luminance is a natural quantity (i.e., a nonnegative physical value). For example, under the interpretation that pq is the transparent surface, the three rules can be described as follows:
Rule 1 is obtained from the physical constraint that the transmittance t in Equation 7 should be larger than zero. This rule formulates the constraint regarding the invariance of contrast polarity along the pair of aligned ''background'' contours p/q and a/b, which is preserved in single-reversing ( Figure 1A ) and nonreversing ( Figure 1B ) X-junctions, according to the categorization of X-junctions by the Adelson-Anandan-Anderson contrast polarity rule. Rule 2 is obtained from the constraint that the transmittance t in Equation 7 should not be larger than one. Finally, rule 3 is obtained from the constraint that the luminance reflected from the transparent surface (i.e., F in Equation 8) should not be less than zero. First, let's consider the single-reversing junction in Figure 1A . In this case, all three rules are satisfied under the interpretation that pq is the transparent surface. Rule 1 is not satisfied under the interpretation that bq is the transparent surface. Rules 1 and 3 are not satisfied under the interpretation that ap is the transparent surface. Rules 2 and 3 are not satisfied under the interpretation that ab is the transparent surface. Therefore, the reason why the surface pq is always perceived as being in front in Figure 1A can be because it is the only solution that is a physically valid interpretation. Second, as for the double-reversing junction ( Figure 1C ), rule 1 is not satisfied under any of the four interpretations. In this case, any transparency perception is denied because any interpretation is physically invalid. Finally, as for the nonreversing junction ( Figure 1B) , rule 1 is always satisfied under any of the four interpretations while the other rules are either satisfied or not depending on the actual luminance values of each region. For example, given a nonreversing junction pattern that has the luminance combination (a, b, p, q) ¼ (90, 30, 50, 20) , the properties of possible transparent surfaces (t, F) are (0.5, 5) for the surface pq, (0.25, 7.5) for the surface bq, (4, À30) for the surface ap, and (2, À10) for the surface ab. In this case, all four interpretations satisfy rule 1 since t . 0 for every interpretation. However, rules 2 and 3 are violated under the surface ap and surface ab interpretations since t . 1 and F , 0, whereas they are satisfied under the surface pq and surface bq interpretations since t 1 and F ! 0. Thus, for this pattern, the two interpretations are physically valid but the others are not. On the other hand, if the luminance combination (a, b, p, q) is (90, 40, 30, 10) , the properties of possible transparent surfaces (t, F) are (0.4, À6) for the surface pq, (0.5, À5) for the surface bq, (2, 10) for the surface ap, and (2.5, 15) for the surface ab. In this case, rule 1 is always satisfied but either rule 2 or rule 3 is violated under every interpretation, which means that every interpretation is physically invalid under this condition. Likewise, for every possible nonreversing junction pattern, the physical photometric model does not provide a unique solution in which only one interpretation is physically valid; sometimes there are two valid interpretations and sometimes there are none. This could be the reason why the interpretation of nonreversing junctions is considered ambiguous or indeterminate. this can be explained by considering the physical photometric constraints as described in the previous section. However, previous studies have found that the visual system still shows preferences for a specific interpretation of depth ordering when viewing bistable transparency patterns (Beck et al., 1984; Delogu et al., 2010; Kitaoka, 2005; Oyama & Nakahara, 1960) . Delogu et al. (2010) argued that an additional photometric rule, the transmittance anchoring principle (TAP) proposed by Anderson (2003) , might explain this behavior. The TAP argues that ''the highest contrast region along a continuous contour that undergoes changes in contrast magnitude, while preserving contrast polarity, will appear as a surface in plain view, whereas lower values of contrast along such contours are decomposed into multiple layers'' (Anderson, 2003, p. 795) . Taking into account this notion, Delogu et al. (2010) proposed a model that can explain perceived depth ordering of bistable transparency patterns examined in their experiment. In their study they used patterns in which two objects defined by closed contours (one is a disk and the other is a rectangle) are partially overlapping with each other (Figure 3 ). In this case, perceived interpretations can often be restricted to two alternatives (''the disk pq is in front of the rectangle bq'' or ''the rectangle bq is in front of the disk pq'') due to the figural constraints. Thus, their model was designed to predict the likelihood of the occurrence of these two alternatives. One can describe the prediction by their model as follows:
(i) If jp À qj þ jp À aj , jb À qj þ jb À aj, the disk pq is perceived as being in front. (ii) If jp À qj þ jp À aj . jb À qj þ jb À aj, the rectangle bq is perceived as being in front where a, b, p, and q represent lightness of the corresponding regions.
To translate luminance into lightness, they used an equation proposed by Wyszecki (1963) , which is
where W is the lightness value and Y is the luminance level. Here, the smaller jp À qj is and the larger jb À aj is, the more likely rule 2 is satisfied under the assumption that the surface pq is in front. The smaller jp À aj is and the larger jb À qj is, the less likely rule 2 is satisfied under the assumption that the surface bq is in front. Thus, their model is consistent with the physical photometric model except that it depends on lightness, not luminance. They assumed that the ambiguity in perceived depth ordering arises only when both regions p and b have the same lightness difference with all flanking regions. In those cases, they found that the surface including the region showing the smaller difference in lightness with the region q is more likely to be perceived as being in front. They modeled this tendency as follows:
(iii) If jp À qj þ jp À aj ¼ jb À qj þ jb À aj, the preferences for ''disk in front'' perception follows a value jb À qj À jp À qj.
Thus, their model can be divided into two stages. In the first stage, which corresponds to i and ii in the above description, the visual system determines depth ordering in a way that is moderately consistent with the physical photometric rules. If the comparison falls on the decision criterion, the decision is suspended until the second stage. The ambiguity arises only at this stage.
Nevertheless, it still remains unclear whether their model can be applied to any luminance combinations in bistable transparency. One reason is that they estimated their model using stimuli within largely restricted dimensional space. For example, given a bistable transparency pattern comprising two objects, there are actually three possible situations when classification is based on the contrast polarity along the edges of each region (Figure 4 ). In the study by Delogu et al. (2010) , they tested only about 20 patterns of Type 2 in Figure  4 , keeping the luminance of the background region constant. Moreover, in their study, at least one of the two alternative interpretations (disk in front or rectangle in front) was always consistent with rule 2 of the photometric constraint. Therefore, it is not clear what happens if both of the two alternatives favored by the figural constraint do not satisfy the photometric constraint. Several previous studies have shown that the visual system often adopts interpretations that violate the photometric constraint, especially when there is a strong figural constraint (Beck & Ivry, 1988; Beck et al., 1984; Kitaoka, 2005) . Investigating the perceived depth ordering under such conditions might help clarify a photometric factor that is independent of the physical photometric constraint.
Finally, in their model, the preferences for ''disk in front'' perception were modeled as being proportional to the subtractive difference between two lightness differences (i.e., jb À qj À jp À qj). Although this could be the simplest formulation to represent a difference between two contrasts, it is not appropriate when modeling the perceived size of the difference. The visual system tends to overestimate the difference when the absolute levels of the contrasts are small and underestimate the difference when they are large. We think that this nonlinearity in subjective contrast difference should be incorporated into the model of the perceived depth ordering. In Figure 5 , we show an example in which this is the case. In this figure, each corresponding region in the two Type 1 stimuli has the same luminance except for the region q, and we expect that most of the people seeing them would feel that the left disk (the surface pq) appears to be in front more often in the left image than it does in the right image. Here we demonstrate that the model by Delogu et al. (2010) cannot explain this tendency. In the first stage of their model, the sum of the lightness differences jp À qj þ jp À aj is compared with the other sum of the lightness differences jb À qj þ jb À aj. In this example, jp À qj þ jp À aj is exactly the same as jb À qj þ jb À aj for both images. (In fact, any of the Type 1 and Type 3 stimuli always satisfies jp À qj þ jp À aj ¼ jb À qj þ jb À aj.) In this case, the analysis proceeds to the second stage, and the likelihood of occurrence of ''left disk in front'' interpretation is determined as being proportional to jb À qj À jp À qj. However, jb À qj À jp À qj equals bp whenever a pattern belongs to Type 1 stimuli. Therefore, the difference in the likelihood of occurrence of specific perceived depth ordering seen in Figure 5 is not explained by the model by Delogu et al. (2010) . (Likewise, jb À qj À jp À qj equals pb whenever a pattern belongs to Type 3 stimuli, and the same deviation from their model would occur in the case of Type 3 stimuli.) Nevertheless, if we consider that the perceived depth ordering is determined not by the simple subtractive difference between jb À qj and jp À qj but by the subjective difference between them such as defined in Equation 10, we would be able to easily explain the tendency observed in Figure 5 .
The present study was aimed at investigating if the model defined in Equation 10 can better explain the perceived depth ordering. In our experiment, we used a larger number of bistable transparency patterns (562 patterns in total). The patterns comprised two moving objects defined by closed contours and included all stimulus types defined in Figure 4 . Thus, our study was also focused on investigating the perceived depth ordering under the condition in which possible transparent surfaces can be restricted to two alternatives (i.e., ''left disk in front'' or ''right disk in front'') by the figural constraints. In a portion of those stimuli, both of those alternatives were consistent with the physical photometric constraint. In the other stimuli, either or both of those alternatives were inconsistent with rules 2 or 3 of the photometric constraint. As a result of the experiment, we found that the model defined in Equation 10, calculated based on lightness, can explain the perceived depth ordering of those stimuli irrespective of the stimulus types and independent of whether the figural constraints were consistent with the photometric constraint.
Methods

Subjects
Twelve subjects (aged 22-42) who were unaware of the purpose of the experiment participated in the study. All subjects had normal or corrected-to-normal visual acuity. The experiment in this study was conducted in accordance with the Declaration of Helsinki. Figure 5 . An example of the stimulus pair for which the model by Delogu et al. (2010) cannot explain the difference in percentage ''left in front.'' The difference in the two images exists only in lightness of the region q. Thus, jb À qj À jp À qj of the left image is the same as that of the right image. However, the left disk appears to be in front more often in the left image than in the right image (percentage ''left in front'' examined in our experiment was 49% for the left image and 22% for the right image).
Apparatus
Stimuli were presented in a dark room on a CRT monitor (Trinitron Multiscan CPD-17SF9, Sony, Tokyo, Japan; 17 in., 1024 · 768 pixels, refresh rate 75 Hz, mean luminance 44.6 cd/m 2 ). Each subject placed his or her head on a chin rest and used both eyes to view the stimuli. The viewing distance was 86 cm.
Stimuli
To prevent the effect of size information that could influence depth-order perception (Delogu et al., 2010) , we used stimuli that had symmetric shapes ( Figure 4) . A stimulus comprised two disks of the same size (diameter was 5.18). In the presentation we made the stimulus move horizontally in a symmetrical fashion because a previous study suggested that motion can reduce inconsistency in depth-order perception without distorting the mean response (Experiment 1 in Delogu et al., 2010) . For each presentation, the two disks first appeared at both sides of the screen. Immediately after the onset of the disks, the disks started moving horizontally toward the center of the screen. The movement of the disks was sinusoidally modulated and the disks reversed their direction of motion when their center locations reached 0.638 away from the screen center (for details, see Figure 6 ). The disks disappeared when they returned to their initial onset locations. Thus, when the two disks were overlapping, the whole image of the stimuli had four regions: background region (a), right disk region (b), left disk region ( p), and shared region (q). All of the a-b-p-q combinations of luminance values tested in this study are shown in Table 5 in Appendix B. Of the 562 stimuli, 180 stimuli belonged to Type 1, 208 stimuli belonged to Type 2, and 174 stimuli belonged to Type 3 of the bistable transparency pattern. We generated the stimulus patterns so that each luminance of the regions a, b, p, and q was independently and uniformly modulated in lightness domain as defined in Equation 9.
Procedure
In each trial the dynamic stimulus, comprising the two disks, was presented for 1.3 s (as shown in Figure  6 ). After that a blank with a fixation point followed, during which time the observer performed a task of judging by button press whether the left disk appeared behind or in front of the right disk. However, the possible perceptual patterns were not restricted to those two alternatives. For example, the whole surface with a hole shaping a disk might be perceived as being in front. In this case and other such cases, the observer was told to cancel that trial by pressing the third button. The observer could also cancel any trial if she or he could not reasonably understand the structure of the stimulus. The next trial started immediately after the observer pressed a key. The fixation point was presented at the center of the screen at the beginning of each session and during every blank period. To minimize the effect of adaptation to the background intensity in the previous trial, the background intensity during the blank period was set to that of the background region (a) of the next trial's stimulus, except for the last trial in each session, in which the background intensity during the blank period was the same as that of the preceding stimulus.
In one session, 281 stimuli were randomly chosen from all of the 562 stimuli and tested in a random order. The remaining 281 stimuli were tested in the next session. Twelve observers completed six sessions. Therefore, 36 responses were collected for each stimulus.
Results
We calculated the probability that the left disk was perceived as being in front of the right disk for each stimulus from the responses in the trials that the subjects did not cancel. The percentage of ''left in front'' and the percentage of the canceled trials for each stimulus are shown in Table 5 in Appendix B. The percentage of canceled trials in all the responses for each stimulus was 2.8% on average and 22.2% at most. Because enough responses for calculating percentage ''left in front'' were obtained for every stimulus, we used the data from all the stimuli in the following analysis. Relative contrast difference against shared region q is the major determinant of depthorder preferences in bistable transparency First, we examined how much the model defined in Equation 10 can explain the data of percentage ''left in front.'' Here, we expected that lightness difference, not luminance difference, should be used as the contrast between the two abutting regions. Although Delogu et al. (2010) used the cube-root formula in Wyszecki (1963) to calculate lightness value from luminance level, what exponent best predicts the depth-order perception observed in our study should also be an empirical matter. In the present study, therefore, we let the translation exponent be a free parameter and estimated the best one. The equation used to translate luminance into lightness was as follows:
where l represents normalized luminance level (luminance divided by the maximum luminance 89.2 cd/m 2 ) and l 0 represents lightness value. Thus, we substituted the lightness values obtained by this equation into Equation 10 and plotted each percentage ''left in front'' as a function of q ( Figure 7A ). In order to estimate the best exponent as well as to establish a quantitative measure of goodness of prediction of the model, we fitted a sigmoid function (Equation 12) to the data in logistic regression.
The thick gray curve in Figure 7A shows the best-fit sigmoid function for the entire data set including all of the stimulus types. The best-fit parameters of the sigmoid function and the coefficient of determination (R 2 ) are shown in Table 1 . The exponent obtained by the fitting analysis was 0.46. This is relatively larger than that in the cube-root formula (such as in Equation 9 or Munsell's formulation) but very close to the square-root exponent that was used to explain perceived lightness in some previous studies (Warren & 10). The thick gray curve shows the best-fit sigmoid function (Equation 12) for the entire data set. The red, green, and blue curves show the best-fit sigmoid functions for the data of Type 1, Type 2, and Type 3 stimuli, respectively. In (A), q was calculated based on lightness; in (B), q was calculated based on luminance; and in (C), q was calculated based on Michelson contrast. Poulton, 1960 Poulton, , 1966 . Using the best-fit exponent n ¼ 0.46, we also fitted different sigmoid functions to different stimulus type data separately. The best-fit parameters of these sigmoid functions and the coefficients of determination (R 2 s) are also shown in Table 1 .
Since the kind of representation the transparency perception is based on is one of the important issues (Anderson, Singh, & Meng, 2006; Singh & Anderson, 2002) , we also tested other metrics (i.e., luminance difference and Michelson contrast) to calculate contrast (difference) between two regions. In Figure 7 , we plotted percentage ''left in front'' as a function of q (Equation 10) calculated according to each metric of contrast ( Figure 7B for luminance difference, Figure 7C for Michelson contrast). For the case of luminance difference, we substituted the luminance level directly into Equation 10 to obtain q. For the case of Michelson contrast, we substituted the luminance level of each region a, b, p, and q into the following equation to obtain q:
Again, we fitted a sigmoid function to the entire data set including all of the stimulus types (gray curves) and to the data of each stimulus type (blue, red, and green curves for Type 1, Type 2, and Type 3, respectively). The best-fit parameters and the coefficient of determination (R 2 ) of each fitting are shown in Table 1 . As shown in R 2 in Table 1 , the model fit to the entire data set was better when we used lightness difference (R 2 ¼ 0.88) than when we used luminance difference (R 2 ¼ 0.78) and Michelson contrast (R 2 ¼ 0.71), which indicated that lightness difference was the most reliable metric among the three to predict the depth-order perceptions observed in our experiment.
The high predictability by the model q (Equation 10) suggested that taking into account the contrast against the background region a (i.e., jb À aj and jp À aj) was not relevant to predicting depth-order perception in bistable transparency patterns. To further clarify this point, we conducted another statistical analysis. In this analysis, we extracted groups of the stimuli such that only luminance of the background region a was varied within each group and tested whether percentage ''left in front'' was changed within each group. An example of this is shown in Figure 8A . According to the previous models such as that by Delogu et al. (2010) and the TAP, a possible effect of the background region is that percentage ''left (surface pq) in front'' increases as contrast between b and a increases with respect to contrast between p and a. Thus, we plotted percentage ''left in front'' based on (jb À aj À jp À aj)/(jb À aj þ jp À aj) and fitted a sigmoid function for the data within each group. Here we consistently used n ¼ 0.46 to calculate lightness value using Equation 11. Then, we examined whether the average of the slopes (i.e., 1/s) of the sigmoid functions was significantly larger than zero. By this within-group analysis, we could isolate the effect of the background region a from that of the region q. The average of the best-fit slopes (1/s) was 0.06 for Type 1 stimuli, 0.10 for Type 2 stimuli, and 1.24 for Type 3 stimuli. Single-sample t-tests revealed that the averaged slope was significantly larger than zero only for Type 3 stimuli [t (43) Figure 10B ) Table 1 . The results of the fitting analysis for the data plotted based on q ( Figure 10 ). The sigmoid function (Equation 12) was fitted to the entire data set as well as to the data of each stimulus type. For the case of lightness contrast, the translation exponent n in Equation 11 was also searched for in the fitting analysis for the entire data set. The best-fit parameters are shown in the third column. The coefficients of determination (R 2 s) are shown in the fourth column. was not significant for Type 1 stimuli
For comparison, we also extracted groups of stimuli where only luminance of the overlapping region q was varied (see Figure 8B ) and conducted the same analysis; namely, we plotted percentage ''left in front'' based on (jb À qj À jp À qj )/(jb À qj þ jp À qj ) and fitted a sigmoid function for data within each group. The average of the best-fit slopes (1/s) was 2.25 for Type 1 stimuli, 2.50 for Type 2 stimuli, and 2.33 for Type 3 stimuli. Singlesample t-tests revealed that the averaged slope was significantly larger than zero for all stimulus types [t(33) ¼ 4.89, p , 0.001 for Type 1 stimuli; t(47) ¼ 30.95, p , 0.001 for Type 2 stimuli; and t(35) ¼ 5.56, p , 0.001 for Type 3 stimuli]. Thus, the effect of the background region in depth-order perception was negligible for most of the cases except Type 3 stimuli. Conversely, the contrast against the shared region was the major determinant for depth-order perception in bistable transparency patterns. Finally, as a comparison, we tested how much the model proposed by Delogu et al. (2010) can explain our data. The model by Delogu et al. (2010) predicts the perceived depth ordering as follows:
(i) If jp À qj þ jp À aj , jb À qj þ jb À aj, the left disk pq is perceived as being in front, (ii) if jp À qj þ jp À aj . jb À qj þ jb À aj, the right disk bq is perceived as being in front, and (iii) if jp À qj þ jp À aj ¼ jb À qj þ jb À aj, percentage ''left in front'' follows a value jb À qj À jp À qj,
where a, b, p, and q represent lightness of the corresponding regions. We first tested i and ii of their model. In Figure 9A , we plotted percentage ''left (surface pq) in front'' based on jb À qj þ jb À aj À jp À qj À jp À aj and fitted a sigmoid function to the data. To make the comparison fair, we used Equation 11 to Model Stimulus type Best-fit parameters R 2 jb À qj þ jb À aj À jp À qj À jp À aj ( Figure 9A ) Type 2 n ¼ 0.49, m ¼ À0.00, s ¼ 0.48 0.35 jb À qj À jp À qj ( Figure 9B Table 2 . The results of the fitting analysis for the data plotted based on the model by Delogu et al. (2010) . The sigmoid function (Equation 12 ) was fitted to the data of Type 2 in Figure 9A and was fitted to the entire data set as well as to the data of each stimulus type in Figure 9B . The translation exponent n in Equation 11 was also searched for in the fitting analysis in Figure 9A and in the fitting analysis for the entire data set in Figure 9B . The best-fit parameters are shown in the third column. The coefficients of determination (R 2 s) are shown in the fourth column. Figure 9 . The data plotted according to the model proposed by Delogu et al. (2010) . (A) The data plotted based on jb À qj þ jb À aj À jp À qj À jp À aj. If the data obtained in our experiment followed the model by Delogu et al. (2010) , percentage ''left in front'' should be nearly zero in the left side of the plot and nearly 100% in the right side of the plot (as represented by the gray broken curve). The green curve shows the best-fit sigmoid function (Equation 12) for the data of Type 2 stimuli. (B) The data plotted based on jb À qj À jp À qj. According to the model by Delogu et al. (2010) , if jp À qj þ jp À aj is similar to jb À qj þ jb À aj, percentage ''left in front'' should be proportional to a value jb À qj À jp À qj. The thick gray curve shows the best-fit sigmoid function for the entire data set. The red, green, and blue curves show the best-fit sigmoid functions for the data of Type 1, Type 2, and Type 3 stimuli, respectively.
calculate lightness and estimated the best exponent n for this plot. Because Type 1 and Type 3 stimuli always satisfy jb À qj þ jb À aj À jp À qj À jp À aj ¼ 0 irrespective of the translation exponent n, the fitting analysis was conducted only for the data of Type 2 stimuli. The green curve in Figure 9A shows the best-fit sigmoid function. The best-fit exponent was 0.49. The best-fit parameters and the coefficient of determination (R 2 ) are shown in Table 2 . If the data obtained in our experiment followed the model by Delogu et al. (2010) , percentage ''left in front'' should be nearly zero in the left side of the plot in Figure 9A and nearly 100% in the right side of the plot. Ambiguity should remain around the origin of the abscissa. This prediction is represented by the gray broken curve in Figure 9A . However, the actual data of Type 2 stimuli show substantial variation in almost every region of the plot. The coefficient of determination (R 2 ) obtained by the fitting analysis for the data also shows much deterioration compared with that obtained with the model q defined in Equation 10.
Since the variation that was not predicted by the first stage could be explained by the second stage of their model, we then plotted all the data based on jb À aj À jp À qj in Figure 9B . Again, we fitted a sigmoid function to the entire data set and obtained the best-fit exponent n ¼ 0.43. The thick gray curve in Figure 9B shows the best-fit sigmoid function. The best-fit parameters and the coefficients of determination (R 2 ) are shown in Table 2 . To see if there was any difference between different stimulus types, we also fitted a sigmoid function to the data of each stimulus type separately using the exponent n ¼ 0.43. The best-fit parameters and the coefficients of determination (R 2 ) are shown in Table 2 . As shown in Figure 9B and by R 2 in Table 2 , the prediction by the second stage of the model by Delogu et al. (2010) was better than that by the first stage. Nevertheless, it was still worse compared with the prediction by q in Equation 10 . Every coefficient of determination (R 2 ) obtained by using the model by Delogu et al. (2010) was lower than those obtained by using the model q.
The relationships between the physical photometric constraint and the perceived depth ordering
In the previous section, we showed that relative size of the lightness difference against the shared region q was the most important photometric factor to explain the perceived depth ordering. The lightness difference against background region a had little influence. This suggested that the visual system relies on its own criterion, which is independent of the physical photometric constraint, because the physical photometric constraint involves not only contrast against the region q but also contrast against the region a (see rules 1 through 3 in ''Classification of perceptual transparency based on Adelson-Anandan-Anderson's contrast polarity rule''). However, in the previous section, we did not classify the data according to the physical photometric condition. Thus, some difference might be found if we analyzed the data separately, considering the conditions in which the figural constraints were consistent with the photometric constraint and those conditions in which they were not consistent. To clarify this point, we classified all the stimuli based on which interpretation the photometric constraint supports. Let us take for example a stimulus that has a combination of normalized luminance (a, b, p, q) ¼ (89. 8, 35.3, 9, 4.7) . In this case, the transmittance t and reflected luminance F of possible transparent surfaces are (t, F) ¼ (0.0789, 1.91) for the surface pq, (0.379, 1.29) for the surface bq, (2.64, À3.41) for the surface ap, and (12.7, À24.3) for the surface ab. Thus, this stimulus is classified into a group where both the ''surface pq in front'' interpretation and the ''surface bq in front'' interpretation are valid (pq and bq valid group) because rules 2 (t 1) and 3 (F ! 0) are satisfied under those interpretations while they are violated under the other interpretations. There were five groups in total: ''pq and bq valid,'' ''pq and ap valid,'' ''bq and ab valid,'' ''ap and ab valid,'' and ''all invalid.'' When either rule 2 or 3 was violated under all four interpretations (i.e., pq in front, bq in front, ap in front, and ab in front), the stimulus was classified as ''all invalid.'' In Appendix A, we show a brief summary of each of those groups.
In our experiment, the figural constraints (i.e., the closed contours and their motion) strongly indicated that the disks (the surface pq and the surface bq) are figural objects. Therefore, if we investigated the data in the ''pq and bq valid'' group, we might be able to find some dependency on the physical photometric constraint, excluding the effect of the figural constraints. First, we separately plotted the data in each group based on q in Equation 10 ( Figure 10A-1, A-2) . We used the exponent n ¼ 0.46 in translating luminance into lightness. In Figure 10A , the data of each group are plotted in different colors and symbols. The curves indicate the best-fit sigmoid function for the data with the same color. The best-fit parameters and the coefficients of determination (R 2 s) are shown in Table  3 . The curves were quite similar with each other, and all data were reasonably explained by Equation 10 irrespective of the physical photometric conditions.
To further show that the data were independent of the physical filter property, we also tested if the model that explicitly incorporated the transmittance t of the surface pq and the surface bq can explain the data. According to rule 2 of the physical photometric constraint, a possible strategy is to choose a surface with smaller transmittance as a filter for being in front.
Although there are several ways to formulate such a strategy, we used the following equation since it was simple and comparable with the proposed model q (Equation 10).
where t bq and t pq are the transmittance of the surface bq (b À q/a À p) and the surface pq ( p À q/a À b), respectively. In Figure 10B (B-1, B-2) , we plotted the data of each group based on this equation. We also tried to fit a sigmoid function to the data of each group, but we could obtain a reasonable function only for the data of the ''pq and bq valid'' group. The best-fit parameters Table 3 . The best-fit parameters of the sigmoid functions in Figure 10 and their coefficients of determination, R 2 . A dash (-) indicates that the best-fit parameters or the coefficient of determination were not available in that group. and the coefficient of determination (R 2 ) are shown in Table 3 . For the other groups, the model q 0 did not make any good prediction at all. This is thought to be a natural consequence given that there is no reason that the visual system has to represent ecologically invalid transmittance values. Comparing transmittance values would be possible only when both transmittances were less than one, like in the case of the ''pq and bq valid'' condition. However, it should be noted that even in the ''pq and bq valid'' condition, the goodness of prediction by q 0 was worse than that by q in Equation 10 . We also tested if other models, which incorporated reflected luminance F too (e.g., a model in which more reflected surface is likely perceived as being in front), would be able to explain the data in several formulations, but could not find any model that explained the data better than the proposed model q. Therefore, given that the simpler model q could explain the data consistently, irrespective of the physical photometric conditions, it would be the most parsimonious conclusion that the visual system uses this criterion without explicitly considering the physical filter property.
Discussion
Contrast against a shared region is the major determinant for perceived depth ordering in bistable transparency
In this study, we presented bistable transparency patterns in which two horizontally moving disks appeared to partially overlap with each other and obtained percentage ''left in front'' for 562 test patterns. From the data, we investigated what the major determinant for perceived depth ordering in bistable transparency is. The previous study that used similar test patterns argued that contrast against the shared region and contrast against the background region equally contribute to depth-order perception for bistable transparency patterns unless both surfaces are equally contrasted against all surrounding regions (Delogu et al., 2010) . However, the present study demonstrated that contrast against the background region has little influence on depth-order perception as compared with the influence of contrast against the shared region. In addition, we found that the relative contrast difference q (Equation 10), instead of the simple subtractive difference, can provide a better prediction for perceived depth ordering. In the discussion of experiment 2 in the study by Delogu et al. (2010) , they argued that the contrast against the overlapping region alone could not entirely explain the results because they found a significant difference in the depth-order perceptions between a stimulus pair whose lightness configurations were (a, b, p, q) ¼ (5.0, 6.0, 3.0, 4.0) and (5.0, 6.0, 4.0, 4.5) ; in the latter configuration the surface pq was significantly more often perceived as being in front than in the former configuration. Since they used the simple subtractive difference to predict the perceived depth order and jb À qj À jp À qj gave the same value for both of these stimuli, they concluded that the contrast between figure and ground was also necessary for predicting their results. However, using the relative contrast difference q (Equation 10), we could explain the difference without considering any effect of the contrast against the background region: q ¼ 0.67 in the former configuration and q ¼ 0.75 in the latter configuration, which means that q predicts higher percentage ''surface pq in front'' in the latter configuration.
In previous studies, it has been shown that the observer could correctly match or rate the filter transmittance or the reflective component of simulated filters under different background conditions (Gerbino et al., 1990; Kasrai & Kingdom, 2001; Masin, 2006; Robilotto, Khang, & Zaidi, 2002; Robilotto & Zaidi, 2004; Singh & Anderson, 2002 , 2006 . Therefore, one possibility was that the depth ordering was judged by comparing the representations of the filter property under possible interpretations. However, such a strategy would be possible only when both of those representations are going to be ecologically plausible quantities; it would be hard to imagine a transparent filter whose transmittance value is larger than one. In our study, the interpretations of the patterns were restricted to ''left disk in front'' and ''right disk in front'' due to the figural constraints. Thus, there were cases in which either or both of those interpretations gave rise to invalid transmittance or invalid reflected luminance. In the section ''The relationships between the physical photometric constraint and the perceived depth ordering,'' we tested a model that incorporated a strategy that compares transmittance values of the two interpretations. As expected, the model could not explain the data in cases where either or both of the transmittance values was larger than one (''pq and ap valid,'' ''bq and ab valid,'' and ''ap and ab valid'' conditions in Figure 10B ). In addition, we found that even when both of the two alternative interpretations were physically valid (''pq and bq valid'' condition), the goodness of prediction by such a model was worse than that produced by the simpler model q in Equation 10. Since the model q could consistently explain the data irrespective of those physical photometric conditions, it is plausible that the visual system did not take physical filter property as a criterion to determine depth ordering in bistable transparency patterns. However, this does not necessarily mean that the human visual system cannot intrinsically estimate filter properties. We think that the results of our study indicate that the depth stratification of transparency patterns can be solved before accurate filter-property estimation is completed. In such cases, the relative difference of contrast against a shared region will be the most important photometric factor. Some previous studies that investigated perceived depth ordering for bistable transparency patterns have also found a similar tendency. Kitaoka (2005) classified possible interpretations of bistable transparency patterns and examined the frequency of each interpretation. Although the figural constraint in the stimulus pattern he used was not that strong, and multiple interpretations were allowed, he found the same tendency as that we found: A surface comprising two regions that have a smaller lightness difference between them tends to be perceived as being in front. Beck et al. (1984) also used a small set of bistable transparency patterns among others and suggested a similar tendency. These studies, however, did not make a model that predicts the likelihood of occurrence of each interpretation. On the other hand, in an earlier study by Oyama and Nakahara (1960) , they used white and black bars crossing on a gray background (Type 2 stimulus in our definition) and examined the time course of switching of dominancy of each of the two interpretations (i.e., white in front or black in front). Thus, the stimulus configuration of their study was very similar to those of our study and that by Delogu et al. (2010) in that it induced depth rivalry between two objects in front of the background. In their study, they found that the smaller the difference in lightness between either the white or black region and the crossing (shared) region, the more often the surface comprising the two regions appeared to be in front. Moreover, they found that the lightness of the background region had little effect on the relative dominancy. Therefore, their findings match quite well with our conclusion. In our study, we confirmed this tendency using stimuli in larger dimensional space of luminance combinations and demonstrated that the model q can explain the data irrespective of the physical photometric conditions.
The visual system is likely to rely on lightness when perceiving depth order of transparency patterns
In line with the other previous studies (Delogu et al., 2010; Kitaoka, 2005; Oyama & Nakahara, 1960) , in this study we also found that the depth-order preferences are best predicted when lightness difference was used as a metric of contrast between two regions as shown by the fitting analysis ( Figure 7 and Table 1 ). One might argue that the comparison was not fair because the number of free parameters was different (in addition to the two parameters s and m of a sigmoid function, a translation exponent n was incorporated for the lightness contrast metric). Nevertheless, larger differences among different stimulus types found with the metrics of luminance difference and Michelson contrast (see Figure 7B , C) indicated that those metrics were not appropriate to explain the data. It is counterintuitive that the visual system behaves differently toward these artificially introduced stimulus categories. In fact, this difference among different types of stimuli can be explained as an artifact that emerges when choosing inappropriate metrics. Actually, the range of luminance level of the two disks differed between three types of stimuli due to the constraints posed by the definition of each type. For example, the two disks have to be darker than the background region for Type 1 stimuli. By contrast, they have to be brighter than the background for Type 3 stimuli. Thus, the luminance range of the regions b, p, and q was darker as a whole for Type 1 stimuli, and it was brighter for Type 3 stimuli. Because the size of contrast overestimation or underestimation by inappropriate metrics depends on the luminance level, the patterns of deviation would also differ among the types of stimuli. At any rate, the most conservative interpretation of our data is that the visual system relies on lightness contrast when perceiving the depth ordering of bistable transparency patterns.
Conclusions
In contrast to the previous study that proposed contributions of contrast against the background region to perceived depth order in bistable transparency patterns (Delogu et al. 2010) , the present study demonstrated that contrast against the background region has little influence on perceived depth order compared with contrast against the region shared by two surface candidates. In addition, we found that the perceived depth ordering is well predicted by a simple model that takes into consideration only relative size of lightness difference against the shared region. The result is consistent with several previous studies that investigated the perceived depth ordering of bistable transparency patterns (Beck et al., 1984; Kitaoka, 2005; Oyama & Nakahara, 1960) .
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Appendix A
A brief summary of the groups classified based on the physical photometric conditions
We classified all the stimuli based on which interpretation the photometric constraint supports. Each of the stimuli was categorized into five groups depending on whether it satisfied rules 2 and 3 of the photometric constraint as described in the section ''The relationships between the physical photometric constraint and the perceived depth ordering.'' Those groups were termed ''pq and bq valid,'' ''pq and ap valid,'' ''bq and ab valid,'' ''ap and ab valid,'' and ''all invalid.'' In the second column of Table 4 , we showed the number of the stimuli and the averaged percentage of canceled trials in each group. As for the data of percentage ''left in front,'' we showed the histogram for each group in Figure 11 .
In the third to fifth columns termed Type 1, Type 2, and Type 3 in Table 4 , we showed the same statistics calculated within each stimulus type defined in Figure  4 . In Type 1 stimuli, any stimulus was not classified into either ''pq and ap valid'' or ''bq and ab valid'' groups. This is because if a stimulus in Type 1 satisfies rule 2 under the ''surface pq in front'' assumption (i.e., a À b . p À q), it also satisfies rule 2 under the ''surface bq in front'' assumption (i.e., a À p . b À q) and does not satisfy rule 2 under the other assumptions. By contrast, if a stimulus in Type 1 does not satisfy rule 2 under the ''surface pq in front'' assumption (i.e., a À b , p À q), it also doesn't satisfy rule 2 under the ''surface bq in front'' assumption (i.e., a À p , b À q) and does satisfy rule 2 under the other assumptions. Thus, there is no theoretical room for Type 1 stimuli to satisfy both the pq-valid and ap-valid constraints or both the bq-valid and ab-valid constraints. For the same reason, it can theoretically be said that any stimulus in Type 2 is not classified into either the ''pq and bq valid'' or ''ab and ap valid'' groups and that any stimulus in Type 3 is not classified into either the ''pq and ap valid'' or ''bq and ab valid'' groups.
The relationships between the physical photometric constraint and the percentage of canceled trials
The percentage of canceled trials was quite low for every stimulus (2.8% on average, 22.2% at most). This indicated that figural constraint in the present study was strong enough to overcome the photometric constraint. Thus, we did not focus on the percentages of canceled trials in the main part of this study. Nevertheless, one can expect that the canceled trials might increase in those trials in which both of the ''left (surface pq) in front'' answer and the ''right (surface bq) in front'' answer were inconsistent with the physical photometric constraints. To test this hypothesis, we examined whether the percentage of canceled trials was larger in the ''ap and ab valid'' group or in the ''all invalid'' group. We conducted Table 4 . The number of stimuli and the averaged percentage of canceled trials in each group classified based on the physical photometric constraint. ''pq and bq valid'' indicates the group in which the ''surface pq in front'' and the ''surface bq in front'' interpretations are both photometrically valid; ''all invalid'' indicates the group in which all of the four interpretations (pq in front, bq in front, ap in front, and ab in front) are photometrically invalid. The columns termed Type 1, Type 2, and Type 3 show the statistics calculated within each stimulus type defined in Figure 4 . A dash (-) indicates that the averaged percentage of canceled trials were not available.
one-way ANOVA (analysis of variance) for the data of each stimulus type, but we could not find any tendency that the percentage of canceled trials in the ''all invalid'' group was larger than that in the other groups. On the other hand, only in the data of Type 3 stimulus did we find a significant increase in the percentage of canceled trials in the ''ap and ab valid'' group compared with the ''pq and bq valid'' ( p , 0.0001) and the ''all invalid'' ( p , 0.001) groups as a result of multiple comparisons (Tukey's honest significant difference test) following one-way AN-OVA [F(2, 171) ¼ 10.2, p , 0.001)]. Therefore, the hypothesis that the percentage of canceled trials follows physical photometric constraint was partially supported. However, this does not indicate that the visual system relies on the physical photometric constraint because the visual system might use another criterion (e.g., q in Equation 10) that is different yet somewhat similar and covaries with the physical photometric constraint. Because the number of canceled trials was low and we could not know what kind of interpretation the observers actually perceived in those trials, we could not obtain further information from the canceled trials. Table 5 . Stimulus patterns tested in the experiment. The second column shows the stimulus type defined in Figure 4 . Stimuli 1 through 180 belong to Type 1, stimuli 181 through 388 belong to Type 2, and stimuli 389 through 562 belong to Type 3. Luminance patterns of the stimuli are shown in columns three through six (a, b, p, q). In the table, luminance levels are normalized to a range between zero and 100. The maximum luminance was 89.2 cd/m 2 . The seventh column shows p (Equation 10) calculated based on lightness. (Here, lightness was calculated by Equation 11 with n ¼ 0.46.) The eighth and ninth columns show the percentages of ''left in front'' responses and the percentages of canceled trials, respectively.
