Abstract. For a prime l, let Φ l be the classical modular polynomial, and let h(Φ l ) denote its logarithmic height. By specializing a theorem of Cohen, we prove that h(Φ l ) ≤ 6l log l + 16l + 14 √ l log l. As a corollary, we find that h(Φ l ) ≤ 6l log l+18l also holds. A table of h(Φ l ) values is provided for l ≤ 3607.
Introduction
Let j : H → C be the elliptic modular function. For a positive integer m, the classical modular polynomial Φ m is the minimal polynomial of the function j(mz) over the field C(j). As a polynomial in two variables, we have Φ m (j(mz), j(z)) = 0. The polynomial Φ m (X, Y ) is symmetric, with integer coefficients, and has degree ψ(m) = m p|m (1 + p −1 ) in both variables [15, Ch. 5] . For a nonzero polynomial P with complex coefficients, let h(P ) = log max |c|, where c ranges over the coefficients of P . Cohen proves in [9] that the bound h(Φ m ) = 6ψ(m) log m − 2κ(m) + O(1) holds, with κ(m) = p|m p −1 log p = O(log log m). For m = l prime, this yields h(Φ l ) = 6l log l + O(l).
The purpose of this paper is to prove an explicit upper bound on the O(l) term.
Theorem 1.
For every prime l we have h(Φ l ) ≤ 6l log l + 16l + 14 √ l log l.
Such an explicit bound is needed to obtain rigorous results from algorithms that compute Φ l , including [6, 7, 10, 11] . To prove Theorem 1, we retrace the proof of Cohen, specializing to the case that m = l is prime and seeking only an upper bound. These restrictions simplify our presentation, but the core of the argument remains the same. Our main contribution is to make the bound fully explicit. We also add two refinements to the proof, Lemma 5 and Lemma 8, that sharpen the constants we obtain in Theorem 1. These improvements have a significant impact in the range of l practical for computation.
Bounding the height
We recall that the modular polynomial may be written as (1) Φ l (X, j(z)) = X − j(lz)
see [15, Ch. 5.2] . To simplify our notation, for any y ∈ C, let Φ l,y (X) denote the univariate polynomial Φ l (X, y), and let us define y = log max(1, |y|). Proof. Each coefficient c of a monic polynomial with roots ω 1 , . . . , ω n ∈ C satisfies |c| ≤ 2 n−1 max(1, |ω k |). Applying this to (1) yields the lemma.
To bound h(Φ l ), it suffices to bound h(Φ l,y ) for real y in an interval [L, 2L] .
Proof. This follows immediately from Lemma 20 of the appendix.
As explained in [9, p. 397] , the real value j(it) increases monotonically with the real parameter t ≥ 1. We have j(i) = 1728, and for each y in the interval [1728, 3456] there is a unique t for which y = j(it). We find that j(1.254i) > 3456, hence for y ∈ [1728, 3456] we have t < 1.254. Our main task is to bound the sum
as a function of l, for any fixed t ∈ [1, 1.254). To do so, we use the following lemma.
Lemma 4. Let z ∈ H and let x = Im z. We have the bound
where c(x) = log(e 2π max(x,1/x) + 1728 − e 2π ) − 2πx < 9.429 for all x ≥ 1/2.
Proof. From [5, Lemma 1] we have
The lemma follows immediately upon taking logarithms.
To profitably apply Lemma 4 to (2), we first shift the argument of j((it + b)/l) using the invariance of j(z) under z → z + 1. Fixing the integer N = [ l/t], let I N be the unit interval [1/(N + 1), (N + 2)/(N + 1)]. We may rewrite (2) as
where b now ranges over the l integers in the interval [l/(N + 1), l(N + 2)/(N + 1)).
Using the Farey series of order N , we may partition I N into subintervals as
where I N (h/k) = [ρ 1 , ρ 2 ) contains h/k. The endpoints ρ 1 and ρ 2 both satisfy
see [13, Ch. 3] and [9, Lemma 3]. There are K N = N k=1 φ(k) subintervals in (4), and each contains at least one b/l ∈ I N . The bound Thm. 3.7] , and for N ≥ 2 we have the explicit bound
proven in Lemma 17 of the appendix (see [17] for an asymptotically tighter bound). We now assume l > 5, so that N ≥ 2. The bound we eventually prove will also hold when l ≤ 5. For each I N (h/k) in (4), let us pick integers r and s with rk − sh = 1. We may then apply the unimodular transformation
Note that each b/l ∈ I N is contained in a particular I N (h/k) that determines α and β. We may now bound S(l, t) by
The notation in the right-hand side of (6) is as follows. For each I N (h/k) we pick a unimodular matrix Λ as above, and with z = (it + b)/l we put g h/k (b/l) = 2π Im Λz and ε h/k (b/l) = c(Im Λz), where c(x) is the function defined in Lemma 4. As the following lemma shows, the naïve bound ε h/k (b/l) ≤ c(1/2) < 9.429 that we get from Lemma 4 can be significantly improved, on average. 
We now divide the exterior points into two categories. We call an exterior point good if it is at least a distance 1/(2l) from both endpoints of the interval in which it lies. An exterior point is bad otherwise. By a calculation similar to that above, we find that α < 1 − β/(2t) holds for each good exterior point.
There are 2K N half intervals of the form [ρ 0 , h/k) or [h/k, ρ 1 ), and each contains at most one exterior point. Adjacent half intervals that do not lie in the same I N (h/k) cannot both contain a bad exterior point. Hence, there are at most K N + 1 bad exterior points. For the purposes of computing an upper bound, we assume that there are exactly this many, and that every interval has two exterior points, implying that there are exactly K N − 1 good exterior points.
In the worst case, the bad exterior points lie in the intervals I N (h/k) with the largest values of β. If we order the intervals according to β ≈ k/N and divide them into quartiles, this roughly means that each interval in the top two quartiles contains two bad exterior points, while each interval in the bottom two quartiles contains two good exterior points. By Corollary 18 of the appendix, up to an absolute error of 2, at least 1 /4 of the intervals have β ≤ C 1 = 0.539, at least 1 /2 have β ≤ C 2 = 0.742, and at least 3 /4 have β ≤ C 3 = 0.917.
Let
, with c(x) as in Lemma 4. We use c 1 = f (1, 1) and c 2 = f (1, C 3 ) to estimate ε h/k (b/l) for the bad exterior points in the upper two quartiles, and we use c 3 = f (1 − C 2 /(2t), C 2 ) and c 4 = f (1 − C 1 /(2t), C 1 ) for the good exterior points in the lower two quartiles.
For the interior points, we note that for β > C 3 > 2t/3, the interval I N (h/k) has width less than 3/l and can contain at most one interior point. Similarly, if we have β > C 2 > t/2, then there can be at most two interior points. We may therefore use c 5 = f (1 − 1/t, 1) to estimate ε h/k (b/l) for the interior points in the top quartile (at most one per interval), c 6 = f (1 − C 3 /t, C 3 ) for the interior points in the second quartile (at most two per interval), and c 7 = f (1 − C 2 /t, C 2 ) for the remaining interior points. Applying Lemma 17, we use M = 3l/(2π
l/t log(l/t) to bound K N /2. Putting everything together, we obtain the function
as an upper bound on ε(l, t). For any fixed l > 5 we find that for t ∈ [1, 1.254) the function ε ′ (l, t) is maximized when t = 1, and in fact the bound
holds for all l > 5 and t ∈ [1, 1.254). Computing ε ′ (l, 1) then yields the lemma.
Our remaining task is to bound the terms g h/k (b/l) appearing in (6) . Setting θ = lh/k, we have
which we view as a function of b ∈ Z. We now apply the identity
as in [9, Lemma 6] , to obtain
and we use the following lemma to bound the right-hand side.
Lemma 6. Let l be prime, let t ∈ R ≥1 , and for ν ∈ Z, define a ν = 2π
−2 a ν e 2πiνlh/k < 6l log l+(13.889−6 log t)l+3.290 √ l log l+6.580 √ l.
Proof. Noting absolute convergence, we reorder the sums, obtaining
With n = νl the inner sum becomes
For n > 0 this is a Ramanujan sum, and we may apply the identity
due to Hölder [14] (or see [1, Thm. 2]). We then have |c k (n)| ≤ (k, n) for all n > 0, and for n < 0 we note that
To treat the infinite sum in (10) we evaluate the first two terms and bound the tail with an integral, using σ(ν) = d|ν d ≤ ν 2 . This yields
where we have used
valid for t ≥ 1. We now apply Lemma 16 of the appendix, whose error term is an increasing function of x = N , to the first sum in (10) .
≤ 6l log l + (13.767 − 6 log t)l + 3.290 √ l log l + 6.580 √ l.
Applying (12) and (11) to (10) yields the lemma.
Remark 7.
Extending the sum in (8) to all integers allowed us to conveniently bound the triple sum in (6) via Lemma 6. This yields the correct leading term of 6l log l in Theorem 1, however the O(l) term is overestimated significantly. Lemma 8 proves a lower bound on the tail of the middle sum in (8) which is then subtracted from the bound in Lemma 6 to sharpen the O(l) term.
Lemma 8. Let the notation be as above. For l > 3600 we have
Proof. Consider an interval I N (h/k) for which k > √ lt/2. By (5), the width of I N (h/k) is less than 2/l, hence it contains at most two points of the form b/l. It follows that at most two of the terms g h/k (c/l) in the middle sum of (8) correspond to terms present in the left sum. We assume there are exactly two, and these must be of the form g h/k (b/l) and g h/k ((b + 1)/l). The sum is maximized when θ = b + 1 2 , hence the overestimate introduced by the inequality in (8) is at least (13) 2πlk
where we have used the identity π tanh πt =
, there are φ(k) intervals I N (h/k) to which (13) applies. The total overestimate related to these intervals is at least (14) 2πl π tanh πt − 2t
To bound the sum in (14), we apply Lemma 16 twice and take the difference:
The term ǫ 1 (l, t) arises from the error term ǫ (log x + 1)/(3x) in Lemma 16. We make the worst-case assumption that the upper error is maximally negative and the lower error is maximally positive, yielding
Combining (14) and (15) we obtain the lower bound
We now apply the same argument to intervals I N (h/k) with √ lt/3 < k ≤ √ lt/2. For such intervals there are at most three terms in the middle sum of (8) that correspond to terms in the left sum, and the sum of these terms is maximized when the middle term has θ = b. Using the identity π coth πt = ∞ n=−∞ t t 2 +n 2 , we obtain
To compute ǫ 2 (l, t), we now take the difference of the maximal positive errors arising from Lemma 16, consistent with our worst-case assumption in (16) above, obtaining ǫ 2 (l, t) = − log lt − 2(3 log 3 − 2 log 2) + 2 6 √ lt .
Continuing in this fashion, we consider I N (h/k) with
For l ≥ (d + 1) 2 and d > 2 we then obtain the lower bound
Assuming l ≥ 3600, we let δ(l, t) = δ 1 (l, t) + · · · + δ 59 (l, t). For any fixed l ≥ 3600, as t varies over [1, 1.254) we find that δ(l, t) is minimized when t = 1 (we note that this is not true of the first few δ d (l, t)). We then compute
as a lower bound on the total overestimate in the middle sum of (8) . Subtracting the right-hand side of (18) from the bound in Lemma 6 yields the lemma.
Theorem 1.
Proof. The modular polynomials Φ l are well known for l = 2, 3, 5, and the theorem holds in these cases, so assume l > 5. Let y ∈ [1728, 3456], and let t ∈ [1, 1.254) satisfy j(it) = y, as discussed following Lemma 3. From Lemma 2 we have
where S(l, t) is the sum in (6) . Applying Lemma 4, we obtain (20) j(ilt) < 2πlt + 1.172.
For S(l, t) we have two different bounds, depending on whether l is less than or greater than 3600, and this yields two bounds for h(Φ l ). For 5 < l < 3600, we bound S(l, t) by adding the bound in Lemma 5 to the bound in Lemma 6. Plugging this and (20) into (19) yields (21) h(Φ l,y ) ≤ 6l log l+(18.649+2πt−t−6 log t)l+5.775· √ l log l+6.580 √ l+36.963.
For t ∈ [1, 1.254) this bound is maximized when t = 1. Lemma 3 then yields
For l ≥ 3600 we instead bound S(l, t) by adding the bound in Lemma 5 to the bound in Lemma 8. In this case we obtain (23) h(Φ l ) ≤ B 2 (l) = 6l log l + 15.929 · l + 20.178 √ l log l − 58.939 √ l + 39.046.
A direct computation, using the bound B 1 (l) and the algorithm described in [6] , finds that Theorem 1 holds for l < 3600 (see Table 1 ). For all l ≥ 3600, the bound of the theorem is greater than B 2 (l), hence the Theorem 1 holds for l ≥ 3600.
Corollary 9.
For every prime l we have h(Φ l ) ≤ 6l log l + 18l.
Proof. For l ≥ 3600 the corollary follows from the bound B 2 (l) in (23). For l < 3600 it is verified by the values of h(Φ l ) in Table 1 . Table 1 is listed on the following three pages in a three column format. For each prime l ≤ 3607, the table lists three values. The first is the integer
This represents the number of bits required to store the absolute value of the largest coefficient of Φ l , and we have h(Φ l ) ≈ h 2 (Φ l ) log 2. The second is
which reflects the constant in the O(l) term of h(Φ l ). The third value is
the ratio of the bound in Corollary 9 to the height of Φ l .
Within the range of Table 1 , we find that for l > 157 the bound of Corollary 9 exceeds h(Φ l ) by less than fifteen percent, as indicated by the values for r l . However, as shown by the values for c l , our bounds are clearly not optimal. Based on the data in the table, we make the following conjectures.
Conjecture 10. For every prime l > 30 we have h(Φ l ) < 6l log l + 12l.
Conjecture 11. For l prime we have lim inf l→∞ (h(Φ l ) − 6l log l)/l > 11.8.
Appendix
Here we prove certain number-theoretic bounds used in our estimates above. In most cases stronger asymptotic results are known, but we seek fully explicit bounds. Our results are derived from bounds for the summatory functions
where µ(n) is the Möbius function. The function Q(x) counts squarefree positive integers, and it is well known that Q(x) ∼ x/ζ(2) = 6x/π 2 , see [4] for example. We let R(x) = Q(x) − 6x/π 2 , and note the following result from [8] .
Theorem 12 (Cohen-Dress-El Marraki). For all x ≥ 2160535 we have the bound |M (x)| ≤ x/4345, and for all x ≥ 438653 we have |R(x)| ≤ 0.02767 √ x.
It will be more convenient for us to work with slightly weaker bounds.
Corollary 13. For all x ≥ 10 5 we have |M (x)| ≤ x/900 and |R(x)| ≤ √ x/25.
Proof. By Theorem 12, it suffices to verify the corollary for x ∈ [10 5 , 2160535], a task readily accomplished with a machine calculation.
The proofs below use the Riemann-Stieltjes integral, as defined, for example, in [2, Ch. 7] . The existence of all the integrals we use, including improper integrals, is easily verified and assumed without further comment. For a real number x, we use [x] to denote the largest integer n ≤ x and define {x} = x − [x].
To make our error terms explicit, for any positive real value B we use ǫ(B) to denote an unspecified real number with absolute value at most B. Throughout this appendix, all sums range over positive integers.
Lemma 14. For all x ≥ 1 we have
where γ = lim x→∞ n≤x 1 n − log x ≈ 0.577216 is Euler's constant, and the constant γ ′ is defined by γ ′ = lim
Proof. Both bounds are verified by machine for x < 10 5 , so we assume x ≥ 10 5 . The first result is standard, but some care is required to express the bound in terms of x rather than the integer [x] . From [12, Eq. 9 .89] we have
where θ is a positive real number less than 1. We wish to bound the quantity
Expanding log 1 + {x} [x] , the right-hand side of (24) can be expressed as
We now apply
repeatedly to (25), which eventually yields
Recalling that x ≥ 10 5 , we note that if {x} ≤ 0.9 then the sum of the terms on the RHS is less than 1/(2x). When {x} > 0.9 then the first two terms are both positive, with sum less than 1 2x + 1 12x 2 , while the sum of the remaining three terms is negative, with absolute value less than 1 2x + 1 12x 2 . This proves the first result. To prove the second result, we integrate by parts and apply Corollary 13:
Subtracting 6 π 2 log x from both sides and taking the limit as x → ∞ yields
Corollary 13 implies
, and the total error is ǫ
By Lemma 14 we have q≤x/d
Applying Lemma 15 to the first two sums and Lemma 14 to the third sum yields n≤x φ(n) n 2 = 6 log n π 2 + 6γ
For x ≥ 10 5 we can replace the error term by ǫ log x+1 3x
.
It suffices to bound the right-hand side of (28), and we need only consider k ≤ n/2. Now suppose k ≥ (n + 1)/(m + 1), with 1 ≤ k ≤ n/2. We then have
. Thus we may assume k < (n+1)/(m+1). The lemma clearly holds for k = 0, so we assume m < n and set r = [(n+1)/(m+1)]. We then have
and it remains only to show that log for Stirling's formula [16] , one obtains the inequality (29) n k < n n k k (n − k) n−k , valid for 0 < k < n. For fixed n and k ≤ n/2 the right-hand side of (29) is an increasing function of k. We thus obtain Proof. Let P (X, Y ) = Q m (Y )X m . It suffices to show h(Q m ) satisfies the bound in the lemma for each nonzero Q m . For any y ∈ C, the coefficient of X m in P (X, y) is Q m (y). As in [9, Lemma 9] , let us pick n + 1 interpolation points y k ∈ [L, 2L]:
We 
We also have j =k
and by the hypothesis of the lemma, |c k,m | < C, where C = e B . Thus the absolute values of the coefficients of Q m (Y ) are bounded by Assuming Q m (Y ) is nonzero, we take logarithms and obtain h(Q m ) ≤ B + log L + 1 L + 3 log 2 n.
as desired.
