The resource-constrained project scheduling problem (RCPSP) has been widely studied during the last few decades. In real-world projects, however, not all information is known in advance and uncertainty is an inevitable part of these projects. The chance-constrained resource-constrained project scheduling problem (CC-RCPSP) has been recently introduced to deal with uncertainty in the RCPSP. In this paper, we propose a branch-and-bound (B&B) algorithm and a MILP formulation that solve the CC-RCPSP. We introduce two different branching schemes and eight different priority rules for the proposed B&B algorithm. Since solving CC-RCPSP is computationally intractable, its sample average approximation counterpart is considered to be solved. The computational results suggest that the proposed branchand-bound procedure clearly outperforms both a proposed MILP formulation and a branch-and-cut algorithm from the literature.
Introduction
Real-life projects contain considerable levels of uncertainty. The uncertainty can be the result of many internal and external unexpected or expected events in the execution of a project. This uncertainty may lead to disruptions and may often make any schedule obtained by solving any deterministic project scheduling problem unreliable.
In order to incorporate uncertainty into the resource-constrained project scheduling problem (RCPSP) and obtain robust solutions, Lamas and Demeulemeester (2016) introduce the chance-constrained RCPSP (CC-RCPSP) in which the makespan is minimized while the actual executed schedule is identical to the planned schedule with a certain minimum probability. In other words, the idea behind CC-RCPSP is to find a proactive solution that is as short as possible and needs no reaction with a certain minimum required probability. This probability, which is usually given by the managerial team, will be defined as the confidence level in the remainder of this paper.
In this paper, we introduce a novel B&B algorithm that can solve instances of the CC-RCPSP until optimality. The novelty of our B&B algorithm is reflected in its branching schemes. In these branching schemes, we use the notion of chains that will be introduced and defined in Section 5.1. Although the focus of this paper is to solve the CC-RCPSP, as will be discussed in Section 7, the proposed branching schemes can be used to solve any chance-constrained programming (CCP) problem with discrete random right-hand side (rhs) vector provided that an exact solution oracle exists for the problem's deterministic counterpart.
The remainder of this paper is structured as follows. First, in Section 2 a compact description of the CC-RCPSP is given. Then the state of the art around the topic is provided in Section 3. Next, both a mixed integer linear programming (MILP) formulation and a B&B algorithm that optimally solve instances of the CC-RCPSP are proposed in Section 4 and Section 5, respectively. After that, computational results are reported in Section 6 and the application of the proposed branching schemes for the general integer problem is discussed in Section 7. Finally, a summary and a conclusion are given in Section 8.
Problem description
We are given a set N = {0, 1, ..., n + 1} of activities where activities 0 and n + 1 are the dummy start and dummy end activities. Each activity i ∈ N = N \{0, n+1} has a stochastic non-negative integer durationp i , with p min i ≤p i ≤ p max i , which follows a discrete distribution dist(p i ). We assume that these stochastic durations are independently distributed. Notice that the durations of the dummy activities are not stochastic (p 0 =p n+1 = 0). We are also given a set R of renewable resource types. Each job i requires r ik units of resource type k ∈ R during its processing time and the resource availability of resource type k is denoted by R k . The set E ∈ {(i, j)|i, j ∈ N } defines precedence constraints among the activities where the pair (i, j) ∈ E indicates that activity j cannot be started before activity i is completed.
Let S, which is a vector of non-negative starting times of the activities, be a solution for the RCPSP andp be its vector of deterministic activity durations. A conceptual formulation for the RCPSP can be formulated as follows:
RCPSP: min S S n+1 subject to:
i∈Γt (S,p) r ik ≤ R k ∀k ∈ R, t = 0, ..., T (2)
where T is an upper bound on the makespan and Γ t (S,p) is the corresponding set of ongoing activities at time period (t, t + 1) if S is the vector of starting times of the activities andp represents the activity durations. In the above formulation, the objective function is to minimize the completion time of the project (makespan). Constraints (1) ensure that all precedence relations among activities are fulfilled, whereas constraints (2) represent the resource constraints. Let π(·) be the probability that constraints · are satisfied and (1 − α) be the confidence level defined by the decision maker (note that 0 ≤ α ≤ 1 and α usually takes a value very close to 0, for example α = 0.05, α = 0.10 or α = 0.20, otherwise the resulting schedule is not feasible for a large number of cases) 1 . A conceptual formulation for the CC-RCPSP is given as follows: CC-RCPSP: min S S n+1 subject to constraint (3) and π S j − S i ≥p i ∀(i, j) ∈ E i∈Γt(S,p) r ik ≤ R k ∀k ∈ R, t = 0, ..., T
In the above formulation, constraint (4) ensures that the sets of constraints (1) and (2) combined are not violated with a chance of (1 − α). The CC-RCPSP is proven to be strongly NP-hard following the straightforward reduction from the RCPSP.
A realization-based reformulation
The vectorp = (p 0 ,p 1 , ...,p n+1 ) can be represented by a finite supporting set P = {p 1 , ..., p |p| } of realizations where each realization p l represents a vector of processing times p l = (p l 0 , p l 1 , ..., p l n+1 ) ∈ P. Each realization p l occurs with a certain probability π l . Clearly, the summation of the probabilities of all realizations equals one ( p l ∈P π l = 1). Being a probabilistic constraint, Constraint (4) is very difficult to tackle. Alternatively, we decide to ensure the feasibility of each solution by finding a sufficient subset Y of realizations for which the solution is feasible. A subset Y of realizations is called sufficient if and only if p l ∈Y π l ≥ (1 − α). We introduce p Y as the vector of maximum durations of subset Y which is computed as follows:
Let Y P be the set of all sufficient subsets of P. The CC-RCPSP can be reformulated as follows:
subject to constraint (3) and
In the above formulation, constraints (6) make sure that no precedence violation occurs for any realization p l ∈ Y and constraints (7) ensure that no resource violation occurs for any realization p l ∈ Y . Constraint (8) dictates a confidence level of (1 − α). In the special case where π l = 1/m for all realizations p l in P, constraint (8) can be replaced by constraint (10).
A sample average approximation
The size of the associated finite supporting set of realizations is often too large, and thus we use a sample average approximation (SAA) technique, which is based on Monto Carlo sampling, to generate a much smaller setP of m realizations which approximates the original set P (note that the size m influences the quality of the approximation).
We introduce the associated SAA counterpart of the CC-RCPSP (in short SAA-RCPSP) as follows:
subject to constraint (3),(6),(7) and
where 1 −α is the required confidence level for this counterpart problem (note that 1 −α > 1 − α). Let = α −α and let p max = max i∈N {p max i }. Following the theorems in Luedtke and Ahmed (2008) , one can show that any feasible solution to an instance of SAA-RCPSP is also feasible to the associated instance of CC-RCPSP with a probability of (1 − θ) if
For instance if p max = 30, then m must be at least 9123 to ensure that any feasible solution to an instance of SAA-RCPSP is also feasible to the associated instance of CC-RCPSP with a probability of 0.95. However, Luedtke and Ahmed (2008) also argue that this lower bound for m is very conservative and one often achieves similar confidence with much smaller m.
In this paper, we choose m between 100 and 1600. As the final part of this section, we pinpoint two remarks. First, because solving CC-RCPSP becomes computationally intractable, in Sections 4 and 5, we opt to solve the SAA-RCPSP, which is proven to be a good approximation for CC-RCPSP (Lamas and Demeulemeester, 2016) . However, given unlimited computational resources, the methods presented in Sections 4 and 5 can solve instances of CC-RCPSP. Second, while using the SAA technique to generate a set of realizations, generally the probability of occurrence of every single generated realization is the same as that of any other realization in that set and equals 1/m. However, our methods are designed for a more general case where the probabilities of occurrences of realizations need not be the same.
Literature review
In this section, we review the state of the art around the topic of the CC-RCPSP in three parts. In the first part (Section 3.1), the literature on the deterministic RCPSP is presented. In the second part (Section 3.2), we list a number of papers dealing with the RCPSP under uncertainty. And finally in the last part (Section 3.3), a brief review of the literature on chanceconstrained programming is given.
The deterministic RCPSP
The deterministic RCPSP is known to be NP-hard in the strong sense (Blazewicz et al., 1983) . However, a number of relatively efficient MILP formulations as well as other exact methods, such as B&B and branch-andcut (B&C) algorithms, have been presented to solve this NP-hard problem (Demeulemeester and Herroelen, 2002) . Many MILP formulations for the deterministic RCPSP have been proposed. Among these, we refer to Klein (2000) who gathers six different MILP formulations for the deterministic RCPSP. Also recently, other MILP formulations have been introduced, for which we refer to Artigues et al. (2008) and Koné et al. (2011) . Among many exact algorithms that are proposed during the last few decades, B&B algorithms (Demeulemeester and Herroelen, 1992 , 1996 Klein, 2000; Mingozzi et al., 1998; Sprecher, 2000) are the most successful approaches to optimally solve small and medium-sized instances of the deterministic RCPSP.
The RCPSP under uncertainty
As already motivated in the introduction, handling uncertainty in project scheduling is of great importance. The CC-RCPSP, which is the main topic of this paper and which is described in Section 2, is one of the existing problems that incorporates uncertainty in project scheduling. Besides CC-RCPSP, there are two other main streams of research dealing with RCPSP in the presence of activity duration uncertainty: the stochastic RCPSP and the proactive and reactive resource-constrained project scheduling problem.
The first trend in the literature focuses on the stochastic RCPSP which is also referred to as SRCPSP. The SRCPSP considers stochastic activity durations while minimizing the makespan. A solution in the SRCPSP is a policy which is a set of decision rules that dictate the starting of certain activities at certain decision moments in a dynamic fashion (Stork, 2000) .
The second trend in the literature focuses on the proactive and reactive resource-constrained project scheduling problem (PR-RCPSP). The idea of proactive and reactive scheduling is to generate a baseline schedule that is as robust as possible against disruptions (which is referred to as proactive scheduling) and to propose a reactive policy that determines how to react to possible disruptions (which is referred to as reactive scheduling) ( Van de Vonder et al., 2006b ).
The SRCPSP is already known for many decades. It all started when provided an introduction for stochastic project scheduling problems and Möhring et al. (1984 investigated the analytical aspects of these problems and provided analytical discussions and proofs. Since finding a globally optimal policy was not tractable except until recently (Creemers, 2015) , a large body of research is devoted on searching over different classes of policies (Ashtiani et al., 2011; Möhring et al., 1984 Rostami et al., 2016; Stork, 2001) .
A very crucial disadvantage of the SRCPSP is that no baseline schedule is constructed. This disadvantage of the SRCPSP was the trigger for the initial steps towards PR-RCPSP in which a stable baseline schedule is generated. A number of justifications for the necessity of a baseline schedule have been discussed by several authors such as Aytug et al. (2005) , Herroelen (2011), Herroelen (2005) , Leus (2003) and Mehta and Uzsoy (1998) . Among many research papers that study the PR-RCPSP, we cite the recent papers by Davari and Demeulemeester (2016) , Deblaere et al. (2011a,b) , Herroelen and Leus (2004) , Leus and Herroelen (2005) and Van de Vonder et al. (2006a .
Chance-constrained programming
To the best of our knowledge, the first research on CCP problems with discrete random rhs vector is the one studied by Prékopa (1990) . Ruszczyński (2002) proposes a mixed integer programming formulation together with some valid inequalities for a CCP problem with a rhs vector. Recently, stronger facet-defining valid inequalities are proposed by Luedtke et al. (2010) and Küçükyavuz (2012) . Among many papers in which a CCP problem with discrete random rhs vector has been introduced to handle uncertainty, we only cite Lamas and Demeulemeester (2016) who introduce the CC-RCPSP and propose a B&C algorithm that solves instances of its SAA counterpart (SAA-RCPSP) to optimality.
A mathematical formulation
In this section, we introduce a MILP formulation for the SAA-RCPSP which is the chance-constrained version of the resource-flow formulation proposed by Artigues et al. (2003) . Let's define variables x ij that equal one if activity i is completed before the start of activity j and zero otherwise. We also introduce the variables f ijk which represent the amount of resource type k that is passed from activity i to activity j. Finally, we define variables y l such that if y l = 1, then S must be feasible for realization p l (p l ∈ Y ) and if y l = 0, then the feasibility of S for realization p l is not necessary (p l / ∈ Y ). We propose the following MILP formulation for the SAA-RCPSP:
subject to:
where M p = i∈N p max i and M r = min{r ik , r jk }. In the above formulation, the set of constraints (14) enforces the precedence relations among activities. The set of constraints (15) ensures that the two variables x ij or x ji are not both 1. The sets of constraints (16)-(21) represent the resource flow among activities. Constraints (22) guarantee that S is feasible for realization p l if y l = 1. Finally, constraint (23) ensures that the cumulative probability of the occurrences of the realizations in the set Y (realizations p l for which y l = 1) must be at least (1 −α). Based on the definitions, for each feasible vector y, we can derive an associated sufficient set of realizations Y . Let us introduce p y which equals its associated vector p Y . We have:
The set of constraints (22) can be replaced with the following set of conceptual constraints:
Although constraints (26) form a nonlinear term, they can be used to understand which realizations should be included in or excluded from Y . An obvious finding is that in order to reduce the makespan (S n+1 ) and possibly find an optimal solution, we must choose y in such a way that for some activities i, the value p y i takes a smaller value than p max i . This finding is the main motivation for the reformulation introduced in the following subsection.
A stronger formulation
In Luedtke et al. (2010) , a stronger reformulation has been proposed for the general chance-constrained optimization problem. We follow the steps to obtain a stronger reformulation for the SAA-RCPSP. Let δ i be the vector of activity durations for each realization inP, sorted in non-increasing order. In other words, δ k i is the k th largest duration for activity i. In order to keep track of the realizations in each sorted vector δ i , we introduce σ ik which represents the associated realization for each pair (i, k) (in other words, we have δ k i = p σ ik i ). For example, if p 5 i is the second largest duration for activity i, then δ 2 i = p 5 i and σ i2 = 5. We provide a more detailed example in Section 4.2. For each activity i, we define η i ≤ m as the largest k ∈ {1, ..., m} that satisfies k s=1 π σ is ≤α. Parameter η i can be described as an upper bound on the number of realizations p l that are necessary to be excluded from Y (y l = 0) to achieve the minimum p
Thus, a stronger formulation can be obtained for the SAA-RCPSP:
subject to: constraints (14)- (21), (23)- (25) and
In the above formulation, z ik is zero if we decide not to consider the k th largest duration for activity i and one otherwise. Also if z ik = 0, then the feasibility of the resulting schedule is not guaranteed for its associated realization (σ ik ) and thus we enforce y σ ik = 0 (constraints (28)). Obviously, it would be inefficient if z ik = 1 and z i,k+1 = 0. Therefore, such cases are eliminated by constraints (29). It is not very difficult to see that in no feasible schedule z i,η i +1 could be equal to zero and therefore the strength of the linear relaxation bound can be improved by adding constraints (30). Notice that the set of constraints (27)-(31) is a much stronger alternative for the set of constraints (22).
An example
We consider an instance of the problem with n = 8 and m = 10. The precedence relations among activities as well as the resource consumptions are given in Figure 1 . An example set of realizationsP and the associated matrices δ and σ are given in Tables 1 to 3. In these three tables, the numbers associated with realization p 6 are shown in bold. Note that these tables will be used in all examples given in the remainder of this paper.
Branch-and-bound
In this section, we propose a B&B algorithm that solves the SAA-RCPSP. The idea is to find a schedule with minimum makespan that is feasible for (Y,Ȳ ) , Y is referred to as the included set andȲ is referred to as the excluded set. Obviously, if Y is a sufficient subset, then the cumulative probability of occurrence of the realizations inȲ is smaller than or equal toα. Let Ξ be the set of all pairs (Y,Ȳ ) for which p l ∈Ȳ π l ≤α. The SAA-RCPSP can be reformulated as follows:
Inspired by this conceptual formulation, we aim to use a B&B algorithm to enumerate all pairs (Y,Ȳ ) ∈ Ξ and find a pair (Y * ,Ȳ * ) with the minimum corresponding makespan (S Y * n+1 ).
Constructing the tree
As we already mentioned, we aim to find the optimal pair (Y * ,Ȳ * ) using a B&B algorithm. Since the included set (Y ) and the excluded set (Ȳ ) are the complement of each other, it is sufficient to only enumerate all valid excluded sets (or all valid included sets). A conventional branching scheme can be perfectly used to enumerate all excluded sets by starting from the set of all realizations and in each node/level excluding a single realization. However, we opt not to directly exclude single realizations, but instead we exclude chains (sets) of realizations in our novel branching schemes. Let us introduce C k i as the chain of realizations with the k th highest duration for activity i. The exclusion of chain
is also a member of Ξ. We immediately notice that not all possible exclusions are necessary to be evaluated. Only those exclusions that have a positive impact must be considered. Therefore, we introduce the notion of beneficial exclusions. The exclusion of chain C k i from pair (Y,Ȳ ) ∈ Ξ is labeled beneficial if and only if it is possible and
) ⊆Ȳ . The reverse relation does not necessarily hold.
Some chains can never be beneficially excluded. Since considering such chains is not efficient, we limit our search to only eligible chains.
Definition (Eligible chain).
An eligible chain is a chain that can be beneficially excluded.
We introduce set C E as the set of all eligible chains. Let us compute π(
The following proposition is derived.
If the inequality k s=1 π(C s i ) ≤α holds, both sets are sufficient sets. We also know that p
i . Therefore, we conclude that the exclusion of C k i from Y 1 is beneficial and C k i is eligible. On the other hand, if C k i is eligible, it can be beneficially excluded and
We define ζ i as the number of eligible chains associated with activity i. For each activity i, the chain corresponding to the highest duration (C 1 i ) is referred to as the lead chain. Other chains that associate with the second duration, third duration, etc are referred to as the second chain, third chain, etc, respectively. The set of eligible chains for the example is
In this case, the lead chains are C 1 2 , C 1 3 , C 1 4 , C 1 5 , C 1 6 and C 1 7 . We also compute: ζ 0 = ζ 1 = ζ 8 = ζ 9 = 0, ζ 4 = 1 and ζ 2 = ζ 3 = ζ 5 = ζ 6 = ζ 7 = 2.
Constructing the activity list
In this part, we construct an activity list (AL) (note that all activities i for which ζ i = 0 are not considered in this) that defines the order based on which activities are considered in our proposed branching schemes (that are introduced in Sections 5.1.2 and 5.1.3). We introduce different priority rules that can be used to construct such an AL. Each priority rule consists of a sorting criterion based on which the activities are sorted and (possibly) a number of tie breakers. Two example priority rules are given below.
(R 1 ) We sort activities based on the lexicographical order of the realizations in their σ i vector.
(R 2 ) We sort activities based on the decreasing order of their lead chain sizes. As the first/second/etc tie breaking rule, we consider the sizes of their second/third/etc chains.
Although the performance of these two priority rules are acceptable (see Section 6.2), better rules can be achieved by incorporating more important criteria. We propose to take three criteria into consideration while sorting the activities:
• The first criterion is the total slack (TS) of the activity. Given realization p and a feasible schedule S, let es i (S, p) and ls i (S, p) be the earliest and the latest starting times of activity i, respectively. We denote by ε i (S, p) the total slack of activity i for the given pair (S, p). This total slack is computed as follows:
Activities with smaller total slack values are favored to be positioned first in the list. In our experiments, we use S p max and p max to compute total slacks.
• The second criterion is the number of chains (NC) associated to the activity. Those activities with smaller numbers of chains (smaller ζ i ) are favored to be positioned first in the list.
• The last criterion is the influence factor (IF) of the activity. The influence factor of activity i, which is denoted by ϑ i , is computed as follows: Example. We compute the IF for activity 5 as follows:
One of these three criteria is selected as the main sorting criterion. The other two criteria are exploited as the first and the second tie breakers. The question is in which order we need to consider these three criteria such that the performance of the branch-and-bound algorithm is maximized. These criteria can be ordered in six different ways Table 4 depicts these six different ways, each associated with a different priority rule (R 3 , ..., R 8 ). Notice that all priority rules (R 1 − R 8 ) share a final tie breaking rule which dictates the activity with the smaller index to be positioned first.
Branching scheme 1
The nodes in our B&B are denoted by N s where s is the index of the node, indicating the sequence in which the nodes are visited. In each node N s (except in the root node), we decide to exclude a chain C k i ∈ C E that is referred to as the target chain. The target chain of node N s is denoted by Θ(N s ). The direct father of a node N s is the node from which it branched whereas a node's transitive father is an ancestor (i.e. father of the father Table 4 Different priority rules obtained by different combinations of the following three criteria: total slack (TS), number of chains (NC) and influence factor (IF). Symbol (↑) represents an ascending order and (↓) denotes a descending order.
Priority rule Sorting criterion First tie breaker Second tie breaker
(grandfather), father of the grandfather, etc.) of the node. A node's set of excluded chains is the set of all target chains of the node, its direct father and all of its transitive fathers. Since each node has a one-to-one correspondence with its set of excluded chains, without loss of generality, we let both the node and its associated set of excluded chains be represented by the same notation N s . Excluding a chain is equivalent to the exclusion of all its realizations. For each node N s , the pair (Y Ns ,Ȳ Ns ) is the node's associated pair in Ξ. Notice that a chain may be considered excluded, before being excluded itself, with the exclusion of a combination of some other chains.
Example. For this example, N 0 = ∅ represents the root node, N 1 = {C 1 6 }, which is branched from N 0 , is the node where only C 1 6 is excluded and N 2 = {C 1 6 , C 2 6 }, which is branched from N 1 , represents the node where both C 1 6 and C 2 6 are excluded. The root node is the father of N 1 and the only transitive father of N 2 . The target chains are Θ(N 1 ) = C 1 6 and Θ(N 2 ) = C 2 6 for N 1 and N 2 , respectively. Also,
Each node N s corresponds with a set D(N s ) of effective chains. For N s , a chain C is an effective chain if its exclusion from N s is beneficial and its associated activity is positioned after the associated activity of Θ(N s ). The former condition guarantees an improvement in the child's vector of durations whereas the latter condition prevents duplicate exclusions of chains. Since it is not efficient to exclude any ineffective chain, the target chains of the children of a node must be members of its set of effective chains.
Example. The set of effective chains for the root node and for priority rule R 1 consists of all lead chains (D(N 0 ) = {C 1 6 , C 1 4 , C 1 5 , C 1 3 , C 1 7 , C 1 2 }) and therefore no child of the root node has a non-lead target chain. For the node N 2 = {C 1 6 , C 2 6 } we have:
Note that C 1 3 and C 1 7 are both subsets ofȲ N 2 and thus the exclusions of C 1 3 and C 1 7 from (Y N 2 ,Ȳ N 2 ) are not beneficial. Additionally, the exclusions of C 2 3 and C 1 4 from (Y N 2 ,Ȳ N 2 ) are not possible. Since all effective chains must be both beneficial and possible, D(N 2 ) only consists of C 1 5 , C 2 7 and C 1 2 . With similar considerations, we have:
The branching starts with the root node (N 0 ). The root node, which corresponds with the situation where no chain has been excluded (N 0 = ∅), is branched into a number of child nodes, each corresponding with the exclusion of a certain chain (remember that this chain must be a member of D(N 0 ) and therefore should be both possible and beneficial). Each of these child nodes is then branched into its own children and so on. Backtracking happens in a node if all its children have already been visited or if its set of eligible chains is an empty set. Each node in this B&B tree is associated with a feasible solution for SAA-RCPSP. Thus, UB Ns = S Y Ns n+1 is an upper bound for the SAA-RCPSP. We denote the best upper bound found so far by UB * . Although we avoid duplicated combinations of excluded chains by introducing the set of effective chains, it is very difficult to modify the branching scheme such that no duplicated combination of excluded realizations occurs. This difficulty stems from the fact that many chains may contain one or more common realizations. In order to clarify this branching scheme, we provide an example in which the B&B tree is searched in depth-first mode.
Example. Figure 2 depicts a part of the B&B tree where branching scheme 1 is used in a depth-first mode. Each node is represented by a square. Since all information of a chain cannot be printed for each node (because of limited space), only its target chain is printed. Also, due to lack of space, the tree is not complete (the nodes with white background have not been continued and the nodes with colored background have been continued).
The root node is branched into nodes with effective target chains C 1 6 , C 1 4 , C 1 5 , C 1 3 , C 1 7 and C 1 2 . Among the children of the root node, node N 1 = {C 1 6 } is branched first since its target chain's associated activity is positioned earlier in the AL (which is constructed according priority rule R 1 for this example). Then among the children of N 1 = {C 1 6 }, node N 2 = {C 1 6 , C 2 6 } is branched first and so on.
All gray nodes are those for which p l ∈Ȳ N π l <α. All green nodes are those for which p l ∈Ȳ N π l =α. For example, consider the node N 2 = {C 1 6 , C 2 6 }. For this nodeȲ N 2 = {p 2 , p 7 , p 9 , p 10 } and p l ∈Ȳ N 2 π l = 0.3 < α (whereα = 0.4), therefore its background color is gray. For the node N 5 = {C 1 6 , C 2 6 , C 2 7 },Ȳ N 5 = {p 2 , p 5 , p 7 , p 9 , p 10 } and p l ∈Ȳ N 5 π l = 0.4 =α, therefore its background color is green. We also compute: 0, 3, 5, 0, 9, 9, 14, 19, 22) → UB N 5 = 22 0, 0, 0, 8, 3, 12, 11, 12, 18, 21) 
Some of the nodes can be dominated by computing a lower bound. In each node N s , we compute a lower bound, that is denoted by LB Ns . This lower bound is computed as explained in the following steps: 1. We constructN s which represents an extremely pessimistic case.N s initially contains all chains in N s .
Let
i with k 1 = k + 1, ..., κ i toN s where κ i is the largest integer that satisfies the following condition:
3. Let activity i be the activity associated with the current node. For each activity i 1 ∈ N that is positioned after activity i in the AL, add all chains C k 1 i 1 with k 1 = 1, ..., κ i 1 toN s where κ i 1 is the largest integer that satisfies the following condition:
4. LB Ns = S YN s n+1 . Every node N s in our B&B tree is dominated if LB Ns ≥ UB * . Notice that this dominance rule is not considered in the example tree presented in Figure 2 .
Example. Consider node N 2 = {C 1 6 , C 2 6 } in Figure 2 . We have:Ȳ N 2 = {p 2 , p 7 , p 9 , p 10 } and p l ∈Ȳ N 2 π l = 0.3 <α. We compute κ 6 = 2, κ 4 = 0, κ 5 = 1, κ 3 = 1, κ 7 = 2 and κ 2 = 1. Therefore,N 2 = {C 1 6 , C 2 6 , C 1 5 , C 1 3 , C 1 7 , C 2 7 , C 1 2 } andȲN 2 = {p 2 , p 5 , p 7 , p 8 , p 9 , p 10 }. We also compute: 0, 0, 3, 5, 0, 9, 9, 14, 19, 22) → UB N 2 = 22 0, 0, 3, 5, 0, 9, 9, 13, 17, 20) → LB N 2 = 20
Branching scheme 2
Similarly to branching scheme 1, branching scheme 2 also branches over chains of realizations. Each node is associated with a set of excluded chains. Without loss of generality, we use the same notation N s to represent the sth node in the tree. Branching scheme 2 differs from branching scheme 1 in two major ways. Firstly, in each node of branching scheme 2, a set of target chains can be excluded (note that this set can be an empty set) instead of one single target chain. This set of target chains is denoted by Ω(N s ). Secondly, each level of the tree is associated with a certain activity. The branching starts with the root node. The root node is branched into a number of child nodes associated with the first activity in the AL, each corresponding with the exclusion of a certain set of chains (remember that this set can be an empty set). Let us assume that activity i is the first activity in the AL. The first child node is associated with the set of chains {C 1 i , ..., C ζ i i }, the second child node is associated with exclusion of the set of chains {C 1 i , ..., C ζ i −1 i }, and so on. Finally, the last node is associated with the exclusion of no chain. Each of these child nodes is then branched into its own children, which are associated with the second activity in the AL, and so on. Backtracking happens in a node if all its children have already been visited, if its set of eligible chains is an empty set of if the exclusion or its target chains is infeasible.
For branching scheme 2, LB Ns is computed based on the following steps:
1. We constructN s which represents an extremely pessimistic case.N s initially contains all chains in N s .
2. Let activity i be the activity associated with the current node. For each activity i 1 ∈ N that is positioned after activity i in the AL, add all chains C
with k 1 = 1, ..., κ i 1 toN s where κ i 1 is the largest integer that satisfies the following condition:
3. LB Ns = S YN s n+1 .
Similarly to branching scheme 1, every node N s in our B&B tree is dominated if LB Ns ≥ UB * . Beware that this dominance rule is also considered in the tree presented in Figure 3 .
Example. Figure 3 depicts the B&B tree where branching scheme 2 is used in a best-first mode. Each node is represented by a square. The root node is branched into three nodes: N 1 , N 2 and N 3 . Among these three nodes, node N 3 is branched first since its lower bound is smaller than that of the other two nodes. N 3 is branched into two nodes: N 4 and N 5 . Node N 4 whose lower bound is larger than the best upper bound (UB * ) found so far is eliminated from the three, whereas N 5 is branched into its children (N 6 , N 7 and N 8 ). The next node to be branched is N 1 because its lower bound is smaller than the lower bounds of all other unbranched nodes. The branching continues with the same logic until no unbranched node with a lower bound smaller than UB * exists in the tree. All white nodes with a line over them are those that are left unbranched in the tree after the branching stopped. All gray nodes are those for which p l ∈Ȳ N π l <α and LB N < UB * ≤ UB N and thus they are branched from and not eliminated. All green nodes are those for which p l ∈Ȳ N π l ≤α and UB N < UB * . All red nodes with a line over them are those for which p l ∈Ȳ N π l >α or LB N ≥ UB * and hence they are eliminated.
Improvements by hashing and listing
Although LB Ns is a valid lower bound and thus can be used to prune our B&B tree, its computation can be costly since it requires calling the optimization oracle O(.). Therefore, one might be interested in finding a computationally much cheaper lower bounding approach. Assume pŶ is a vector of durations for which O(pŶ ) has already been solved and SŶ is its resulting optimal solution. ) more than once for the nodes with a common set of excluded realizations whereas the linked list is used for the lower bound computation. Before calling the optimization oracle to compute the lower bound, we check all pairs (p Y , S Y ) in the linked list and ensure that no pair in the linked list is sufficient to conclude the domination of the node. The members of the linked list are constantly ordered by the number of times they successfully caused a domination.
Computational results
In this section, we report computational results for our B&B algorithm. We also compare the performance of our B&B algorithm with the given MILP formulation in Section 4 and the branch-and-cut algorithm proposed by Lamas and Demeulemeester (2016) . To implement the B&B algorithm, the MILP formulation and the B&C algorithm, Visual C++ 2010 and CPlex 12.5.1 were used. All computational results were obtained on a computer with Intel(R) Xeon(R) CPU E5-2699 v3 2.30 GHz (2 processors, 36 cores), 256GB of RAM and running under Windows Server 2012 R2. It is worth mentioning that in our experiments, at each time instance, 32 problem instances ran in parallel such that each instance was using only one thread (core). The remaining four cores were deliberately kept idle to deal with any possible overhead tasks and thus refrain such tasks from significantly influencing the results in our experiments.
We chose a memory limit of 10 GB and a time limit of one hour to solve each instance of the problem using any of the methods. The B&B method and the B&C method usually required about a few hundreds MB of RAM (note that the required memory to solve the B&C algorithm is significantly larger than that of our B&B algorithm). It is worth mentioning that, in our experiments, these two algorithms never exceeded the memory limit. The MILP formulation, on the other hand, requires a larger amount of memory which is often still less than 10GB. This method exceeded the memory limit only once in our experiments. If an instance is solved within the time and memory limits, it is labeled solved, and otherwise unsolved.
Instance generation
All methods are tested on a set of instances that are composed of the PSPLIB instances. Only instances with 30 non-dummy activities are considered in this experiment. PSPLIB is a class of instances for the deterministic RCPSP (Kolisch and Sprecher, 1997) , thus they need to be modified to suit our problem. The following modifications are applied on this set of instances: the activity durationsp i for each non-dummy activity i follow a discretized beta distribution with shape parameters 2 and 5 that is mapped over the interval [0.75p i , 1.625p i ] wherep i is the duration of activity i that is given in the original instance. In order to reduce the number of experiments, we only consider the instances from the set J30 of PSPLIB with the following filename syntax: J30X 1 (X = 1, ..., 48). The random generator's seed for the instance obtained from J30X 1 equals X.
The size of the set P can be extremely large. Any algorithm (including MILP solvers) that solves the problem might not be computationally tractable if P is large. Therefore, we apply a sample average approximation technique to deal with the problem. We generate several sets of realizations with different sizes (m = 100, 200, 400, 800 or 1600) as explained in Lamas and Demeulemeester (2016) . We select 1 −α from the set {0.99, 0.95, 0.90, 0.80}. For each combination of (X, m, (1 −α)), an instance results and thus the total number of instances is 48 × 5 × 4 = 960.
Overall results
We run our B&B algorithm on the set of instances described in Section 6.1 using different branching schemes and different priority rules. We report the overall results in Table 5 . In separate experiments, we evaluate the performance of our B&B algorithm for each combination of a branching scheme and a priority rule. Branching schemes that are used in these experiments are branching scheme 1 (BS1) in depth-first mode, BS1 in a best-first mode and branching scheme 2 (BS2) in a best-first mode. Notice that we deliberately decide not to include BS2 in a depth-first mode in our experiments since the order in which the sets of excluded chains are evaluated in BS2 in a depth-first mode highly resembles that in BS1 in a depth-first mode. Also, preliminary results indicate that the required CPU time, the number of nodes and the number of oracle calls for these two approaches are extremely close. We use all priority rules described in Section 5.1.1 in these experiments.
Among all branching schemes, branching scheme 1 in a depth-first mode (836) clearly performs the best. This better performance can be justified by expressing the importance of tight upper bounds. Obviously, a tight upper bound in the early stages of searching the tree can help pruning the lowquality branches. In a best-depth mode, such a tight upper bound is often obtained very late. Our B&B algorithm performs best when R 3 is used to construct the activity list. This suggests that the total slack is the most important criterion, the number of chains is the second important criterion and the influence factor is the least important criterion. It also suggests that the choice of priority rule significantly influences the performance of our B&B algorithm.
The comparison between different settings in Table 5 is not very clear because the number of solved instances varies for different settings. In order to provide a better comparison between settings, each pair must be separately compared in more detail. In such a comparison, one should only consider the instances that are solved to optimality in the settings under question. In Table 6 , we compare two different settings, namely the combination of BS1 and R 1 (also denoted by the pair (BS1, R 1 )) in a depth-first mode and (BS1, R 3 ) also in a depth-first mode. Let CPU I (BS1, R 1 ) be the CPU time required to optimally solve instance I using the former setting and CPU I (BS1, R 3 ) be the CPU time required to optimally solve instance I using the latter setting. We compute the average percentage deviation of the required CPU time using (BS1, R 3 ) in a depth-first mode from the Table 6 The average percentage deviation of the required CPU time using (BS1, R 3 ) in a depth-first mode from the required CPU time using (BS1, R 1 ) in a depth-first mode (in percentage) and the number of instances solved in both settings (out of 48) for different choices of 1 −α and m required CPU time using (BS1, R 1 ) in a depth-first mode as follows:
According to the results that are presented in Table 6 , for every choice of 1 −α and m, (BS1, R 3 ) performs better than (BS1, R 1 ) (negative average percent deviation). We notice that by increasing the number of realizations (m) and also by decreasing the confidence level (1 −α), the associated average percent deviation decreases. In other words, by increasing the number of realizations and also by decreasing the confidence level, the difference between the performances of (BS1, R 3 ) and (BS1, R 1 ) becomes more significant. For instance, when 1 −α = 0.95 and m = 200, (BS1, R 3 ) performs about two times faster than (BS1, R 1 ) whereas when 1 −α = 0.80 and m = 1600, (BS1, R 3 ) performs about 17 times faster than (BS1, R 1 ). Among all combinations, (BS1, R 3 ) in a depth-first mode performs the best. In the remainder of this paper, we only report the results of our B&B for this combination and the results associated with other combinations are ignored. Note that in the following subsections, for the sake of simplicity, we mention no setting and instead we simply use the notion 'our B&B'.
Detailed results
In Table 7 , for each pair ((1−α), m), we report the number of instances that are solved within the time limit (Solved), the average and maximum CPU times (avg(CPU) and max(CPU)), the average number of chains (avg(|C E |)), the average number of nodes visited in the tree (avg (NN) ) and the average number of times the optimization oracle is called (avg(OC)).
We observe that by decreasing 1 −α from 0.99 to 0.80 and/or by increasing the number of realizations (m), the average number of chains, the average CPU times, the average number of nodes and the average number of oracle calls are often increased whereas the average number of solved instances is decreased or remains unchanged. We report that the average number of oracle calls is increased almost linearly by increasing the number of realizations, which is the main strength of this approach. However, the average number of oracle calls is increased exponentially related to an increase in the number of chains (see Figure 4) .
Quality of the lower bound
One of the main features of our B&B algorithm is the lower bound computation. To show the strength of the proposed lower bound, we report the average deviation of the lower bound in the root node from the objective value of the best found (optimal) solution in Table 8 . This average deviation is computed as follows: Table 8 The average percent deviation between the lower bound and the objective value of the best found (or optimal) solution for different choices of 1 −α and m.
1 −α m 100 200 400 800 1600 0. 99 -2.23 -2.63 -3.16 -3.26 -3.17 0.95 -5.86 -5.71 -6.28 -6.12 -6.35 0.90 -7.68 -8.39 -8.15 -8.25 -8.25 0.80 -10.69 -11.31 -11.06 -11.44 -11.67 Notice that the computation of the lower bound in the root node is exactly the same for the two branching schemes. The results in Table 8 suggest that by decreasing the confidence level and by increasing the number of realizations, the quality of the lower bound is generally decreased.
Impacts of hashing and listing
In Section 5.2, we discussed two improvement techniques, namely exploiting a hash table (HT) and a linked list (LL). Table 9 demonstrates their effects on the performance of our B&B algorithm. The first row represents the setting in which both the hash table and the linked list are exploited. The second and third row represent the settings in which either of the two improving techniques is not exploited. Finally, the last low represents the setting in which none of them is exploited. Based on these results, we notice that implementing the hash table slightly improves the performance of our B&B algorithm whereas the improvement resulting from the implementation of the linked list is significant.
Results for instances with large number of realizations
Readers may be interested in the performance of our B&B algorithm when larger sets of realizations are considered. In this part, we present the results of an additional set of instances. This set is generated similarly to the set of instances introduced in Section 6.1, except that m = 3200, 6400, 12800, 25600 or 51200. Table 10 reports the average CPU times and the numbers of instances solved for different choices of 1 −α and these large m values. We notice that our B&B algorithm can solve 35 (out of 48) instances even for the most difficult setting, i.e. the setting where m = 51200 and 1−α = 0.80. The main reason of such a good performance lies behind the way the chains are introduced. Having a fixed range of integer numbers, the number of chains remains almost constant by increasing the number of realizations. Note that the number of oracle calls and as such the required CPU times are exponentially increased only by increasing the number of chains, as it has been shown in Figure 4 . Therefore, because the number of chains remains almost constant by increasing the number of realizations, we conclude that increasing the number of realizations does not lead to a significant increase in CPU times. We introduce two additional sets of instances that are generated similarly to the set of instances introduced in Section 6.1, except that the medium and the high variance ranges are used to generate the activity durations. Tables 11 and 12 show the detailed computational results for our B&B algorithm ran on instances with medium and high variances, respectively. As expected, by increasing the range (variance), the number of chains and as such the CPU times are increased whereas the number of solved instances is decreased. It is interesting to see that our B&B algorithm can also solve most of the instances with medium variance and a reasonably large number of instances with high variance to optimality within the time limit.
Comparison with other methods
We compare our B&B algorithm with the mathematical formulations proposed in Section 4 and the B&C algorithm proposed by Lamas and Demeulemeester (2016) . For each pair (1 −α, m), Table 13 reports the number of solved instances within different time limits: 10 seconds (10s), 1 minute (1m), 10 minutes (10m) and 1 hour (1h). We observe that our B&B algorithm clearly outperforms the mathematical formulation and the B&C algorithm in all settings. As we decrease (1 −α), the number of solved instances is decreased for all three methods. The same behavior is noticed when we increase the number of realizations. Interestingly, we notice that, within 10 seconds, our B&B algorithm can solve more instances than the number of instances the mathematical formulation can solve within one hour or the number of instances the B&C algorithm can solve within 10 minutes.
As it is also clear in the table, B&C is generally performing better than the MILP formulation. However, when 1 −α ≥ 0.90 and m ≥ 800 the MILP formulation sometimes performs better, specially for the smaller time limits. This somewhat unexpected result might be because of the pre-processing steps in the B&C algorithm.
7 Discussion: general CCP problem Although our proposed B&B algorithm is applied to solve the SAA-RCPSP, it can be used to solve any CCP problem with discrete random rhs vector provided that an optimal solution methodology exists for its deterministic counterpart. For instance, consider the classical transportation problem with random discrete demand vector. One could use the same B&B algorithm proposed in Section 5 to solve the chance-constrained version of the classical transportation problem. In this case, O(.) should be an oracle that optimally solves the deterministic transportation problem. 
Summary and conclusion
In this paper, we propose a novel B&B algorithm that solves the SAA-RCPSP in a much more efficient manner than the methods that are already existing in the literature. The goal in SAA-RCPSP is to select a subset of realizations, for which the optimal solution must be feasible, such that the resulting confidence level is at least (1 −α). Instead of branching over realizations, we branch over chains of realizations and thus the complexity of the method is a function of the number of chains rather than a function of the number of realizations. If the activity realizations are discrete, then the number of chains usually is increased slightly by increasing the number of the realizations.
In our experiments, we tested different priority rules for activities, based on which the B&B tree is constructed. We noticed that, among several sorting criteria, sorting activities based on smaller total slack times significantly improves the performance of our B&B algorithm.
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