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"A vosotros no os importe pensar lo que habéis 
leido ochenta veces y olâo quinientas,porque 
no es lo mismo pensar que haber leido."
( Juan de Mairena,XI ; A. Machado )
La expresidn "aritmëtica de distribuciones" ,que da titulo 
a esta memoria,no es otra cosa que el problema de escribir u- 
na funcidn caracteristica dada como products de otras.El que 
se usen las caracterlsticas para resolver un problema que es 
reaimente de oonvolueidn,no es mds que una facilidad de cél- 
culo,pues razonar directamente con el espacio muestral para 
saber cuando una variable aleatoria se express como suma de 
dos independientes puede ser prdcticamente imposible,salvo 
en casos triviales.
El problems en si tiene antecedentes claros en los llama- 
dos problemas de caracterizacidn en Estadlstica Katemdtica. 
Ahora bien,puede considerarse como algo puremente analltico, 
a caballo entre la teorla de la Probabilidad y algunos temas 
de la teorla de funciones y del andlisis de Fourier.Hemos a- 
doptado en todo el trabajo este dltimo punto de vista.
Se ha intentado que,salvo en minimes detalles,la memoria 
sea autosuficiente.Por esta razdn,se incluye en primer lugar 
un listado de cuestiones bésicas sobre funciones de distribu- 
ci 6n, caracterlsticas,generatrices,etc A continuacidn,se ex- 
ponen,con cierto detalle pero naturalmente sin ningdn tipo 
de deinostracidn,algunas ideas sobre el problema de la facto- 
rizaci<5n de una funcidn entera.Termina la primera parte con 
la exposicidn cldsica de la teorla de las caracterlsticas 
anallticas,y algunos resultados y ejemplos del autor.
La segunda parte se dedica a la teorla general de la facto- 
rizaci6n y a otras cuestiones particulares,Se exponen suflelen­
tes ejemplos para que las ideas de la teorla aparezcan claras. 
Los resultados previos que permiten probar los teoremas généra­
les de Khinchine,Cramér,etc han sido cambiados unos,retocados 
otros.No aol la idea central de estos resultados importantes, 
razdn por la que s6lo aparecen enunciados.Dedicamos algunas 
llneas a probar cosas elementales y conocidas sobre las infi- 
nitamente divisibles,para que se vea la potencia de los méto- 
dos anallticos.Termina esta segunda parte con algunas observa- 
ciones personalss sobre la factorizacidn de dos distribuciones 
concretes: la gamma y la de Poisson,Para esta dltima,la herra- 
mienta usada es la generatriz,por las razones que alll se dan.
Algunos apéndices,unos con algdn c6lculo,otro con tablas y 
otro con un teorema no muy conocido retocado por el autor,dan 
fin al trabajo.
Una observacidn final: ni la factorizacidn es una teorla 
acabada,ni posee una metodologla iSnica para tratar sus proble­
mas.No debe sorprender,oues,la aparente falta de unidad del tra­
bajo.
Una'R' seguida de un niSmero es una llamada a la referenda 
bibliogràfica con ese ndmero.Los teoremas,lemas,definiciones, 
ejemplos,etc. aparecen listados consecutivamente por centenas. 
El orden de la centena corresponde al ndmero de capitule.Dentro 
de cada capltulo,la exposicidn va dividida en pdrrafos.
lâi agradecimiento a todas las personas que han colaborado, 
de muchas formas,a la elaboracidn de este trabajo.Y,muy en es­
pecial, agradezco el magisterio de los profesores Y&dez de 
Diego y Vêlez Ibarrola.
P R I M E R A  P A R T E
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CAPITÜLO I ; ALGUNOS PRERREQUISITOS BASICOS
Tal y como se ha expuesto en la Introducciên General,recopila- 
remos aquf una serie de definiciones y resultados mâs o menos co- 
nocidos de la teorla general de las funciones de distribuciên y 
de las funciones caracterlsticas.Se incluyen algunas cuestiones 
especiales al final del capitule.
La naturaleza,en resultados y en têcnicas de demostraciên,de las 
cuestiones tratadas en esta memoria,hace que reaimente podrla le- 
erse toda ella sin saber casi nada de probabilidades.Inclusb muy 
poca teorla de la raedida,directa o indirectemente ut ili zada,apare- 
ce.Conviens,no obstante,no perder de vista el marco natural que ha 
originado estos problemas,y tras la advertencia,se supondrân cono- 
cidos algunos hechos bàsicos de la teorla de la medida y las cues­
tiones mâs elementales de la teorla de la probabilidad.Los capitu­
les 4 à 9,ambos inclusive,y 11 de R9 son suficientes a este fin.
1.1 Funciones de distribuciên
101 Definiciên: Una funcidn f;R > R,que verifique
a) F(x) es no negative
b) F es monêtona no decreciente
c) F es continua por la derecha
d) lim F(x) = 1 y lim F(x) = 0
X —> + oo X —# — oo
se llama una funciên de distribucidn de probabilidad.
A veces trabajaremos con distribuciones de variables aleatorias 
acotadas.Conviens,pues,introducir las siguientes
102 Definiciones; Decimos que una funciên de distribuciên de proba­
bilidad est6 acotada por la izquierda y que el punto x=a
es su punto extreme de la izquierda si se verifies:
X  
— 3—
Para cualquier nümero real w eetrictamente positive,es
P(a-w)s=0
^ F(a+w)>0.
Anâlogamente se definirla la extremidad,x=b,de la derecha.En- 
tonces,llamaremos distribuciones finitas o acotadas a las que si- 
multâneamente poseen extremidades izquierda y derecha.Unilatéra­
les serdn aquellas que sêlo posean una de las dos.En el caso de 
distribuciones finitas,llamaremos intervalo soporte de la distri- 
bucidn al interval© [a,bj
Los resultados que siguen nos recuerdan la clasificaciên de 
las distribuciones.
103 Teorema: Toda funciên de distribuciên de probabilidad P(x)
puede descomponerse asl:
F(x)= aPj(x)-f (l-a)Fç(x) 
siendo 0 Aa &1, Fj(x) una funcidn escalonada y P^(x),una 
funcidn continua mondtona no decreciente.
La funcidn Pç(x) no es necesariamente derivable en todos los 
pmtos.Lo es,como cualquier funcidn mon<5tona,en casi todas par­
tes (veàse,por ejemplo,Rll).El resultado anterior puede refinar- 
se con herramientas mâs sutiles obteniéndose;
104 Teorema: Toda funcidn de distribucidn de probabilidad F(x)
puede descomponerse asl:
P(x)= aPj(x) 4-b]^(x) + (l-a-b)F^(x) 
siendo O A aAl,OAbAl;Pj una funcidn escalonada}P^^,una 
funcidn absolutamente continua y Fg ,una singular. 
Supondremos conocidas las definiciones de singular,etc .Hace- 
mos notar que mientras que 103 es de demostracidn inmediata,no 
lo es 104,que no es otra cosa que una versidn del teorema de des- 
composicidn de Lebesgue(vednse demoatraciones en RI).Llamaremos, 
como es habituai,densidad de probabilidad a la derivada casi se- 
guro Lebesgue de P^^(x) cuando sea b=l,esto es,cuando la propia
-- :- . -X
—4—
F sea absolutamente continua,El que alguno de los coeficientes a 6
b sea la unidad nos lleva a la siguiente
105 Definicidn: Una funcidn de distribucidn de probabilidad P(x) se
dice de tipo puro,si,en la descomposicidn de 104,es la uni­
dad a,b d 1-a-b.
Ya se ha dicho cdmo se llama F si es b=l.Si lo es a,se dice que 
F es discrete.Si es a=b=0,se dice que P es singular.Las distribucio- 
nes singulares no aparecerdn en esta memoria,
1,2 Funciones caracterlsticas.Generalidades.
En Matemdticas,generalmente hablando,el mêtodo de las transfor- 
madas intégrales es una herramienta que permite resolver en los e- 
lementos tronsformados problemas mds o menos inatacables o insolu­
bles en los elementos primitivos.La transformacidn debe poder rea- 
lizarse para toda la clase de funciones o elementos en estudio,De­
be ser biyectiva.Por dltimo,conviene considérablemente que el pro­
blema planteado que ha originado esa transformacidn,que la ha indu- 
cido,sea fâcilmente resoluble con los elementos transformados.
El Cdlculo de Probabilidades tiene su propia y peculiar trans- 
formada integral.El problema que ésta debe resolver es encontrar la 
distribucidn de la suma de dos(vale un ndmero finito)variables in­
dependientes.Nos referimos a la funcidn caracteristica.
106 Definicidn: Sea F(x) una funcidn de distribucidn de probabili­
dad.Se llama funcidn caracteristica de P a la funcidn f,con 
valores comnlejos,y definida para todo ntSmero real t,de la
manera siguiente: P
f(t)= I exp(itx)dP(x), ( i = -1 )
Observemos que como el valor absolute de exp(itx) es la unidad, 
f existe siempre,cualquiera que sea F.Mâs adelante,consideraremos 
f como funcidn definida para todo ni5raero complejo z .
En contextos mâs gene rale s,nue st ra caracteristica no es mâs que 
la transformnda de Fourier de una medida.La inte/rral que aparece er 
la definicidn es del tipo de Stieltjes-Lebesgue,teorla de integra-
—5—
cidn que,como ae advirti<5,se eupondrâ conocida.En la teorla de la 
probabilidad hay otras trannformaciones iStiles;
107 Definiciones: a) Sea P(x) una funcidn de distribucidn discrets
con saltos p^ ,p^ ,etc en los puntos 0,1, etc.Se llama fun­
cidn generatriz de P â
P(s)=
K=o
Como p»c = 1 existe al menos en | S| < y ademâs es cla- 
ro que ° X € ff>,l)^P(x)< 1,
b) Sea F(x) una funcidn de distribucidn de proba­
bilidad cuyo intervale soporte estâ contenido en ooj , A
la expresidn a,
I*p(s)s= ^  exp(-sx)dP{x) 
se le llama Transformada de Lanlace de P.
La utilidad de estas transformaciones se restringe a la clase de 
distribuciones para la que estdn definidas.Dentro de ella,se compor­
tas casi como las caracterlsticas,de las que listamos las propieda- 
des mis sencillas.
108 Teorema: Sea f(t) una funcidn caracteristica cualquiera:
a) f(0)«l
b) f(t)= f(-t) (La barra indica complejo conjugado)
c) El mddulo de f,para todo t real,no supera a la unidad,
d) f(t) es uniformémente continua en R.
e) Si g(t) es otra funcidn caracteristica y a,b son dos ndmc- 
ros no ncgativos que suman la unidad, af(t) +  bg(t) es o- 
tra caracteristica.(Vale para un ndmero finito de sumando
f) Para cualesquiera reales a,b
exp(itb)f(at)
es siempre caracteristica.Como es sabido,corresponde a la 
transformacidn lineal de variable aleatoria aX+b,donde 
f(t) es precisamente la caracteristica de la distribucidn 
de la variable aleatoria X,
g) Como consecuencia de f),f(—t) es siempre caracteristica.
h) Por dltimo,de g) y e),Ref(t) -parte real de- ,eeto es 
+ ^
I coatx dP(x) 
es siempre una funcidn caracteristica.
Las demostraciones correspondientes a 108 pueden verse en cual­
quier libro sobre el particular,por ejemplo,R3.Listamos a continuasid 
como ejemplos a ser utilizados en lo sucesivo las funciones caracte­
rlsticas de algunas distribuciones.
109 Relacidn de algunas caracterlsticas
a) Si P es la distribucidn uniforme en (-r,r),
iexp(itx) dP(x) =-Oo
b) Si P es N(o,l) (normal de media cero y varianza unidad),es
I+ 2 exp(itx) dP(x) = exp( -t /2)
c) Si P es la gamma de pardmetros a y p,
J exp(itx) dP(x) = a^/ (a-it)^
d) Si P es la distribucidn de Poisson de pardmetro w,es
J exp(itx) dP(x) = exp(w(exp(it)-l))
e) Si P es la distribucidn beta de parâraetros p y q,
exp(itx) dP(x) = 1  -rCr*<?i)r(K*p
f) Si F es degenerada en x=a,esto es,discrets,con un dnico sal-
to,de magnitud unidad,en x=a ,es
exp(itx) dP(x)= exp(ita)
/
Que la aplicacidn que a cada distribucidn hace corresponder su 
caracteristica sea biyectiva,se deduce de la siguiente 
110 Pdrmula de inversion de P.Lévy
Sean a,b reales con a<b,P una distribucidn de probabilidad y 
f(t),la caracteristica de P.Escribimos P(b-) por lim P(x) cuan­
do x b,pero X < b .Se tiene:




l i m  f  S ï S i r i î 2 ) : ” P ( = i î y  f { t )  a t ,  
r-*«o J _T
El integrando se define por continuidad-ooroo b-a - para t prdximo a 
cero,y la integral es entoncea la de una funcidn continua.En el caso 
particular de que tanto a como b sean puntos donde P es continua, o sec 
donde no présenta salto ($),el raiembro de la izquierda se reduce a 
P(b) - P(a) .
111 Corolario: Sea f la caracteristica de la distribucidn F y supon- 
gamos que se curaple
j (f(t)| dt < oo 
Entonces,P es absolutamente continua y su densidad,h(x),es una 
funcidn continua dada por
+  09
h(x)= - I exp(-itx)f(t) dt
Z 17 J
El reclproco no es cierto.
Las demostraciones de 110 y 111 pueden encontrarse en R1,R3,R4 d 
RIO,En 127 damos un ejemplo de que no vale el reclproco.
En general,ima caracteristica toraa valores complejos.Es fdcil 
saber cuândo solamente toraa valores reales.
112 Definioidn: Una funcidn de distribucidn de probabilidadPse dice
simétrica si se verifies
P(x)= 1 — P{—X—).
113 Proposicidn: Si f es la caracteristica de P,
"f(t) es real para todo t si y sdlo si F es simétrica" 
Demostracidn; R4.
Las caracterlsticas reales cumplen la desigualdad que sigue y que 
nos serâ litil més adelante,
114 Desigualdad: Sea f(t) una caracteristica real,entonces,
1- f(2t) ^ 4(1 - f(t)) ,para todo t real. 
Demostracidn; R4.
Terminamos este pdrrafo con las relaciones entre la existencia
de momentos de una distribucidn P y la derivabilidad en el origen 
( ' ) l’na funcidn mon'tona sdlo admite discontinuidades de 1@ ego.
........  'V.
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de su funcidn caracteristica.Recordamoa que el memento n-ésimo de 
una distribucidn de probabilidad P es el valor de la integral,su- 
puesta convergente, | x” dP(x).
115 Teorema; Sea f una caracteristica y P la distribucidn asociada,
a) Si existe ) x^ dP(x) ( n es natural !) ,entonces,para todo
t real,existe f^”^(t),y ademds se verifica
f^’^ ^(0)= i"*^  f x“ dP(x)
b Si existe ,entonces existe para todo real rXx^ dP(x)
fR
Demostracidn: R1
1,3 Convolucidn y Caracterlsticas
Lo que viene a decir este pdrrafo es que el producto de caracte­
rlsticas lo es,hecho bdsico en la teorla de la factorizacidn,tema 
central de este trabajo.
116 Definicidn: Sean P^(x) y Pg(x) dos funciones de distribucidn 
de probabilidad.A la funcidn P(z) definida como
P(z)= P^(z-x) dPg(x)
— oe
se le llama convolucidn de P_ y de P_.Lo notareraos por
A - , .
117 Teorema: Sean P^, i=l,2 dos funciones de distribucidn de proba 
bilidad.Se verifica:
a) P= Fg es una distribucidn de probabilidad.
b) La convolucidn es oneracidn conmutativa y asociativa.
c) Si f.(t)= I exp (itx) dP.(t) , j=l,2,entoncea
 ^ -oo ^
f^(t)fg(t) = J exp(itx) d(P^ H Pg)(x)
118 Corolario: El products de caracterlsticas siempre es caracte­
ristica.En particular,si f es cualquier caracteristica, 
el mddulo de f al cuadrado lo es ,
—9—
El corolario es inmediato,Consecuencia directe de 117 y de 108g.
La demostracidn de 117 puede hallarse en R4.
El resultado que sigue justifies la importanci' de las caracterlstj 
cas en la Teorla de la Probabilidad,Veése au demostracidn en R9.
119 Teorema: Sean X e Y variables aleatorias independientes con fun­
ciones de distribucidn Py G respectivamente.Entoncea la distri
bucidn de X + Y  viene dada por P x G .El reclproco no es cierto.
Terminamos este pdrrafo con algunos resultados especlficos que 
se usarân.Sus demostraciones estdn en R4.
120 Teorema: Si al menos una de las dos funciones de distribucidn de
probabilidad F d G es absolutamente continua, P « G lo es.
121 Teorema; Sean P y G dos distribuciones do probabilidad discretas
cuyos puntos de discontinuidad son respectivamente (x^)^ e
Entoncea H= P m G es también discrets y los puntos de disconti­
nuidad de H son los elementos de la sucesidn ( y^) ^ ^
Ademàs ,si es a^ el salto de P en x^ ,esto es,
“k = ^ (=k-)'
y es b^ el de G en y^ ,y si x=u es un punto de discontinuiddd
de H,el salto de H en u vendrâ dado por
I
122 Corolario: Sea II la convolucidn de las discretas F y G. " H
tiene un ndjnero finito de puntos de discontinuidad si y sdlo 
si cada una de las P,G tiene un n» finito de puntos de dis­
continuidad . "
Ademds,si son respectivamente N,n y q los niiraeros de puntos 
de discontinuidad de H,F y G, se tiene:
p 4- q - 1 - N é pq.
Hasta ahora hemos visto que las caracterlsticas constituyen una
“10—
transformacidn bien definida para toda distribucidn,y biyectiva,y 
que a la convolucidn hacen corresponder el producto.Reaimente son 
estas nroniedadcs las que caracterizan la transformacidn.(Veâse el 
apdndice numéro 1).
1.4 Convergencia débil y Caracterlsticas
123 Definiciones; Se dice que la sucesidn de funciones no decrecien- 
tes P^^x) converge débilmente a otra funcidn no decreciente 
P(x),si,siempre que P sea continua en a,es 
lim P (a) = F(a)
Tl-* oo
Se dice que la sucesidn de funciones de distribu- 
cidn(no necesariamente de probabilidad) converge completamen- 
te a la funcidn no decreciente P,si P^ converge débilmen­
te a P y si ademés,se cumple:
lim ( P^(+o-)- (-«.) )= P(+o,)- P(-«.)
124 Teorema ( Compaeidad débil de Kelly)
Toda sucesidn uniformémente acotada de funciones mondtonas 
no decrecientes contiens una subsucesidn que converge débil­
mente a cierta P,acotada y mondtona.
Nota; Uniformemente acotada quiere decir que existe A positive 
e independiente de n,de forma que,para todo fndice n,
F^ (+o* ) — P^ (— oo ) ^  A 
Otra: Repetimos que por G(i <»),entendemos lim G(x) para x—*îo. 
Demostracidn; R1,R3,R4 d Rll.
125 Teorema; (Criterio de compaeidad compléta)
Sean F funciones de distribucidn no necesariamente de pro- 
n
babilidad.Toda sucesidn infinite de elementos de la sucesidn
F contiens al menos una subsucesidn de funciones que con- 
n
verge comnletamente si y solamente si para cualquier w>0, 
existe un ndmero A > 0,tal que si a>A,se tiene para todo n,
-11-
= (P^ (+oo) - P^(+3)) + (F^(-a) - P^C'oo)) < w.
Demostracidn; Rl,
Terminamos este pérrafo con el famoso teorema de continu!dad de Levy 
y Cramer.Su demostracidn puede verse en RIO.
126 Teorema; Sea una sucesidn de distribuciones de probabilidad y 
la sucesidn de sus respectives caracterlsticas.Entonces,la 
sucesidn converge débilmente a una funcidn de distribucidn F 
si y sdlo si f^ converge para cada t a una funcidn continua en 
el origen.La funcidn limite f(t) es entonces la caracteristica de 
la distribucidn P.
1.5 Algunas condicicnes suficientes
Se conocen,por supuesto,condiciones necesarias y suficientes -simul- 
téneamente- para que una funcidn sea caracteristica.No aparecerdn en 
lo sucesivo y por tanto no las reseRaremos.Pueden leerse en R4 las de 
Bochner y Cramer y en R7 la de Khinchine.
Una condicidn suficiente muy ütll es la siguiente,debida a G.Pdlya. 
127 Condicidn de Pdlya. Sea f una funcidn de R en R,continua,par,
f(0) =1,convexa en t > 0 ($) y lim f(t) = 0 si t— ► oo .Entonces 




verifica esas condiciones y serâ caracteristica.Obsémrese que
no existe,luego el reciproco de 111 no es cierto.
La condicidn anterior puede refinarse tal como hicieron Dugué y
$ 0 sea,
— —    ----------------------
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Girault (RI3),y tal como la vamos a usar mâs adelante.
128 Teorema: Toda funcidn f(t) real,no negative,menor que uno si
t/ 0,par,continua,f(0)=1,convexa en (0,h) y periddica de pé­
riode 2h,es una funcidn caracteristica,
1.6 Leyes Infinitamente Divisibles
129 Definicidn: Una funcidn caracteristica se dice infinitamente
divisible,si para cada n natural,es la n-ésima potencia de 
alguna funcidn caracteristica.
Esto quiere decir,que si f es la caracteristica infinitamente di­
visible, para cada n natural,existe otra caracteristica f^ de ma­
nera que
f(t)= (^t))"
La funcidn f^^t) estâ unlvocamente determinada por f(t) median-
te la relacidn:
f^(t)« (f(t))
supuesto que se ha elegido la rama principal para la ralz n-dsiraa.
El interâs primordial de esta teorla estâ Intimamente ligeido al 
problema central del limite y a la teorla de los procesos de in- 
crementos independientes ( veâse R6 y RI4,respectivamente).Estos 
aspectos no nos van a interesar en absolute.Si tendrâ relevancia 
el papel que esta clase de distribuciones ($) desempefîa en la 
teorla de la factorizacidn.He aqul unas propiedades elementales 
que mâs adelante nos serân de utilidad.Para su demostracidn,R6. 
130 Prooiedades de las infinitamente divisibles.
a) Sea f(t) caracteristica infinitamente divisible;entonces 
f(t)/ 0,para todo real t.El reclproco no es cierto.
b) El producto de un nâmero finito de caracterlsticas infini­
tamente divisibles es asimismo infinitamente divisible.
c) Si cada f^ es una caracteristica infinitamente divisible,y
($) Una distribucidn de probabilidad se dice infinitamente divisi­
ble cuando lo sea su caracteristica asociada.
-13-
g(t)=lim f^(t) ea una funcidn caracteristica,g es infinitamente di­
visible.
d) Si f(t) es caracteristica infinitamente divisible, (f(t))^,es,para 
todo r estrictamente positive,una caracteristica.El reclrroco es 
trivialmente cierto.
e) Sea f(t) una caracteristica cualquiera,y sea a cualquier ndmero es­
trictamente positive.Entonces
exp(a(f(t)-l)) 
es una caracteristica infinitamente divisible.
Acabamos el nârrafo dando las representaciones candnicas de 
esta clase de distribuciones
131 Representacidn candnica de Lévy y Khinchine
"f(t) es una funcidn caracteristica infinitamente divisible 
si y sdlo si nuede escribirse
4* Oo
it<L -h J f - j  ^ J Q(>i)
donde a es un nilmero real independiente de t,G es una funcidn 
mondtona no de creciente y acotada de forma que G(— o») = O. " 
El integrando se define por continuidad para x=0 como -t^/2.
La representacidn es dnica.
132 Representacidn de Kolmogorov
"f(t) es la caracteristica de una infinitamente divisible con 
varianza si y sdlo si nuede escribirse
* y  fe - -t» j
~  00 ^
donde a es una constante real, K es una funcidn mondtona no 
decreciente y acotada tal que K (-00) = 0. *•
El integrando se define por continuidad para x=0 como en 131. 
La representacidn es dnica.
133 Representacidn de Ldvy
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" f(t) es una caracteristica infinitamente divisible si y sdlo si 
puede escribirse ^ (é) ■=
2
siendo
- M y  N,funciones no decrecientes en ( - <» , 0 ) y en ( 0, +oo) 
respectivamente,tales que M(-oo) = N(+<%») = 0
- a es una constante real y es una constante real positiva d 
nula.
- Para todo ndmero w > 0  es
WJ u^ dM(u) < oo ^  ^  u^ dN(u) < oo
— IV _
La representacidn es dnica.
~o
Las expreseiones J y J indican que el punto u= 0 estâ/  y I-oo +
excluido del conjunto de integracidn.
Una exposicidn detallada de los anteriores resultados (131 â
133 ) ,oon demostraciones y alcsnce de estos resultados puede 
verse en R6, En el apdndice 2 puede verse la expresidn de las
funciones M , N , G y K para algunas infinitamente divisibles
conocidas.
1.8 Cuestiones diverses
En primer lugar,algunos résulté dos sobre mixtures.
134 Definicidn. Dados n ndmeros reales no negativos y que sumen
la unidad a^ , a^ , ... ,a^ y n caracterâiticas f^,...,
f , se llama mixture de las f . con los ndmeros a. a la
n 1 i
expresidn yt,
%  a* f, )
Ks j
que,en virtud de 108e,es siempre una caracteristica.
Esta definicidn se extiende,en cierto modo,al caso numerable.
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135 Teorema: Gea (t) una sucesidn arbitraria de caracteristicas.
La condicidn n, y s, para que
= 'Z. fk (é)
k= 1
sea una caracteristica para toda sucesidn de caracteristicas 
es que ^ O  ^
Con la ayuda de 135 se prueba:
136 Teorema: Si f(t) es una caracteritica cualquiera y p es un nO
real mayor que la unidad,la expresidn 
p - 1
P - f(t)
es una caracteristica infinitamente divisible.
Seguimos con un resultado sobre transformaciones de caracteristi- 
cas.Su demostracidn,al igual que la de los dos anteriores puede 
encontrarse en R4.
137 Teorema: Sea g(t) una caracteristica con varianza finita.




Necesitaremos saber lo que es la mediana:
138 Definicidn: x = m es una mediana de la funcidn de distribv-
cidn de probabilidad P(x) si para todo nO w estrictamen- 
te poaitlvo es ^ 1/2
F( m-fw ) ^  1/2.
Es sabido que la teoria de las funciones absolutamente mondto­
nas nacid para caracterizar las series de potencias con coeficien­
tes positivas.Bernstein fue su creador.Para trabajar,pues,con 
generatrices de probabilidad nos serân ùtiles:
139 Definicidn: Una funcidn h real se dice absolutamente mondtona
—16“
en el intervalo j^O,b) si es continua,indefinidamente derivable y 
es no negative para cada x, 0 < x < b. y V-n » 0,1,....
140 Teorema; h es absolutamente mondtona si y sdlo si h(0).^0 y
es absolutamente mondtona.
Demostraciones y mâs detalles pueden verse en R3.
- El Funcional de Khinchine.
En una publicacidn de 1937 (R15),introdujo Khinchine el siguiente ope- 
rador que ha mostrado ser muy âtil en la teoria de la factorizacidn.
Sea g(t) una caracteristica cualquiera.Existe-108d- un n@ real a 
de forma que si 0 6 t - a , es |g(t)| > O.Para un nS a fijo que 
cumpla eso,se tiene
141 Definicidn del Funcional de Khinchine
a
- log|g(t)|N^(g(t)) = N^(g) » /  dt
'o
142 Propiedades bâsicas del funcional de Khinchine
a) N^(g) es real y no negative.
N^( exp(itw)) = 0, para todo real w,
c) Si g es producto de las caracterlsticas f y h ,entonces,
Na(g) = N^(f) + N^(h)
d) Se verifica siempre la desigualdad:
Na(g) ^ J  (1 - |g(t)| ) dt 
0
e) Ng(g) =0, si y solamente si g es la caracteristica de una 
distribucidn degenerada.
Demostraciones; R4 d R5.
Terminamos pârrafo y capitule con la funcidn de concentracidn.
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- La funciôn de concentracidn de Lévy.
Esta idea fue introducida por Levy en H8.
143 Definicidn: Sea X una variable aleatoria sobre Pj . A la
funcidn q(i) = sup Pr ( x ë X 6 x +1 )
X
se le llama funcidn de concentracldn de la variable aleatoria 
X.
144 Propiedades de la funcidn Q
a) 0 ë Q(l) ^ 1
b) Q es una fvuicidn creciente con su argumento.
c) Si la fancidn de distribucidn de X es continua (esto es,ab-
aolutaraente continua o singular), Q(0) = 0.
d) Lema de Levy
Si es Z = X + Y, variables independientes,es
Qg(l) 6  min ( Q%(1) , Qy(l) )
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GAPITULO II t FÜNCIONES CARACTERISTICAS ANALITICAS
La factorizacidn de distribucionea es una teorla raucho mds 
analltica que probabillstlca.La herramienta base es la funcidn 
caracterlstica considerada como funcidn de variable compleja.
El método a utilizar,la factorizacidn de funciones enteras,Es 
por esta razdn que incluimos un breve resumen de la teorla de 
la factorizacidn de funciones enteras y otros resultados que 
se van a usar.
La parte final del capftulo expone los hechos mds notables 
de las funciones caracterfsticas analfticas y algunos ejemplos 
y resultados del autor,
2,1 Complementos de la teorla de funciones
En primer lugar, recordamos c<5mo no pueden estar situados 
los ceros de una funcidn analltica y el teorema del mddulo md- 
ximo,
201 Teorema. Los ceros de una funcidn analltica no constante-
mente nula son puntos aislados.Con otras palabras,si 
f(z) es una funcidn no idénticamente nula,analltica en 
un conjunto abierto y conexo (simplemente) que incluya 
el punto z = a, existe un n® positive r,tal que en el 
disco abierto de centro a y radio r,f(z) no tiene otrOs 
ceros salvo quizd z=a.
202 Teorema del mddulo nidximo. Sea f(z) analltica en un conjun­
to abierto y simplemente conexo D.Sea 0 la frontera de D, 




en todos los puntos interiores de D ,salvo que f sea cons­
tante, en cuyo caso es,en todas partes
|f(z)| =
—3-9“
Dedicamos el resto del pdrrafo a algunas cuestiones de gran,in­
tends en lo que sigue,sobre las funciones enteras.
203 Definicidn. Una fimcidn holomcrfa en cada parte finita del
piano se llama una fund (in entera.
Las funciones enteras mds sencillas son los polinomios.A1 igual 
que un polinomio de grado n,y con ceros en los puntos ...,
puede factorizarse asf: Si P es ese polinomio,
P ( ï )  = (■>- f j  )
se plantea el problems de si existiria una formula similar,aten- 
diendo a los ceros que pudieae poseer,para factorizar cualquier 
funci(5n entera.El problems no es inmediato,pues como puede exis- 




Llamaremos a las expresiones 
E( u , O ) = 1 - u
E( u , p ) = (1 - u) exp ( u + n'/2 + ... + u^/p )
donde p = 1,2, etc , factorea elementales.Ca(^.a uno de ellos s6lo 
se anula en cl punto u=l. Se tienen:
204 Teorema ( V/eieratrass )
a) Dada cualquier sucesidn de ndmeros complejos cuyo dnico 
punto do acumulacidn sea infinite z^,z^ , etc ,existe u- 
na fvmcidn entera con ceros en esos puntos y s6lo en e- 
11 os.
b) Si f(z) es entera y f(0) / 0 ,entonces
f(z) = f(0) P(z) exp( g( z) ) 
siendo g una funci(5n entera y P un producto de factores 
elementales.La factorizoci(5n no es dnica.
CcmentemoB nor un memento la demostracidn del teorema que a-
-$ù-
rroja lus sobre este asunto.Se prueba que la funcidn cuya existen— 
cia postula a) es
f( z) ■T]
'n ■= 1
E ( - Z -  , p^-1 )
en donde los p^ forman una sucesidn de enteros positives de forma 
que, siendo r^ el mddulo del cero , la serie
ë  (r/ r, ) \
IC»1 K
converja para todos los valores de r.Esta eleccidn puede conseguir-
se siempre.En la parte b),f6rmese,tomando como P la f de la parte
a),1a expresidn . . . .
fCU(2) P^^^(z)
1 (z) =    - ------- (A)
f(z) P(z)
Il es una funcidn entera.Entonces,también lo es
3
iL(z) dz
f*f(z) = f(0) P(z) exp ( I L(z) dz )
'-'o
con sdlo integrar (A) y tomar exponenciales,
Como estas demostraciones dependen de la adecuada eleccidn de los 
p^ para que resuite convergente la serie
S  (r/r^)^k ,
*Ca 1
es fdcil entender que ni la funcidn f de la parte a) quedaunlvocamen- 
te determinada por sus ceros,ni la factorizacidn que proporciona b) 
es dnica.Conviens refinar algo màs,con objeto de poder decir algo mds 
sobre la funcidn g de 204b.Persiguiendo este objetivo,introducimos; 
205 Definicidn. Sea f una funcidn entera.LLamemos M(r) al valor mdxi- 
mo del mddulo de f en el disco cerrado de centro el origen y 
radio r.Decimos que f es de orden finito,si existe un A > 0
—2l—
tal que cuando |z| = r tienda a infinito,se tenga it)
A
M(r) = 0 ( e^ ), (B)
esto es,
existe K constante positiva, de forma que
J.A
M(r) < K e ,para r suflcientemente grande,
206 Definicidn. Al fnfimo w de los ndmeros A >0,para los que (B) 
es cierto,se le llama el orden de la funcidn. Asf,si f es 
de orden w,es,para todo x >0,
w +  X
M(r) = O ( e )
pero no para niimeros x < O.Esto équivale a dccir que
  loglog M(r)
w = lim — ----------
r-^  OB log r
Desde luego w es no negative,Asf,por ejemplo,un polinomio,y 
por convenio las constantes,es de orden cero, es de orden 
uno etc.
207 Teorema. Sea f entera de orden w,f(f )/ 0 y tenga f ceros en z^,... 
Entonces,si es rj^  = j Zj^ I , la serie numérica
I_ -a (C)
>c* 1
converge siempre que a sea mayor que w 
208 Definicidn. Al fnfimo de los a para los que (C) converge se le 
llama el exponents de convergencia de ceros.Lo notaremos v. 
Segdn 207,se tiene que v es mener d igual que w .Puede darse la 
desigualdad estricta,como por ejemplo en la funcidn exp(z).En parti­
cular, si f tiene un n? finite de ceros,es v = O.Por lo tante,el que
(,Ç) Segtin 202,el mdximo de M puede suponerse sobre el contomo del 
disco.
.-22-
sea V estrictamente positive implica que hay una infinidad de ceros.
Como consecuencia de lo anterior,cuando f sea entera de orden 
finite,existe un entero p,mayor que cero,independiente de n,tal que
T1 t  V )
'pa 1 ^
converge para todos los valores de z.Si llamamos k +1 al menor en­
tero positive para el que (C) converge,se tiene la siguiente
209 Definicidn. Al entero no negative k se le llama género del pro­
ducto candnico formado con los ceros de f.El producto candni- 
co es precisamente el producto de los factores elementales 
en que cada niSmero p^ coincide con el gdnero.
Asf,si V no es entero,el gdnero es la parte entera de v.Si v es 
entero,el exponents de convergencia v y el génère del producto cand­
nico k coinciden si la serie
diverge; si convergiera, k = v-l.Por lo tanto,
k ë V ë w
Estâmes ahora en condici^nes de formuler un resultado clave:
210 Teorema de factorizacidn de J. Hadamard.
Sea f una funcidn entera de orden finite w,f(O)/ 0, y f tie­
ne ceros en los puntos z^,Zg, etc .Entonces
f(z) = P(z) exp (Q(z))
siendo Q un polinomio de grado no mayor que w,y P,el produc­
to candnico formado con los ceros de f.
Obsérvese que 210 raejora 204 pues dice qué forma ha de tener la 
funcidn entera g.El resultado que sigue nos serâ ütil
211 Teorema. Sea f entera de orden w no entero y sea v el exponents
de convergencia de ceros de f,Entonces, w = v .
El resultado anterior 211 es consecuencia de 210 y del siguiente:
•v
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212 Teorema. El orden de un producto candnlco-que siempre es una
funcidn entera-coincide con el exnonente de convergencia de 
sus ceros.
Asf pues,si
f(z) = P(z) exp(Q(z))
y el producto candnico P es de orden v y Q es un polinomio de
grado q,se tiene,si w es el orden de f,que
w = max ( q,v )
213 Definicidn. Se llama gdnero de una funcidn entera al mayor de
los enteros p d q , siendo p el género del producto candni­
co formado con sus ceros,y q el grado del polinomio Q(z),a-
sociado a f segiin 210,
Inforraalmente hablando,el orden es una medida del crecimiento 
del mddulo de una funcidn entera.Dentro de las funciones enteras 
con el mismo orden w finite y positive,se distingue la nocidn de 
tipo,idea que compara el crecimiento del mddulo entre las de un 
mismo orden.
214 Definicidn. Sea f entera de orden finito y positive w.Se dice
que f es de tipo t si,para todo u mayor estricto que cero, 
se tiene ^
M(r) = 0 ( + u)r ) ^ para r tendiendo a ,
no siendo cierta la relacidn anterior para ndmeros u estric­
tamente negatives.
Equivalentemente,f,de orden w,es de tipo t,si
—  - log M(r),. , t
T"-» 00
Asf,la funcidn e^^,es de orden unidad,pero de tipo dos.
Las siguientes fdrmulas dan orden y tipo en funcidn de los coe- 
ficientes del desarrollo en serie de potencies de f. Si es
f(z) ** y  c .zi
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y f es de orden w,se puede ver que
k logkw = lim
y,si ademàs es 0 < w < oo , la expresidn
( ew lim k I |
K-^oo
da el tipo de f.
215 Definiciones. Supongamos f entera de orden w finito.
- Si es t,su tipo,igual a cero,se dice que f es de tipo minime.
- Si t es finito y mayor que cero,de tipo normal.
- Si t es infinite,se dice que f es de tipo mâximo.
- Por dltimo,si es w = 1 y t finite d w es menor que l,se di­
ce que f es una funcidn de tipo exponencial.
Terminâmes el pârrafo con el resultado que sigue que aparecerd 
tangenciaimante.
216 Teorema. Una funcidn entera no constante de orden w que no ex­
céda la unidad y tipo minime no puede estar acotada sobre 
recta alguna del piano complejo.
Nota bibliogrdfica:
La inmensa mayorla de estos resultados se encuentran deta- 
llados y demostrados en R16,por ejemplo.
Las cuestiones relativas al tipo de una funcidn entera 
pueden verse en R17.
El dltimo resultado,216,estd extraido de R5 ,
Obviaraente estas referencias a la literatura matemdtica no 
son las dnicas.Cualquier texto o monografla sobre teorla 
de funciones anallticas -nivel intermedio al menos- puede 
servir igual que la obra bdsica,R16;utilirfada,
 :---------------  V
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2,2 Funciones caracterfsticas analfticas
Estudiamos aquf las funciones caracterfsticas como funciones 
de una variable comnleja.Aparecerdn probleraas de convergencia 
hasta ahora no presentados.La siguiente definicidn parece Idgica: 
217 Definicidn. " h(t) es una funcidn caracterfstica analltica 
en el disco abierto de centro el origen y radio A ( A es 
un nfi positive),si existe una funcidn de la variable com­
pleja t,analltica en |t|<A,y que coincida con h cuando 
t sea real".
Como una funcidn analltica en |t|<A , es indefinidamente di- 
ferenciable en t = 0 ,résulta que si una caracterfstica es ana­
lltica, corresponde necesariamente a una distribucidn de probabi- 
lidad P(x) para la que,para todo n natural.
^n J
x^ dP(x) , es finito.
- Oo
Es claro que el reclproco no es cierto (vedse 219).Resumiendo:
218 Teorema. " La funcidn de distribucidn P(x) posee una caracte-
rlstica analltica si y sdlo si se satisfacen las dos condi- 
ciones siguientes:
Oo
a) a^ = ^  x^ dP(x) es finito para todo n
— OO







Damos un ejemplo de que puede ser F una distribucidn con todos 
los mementos y,sin embargo,no tener una caracterfstica analltica.
-26-
Parece Idgico que habrd que pensar en una distribucidn que no 
esté determinada por sus momentos.En efecto,buscando en esa direc- 
cidn,se obtiens
X Para cada nfi b del intervalo [o,lJ ,1a funcidn
f(x,b) = (1/24) ( 1 - bsen ) @xp( )
es una densidad de probabilidad en el semieje positive.
XX Los momentos vienen dados por
x^ f(x,b) dx =
que son independientes de b.Estos a^ no verifican desde luego 
2l8b.Los cdlculos figuran en el Apdndice nS 3.
Los problemas de convergencia que se planteaban al principle se 
presentan porque cuando t es complejo,el mddulo de
exp (itx)
no estd acotado siempre claramente.El siguiente resultado es funda­
mental y establece la exlstencla de un "conjunto de convergencia". 
220 Teorema. ExiStencia de una banda de regularidad.
Supongamos que g(t) es una caracterfstica analltica en el 
disco ItI< A . (A,positivo).Existen entonces dos ndmeros rea­
les a,b,tales que a ^ A,b$&A y de forma que en
-a < Ira(t) < b (®)
g(t) es holomorfa y coincide con la integral de Fourier
00
exp(itx) dP(x).
(t) Im(t) es,como puede suponerse,la parte imaglnaria del ndmero 
complejo t.
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A1 conjunto -a < Im(t) < b,se le llama banda de regulari­
dad de la caracterfstica g,y puede ser todo el piano <5 tener 
una 6 dos fronteras horizontales.
Si escribiraos
4.0 O
g(t) = J exp(itx) dP(x) -f I exp(itx) dP(x)
° -co
y hacemos el carabio de variable t = iw,résulta que
■¥ Oo + OeJ exp(itx) dP(x) t= J exp(-wx) dP(x)
o '' o
es la transformada de Laplace de una funcidn mondtona y teniendo
en cuenta el siguiente
221 Teorema. La transformada de Lanlace de una funcidn mondtona
tiene una singularidad en el nunto real de su eje de con­
vergencia
y que lo mismo podrfa hacerse para la integral extendida a la 
parte negativa,se tiene el siguiente
222 Corolario. Si la banda de regularidad de g(t) no fuese todo
el nlano,entonces los puntos imaginarios puros de las fron- 
teras de esta banda son puntos singularss para g(t).
Las demostraciones de 220 y 221 pueden verse en R5 y en R19,res- 
pectivamente.222 es consecuencia inmediata de éstos.Reescribimos
222 de una forma a veces dtil:
223 Corolario. Una funcidn analltica en algdn entomo del origen,
tal que su singularidad mds prdxima al eje real no se halle 
situada sobre el eje imaginario no puede ser una funcidn 
caracterfstica.
El corolario que precede,como toda condicidn necesaria,puede 
usarse en el reconocimiento de funciones caracterfsticas.Xlustran- 
do su uso,proponemos el siguiente ejern^ l^o:




no puede ser caracterfstica de probabilidad.
Demostracidn; Claramente h cumple las condiciones necesarias ele­
mentales para ser caracterfstica (108a,b,c,d),y como por otra par­
te su desarrollo en serie de potencies en tomo al origen es




no se puede alegar consideracidn alguna en tomo a sus momentos($), 
Teniendo en cuenta que
f ...
2 _  * * .2
k=0
t
f  - 1
habrd que ver cuando (A) es cero.Los puntos t =1 y t = -1 son sln- 
gularidades evitables,ypor consiguiente,bastard ver,cuando es
Esto es,
t = exp ( 2'nik/4n+2 ); k= 0,l,.,.,4n+l 
Ahora bien,para que
2~n k




----------- = (2r+l) '^/2,con r,un ndmero entero.
4n +2
Osea,ha de ser
k = (8nr+ 4n+4r+2)/4 * 2nr + n 4-r + ^2
($) Asf,por ejemplo, exp(-t^) no puede ser caracterfstica pues es 
exp(-t^) = 1 - t^+o(t),y al faltar el tdrmino en t^,correspon- 
derfa a una distribucidn con varianza nula,esto es,a una distri­
bucidn degenerada,cuya f.c. viene dada por exp(itb). (R 10)
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Como k eg entero,esta igualdad eg imposible,agl que no hay rafceg 
imaginarlas puraa de (A).Entonces la singularidad mds prdxima de 
h,que serâ la ralz del denominador con mddulo minimo,no estâ so­
bre el eje imaginario,y h no puede ser una funcidn caracterfstica, 
que era lo que querlamos comprobar.
Las funciones caracterfsticas analfticas poseen la llamada 
"ridge property".Los siguientes resultados lo garantizan.
225 Teorema. Sea g una caracterfstica analltica.Entonces,el mddulo 
de g alcanza su radximo,tornado a lo largo de cualq uier hori­
zontal dentro de la banda de regularidad,en el punto inter- 
seccidn de esta horizontal y el eje imaginario.
Demostracidn: R5.La figura ilustra el contenido de 225.
c c (R
M A X
226 Corolario. Una funcidn caracterfstica analftica g no puede anu- 
larse en punto alguno del eje imaginario dentro de su banda 
de regularidad.Ademàs,ceros y uuntos singulares estdn simdtri- 
camente situados respecto al eje imaginario
Demostracidn: La primera parte sigue de 225 y de 201.La segun-
da,del hecho de ser g(t) = g( -t )
Si llamamos a,b a las partes real e imagineria respectivamente 
de t,lo que dice 225 es que
j g( a 4-ib ) I 4 g( ib )
Observemos que,ai c es real,g(ic) es sicmnre real y positivo,La de­
sigualdad anterior es la propiedad definitoria de las "funciones 
en cresta",d"ridge uruperty".
Cuando la banda de regularidad es todo el piano,se dice que esta- 
mos ante una caracterfstica entera.El primer resultado importante es
-3^-
que el mddulo de una caracterfstica entera no puede varlar arbitra- 
riamente.Su demostracidn puede verse en R5 d R4.
227 Teorema, Sea g caracterfstica entera no constante,El orden de g
es al menos la unidad.
Las caracterfsticas enteras de tipo exponencial positivo estdn 
perfectamente caracterizadas.
228 Teorema. Sea P(x) una distribucidn de probabilidad con interva­
lo soporte acotado que no se reduce a un punto.
- La caracterfstica f(t) de P es entera de tipo exponencial 
positivo y orden uno con infinites ceros,que no tienen 
por qué ser necesariamente reales.
- Una caracterfstica entera de orden unidad y tipo exponen­
cial positivo corresponde siempre a una distribucidn como P.
Demostracidn: R4.
Se prueba ademàs que si el tipo es p,el intervalo soporte de P 
està contenido en [-P,P] •
229 Ejemplo. Construimos una familia de distribuciones con caracte-
rfsticas enteras de orden unidad y tipo t prefijado.La carac­
terfstica de la distribucidn uniforme en [-r,r] es (109a)
sen ru 
ru
Desarrollàndola en serie de potencias y aplicando las fdrmu­
las de 214,se tiene
2* 2JT
= Z (-0
u. K = o (  2 ) I
cou j^Ào  ta. r   ^ fectÂt-u-oto tw. CKJiMta. ^  ^ tyAJtsLsi.







230 Ejemplo. Contrarrestando un poco el ejemolo anterior,coraproba- 
mos que la distribucidn beta de pardmetros p y q posee una 
caracterfstica entera de orden unidad y tipo unidad,indepen­
diente de p y q.
x 1 'IK
''(r) k I
1 ( ^ 1
-p + ^ 4  k"- 1
Segdn la observacidn anterior,era de esperar que,en 230,el tiro 
fuese al menos la unidad.El problems de determinar caracterfsticas 
enteras de orden y tipo prefijados es sumamente diffcil.Los resul­
tados de este estilo estdn perfectamente estudiados y dependen de 
la cola de la distribucidn.Véase,por ejemplo,R20.
Por otra parte,y usando sdlo hechos de la teorfa de funciones, 
se pueden dar multitud de condiciones,todas negativas,sobre cuando 
determinada clase de funciones enteras con propiedades prefijadao 
sobre su orden y tipo,no son caracterfsticas.Por ejemplo:
231 Teorema. No existen caracterfsticas enteras de orden 1 y de
tipo mfnimo.
Demostracidn. Toda caracterfstica esté acotada sobre el eje 
real(108a).Segdn 216,una funcidn entera de orden uno y tipo 
mfnimo no puede estar acotada sobre recta alguna.
232 Teorema. Una funcidn entera de orden finito w mayor que 2,cu­
yo exoonente de convergencia de ceros v sea estrictamente 
menor que w no puede ser caracterfstica.
Demostracidn: R4.
Note.: Si VI fuese no entero,segdn 211,d w = v ,d la funcidn 
no serfa entera,y ya estarfa probado.
X
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Los resultados que precedency muchos otros que usan la mlsma 
tdcnica,no son otra cosa que parafrasear hechos clésicos de la 
teorla de funciones en el terreno de las caraote'Isticas.Ray que 
hacer notar que ese viejo edificio de la teorla de funciones,hoy 
tan olvldado,se ha visto recientemente ampliado por probabilistas 
estudiosos de las caracterfsticas enteras.De cualquier forma,estos 
resultados no nos interesan para la segunda parte de esta memoria, 
j%l autor,sin embargo,se permite contrlbuir,en esta lfnea,con una 
condicidn suficiente
233 Teorema. Sea P(z) un producto candnico de gdnero cero o uno,y 
de forma que sus ceros sean todos imaginarios puros.Enton­
ces, .
P(z)
es una funcidn caracterfstica 
Demostracidn:
Supongamos que los ceros son ia^,iag,... etc,donde a^ es real
para cada j.
Si el gdnero fuese la unidad,de 208 y 209»se sigue
P(z) ="j j (1 - — ) exp( z/ia^ )
1
Iilamando h^(z) A
T 1  (1- exp( z/ia )
K.1
résulta que,si z es real,h^(z) es la caracterfstica de la 
distribucidn de la suma de n variables aleatorias indepen­
dientes Y^, 3=1,2,...n .Cada Yg es
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X - i ,
® %
donde sigue una distribucidn gamma de pardmetros 1 y a^ .
Vdase:109c y 117 d 119 .
Segiin el teorema de continuidad 126,como
lim h (z)
es una funcidn continua en 0,seré caracterfstica,como se querfa 
demostrar.
Si el gdnero del producto candnico fuese 0,segiin 208 y 209,seré
P(z) = ( 1 - )
k
y se razona como antes.La diferencia ahora esté en que en este 
segundo caso aparecen sumas de gammas no trasladadas.Lo demés es 
igual.
Realmente se ha probado algo més;
234 Corolario. En las condiciones de 233,
P(z)
es una caracterfstica infinitamente divisible.
Demostracidn;
La distribucidn gamma,tro.sladada o no,es infinitamente divisi­
ble (Vdase 130b y apdndice na 2 ).Basta tener en cuenta ahora 
130c,pues la funcidn limite de las caracterfsticas infinitamen­
te divisibles h^(z), es,segiin 233,una caracterfstica.
XS E G U N D A  P A R T E
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CAPITULO III : PACTORIZACION
Se exoondrdn aquf los resultados més générales sobre la factoriza­
cidn de distribuciones y las contribuciones del autor a esta teorfa. 
Dicha teorfa se simplifies notablemente si se supone que las distri­
buciones a factorizar poseen caracterfsticas analfticas.La parte fi­
nal del capftulo recoge los resultados més notables sobre el parti­
cular.Se dan abundantes ejemplos.
3.1 Aritmdtica de distribuciones.Generalidades.
Ya se cornentd en la Introduccidn General de qué trataba esta teo­
rfa.Con precisidn,damos la siguiente
301 Definicidn. Diremos que una funcidn caracterfstica f(t) es fac­
tor! zable si puede escribirse como producto de dos caracterfs­
ticas de forma que ninguna de ellas corresnonda a una distri­
bucidn degenerada. Una funcidn de distribucidn de probabilidad 
se diré factorizable o descomponible si su caracterfstica aso- 
ciada es factorizable.
El que ninguna de las caracterfsticas factores corresponds a una 
distribucidn degenerada es una condicidn que,salvo que se quiera u- 
na definicidn vacfa de contenido,no se puede supri'ir.En efecto, 
siempre serfan caracterfsticas (109f y 118) exp (-it) y f (t)exp(it) ,y, 
por tanto,si se admiten estos factores,toda caracterfstica verifi- 
carfa la definicidn.
Vamos a ver que la definicidn tiene contenido.Esto es,vamo3 a 
probar que existen caracterfsticas no factorizables.
302 Ejemplo. Sean 0<rp<l, 0< q < 1, p + q = 1, a,b reales,a/b.En­
tonces la funcidn caracterfstica
f(t) = p exp(iat) + q exp(ibt) 
es no factorizable.
Lo que habré que ver es que no existen dos caracterfsticas 
g y h,taies que gh = f y ni g ni h corresponden a causales.
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El ejemplo tiene su sentido pues,108e,f es caracterfstica.Supongamos 
que f fuese factorizable,o sea, f = gh . De los resultados 121 y 122, 
se sigue que tanto g como h corresponderfan a distribuciones discretæ 
y que,si llamamos m y n al nùraero de ountos de discontinuidad de las 
funciones de distribucidn asociadas a g y h respectivamente,deberfa 
tenerse,
m + n - 1 ^ 2 ^ mn
y aderaés
2 ^  mn
luego las posibles soluciones son ( en mSmeros enteros! )
m = 1 y n = 2 ^
m = 2 y n = 1 ,
asf que uno de los factores es siempre de una degenerada y f no es
factorizable.
El ejemplo anterior prueba que existen caracterfsticas no facto­
rizable s. A veces,nos referiremos a ellas como primas por la simili- 
tud que a continuacidn exponemos.
Por el tftulo genérico de"aritmética de distribuciones",término 
al parecer acufîado por Paul Ldvy, se debe entender la teorfa de la 
factorizacidn; o sea,calcular todos los factores de una funcidn 
caracterfstica.Esto puede tomarse parecido a descomponer un numé­
ro en sus factores primes y de ahf viene lo de aritmdtica de dis­
tribue! ones. Hay que reconocer que el parecido no va mucho més allé 
del nombre.Damos dos razones fundamentales:
K Primera Razdn
La factorizacidn de una caracterfstica en caracterfsticas pri­
mas no es necesariamente dnica.Daremos un ejemplo.Con este fin,nos 
viene muy bien el siguiente ejercicio propuesto por Peller (R2)
303 Proposicidn. Sea X una variable aleatoria que con probabilidad 
l/r toma los valores 0,1,2,...,r-l .Entonces,si r no es 
primo,es posible expresar X como suma de dos variables in­
dependientes que toman valores enteros.
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El enunciado que tiene 303 nos hace pensar que,variando las descom- 
posiciones de r,se obtendrdn diferentes factorizaciones de la dis­
tribucidn de X.Habré que tantcar luego que estos factores sean 
primes,indescomponibles o no factorizables.
Demostracidn de 303:
Utilizareraos la funcidn generatriz.La correspondiente a la dis­
tribucidn de X vendré dada por
P(b ) =
2 r-1
1 + 8 + 8  + , . , + S
De la identidad,supuesto r =ab,
- 2 r—1 _ 2 ab—11 + s + s  + ... + S = 1 + 9+ S + ...+S =
, T 2 a-1 \ _ a 2a (b-l)a .
= ( l + S+ S + ... + S ) ( 1 + S + S  + ... +8 ),
se deduce,que,como el primer factor consta de a sumandos y el 
segundo de b,es
P(s) =
y ya esté probado,pues se indicé que los resultados de convo- 
lucidn de generatrices son anélogos a los de caracterfsticas. 
Puede verse R2,para més detalles sobre este tema.
Con vistas al ejemplo,tomemos a = 2, b = 3 y a=3 , b = 2. 
Quedaré; llamamos f a la caracterfstica de X con r = 6, llamamos 
g y h a las caracterfsticas de una de las descoraposiciones y
u y V a las de la otra.Puesta la notacidn en claro,
_ _it ^ _ _5it1 + e  + ••• + e
f(t) = g(t)h(t) = u(t)v(t) = — ----------------
Es claro que g ,h ,u y v vendrén dadas por 
g(t) =












El resultado 302 garantiza que h y v son caracterfsticas pri­
mas.Bastard ver que lo es u pues g(t) = u(2t).
Be 122 se deduce que si fuese
u(t) = u^(t) Ug(t)
y fuesen m y n los ndmeros respectivos de discontinuidades de las 
distribuciones asociadas a u^,Ug ,deberfa tenerse
m + n - 1  ^ 3 4: ran
asf que 6 se da
ra =1 y n =3 6 
ra =3 y n =1 (5 
ra =2 y n =2
Si se da una de las dos primeras,ya esté.En otro caso habrfa de 
ser
it 2it
 -------------  = (pexp(ita) + (l-p)exp(itb)) ‘
3
'(qexp(itc)+ (l-q)exp(itd))
donde 0 < p <1, 0 < q < 1, a,b,c y d son ndmeros reales.
La igualdad anterior implicarfa;
pq = (l-p)d-q) = p(l-q) + q(l-p) = i ^
+(1-p)(i-q) * qC<-r)=» j
incompatibles en 0 < p <1, 0 < q < 1, luego u es prima y la construc-
cidn del ejemplo ha concluido.
Concluimos,por tanto,que es posible expresar una caracterfstica
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de dos formas posibles en producto de factores primos 6 indescompo­
nibles.
X Segunda razdn
En la aritmdtica de las caracterfsticas,en general,no vale la 
ley cancelativa.Esto es,si f , g y h son très caracterfsticas y 
se verifies
fg = fh
no puede,de aquf,deducirse que sea g = h .Se acostumbra a llamar 
a este hecho fendmeno de Khinchine.Est a diferencia de fndole al- 
gebraica es esencial.Lo ilustramos con un ejemplo.
La funcidn
si jt| > 1
 ^• |t| ai | tU 1■ K -
es,segdn 127,una funcidn caracterfstica.
Construimos una funcidn périddica de perfodo 2,repitiendo inde- 
finidamente el " tridngùlo '* 1 - jt| ,Llamemos a esa funcidn g,
Segdn 128, g es también una funcidn caracterfstica.
Es claro que se verifies
u(t) = f(t)g(t) = ^(t)g(t),
y desde luego,
f(t) / g(t).
Asf que el cociente de caracterfsticas no esté unfvocamente de- 
terminado ni siquiera cuando el propio cociente sea una caracterfs­
tica, ( En el ejemplo, xj/f da indistant emente f d g ).
Para un importante subconjunto de funciones caracterfsticas,sf 
que es vélida la ley cancelativa.Se trata de las infinitamente divi­
sibles. Es sencillo de comorobar.Basta observer que la funcidn G 
de 131 asociada al producto de dos infinitamente divisibles f(t) y 
g(t) viene dada por la suma de las funciones G asociadas a las 
caracterfsticas f y g Entonces,se tendrfa
G(x) = G^(x) 4- G (x)
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y,desde luego,G y G^ determinan G^,
Kawata ( R21 ) did condiciones suficientes para que si es 
u(t) = f(t)g(t),
f estd unfvocamente determinada por u y g.La condicidn requiere 
un clâsico resultado de Ingham y Levinson que puede verse en R22.
3.2 Més ejemplos de distribuciones indescomponibles
El siguiente resultado es,en cierto modo,el oontrapunto al e- 
jercicio de Peller antes citado.
304 Lema de Raikov
Sea p un ndmero prime.El polinomio
A(%) = ^
1 - X
no puede ser entonces expresado como producto de dos polino­
mios no constantes con todos sus coeficientes no negatives. 
Demostracidn: R24.
De aquf,y de forma inmediata,se deduce:
305 Teorema. Sea X una variable aleatoria que con probabilidad
l/p toma cada uno de los valores 0,1,2,...,p-1 ; siendo 
p un ndmero primo,Entonces,la distribucidn de X es indes— 
componible.
Hasta ahora las distribuciones primas que han apareeido han 
sido sdlo discretas.Damos
306 Ejemplo de distribucidn indescomponible con soporte no aco­
tado y ab30lutamente continua
Necesitaremos el siguiente y previo
307 Lema. Sea n(x) la funcidn de densidad de la distribucidn
normal de media ra y varianza v.Sea g(x) una densidad de 
probabilidad cualquiera.Entonces
■* 00
h(x) = |n(x-y)g(y) dy
—41“
es una funcidn do donsidad y,ademés,h(0) > 0. 
Demostracidn;
f ^Sea G(t) = j g(y) dy . Entonces: tafvo con£^a^tes,
h(0) =s ^  exp( — “2Ÿ " “ ) dG(y) > 0,
pues,si fuese cero,habrfa que concluir que la exponencial 
era cero,casi seguro Lebesgue.Que es una densidad se sigue, 
derivando,de 116,
Volvemos al ejemplo.Aplicando 137 a 109b,se obtiens que
g(t) = ( 1 - t^ ) exp(-t^/2)
es una funcidn caracterfstica,Con la fdrmula 111,puede verse que 
corresponde a una absolutamente continua con densidad dada por
ê(x) = x^ exp(-x^/2) (2tt)” '^^ ^
para todo x real.
Como ê(tf) = 0,segdn 307,si para dos densidades g^,gg,fuese
ê(x) = g^(x)X gg(x)
seguro que ni ni g^ serfan normales.
Llaraemos u y v a posibles caracterfsticas factores de g,de 
forma que
g(t) = u(t)v(t),
Multiplicar una exponencial por una potencia natural de la 
variable no afecta el orden de la funcidn entera résultante,asf 
que g es una funcidn entera de orden dos.Adelantemos aoonteci- 
mientos y useraos 318.Entonces,segdn ese resultado,tanto u como 
V serén enteras y de orden no mayor que dos.Deberd tenerse una 
de estas posibilidades:
.2a) u(t) = exp( a t + a  t )
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b) u(t) = (1 + t) exp( a^t )
c) u(t) = (1 - t) exp( a^t + a^t^ )
d) u(t) = (1 - ) exp ( a^t+a^t^ )
Entonces, d) es la descoraposicidn trivial y no interesa; a),es 
la caracterlstica de ana normal y nuestra densidad ê no tiene com- 
ponentes normales.Si c) fuese posible,deberla ser (108b)
(1-t) exp ( a^t + agt^ ) = (1 +t) exp ( i^t + a^t^ ),
esto es,
________  = exp( bt + ot ),con b y e  complejos,
y se tendrla el absurdo de que una funcidn racional coincide con 
una exponen'ial (piénsese que mientras esta Ultima es entera,la 
primera s61o es analftica en ltl<l ).E1 caso b) se reduce a c). 
En definitiva,g(t) es prima q.e.d.
308 Ejemplo de distribucidn indescoraponible con Intervals soporte 
acotado y absolutamente continua.
La construccidn que sigue mejora un ejemplo dado por Paul Lévy.
absol. c a n H u m s
Seen variables aleatoriasVcuyas distribuciones de probabili- 
dad poseen caracterlsticas g^(t),que son funciones enteras de or- 
den unidad y tipo finito positive,y que cumplen la condicidn de 
no tener ceros comunes.Supondremos ademâs que el intervals soporte 
de la distribucldn de X^ es
( "®n ’ '
con los a^ pertenecientes al intervals (0,1/2).El indice n recorre 
el conjunto 0,1,2,...,H ,siendo H + 1 un nUmero primo.
Definimos las variables:
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cuyas caracteristicas vendrdn dadaa por 
h^(t) = exp(2nit) g^(t)
y definimos aslmismo la variable Z,como raixtura(l34) de las variables 
^0*^1’ las ponderacionea l/(N+l),esto es
1/ •/ V  •/ \
/K+i /fi4i...
*'(^0 Y, ÏI ••• Ï. /
Probaremos que la distribucidn de Z es prima.
Si fuese Z = X +Y,siendo X e Y variables independientes,puede 
reemplazarse X por X-d e Y por Y + d,de forma que siempre podrâ 
suponerse que X e Y toman el valor cero,y,que,en consecuencia,tanto 
los posibles valores que tome X como los que tome Y,estardn conte- 
nidos en los posibles de Z,
Escribamos
X = X + a(x)
Y = y + b(y)
Z = z + c( z),
en donde x,y,z,son respectivamento los nUraeros enteros mds prdximos 
a X,Y,Z ; y a,b,c, son las partes restantes.
Es claro que si z = n ,1a distribucidn de c(z) = c(n) serd aque- 
lia cuya caracterlstica sea g^(t).Esto se sigue inmediatamente de 
la definicidn de Z.Ademda,como X e Y son independientes,el par 
(x,a(x)) es independiente del (y,b(y)).
Por otra parte,como
z + c(z) = X + a(x) + y + b(y),
serd
X + y - z « c(z) - a(x) - b(y) (2)
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y como
|c(z) - a(x) “ b(y)|:< |c(z)l + |a(x)|+|b(y)| ^  |
y ademdsipor construccidn y por la observacidn anterior que rela- 
ciona los soportes de X,Y,Z,résulta que x + y - z es par,asf que 
ne césar iaraente x + y - z = 0,o bien
x+ y = z
luego de (2),se sigue
a(x) + b(y) = c(z). (3)
La variable z tiene,por lo tanto,a x e y (independientes) por 
componentes.Pero,como es inmediato verificar,la funcidn caracte- 
ristica de z viene dada por
N+ 1
y,segUn 304,es indescomponible.Asf que,d x d y es degenerada en 0. 
Supongaraos que lo sea y.Entonces Y = b(0).
De (3),para cada z = 0,2,4,...,2N , se deduce
c(z) = a(z)+ b(0) (4)
donde a(z) y b(0) son independientes.
Si llaraamos r(t) a la caracterlstica de b(0) ,s^(t) a la de 
a(n),se tiene segUn (4) ,119 y segiSn una observacidn anterior que
g^(t) m r(t) 8^(t).
Se sigue de 318 y de 227 que tanto r como s^ son enteras y de 
orden unidad.Como las g^ no tienen,por hipdtesis,ceros comunes, 
si fuese r(w) = 0 ,séria w un cero de cada g^ ,asi que r(t) / O.
Por tanto, r es entera,de orden unidad y no nula,asi que del 
resuitado 210,se sigue
r(tj = exp ( at + b ),
Teniendo en cuenta las condiciones necesarias para que una
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funcidn sea caracterfstica,se deduce que
r(t) = e^^^ , con q,un nUmero real.
Luego b(0),o sea Y,es degenerada.Por lo tanto la distribucidn 
de Z es indescomponible como querfamos probar.
El ejemplo propuesto por Lévy consiste en tomar como g^ las 
uniformes en (-t^, t^),donde cada t^ estd en y ademds el
cociente de dos nUmeros t^ y t^ distintos sea irracional.Esta Ul 
tiraa condicidn es la que lleva a suponer que no tienen ceros co­
munes. La idea de la construccidn no es otra que trasladar cada 
variable una cantidad distinta de forma que pasen a tener recorri- 
dos que no se solapen.Esto Ultimo es lo que permits asegurar que 
la distribucidn de Z condicionada por n sea la raisma que la
de la variable Y .n
3.3 Resuitados fundamentales de la teoria.
Expondremos en este pUrrafo los teoremas bUsicos de esta teoria. 
El primero de ellos es el siguiente;
309 Teorema. Si una funcidn caracteristica no tiene factor primo 
alguno,es infinitamente divisible,
El recinroco no es cierto
Demostracidn: R15,para la demostracidn original.
Antes de seguir daremos un contraejemplo: esto es,construi- 
reraos una infinitamente divisible que tenga,al menos,un fac­
tor primo. Segdn 136,1a funcidn
^it p - e
es una caracteristica infinitamente divisible, (p es mayor 






y asi todos los factores de esta descomposicién son primos,segdn 
el resultado 302,En el apéndioe 4 se comprueba que la anterior i- 
gualdad es cierta.
Demos otro ejemplo: Sean p >q >0,tales que p + q = l.La funcidn
g(t) = p + qexp(it) 






log g(t) = log ( p( 1+ 3 e^*)) = log p - ^ (
- log p = - ^  i ~ )  J .
asi que puede escribirse
log g(t) = - £  i ( 1  ) ( - 1  )
K*1
Sea ahora
a(t) . y  - 1 _ (  3 (,lt(2n-l) ^ ,
..TT 2n-l "
b(t) . y  1 ( 3 , )
"h. 1 P
Se tiene;
a(t) - b(t) = log g(t)
y que segUn 130e y un paso al limite (S),las funciones exp(a(t)) 
y exp(b(t)) son infinitamente divisibles.
{<) Ho es mâs que el llamado teorema de De Finetti.Véase R4
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Ad emâs,
exp(a(t)) = g(t) exp(b(t)),
luego la caracteristica infinitamente divisible exp(a(t)),tiene un 
factor irreducible,a saber,g(t).
No debe creerse que hay que recurrir a ejemplos tan complicados. 
Un resultado de Cramér,que puede catalogarse de importante en el 
context© de la teoria,da una amplia gama de infinitamente divisi­
bles que admiten siempre,al factorizarlas,un factor primo al menos. 
Su demostracién puede verse en R5
310 Teorema. Sea f una caracteristica infinitamente divisible y
sean M y N sus funciones asociadas en la representa- 
ci<5n candnica 133 (de Levy).Si existen constantes estricta- 
mente positivas K y C tales que
N'(u) > K ,casi seguro Lebesgue en (0,0), 
entonces f tiene al menos un factor primo,
Como N es mondtona,es c.s, diferenciable y por tanto,la condi- 
cidn que impone 310 tiene perfecto sentido,El corolario siguien­
te puede ser Util y da una amplisima variedad de distribuciones 
que siempre admiten un factor primo,
311 Corolario a 309.
Si una caracteristica tiene algdn cero real,tiene al menos 
un factor primo.
Demostracidn;
Si tiene algdn cero real,no podrd,por 130a,ser infinitamen­
te divisible,y basta entonces aplicar el contrarreciproco 
del resultado fundamental 309.
Constatâmes,por Ultimo,este otro resultado importante,que,al 
igual que 309,es debido a Khinchine (R15,ref. original).
312 Teorema, Toda funcidn caracteristica puede representarse
como product0 de a lo sumo dos caracteristicas,que poseen 
la siguiente propiedad: una no posee factor primo alguno y 
la otra es un product© finito,d un producto infinite con-
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vergente de ima sucegidn de caracteristicas indeecomponibles. 
Nota: Observemos nuc el resultado anterior viene a deoir que toda 
caracteristica es products de una infinitamente divisible 
por otra formada por productos de factores primes.
Estos resuitados ponen de manifiesto la relevancia que las infi­
nitamente divisibles tienen en la teoria de la factorizacidn,relevan­
cia que ya fue apuntada en el pârrafo 1.6 .
La literatura matemâtica usual sobre estos temas utiliza en las 
demostraclones de resultados como 309 y 312 ciertos lemas,que,como 
se apuiitd en la intro due cidn,han side objeto de la atencidn del 
autor.
313 Lema. Sea (P^) una sucesidn de funciones de distribucidn de 
probabilidad y (f^),la sucesidn de las caracteristicas aso­
ciadas. Si para un cierto n2 a>0,se verifies
lim N^(f ) = 0 
n a n
entonces es,para todo n2 w>0,
lim.Qn(w) = 1 .
y son,respectivamente,los funcionales de Khinchine y 
las funciones de concentraci<5n asociados,
Demostracidn:
Por hipdtesis,para n suficientemente grande,es,para 0 6 t 6 a.
Como
O i l  - |f„(t)|^= ( - |f„(t)|) ^ 2 ( 1 -  |f„(t)|)
se tendrd,a partir de las proniedades de la integral:
/  ( 1 - |f at é 2 [ ( 1 - |f„(t)|) at
0 0




( 1 - |f (t)j^) at 4 2 ( 1 - j f (t) I ) at ^ 2 N (f )
u j ri • & n
Y teniendo en cuenta 114, 
2a
[ ( 1 - |yt)(^) at = 2 J ( 1 - )y2t)|^) at i
■Jq O
â
 ^ 8 ^  ( 1 - ) at ^  16 N^(f^) — > O,por hipdtesis.
o
Por conaiguiente hemos probado que
13
^ - '^nlim I ( 1 - If (t)l^) dt = 0
De la igualdad anterior se deduce que si n es suficientemente gran­
de, es f^(t) / 0 para 0 é t ^  2a.Puede repetirse,por lo tanto, el mis- 
mo argument0 y concluir que cualquiera que sea T > 0  ,es
lim ( 1 - If (t)j^) at = 0 (A)
-^ 0
Llamemos F (x) = 1 - P (-x-)
n n
y
F®(x) = FV (x) * F (x) n n n
Sea H(x) una funcidn de distribucidn de probabilidad simdtrica, 
de forma que su funcidn caracteristica no se anule y sea absoluta- 
raente integrable.Sea a(t) la caracteristica de H.Si llamamos
G^(x) = F°(x) X H(x),
la caracteristica de G serâ g ,dada,segiin 117 y 118,por
n n
g^(t) = a(t)|f^(t)|®
y segun la fdrmula de inversidn 110,se tiene:
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4' «o
G^(x) - G^(-x) = _- ^ ^ ---  a(t)|f^(t)j dt .
No hay que preocuparse de los puntos de continuidad,pues,segU’i 
111 y 120,tanto H como x H son absolutamente continuas.
Cada G^ es simétrica por ser convolucidn de dos simétricas,ast que:
OO
G (x) - i = i a(t)|f (t)l%t =
n / TL J t ' n I
= i a(t) dt +
-n 4
oo
+  - f------ a(t) ( If (t)|^- 1 ) dt .
■n J ^ ' n •
o
Si llamamos (x) a la expresidn que figura en la llnea anterior, 
y si se tiene en cuenta que
Oo
H(x) = i + - f — T-- a(t)dt,
 ^ -n Jp -c
resultarâ ser
G^(x) = J^(x)4-H(x) (B)
Como la expresidn (sentx)/tx es una caracteristica (109a),es cia- î 
ro nue ae verifica p e n  tx |, ,,|
Llamando
T
J (x,T) = - f ------ a(t) ( If (t)|^ - 1 ) dt
n "Ti t n'TT -o
se tiene,segdn (A) que
T
ij (x,T)i 6  —  r  ( 1 -
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Ahora bien:
J^(x) = J„(x,T) + - 
n n 7Ç
oo
—  ^ a(t) ( - 1 ) dt ,





----- a(t) ( |f^(t)|^ - 1 ) dt
4 CO 
r
la(t) dt = c/T,
siendo Ic = (2/n) I |a(t)|dt .
Por lo tanto,para todo n® T>0,se tiene:
| V x ) | 4  |j^(x,T)[ + 2 
Tomando limites en n,quedarâ,que,para todo nUmero x, 
lim I I  6 ^ ,para todo T> 0.
Asi que se tiene,que,para todo nUmero x, 
lim I J^(x) I ** O,
0,lo que es lo raismo.
lim J^(x) = 0 ,para todo x.
Entonces,de (B)
lim G^(x) = H(x),para todo x (C)
<5 segdn 124,
lim g^( t) = lim a(t) |  ^-
= a(t) lim j f^(t)I
Como de (C),es
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lim g^(t) = a(t) ,
y ademâs a(t) es siempre no ntilo, puede garanti gars e que
lim I t) ) ^  =» 1 para oualquier t,
Usando otra vez 124,se tiene que la sucesidn de funciones de 
distribucidn F^(x) converge completamente a la degenerada en el 
origen.
Ahora bien,
P®( X4-U ) - P® ( X- )  ---> 1
“ " 0»
para valores u >0 cualesquiera y valores x < 0  ^ x + u > 0 .
De aquf se deduce que
Q®(u) * sup Pr ( x£X®6 X 4 u )
deberfa tender a un nUmero no menor que la unidad,y segUn 144a, 
serâ necesariamente para todo u > 0
Q®(u)  ► 1 .
Como
de 144d,se deduce que
Q®(u) é (^u) ---► 1, para todo u>0, q, e. d.
La demostracidn anterior contiene algunas variantes respecto a 
la original de Linnik.La demostracidn que da Lukacs del lema pre­
cedents sugiere el siguiente
314 Teorema. Sea una sucesidn de funciones de distribucidn de
probabilidad con medianas.Unicas m^ de forma que lim m^ = 0. 
Si las funciones caracterlsticas asociadas f^ verifican
lim N (f ) *= 0 a n
para algUn n® a >0,entonces la sucesidn de distribuciones 
dada converge completamente a la degenerada en el origen.
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Demostracidn;
Usaremos la raisma notacidn que en el lema anterior. Si w es un nU­
mero positive,
P^(x) = Jpjj(x-y) dP^(y) ^ dP^(y) ^ P^(x-w) i^(w) =
— oo — ao
= F^(x-w) ( 1 - P^(-w-) ) .
Comprobar la anterior cadena de desigualdades es inmediato.Por 
hipdtesis,puede encontrarse un n® n^ ,de forma que si n > n^ , 
se tenga jm^ | < w . Teniendo en cuenta la definicidn de medians, 
vdase esta en 138, résulta que si n > n^ , es
Pjj(-w-) ^ ^ ,
y,por lo tanto.
P^(x) ^  2 *
En la demostracidn de 313 y con la Unica hipdtesis,coroUn con 
ésta, de que
se probd que
p®(x) — ^  d(0)
siendo d(0) la distribucidn degenerada en O.Asl que,si x< 0,
0 4 lim i F^(x-w) i lim P^ (x) = 0 ,
luego,si x<0,se tiene que lira P^(x) = 0,
Anâlogaraente:
1 _ P®(x) ^  n  1 - P^(x-y) ) dî^ly) ^ i ( 1 - P^( X4 w ) )
-w
y si es x>0,es entonces
lira F^(x) = 1 c.q.d.
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Preciaamos introducir las siguientes
315 Definiciones.
Sea f una caracteristica cualquiera que no tenga factores pri- 
mos y sea D una descoraposicidn cualquiera de f,esto es,
f(t) = f^(t)fg(t) ... fj^ (t)
en donde cada f^ es una caracteristica.Sea a mayor que cero,de 
forma que f no se anule en -a t 4 a ( y por consiguiente 
tampoco se anulan ahl las f^ ).
Se llama norma de la deacomposlcidn D &
v(D) = MAX N^(fj)
tomândose el mâximo en 1 6 j 6 k ,y siendo el funcional de 
Khinchine.
Llamaremos v-valor de f â
V = nrp v(D)
tomândose el «jonfimo sobre to das las posibles descomposicio- 
nes de D.
316 Lema (fundamental)
Sea f una caracteristica sin factores primos.Entonces 
el v-valor de f es nulo.
Demostracidn;
Nos hard falta el siguiente y previo
317 Lema. Sean G y H dos sucesiones de funciones de distribu­
cidn de probabilidad de forma que para todo Indice n,es
°n * “n “ ^
siendo P una distribucidn independiente de n y ademâs
supondremos que x=0 es mediana de cada . Entonces,
existe una subsucesldn de G^ y otra de taies que,lia—
mando G y H a estas subsucesiones,
"k "k
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\  ^  "■
y ademâs P = G x H .
Demostracidn del resultado previo 317:
SegUn 123,G^ contiene una subsucesidn que converge en los pun- 
tos de continuidad de una cierta distribucidn.Seguiremos 11amen- 
do G^ a la subsucesidn para ahorrar subindices,Vamos a ver que 
converge completamente. SegUn 125»habrâ que ver que para cada 
nUmero u > 0  y valores grandes de a >0 y de n,es
( iau3 Itl ^<1 2- \ G (—a) < u
^ " (A)
 ^olesi^ uàletéol "1- ) a) > 1 - u
Supongamos que la primera de estas desigualdadea no se verifi- 
case.Sea b > O.Propiedades elementales de la integral nos permi- 
ten afirmar:
1 - P(b) = 1 - jG^(b-y) dH^(y) = J ( 1  - G^(b-y)) dH^(y) ^
J :
( 1 - G^(b-y) ) dH^(y) ^
Como X = O es mediana de cada distribucidn H ,se tendrâ que g •k I ^
para todo n® b > 0 '
1 — P(b)^ 2  ' ' - '
y entonces F no puede ser una distribucidn.
De igual forma se verla que la segunda de las desigualdadea (a ) 
tendrla que satisfacerse.Asl que existe una funcidn de distri­
bucidn G a la que la sucesidn G^ converge completamente.
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Anâlogamente de ge puede extraer una subsucesidn,a la que se- 
guiremos conservando el nombre,que convergerâ en los puntos de 
continuidad de cierta distribucidn.Vamos a hacer exactamente lo 
de antes para probar que esa subsucesidn converge completamente. 
Sean a, b dos nUmeros positivos (estrictamente)
J4«o 4^-00G^(a-y) dH^(y) = j  ( 1 - G^(a-y) ) dH^(y) >
+ «» ^
^  ( 1 - G^(a-y) ) dH^(y) ^
*441,
^ ( 1 — G ( —b ) ) ( 1 — H (  a 4" b ) ) «n n
Tomando b lo suficientemente grande,puede siempre garantizarse 
que
lim G^(-b) = G(-b) < i
Entonces:
1 - H (a+b) 6 2 ( 1 -  P(a))  > 0
^  a - »  4  «e»
y por lo tanto
H (x)  -- > 1 y n suficientemente grande.
^ X -4 4-«o
Igualmente se verla que para x tendiendo a menos infinite y n 
grande,el limite es cero.Llamando y 1^^ caracterlsticas
de G y II , se tiene
” ” f(t) . h^(t) e^(t)
y si llamamos H a la funcidn limite de la subsucesidn y dado 
que se ha probado que tanto G como H son distribuciones de pro 
babilidad,tendrâ sentido hablar de sus caracterlsticas g y h ,y 
iiene f(t) = h(t)g(t)
y segUn 117,
P =s H X G c.q.d.
Demostracidn del resultado fundamental 316:
Llamemos v al v-valor de f.Por definicidn,habrâ una sucesidn
  X
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de descomposicioneg de forma que
deac. D : f(t) = f _(t) ... f (t)
n f i n ^
V = lim v(D )n n
V é v(D ) <■ v + -
n n
Llamemoa f^ al factor de la descomposicidn que maximiza el va­
lor del funcional de Khinchine,esto es:
v(Dn) = N^(f^),
y llamemos f^ al producto de los restantes factores en esa des- 
composicidn.Serd
V £ N (f^) ^ V + -a J. n
f(t) = f^(t) fg(t) ,para cada n





l^m f^ = a(t)
lim fg^ = b(t)
sean caracterlsticas; verificdndose ademâs que
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f(t) = a(t) b(t)
y a a
= IJni J log j j dt = J  log |a(t)| dt
o o
= N^(a(t)) = V .
y
Supongamos que v ^  ^  N^(f) .Del resultado 142c,
N^(b(t)) ^  V
Ahora bien,por hipdtesis, f no tiene factores primes,luego puede 
encontrarse mediants sendns descomposiciones de las caracterfsti- 
cas a y b ,otra descomposicidn D tal como
desc D : f(t) = m(t)n(t)p(t)q(t)
Desde luego es
v(D) < V
asl que V no serla eittpftmo.Por tanto,necesariamente debe ser
V < i  N^(f).
Esto implica que existe una descomposicidn D de f de forma que
v(D) < i N^(f)
Cada factor de D es una caracteristica,que,por hipdtesis,no posee 
factores primes.Aplicando el mismo argumente a cualquiera de 
esos factores,se obtiene:
V < I v(D) < I Njf)
Itdrese el procedimiento y se obtendrd que v= 0 q.e.d.
Notas. _ Para poder aplicar en 316 el resultado 317,harla falta
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uvi i condioioji sobre rueiixe.nas nvilas.Iîo tiene irnportancia,pues onto siempre 
se puede conseguir inedi-nte una traslacion ".decuada.
Y observese aliora quo una traslacion équivale a mul biplicar una f u n d  on 
caracter istica por exp(ita) ,siendo a una constante real,y que ne^pân 
el resultado 142e,no se alter an los valoro.; del funcional de Khinchine.
-'b la demosbracion que precede so ha supuor;to que el v-valor v era. un punto
do acumulacion.Probemos que no puede ser alsiado.Si fuese v > 0 y aislado,exis-
tiria una descomposidon D,tal como
f(t) = f (t)....f (t)
1 n
y neria por ejemplo,
N (f ) = N (f ) = . .. = i: (f ) = V
a 1 a 2 a s  y
" j C s . d  " ••• " •
Como f^  , . . . , fg no son primas,es %)osible escvibir f^ ^  a^b ,siendo a ^  y bj_ fuu-
ci ones c r-’ct-.n- i.sticas tales quo IT^ ( a^) < v y I I b  i ) < v.Asi quo habriamos
encontrado otra desconpoddon,a saber,
f = a. b, a, b, a, b, ... f ... f 
<  ^ i i 3 Î S41
cuj/o v-valor es menor que la do partida.
3.4 Kactdrizadôn de caracteristicas enteras y do caracteristicas infinita- 
monto divisibles
Un x’osultndo fundamental quo y a fue u.sado anterlorm onte para construir un 
ejemplo os cl rdfjuiente
318 Teorema . Sea f ( t) una caracto.ristica entera tal quo f( t) = g(t)h( t) , dondo 
g y h funciones oai'actsri s tic as. .Sntonoos : Tanto g como h son f un­
ci on os enteras y ad ornas, si u es c;l orden de f,ol orden de /: y el 
ord en de h no o::c ..don de \r,
Uoi 02 .tr. '.ci un : 1^5
— êO—
Seguimos con algunas cuestiones prevlas sobre las infinitamente 
divisibles.
319 Teorema. Una funcidn caracteristica entera e infinitamente divi­
sible no tiene ceros ( ni reales ni complejos )
Demostracidn;
Sea f infinitamente divisible.Entonces es,segün 130d,
una caracteristica para cada n natural.Como f^^^ es un fac­
tor de f,segdn 318,serâ una funcidn entera.
Si fuese f(w) = 0 para algdn complejo w, tendrla una
singularidad en w,en contradiccidn con que es entera.
320 Teorema. La funcidn caracteristica de una distribucidn con
intervale soporte acotado,y que no se reduce éste a un punto, 
no puede ser infinitamente divisible,
Demostracidn;
Si tiene soporte acotado,es,segdn 228,entera y con infinites 
ceros,Ho puede ser,pues,de acuerdo con 319,infinitamente 
divisible.
Nota sobre este Ultimo resultado; El teorema 320 puede catalo- 
garse de elemental con otra raetodologla para su demostra­
cidn.
En efecto; Sea X una variable aleatoria no degenerada y tal 
que,para alguna constante a positiva,
lx| < a
Si suponemos que X posee distribucidn infinitamente divisible 
habrâ que admitir que,para cada n natural,existen n varia-
e iol«nnca *ncnte buidas





Va r ( X ) <
 ^ n
y por lo tanto, 2
VAR ( X ) , para cada n
asl que 6 VAR(X) = 0,y por tanto X es degenerada,que no lo es, 6
X no es infinitamente divisible.
El resultado fundamental 309 proporciona el siguiente:
321 Teorema, La funcidn caracteristica f de una distribucidn cuyo
intervalo soporte es acotado puede siempre escribirse como 
producto de un nUmero finito d numerable de caracterlsticas 
indescomponibles.
Demostracidn:
Hay que afladir que el intervalo soporte no se reduzca a un 
punto,en cuyo caso es trivial. SegUn 319, f no es infinita­
mente divisible.Asl que,de 309,f tiene al menos un factor
primo f^^^.Llamemos f^ al producto de los restantes facto­
res, Serâ, segUn 318,una funcidn entera de orden unidad y no 
va a ser entonces infinitamente divisible.Entonces, f tiene
(2)al menos un factor primo f j Itdrese el procedimiento,
Ilustramos el teorema:





c o s  Î
K=1 '
n
Cada uno de esos factores es una caracteristica con sdlo dos 
puntos de discontinuidad y,3 02, no factorizable.La uniforme 
sdlo admite dsta o pnrecidas factorizaciones.No puede facto- 




Un problems clâsico en la teoria do la factorizacidn ha eldo 
el de determinar la llamada clase ,esto es, la clase de las 
distribuciones infinitamente divisibles que sdlo pueden descorn- 
pone I'se en factores infinitamente divisibles.
La caracterizacidn de esta clase aUn no ha sido del todo lo- 
grada y parece un problems complicado.Lo que sigue no usa este 
tipo de resultados,Una exposicidn detelladlsima puede verse 
en R5.
El problems de la clase 1^ tiene sus antecedentes.Es probable 
que el mâs ontiguo resultado en esa direccidn sea el conocido
323 Teorema ( Cramdr,1936 )
La funcidn caracteristica de la ley noimal N(m,<y )
f(t) = exp ( imt - d^t^/2 ) 
tiene sdlo componentes normales.Ademâs si es 
f(t) = g(t) h(t) 
con,necesariamente de la forma,
g(t) = exp ( 1st - p^t^/2 )
h(t) = exp ( ibt - n^t^/2 ),
m = a + b y
,2 2 2 
6 = p 4- n
Este resultado,que fue conjeturndo por Lévy un afîo antes,es 
una consecuencia del teorema de factorizacidn de Hadamard.Pueden 
verse domestraciones en R4,R5,R9jR7 etc 
La misma idea tuvo Raikov al probar;
324 Teorema(Raikov, 1937)
La funcidn caracteristica de la distribucidn de Poisson
f(t) = exp ( a(exp(it)-l) ) ,a>0
sdlo tiene factores de Poisson.Ademâs si es
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f(t) = g(t) h(t) 
con,necesariamente de la forma,
g(t) = exp( b(exp(it)-l) ) ,b > 0
h(t) = exp( c(exp(it)-l) ) ,c > 0
es
a = b 4-c.
Reraitimos a las mismas referencias que en 323 para su demos­
tracidn.Desde luego,este Ultimo resultado no es consecuencia 
inmediata del teorema de Hadamard,porque la caracteristica 
de la distribucidn de Poisson es una funcidn entera de orden 
infinite! ; deberén utilizarse generatrices.
X  .
—64—
CAPITULO IV : SOBRE LA PACTORIZACION DE LAS LEYES GAMMA Y POISSON,
Este Ultimo capftulo expône algunas consideraciones del autor 
sobre las posibles descomposiciones de las leyes gamma y Poisson.
4.1 Sobre la factorizacidn de la gamma.
En este pUrrafo llamaremos G(a,p) a la distribucidn gamma de pa- 
râmetros a y p ,cuya funcidn de densidad es,para x no negative,
f(x;a,p) = —  ----x^^ e”®"^
r  (p)
y G en la parte negativa,siendo a>0,p>0, y P* la funcidn de 
Euler,
r  (p) = J  e"* dx
'O
La caracteristica es,109c,
( 1 - ^
401 Teorema. Sea P(x) una funcidn de distribucidn de probabilidad
con funcidn caracteristica entera f(t).
Sean n y m enteros positivos.Es imposible,entonces,la igual- 
dad siguiente:
G(a,n) = P X G(a,m)
Demostracidn:
Supongamos que n > m. Se deberla tener:
( 1 _ _îî = f(t) ( 1 - -|î )■■“ (A)
El miembro de la izquierda présenta un polo de orden n y
el de la derecha un polo de,a lo sumo,orden m <n,luego
ambas expresionès nunca coincidirlan.
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Supongamos ahora que es n < m . La funcidn de la derecha de(A) 
présenta un polo de orden m en t = -ia.Y la de la izquierda,sd­
lo de orden n.Como es m > n,podria ser que f se anulase en 
t = -la (tuviese,con precisidn,un cero de multiplicidad adecuada, 
esto es, m-n ) y la igualdad (A) podria darse.
Pero siendo f entera,no puede nunca anularse sobre el eje iraagi- 
nario en virtud de la "ridge property" (226) .El teorema queda 
deraostrado,
Por supuesto que 401 serla cierto en el caso trivialIsimo de 
ser m = n y f(t) = 1 ,para todo t.
402 Teorema. Sean X e Y variables independientes de manera que:
a) Y se distribuye segdn una G(a,p)
b) X tiene intervalo soporte acotado que no se reduce a 
un punto.
Entonces,X + Y nunca puede distribuirse como G(b ,q),para 
nUmeros b y q cualesquiera.
Demostracidn;
Supongamos que si fuera posible; entonces se deberla dar 
la igualdad siguiente: llamando f a la funcidn caracte­
ristica de la distribucidn de X,
f(t) ( 1 - - r  = ( 1 - -1-
Segdn 228,el miembro de la izquierda se anula infinitas 
veces y el de la derecha nunca.Asl que es imposible la 
anterior igualdad.
En definitiva,lo que se ha probado es que la convolucidn de 
una gamma y de una distribucidn cuyo intervalo soporte sea 
[0,a] con s finito y positivo,nunca dard una gamma.Es claro 
que ese intervalo soporte no podrla cubrir,de oualquier forma, 
ndmeros negatives,y que igualmente los puntos del "principio 
dol intervalo" deben pertenecer al soporte de In distribucidn.
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Las condiciones recién comentadas son absolut amente necesarias 
para que el planteamiento tenga algdn sentido.
Segdn esto,por ejemplo,una uniforme 6 una beta etc no pueden 
dar una gamma mediante convolucidn con otra gamma.
Nos planteamos ahora el problema siguiente; i Cuândo la con­
volucidn de una gamma con una infinitamente divisible volverâ a 
dar una gamma?
El resultado que sigue proporciona una respuesta parcial.
403 Teorema. Sean p > q > 0 y a>0. Si es
G(a,p) = G(a,q) x F, (A)
para una cierta distribucidn de probabilidad infinitamen­
te divisible,necesariamente P es una gamma de parâmetros 
a y p-q .
Demostracidn:
Desde luego,si (A) ha de ser cierto,puede garantizarse 
que P tiene segundo momento,pues si la suma de dos varia­
bles independientes tiene varianza y la tiene uno de los 
sumandos,la tiene el otro.Si llamamos K,K^ y a las 
funciones de la representacidn de Kolmogorov 132,segdn u- 
na observacidn hecha en la pdgina 39,ha de ser:
K(x) + K^(x) = Kp(x)
Como (apéndice 2) K^ y K^ son intégrales de funciones 
no negativas,son funciones absolut amente continuas y 
por lo tanto
K(x) = Kp(x) - K^(x)
es también una funcidn absolutamente continua,y,si lla­
mamos con letras mindsculas a las c orre spondiente s deri- 
vadas casi seguro Lebesgue,nos serâ licito escribir
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k(x) + k (x) = k (x)
1 P
Teniendo en cnenta las representaciones ctadas en el andndlce 
n3 2,ser&
k(x) + qxe = px
siempre que x sea positive.
La unicidad de la representacidn 132 nos dice que debe ser
K(x) = r k(x) dx 
-'o
y que corresponde a una distribucidn G(a,p-q).
La deinostracidn ha conclufdo.
Asf que,si la convolucidn de dos pammas con el mismo para­
mètre a es otra pamma(reproductividad),1a "diferencia” de 
de dos gommas del mismo paramétré a ,es otra gamma,si se su- 
pene anicionalmente que la distrlbucidn résultante ha de ser 
infinitamente divisible.
La anterior dcmostracldn sugiere:
405 Teerema. Scan a,b,p ndmeres positives.üna condicidn su- 
ficiente para que sea
G(a,p) = G(b,p) * P
siendo F una ley infinitamente divisible,es eue a < b. 
Demostracidn:
Definimes la funcldn
f 0,si es X < 0 
k(x) = j
\ px { e"*^ - e"^* ) ,si es X » 0
Probare nos eue es una funcidn no negativa.
Como X espositivo,la exponencial es mondtona y a < b,eo
exp( -ax ) > exp ( -bx )
Por tanto,k(x) es no negativa.
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AdemAs, j k(x) ax . j px ( e"®* - ) ax
^2 „2 
2p ( — X—%—  ) < 0 0
a b
Entonces la fxmcidn
K(x) = ^  k(x) dx
- 00
verifica las condiciones del tipo de Kolmogorov(132),
Si 11amamos y a las funciones de Kolmogorov de las
distribuciones G(a,p) y G(b,p),entonces basta observer que
K(x) = Kjx) - K^(x)
y que por lo tanto
G(a,p) = 6(b,p) « P c.q.a.
Nota: Lo que viene a decir 405 es que la distribucidn
gamma estâ en la llamada clase L.Aqul no se ha 
usado la clâsica condicidn de pertenencia a esta 
clase que viene dada por el hecho de que las fun­
ciones M y N de la repreeentacldn de Lévy(133) 
sean derivables a izquierda y derecha en todos 
los puntos y que u M'(u),para u<0,y u N'(u), 
para u > 0  sean funciones no credent es «Un detalla- 
do estudio de este notable subconjunto de las le- 
yes infinitamente divisibles-la clase L- puede 
verse en R0 6 en R6.
Por Ultimo varaos a ver que los resultados 323 y 324 no 
tienen pnralelo para la ley gamma
406 Ejemplo. Supongaraos que la G(l,p) sea expresable como 
convolucidn de dos leyes infinitamente divisibles
 ...... "X
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R y S.Busquemos dos leyes R y S que no sean gemmas.
K La funcidn
0,si X < 0 
r( Jt) -  ^ X, si 0 j: X < 1
e ,si X ^ 1
es no negativa e integrable Lebesgue en la recta.La com- 
probacidn es inmediata.
XX La funcidn
f 0,si X < 0
b (x ) =
X ( p e"* - 1 ),si 0 ^  X < 1
px e ^ - e ^\si ^
es no negativa e integrable Lebesgue en la recta.
En efecto, si 0 4 x ^ 1
—X / —X _ \px e - X = x( p e - 1 )
expresidn que es no negativa si suponemos,por ejemplo,
que p > e.hipdtesis que incorporamos al ejemplo.
Si I6x,
px e ^ - e”^^ = e ^ (px-e) ^ 0
Asi que es una fun' idn no negativa.Se ve fUcilmente que 
es integrable.
Llamemos K,K^ y a las funciones de Kolmogorov de
G(l,p),R y S respectivamente (puede sunonerse sin pér- 
dida de generalidad que R y S tienen varianza).Serd
K(x) = K^(x) + K^Cx) (^)
Ahora bien,las funciones
r(s) ds y J"s(t) dt
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verifican que sumadas dan precisamente K(x),luego nos pueden 
servir como las K^,i=l,2 de la igualdad anterior (A).Desde 
luego ninguna de las corresponde a una gamma,en virtud de 
la unicidad de la representacidn.Asi que se hen construfdo 
dos infinitamente divisibles,ninguna de ellas gamma,que al 
convolucionarlas dan una gamma.El ejemplo ha terrainado.
Realraente no tiene qué extrahar que 323 y 324 no tengan 
paralelo.El fondo del problems,dentro de la clase de las 
infinitamente divisibles,parece que esté en resolver una 
ecuacidn de la forma
H = (B)
siendo las H funciones del tipo de Levy-Khinchine,y estan- 
do dada ya la funcidn H, Si H présenta un s6lo salto (ca­
ses normal y Poisson,véase apéndice nO 2),es posible escri- 
bir y Hg"similares" a H de forma que (B) sea cierto.
Cuando H es continua el problems es radicalmente distinto,
4,2 Sobre la factorizacidn de la distribucidn de Poisson.
En este pUrrafo,y por razones que en su momento fueron 
expuestas,trabajaremos con la funcidn generatriz de probabili- 
dad(vëase 107).
407 Teorema. Caracterizacidn de la generatriz de Poisson
Sea P(z) una funcidn generatriz de probabilidad.Si P es 
una funcidn entera,de orden unidad y nunca nula,enton­
ces nccesariamente es
P(z) = e”* ^ s i e n d o  m>0.
Demostracidn;
Segdn 210,
P(z) = e^(^) 
donde Q es un polinomio de grado l,a lo sumo.
------------   X
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Observemos que si el grado de Q fuese cero,Q séria una constante 
y P tambitîn,evidentemente.Entonces P no séria de orden 1.
SegUn la observaciUn poderaos directamente escribir
p(^) =
con,en principio,a y b,nUmeros complejos: 
a = + ISg
b «= b^+ Ibg
donde los nUmeros a^ y b^,j = 1,2 son reales.Si z es real,
P(z) = exp( Q(z) ) = exp ( az + b ) =
= exp( a^z +b^ ) cos ( a^z +b^) +
+ 1 exp( a^z-fb^ ) sen ( a^z+b^ )
que es un ns real(107), asi que nccesariamente
exp( a^z +b^ ) sen ( ^2^ *^2  ^ ^ para todo z real,
y esto obliga a que sea
sen ( Sg z 4-bg) = 0 
lo que implica que
Bg = b2 = 0
AdemUs,como P(l) = l,serd
+ b
e = l,lo que implica que
+ b^ = 0
Por otra parte, como si 0<z<l,es P( z) ^  1, se tiene que
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e < 1, siempre que 0 < z <1.
0 sea,que
exp ( a^(z-l) ) < 1 ,siempre que 0<z<l, 
lo que necesarianente obliga a que sea 
a^> 0
Llamemos a^ = m > 0 ,
Quedard
P(z) = exp(n(z-l))
que,como un sencillo cdlculo prueba,es la funcidn generatriz de 
probabilidad de la distribucidn de Poisson.(Bastarla desarrollar 
en serie de potencias de z)
408 Corolario. Sea P(z) una generatriz de probabilidad entera, 
de orden uno y nunca nula.Si Q(z) y R(z) son otras doe 
generatrices tales que
P(z) = Q(z) R(z), 
tanto Q como R corresponden a generatrices de Poisson. 
Bemostracidn.
SegUn 407,P es de Poisson y la cuestidn se reduce a 
324.
Nota; Obsdrvese que en el corolario anterior no pueden uti- 
lizarse argumentos que serlan cosa comUn en las carac- 
teristicas,porque,en definitiva,el orden de una carac- 
teristica entera es al menos la unidad (227),pero el 
de una generatriz entera puede ser cero (por ejemplo, 
una funcidn generatriz que sea un polinomio,como
1 + 8  )
2
Estudiamos,por Ultimo las posibles formas de una generatriz 
de probabilidad,entera,nunca nula y de orden 2.
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Supongamos que P sea generatriz de probabilidad entera,nunca 
nula($),y de orden 2.SerU,segUn 210,
T M  .
donde Q es un polinomio de grado dos,a lo sumo.Con las hipdtesis 
hechas,debe ser P de grado 2,Con un argumente parecido al del 
resuitado 407,es fUcil ver que los coeficientes del polinomio Q 
deben ser reales.Asf que,podemos escribir;
2
Q(z ) ss az 4-bz + c
y a,b,c,son reales.
Como es P(l) = 1,tiene que ser
a +b 4-C = 0 (1)
Por otra parte,si O < z ^  1,es O^P(z) ^1; asi que
0<P(0) « e^(°) = ^ 1,
pero si P(0) = 1,séria evidentemente P(z)= l,y no séria P de
orden dos.Asi que necesariamente debe ser c un nS negative.
Por lo tanto,de (1)
a + b = -c > 0 
Si P tiene la forma
tt«o ^
podemoa calcular su derivada y serd; 
y tambidn
2
P'(z) = (2az + b)exp(az +bz+c)
P'(z) = ^  kp zk-1^
tc.o
Haciendo z = 0 en ambas expresiones,quedaria;
P'(0) = p^^O
(G) Nunca nula,a(iui y en otras ocasiones,signifies no nula 
para todo complejo.
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y por otra parte,
P'(0) - b e® » b P(0) .
Ahora bien:
- Si P'(0) fuese cero,deberfa ser b = 0 y eso Implicarfa que
P(z) = exp ( az^ - a ) , con a > 0
funcidn generatriz que corresponderfa a una distribucidn con- 
centrada en los puntos 0,2,4,...2k,... con probabilidades
Pq » P2 » * * • por
-a
P2k = ® “kT“
- Si P'(0) fuese estrictamente positive,como P(0) es positive 
de una observacidn anterior,deberfa ser b > 0.Teniendo en cuen- 
ta 140,debe ser
P'(z) = (2az + b)P(z) ^  0
para cualquier z O.Como para z>0,es P(z)> 0,1a Unica forma 
de quo eso se verifique es que a >0.Entonces
2 2 P(z) = exp( az + bz 4.C ) = exp{ a z + b z - a - b )  =
= exp(a(z^ - 1)) exp(b(z-l)),
que serfa la generatriz correspond!ente a la sums de dos varia­
bles independientes,una con distribucidn como la del caso an­
terior, y otra con distribucidn de Poisson de parâmetro b. 
Resumiendo,hemos probado
409 Teorema. Si P es una generatriz de probabilidad,entera, 
nunca nula y de orden 2,entonces se tiene una de estas 
posibilidades;
- P es generatriz de la variable aleatoria 2X,distribu- 
yëndose X segUn Poisson
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- P es producto de una generatriz como en el caso anterior 
por una de Poisson "corriente” .
No hay otras posibilidades.
Nota: La funcidn generatriz no tiene buenas propiedades en el 
tratamiento de estos problemas.
Por ejemplo,si la variable X se distribuye segUn una 
ley de Poisson,su funcidn generatriz es entera.Pidnse- 
se que la generatriz de la variable X/3 no es una fun- 
ci(5n entera.Y en general, qX ,con q no entero negative, 
no posee una generatriz entera.
Esto,naturalmente,no es mds que consecuencia de la défini- 
cidn de generatriz,y es lo que hace,junto con inconve­
nient es de otro tipo ya apunt ad o s,que no se use casi 
nada como herranienta en la teoria de la factorizacidn.
7 ^
A P E N D I C E S
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À p e n d i c e  1
Caracterizaremos aquf la transfonnacidn que a cada distrlbucidn
de probabilidad hace corresponder eu funcidn caracterfstica.Nece-
sitareraos el siguiente:
2
Lema. Sea f;R  » C ,tal que a hace corresnonder f(x^,x^]
y que es acotada y medible en x^ .
Si para cualquier na real x^ y cualesquiera funciones de 
distribucidn de probabilidad y ,se verifica:
j I f ( ,Xg ) dH^(Xg) dHg(yg) =
j j^f(x^,Xg) f(x^,yg) dH^(xg) dHg(yg), 
necesariamente,debe ser
f(x^,Xg + yg) = f(x^,Xg) f(x^,yg).
Demostracidn;
Llamemos d(x-a) a la distribucidn de probabilidad degenera- 
da en a.Tomemos H^(x) = d(x-b) y
Hg(x) = ^ ( d(x)+d(x-a) ) ,
siendo a y b nUmeros reales.Reemplazando en la condicidn del 
enunciado y efectuando las intégrales,résulta
f(3^ b) ( f(x^,0) + f(x^,a) ) =
= f(x]^ ,b) +  f(x2,b + a) ,para cualesquiera a y b reales 
En particular,para a «= 0 ,quedarfa:
2 f(x^,0) f(x^,b) = 2 f(x^,b)
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y por lo tanto,
f(x^,b) ( f(x^,0) + f(x^,a) ) = f(x^,0)f(x^,b)+f(x^,b + a).
Esto es:
f(x^,b + a) = f(x^,b) f(x^,a) c. q. d.
Teorema. Supongamos que K(s,x) es una funcidn que cumple las con­
diciones que siguen:
2
19 K es una aplicacidn de R en ® (complejos),acotada y medible 
en X.
26 Si y Gg son dos distribuciones de probabilidad,
+ A» 4 A»
s Gg ^  | k (s ,x ) dG^(x) = J k (s ,x ) dGg(x)
36 Si es G = G^ K G^ »se tiene
+•<09 -+•09 00
Jk(s,x) dG(x) = ( J k ( s , x )  dG^(x) ) ( J^K(s,x) dGg(x) )
Entonces es necesariamente
K(s,x) = exp ( ixA(s) ),
donde A es una funcidn real y tal que | |A(s){ ,s es realj, 
es un conjunto denso en [ o , «) .El reclproco es cierto. 
Bemostracidn:
Por la condicidn 16,toda distribucidn de probabilidad tiene 
una funcidn transformada; la integral de K respecte a la dis­
tribucidn definiria la transformacidn.Si G^ y G^ son taies
que G^ X Gg = G,y si g es la transformada de G,se tiene:
+
g(s) = J  K(s,x) dG(x) = K(s,t)K(s,u) dG^(t) dGg(u) 
y por otra parte
g(s) = J^K(s,t + u) dG^(t) dGg(u)
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For tanto,del lema anterior,se sigue:
K(s,t) K ( s , u )  = K( 3 ,  t  4- u )
Es bien conocido que las soluciones medibles de esta ecuacidn 
son de la forma
K(s,x) = exp( xr(s) ).
Si r(s) = a(s) 4- ib(s),como K estU acotada en x,debe ser
a(s) 5 o
y entonces
K(s,x) = exp( ixb(s) )
Asf que g(s) = J" exp( ixb(s) ) dG(x)
y como la caracterfstica de G,llamdmosla h(t),viene dada per 
h(t) = J^exp(itx) dG(x)
resultarU que
h( b(s) ) = g(s).
Veamos lo de la densidad.Si jb(s)j no fuese denso en[0, <» ), e- 
xistirfa un intervalo (p,q) contenido en la semirrecta positi­
va, de forma que b(s) no tomarfa valores dentro de ese inter­
valo. Construimos dos caracterfsticas del tipo de Pdlya que se 
diferencien en (p,q)U (-9,-p)»(ver figura).Las transformadas 
van acumplir,si son f^ y fg estas caracterfsticas.
V i i t> i ( i *LeJl flc
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%  = ^2
idénticamente,en contra de la gegunda condicidn,luego debe ser 
denso.
Para ver el reclproco,aproximaraos K por un polinomio trigoho- 
mdtricOjsegUn el teorema de aproximacidn de Welerstrassjluego 
usamos que,si para toda funcidn continua y acotada h,es
hdG,
es que necesariamente coinciden las funciones G^ y G^ , y esto 
probarla la unicidad,La propiedad de convolucidn se demuestra 
siraplemente efectuando los câlculos de la manera usual.
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A P E N B I C E
Téngase en cuenta que
~  J  exp( -x^/^ ) dx * J- . 4. J" e“  ^ dt = 
^ r (4) = 1.' Z
Si considérâmes





t^ e*”^  sent dt
o
esto Ultimo es la parte imaginaria de la f.c, de la gamma(l,4), 
salvo constantes multiplicativas,evaluada en el punto t = 1. 
Por tanto,P(b) = constante,y como para b = 0,es F(0) = 1 ,serd 
entonces idénticamente la unidad.As! que para todo b de [0,l] 
f(x,b) era una densidad.(Es trivial que es no negativa).




A P E  K D I C E  4
Esa notable factorizaci<5n no ea mds que consecuencia de una 
igualdad elemental.
En efecto,
2 3 2^1+Z+-Z+Z4-... +z =
= ( 1+z )(l+z^) ( 1+z^ ) ( 1+z^).,. (1+z^ ).
Basta tomar limites,y quedarla que para |zl<l,el limite del 
producto anterior eg
1 - z
Entonces,transformando asi la expresidn
p - e
se obtiens el resuitado descado.
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