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ABSTRACT 
The diagonal stabilization problem (DSP) is defined over the ring of proper 
rational functions which have no poles inside a prescribed region of the finite complex 
plane. Solvability is intimately related to systems which exhibit the property of 
cyclicity. Necessary and sufficient conditions are established for the existence of 
solutions to the DSP. A complete parametrization of stabilizing controllers for the 
2 X 2 case is given. Conditions of nonsolvability and hence nonstabilizability yield an 
explicit expression for the fixed modes of the system. 
1. INTRODUCTION 
A special case of decentralized stabilization of linear multivariable time 
invariant systems is the problem of diagonal stabilization [14]. In this special 
case the problem is to determine a stabilizing compensator c = diag{ ci } such 
that a plant P is internally stabilized under closed loop feedback control [3], 
i.e., the plant P is internally stabilized by the controller C. The internal 
stability requirement may be expressed in terms of transfer function matrices 
[3] and highlights the important role of fixed modes in decentralized stabiliza- 
tion. Various researchers have provided characterizations of fixed modes [13, 
12, 15, 4, 221. It has been shown [13] that diagonal stabilization of P is 
possible if and only if it is free of unstable fixed modes. 
Recent algebraic synthesis methods for linear multivariable control prob- 
lems have highlighted the importance of the set R &s) of proper rational 
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functions with no poles inside a region 9 := Q u {co} (Cl c C) [l, 2, 4, 5, 31. 
These methods are based on what is termed the “fractional representation” 
approach to linear systems theory. The detailed structure of the set II &s) 
has been studied in [6, 16, 17, 7, 91. 
In this paper we present necessary and sufficient conditions for solvability 
of the decentralized stabilization problem using diagonal controllers defined 
over the ring Wg(s). The existence and characterization of solutions is 
intimately related to systems that exhibit the property of cychcity. The 
characterization is essential, since it provides the means to define special type 
solutions such as proper, stable, reliable, and minimal design controllers and 
forms the basis for generalization to multichannel systems. 
The specific problem examined is the parametrization of all stabilizing 
controllers for the 2 X 2 case. The problem is reduced to determining what 
are termed mode T mutually stabilizing pairs, and the existence of such pairs 
forms the basis of a complete parametrization for the 2 x 2 case. 
The remainder of this section is devoted to notation and preliminaries. In 
Section 2 a statement of the problem is given. Necessary conditions for 
solvability of the general case are derived in Section 3. The ease of systems 
with two channels is treated in Sections 4 and 5. In Section 4 we derive 
necessary and sufficient conditions for solvability, and in Section 5 the family 
of sohrtions is defined parametric&Iy. 
Throughout this paper the following notation is used: R, C, W( s) will 
denote the field of real numbers, complex numbers, and rational functions 
respectively. R s(s) denotes the n X 1 column vectors with elements from 
R,(s). BY R T:“(s) and Iw ‘$““( ) s we denote the sets of m x n matrices with 
elements from R Pr(s) (the ring of proper rational functions) and R B(s) 
respectively. QI-, n denotes the set of lexicographically ordered, strictly in- 
creasing sequences of k integers from 1,2,. . . , n. If xi,, . . . ,xik is a set of 
vectors w=(i,,...,i,)~Q,,., thenxi A a.. /\x~~=x,A, where A denotes 
the exterior product of these vectors, If T E R z”“( s) and r < min{ m, n }, 
then by C,(T) we denote the rth compound matrix of T. If a property is said 
to be true for all i E p, this means that it holds true for all 1~ i < m. 
It is known that R&S) is a Euclidean domain [17, 181, where the degree 
function S,( t ) gives the total number of zeros of t in 9 : !2 U { 00 ) , and 
t E[W&S) is called an W,(s>unit iff a,(t)=0 [6]. A matrix T ~iR”,~“(s) is 
called R ,(s)-unimdular if det T = t E 03 &s), t an II3 q(s>unit. A matrix 
T E 08 *x”(s) can always be represented (in a nonunique way) as T = A; ‘B, 
= B,A,’ where (A,, B,),(A,, B2) are R,(s)-coprime matrix fraction de- 
scription-s [W ,(s>MFDs]. A systematic procedure for determining the family 
of coprime fractional representations is based on the Smith-MacMillan form 
of T in B and it is given in [6]. Finally, if t,, t, E R&s), then by t,/t, we 
denote that t, divides tz. 
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2. DECENTRALIZED STABILIZATION PROBLEM 
Consider the general feedback configuration of Figure 1, where P E 
w E$“( s) is the plant transfer function and C E Iw z:“(s) is the transfer 
f&&ion of the controller. It is assumed that both piant and controller are 
stabilizable and detectable [3]. Finding a C = diag{ cl,. . . , c, } such that the 
feedback system is internally stable is defined as the diagonal stabilization 
problem. 
Consider an Iw & s)-coprime MFD of the plant P = A, ‘B, where A i E 
R g’“(s), B, E W $xm(s), and (A,, B,) is an R 9( s)-coprime pair; and let 
C=diag{c,,..., c, } = N,D, ’ be an Iw ,(s)-coprime MFD of the diagonal 
controller, where ci = n,d; ‘, i E c, is an W ,(s)-coprime MFD of ci. Then 
N,=diag{n,,..., n, } and Di = diag{ d l,. . . , d m }. It is known [3] that the 
controller internally stabilizes the feedback system if and only if there exists 
some R J s) unimodular matrix U such that 
By partitioning A,, B, in terms of columns, then (1) is expressed as 
1 a,,a 2,...,a,] + [b,,b,,...,b,] 
0) 
= b 1 l,...>U,l, 
CONTROLLER PLANT 
, 
FIG. 1. 
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[ai, bi] [;:I kui, i=1,2 ,..., m, 
=pi 4 
9, 
(2) 
where Pi E IWmX2 9 (a) are matrices defined by the plant, and the vectors 
qi E IRS(S) characterize the single input, single output (SISO) controllers. 
The vectors ui are arbitrary vectors of W g(s) with the additional property 
that U “[ur,... , urn] is W ,(s)-&modular. The latter condition implies that 
u i are irreducible in 9 (have no zeros in 9). 
REWRK 1. The solvability of (1) is independent of the particular 
W ,(s)-coprime MFD of the plant which is used. 
The set (Pi, i E v> is characteristic of the plant, and for any other 
coprime MFD of the plant the corresponding set is { U,P,, i E m }, U, being 
w “,Xm(s)-unimodular. A set 9 := {Pi; i E m } will be referred to as a repre- 
sentative decentra2ized matrix set (RDM) of the plant. 
DEFINITION 1. Let 2’ E W’$xk(s), m > k, rank,(,,{ T} = k, and let Pr 
= {X:fi’EW,(s), iEr& fr/fi/.* * /fk } be the invariant functions of T 
over Iw B(s) [6]. T is cyclic if fi = . * . = fk _ 1 = 1; if more than one of the f; 
is nontrivial, T will be called noncyclic. T will be called complete, or 
irreducible, if fi = 1 for all i E m. n 
Note that .& is defined by the Smith form of T over R,(s) [6]. It is 
assumed here that P is nondegenerate (JP I# 0), and thus in any RDM set 
{ Pi, i E m } the matrices Pi have full rank over W(s). 
DEFINITION 2. An RDM set P:= {P+iEF} of the plant P will be 
called cyclic if Vi E ~JZ the matrices Pi are cyclic; if at least one Pi is 
noncyclic, then 9 will be called noncyclic. The set 9 will be called 
complete if Vi E m the matrices Pi are complete. 
Denote by F(P,) := { fii(s), j&(s) : fii(s)/fii(s)} the invariant functions 
of Pi, and by 9$, G { .F(P,); . . . ; 9( P,)} the ordered set of invariant func- 
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tions of 9. Furthermore, let Q = [P,; . . . ; I’,] and W, 2 [(w &s )-row module 
{ 0 >I. Then3 
PROPOSITION 1. Let 9 and 8 be any two RDM sets associated with the 
plant P. Then 
R9=.9$ and %Tq=S?g. (3) 
The set .9$ and the module &‘9 are thus invariants of the plant P and 
will be simply denoted by sba, 9r. Clearly, the plant is cyclic if fii = 1 for all 
i E 9, and complete if fu = 1, fzi = 1 for all i E m. 
PROPOSITION 2. If P is noncyclic, there exists no diagonal C that 
stabilizes the feedback system. 
Proof. Let B be an RDM set, and assume Pj is a noncyclic matrix. Also 
assume that there exists a diagonal stabilizing controller. By (2) P,q j = u j, 
where u i must be a coprime 0% J s)-vector (as a column of an Iw & s)-uni- 
modular matrix). Let UC ‘, Vi ’ be a pair of [w & s)-unimodular matrices that 
reduce Pi to its Smith form over rW&s) [6]. Then by partitioning U, 
1 
according to the partitioning of the Smith form we have 
~j=‘~Sj= 
and thus 
J, I 1 iii ’ (44 
Clearly, since fij/fij for all choices of (Jj, fij) and thus (dj, nj), then fij 
must divide u j, and u j is not coprime (i.e. fij f 1). This contradicts our 
assumption. n 
COROLLARY 1. A necessary condition fm diagonal closed loop stabilizu- 
tion is that the plant P is cyclic. 
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and Pc(s)=nE,fii(s); P&S) d be 
of P. The properties of pJs> are summa- 
PROPOSITION 3. Let P be an m X m plant, and pc( s) be its first 
invariant finction. Then 
(i) pC(s) is an invariant of the plant. 
(ii) The xeros in 9 := S-2 U { CQ} of p&s) are fixed closed loop poles of 
any closed loop system obtained by diagonal precornpensation and unity 
output feedback. 
Proof. Part (i) follows from Proposition 1. From the proof of Proposition 
2 it is clear that for a solution to exist, u j = frj(s)u; for all i E e. Then, 
[ Ul,U 2A...7Uml = 
= u 
filb) 0 
f&) 
0 . . 
fhb) 
[ u;,u’z”..‘u;,I > (5) 
L& u 
and for all choices of C = diag{ ci, i E m} and U’,rWp(s) unimodular, 
diag{f,,(s),..., fi,(s)} wiU be a factor in the denominator U of the closed 
loop system. Thus the zeros of pG(s) define fixed unstable closed loop poles. 
n 
REMARK 2. If p&s) denotes the fixed pole function of the closed loop 
system obtained under any diagonal precompensation and unity output 
feedback, then pc( s)/p,fc s). 
REMARK 3. The transfer function P is cyclic if and only if for every fixed 
i, i E rp, the elements of Pi are R ,(s)-coprime. 
DEFINITION 3. A cyclic plant P will be called diagonally stabilizable 
(D-stabilizable) if the condition (1) holds true for some [w & s>unimodular 
matrix U and if in N,=diag{ni,i~m}, D,=diag{di,i~m}, the pairs 
(ni, di) are coprime. n 
From Equations (1) and (2) it is clear that the problem is reduced to the 
following. Given a set of full rank cyclic matrices Pi, Pi E R gx2(s), i E 721, 
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determine the solvability of the following over R &s): 
Piqi=ui, qi= EIW~(S), di#O, iEy2, (6) 
where ui E lR z(s) is arbitrary but constrained by the coupling condition 
u= [u,,u,,..., u ,I, Iw ,(s)-unimodular. This problem will be referred to as 
the &&~biZization problem (DSP). 
3. NECESSARY CONDITIONS FOR SOLVABILITY OF DSP 
We consider the general case of DSP and examine some general solvabil- 
ity conditions. Notice that (6) may be expressed as 
[Pp..., Pm] x, = u, X,=block-diag{q,,iEm}, (7) 
e_ 
p* 
where qi = [di, nil’ = [xii, xiJt and U is Iw ,(s)-unimodular. By the Binet- 
Cauchy theorem [23] we have 
VI = u = cm(k)cm(xm), u E(WP(s) unit. (8) 
The above equation is multilinear in the parameters xii, i E m, j E 2, in 
C,,,(X,). The sparse structure of X, leads to a number of fixed zero entries 
in C,(X,). To demonstrate the form the above equation takes, we consider 
first the simple case m = 2. Then, 
0 0 
x11x21 x 13 
x 
C,(X,) =x1 Ax,= y; = Al4 . 
23 
x12x22 h 24 
0 - - _o_ 
(9) 
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If Fe = [P~~,P~~;P~~,P~~I, then C2Cp2;,> = [~12,~13~~14,~23~~24~ ad where 
a12 = b)ll>P&> u13 = hp21t, u14 = bll~p221, %?Zi = k52~pZlb '24 = h2,p221, 
a34 = b21,p221. Equation (8) may thus be expressed as 
aJ13 + Q&14 + fJ24h24 = u. (10) 
The above equation is defined by the nonzero entries in C,(X,). Note that 
the elements of C,( X2) are indexed by the sequences o E Q2,4. If the integers 
(1,2,3,4) are grouped as {pi = (1,2); p2 = (3,4)}, then an element X, in 
C2(X2)' WE Q2,4' wilI be zero if and only if more than one indices in 
w = (i,, i2) are taken from the same pi. The location of nonzero elements is 
defined by the sequences w E Q2,4 for which only one index is taken from 
pi, ps respectively. The set of sequences that characterize the nonzero 
elements in C,( X2) is r2 = ((1,3),(1,4),(2,3),(2,4)} and will be referred to as 
the essential subset of Q2,4. 
To generalize the above observations we introduce some useful notation. 
DEFINITION 4. Let Qm,2,,, denote the set of strictly increasing and 
lexicographically ordered sequences of m integers taken from { 1,2,. . . ,2m }. 
For the set of integers { 1,2,. . . , 2m } a pair partitioning is defined as the set 
of ordered pairs @ := {pi = (1,2), p2 = (3,4), . . . , p,,, = (2m - 1,2m)}. A se- 
quence {il,i2,...,in,} EQ,,,,~,,, will be called @-prime if there is no pair of 
indices (ii, ik) E o which is taken from the same p, E @. The set of all 
@-prime sequences of Q,,,,2nZ will be denoted r,,,,2 and referred to as the 
(m,2)-prime set of Qm,Pm. 
PROPOSITION 4. Let X, ElR2mx”(s), C,,(X,) = [ . . . . A, ,... I’, w E 
Q ,,,+,, I?,,,, be the (m,2)-prime set of Qm,2m, and IY&,z be the complement of 
K,2 in Qm,2m. fien 
(i) A coordinate X, is 0 for generic values of the nonzero elements in X,, 
if and only if w E I?:*,. 
(ii) The rwnzero coordinates X, that correspond to generic values of the 
elements in X, are those corresponding to r,,,,. 
The following algorithm can be used to compute the set lY,,,,a for any 
m >, 2. 
COMPUTATION OF r,,,,. 
step 1: Set m = 2. Then the set r,,, is clearly 
r2,2= ((1,3);(1,4);(2,3);(2,4)). 
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Step 2: For every sequence oa = (ii, iz) E I?,,, generate the two se- 
quences of Pa,, as {(ii, i,, 3); (ii, is, 4)). This process generates all sequences 
in Pa a. 
S&p m: For every 0,_l=(il,i2,...,im_1)Er,_1,2 generate two se- 
quences of P,,, as {(il,i2 ,..., i,_,,2m - l),(i,,i, ,..., i,_,,2m)}. This pro- 
cess generates all sequences in Pn,,2. Note that the cardinality of I;,l,2 is 2”‘. 
The form that Equation (8) takes may be simplified by setting 
yzigxij when j=2 and ysi-i’xij when j=I. (II) 
With this notation, for every u = ( ji, . . . , j,) E m&,2, we take h, 2 yj, . ’ yj,,, 
and the fixed zeros in C,(X,) appear in the l’;,, locations. Equation (8) may 
then be expressed as 
C aJ,=u, u an Iw B( s)-unit. 02) 
0 E r,,, 
The above is a Diophantine equation [21] over Iw &s) with parameters 
&,,, k {a, E R&s), u Al’,,,} and unknowns 9”,,, A {X, E Iwg(s), u E l?,,l,2}. 
For the set .zz!~ we have the following property. 
PROPOSITION 5. The parameter set &m is an invariant of the plant P 
mod& R & s>units. 
proof. If (A 1, B,), (A;, B;) are two Iw &s )-left coprime MFD pairs, then 
there exists an Iw ,(s>unimodular matrix U such that [A;, B;] = U[A,, B,] 
and thus 
P;= [Pi ,.*., PA] =U[P, )...) P”,] =uFm. 03) 
Clearly, C,,,( FL) = ]U ]C,( pm) = uC,,,( Fm), where u is an Iw & s)unit. n 
The set Sam characterizes the plant P [modulo W,(s) units] and will be 
referred to as a generator set of DSP. 
THEOREM 1. Let -pP, be a generator set of DSP defined on the plant P. 
(i) Equation (12) is solvable over R &s) if and only if the set Jai, is 
&I &s )-coprime. 
(ii) A necessary condition for solvability of DSP is that &,,, is Iw &s) 
coprime. 
464 N. KARCANIAS AND D. R. WILSON 
The proof is rather obvious and it is omitted. Note that condition (ii) is 
only necessary, not sufficient, since for every solution {h,, u E r,,,,} the 
system of equations 
A, = yj, . . . Yj,' o=(j~>...,j*)~r*,2, (14) 
cannot always be solved over (w 9(s) for the yjk. 
A greatest common divisor of -ILa, will be denoted by fc and referred to 
as a prime invariant function of the plant P. Clearly, if P is noncyclic, then 
the set .&,,, is not coprime. 
COROLLARY 2. Let P be a plant, and pG(s), fc(s) be the first and prime 
invariant functions respectively. Then: 
(i) pC dividesf,. 
(ii) The zeros of fC are fixed modes of any closed loop system obtained by 
diagonal precompensation and unity output feedback. 
A system for which fc is an Iw 9(s)unit will be called strongly cyclic. 
Notice that strong cyclicity implies cyclicity but not vice versa. An interest- 
ing observation regarding the properness of the closed loop system is given 
next. 
REMAI~K 4. If fc is not an Iw rr(s) unit, i.e. S,( fC) > 0 (there are zeros at 
s = co), then all closed loop systems obtained under diagonal precompensa- 
tion and unity output feedback have fixed poles at s = co with the total 
number defined by S,( fC). In this case the closed loop system is unstable and 
exhibits impulsive behavior for all compensator schemes of the above type. 
4. NECESSARY AND SUFFICIENT CONDITIONS FOR SOLVABILITY 
OF DSP: THE CASE OF m = 2 
The solvability of DSP has been shown to be equivalent to the solvability 
of a diophantine equation together with a set of exterior equations. The 
Diophantine equation is solvable if and only if the system is strongly cyclic. 
Thus, strong cyclicity is a necessary condition for solvability of DSP. The 
solvability of the overall problem for the case m = 2 is examined next. Note 
that in this case Equation (14) becomes 
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where X,, = d,d,, A,, = d,n,, A,= n,d2, A, = n1n2. Substituting the lat- 
ter in (15), the following two equivalent equations are obtained: 
(al,d2 + a14n2)dl + (aad + a24n2h =1, (Isa) 
(wh + +sl)d2 + (al44 + a2~n1)n2 = 1. (16b,b) 
Let us define the matrix T by 
07) 
The solvability of Equation (15) may be equivalently expressed as follows: 
PROPOSITION 6. Let m = 2. Equation (16a) has a solution over 173 &s) 
if and only if either of the following equivalent conditions holds true: 
(i) There exist ru, rs E R&s), coprime, such that the following equation 
has a solution over W &s): 
Tq,= r2, q,= [d2,n2]‘, r2= [r,,$lt. (18) 
(ii) There exist r,,, rs E IR & s), coprime, such that the following equation 
has a solution over [w &s): 
Ttql = rl, q,= [dl,nllt, rl= [~yy~~lt. 09) 
Proof. (i): Assume that a solution (n 1, d 1), ( n2, d 2) exists. From (16a) we 
may set 
Substituting (2Oa) into (16a), we have that 
@Ob) 
From the above, it follows that r,, ra must be coprime. This clearly establishes 
the necessity. Sufficiency follows by reversing the arguments. 
Part (ii) follows along similar lines. n 
466 N. KARCANIAS AND D. R. WILSON 
REMARK 5. The matrix T defined by (17) is an invariant of the system 
module units of R J s). 
Strong cyclicity implies cyclicity of the matrix T, and thus the Smith form 
of T may take either of the following expressions: 
s=l 0 T i 1 0 0 (2la) 
1 0 
%= 0 +(s) [ 1 (2lb) 
The matrix T characterizes the solvability of the problem and will be referred 
to as the fundamental matrix of DSP. T will be called degenerate [rwnde- 
generate] if S, is of the form (21a) [(21b)], and will be called complete if 
(p(s) = 1. Clearly, T is complete if it is 03 ,(s>unimodular. 
The solvability of (18) is examined next. 
THEOREM 2. A necessary and sufficient condition for solvability of 
DSP for the case m = 2 is that the plant P is strongly cyclic. 
Proof. Necessity is proved by contradiction. Assume that 
(a,,, a14? az3> aS4) are not R ,(s)coprime and that fC2 is their nonunit gtd. 
By Proposition 6, it follows that DSP is solvable if and only if (18) has a 
solution for a coprime pair ( ra, %); however, from (18) we have that &T’q, 
= r2 and thus for all choices of (d,, n,), fc/r, and fC/rB, which clearly 
leads to a contradiction. Thus strong cyclicity is a necessary condition. To 
prove the sufficiency we distinguish the following cases: 
Case (1): T is complete. Then T is Iw 9( s>unimodular, and for all (r,, up) 
coprime, q2 = T-‘r,. Thus a solution exists. 
Case (2): T degenerate. Then T may be factorized as 
T = ulv; @a) 
where u r is a minimal basis vector for the column R &s)-module [7] and vi a 
minimal basis vector for the row module of T. From (18) we have 
u1v: 
d 7, II [I 2 - 122 - rp . (22b) 
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It follows that a solution with (T,, rs) E (w&s), coprime, always exists if 
r2 = u ,X, X an Iw a( s)-unit. Thus (22b) may be expressed as 
+[~~]-A) =o --) +] =A, (224 
which always has a solution, since v: is an R ,9( s )-coprime vector. 
Case (3): T nondegenerute hut not complete. Let U, be (w 9( s)-unimodu- 
lar and reduce T to its row Hermite form over (w ,& s) [20]: 
thus wd, + n2 = Fa and z.dz = 5, If we select d, = t, E R+,(s) arbitrary and 
r;( = til, then r;, = t, E BB 9(s) arbitrary and n2 = t, - wt,. Clearly, 
[;I =w[:l] with (t,, ztl) [w 9( s)-coptime, 
and this establishes the result. W 
REMARK 6. The zeros of the prime invariant function fc: define the set 
of fixed modes of all systems obtained by diagonal precompensation and 
unity output feedback. 
The above result demonstrates that strong cyclicity is equivalent to 
G-stabilizability by diagonal precompensation for the case m = 2. 
5. PARAMETRIZATION OF SOLUTIONS TO DSP, m = 2 CASE 
The diagonal stabilization problem may be formulated as: Find (ra, rp) E 
IK! &s) such that the following equations are solvable over [w 9(s): 
T[$] = [;I> [4d[;] =l. (24) 
468 N. KARCANIAS AND D. R. WILSON 
The above equations may be equivalently expressed as 
where the (ru, rs) parameters have been eliminated. 
Case (1): T Degenerate 
By (22a) Equation (25) may be written as 
(25) 
(26) 
where u 1, v[ are R ,(s)-coprime vectors uniquely defined modulo units of 
IJX g(s)* 
THEOREMS. For strongly cyclic systems with T degenerate the family of 
diagonal stabilizing compensators is given by the family of solutions to the 
following scalar Diophantine eqwtions: 
(27) 
Proof. Let (d,, n,),(d2, n,) be a solution of DSP. Then 
By (26) we have 
IV; 
[ 1 
d2 =1 
n2 ' 
and thus r must be a divisor of 1, i.e. an IR &s>unit. Similarly, r’ must be a 
divisor of 1, and thus r’ must also be an R,(s>unit. This proves the 
necessity. The proof of the sufficiency is obvious. n 
The above result indicates that if T is degenerate, diagonal stabilization is 
reduced to stabilization of two SISO plants defined by the vectors u 1, vi; that 
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is, if we write 
then the SISO controllers (d,, n,),(d,, n,) that stabilize the overall plant are 
solutions of the SISO stabilization problems defined by 
Ulld, + u12n1= 1, 
(29) 
v,,d, + v12n2 = 1. 
Note that u I, vi are basis vectors for the maximal R 9(s) column and row 
modules of T and thus uniquely defined modulo R,(s)-units. 
The generic case T nondegenerate is considered next. 
Case (2): T Nondegenerate 
The condition (25) may be interpreted in the following way: 
PROPOSITION 7. Consider the strongly cyclic plant with m = 2 and a 
matrix T as defined by (17). The R,(s)-coprime pairs that define the 
diagonal controller stabilize the plant if and only if either of the equivalent 
conditions hold true: 
(i) (d 1, nl) stabilizes the plant defined by 
ad2 + a14n2 
a23d2 + a24n2 1 
; 00) 
(ii) (d2, n,) stabilizes the plant defined by 
[dldT = b1,4+ a23n,,a,4d, + a24n11. (31) 
Proposition 7 is a restatement of the condition (25). It describes the 
important property that stabilization of the plant by a pair (d,, n,),( d,, n,) 
is equivalent to stabilization by (d,, n,) of the SISO plant 
(d;, fil> = (al34 + amnl,a14dl + a24n1) (32) 
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or stabilization by (d,, n,) of the SISO plant 
A pair of SISO controllers (d,,n,),(d,,n,) that satisfy (25) will be 
referred to as a mode T mutually stabilizing pair. Thus diagonal stabilization 
is equivalent to the existence of mode T mutually stabilizing pairs. The 
characterization of all such pairs is intimately related to the parametrization 
of stabilizing compensators and is considered next. 
Characterization of Mode T Mutually Stabilizing Pairs 
Assume that the Smith form of T over 08 &s) is S, = diag{ 1, +(s)}, and 
let A, = { hi E C, i E p} be the distinct values of the zeros of 4(s). AT may 
be referred to as the Got range of T over [w &s). 
DEFINITION 5. Let T E R~,“‘(s) b e a nondegenerate cyclic matrix, and 
let (d, n) be an R & s)-coprime pair. Then (d, n) wiU be called mode T 
[mode T ‘1 R ,& s)-coptime if the pair (de, 6) [(d, &)I are R & s>coprime, 
where 
[a?,fii] = [d,n]T, [$] =T[;I]. (34) 
The set of mode T (or T’) coprime vectors is characterized by the 
following result. 
PROPOSITION 8. Let T E !R v”(s) b e a nondegenerate cyclic mutrix and 
A, be its root range. An R ,(s)-coptime pair (d, n) is: 
(i) mode T coprime if and only if VA E A, 
[d(A), n(A>]T(A) f 0’; (35a) 
(ii) mode T ’ coprime if and only if VX E AT 
T(X) fi;; 
[ 1 
f 0. (35b) 
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Proof. (i): Assume that (d, n) is not IR ,(s)coprime. Then there exists 
p E C, a zero of the g.c.d., such that [d(p),~I(a)] = 0’. Then from the 
definition 
and (cl, n) is R,(s)-coprime: [d(p), n(p)] # 0’. Thus for (36) to be true we 
must have IT(p)] = 0, i.e. ~1 E hr. Note that VP @ A,, IT@)] # 0, and since 
[d(p), n(p)] # 0, it follows that [d”(p), G(p)] Z 0, i.e., (&5i) has no zeros 
outside the set A,. This proves part (i). Part (ii) follows along similar lines. n 
REMARK 7. If T is complete [W ,(s)-unimodular], then every coprime 
pair (d, n) is mode T and mode T t coprime. 
Parametrization of Diagonal Stabilizing Controllers 
With the preliminary results developed above we state the following main 
result regarding the parametrization of diagonal stabilizing controllers. 
THEOFCEM~. Let P be a two input, two output strongly cyclic plant with 
T nondegenerate. Then: 
(a) Let (c,, c2) be a pair of SlSO controllers described by the R ,& s )-coprime 
pairs (d 1, n,), (d 2, nz). The following statements are equivalent: 
(i) (c,, cs) stabilize the plant. 
(ii) (d,, n,),(d,, n,) is a mode Tmutually stabilizing pair. 
(iii) (d,, n,) is mode Tcoprime, and (d,, n,) stabilizes (d;, fil). Equiva- 
lently, (d2, n2) is mode T coprime, and (d,, n,) stabilizes (d2, A,). 
(b) The family of (c,, c2) stabilizing controllers is defined as follows: 
(i) For any (d,,n,) mode T coprime pair, a subfamily of {(d2,n2)) 
controllers that together with (d 1, n,) fixed stabilize the plant is 
given by the solution of 
d;d,+ ii,n,= 1, where [d;,nJ = [d,,n,]T. (37) 
(ii) For any (d,,nJ mode T’ coprime pair, a subfamily of {(d,,n,)} 
controllers that together with (d,, n,) fixed stabilize the plant is 
given by the solution of 
d”,d,+G,n,=l, where [d2,ni,] = [d2,n,]T’. (38) 
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Proof. (a): The equivalence of (i) and (ii) follows from Proposition 7. If 
(d,, n,),(d,, n,) are mutually stabilizing, then clearly Equation (30) has a 
solution. If (d,,n,) is not mode T coprime, then [d,, n,]T = [d;, Gil] is not 
coprime and d,dz + fii,n, = 1 has no solution. Thus, mutual stabilization 
implies mode T coprimeness of (d,, nl). By reversing the arguments, mode T 
coprimeness of (d,, n,) implies that there exists (d,, n,) that stabilizes 
(d;, fi,). If we now assume that (d,, n,) is not mode coprime, then there 
exists no solution (d,, nz) of d”,d, + rii,n, = 1. 
(b)(i): For any fixed mode T coprime controller (d,, n,) the solution of 
(40a) clearly defines stabilizing pairs {(d,, ni), (d,, nz)}. To prove that all 
stabilizing pairs are generated by this process, assume there exists a (d,, nz) 
which together with some (d,, n,) stabilizes the plant. Then 
and (d,, n,) has to be T’ coprime: otherwise the above is not solvable. If we 
assume that (d,, n,) is not mode T coprime, then clearly the above equation 
is not solvable. Thus a stabilizing pair {(d,, n,),(d,, nz)} must always possess 
the property that (d,, n,) is mode T coprime and (d,, n,) mode Tt coprime. 
Therefore the above process generates the complete family of solutions. The 
proof of part (ii) follows along similar lines. n 
COROLLARY 3. Let P be a two input, two output strongly cyclic plant 
with T nondegenerate, and let A, be the R,(s) root range of T. 
(a) If T is complete, i.e. AT =0, then: 
(i) For any R,(s)-coprime pair (d,, n,) defining a controller for chan- 
nel 1, the family {(d,, nz)} of controllers of channel 2 which 
together with (d,, n,) stabilize the plant is giuen by 
[z:]=T-‘[it]+t[ ir’], tER,(s)arbitrary, (39) 
where (a,, b,) is a SISO plant that stabilizes (d,, nl). 
(ii) For any 08 B( s)-coprime pair (d,, n,J defking a controller for chan- 
nel 2, the family {(d,, n,)} of controllers which together with 
(d,, nz) stabilize the plant is given by 
[d,, n2] = T-l{ [a,, b2] + t’[ - n2, d,]}, t’ERp(s), arbitrary, (40) 
where (a,, b,) is a SZSO plant that stabilizes (d,, nz). 
473 LINEAR MULTIVARIABLE SYSTEMS 
(b) If T is not complete, i.e. AT +0, then: 
(i) For any controller (d,, nl) for channel 1 such that 
[d,(X),n,(h)]T(h)#O vhs&-, (41) 
there exists a family {(d 2, nz)} o controllers for channel 2, defined f 
by (37), which together with (d 1, nl) stabilize the pIant. 
(ii) For any controller (d,, nz) for channel 2 such that 
(42) 
there exists a family {(d,, nl)} of controllers for channel 1, defined 
by (38), which together with (d,, n,) stabilizes the plant. 
The above results provide a complete parametrization of diagonal stabiliz- 
ing controllers for a two-channel system, and this in turn provides the tools to 
investigate special type solutions such as proper, stable, reliable, and minimal 
design controllers. 
6. CONCLUSIONS 
The diagonal stabilization problem (DSP) has been defined over the ring 
R&s), and conditions for solvability have been given. For the case of 
two-channel systems a complete parametrization of diagonal stabilizing con- 
trollers has been given. 
This work provides the tools to investigate special type solutions such as 
realizable, stable, and performance related controller designs as well as the 
more general case of n-channel systems. The general case of solving the 
Diophantine equation (12) simultaneously with the multilinear system (14) is 
still under investigation. 
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