Markov chain Monte Carlo (MCMC) methods are powerful computational tools for analysis of complex statistical problems. However, their computational efficiency is highly dependent on the chosen proposal distribution. One way to solve this problem is to use adaptive MCMC algorithms which automatically tune the statistics of a proposal distribution during the MCMC run. In this work, we propose a new adaptive MCMC algorithm called the variational Bayesian adaptive Metropolis (VBAM) algorithm where the proposal covariance matrix is adapted using the variational Bayesian adaptive Kalman filter (VB-AKF). We prove a strong law of large numbers for the VBAM algorithm. We also provide the empirical convergence results for three simulated examples and for two real data examples. The VBAM numerical results are compared with other adaptive Metropolis algorithms.
Introduction
Markov chain Monte Carlo (MCMC) methods [see, e.g., 10] are an important class of numerical tools for approximating multidimensional integrals over com-plicated probability distributions in Bayesian computations and in various other fields. The computational efficiency of MCMC sampling depends on the choice of the proposal distribution. A challenge of MCMC methods is that in complicated high-dimensional models it is very hard to find a good proposal distribution.
The Gaussian distribution is often used as a proposal distribution due to its theoretical and computation properties. However, the Gaussian proposal distribution needs a well tuned covariance matrix for optimal acceptance rate and good mixing of the Markov chain. If the covariance is too small or too large, the Markov chains will be highly positively correlated and hence the estimators will have a large variance. Because manual tuning is laborious, several adaptive MCMC algorithms have been suggested [e.g. 20, 21, 19, 37, 2, 30, 31, 4, 14] to update the covariance matrix during the MCMC run.
In this article, we propose a new adaptive Metropolis algorithm, where we update the covariance matrix of the Gaussian proposal distribution of the Metropolis algorithm using variational Bayesian adaptive Kalman filter (VB-AKF) proposed by Särkkä and Nummenmaa [35] , Särkkä and Hartikainen [34] . The idea of the classical adaptive MCMC [20] is essentially to empirically estimate the covariance of the samples and use this estimate to construct the proposal distribution. However, as we point out here, such a covariance estimation problem can also be formulated as an instance of recursive Bayesian estimation, where term used for this kind of recursive estimation is Bayesian filtering [see, e.g., 33 ]. This reinterpretation allows one to construct alternative and potentially more effective adaptation mechanisms by utilizing the various Bayesian filtering algorithms developed over the years for doing the covariance estimation. The aim of this article is to propose a practical algorithm which is constructed from this underlying idea, prove its convergence, and test its performance empirically.
The structure of this article is the following: in Section 2 we review the existing adaptive MCMC methods. Section 3 is dedicated to our new adaptive Metropolis algorithm. Theoretical validity of the proposed algorithm is shown in Section 4 by proving a strong law of large numbers. In Section 5, we study the empirical convergence of the method in three simulated examples and then apply the method to two real data examples.
Adaptive Markov Chain Monte Carlo Methods
Markov chain Monte Carlo (MCMC) methods are widely used algorithms for drawing samples from complicated multidimensional probability distributions. For example, in Bayesian analysis [13] , we are often interested in computing the posterior expectation of a function g(θ ) given the measurements z 1 , . . . , z M :
We can use MCMC methods to approximate the expectation by drawing samples from the posterior distribution
and then by employing the approximation
A common construction for MCMC uses a random walk that explores the state space through local moves. The most well-known traditional MCMC method is the Metropolis algorithm. In the Metropolis algorithm we draw a candidate point θ * from a symmetric proposal distribution q(θ * | θ ) and use an accept/reject rule to accept or reject the sampled point [15, 13, 10] . The efficiency of an MCMC algorithm can be improved by carefully tuning the proposal distribution. Adaptive MCMC methods are a family of algorithms, which take care of the tuning automatically. This proposal is often chosen to be a Gaussian distribution, in which case it is the covariance matrix that needs to be tuned. Under certain settings Gelman et al. [14] show that the optimal covariance matrix for MCMC algorithm with Gaussian proposal is λ Σ, with λ = 2.38 2 /d, where d is the dimension and Σ is the d × d covariance matrix of the target distribution.
In the adaptive Metropolis (AM) algorithm by Haario et al. [21] , the covariance matrix Σ k−1 for the step k is estimated on fly as follows:
where I is the d × d identity matrix and ε is a small positive value whose role is to make sure that Σ k−1 is not singular [20, 21] . The AM algorithm of Haario et al. [21] can be summarized as follows:
• Initialize θ 0 , Σ 0 .
• For k = 1, 2, 3, . . .
-Sample a candidate point θ * from a Gaussian distribution
-Compute the acceptance probability
-Sample a random variable u from the uniform distribution U(0, 1).
-Compute the covariance matrix Σ k using Equation (4).
Different adaptive algorithms have been proposed as improved versions of the AM algorithm above. Good surveys of such algorithms are found in Andrieu and Thoms [2] , Liang et al. [26] , where the authors present ways to implement the algorithms and then show why the algorithms preserve the correct stationary distributions. For instance, apart from updating the covariance alone, one can adapt λ using the following Robbins-Monro algorithm, which alleviates the problem of Σ k being systematically too large or too small [2, 3, 36] :
In Equation (7), α is the target acceptance rate which is commonly set to 0.234 and γ k is a gain factor sequence satisfying the following conditions:
In a recent paper, Vihola [37] introduced the robust adaptive Metropolis (RAM) algorithm with an online rule for adapting the covariance matrix and a mechanism for maintaining the mean acceptance rate at a pre-determined level. Holden et al. [23] describe an adaptive independent Metropolis-Hastings algorithm, where the proposal is adapted with past samples. The limitation of this adaptation is that the information gained from doing the local steps cannot be used, so the algorithm iterations do not improve the proposal [23, 26] . Gilks et al. [17] proposed regeneration-based adaptive algorithms, where after each regeneration point the proposal distribution is modified based on all the past samples and the future outputs become independent of the past. In the population-based adaptive algorithms the proposal distributions are designed such that computational techniques are incorporated into simulations and the covariance matrix is adapted using a population of independent and identically distributed samples from the adaptive direction sampler [16] or the evolutionary Monte Carlo [28] . Another type of adaptive MCMC is proposed by Vrugt et al. [39] and Vrugt and Braak [38] , where they integrate the MCMC algorithm and differential evolution. This type of algorithm generates multiple different chains simultaneously for global exploration, and automatically tunes the scale and orientation of the proposal distribution in randomized subspaces during the search. One way of adapting the MCMC proposal distribution is by using multiple copies of the target density and Gibbs sampling [11, 18] . The idea is that a product of the proposal density and copies of the target density is used to define a joint density which is sampled by Metropolis-Hastings-within-Gibbs algorithm.
When constructing an adaptive algorithm one should be sure that the conditions for ergodicity are satisfied to ensure that the algorithm converges to the target distribution [1, 30, 32, 3, 6] . One way to ensure the ergodicity property of adaptive MCMC is in terms of the two general conditions [see, e.g., 5, 6]: diminishing adaptation and containment condition. However, these conditions are not necessary and there exist valid adaptation mechanisms that do not have these properties. In our proposed algorithm, to ensure ergodicity, we impose slightly stronger conditions that imply the diminishing and containment conditions. The imposed conditions also imply a strong law of large numbers rather than just a weak law of large numbers.
Adaptive Metropolis Algorithm with Variational Bayesian Adaptive Kalman Filter Based Covariance Update
In this section, we first briefly review the noise adaptive Kalman filter [34] which is used to adapt the covariance matrix of the proposal distribution, and then present the proposed variational Bayesian adaptive Metropolis (VBAM) algorithm.
Kalman Filter
Kalman filter [25] is the classical algorithm for estimation of the dynamic state from noisy measurements in linear Gaussian state space models. In probabilistic terms the model can be expressed as [see, e.g., 24 , 33]
where N(·) denotes the multivariate Gaussian distribution, x k ∈ R n is the dynamic state, A k−1 is the dynamic model matrix, Q k−1 is the process noise covariance, y k ∈ R d is the measurement, H k is the measurement matrix, and Σ k is the measurement noise covariance matrix. Here, x k is an unknown variable and y k is an observed variable, whereas the matrices A k−1 , Q k−1 , H k , and Σ k are assumed known. We further assume that x 0 ∼ N(m 0 , P 0 ), where m 0 and P 0 are the known prior mean and covariance. The estimation of states is recursively performed using two Kalman filter steps:
1. Prediction step:
2. Update step:
where m − k is the a priori state mean, m k is the a posteriori state mean, P − k is the a priori state covariance, and P k is the a posteriori state covariance. In Bayesian sense the Kalman filter computes the statistics for the following conditional distribution of the state given the measurements:
If A k−1 = I and the process noise is zero Q k−1 = 0, the Kalman filter reduces to the so called recursive least squares (RLS) algorithm which solves a general multivariate linear estimation (regression) problem recursively. The matrices A k−1 and Q k−1 can be used for modeling the dynamics of the state when it is not assumed to be static (as in RLS).
Variational Noise Adaptation
In the Kalman filter discussed above, the model matrices in the state space model are assumed to be known. The variational Bayesian adaptive Kalman filter [VB-AKF, 35, 34] is considered with the case where the noise covariance Σ k is unknown. The model is assumed to be of the form:
where Equation (13) defines the Markovian dynamic model prior for the unknown measurement noise covariances. If we were able to implement the optimal (nonGaussian) Bayesian filter for this model, it would compute the distribution
Recall that the Kalman filter can be considered as a generalization of the RLS algorithm. In the same way we can consider the Bayesian filter for the above model as a generalization of the RLS algorithm where the noise variance is estimated together with the linear regression solution. We can also interpret the AM covariance adaption rule in Equation (4) as a simple linear regression problem where we estimate the noise covariance together with the linear regression solution. However, in AM we throw out the linear regression solution and only retain the covariance. Because the above model is a generalization of RLS with covariance estimation, it can be seen to provide a recursive solution for estimation of the covariance in Equation (4) as a special case. This is indeed the idea of our method. However, there is no reason to only use the parameters which reduce the Bayesian filter to the RLS, but one can use the full state space model and the corresponding filter to construct the adaptive Metropolis algorithm.
Unfortunately, the exact Bayesian filter for the above model is computationally intractable. However, the joint filtering distribution of the state and covariance matrix can be approximated with the free-form variational Bayesian approximation as follows [35, 34] :
where Q x (x k ) and Q Σ (Σ k ) are unknown approximating densities formed by minimizing the Kullback-Leibler (KL) divergence between the true distribution and the approximation:
The KL divergence above can be minimized with respect to Q x (x k ) and Q Σ (Σ k ) using the methods from calculus of variations, which results in the following approximations [35, 34] :
Solving the above equations leads to the following approximation [35, 34] :
where m k and P k are given by the standard Kalman filter, and ν k and V k are the parameters of the inverse Wishart (IW) distribution. The proposal covariance can, for example, be computed as the mean of the inverse Wishart distribution:
The dynamic model p(Σ k | Σ k−1 ) needs to be chosen such that it produces inverse Wishart distribution on the Bayesian filter prediction step. As pointed by Särkkä and Nummenmaa [35] , this kind of dynamical model is hard to construct explicitly, and hence they proposed heuristic dynamics for the covariances, which was then extended by Särkkä and Hartikainen [34] . The following dynamic model is obtained:
where ν − k and Σ − k are prior parameters, ρ is a real number 0 < ρ ≤ 1 and B is a matrix 0 < |B| ≤ 1. Here the parameter ρ controls the forgetting of the previous estimates of the covariance matrix by decreasing the degrees of freedom exponentially. The matrix B can be used to model the deterministic dynamics of the covariance matrix.
For our purposes, it is useful to write the VB-AKF algorithm in a slightly modified form from Särkkä and Hartikainen [34] , such that it involves the covariance matrix in (20) explicitly. The results is Algorithm 1. Note that in the algorithm, the matrices A k , Q k and H k are defined by the selected state space model, and their use in VBAM will be shown in the numerical examples section.
Algorithm 1 VB-AKF algorithm
• Initialize ν 0 , m 0 , P 0 and Σ 0 .
• For k = 1, 2, . . .
-Prediction: compute the parameters of the predicted distribution:
Iterate the following until the convergence (say, N times for j = 1, . . ., N):
In Algorithm 1, the choice of the number of iterations N depends on the problem at hand. However, in the numerical examples we tested, we found out that the algorithm requires only a few iterations to converge (we used N = 5). However, it would also be possible to use a stopping criterion which determines a suitable time to stop by monitoring the changes in the estimates at each iteration. In the next section we will use the above algorithm to compute the covariance matrix Σ k for a proposal distribution.
Variational Bayesian Adaptive Metropolis Algorithm
We are now ready to describe the variational Bayesian adaptive Metropolis (VBAM) algorithm where the covariance matrix is updated with VB-AKF. The idea is simply to replace the covariance computation in Equation (4) with the estimate of covariance computed by VB-AKF Algorithm 1. However, to ensure the convergence of the method, we need the following restrictions (see Section 4):
1. The state space model in Equations (11) and (12) needs to be uniformly completely controllable and observable with any bounded sequence of Σ k . This is quite natural, because otherwise the state estimation problem would not make sense as such. For the definitions of uniformly completely controllable and observable models, see Definitions 4 and 5. 2. We need to have ρ = 1 and B = I in our dynamic model for the covariance matrix. This is needed to enforce diminishing adaptation of the covariance matrix. 3. The target distribution needs to be compactly supported. In principle, this is a restriction on the application domain of the method, but in practice, we can imagine to truncate the distribution at some value which exceeds to maximum floating point number that can be represented in the computer system. 4. We need to force uniform lower and upper bounds for the covariances Σ k and therefore we need to include an additional boundary check to the method. For that purpose, we fix some constants 0 < µ 1 ≤ µ 2 < ∞ determining the feasible values for Σ k , and enforce by projection whenever necessary that µ 1 I ≤ Σ k ≤ µ 2 I. In practice, we can set µ 1 to be very small and µ 2 very high so that we practically never hit the boundaries. Note that for two matrices A and B, the ordering A ≤ B here means that B − A ≥ 0 is positive semidefinite. 5. We also ensure that the values λ k stay within [δ λ , δ −1 λ ] for some constant δ λ ∈ (0, 1] by using a truncation procedure.
The following Algorithm 2 is the variational Bayesian adaptive Metropolis (VBAM) algorithm.
Algorithm 2 Adaptive Metropolis algorithm with VB-AKF algorithm
• Initialize θ 0 , Σ 0 , m 0 , P 0 , ν 0 , and λ 0 . The choice of initial parameters depends on the problem at hand. However, note that m 0 = 0, P 0 = I, λ 0 = 2.38 2 /d and ν 0 = d + 2 are often used.
-Calculate the acceptance probability:
-Update the proposal covariance matrix by computing it with the VB-AKF Algorithm 1 where
If this is not true, set Σ k = Σ k−1 and do a single iteration of the VB-AKF update step (ignoring the last equation) to compute the updated mean and covariance corresponding to this noise covariance.
-Optionally, update λ k using Equation (7).
Proof of Convergence of VBAM
In this section we show the convergence of our variational Bayesian adaptive Metropolis algorithm (VBAM) using the law of large numbers. We consider two variants of the algorithm, with and without λ k , simultaneously. To prove the convergence of our proposed VBAM algorithm, it is enough to prove the following theorem.
Theorem 1.
Suppose that the target density π(θ) = p(θ | z 1 , . . . , z M ) is bounded and has a bounded support. Furthermore, suppose that ∑ k≥1 k −1 γ k < ∞. Then, for bounded functions f , the strong law of large numbers holds,
where θ 1 , . . . , θ n are VBAM generated samples assuming the uniform complete controllability and observability properties (see Definitions 4 and 5) of the state space model are satisfied.
Before proving Theorem 1, we introduce some concepts in the filtering theory and some supporting lemmas that are used in the proof. We briefly introduce the concepts of information matrix and controllability matrix, as well as the concepts of uniform complete observability and uniform complete controllability in terms of them. These concepts are very well known in the field of statistical estimation and filtering of stochastic processes [24] , and they ensure the conditions that the prior distribution is non-degenerate and that the posterior covariance of the state is bounded and hence computing an estimate of the state is possible in statistical sense.
Definition 2 (Information matrix). The information matrix ̥ is defined as [24]
where [24] 
Definition 3 (Controllabilty matrix). The controllability matrix is defined as
where
The state space model (11) and (12)) is said to be completely observable if ̥(M, 1) > 0. Similarly, it is completely controllable if (M, 1) > 0. We now introduce the concepts of uniform complete observability and uniform complete controllability as defined by [24] . These concepts are required in Lemma 6. 
Definition 4 (Uniform complete observability
Having introduced the two important concepts for the proof, we next state and prove the lemma which shows the boundedness of m k and P k . After that we state and prove the lemma for diminishing of the difference of VBAM covariance matrices. The two Lemmas 6 and 8 are required in the proof of Theorem 1. (11) and (12) is uniformly completely observable and uniformly completely controllable for any sequence Σ k which is bounded below by µ 1 I and above by µ 2 I. If P 0 > 0, then m k and P k produced by the VBAM are uniformly bounded.
Lemma 6. Assume that the state space system defined by Equations
Proof. The sequence Σ k produced by VBAM algorithm is always bounded below by µ 1 I and above by µ 2 I by construction. Given the bounded sequence Σ k , the computation of the means m k and covariances P k reduces to conventional Kalman filtering. Because the state space model is uniformly completely observable and controllable, by Lemmas 7.1 and 7.2, and Theorem 7.4 in Jazwinski [24] , the mean and covariance sequences are uniformly bounded provided that the measurements are bounded. The measurements are the samples from the target distribution which is assumed to be compactly supported and thus are bounded.
VB-AKF algorithm itself contains a fixed point iteration and for the VBAM algorithm to converge to something sensible, we need this iteration to converge. This is ensured by Theorem 7 which is proved below.
Theorem 7. The sequence {Σ
(1) Proof. Recall [35, 34] that Equations (17) and (18) actually arise in the solution to the minimization of the KL divergence functional
. .} produced by the VB-AKF algorithm iteration converges to a below and above bounded matrix Σ
under the constraints that Q x and Q Σ integrate to unity. The minimization with respect to Q x then gives (17) and the minimization with respect to Q Σ gives (18) . The fixed point iteration in VB-AKF is just an implementation of the following coordinate descend iteration with j = 1, 2, 3, . . .:
It is now easy to show that J is a convex functional in both the arguments and hence the coordinate descend is guaranteed to converge [see, e.g., 27]. When the probability density of a Gaussian distribution converges, its mean and covariance converge as well. Similarly, the convergence of the probability density of an inverse-Wishart distribution implies that its parameters convergence as well. The given conditions on the means and covariances ensure that the posterior distribution is well-behaved, which further ensures that the limiting approximating distributions and their statistics are well-behaved (finite and non-zero) as well. Hence the result follows.
Next we will show that Σ k − Σ k−1 converges to zero provided that we have ρ = 1 and B = I. Intuitively, the selection ρ = 1 ensures that
converges to zero and B = I ensures that the prediction step does not alter the converged covariance matrix.
Lemma 8. The sequences m k and P k produced by the VBAM satisfy
Σ k − Σ k−1 F ≤ c a k ,
where c is a constant and · F is the Frobenius norm.
Proof. We will start by considering the case where in Algorithm 2, we have resorted to truncation and have set Σ k = Σ k−1 . Because this implies that Σ k − Σ k−1 F = 0, the condition is trivially satisfied. In the case that the truncation is not done we proceed as follows.
Let's denote Ξ k = y k − H m k . Since by Lemma 6, Σ k , m k and P k are bounded, we have Σ k F ≤ c Σ , Ξ k Ξ T k F ≤ c Ξ and H k P k H T k F ≤ c P for some constants c Σ , c Ξ and c P . According to Theorem 7 the iteration in VB-AKF converges and thus we can assume Σ k is the solution to the fixed point equation. If we set B = I, Equation (22) then gives
Next we state and prove the lemma which shows the boundedness of the difference of transition probabilities. Let us denote by Π λ ,Σ the Markov transition probability of a random-walk Metropolis algorithm with the increment proposal distribution N(0, λ Σ) .
Lemma 9. For the VBAM algorithm, there exists a constant c D < ∞ such that
, and the latter supremum is taken with respect to measurable functions.
Proof. By construction, the eigenvalues of λ k Σ k are bounded and bounded away from zero, uniform in k. Therefore, Proposition 26(i) of [36] implies the existence of a constant c ∆ < ∞ such that
Both Σ k F and λ k−1 are bounded, and an easy computation shows that
The proof is concluded by applying Lemma 8 to bound
Finally, we give the proof of Theorem 1.
Proof of Theorem 1. We use Fort et al. [12, Corollary 2.8] , with Θ n = λ n Σ n , V ≡ 1 and π Θ n = π. We need to check that the conditions (A3)-(A5) are satisfied. It is easy to show that (A3) holds for example with λ Θ = b Θ = 1/2, because the eigenvalues of feasible covariance matrices Θ are bounded and bounded away from zero by construction, and one can find δ Θ ≥ δ > 0 [e.g. 36, proof of Theorem 7] . Therefore, sup Θ L Θ < ∞ and (A5) holds trivially. For (A4), it is enough to observe that
where we have used Lemma 9, our assumption on γ k and the fact that sup k≥1 k a k < ∞, because ν k increases linearly if we select ρ = 1 which gives ν k = ν 0 + k. [36] .
Remark 10. We note that our result generalises immediately if we replace the Gaussian proposal distribution with a multivariate Student's t-distribution. It is possible to elaborate our result by omitting the bounds for the scaling adaptation by additional regularity conditions on π. This can be achieved by showing first the stability of the scaling adaptation in the lines of Vihola

Numerical Results
In this section, the convergence of the algorithm is assessed empirically 1 . We first present three simulated examples which are often used in literature to study the performance and convergence of adaptive MCMC algorithms. In the first example, we compare our proposed VBAM algorithm with the AM algorithm proposed by Haario et al. [20, 21] using an example from the articles. We use a Gaussian random walk model as the state space model in the VBAM. In the second example, we apply AM and VBAM to the 100-dimensional example from Roberts and Rosenthal [31] . In the third example, we apply VBAM to a wellknown benchmark of sampling from a 20-dimensional banana shaped distribution and compare the empirical results with the AM results of Roberts and Rosenthal [31] . Finally, we apply the VBAM algorithm to two real data examples. In those examples we analyze the chemical reaction model found in Himmelblau [22] and the bacteria growth model found in Berthouex and Brown [8] .
One dimensional projection of the density function
In this example, we consider a one dimensional projection of the density function similar to that of Haario et al. [21] . We aim to sample from a density π π
For AM algorithm, we initialized the proposal covariance as Σ 0 = I and updated it using Equation (4) with the values of ε and λ k set to 0.0001 and 2.8322, respectively. For VBAM algorithm we used a random walk model defined as
where A = I and Q = 0.001 2 I, H = I. It is easy to show that this model is uniformly completely observable and controllable for any bounded sequence of Σ k . We initialized the prior mean and covariance as m 0 = 0 0 T and P 0 = I while we set ν 0 = 4. To compare the performance of AM and VBAM algorithms, we generated 10 6 samples from each algorithm. As in Haario et al. [21] , the comparison is done through computing the density differences of each method and the results are shown in Figure 1 . The left column plots show the empirical densities produced by the adaptive Metropolis (AM) algorithm and the proposed variational Bayesian adaptive Metropolis (VBAM) algorithm, respectively. The right column shows, for each method, the difference between the real target density and the empirical densities. The VBAM algorithm indeed seems to give samples that follow well the true distribution, that is, the empirical density approximates well the true density. Because the density differences are around zero the results show the VBAM algorithm performs better than the AM algorithm.
100-dimensional Gaussian target distribution
In this example, we consider a high-dimensional Gaussian target distribution as discussed in [31] . Here, the target distribution is N(0, MM T ), where the entries of the d × d matrix M are generated from unit Gaussian distributions [31] . We compare our results with a version of the AM algorithm considered in the article using the C-language implementation (adaptchol.c) provided by the authors. For the experiment we also implemented a C-language version of our VBAM adaptation so that the only difference in the runs is the covariance adaptation. In the AM algorithm of Roberts and Rosenthal [31] , at iteration k, the proposal distribution is defined as
where Σ k is the current empirical covariance and β is a small positive constant.
In the numerical experiment, we chose the dimensionality to be d = 100 and β = 0.05 following Roberts and Rosenthal [31] . For the VBAM algorithm, the state space model used is the Gaussian random walk model (27) with A = I, H = I, and Q = 10 −9 I, and λ k is updated using Equation (7). We initialized λ 0 = 2.38 2 /2, the value of α was 0.234 and we used the following γ k [26] :
where k 0 > 1 is the pre-specified value and τ ∈ (1/2 , 1]. The used values for k 0 and τ were 1000 and 0.99, respectively. Trace plots of the first coordinates of the AM and VBAM chains are shown in Figure 2 . It can be seen that the VBAM seems to stabilize to the stationary distribution a bit faster than the AM algorithm. This is confirmed by the suboptimality factors [see 31] shown in Figure 3 . In this examples, the suboptimality factor of VBAM reaches the value of around 1 faster than AM which implies that its adaptation works faster.
20-dimensional banana-shaped distribution
In this example, we consider a banana-shaped distribution which is also often used as an example to study the performance of adaptive MCMC algorithms [see, e.g., 20, 31, 21, 9] . The banana-shaped distribution density function is given as
where B > 0 is the "bananicity" constant. We used the VBAM algorithm to sample from this distribution and compared the results with the AM algorithm of Roberts and Rosenthal [29] whose proposal distribution was (28) . The VBAM state space model was the random walk model (27) with A = I, H = I and Q = 10 −9 I. As in [29] , we set d = 20 and B = 0.1 and ran the AM and VBAM algorithms for 10 6 iterations. Figure 4 shows the trace plots for the first components x 1 and x 2 . It can be observed that the AM and VBAM algorithms both mix with an approximately same speed. Figure 5 shows the scatter plots for AM and VBAM algorithms. As can be seen, the shapes of the plots indeed have a banana-like shape and they cover the support of the distribution well. In this example we did not find any significant difference between AM and VBAM, but still it shows that also the VBAM algorithm works well in this challenging sampling problem.
Chemical Reaction Model
As the first real data example 2 we analyze a chemical reaction model studied in the book by Himmelblau [22] . The model found in [22, page 326-327 ] is a result of deterministic modeling of chemical reactions which involve six species (A, B, C, D, E and F) and three type of reactions. 2 Both the real data models can also be found in http://helios.fmi.fi/~lainema/mcmc/examples.html, where the author analyzes them using MCMC. The chemical reactions are
and they are modeled with the differential equations
The task is to estimate the parameters k 1 , k 2 and k 3 from experimental data having The reported parameter values were k 1 = 14.7, k 2 = 1.53 and k 3 = 0.294 [22] . We applied the VBAM algorithm to sample the parameters and then compared the results with the reported ones. We used the random walk state space model (27) with A k = I, H k = I and Q k = 10 −9 I.
The marginal distribution plots esimated from 100000 VBAM samples are shown in Figure 7 . In the figure, it can be seen that the estimates are well consis- tent with the reported parameter values. The scatter plots for VBAM samples are shown in Figure 8 . It is observed that there exist correlation between parameters, for example, k 2 and k 3 seems to have negative correlation. However, the correlation is not particularly strong and hence the parameters are quite well identifiable from the data. 
Monod Model
As the second real data example, we analyze the bacteria growth models studied in the book by Berthouex and Brown [8] . The estimation of the parameters of the Monod model has been studied for instance, in [8, Chapter 35] , where the authors used the experimental data shown in Figure 9 . The data were obtained by operating a continuous flow biological reactor at steady-state conditions and the following Monod model was proposed to fit the data:
In Equation (31), y is the growth rate expressed per hour and is obtained at substrate concentration x, θ 1 is the maximum growth rate expressed per hour, θ 2 is the saturation constant, and ε is a Gaussian noise [8] . In [8] , the parameters were estimated to be θ 1 = 0.153 and θ 2 = 55.4. We estimated these parameters using the VBAM algorithm. We used the random walk state space model (27) 
Conclusion and Discussion
In this paper, we have proposed a new adaptive Markov chain Monte Carlo (MCMC) method called variational Bayesian adaptive Metropolis (VBAM) algorithm, which adapts the covariance matrix of the Gaussian proposal distribution in the Metropolis algorithm with the variational Bayesian adaptive Kalman filter [VB-AKF, 34]. We have shown that the method is indeed a valid adaptive MCMC method in the sense that it samples from the correct target distribution by proving a strong law of large numbers for it. We have numerically tested the performance of the method in widely used example models and compared it to two other adaptive MCMC schemes. In the first two simulated experiments, our method turned out to perform better than the AM algorithm of Haario et al. [20, 21] . In the third simulated example, the performance was similar to the performance of the AM algorithm of Roberts and Rosenthal [29] . In the two real data examples, VBAM also produced results which are consistent with results reported in literature.
The advantage of the proposed method is that it has more parameters to tune, which gives more freedom. In particular, the tight relationship with the linear systems theory and Kalman filtering allows one to borrow good state space models from target tracking literature [24, 7] and use them as the models in VBAM. The correctness of the method can be easily verified by checking that the resulting state space model is uniformly completely observable and controllable, which is a standard step in building state space models. Sometimes, however, the freedom of choosing algorithm parameters can be seen as a disadvantage, because manual tuning of the VB-AKF model parameters can turn out to be challenging. Fortunately, in many cases a simple Gaussian random-walk state-space model is a good default choice.
The computational requirements of the VBAM method are typically O(d 3 ), where d is the parameter dimensionality, while the complexity of a usual implementation of AM is O(d 2 ). This is because the VB-AKF step is needed, which amounts to a (constant) number of Kalman filter updates at each iteration and these operations are computationally more demanding than what is needed in the standard AM. However, these operations are still quite cheap and when the model is complex enough to require MCMC sampling, the evaluation of the distribution can be expected to dominate the computation time anyway. Furthermore, these operations can be typically optimized for a given state-space model. For example, in the random walk model we do not actually need to perform all the matrix operations in full generality, because the model matrices are diagonal. Even though the basic implementation of the method is straightforward and not significantly harder than implementation of an AM algorithm, developing an optimized version of the VBAM method for a particular type of state-space model can be more complicated.
An advantage of the method is that it can also easily be generalized in various ways. For example, we could extend it by replacing the linear Kalman filter with non-linear Kalman filters such as the extended Kalman filter, a sigma-point (unscented) filter, or even particle filters [see 33]. In fact, provided that we can ensure that the mean and covariance of the corresponding non-linear Kalman filter remain bounded, replacing the linear VB-AKF with a non-linear one [34] should lead to a valid VBAM algorithm as well. Similarly, a (Rao-Blackwellized) particle filter could be used for estimating the noise covariance [see 33, Section 12.3.5] and provided that the adaptation can be shown to diminish in time. However, with non-linear state space model it will be hard to find good state-space models for the algorithm. This path is interesting though, because it can lead to a completely new family of adaptive MCMC algorithms, which utilize different kinds of filters in the proposal adaptation.
