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Estimating the Parameters of Rayleigh Cumulative Exposure Model 
in Simple Step-Stress Testing 
 





Assumes the life distribution of a test unit for any stress follows a Rayleigh distribution with scale 
parameterθ , and that )(θLn  is a linear function of the stress level. Maximum likelihood estimators of 
the parameters under a cumulative exposure model are obtained. The approximate variance estimates 
obtained from the asymptotic normal distribution of the maximum likelihood estimators are used to 
construct confidence intervals for the model parameters. A simulation study was conducted to study the 
performance of the estimators. Simulation results showed that in terms of bias, mean squared error, 
attainment of the nominal confidence level, symmetry of lower and upper error rates and the expected 
interval width, the estimators are very accurate and have a high level of precision. 
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The Rayleigh distribution arises in a variety of 
fields. This distribution is frequently employed 
by engineers and scientists as a model for data 
resulting from investigations involving wave 
propagation, radiation and related inquiries as 
well as in the analysis of target error data Cohen 
and Whitten (1988). Some types of electro 
vacuum devices age rapidly with time even 
though they may have no manufacturing defects, 
the Rayleigh distribution is quite appropriate for 
modeling the lifetime of such units as it 
possesses a linearly increasing hazard rate 
Johnson, Kotz and Balakrishnan (1994). Other 
applications and motivations for the Rayleigh 
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Accelerated life tests are used to quickly 
obtain information on the life distribution of 
products by testing them at higher than nominal 
levels of stress to induce early failures. Data are 
obtained at accelerated conditions and based on 
a regression type model, results are extrapolated 
to the design stress to estimate the life 
distribution; such overstress testing reduces time 
and cost. One method of applying stress to the 
test units is a step-stress scheme which allows 
the stress of a unit to be changed at specified 
times. Nelson (1980) described this important 
type of accelerated life test. In step-stress 
testing, a unit is placed on a test at an initial low 
stress, if it does not fail in a predetermined time, 
τ , stress is increased. If there is a single change 
of stress, the accelerated life test is called a 
simple step-stress test. 
The cumulative exposure model defined 
by Nelson (1990) for simple step-stress testing 


















where )(tGi is the cumulative distribution 
function of the failure time at stress Xi, τ  is the 




time to change stress and s  is the solution of 
)()( 21 sGG =τ . 
Most of the available literature on a 
step-stress accelerated life testing deals with the 
exponential exposure model. Khamis and 
Higgins (1996, 1998) proposed a new model 
known as KH model for step-stress accelerated 
life test as an alternative to the Weibull 
cumulative exposure model. 
Miller and Nelson (1983) obtained the 
optimum simple step-stress accelerated life test 
plans for the case where the test units have 
exponentially distributed lifetimes. Bai, Kim and 
Lee (1989) extended the results of Miller and 
Nelson (1983) to the case of censoring. Khamis 
and Higgins (1996) obtained the optimum 3-step 
step-stress using the exponential distribution. 
Alhadeed and Yang (2005) obtained the 
optimum design for the lognormal step-stress 
model. Al-Haj Ebrahem and Al Masri (2007(a)) 
obtained the optimum simple step-stress plans 
for the log-logistic cumulative exposure model, 
by minimizing the asymptotic variance of the 
maximum likelihood estimate of a given 100 P-
th percentile of the distribution at the design 
stress.  
Al-Haj Ebrahem and Al Masri (2007(b)) 
obtained the optimum simple step-stress plans 
for the log-logistic distribution under time 
censoring.  Xiong (1998) presented the 
inferences of parameters in the simple step-
stress model in accelerated life testing with type 
two censoring. Xiong and Milliken (2002) 
studied statistical models in step-stress 
accelerated life testing when stress change time 
are random and obtained the marginal life 
distribution for test units. Nonparametric 
approaches for step-stress testing have been 
proposed by Shaked and Singurwalla (1983) and 
Schmoyer (1991). For additional details, see 
Chung and Bai (1998) and Gouno (2001). This 
article considers point and interval estimation of 
Rayleigh cumulative exposure model 
parameters. 
 
Model and Assumptions 
The probability density function and the 
cumulative distribution function of the Rayleigh 
































θ        (2) 
 
The following assumptions are understood: 
 
1. Under any stress the lifetime of a test unit 
follows a Rayleigh distribution. 
2. Testing is conducted at stresses X1 and X2, 
where X1 < X2. 
3. The relationship between the parameter iθ  
and the stress Xi is given by 
ii XLn 10)( ββθ += , where 0β  and 1β  are 
unknown parameters to be determined from 
the test data. 
4. The lifetimes of test units are independent 
and identically distributed. 
5. All n units are initially placed on low stress 
X1 and run until time τ  when the stress is 
changed to high stress X2. At X2 testing 
continues until all remaining units fail. 
 
Verification that the Rayleigh cumulative 
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If 2YT = , then the cumulative exposure model 
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Note that )(tG  is not a step-stress exponential 
cumulative exposure model. For simplicity, let 
2
1 ττ = , so that the cumulative exposure model 
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and the corresponding probability density 

















































Model Parameters Estimation 
Let jit , inj ...,,2,1= , 2,1=i  be the 
observed lifetime under low and high stress, 
where 1n  denotes the number of units failed at 
the low stress X1 and 2n denotes the number of 
units failed at the high stress X2. The Likelihood 
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The maximum likelihood estimates 0βˆ  and 1βˆ  
for the model parameters 0β  and 1β  can be 















∂ jitLnL  = 0          (10) 
 
In order to construct confidence intervals for the 
model parameters, the asymptotic normality of 
the maximum likelihood estimates are used. It is 
known that: 
 ( )11010 ˆ),,(~)ˆ,ˆ( −FN ββββ  
 
where 1ˆ −F  denotes the inverse of the observed 
Fisher information matrix Fˆ . The observed 
Fisher information matrix Fˆ  is obtained by 
evaluating the second and mixed partial 
derivatives of ),,( 10 ββjitLnL  at the 




























































Thus, a )1( α− 100 % confidence interval for 
the model parameter lβ , 1,0=l  is given by: 
 
1 /2 1 /2
ˆ ˆ ˆ ˆ[ . ( ), . ( )]l l l lZ S E Z S Eα αβ β β β− −− +  
 
where )ˆ(. lES β  denotes the standard error of 
the maximum likelihood estimates lβˆ  which is 
the square root of the diagonal element of 1ˆ −F , 
and 2/1 α−Z  is the ( 2/1 α− ) percentile of the 
standard normal distribution. 
Note that an optimal test plan can be 
determined by minimizing with respect to the 
change time 1τ  the asymptotic variance at the 
design stress X0. Thus, the numerical search 
method was used to find the value of *1τ  that 
minimizes TXFX )1(ˆ)1( 0
1
0
− , where 
TX )1( 0 denotes the transpose of the vector 
)1( 0X . Thus the optimum time to change 
stress under the Rayleigh cumulative exposure 
model is *1
* ττ = . 
 
Example 
The data in Table 1 includes n = (n1+ n2) 
= 30 simulated observations from cumulative 
exposure model (5) defined above. The values 























The simulated data results show: 
1. The values of the maximum likelihood 
estimates are 0βˆ = 2.45473, 1βˆ = 4.10729. 
2. The inverse of the observed Fisher 









235227.0119688.0ˆ 1F  
3. A 95% confidence interval for 0β  is 
[1.77665, 3.13281]. 




A simulation study was conducted to 
investigate the performance of the maximum 
likelihood estimates, and the performance of the 
confidence interval based on the asymptotic 
normality of the maximum likelihood estimates. 
The criteria used for the evaluation of the 
performance of the maximum likelihood 
estimates were the bias and the mean squared 
error (MSE). For the confidence interval with 
confidence coefficient )1( α−  the following 
were calculated: 
 
1. The expected width (W): the average 
width of the simulated intervals. 
2. Lower error rate (L): the fraction of 
intervals that fall entirely above the true 
parameter. 
Table 1: Simulated Data 
Stress Failure Times 
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3. Upper error rate (U): the fraction of 
intervals that fall entirely below the true 
parameters. 
4. Total error rate (T): the fraction of 
intervals that did not contain the true 
parameter value. 
 
The indices of the simulation study were: 
• n: total number of units placed on the 
test, n = 10, 40, 80, 100. 
• X1: low stress level, X1 = 0.1, 0.2, 0.3, 
0.5. 
• X2: high stress level, X2 = 0.9, 1.0, 1.2, 
1.3, 1.9. 
• For =0β 4, =1β 6, α = 0.05 and for 
each combination of n, X1 and X2 2,000 
samples were generated. 
 
Results 
Tables 2-5 show simulation results for parameter 
0β , while Tables 6-9 show simulation results 





























Based on the simulation results the following 
conclusions are put forth. For the parameter 0β , 
the maximum likelihood estimate 0βˆ  has small 
values of bias and mean squared error, also as 
the sample size increases the value of the bias 
and the mean squared error decreases. The 
confidence interval for 0βˆ  had a small expected 
width value and the expected width decreases as 
the sample size increases. In terms of attainment 
of the coverage probability and the symmetry of 
lower and upper error rates, the intervals behave 
very well especially for large value of n. Also, 
from the results it appears that, for the same 
value of X2, as the value of X1 increases the 
values of expected width, bias and mean squared 
error also increase. Conversely, for the same 
value of X1, as the value of X2 increases the 
values of expected width, bias and mean squared 
error decrease. Thus, the recommendation is to 
use a small value of X1 and a large value of X2, 
and the same conclusions can be drawn for the 



























Table 2: Simulation Results of the Parameter 0β  when n = 10 
X2 X1 W L U T Bias MSE 
0.9 
0.1 2.1703 0.0440 0.0000 0.0440 0.2576 0.2089 
0.2 3.0980 0.0415 0.0000 0.0415 0.2607 0.4146 
0.3 4.1653 0.0505 0.0015 0.0520 0.3094 0.8260 
0.5 7.9925 0.0540 0.0040 0.0580 0.5476 3.1766 
1.0 
0.1 1.9623 0.0380 0.0005 0.0385 0.2499 0.1951 
0.2 3.0753 0.0390 0.0005 0.0395 0.2477 0.3675 
0.3 3.8550 0.0525 0.0025 0.0550 0.3097 0.7143 
0.5 6.0328 0.0435 0.0050 0.0485 0.4283 2.1923 
1.2 
0.1 1.9296 0.0430 0.0000 0.0430 0.2543 0.1796 
0.2 2.6484 0.0410 0.0010 0.0420 0.2520 0.2965 
0.3 3.3296 0.0520 0.0010 0.0530 0.3024 0.5133 
0.5 4.9964 0.0540 0.0025 0.0565 0.3945 1.3313 
1.3 
0.1 1.8004 0.0350 0.0005 0.0355 0.2496 0.1637 
0.2 2.4806 0.0435 0.0010 0.0445 0.2625 0.2787 
0.3 3.1185 0.0395 0.0030 0.0425 0.2600 0.4204 
0.5 4.6224 0.0445 0.0025 0.0470 0.3078 1.1109 
1.9 
0.1 1.6907 0.0460 0.0005 0.0465 0.2815 0.1631 
0.2 2.1678 0.0390 0.0010 0.0400 0.2471 0.1990 
0.3 2.5498 0.0325 0.0010 0.0335 0.2292 0.2569 
0.5 3.5230 0.0465 0.0015 0.0480 0.2602 0.5334 
 










































































































Table 3: Simulation Results of the Parameter 0β  when n = 40 
X2 X1 W L U T Bias MSE 
0.9 
0.1 0.9862 0.0375 0.0090 0.0465 0.0439 0.0563 
0.2 1.2743 0.0425 0.0125 0.0550 0.0447 0.1110 
0.3 1.7032 0.0415 0.0100 0.0515 0.0609 0.1921 
0.5 3.1698 0.0390 0.0155 0.0545 0.1073 0.6790 
1.0 
0.1 1.0098 0.0345 0.0105 0.0450 0.0491 0.0511 
0.2 1.2215 0.0460 0.0100 0.0560 0.0585 0.0969 
0.3 1.5599 0.0390 0.0125 0.0515 0.0621 0.1616 
0.5 2.6856 0.0355 0.0140 0.0495 0.0758 0.4816 
1.2 
0.1 0.9224 0.0360 0.0045 0.0405 0.0468 0.0450 
0.2 1.1081 0.0375 0.0105 0.0480 0.0368 0.0793 
0.3 1.3694 0.0350 0.0075 0.0425 0.0489 0.1197 
0.5 2.1300 0.0385 0.0175 0.0560 0.0587 0.3000 
1.3 
0.1 0.8921 0.0310 0.0100 0.0410 0.0360 0.0419 
0.2 1.0858 0.0325 0.0065 0.0390 0.0451 0.0686 
0.3 1.3059 0.0350 0.0135 0.0485 0.0508 0.1135 
0.5 1.9469 0.0360 0.0155 0.0515 0.0732 0.2551 
1.9 
0.1 0.8267 0.0290 0.0070 0.0360 0.0476 0.0328 
0.2 1.0231 0.0270 0.0060 0.0330 0.0411 0.0512 
0.3 1.1547 0.0360 0.0130 0.0490 0.0443 0.0767 
0.5 1.4178 0.0345 0.0110 0.0455 0.0602 0.1319 
 
 
Table 4: Simulation Results of the Parameter 0β  when n = 80 
X2 X1 W L U T Bias MSE 
0.9 
0.1 0.6529 0.0345 0.0210 0.0555 0.0100 0.0276 
0.2 0.8844 0.0345 0.0170 0.0515 0.0305 0.0504 
0.3 1.1884 0.0380 0.0145 0.0525 0.0313 0.0932 
0.5 2.2149 0.0405 0.0160 0.0565 0.0706 0.3394 
1.0 
0.1 0.6313 0.0295 0.0140 0.0435 0.0134 0.0234 
0.2 0.8338 0.0325 0.0105 0.0430 0.0314 0.0443 
0.3 1.0872 0.0355 0.0195 0.0550 0.0269 0.0809 
0.5 1.8748 0.0340 0.0145 0.0485 0.0577 0.2303 
1.2 
0.1 0.6049 0.0330 0.0160 0.0490 0.0133 0.0238 
0.2 0.7612 0.0400 0.0130 0.0530 0.0254 0.0379 
0.3 0.9534 0.0350 0.0180 0.0530 0.0278 0.0596 
0.5 1.4828 0.0335 0.0125 0.0460 0.0403 0.1381 
1.3 
0.1 0.5973 0.0250 0.0120 0.0370 0.0121 0.0220 
0.2 0.7351 0.0395 0.0180 0.0575 0.0274 0.0361 
0.3 0.9059 0.0320 0.0205 0.0525 0.0249 0.0560 
0.5 1.3628 0.0360 0.0210 0.0570 0.0324 0.1259 
1.9 
0.1 0.5604 0.0250 0.0120 0.0370 0.0174 0.0173 
0.2 0.6401 0.0380 0.0180 0.0560 0.0190 0.0281 
0.3 0.7435 0.0295 0.0165 0.0460 0.0161 0.0338 
0.5 0.9887 0.0310 0.0165 0.0475 0.0200 0.0631 









































































































Table 5: Simulation Results of the Parameter 0β  when n = 100 
X2 X1 W L U T Bias MSE 
0.9 
0.1 0.5793 0.0285 0.0150 0.0435 0.0140 0.0211 
0.2 0.7890 0.0320 0.0195 0.0515 0.0198 0.0414 
0.3 1.0585 0.0460 0.0170 0.0630 0.0309 0.0787 
0.5 1.9750 0.0290 0.0150 0.0440 0.0467 0.2473 
1.0 
0.1 0.5612 0.0295 0.0095 0.0390 0.0178 0.0193 
0.2 0.7432 0.0305 0.0160 0.0465 0.0201 0.0354 
0.3 0.9699 0.0335 0.0175 0.0510 0.0295 0.0621 
0.5 1.6748 0.0325 0.0205 0.0530 0.0284 0.1858 
1.2 
0.1 0.5354 0.0255 0.0125 0.0380 0.0141 0.0169 
0.2 0.6790 0.0355 0.0190 0.0545 0.0158 0.0313 
0.3 0.8494 0.0375 0.0150 0.0525 0.0192 0.0465 
0.5 1.3251 0.0325 0.0205 0.0530 0.0227 0.1167 
1.3 
0.1 0.5261 0.0260 0.0150 0.0410 0.0172 0.0171 
0.2 0.6556 0.0250 0.0200 0.0450 0.0154 0.0264 
0.3 0.8070 0.0355 0.0160 0.0515 0.0225 0.0420 
0.5 1.2151 0.0290 0.0220 0.0510 0.0164 0.0977 
1.9 
0.1 0.4892 0.0275 0.0170 0.0445 0.0151 0.0150 
0.2 0.5702 0.0280 0.0170 0.0450 0.0137 0.0205 
0.3 0.6626 0.0315 0.0195 0.0510 0.0167 0.0283 
0.5 0.8811 0.0330 0.0205 0.0535 0.0145 0.0518 
 
 
Table 6: Simulation Results of the Parameter 1β when n = 10 
X2 X1 W L U T Bias MSE 
0.9 
0.1 11.7520 0.0000 0.1050 0.1050 -1.1302 5.4630 
0.2 10.7495 0.0000 0.0920 0.0920 -0.9623 5.0870 
0.3 10.6093 0.0005 0.0835 0.0840 -0.8507 5.5120 
0.5 13.7981 0.0020 0.0765 0.0785 -0.9891 9.4010 
1.0 
0.1 9.5277 0.0000 0.1020 0.1020 -0.9831 4.4160 
0.2 10.6398 0.0005 0.0980 0.0985 -0.8012 4.0510 
0.3 9.6039 0.0005 0.0945 0.0950 -0.8252 4.5300 
0.5 9.9503 0.0025 0.0700 0.0725 -0.7903 6.2630 
1.2 
0.1 9.0816 0.0000 0.1130 0.1130 -0.8944 3.1220 
0.2 8.4417 0.0000 0.0945 0.0945 -0.7595 2.8450 
0.3 7.8835 0.0015 0.0985 0.1000 -0.7365 2.9810 
0.5 7.9438 0.0005 0.0795 0.0800 -0.6901 3.5090 
1.3 
0.1 7.6321 0.0000 0.0980 0.0980 -0.7888 2.5240 
0.2 7.5746 0.0005 0.1070 0.1075 -0.7344 2.5700 
0.3 7.1972 0.0000 0.0840 0.0840 -0.6107 2.2610 
0.5 7.2356 0.0000 0.0755 0.0755 -0.5331 2.8070 
1.9 
0.1 6.0578 0.0000 0.1165 0.1165 -0.6138 1.3170 
0.2 5.9001 0.0000 0.1085 0.1085 -0.5047 1.1770 
0.3 5.3165 0.0000 0.0920 0.0920 -0.4502 1.0890 
0.5 5.1264 0.0010 0.0880 0.0890 -0.3977 1.1430 
 










































































































Table 7: Simulation Results of the Parameter 1β  when n = 40 
X2 X1 W L U T Bias MSE 
0.9 
0.1 5.4639 0.0035 0.0860 0.0895 -0.4575 2.0540 
0.2 4.0934 0.0050 0.0585 0.0635 -0.2193 1.2430 
0.3 4.0963 0.0080 0.0590 0.0670 -0.2089 1.2220 
0.5 5.2896 0.0110 0.0435 0.0545 -0.2028 1.9090 
1.0 
0.1 5.6772 0.0030 0.0920 0.0950 -0.4462 1.8450 
0.2 3.8432 0.0045 0.0620 0.0665 -0.2485 1.0380 
0.3 3.6264 0.0045 0.0545 0.0590 -0.1817 0.9110 
0.5 4.3539 0.0120 0.0485 0.0605 -0.1580 1.2890 
1.2 
0.1 4.8035 0.0020 0.0875 0.0895 -0.4210 1.4880 
0.2 3.3155 0.0065 0.0595 0.0660 -0.1993 0.8150 
0.3 3.0358 0.0055 0.0600 0.0655 -0.1688 0.6660 
0.5 3.2786 0.0105 0.0505 0.0610 -0.1244 0.7370 
1.3 
0.1 4.4699 0.0020 0.0700 0.0720 -0.3210 1.1760 
0.2 3.2118 0.0030 0.0710 0.0740 -0.2396 0.7610 
0.3 2.8369 0.0060 0.0595 0.0655 -0.1685 0.5970 
0.5 2.9173 0.0105 0.0490 0.0595 -0.1386 0.5930 
1.9 
0.1 3.6709 0.0010 0.0745 0.0755 -0.2878 0.7030 
0.2 2.9251 0.0020 0.0625 0.0645 -0.1974 0.4530 
0.3 2.3678 0.0050 0.0745 0.0795 -0.1508 0.3530 
0.5 1.9082 0.0055 0.0580 0.0635 -0.1121 0.2710 
 
 
Table 8: Simulation Results of the Parameter 1β  when n = 80 
X2 X1 W L U T Bias MSE 
0.9 
0.1 3.3864 0.0045 0.0555 0.0600 -0.1634 0.8710 
0.2 2.8042 0.0110 0.0420 0.0530 -0.1308 0.5250 
0.3 2.8413 0.0140 0.0480 0.0620 -0.1052 0.5510 
0.5 3.6913 0.0115 0.0470 0.0585 -0.1321 0.9460 
1.0 
0.1 3.1606 0.0025 0.0580 0.0605 -0.1898 0.7530 
0.2 2.5651 0.0080 0.0480 0.0560 -0.1370 0.4590 
0.3 2.5175 0.0125 0.0450 0.0575 -0.0806 0.4390 
0.5 3.0276 0.0125 0.0415 0.0540 -0.1065 0.6020 
1.2 
0.1 2.8929 0.0080 0.0670 0.0750 -0.1713 0.6230 
0.2 2.2143 0.0090 0.0595 0.0685 -0.1175 0.3520 
0.3 2.0923 0.0110 0.0460 0.0570 -0.0861 0.2960 
0.5 2.2683 0.0115 0.0325 0.0440 -0.0689 0.3200 
1.3 
0.1 2.8233 0.0035 0.0675 0.0710 -0.1744 0.5990 
0.2 2.0904 0.0070 0.0550 0.0620 -0.1297 0.3180 
0.3 1.9392 0.0160 0.0475 0.0635 -0.0719 0.2680 
0.5 2.0396 0.0140 0.0520 0.0660 -0.0658 0.2840 
1.9 
0.1 2.3871 0.0030 0.0765 0.0795 -0.1722 0.4090 
0.2 1.6190 0.0065 0.0720 0.0785 -0.1069 0.2040 
0.3 1.4227 0.0085 0.0435 0.0520 -0.0585 0.1350 
0.5 1.3256 0.0120 0.0350 0.0470 -0.0468 0.1130 
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