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Abstract 
The problem of target classification is addressed in the Bayesian framework as an interpretation of the likelihood of 
Bayes’ theorem as a possibility. A better explanation and definition based on this perspective, as opposed to the 
conventional probability interpretation, is given for the uncertain mapping from the class space to the feature space. 
In this manuscript, we propose a new Bayesian classifier that can naturally combine both the probability and the 
possibility through a reinterpretation of Bayes’ theorem. An example of target classification using kinematic features 
demonstrates that the proposed Bayesian classifier outperforms the conventional Bayesian classifier and gives 
accurate classification results. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Harbin University 
of Science and Technology. 
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1. Introduction 
Target classification, which is often referred to as target recognition, target identification, or attribute 
assessment, is one of the critical tasks of a battlefield surveillance system. Based on different 
understandings of the uncertainty involved in target classification, a variety of approaches, such as the 
Bayesian method [1,2] the Dempster-Shafer method [3,4], fuzzy set theories [5,6], and the neural network 
method [7] among others, have been developed to solve this challenging problem. Among them, the 
Bayesian method remains the most popular, as it offers the most efficient and theoretically justifiable 
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method of managing uncertainty in situations similar to target classification. This paper addresses the 
problem of target classification in the Bayesian framework through an interpretation of the likelihood of 
Bayes’ theorem as a possibility, as opposed to a probability only. We believe that the uncertainty of 
classifying a target could be best described by the posterior probability once the framework of recognition 
has been determined. However, the likelihood function in the Bayesian updating procedure, when applied 
to target classification, can be naturally interpreted in terms of possibility as in [8-10]. This perspective is 
validated in this paper with an example of target classification using kinematic features. 
With the exception of signal processing parameters (e.g., radar cross-section, Doppler spectrum, and 
range profile), kinematic parameters from sensor data processing, such as estimated position, velocity, 
and acceleration, may also be employed as features that can be used to enhance the effectiveness of target 
classification [5,11]. Interestingly, however, when a kinematic feature is used, the conventional Bayesian 
method fails to produce accurate classification results [12,13]. This problem has been solved with the use 
of a second-order uncertainty model such as that proposed in [14], which gives both a preferable 
description of the uncertain mapping from the feature space to the class space and a more practical 
method for calculating the class likelihood under a relaxed dependence assumption. After a discussion of 
the conventional Bayesian classifier in Section 2, we show in Section 3 that this problem can be better 
addressed by using the proposed Bayesian classifier, which updates the posterior probability of the target 
class using Bayes’ rule of conditioning, only the likelihood of these probabilities are reinterpreted as 
possibilities. Simulation results are given in Section 4, which demonstrate that the proposed Bayesian 
classifier outperforms the conventional Bayesian classifier. Section 5 concludes the paper. 
2. Conventional Bayesian classifier 
From the Bayesian viewpoint, the posterior class probability of a target being recognized could be 
updated using Bayes’ rule of conditioning as follows: 
1: 1: 1 1: 1( | ) ( | ) ( | , )i k i k k i kp c p c p cα − −=z z z z   (1) 
where 
ic  denotes a class i target that belongs to the recognition frame { | 1, , }iC c i nK= = . kz  is the 
measured target position at time k, provided by a sensor, from which kinematic features are to be 
extracted to classify a target. 
1: 1 2{ , , , }k k= Lz z z z  is the cumulative set of the kinematic measurements up 
to time k, and α  is a normalization constant such that the values of 1:( | )i kp c z  sum to 1. The class 
likelihood 
1: 1( | , )k i kp c −z z , which is a function of ic  for a fixed kz , can be further expanded over selected 
features as 
1: 1 1: 1( | , ) ( | , ) ( | )
k
k i k k k k k i
f
p c p f p f c− −= ∑z z z z (2) 
where 
kz  and ic  are assumed to be conditionally independent given features kf  and 1: 1k−z . We also 
assume 
kf  and 1: 1k−z  are conditionally independent given ic . It must be noted that the feature likelihood 
1: 1( | , )k k kp f −z z  can be evaluated by, for example, using information from a tracker; in addition, it should 
be noted that ( )k ip f c  defines the uncertain mapping from the class space to the feature space, which can 
be determined according to practical applications.  
From a purely probabilistic viewpoint, the class likelihood 
1: 1( | , )k i kp c −z z , feature likelihood 
1: 1( | , )k k kp f −z z , and feature mapping ( )k ip f c  are all conditional probabilities. Let us use an example 
similar to those presented in [14,15] to illustrate the conventional definition of ( )k ip f c . In this example, 
we assume that a noncooperative target belongs to the recognition frame C = {c1, c2, c3}, where c1 = a 
helicopter with modest acceleration (less than 1 g), c2 = a bomber with a medium level of acceleration 
(less than 3 g), and c3 = a fighter with an extremely high level of acceleration (less than 5 g). Thus, a 
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typical definition of ( )k ip f c  is given as in Table 1, which indicates that a helicopter may only make a 
modest maneuver, a bomber has an equal probability, 0.5, of making either a modest maneuver or a 
medium maneuver, and a fighter has an equal probability, 0.33, of making a modest maneuver, a medium 
maneuver, or an extreme maneuver. The reason that identical probabilities are assigned for each 
maneuver, which is obviously not reasonable, is because we do not actually know the probability of each. 
The probability description of ( )k ip f c , as shown in Table 1, is unacceptable, and a Bayesian classifier 
that uses it will mistakenly classify a noncooperative target. 
Table 1. ( )k ip f c  for the conventional Bayesian classifier 
f = modest maneuver f = medium maneuver f = extreme maneuver 
c1 = helicopter 1 0 0 
c2 = bomber 0.5 0.5 0 
c3 = fighter 0.33 0.33 0.33 
3. Proposed Bayesian classifier using a possibility interpretation of likelihood 
Following a conditional probability interpretation of the membership function of a fuzzy set [8], given 
( ) 1kp f C =  as an extension, ( )k ip f c  actually defines, based on { }iC c= , a possibility distribution. It is 
stressed in [8] that ( )k ip f c  represents the conditional probability of the conditional event |k if c  as “a 
whole” and that this is not necessarily additive with respect to the conditioning events { }ic . If ( )k ip f c  is 
denoted by ( )
kf i
cπ , Eq. (2) can then be rewritten as
1: 1| 1 1: 1
( ) ( | , ) ( )
k k k
k
i k k k f i
f
c p f cπ α π
− −= ∑z z z z (3)
where 
1: 1| 1 1: 1
( ) ( | , )
k k i k i k
c p cπ α
− −=z z z z  is the possibility that a target ic  will produce the measurement kz
given the measurement sequence 
1: 1k−z , and the mapping ( )kf icπ  is the possibility that a target ic  may 
produce a feature 
kf . Scale factor 1α  is applied in Eq. (3) so that the maximum value of 1: 1| ( )k k icπ −z z  over 
C  is assured to be 1, which is one of the requirements of a possibility distribution. Because Eq. (1) holds 
for any value proportional to 
1: 1( | , )k i kp c −z z  , considering the effect of the normalization constant α , Eq. 
(1) can then be rewritten as [9-10] 
1: 11: 1: 1 |
( | ) ( | ) ( )
k ki k i k i
p c p c cα π
−−= z zz z (4)
As can be seen, Eq. (4) provides a natural fusion of probability and possibility by reinterpreting Bayes’ 
rule of conditioning (1). The feature mapping ( )
kf i
cπ  presents a better explanation than does its 
probability interpretation for the uncertain mapping from the class space to the feature space. This 
mapping can be defined as shown in Table 2 when the example from Section 2 is used. The values of 
( )
kf i
cπ  in Table 2 indicate that only a fighter has the possibility of making an extreme maneuver, a 
bomber and a fighter have an equal possibility, 1, of making a medium maneuver, and all three classes of 
targets are able to make a modest maneuver with an equal possibility of 1. In contrast to the probability 
explanation given by ( | )k ip f c , the possibility interpretation of ( )kf icπ , which is defined in Table 2, is 
acceptable, and with its use, the proposed Bayesian classifier is competent for target classification, as will 
be shown in Section 4. 
Table 2. ( )
kf i
cπ  for the proposed Bayesian classifier 
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f = modest maneuver f = medium maneuver f = extreme maneuver 
c1 = helicopter 1 0 0 
c2 = bomber 1 1 0 
c3 = fighter 1 1 1 
4. Simulation example 
4.1. Simulation setup 
Classifying a noncooperative target is assumed to belong to the recognition frame C = {c1, c2, c3}, 
which was defined in Section 2. This target flies with state vector [x x x y y y= & && & &&x ]Tz z z& &&  with a 
uniform velocity from the first sample to the 14th sample, and it accelerates (5 m/s2 for the helicopter, 21 
m/s2 for the bomber, and 42 m/s2 for the fighter) from the 15th sample to the 20th sample. It finally 
maintains its velocity from the 21st sample to the 30th sample. The initial state vector 
0x  is 
0 0 0
0 0 0
0 0 0
10,000m 70m/s
10,000m , 70m/s , 0
1,000m 0m/s
x x
y y
z z
x v a
y v a
z v a
⎡ ⎤ ⎡ ⎤−⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥= − = =⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎣ ⎦ ⎣ ⎦ ⎣ ⎦
(5)
A radar station is located at the origin of the Cartesian coordinate system. This station measures the 
target’s azimuth, elevation, and range with standard deviations o0.5ασ = , o0.5eσ = , and 50rσ = m, 
respectively. The radar measurements are converted to Cartesian coordinates using the standard 
conversion method [16] before being processed with a Kalman Filter (KF), where the discrete Wiener 
process acceleration (DWPA) model [17] is used. The sampling interval is 2 s, and the standard deviation 
of the process noise is 2 m/s2.
This target is then classified using both the conventional Bayesian classifier and the proposed Bayesian 
classifier. The feature likelihood 
1: 1( | , )k k kp f −z z  is evaluated as 
1: 1 1: 1( | , ) ( | , ) ( )
k
k k k k k k k k
a
p f p a p a | f− −=∑z z z z (6)
where feature 
kf  belongs to the feature set {modest maneuver, medium maneuver, extreme maneuver}, 
and feature 
ka  is the estimated acceleration from the KF and is assumed to be conditionally independent 
on 
1: 1k−z  given kf . It can be noted that the model likelihood 1: 1( | , )k k kp a −z z  can be calculated from the KF 
using the measurement innovation, as well as its covariance; in addition, the feature transformation 
( )k kp a | f  can be defined, for example, as 
1
1 2
2
(| | modest maneuver) 1
( | | medium maneuver) 1
(| | extreme maneuver) 1
p a f
p a f
p a f
θ
θ θ
θ
⎧ < = =
⎪ ≤ < = =⎨
⎪ ≥ = =⎩
(7)
with thresholds 
1θ  = 15 m/s2 and 2θ  = 30 m/s2. Feature mappings ( )k ip f c  and ( )kf icπ  are defined as 
shown Tables 1 and 2 for the conventional Bayesian classifier and the proposed Bayesian classifier, 
respectively. The initial probabilities of the target classes, 
0( | )ip c z , are set to be equal. 
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4.2. Simulation results 
Simulation results are based on the average of 50 runs. The classifiers use kinematic information after 
the 10th sample when the tracker becomes stable. Fig. 1(a) shows the results of the conventional Bayesian 
classifier for classification of a target c1, which has a 5-m/s
2 acceleration. Fig. 1(b) shows the results of 
the proposed Bayesian classifier for the same target. As can be seen (Fig. 1), the proposed Bayesian 
classifier accurately assigns an equal probability, 0.33, to each class of target because no evidence has 
indicated yet which target class should be preferred. However, the Bayesian classifier mistakenly tends to 
recognize the target as class 1.  
Fig. 2 shows the results for classifying a target c3, which has a 42-m/s
2 acceleration. As is evident, the 
proposed Bayesian classifier outperforms the conventional Bayesian classifier and provides accurate 
classification results. Prior to the occurrence of the maneuver at the 15th sample, the proposed classifier 
accurately provided no bias toward any target class, whereas the conventional classifier is inclined to 
specify the target as class 1. As shown in Fig. 2, after an extreme maneuver is observed for several 
samples, the proposed classifier is convinced that the target is a fighter.  
Fig. 1. Probability of target type: classifying c1 target. (a) Conventional Bayesian classifier e; (b) Proposed Bayesian classifier 
Fig. 2. Probability of target type: classifying c3 target. (a) Conventional Bayesian classifier e; (b) Proposed Bayesian classifier 
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5. Conclusions 
In terms of target classification, the likelihood in the Bayesian updating procedure can be naturally and 
better explained as a possibility than as a probability interpretation. With an accurately defined feature 
mapping based on this possibility viewpoint, the proposed Bayesian classifier outperforms the 
conventional Bayesian classifier and provides precise classification results. 
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