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2
Introduction
Linear dynamics is a fashionable and new branch of mathematics. An operator T
defined on a separable Banach space X into itself is called hypercyclic if there exists
some vector x in X such that the set orb(T, x) := {T nx | n ∈ N} is dense in X. As an
application of Baire’s theorem it follows that hypercyclicity is equivalent to topological
transitivity, i.e. that for every two, non-empty open subsets U, V of X there exists a
natural number n such that T n(V )∩U is non-empty. The weighted unilateral backward
shift or also known as the Rolewicz operator was one of the first hypercyclic opera-
tors found in the nineteen sixties. It is obvious that the definition of hypercyclicity
or topological transitivity can be extended to general topological spaces. In the case
where the underlying space is a separable Fre´chet-space (i.e. a locally convex space
whose topology is induced by a complete translation invariant metric), the equivalence
of topological transitivity and hypercyclicity remains valid due to Baire’s theorem. Ex-
amples like the differential operator on the space of entire functions or the translation
operator on the same space are well known hypercyclic operators which have been the
headstone for further research. Working on non-separable Banach spaces it is clear
that the notion of hypercyclicity has to be replaced by the topological transitivity.
Since every separable Banach space admits hypercyclic and hence topological transi-
tive operators it is natural to ask whether every non-separable Banach space admits
a topological transitive operator. Nowadays there exist several examples of Banach
spaces of pathological character which admit no topologically transitive operator. So
one might expect that at least the classical non-separable Banach spaces admit topo-
logical transitive operators. For Hilbert spaces the latter question is true as shown in
[11] by T. Bermu´dez and N. J. Kalton. However in the same paper it is also shown that
on l∞ (the space of bounded sequences with the usual sup-norm) there does not exist
any topological transitive operator. This matter of fact leads to modifications which
are for example replacing the norm-topology by the weak star topology on l∞ and
considering then hypercyclic operators on l∞, see [13]. If one wants not to renounce
the norm-topology one can replace topological transitivity by its localized version:
T is called locally topologically transitive if there exists some non-zero vector x ∈ X,
such that for every open neighborhood U of x and any non-empty open V ⊆ X there
exist a positive integer n such that T n(U) ∩ V 6= ∅.
An equivalent formulation is the following which is the basis for the remainder of
this thesis: There exists a non-zero vector x ∈ X such that for every y ∈ X there is a
sequence (xk)k in X and a strictly increasing sequence (nk)k of positive integers such
that xk → x and T nkxk → y holds.
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4Operators on Banach spaces satisfying the latter definition will be called J-class oper-
ators and the respective vector x is said to be a J-vector. It is immediately clear that
topologically transitive operators are J-class. This localized dynamic behaviour is in
particular interesting in the case of l∞ because of the aforementioned reasons and has
therefore led A. Manoussos and G. Costakis finding J-class operators on l∞.
In the first chapter we will state briefly the main definitions and important properties
about hypercyclic and topological transitive operators. Subsequently we introduce the
notion of J-class operators and list up some basic properties which we extracted from
[14] and [15] and extended these to more general assertions. The Spectral lemma for
example is one of the key tools we will use frequently in the upcoming chapters. At the
end of the first chapter we discuss the J-class property of a certain class of operators
on l∞.
As we mentioned before the existence of topologically transitive operators is only guar-
anteed on separable Banach spaces as the case l∞ shows. On the other hand there exist
J-class operators on l∞ like unilateral backward shifts. So one might ask the natural
question if every Banach space admits J-class operators. This problem was first raised
by A. Manoussos and G. Costakis in [14]. We will tackle this question in the second
chapter and give a negative answer by showing that on a non-separable hereditarily
indecomposable Banach space constructed by A. Arvanitakis, S. Argyros and A. Tolias
there does not exist any J-class operator. The main parts of this chapter are also
published in [31].
Properties of the spectrum of operators on Banach spaces are necessary and some-
times sufficient conditions to ensure hypercyclicity. In this connection the Spectral
lemma which appears its first time in chapter one will be the springboard for chapter
3. With this tool we will show that J-class operators on l∞ can not have small spectrum
in the sense that it has to be at least uncountable. To be more precise we will see that
the spectrum of the adjoint of an operator on l∞ which has totally disconnected spec-
trum consists entirely of eigenvalues. From this observation and our Spectral lemma
it follows that the spectrum is at least uncountable as we will see. The second part of
this chapter is devoted to adjoint operators on l∞ and their J-class behaviour. That
means that operators on l∞ which are adjoints gained by some operators on l1 will
be completely characterized whenever they are J-class or not. We will get strong use
of the geometry of l1 like the Schur-property or the fact that l1 contains no infinite
dimensional reflexive subspace. A. Manoussos and G. Costakis give in [15] a necessary
and sufficient condition for the weight sequence of Bw to be J-class. Here Bw is the
unilateral positive weighted backward shift on l∞. As an application of the character-
ization of the adjoints we will give necessary and sufficient conditions for the weight
sequence of operators of the type f(Bw) to be J-class. Here f is any non-constant holo-
morphic function defined on a neighborhood of the spectrum of Bw. If f(Bw) is J-class
the reader will ask the natural question how many vectors x ∈ l∞ are J-vectors. The
answer for Bw is that any x = (xn)n with lim
n→∞
xn = 0 is a J-vector which is also shown
in [15]. For f(Bw) we will show the same but the reader will notice that this general
case needs another approach as in [15] which is mainly based on spectral properties of
Bw.
5In the fourth and last chapter we will introduce the notion of locally topologically
transitive C0-semigroups. Hypercyclic C0-semigroups were introduced by W. Desch,
W. Schappacher, and G. F. Webb in [17] and further researches in this direction are
done by several authors for instance in [22], [21]. And also here we ask in analogy to
the discrete case if every Banach space admits a locally topologically transitive C0-
semigroup and show that the answer here is also negative. Finally in an additional
section we will state some remarks and open questions which occurred during our
researches and will act as a stimulus for further investigations.
Chapter 1
Basic facts about J-class and
hypercyclic operators
In this chapter we list up the most important facts about hypercyclic and J-class op-
erators which are the most work of G. Costakis and A. Manoussos in [14]. If one wants
to work on non-separable Banach-spaces or more generally on non-separable Fre´chet
spaces it is clear that one has to replace the notion of hypercyclicity by a suitable defini-
tion. The notion of topological transitivity is frequently used in dynamical systems but
unfortunately classical spaces like l∞ or L(l2) do not admit any topologically transitive
operators, see [11]. So one has to alleviate the definition of topological transitivity
which we will state more precisely in the following chapter. Parts of this chapter are
also published by the author in [31].
1.1 Basic definitions and properties of topologically
transitive operators
Definition 1.1.1. Let X be a separable Banach space and T ∈ L(X).
(i) The operator T is called hypercyclic if there exists some x ∈ X such that the set
orb(T, x) := {T nx : n ≥ 0}
is dense in X. The set orb(T, x) is called the orbit of T under x.
(ii) T is called chaotic if T is hyperyclic and the set of its periodic points P (T ) is
dense in X. Recall that a vector x ∈ X is periodic under T if there exists a
positive integer n ≥ 1, such that T nx = x.
Definition 1.1.2. Let X be a Banach space and let T ∈ L(X).
(i) The operator T is called topologically transitive if for every pair of non-empty
open sets U, V ⊆ X there exists a positive integer n such that
T n(U) ∩ V 6= ∅.
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7(ii) The operator T is called topologically mixing if for every pair of non-empty open
sets U, V ⊆ X there exists a positive integer N such that
T n(U) ∩ V 6= ∅ for every n ≥ N.
The next theorem due to Birkhoff states in short that Definition 1.1.1 and Definition
1.1.2 are equivalent.
Theorem 1.1.3. (Birkhoff transitivity theorem, [20], p. 10) Let X be a sepa-
rable Banach space. Then the following assertions are equivalent.
(i) T is topologically transitive.
(ii) There exists some x ∈ X such that orb(T, x) is dense in X.
If one of these conditions is satisfied then the set of points in X with dense orbit
is a dense Gδ-set.
Recall that a set A ⊆ X is called a Gδ-set if A can be written as a countable
intersection of open sets.
The next criterions are fundamental in linear dynamics to determine several important
classes of hyperyclic operators.
Theorem 1.1.4. (Hypercyclicity Criterion, [24]) Let X be a Banach space and
T ∈ L(X). Assume that there are dense sets X0, Y0 ⊆ X, a strictly increasing sequence
(nk)k of positive integers and maps Snk : Y0 → X, k ≥ 1 such that the following
conditions are satisfied for any x ∈ X0 and y ∈ Y0:
(i) T nkx→ 0.
(ii) Snky → 0.
(iii) T nkSnky → y.
Then T is hypercyclic.
Theorem 1.1.5. (Godefroy-Shapiro Criterion, [20], p. 69) Let X be a Banach-
space and T ∈ L(X). Suppose that the subspaces
X0 := span {x ∈ X | Tx = λx for some λ ∈ C with |λ| < 1}
Y0 := span {x ∈ X | Tx = λx for some λ ∈ C with |λ| > 1}
are dense in X. Then T is mixing, and in particular hypercyclic. If moreover the
subspace
Z0 := span {x ∈ X | Tx = eαpiix for some α ∈ Q}
is dense in X, then T is chaotic.
As we mentioned already the above theorems are powerful tools to determine
whether certain classes, like the weighted backward shifts, are hypercyclic.
8Example 1.1.6. ([35], [20] p. 97) Let T := Bw : l
p → lp, 1 ≤ p < ∞, be the oper-
ator defined by Bw(x1, x2, . . .) = (w1x2, w2x3, . . .), where w = (wn)n is a positive and
bounded weight-sequence.
Then T is hyperyclic if and only if
sup
n≥1
n∏
ν=1
wν =∞.
T is mixing if and only if
lim
n→∞
n∏
ν=1
wν =∞.
1.2 Properties of J-class operators
In this section we present the most important properties and facts about J-class oper-
ators which are the most work by G. Costakis and A. Manoussos developed in [14].
Definition 1.2.1. Let X be a Banach space and T ∈ L(X).
(i) For every x ∈ X the set
JT (x) :={y ∈ X : there exists a strictly increasing sequence of positive
integers (kn)n and a sequence (xn)n in X such that xn → x
and T knxn → y}
denotes the J-set of T under x.
(ii) For every x ∈ X the set
JmixT (x) :={y ∈ X : there exists a sequence (xn)n in X such that xn → x
and T nxn → y}
denotes the Jmix-set of T under x.
Definition 1.2.2. Let X be a Banach space and T ∈ L(X).
(i) T is called J-class or J-class operator if there exists some x ∈ X\{0} such that
JT (x) = X.
(ii) T is called Jmix-class or Jmix-class operator if there exists some x ∈ X\{0} such
that
JmixT (x) = X.
The set of all x such that JT (x) = X (J
mix
T (x) = X) is denoted by AT (A
mix
T )
and its elements will be called J-vectors (Jmix-vectors).
9Remark 1.2.3. (i) An equivalent definition of the J-set is the following.
JT (x) ={y ∈ X : for every neighborhood U of x and every non-empty open V ⊆ X
there exists a positive integer n such that
T n(U) ∩ V 6= ∅}
(ii) The reason why we require in Definition 1.2.2 that x 6= 0 holds, is to omit certain
trivialities. For example it is easy to see that JλI(0) = X where I is the identity
operator on X and |λ| > 1.
Proposition 1.2.4. ([14]) Let X be a Banach space and T ∈ L(X).
(i) For every x ∈ X the sets JT (x), JmixT (x) are closed and T -invariant. Moreover
the set JmixT (x) is convex and in particular J
mix
T (0) is a closed linear subspace of
X.
(ii) The set AT is a closed and T -invariant subset of X and A
mix
T is a closed T -
invariant subspace of X.
The next two theorems show the relation between topologically transitive (topolog-
ically mixing) and J-class (Jmix-class) operators.
Theorem 1.2.5. [14] Let X be a Banach space and T ∈ L(X). The following asser-
tions are equivalent.
(i) T is topologically transitive.
(ii) JT (x) = X holds for every x ∈ X.
(iii) AT = X.
(iv) AT is dense in X.
(v) AT has non-empty interior.
Theorem 1.2.6. ([14]) Let X be a Banach space and T ∈ L(X). The following
assertions are equivalent.
(i) T is topologically mixing.
(ii) JmixT (x) = X holds for every x ∈ X.
(iii) AmixT = X.
(iv) AmixT is dense in X.
(v) AmixT has non-empty interior.
The next example can be found in [14]. To get more familiar with J-class operators
we will state the proof.
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Example 1.2.7. ([14]) Let X = l∞ and consider the operator λB : l∞ → l∞ defined
by λB(x1, x2, . . .) = (λx2, λx3, . . .) and |λ| > 1. Then λB is J-class and
AmixλB = AλB = {x ∈ l∞ : JλB(x) = l∞} = c0,
where
c0 = {x = (xn)n∈N ∈ l∞ : lim
n→∞
xn = 0}.
Proof. We will first show that there exists a vector x ∈ l∞ with finite support such
that JλB(x) = l
∞. In fact, x = e1 = (1, 0, 0, . . .) has this property: Consider any
y = (y1, y2, . . .) ∈ l∞ and define
xn = (1, 0, . . . , 0,
y1
λn
,
y2
λn
, . . .)
where 0’s are taken up to the n-th coordinate. It is xn ∈ l∞, xn → e1 and
(λB)nxn = y for all n.
Therefore
JmixλB (e1) = l
∞.
The closure of the set of all vectors with finite support is c0. An application of Propo-
sition 1.2.4 yields that
c0 ⊆ AmixλB ⊆ AλB.
For the converse, assume that x ∈ l∞ is a non-zero J-vector for λB. Then there exists
a sequence yn = (yn1, yn2, . . .) and a strictly increasing sequence of positive integers kn
such that yn → x and (λB)knyn → 0. Let ε > 0. Then there exists a positive integer
n0 such that
‖yn − x‖ < ε
and ∥∥(λB)knyn∥∥ = |λ|kn sup
m≥kn+1
|ynm| < ε
for every n ≥ n0. Therefore, for every m ≥ kn0 + 1 and since |λ| > 1 it follows
|xm| ≤ ‖yn0 − x‖+ |yn0m| < 2ε.
This implies x ∈ c0. Hence it follows that AmixλB = AλB = c0 holds.
Proposition 1.2.8. ([14]) Let T : X → X be an operator on a Banach space X.
(i) For every positive integer m we have
JT (0) = JTm(0).
(ii) Suppose that z is a non-zero periodic point for T . Then the following assertions
are equivalent.
(a) T is a J-class operator.
(b) JT (0) = X.
(c) JT (z) = X.
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(iii) Suppose that there exist a non-zero vector z ∈ X, a vector w ∈ X and a sequence
(zn)n ⊆ X such that zn → z and T nzn → w, i.e. JmixT (z) 6= ∅. Then the following
assertions are equivalent.
(1) T is a J-class operator.
(2) JT (0) = X.
(3) JT (z) = X.
In particular, this statement holds for operators with non-trivial kernel or for
operators having at least an eigenvalue with absolute value less than one.
(iv) Suppose that T is J-class. Then JT (0) = X.
Moreover all statements are also valid for the JmixT -set instead of the JT -set.
The authors of [14] showed that any operator T on a Banach space X which is power
bounded (that means ‖T n‖ ≤ M for all positive integers n and some M ≥ 0) cannot
be J-class. The next proposition is an improvement of the aforementioned statement
for the case where the underlying Banach space is non-separable.
Proposition 1.2.9. Let X be a non-separable Banach space and U ∈ L(X) be power-
bounded. Then for every S ∈ L(X) with separable range the operator T := U + S is
never J-class.
Proof. First of all observe that for each positive integer n the operator T n has the
representation T n = (U + S)n = Un + Sn, where Sn has separable range. To see this,
consider
(U + S)n+1 = (U + S)(U + S)n
= (U + S)(Un + Sn)
= Un+1 + USn + SU
n + SSn.
Then the operator Sn+1 := USn+SU
n+SSn has separable range. Assume now that T
is J-class with J-vector x 6= 0. Then for every y ∈ X, there exists a strictly increasing
sequence (nk)k of natural numbers and a sequence (xk)k in X with lim
k→∞
xk = x and
lim
k→∞
T nkxk = y. In particular we get
‖Unkxk − Unkx‖ ≤ ‖Unk‖ ‖xk − x‖
≤M ‖xk − x‖ → 0.
Thus for ε > 0 and k large enough it follows
T nkxk = U
nkxk − Unkx+ Unkx+ Snkxk
∈ Bε(0) + orb(U, x) +
⋃
n∈N
Sn(X).
Since ε was arbitrary, we get
X = JT (x) ⊆ orb(U, x) +
⋃
n∈N
Sn(X) =: Y.
In particular, Y has non-empty interior, but this is not possible since Y is separable.
This gives the desired contradiction.
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The next easy observation will be very useful in many situations.
Proposition 1.2.10. Let X, Y be Banach spaces and assume there exists a linear
and continuous isomorphism J : Y → X. Then the operator S := J−1TJ is J-class
(Jmix-class) if T is J-class (Jmix-class) .
Proof. We will show the statement for the case where T is J-class (the proof for Jmix-
class is similar). Let T be J-class with J-vector x 6= 0 and consider any y ∈ Y . Then
z := J−1x 6= 0 is a J-vector for S. Indeed for u := Jy there exists a sequence (xk)k
with xk → x and a strictly increasing sequence of positive integers (nk)k such that
T nkxk → u. Therefore we get with zk := J−1xk that zk → z and
Snkzk = J
−1T nkJzk = J−1T nkxk → J−1u = y.
This shows JS(z) = Y and the proof is finished.
The next well known theorem will be used frequently in the following chapters and
can also be found in your favorite functional analysis book, for instance [1].
Theorem 1.2.11. (Riesz decomposition theorem, [1], p. 262) Let X be a Ba-
nach space and T ∈ L(X). Suppose σ(T ) can be written as a finite union of disjoint
and closed sets σ1, . . . , σn. Then there exist T -invariant subspaces M1, . . . ,Mn such
that X = M1 ⊕ . . .⊕Mn and σ(T |Mi) = σi for i = 1, . . . , n.
The next lemma is one of the key tools for the following chapters. The first state-
ment can be found in [14] and the second statement is improved by the author where
we assume that JT (x) has non-empty interior and can be also found in [31].
Lemma 1.2.12. (Spectral lemma) Let X be a Banach space and consider T ∈ L(X).
(i) Assume there exists a vector x ∈ X such that JT (x) has non-empty interior.
Then for every λ ∈ C with |λ| ≤ 1 the operator T − λI has dense range. This is
equivalent to say that
(1) σp(T
∗) ∩ D = ∅.
(ii) Assume there exists a non-zero vector x ∈ X such that JT (x) has non-empty
interior. Then
(2) σ(T ) ∩ ∂D 6= ∅.
Proof. (i): Assume there exists some |λ| ≤ 1 such that T − λI has non dense range.
By a well known application of the Hahn-Banach-Theorem there exist some x∗ ∈ X∗
with x∗ 6= 0 such that
x∗(Tx− λx) = 0
for every x ∈ X. From this we get
(∗) x∗(T nx) = λnx∗(x)
13
for every x ∈ X and n ∈ N. Take any y ∈ JT (x) with the corresponding sequences
(xk)k and (nk)k such that T
nkxk → y. Then by continuity of x∗ we get with (∗)
x∗(y) = lim
k→∞
x∗(T nkxk) = lim
k→∞
λnkx∗(xk).
For the case that |λ| < 1 we get x∗(y) = 0 for y ∈ JT (x) and therefore x∗ = 0
since JT (x) has non-empty interior. For the case |λ| = 1 it is easy to see that V :=
{x∗(y) | y ∈ JT (x)} is a subset of a suitable circle in the complex plane, which is also
not possible since V has non-empty interior.
(ii): Suppose σ(T ) ∩ ∂D = ∅. We decompose σ(T ) in
σ1 := {λ ∈ σ : |λ| > 1} and σ2 := {λ ∈ σ : |λ| < 1}.
Then σ1 and σ2 are disjoint and closed. By the Riesz decomposition theorem we can
decompose X = M1⊕M2, where M1 and M2 are closed and T -invariant subspaces and
σ1 = σ(T|M1), σ2 = σ(T|M2). Assume now that there exists a non-zero vector x ∈ X,
such that JT (x) has non-empty interior. We can write x = x1 + x2, with x1 ∈M1 and
x2 ∈M2. Since x 6= 0, either x1 or x2 is not equal to zero.
Consider the projection P1 : X →M1 along M2 onto M1. Since
JT (x) ⊆ JT |M1 (x1) + JT |M2 (x2)
it follows that P1(JT (x)) ⊆ JT |M1 (x1). By the open mapping theorem we get that
P1(JT (x)) has non-empty interior and hence (JT |M1 (x1))
◦ 6= ∅. From the spectral
radius formula we obtain that
‖T n1 x˜‖ ≤ an ‖x˜‖
for some a ∈ R with 0 ≤ a < 1 and for all x˜ ∈ M1. This implies that JT |M1 (x1) = {0}
and therefore M1 = {0}. So we get x1 = 0. Again from the spectral radius formula we
know that
‖T n1 (xˆ)‖ ≥ An ‖xˆ‖
for an A > 1 and all xˆ ∈ M2. This implies x2 = 0, which is a contradiction to our
assumption that x 6= 0.
Corollary 1.2.13. Let X be a finite dimensional Banach space. Then there is no
T ∈ L(X) for which there exists a non-zero vector x ∈ X such that JT (x) has non-
empty interior for some x ∈ X\{0}. In particular there are no J-class operators on
finite-dimensional Banach spaces and hence no topologically transitive operators.
Proof. Assume that there exists some operator T and a vector x 6= 0 such that JT (x)
has non-empty interior. Then by the Spectral lemma and the fact that the spectrum
consists entirely of eigenvalues we get
∅ = D ∩ σp(T ∗) = D ∩ σ(T ∗) = D ∩ σ(T )
which is a contradiction to (ii) of the previous lemma.
If X is a real Banach space and T ∈ L(X) the first statement of the Spectral lemma
holds for the complexified operator TC.
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Proposition 1.2.14. Let X be a real Banach space and T ∈ L(X). If JT (x) has
non-empty interior for some x, then σp(T
∗
C) ∩ D = ∅.
Proof. Suppose σp(T
∗
C) ∩ D 6= ∅ and choose |λ| ≤ 1 from this set. Then there exist a
non-zero functional φ on XC, such that φ(TC(x+ iy)) = λφ(x+ iy) for all x+ iy ∈ XC.
Now for any open subset V ⊆ X
φ|V+i{0} 6= 0 or φ|{0}+iV 6= 0.
Otherwise φ|V+iV ≡ 0 would hold on an open subset of XC, which is not possible, since
φ 6= 0. So we can assume that
φ|(JT (x))◦+i{0} 6= 0
Choose any y ∈ (JT (x))◦ with φ(y + i0) 6= 0. Then there exist sequences (xk)k and
(nk)k such that xk → x and T nkxk → y.
Now assume |λ| < 1. Then
φ(y + i0) = lim
k→∞
φ(T nkxk + i0)
= lim
k→∞
λnkφ(xk + i0)
= 0,
which is a contradiction.
Assume now |λ| = 1. We choose y ∈ JT (x) such that |φ(y + i0)| 6= |φ(x+ i0)|. It
follows
φ(y + i0) = lim
k→∞
φ(T nkxk + i0)
= lim
k→∞
λnkφ(xk + i0).
But |φ(y + i0)| =
∣∣∣ lim
k→∞
λnkφ(xk + i0)
∣∣∣ = |φ(x+ i0)| and this again is a contradiction.
Remark 1.2.15. (i) In [14] the question was raised whether any operator T ∈ L(X)
for which (JT (x))
◦ 6= ∅ with some x 6= 0 is already J-class. M. R. Azimi and V.
Mu¨ller constructed a counterexample to this question on l1 which can be found
in [7]. The latter implies that, if the operator T satisfies the statement of Lemma
1.2.12, then this does not imply that T is J-class.
(ii) Lemma 1.2.12 is clearly valid for J-class operators and therefore it is natural to
ask the converse: Let X be a Banach-space and let T ∈ L(X) satisfy (1) and (2)
as in the above lemma. Under which additional conditions does it follow that T
is a J-class operator? Conditions on the space X and on T will give a positive
answer as we will see in Chapter 3.
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1.3 Examples of J-class operators
In the previous section we have seen that the weighted backward shift λB on l∞ is
J-class for |λ| > 1. Considering λB on the spaces c0, lp, 1 ≤ p <∞ one has even that
λB is hypercyclic for every |λ| > 1, (see [20], p. 40 or Example 1.1.6). In this section
we consider the operator T = I + λB. Our aim is to determine those λ for which T
is J-class. The reader might ask why we are taking this operator into consideration
and not something else. There are two reasons: First, T plays an important role for
the existence of hypercyclic operators on an arbitrary Banach space (see [4] and [12]).
Secondly, T has a simple form, which nevertheless is complicated enough to determine
the set AT . We start with an elementary lemma, where we calculate the preimage of a
vector x = (xn)n ∈ l∞ under I + λB : l∞ → l∞ for λ ∈ C.
Lemma 1.3.1. Let B : l∞ → l∞ be the unilateral backward shift where l∞ is the
Banach space of bounded sequences over C and let y = (yn)n be a vector in l∞. If
x = (xn)n is a vector, not necessarily in l
∞, such that (I + λB)x = y, then
(3.1) xn =
−1
(−λ)n
n−1∑
k=1
(−λ)kyk + x1
(−λ)n−1
holds for every n ∈ N.
Proof. Notice that xn +λxn+1 = yn, for every n ∈ N. It is easy to show that the kernel
of I + λB consists of all vectors w = (wn)n such that wn =
w1
(−λ)n−1 holds for every
n ∈ N. Let z = (zn)n be such that zn = −1(−λ)n
∑n−1
k=1(−λ)kyk. With straightforward
calculations, it is easy to see that (I + λB)z = y. Hence, if x = (xn)n is such that
(I + λB)x = y, then xn =
−1
(−λ)n
∑n−1
k=1(−λ)kyk + x1(−λ)n−1 , for every n ∈ N.
The next proposition was proposed to us by A. Manoussos.
Proposition 1.3.2. Let |λ| = 1. Then the operator I + λB : l∞ → l∞ does not have
dense range.
Proof. Consider the vector y = (yn)n ∈ l∞ with yn = (−λ)−n for n ∈ N. We will show
that the open ball B(y, 1/2) centered at y with radius 1
2
does not intersect the range
of I + λB. Assume the contrary, i.e. there is a vector w = (wn)n ∈ B(y, 1/2) and a
vector x ∈ l∞ such that (I + λB)x = w. Hence, by Lemma 1.3.1 we get that
(3.2) xn =
−1
(−λ)n
n−1∑
k=1
(−λ)kwk + x1
(−λ)n−1
holds for every n ∈ N. Since w ∈ U we have wk = yk + εk with |εk| < 12 for every
k ∈ N. By (3.2) we get ∣∣∣∣∣
n−1∑
k=1
(−λ)k(yk + εk)− λx1
∣∣∣∣∣ ≤ ‖x‖∞
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for every n ∈ N. Since yk = (−λ)−k it follows∣∣∣∣∣n− 1 +
n−1∑
k=1
(−λ)kεk
∣∣∣∣∣ ≤ ‖x‖∞ + |x1| ≤ 2 ‖x‖∞.
Note that |∑n−1k=1(−λ)kεk| ≤ n−12 . Hence, from the triangle inequality we get
n− 1− (n− 1)
2
≤
∣∣∣∣∣n− 1 +
n−1∑
k=1
(−λ)kεk
∣∣∣∣∣ ≤ 2 ‖x‖∞.
Therefore, n−1
2
≤ 2 ‖x‖∞ holds for every n ∈ N which is a contradiction.
Theorem 1.3.3. Let B : l∞ → l∞ be the unilateral backward shift. Then
(i) For |λ| ≤ 2 the operator T := I + λB is not J-class. In particular, the set JT (x)
has empty interior for every x ∈ l∞.
(ii) For |λ| > 2 the operator T = I + λB is a Jmix-class operator.
Proof. If λ = 0 then, clearly, the J-sets of the identity operator are singletons. So,
from now on, we may assume that λ 6= 0.
(i) Let 0 < |λ| ≤ 2. We can rewrite the previous inequality as ||λ| − 1| ≤ 1. Assume
that JT (x) has non-empty interior for some x ∈ X. Then, by Lemma 1.2.12, the
operator (I + λB)− (1− |λ|)I has dense range. But,
(I + λB)− (1− |λ|)I = |λ|(I + λ|λ|B)
then implies that I + λ|λ|B has dense range which is a contradiction by Proposition
1.3.2.
(ii) Let λ ∈ C with |λ| > 2. Fix a vector y = (yn)n ∈ l∞ and let x = (xn)n ∈ l∞ be
such that (I + λB)x = y. Then, by Lemma 1.3.1,
xn =
−1
(−λ)n
n−1∑
k=1
(−λ)kyk + x1
(−λ)n−1
holds for every n ∈ N. If we take x1 = 0 then it is easy to see that ‖x‖∞ ≤ ‖y‖∞|λ|−1 holds.
This actually shows also that x ∈ l∞. Put w1 := x. If we repeat the same argument
for y := w1 we can find a vector w2 ∈ l∞(N) such that
(I + λB)w2 = w1 and ‖w2‖∞ ≤ ‖w1‖∞|λ| − 1 ≤
‖y‖∞
(|λ| − 1)2 .
Proceeding in a similar way and given a positive integer n we can find a vector wn ∈ l∞
such that (I + λB)nwn = y and ‖wn‖∞ ≤ ‖y‖∞(|λ|−1)n . Since |λ| > 2 it follows wn → 0,
hence Jmix(0) = l∞. Note that the kernel of I + λB in l∞ is non-empty. Take any
vector x in this kernel, then we get that Jmix(x) = l∞ holds by Proposition 1.2.8.
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Our next purpose is to determine AT . As we have seen in Example 1.2.7 AλB = c0
and therefore one expects that AT = c0. This is indeed true, but requires another
technique as in Example 1.2.7. If one wants to imitate the procedure of Example 1.2.7,
then one has to assume that x = (xk)k ∈ l∞ is a J-class vector for T = I + λB. For
y = 0 there exists some sequence (x(n))n in l
∞ such that∥∥x(n) − x∥∥∞ = sup
k∈N
∣∣∣x(n)k − xk∣∣∣→ 0 for n→∞
and
(∗) (I + λB)nx(n) =
(
n∑
k=0
(
n
k
)
x
(n)
k+1,
n∑
k=0
(
n
k
)
x
(n)
k+2,
n∑
k=0
(
n
k
)
x
(n)
k+3, . . .
)
→ 0
for n → ∞. The problem occurs at that point when the values x(n)k get negative and
then it is difficult to argue that if the entries of (∗) are tending to zero, then this yields
that x ∈ c0.
Definition 1.3.4. Let X be a Banach space and T ∈ L(X). Let M be a closed
T -invariant subspace. Then we define the operator
T̂ := T̂M : X/M → X/M by T̂ [x]M := [Tx]M .
The operator T̂ is well-defined, linear and continuous in the induced quotient-topology.
Moreover, we have
∥∥∥T̂∥∥∥ ≤ ‖T‖.
In the sequel we will just write [x] instead of [x]M if there is no risk of confusion.
Remark 1.3.5. If M is a closed subspace of X, we consider all T ∈ L(X), for which M
is T -invariant. Then the operators T̂ form a closed subspace of L(X/M).
The map T → T̂ is linear and continuous with respect to the operatornorms. In
particular, if we consider any holomorphic function f in a neighborhood of σ(T ), then
we have
f̂(T ) = f(T̂ ).
Lemma 1.3.6. (i) Let X be a Banach space and T ∈ L(X). Assume that T is
J-class and that there exists a T -invariant closed subspace M ⊆ AT such that
AT\M 6= ∅. Then T̂ is J-class.
(ii) Furthermore if T is topologically transitive, then for every proper T -invariant
subspace M ⊆ X the induced operator T̂ : X/M → X/M is also topologically
transitive.
Proof. (i) We choose any vector x ∈ AT\M , then [x] 6= 0. Now consider any [y] ∈ X/M .
Then there exists a strictly increasing sequence (nk)k of positive integers and a sequence
(xk)k with xk → x, such that T nkxk → y. Hence [xk] → [x] and T̂ nk [xk] = [T nkxk] →
[y] as k →∞ and this shows that T̂ is J-class.
(ii) Assume now that T is topologically transitive. Then it follows that X = AT by
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Theorem 1.2.5. Consider now any proper T -invariant and closed subspace M ⊆ X.
Then AT\M = X\M 6= ∅. From the above, we know that the set pi(X\M) consists
entirely of J-vectors for TM , where pi : X → X/M is the canonical map. Therefore
pi(X\M) ⊆ ATM holds. Since pi is surjective, by the open mapping theorem we conclude
that pi(X\M) has an interior point, since X\M is an open set. Therefore ATM has an
interior point and hence TM is topologically transitive again by Theorem 1.2.5. This
completes the proof.
Corollary 1.3.7. Let X be a Banach space and T ∈ L(X) a topologically transitive
operator. Then T does not admit any proper T -invariant closed subspace M ⊆ X with
dimX/M <∞.
Proof. Suppose T admits a T -invariant subspace M with dimX/M < ∞. Then TM :
X/M → X/M is topologically transitive. But this is not possible, since operators on
finite dimensional spaces can never be topologically transitive by Corollary 1.2.13.
We will determine at this point the spectrum of the operator B̂ : l∞/c0 → l∞/c0,
where B is the backward shift on l∞.
Proposition 1.3.8. Let B be the backward shift on l∞ and consider B̂ : l∞/c0 → l∞/c0.
Then σ(B̂) = ∂D.
Proof. We will show first that ∂D ⊆ σp(B̂) ⊆ σ(B̂). Choose any µ ∈ ∂D. Then µ = eiθ
for some θ ∈ R. It is easy to see that the vector [(xn)n] with x1 = 1 and xn+1 = eiθn is
the corresponding eigenvector. So we get ∂D ⊆ σp(B̂). Now we take any µ ∈ C with
|µ| < 1. Then B̂ − µI is injective. To see this, assume that there exists some vector
[x] 6= 0 with
(∗) (B̂ − µI) [x] = 0.
Let x = (x1, x2, x3, ...). Then from (∗) it follows that
(∗∗) (zn)n := (xn+1 − µxn)n ∈ c0
holds. Let (nk)k be a strictly increasing sequence of positive integers, such that
δ := lim
k→∞
|xnk+1| = limn→∞ sup |xn|.
Then δ′ := lim
k→∞
sup |xnk | ≤ δ. From (∗∗) it follows that there exists a null-sequence
εn with xn+1 − µxn = εn for each n ∈ N. Passing to the subsequence (nk)k, we obtain
|xnk+1| ≤ |µ||xnk |+ |εnk | and therefore
δ = lim
n→∞
sup |xn| = lim
k→∞
|xnk+1| ≤ |µ| lim
k→∞
sup |xnk | = |µ|δ′ ≤ δ′.
Hence δ = 0, and (xn)n is a null sequence which implies [x] = 0. Now for every |µ| < 1,
B̂ − µI is surjective. Indeed take for any [y] with y = (y1, y2, ...) the vector [x], where
x = (xn)n with x1 = 0 and xn+1 =
∑n−1
k=0 yn−kµ
k. Then we get (B̂ − µI) [x] = [y].
Finally we obtain D ∩ σ(B̂) = ∅ and since
∥∥∥B̂∥∥∥ ≤ ‖B‖ = 1, we have σ(B̂) = ∂D.
19
Now we are prepared to prove the next theorem.
Theorem 1.3.9. Consider the operator T := I + λB with |λ| > 2. Then
AmixT = AT = c0.
Proof. We will first show that c0 ⊆ AmixT . Since the restricted operator T |c0 : c0 → c0
is mixing ([20], p. 123), we get by Theorem 1.2.6 that every x ∈ c0 is a Jmix-vector of
T |c0 . Hence by Proposition 1.2.8 every x ∈ c0 is a Jmix-vector of T , since JmixT (0) = l∞.
Now assume AT\c0 6= ∅. Then by Lemma 1.3.6, we get that T̂ is J-class. But σ(T̂ ) =
1 + σ(λB̂) = 1 + {λeiθ|θ ∈ R}. This set does not intersect with the unit circle, since
|λ| > 2 and so T̂ is not J-class by Lemma 1.2.12, which is a contradiction. It follows
that AT ⊆ c0 and since AmixT ⊆ AT we obtain the desired statement.
It is natural to generalize the problem whether T = I + λB is J-class or not. For
example, if we consider any polynomial p we might ask the following question: Is it
possible to give a characterization for p(B) being J-class? In Chapter 3 we will give
a complete characterization of this problem using techniques from Spectral theory,
Tauberian operator theory and some specific properties of the geometry of l∞ and l1.
Remark 1.3.10. If we consider the operator I + λB with |λ| < 1 then (I + λB)−1
exists and we have ‖(I + λB)−1‖ ≤ 1
1−|λ| . Then the solution x ∈ l∞ for the equation
(I + λB)x = y satisfies the estimate
‖x‖∞ =
∥∥(I + λB)−1y∥∥∞ ≤ 11− |λ| ‖y‖∞ .
If |λ| > 1 one can find a solution x with
‖x‖∞ ≤
1
|λ| − 1 ‖y‖∞
by repeating the arguments of the proof of Theorem 1.3.3. Finally we find for |λ| 6= 1
and y ∈ l∞ a solution x ∈ l∞ of (I + λB)x = y with
‖x‖∞ ≤
1
||λ| − 1| ‖y‖∞ .
Theorem 1.3.11. Consider the backward shift B on l∞ and let
p(z) = a(z − z1) · . . . · (z − zn)
be a polynomial whose zeros z1, z2 . . . , zn are not equal to zero and satisfy
|a|
n∏
k=1
||zk| − 1| > 1.
Then there exists a positive number q < 1, such that for all y ∈ l∞ there exist a solution
x ∈ l∞ of the equation p(B)x = y with ‖x‖ ≤ q ‖y‖.
20
Proof. We write
p(z) = (−1)na · z1 · . . . · zn ·
(
1− z
z1
)
· . . . ·
(
1− z
zn
)
and therefore
p(B) = (−1)na · z1 · . . . · zn
(
I − 1
z1
B
)
◦ . . . ◦
(
I − 1
zn
B
)
.
Consider the equation p(B)x = y, which is equivalent to(
I − 1
z1
B
)
◦
(
I − 1
z2
B
)
◦ . . . ◦
(
I − 1
zn
B
)
x = (−1)n 1
a
∏n
k=1 zk
y =: y˜.
Define λk :=
1
|zk| . So we get
(I − λ1B) ◦ (I − λ2I) ◦ . . . ◦ (I − λnB)x = y˜.
By Remark 1.3.10 there exists a solution x1 ∈ l∞ of (I − λ1B)x1 = y˜ with ‖x1‖ ≤
1
||λ1|−1| ‖y˜‖ =
|z1|
|1−|z1|| ‖y˜‖. With the same arguments there exists a solution x2 of (I −
λ2B)x2 = x1 with
‖x2‖ ≤ 1||λ2| − 1| ‖x1‖ ≤
|z2|
|1− |z2||
|z1|
|1− |z1|| ‖y˜‖ .
Repeating this n-times we get a vector xn ∈ l∞ with (I + λnB)xn = xn−1 and
‖xn‖ ≤ |zn||1− |zn|| · . . . ·
|z2|
|1− |z2||
|z1|
|1− |z1|| ‖y˜‖ .
By the definition of y˜ we get in particular
‖xn‖ ≤ 1|a|
1
|1− |zn|| · . . . ·
1
|1− |z2||
1
|1− |z1|| ‖y‖
and therefore ‖xn‖ ≤ q ‖y‖, where
q :=
1
|a|
1
|1− |zn|| · . . . ·
1
|1− |z2||
1
|1− |z1|| < 1
by our assumption.
Finally we have p(B)xn = y with ‖xn‖ ≤ q ‖y‖.
Proposition 1.3.12. Let p(z) = a · (z− z1) · (z− z2) . . . · (z− zn) be a polynomial with
zeros zk for k = 1, . . . , n. Assume that
|a|
n∏
k=1
||zk| − 1| > 1
holds and |zk| < 1 for at least one k. Then T := p(B) is J-class.
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Proof. Take any y ∈ l∞ and consider the case where 0 is a zero of p. Without loss
of generality assume that z1 = .... = zl = 0. This means 0 is a zero of p with
multiplicity l ≥ 1. So we can write p(z) = a(z − zl+1) · . . . · (z − zn) · zl. Then
q(z) := a(z − zl+1) · . . . · (z − zn) satisfies the conditions of Theorem 1.3.11 and hence
there exists a positive number q < 1, x1 ∈ l∞ with q(B)x1 = y and ‖x1‖ ≤ q ‖y‖. Define
x˜1 := S
lx1, where S : l
∞ → l∞ is the forward shift, i.e. S(z1, z2, . . .) = (0, z1, z2, . . .).
Then
p(B)x˜1 = q(B)B
lx˜1 = q(B)B
lSlx1 = q(B)x1 = y
and
‖x˜1‖ =
∥∥Slx1∥∥ = ‖x1‖ ≤ q ‖y‖
holds. Thus for x˜1 we find in the same manner x˜2 such that
p(B)x˜2 = x˜1
and
‖x˜2‖ ≤ q ‖x˜1‖ ≤ q2 ‖y‖
holds. By induction we can therefore find a sequence (x˜n)n such that ‖x˜n‖ ≤ qn ‖y‖
and P (B)nx˜n = y. But this means lim
n→∞
x˜n = 0 and lim
n→∞
T nx˜n = y. Since y was
arbitrary we have JT (0) = l
∞. Now by assumption there exits some zero zk of p(z)
with absolute value less than one. From D ⊆ σp(B) it follows
0 ∈ p(D) ⊆ p(σp(B)) = σp(p(B)),
where we used the Spectral mapping theorem for the point spectrum (see A.1.2). This
means that p(B) has non-trivial kernel which implies with Proposition 1.2.8 that T =
p(B) is J-class. The case where 0 is not a zero of p(B) is similar. Here we just have to
observe that p(z) = q(z).
We have seen the set AT of J-vectors is a separable set for all examples of operators
on l∞ which are J-class.Therefore, it is natural to ask if this is always the case. That
means is AT always separable where X = l
∞? The next example shows that this not
the case.
Example 1.3.13. There exists a Jmix-class operator T on l
∞, such that AmixT is non-
separable.
Proof. Consider an isomorphism J : l∞ → l∞⊕ l∞ and the operator U : l∞⊕ l∞ → l∞
defined by U(a ⊕ b) := a. Now choose |λ| > ‖J−1‖ and define the operator T :
l∞ → l∞ by T := λB ◦ U ◦ J , where B is the backward shift. Then T is J-class
with M := J−1({0} ⊕ l∞) ⊆ AT . To see this take any y ∈ l∞ arbitrary. Define
x1 := (0, λ
−1y1, λ−1y2, . . .). Then λBx1 = y and ‖x1‖ = 1|λ| ‖y‖. Now U(x1 ⊕ 0) = x1
with ‖x1 ⊕ 0‖l∞⊕l∞ = ‖x1‖∞. Choose now z1 ∈ l∞ with Jz1 = (x1, 0). Then
‖z1‖ ≤
∥∥J−1∥∥ ‖(x1, 0)‖ ≤ ∥∥J−1∥∥ · ‖x1‖ ≤ ‖J−1‖|λ| ‖y‖ = q ‖y‖
holds with q = ‖J−1‖ |λ|−1 < 1. Repeating the above, we find z2 with Tz2 = z1 and
‖z2‖ ≤ q ‖z1‖ ≤ q2 ‖y‖.
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Inductively we get a sequence T nz(n) = y and z(n) → 0. Since y was arbitrary we
conclude JmixT (0) = X. It is easy to see that M := J
−1({0}⊕ l∞) is non separable and
M = N(U) ⊆ N(T ), where N(T ) is the kernel of T . We thus obtain M ⊆ N(T ) ⊆ AT
by Proposition 1.2.8 (iii), since JmixT (0) = X.
Chapter 2
The existence of J-class operators
on Banach spaces
2.1 Preliminaries and the main result
In this chapter we answer in a negative the question raised by G. Costakis and A.
Manoussos in [14], whether there exists a J-class operator on every non-separable
Banach space. In particular we show that there exists a non-separable Banach space
constructed by A. Arvanitakis, S. Argyros and A. Tolias in [6] such that the J-set
of every operator on this space has empty interior for each non-zero vector. On the
other hand, on non-separable spaces which are reflexive there always exists a J-class
operator. The main parts of this chapter are also published in [31]. Our main result is
the following:
Theorem 2.1.1. There exists a non-separable complex Banach space X on which the
J-set of every operator has empty interior for every non-zero vector. Consequently
there exists no J-class operator on X.
As is clear from our proof, the conclusion of Theorem 2.1.1 is satisfied for every
complex non-separable Banach space, for which every T ∈ L(X) is of the form T =
λI + S with λ ∈ C and S a strictly singular operator with separable range. A real
non-separable HI (Hereditarily Indecomposable) Banach space containing no reflexive
subspace for which every T ∈ L(X) takes the form T = λI + S with λ ∈ R and S
a weakly compact operator with separable range has been constructed by S. Argyros,
A. Arvanitakis and A.Tolias in [6]. The complexification of this space is easily shown
that satisfies our requirements, and thus the conclusion of Theorem 2.1.1. In contrast
we show in Theorem 2.1.19 that every non-separable reflexive Banach space admits a
J-class operator.
Definition 2.1.2. Let X, Y be infinite dimensional Banach spaces. A linear and
bounded operator S : X → Y is called strictly singular, if for every infinite dimensional
subspace M ⊆ X the restriction S|M : M → S(M) is not an isomorphism (i.e. a linear
homeomorphism).
Theorem 2.1.3. ([1], p. 281) Assume that S ∈ L(X) is strictly singular and that an
operator T ∈ L(X) has an at most countable spectrum. Then the spectrum of S+T
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is at most countable. Zero and the points of σ(T ) are the only possible accumulation
points of σ(S + T ).
Remark 2.1.4. In the case that T = 0 in Theorem 2.1.3, we conclude that 0 ∈ σ(S),
with 0 as the only possible accumulation point. Therefore the spectrum of the operator
λI + S is equal to λ + σ(S) and is at most countable with λ as the only possible
accumulation point.
Theorem 2.1.5. ([1], p. 175) Let X be a Banach space. The collection of all strictly
singular operators is a closed subspace of L(X), which is also a two-sided ideal.
Proposition 2.1.6. ([1], p. 177) Let X be a real Banach space and XC its complexifi-
cation. A bounded operator T : X → X is strictly singular if and only if TC : XC → XC
is strictly singular.
Theorem 2.1.7. Let X be a complex infinite dimensional Banach space. Then for
every operator of the form T = λI + S, where S is strictly singular and |λ| > 1, and
every x 6= 0, the set JT (x) has empty interior.
Proof. By Remark 2.1.4 it follows that λ ∈ σ(T ) and it is the only possible accumula-
tion point. We decompose the spectrum in
σ1 := {µ ∈ σ(T ) : |µ| ≤ 1} and σ2 := {µ ∈ σ(T ) : |µ| > 1}.
Clearly λ ∈ σ2 holds. Moreover, σ1 is closed and since λ ∈ σ2, and λ is the only
possible accumulation point, we conclude that σ2 is also closed. Furthermore σ1 and
σ2 are disjoint. By the Riesz decomposition theorem we can decompose X = M1⊕M2,
where M1 and M2 are closed and T -invariant subspaces and σ1 = σ(T|M1), σ2 = σ(T|M2).
Now we assume that there exist a non-zero vector x such that JT (x) has non-empty
interior. Let x = x1 + x2, where x1 ∈ M1 and x2 ∈ M2. Since x is non-zero, either x1
or x2 is not equal to zero. We claim that M1 is finite dimensional. For a contradiction,
assume that M1 is infinite dimensional, then S|M1 is strictly singular and it follows from
Remark 2.1.4, that 0 ∈ σ(S|M1) and therefore λ ∈ σ(T|M1) = σ1, which is not possible.
Now consider the projection P1 : X →M1 along M2 onto M1. Since
JT (x) ⊆ JT|M1 (x1) + JT|M2 (x2),
it follows that
P1(JT (x)) ⊆ JT|M1 (x1)
holds. By the open mapping theorem it follows that P1(JT (x)) has non empty interior
and thus JT|M1 (x1) has non-empty interior. This is possible if x1 = 0, since M1 is finite
dimensional, see [14].
As above we conclude that JT|M2 (x2) has non-empty interior. Therefore since σ(T|M2) =
σ2 ⊆ C\D, it follows by Lemma 1.2.12 (ii) that x2 = 0. Thus x = x1 + x2 = 0, which
is a contradiction.
S. Argyros, A. Arvanitakis and A. Tolias constructed a non-separable real Banach
space, on which every operator T has the form T = λI+S, where S is strictly singular
and has separable range, see [6].
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Theorem 2.1.8. (Argyros, Arvanitakis, Tolias, [6]) There exists a real non-
separable Banach space XA, containing no reflexive subspace, on which every operator
T is of the form T = λI + S with λ ∈ R and S a weakly compact operator (and hence
of separable range).
The fact that XA contains no reflexive subspace, implies that every weakly compact
operator on XA is strictly singular, thus every operator T : XA → XA is of the form
T = λI + S with λ ∈ R and S a strictly singular operator with separable range.
Corollary 2.1.9. Consider X := (XA)C. Then every operator T ∈ L(X) is of the
form T = wI + S (w ∈ C), where S is strictly singular and has separable range.
Proof. Every operator T ∈ L(X) can be written as T = T1+iT2, where T1, T2 ∈ L(XA).
By the previous theorem T1 = λI + S1 and T2 = µI + S2 (λ, µ ∈ R), where S1, S2 ∈
L(XA) are strictly singular and have separable range. Therefore we get
T = T1 + iT2
= λI + S1 + i(µI + S2)
= (λ+ iµ)IC + (S1)C + i(S2)C
By Proposition 2.1.6 the operator (Si)C is strictly singular for i ∈ {1, 2} and by Theo-
rem 2.1.5 the operator S := (S1)C+ i(S2)C is strictly singular and has separable range.
With w := λ+ iµ we get T = wI + S.
Theorem 2.1.10. There exists a non-separable complex Banach space X on which
the J-set of every operator has empty interior for every non-zero vector. In particular
there does not exist a J-class operator on X.
Proof. We consider the space X = (XA)C. Then every operator T is of the form
T = λI + S by Corollary 2.1.9, where S is strictly singular and has separable range.
If |λ| > 1, then it follows from Theorem 2.1.7 that the interior of JT (x) is empty for
each non-zero vector x. Now consider |λ| ≤ 1. Then by Lemma 1.2.12 the operator
T − λI = S has dense range. This is not possible since S has separable range and X
is non-separable.
Our next aim is to show that on the space Y := X ⊕ X, where X = (XA)C, the
J-set of every T ∈ L(Y ) has also empty interior for each non-zero vector in Y . The
next Lemma gives us some information about the form of the operators in L(Y ).
Lemma 2.1.11. Consider Y := X ⊕X, where X = (XA)C. Then for every operator
T ∈ L(Y ) there exists an isomorphism J ∈ L(Y ), such that J−1TJ has one of the two
matrix representations
J−1TJ =
(
λI I
0 λI
)
+
(
S1 S2
S3 S4
)
or
J−1TJ =
(
λ1I 0
0 λ2I
)
+
(
S1 S2
S3 S4
)
,
where Si ∈ L(X) is strictly singular and has separable range for i ∈ {1, 2, 3, 4}.
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Proof. Every operator T ∈ L(Y ) has the matrix representation
T =
(
T1 T2
T3 T4
)
,
where Ti ∈ L(X) for i ∈ {1, 2, 3, 4}. From Corollary 2.1.9 it follows that every Ti =
aiI + S˜i with S˜i strictly singular with separable range and ai ∈ C. Thus we get
T =
A︷ ︸︸ ︷(
a1I a2I
a3I a4I
)
+
S˜︷ ︸︸ ︷(
S˜1 S˜2
S˜3 S˜4
)
Applying the Jordan decomposition of matrices, there exists now an isomorphism such
that
J−1AJ =
(
λI I
0 λI
)
or J−1AJ =
(
λ1I 0
0 λ2I
)
By Theorem 2.1.5 the operator S := J−1S˜J is also strictly singular and therefore there
exist some Si ∈ L(X), i ∈ {1, 2, 3, 4} strictly singular with separable range, such that
S =
(
S1 S2
S3 S4
)
, see [1], p. 177.
It now follows the desired statement.
Definition 2.1.12. Let X, Y be Banach-spaces and consider T ∈ L(X, Y ).
(i) If dim N(T ) <∞ and codim R(T ) <∞, then T is said to be a Fredholm operator
and we will write T ∈ Φ(X, Y ). If X = Y then Φ := Φ(X) := Φ(X,X).
(ii) The essential spectrum is defined as
σess(T ) := {λ ∈ C : T − λI is not Fredholm}.
Theorem 2.1.13. ([1], p. 175) Let X be a Banach space and S, T ∈ L(X). If T is
Fredholm and S is strictly singular, then the operator T + S is also Fredholm.
Theorem 2.1.14. ([1], p. 301) Let X be a Banach space and consider T ∈ L(X).
If λ0 ∈ σ(T )\σess(T ) is an isolated point, then the corresponding T -invariant subspace
for λ0 resulting from the Riesz decomposition theorem is finite dimensional.
Theorem 2.1.15. Consider Y = X ⊕ X with X = (XA)C and T ∈ L(Y ). Then
(JT ((x, y)))
◦ = ∅ for all (x, y) ∈ Y \{(0, 0)}. Hence on Y there does not exist any
J-class operator.
Proof. We argue by contradiction. Assume that there exists some T ∈ L(Y ), such
that
◦
JT ((x, y))6= ∅ for some (x, y) ∈ Y \{(0, 0)}. By the above lemma we will find an
isomorphism D ∈ L(Y ) such that
(∗) D−1TD =
(
λI I
0 λI
)
+
(
S1 S2
S3 S4
)
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or
(∗∗) D−1TD =
(
λ1I 0
0 λ2I
)
+
(
S1 S2
S3 S4
)
.
Then for T˜ := D−1TD the J-set JT˜ (D
−1(x, y)) has also non-empty interior by similar
arguments as in the proof of Proposition 1.2.10.
Case 1 : T˜ = (∗)
In this case λ = λ1 = λ2. If |λ| 6= 1 then we decompose σ(T˜ ) = σ1 ∪ σ2 with
σ1 = {µ ∈ σ(T˜ ) : |µ| = 1} and σ2 = {µ ∈ σ(T˜ ) : |µ| 6= 1}.
σ1 is closed and by Theorem 2.1.3, σ2 is also closed, since λ and 0 are the only pos-
sible accumulation points of σ(T˜ ) and hence of σ2. Furthermore the corresponding
T˜ -invariant closed subspace M1 for σ1, resulting from the Riesz decomposition theo-
rem is finite dimensional. This follows from the fact that for λ0 ∈ σ1 the operator
T˜ −
(
λ0I 0
0 λ0I
)
=
(
(λ− λ0)I I
0 (λ− λ0)I
)
+
(
S1 S2
S3 S4
)
is Fredholm by Theorem 2.1.13 and since λ0 is an isolated point, it follows from Theorem
2.1.14 that the corresponding T -invariant closed subspace for λ0 is finite dimensional.
Now σ1 is a finite set and therefore with the above arguments the corresponding T -
invariant closed subspace for σ1 is also finite-dimensional. The rest of the proof for
|λ| 6= 1 is analogous to Theorem 2.1.7.
Now consider |λ| = 1. Then T˜ −
(
λI 0
0 λI
)
does not have a dense range, which is a
contradiction to Lemma 1.2.12.
Case 2: T˜ = (∗∗).
If λ1 = λ2 the argumentation is almost identical to Case 1. Assume λ1 6= λ2 and |λ1| = 1
or |λ2| = 1. Without loss of generality we have |λ1| = 1. Then T˜ −
(
λ1I 0
0 λ1I
)
has
not a dense range, which is a contradiction as in Case 1.
For |λ1| 6= 1 and |λ2| 6= 1 the argumentation is identical like Case 1.
Remark 2.1.16. With some more technicalities it is also possible to prove the same
result in Theorem 2.1.15 for Y =
n−times︷ ︸︸ ︷
X ⊕ . . .⊕X, where X = (XA)C.
We will now show that there is a large class of non-separable Banach spaces on
which there always exists a J-class operator, namely the reflexive non-separable Banach
spaces. The next theorem due to Costakis and Manoussos can be found in [14].
Theorem 2.1.17. [14] Let X be a Banach space and Y be a separable Banach space.
Consider S ∈ L(X) with σ(S) ⊆ {λ : |λ| > 1}. Let T ∈ L(Y ) be hypercyclic. Then
(1) S × T : X × Y → X × Y is a J-class operator, but not hypercyclic.
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(2) AS×T = {0} × Y .
The next theorem by Lindenstrauss ([26]) gives us some information about the
decomposition of reflexive non-separable Banach spaces.
Theorem 2.1.18. (Lindenstrauss, [26]) Let X be a non-separable reflexive Banach
space and Y ⊆ X be a separable and closed subspace. Then there exists a separable
closed subspace W of X, which contains Y and a linear bounded projection PW : X →
W with ‖PW‖ = 1.
Theorem 2.1.19. Let X be a non-separable reflexive Banach space. Then for every
infinite dimensional separable and closed subspace Y and for every λ ∈ (1,∞) there
exists a J-class operator T with Y ⊆ AT and ‖T‖ = λ.
Proof. By Theorem 2.1.18 there exists a separable infinite dimensional subspace W ,
which contains Y and a linear bounded projection PW : X → W with ‖PW‖ = 1.
There exists now a closed subspace U of X such that X = U ⊕W . For given ε > 0 we
can find a hypercyclic operator T1 : W → W , T1 := IW + K, where IW is the identity
operator on W and K compact with ‖K‖ < ε, see ([4], [12]). Then by Theorem 2.1.17
the operator
Tλ := λIU ⊕ T1 = λI + (1− λ)PW +K ◦ PW
is J-class for λ > 1. Furthermore Y ⊆ W = AT . Now we define the function g :
(1,∞) → R by g(δ) := ‖Tδ‖. It is easy to see, that g is continuous. For given λ we
choose δ > 1 and ε > 0, such that 2δ + ε < 1 + λ. Therefore we get
g(δ) = ‖Tδ‖
= ‖δI + (1− δ)PW +K ◦ PW‖
≤ δ + |1− δ| ‖PW‖+ ‖PW ‖‖K‖
≤ 2δ − 1 + ε
< λ.
On the other hand we can find µ > 1 large enough, such that g(µ) > λ. By the
intermediate value theorem there exists a ξ ∈ [δ, µ] with g(ξ) = ‖Tξ‖ = λ.
Chapter 3
J-class operators on l∞
3.1 Spectral properties of J-class operators on l∞
It follows immediately from the definition of a hypercyclic operator on a separable
space that it is also J-class. The spectrum of a hypercyclic operator can vary very
drastically. There are hypercyclic operators whose spectrum has an interior point (for
example the weighted backward shift λB on lp for 1 ≤ p < ∞) but also those where
the spectrum just consists of one single point (see [4]). The next section will show that
on l∞, the spectrum can not be too small for J-class operators. We will prove that the
spectrum has at least to be uncountable. Further assumptions such that the operator
T is gained from l1, for example if T = S∗, where S is any operator on l1 guarantee
that the point spectrum of T has even an interior point.
Definition 3.1.1. Consider T ∈ L(X), where X is a Banach space. The residual space
Xco is the quotient space X∗∗/J(X) with the natural quotient topology. The operator
T co : X∗∗/J(X)→ X∗∗/J(X),
defined by
T co(x∗∗ + J(X)) := T ∗∗x∗∗ + J(X)
is called the residuum operator, where J is the canonical embedding from X into X∗∗.
If there is no necessity, we will write for short X = J(X) and therefore Xco = X∗∗/X.
Remark 3.1.2. (1) Given any operator T ∈ L(X), we can identify (T ∗)co with (T co)∗
and therefore (T co)∗∗ ∼= ((T ∗)co)∗ ∼= (T ∗∗)co, see [19]. Here T ∼= S means that
there exists a continuous isomorphism J : X → Y such that T = J−1SJ holds,
where T ∈ L(X), S ∈ L(Y ) and X, Y are Banach spaces.
(2) The spectrum of T co is contained in the spectrum of T , that means
σ(T co) ⊆ σ(T )
holds. This follows from the fact that for a T -invariant closed subspace Y of X
we have
(∗) σ(T̂Y ) ⊆ σ(T ) ∪ σ(T |Y ),
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see [36], p. 11), where T̂Y : X/Y → X/Y is the canonical operator induced by
T . That means, T̂Y [x]Y := [Tx]Y . Therefore T
co is the same operator as T̂ ∗∗X .
Hence from (∗) we get
σ(T co) = σ(T̂ ∗∗X) ⊆ σ(T ∗∗|X) ∪ σ(T ∗∗) = σ(T ) ∪ σ(T ∗∗) = σ(T ).
The last equation follows from the fact that T ∗∗|X = T .
Proposition 3.1.3. Let M1,M2 be Banach spaces and consider T1×T2 ∈ L(M1×M2).
Then
(T1 × T2)co ∼= T co1 × T co2
holds.
Proof. Consider first the following operator:
i) ψ1 : (M1 ×M2)∗ →M∗1 ×M∗2 defined by
ψ1(x
∗) = (x∗1, x
∗
2),
where x∗1 = x
∗ ◦ J1, x∗2 = x∗ ◦ J2 and J1 : M1 →M1 ×M2, J2 : M2 →M1 ×M2 are the
canonical embeddings, that means J1(u) = (u, 0) and J2(v) = (0, v) for u ∈ M1 and
v ∈M2.
ii) Similar define ψ2 : (M
∗
1 ×M∗2 )∗ →M∗∗1 ×M∗∗2 by
ψ2(x
∗∗) = (x∗∗1 , x
∗∗
2 ),
where x∗∗1 = x
∗∗ ◦ J1,∗ and x∗∗2 = x∗∗ ◦ J2,∗ and J1,∗ : M∗1 → M∗1 ×M∗2 , J2,∗ : M∗2 →
M∗1 ×M∗2 are the canonical embeddings similarly defined as in (i).
iii) Define now φ = ψ∗1 ◦ ψ−12 . A short calculation shows that φ(i(M1) × i(M2)) ⊆
i(M1 ×M2) holds, where i is the respective canonical map. Therefore the map
φ̂ :
M∗∗1 ×M∗∗2
i(M1)× i(M2) →
(M1 ×M2)∗∗
i(M1 ×M2) ,
defined by
φ̂([(m∗∗1 ,m
∗∗
2 )]) :=
[
ψ∗1 ◦ ψ−12 (m∗∗1 ,m∗∗2
)
]
is well defined, continuous and invertible.
iv) One can also easily see that
(φ̂)−1(T1 × T2)coφ̂ [(m∗∗1 ,m∗∗2 )] = [(T ∗∗1 m∗∗1 , T ∗∗2 m∗∗2 )]
is true. Define now
ϕ :
M∗∗1
i(M1)
× M
∗∗
2
i(M2)
→ M
∗∗
1 ×M∗∗2
i(M1)× i(M2)
by ϕ([m∗∗1 ,m
∗∗
2 ]) := ([m
∗∗
1 ] , [m
∗∗
2 ]).
Now φ is a continuous isomorphism and again a short calculation shows that
(φ̂ϕ)−1(T1 × T2)coφ̂ϕ = T co1 × T co2
holds. This completes the proof.
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Definition 3.1.4. Let X, Y be Banach spaces and consider T ∈ L(X, Y ).
(1) T is called bounded below, if there exists a constant c > 0, such that
‖Tx‖ ≥ c ‖x‖
for all x ∈ X.
(2) The approximate spectrum of T ∈ L(X) is defined as the set
σa(T ) : = {λ ∈ C | T − λI is not bounded below}
= {λ ∈ C | ∃(xn)n ∈ X, ‖xn‖ = 1 with lim
n→∞
‖Txn − λxn‖ = 0}.
Remark 3.1.5. It is immediately clear from the above definition that σp(T ) ⊆ σa(T ).
Moreover, if we consider any closed subspace M ⊆ X which is invariant under T then
it is also easy to see that σa(T |M) ⊆ σa(T ).
Proposition 3.1.6. ([1], p. 249) For T ∈ L(X) the set σa(T ) is a closed subset
of σ(T ). Moreover, the boundary of the spectrum is contained in the approximate
spectrum, that means
∂σ(T ) ⊆ σa(T )
holds.
The next theorem can be found in [11]; in particular it states that the point spec-
trum of the adjoint of an operator defined on l∞ can not be empty since we know
by the previous proposition that the boundary of the spectrum is contained in the
approximate spectrum.
Theorem 3.1.7. (Kalton, Bermudez, [11]) Consider T ∈ L(l∞). Then we have
σa((T
∗)co) ⊆ σp(T ∗).
Definition 3.1.8. An infinite-dimensional Banach space X is said to be prime if every
infinite-dimensional complemented subspace of X is isomorphic to X.
Any separable Hilbert-space or more generally any lp-space for 1 ≤ p <∞ is prime,
see [27], p. 57 . The next theorem due to Lindenstrauss states that this is also true for
l∞.
Theorem 3.1.9. (Lindenstrauss, [27], p. 57)
The space l∞ is prime.
The next elementary lemma will be important for describing the spectral structure
of operators with totally disconnected spectrum.
Lemma 3.1.10. ([9], p. 12.) Let K be a compact subset of C and let C be a connected
component of K. Assume that C is contained in some open set O ⊆ C. Then one can
find a clopen (closed and open) subset σ of K, such that
C ⊆ σ ⊆ O.
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Lemma 3.1.11. (a) Consider A := {ai | i ∈ I}, where I is an uncountable index
set and ai are positive real numbers for each i ∈ I. Then there exists δ > 0 and
an uncountable index set J ⊆ I such that
aj > δ for every j ∈ J.
(b) Consider A as in a). Then
sup{
∑
j∈J
aj | J ⊆ I finite } =∞.
(c) Assume that (In)n∈N are intervals in Rd and that there exists a positive integer k
with the property that for |m− n| ≥ k the intervals Im and In are disjoint. Then
∞∑
n=1
|In| ≤ k · λ(I),
where I =
⋃∞
n=1 In and λ is the Lebesgue measure on Rd .
Proof. (a) Without loss of generality we may assume that A ⊆ (0, 1). Suppose that the
statement is not valid. Then for every positive integer m there exist at most countable
many ai ∈ A, such that ai > 1m . But then
A = A ∩ (0, 1) =
∞⋃
m=1
[
1
m+ 1
,
1
m
)
∩ A
is at most countable. This gives a contradiction.
(b) follows immediately from (a) and (c) can be found in [8], Lemma 3.4.
Lemma 3.1.12. Let K ⊆ C be a compact subset of the complex plane. Then the set
K\Kc is at most countable, where Kc stands for the set of all accumulation points of
K.
Proof. Regard K as a subset of R2 with the max-norm. Without loss of generality we
may assume K ⊆ (0, 1)× (0, 1). We put M := K\Kc. Assume that M is uncountable.
For each x := (x(1), x(2)) ∈ M choose εx > 0, such that Iεx ∩ K = {x} (since x is
isolated) and Iεx ⊆ (0, 1)× (0, 1), where
Iεx = (−εx + x(1), εx + x(1))× (−εx + x(2), εx + x(2)).
By Lemma 3.1.11 (a) there exists 0 < δ < 1 and uncountable many elements x ∈ M ,
such that εx > δ. We denote this set by Mδ. Furthermore there exist positive integers
m, k such that 1
m
≤ δ
2
< εx
2
and
S := Mδ ∩
[
k − 1
m
,
k
m
]
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is uncountable. By Lemma 3.1.11 (b) we can therefore choose finitely many elements
x1, x2, . . . , xn from S, such that
n∑
i=1
εxi > 1.
Furthermore for |i− j| > 2 with 1 ≤ i, j ≤ n we have Ii ∩ Ij = ∅, where
Ii :=
[
k − 1
m
,
k
m
]
× (−εxi + x(2)i , εxi + x(2)i )
Hence by Lemma 3.1.11 (c) we get
2
m
<
n∑
i=1
2
m
εxi =
n∑
i=1
|Ii| ≤ 2λ(∪ni=1Ii) ≤
2
m
which yields a contradiction.
At this point we are ready for the main theorem of this section.
Theorem 3.1.13. Let T ∈ L(l∞) and suppose that the spectrum of T is totally dis-
connected. Then the following statements hold.
(a) The set
σ(T )\σ(T co)
is at most countable.
(b) The spectrum of the adjoint T ∗ consists of eigenvalues. That means
σ(T ∗) = σp(T ∗)
holds.
Proof. (a) Let α be a accumulation point of σ(T ). Assume that there exists some r > 0
such that
Br(α) ∩ σ(T co) = ∅,
where Br(α) is the open disk centered at α with radius r. We will apply Lemma 3.1.10
to K := σ(T ), O := Br(α) and C = {α}; here we use the fact that every point is a
connected component. Therefore there exists a clopen subset σ1 of σ(T ), such that
{α} ⊆ σ1 ⊆ Br(α).
By the Riesz decomposition theorem applied to σ1 and σ2 := σ(T )\σ1 we get that the
corresponding spectral subspace M1 := Mσ1 is infinite dimensional. This follows from
the fact that σ1 is an infinite set, since α is a accumulation point and σ1 is open in
σ(T ). Since l∞ is a prime space, it follows that M1 ∼= l∞. Moreover, we get from
T = T |M1 ⊕ T |M2
the isomorphy
(∗) T co ∼= (T |M1)co ⊕ (T |M2)co
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by Proposition 3.1.3. Since M1 is non-reflexive (l
∞ is non-reflexive) it follows that
(M1)
co is not the null-space and therefore σ((T |M1)co) is non-empty. In particular, we
get
σ((T |M1)co) ⊆ σ(T co)
from (∗) but on the other hand it follows from Remark 3.1.2 (2)
σ((T |M1)co) ⊆ σ((T |M1)) = σ1
and therefore
∅ 6= σ((T |M1)co) = σ1 ∩ σ((T |M1)co) ⊆ Br(α) ∩ σ(T co) = ∅.
This is a contradiction and therefore for each n ∈ N there exists
an ∈ σ(T co) with |an − α| < 1
n
.
Hence
lim
n→∞
an = α ∈ σ(T co)
holds, since σ(T co) is closed. Therefore, the set of all accumulation points of σ(T ) is
contained in σ(T co) and finally the set
σ(T )\σ(T co) ⊆ σ(T )\(σ(T ))c
is at most countable by Lemma 3.1.12.
(b) If α is an accumulation point of σ(T ) = σ(T ∗) then the proof of (a) shows that
α ∈ σ(T co) = σ((T co)∗)
= σ((T ∗)co)
(∗)︷︸︸︷
= ∂σ((T ∗)co)
= σa((T
∗)co) ⊆ σp(T ∗),
where the last inclusion follows from Theorem 3.1.7 and (∗) is valid since σ(T ) is totally
disconnected and therefore σ(T co).
Let α be an isolated point in σ(T ). Consider first the case, where dimMσα <∞, with
σα = {α}. Then α is an eigenvalue of T and since T ∗ ∼= T ∗1 ⊕ T ∗2 holds, we conclude
that α is an eigenvalue of T ∗. If dimMσα = ∞, the argumentation is identical as in
the proof of (a). This shows (b).
Remark 3.1.14. (i) The above theorem is clearly valid for spaces which are isomor-
phic to l∞, for example L∞([0, 1]) (see [3], p. 85) or the weighted H∞ spaces (see
[29]).
(ii) If we consider any operator T ∈ L((l∞)∗) with countable spectrum, the above
theorem does not remain true. Indeed, for a Banach space X, we can find a
closed subspace M ⊆ X∗∗∗ such that we have the following direct composition
X∗∗∗ = M ⊕X∗. To see this, consider the canonical embedding i : X → X∗∗ and
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its adjoint i∗ : X∗∗∗ → X∗. Denote by J : X∗ → J(X∗) the canonical embedding
of X∗ onto its image. Then (J ◦ i∗)|J(X∗) is the identity on J(X∗) and therefore
J ◦ i∗ is a projection. Now for X = c0 we obtain (l∞)∗ = M ⊕ l1. Choose the
identity operator on M and any compact operator K on l1 with σ(K) = {0} so
that 0 is not an eigenvalue of K. Then the spectrum of T := I ⊕K is equal to
{0, 1}. But 0 is not an eigenvalue of T .
Using Lemma 1.2.12, we finally see that the spectrum of a J-class operator can not
be too small.
Corollary 3.1.15. Let T ∈ L(l∞) be a J-class operator. Then
(a) The spectrum of T is uncountable.
(b) For every λ ∈ C there exists a subspace Uλ ⊆ l∞ isomorphic to l∞, such that
(T − λI)|Uλ
is an isomorphism.
Proof. a) Suppose there is a J-class operator with countable spectrum (hence totally
disconnected). Then by Theorem 3.1.13 (b) σ(T ) = σ(T ∗) = σp(T ∗). By Lemma 1.2.12
(i) we have σp(T
∗)∩D = ∅. But then σ(T )∩D = ∅, which is a contradiction to Lemma
1.2.12 (ii).
b) Suppose there exists some λ ∈ C, such that (T − λI)|U is not an isomorphism
for all U ⊆ l∞ isomorphic to l∞. Then by a result of Rosenthal W := T − λI is
weakly compact, see [27], p. 106. Since W 2 is compact (see [27], p. 57) it follows that
T = λI +W has countable spectrum which is a contradiction to (a).
3.2 Spectral properties of J-class operators on l∞
which are adjoints
We have seen in the previous section that the spectrum of a J-class operator has to be
uncountable. The aim of this section is to describe the whole spectrum of those J-class
operators on l∞ which are ”more or less” the adjoint of some operator on l1. We will
get strongly use of the geometry of l1 and with this it will be possible to give a complete
qualitative and quantitative characterization whenever these operators are J-class or
not. Under additional but natural conditions we determine also the set AT of J-vectors,
which is the main part of Section 3.3. We begin with an elementary topological lemma,
which we just state to get more familiar with the weak-star topology.
Lemma 3.2.1. Let (X, τ) be a Hausdorff-space and consider any sequence {yn | n ∈
N} ⊆ X. Then
{yn | n ∈ N} = {yn | n ≥ k} ∪ {y1, y2, . . . , yk}
holds for all k ∈ N.
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Proof. Fix k ∈ N and consider any x ∈ {yn | n ∈ N}. If x ∈ {y1, y2, . . . , yk}, there is
nothing to prove, otherwise assume that x /∈ {y1, y2, . . . , yk}. We have to show that
x ∈ {yn | n ≥ k}. Take therefore any neighborhood U of x and choose for 1 ≤ j ≤ k
neighborhoods Ux,j of x and Uyj of yj, such that Ux,j ∩ Uyj = ∅. Define now Ux :=
Ux,1 ∩ Ux,2 . . . ∩ Ux,k. Since (U ∩ Ux)∩ {yn | n ≥ 1} 6= ∅, it follows that there exists ym
with m ≥ k and ym ∈ (U ∩Ux)∩{yn | n ≥ 1}. This means ym ∈ U ∩{yn | n ≥ k}.
Corollary 3.2.2. Let X be a Banach space and consider {y∗n | n ∈ N} ⊆ X∗. If
x∗ ∈ {y∗n | n ∈ N}
w∗\{y∗n | n ∈ N}, it follows that x∗ ∈ {y∗n | n ≥ k} for all k ∈ N.
Proof. This follows immediately from the above lemma.
At this point we will introduce the surjectivity spectrum of an operator on a Banach
space which will play an essential role for the rest of this chapter.
Definition 3.2.3. Let X be a Banach space and consider T ∈ L(X). The surjectivity
spectrum of T is the set
σs(T ) := {λ ∈ C | T − λI is not surjective}.
The next proposition lists some properties of the surjectivity spectrum and can be
found in [25], p. 34.
Proposition 3.2.4. Consider T ∈ L(X) where X is a Banach space. Then we have
the following spectral properties.
(1) σs(T ) = σa(T
∗).
(2) σa(T ) = σs(T
∗)
Remark 3.2.5. From the above proposition and from Proposition 3.1.6 it follows that
the boundary of the spectrum is contained in σs(T ). Moreover it is a closed set.
The next theorem due to Eberlein and Smulian states, that sequential compactness
and compactness with respect to the weak topology on a Banach space are equivalent.
This is not clear, since the weak topology is not metrizable.
Theorem 3.2.6. (Eberlein-Smulian, [38], p. 49)
(a) Let X be a Banach space. Then the set A ⊆ X is relatively compact if and only if
every sequence in A has a convergent subsequence.
(b) A subset B ⊆ X is relatively weakly compact if and only if it is bounded and
the σ(X∗∗, X∗)-closure of i(B) in X∗∗ is contained in i(X), where i is the canonical
embedding.
The next theorem and its proof was suggested by M. O. Gonzalez. It states that in
the case X = l1 any λ which is an approximate point of an operator T is an eigenvalue
of its second adjoint. This is of course not true in general. For example consider
X = l2 and any compact operator K for which 0 is not an eigenvalue. Then 0 is an
approximate point of K (σa(K) = ∂σ(K) = σ(K), since K has countable spectrum)
but 0 is likewise not an eigenvalue of K∗∗ = K.
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Theorem 3.2.7. Let X be a Banach space with the Schur-property (that means every
weakly convergent sequence (xn)n ⊆ X is norm convergent) and consider T ∈ L(X).
Then the approximate spectrum of T is equal to the point spectrum of T ∗∗. In other
words
σa(T ) = σp(T
∗∗)
holds.
Proof. Take any λ ∈ σa(T ). Then there exists a sequence xn ∈ X with ‖xn‖ = 1,
such that ‖Txn − λxn‖ → 0 holds as n → ∞. Consider the case where xn has a
convergent subsequence, which we will denote again by (xn)n. It follows immediately
that Tz = λz, where z := lim
n→∞
xn and since T
∗∗ is an extension of T , we get T ∗∗z = λz.
Suppose at this point that xn has no norm convergent subsequence and put S := T−λI.
Since X has the Schur-property, (xn)n has no weak convergent subsequence. Hence the
set {xn | n ∈ N} is not relatively compact by the Eberlein-Smulian theorem and
therefore by Theorem 3.2.6 b) the σ(X∗∗, X∗) closure of {xn | n ∈ N} is not contained
in X. We choose
z∗∗ ∈ {xn | n ∈ N}w
∗
\X ⊆ {xn | n ∈ N}w
∗
\{xn | n ∈ N},
i.e. in particular z∗∗ 6= 0. For each ε > 0 and for each y∗ ∈ X∗ there exist by Corollary
3.2.2 nk > k, such that |z∗∗(y∗)−x∗∗nk(y∗)| < ε, where x∗∗nk = i(xnk) and i is the canonical
embedding from X to X∗∗. By choosing y∗ = x∗◦S, we get |z∗∗(x∗◦S)−x∗∗nk(x∗◦S)| < ε.
Hence we get
|(S∗∗z∗∗)x∗| ≤ |(S∗∗z∗∗ − S∗∗x∗∗nk)(x∗)|+ |S∗∗x∗∗nk(x∗)|
= |(z∗∗ − x∗∗nk)(x∗ ◦ S)|+ |S∗∗x∗∗nk(x∗)|
≤ ε+ ∥∥S∗∗x∗∗nk∥∥ · ‖x∗‖
= ε+ ‖Sxnk‖ · ‖x∗‖ → ε. (k →∞)
Since ε and x∗ were arbitrary, it follows that S∗∗z∗∗ = (T ∗∗ − λI)z∗∗ = 0. This shows
σa(T ) ⊆ σp(T ∗∗).
To establish the converse consider
σp(T
∗∗) ⊆ σa(T ∗∗) = σs(T ∗) = σa(T )
which follows by Proposition 3.2.4.
The above theorem can also be reformulated in the following sense: Consider λ ∈ C
and let T : l∞ → l∞ be an adjoint operator, where T − λI has dense range. Then
T − λI is surjective.
One may ask if this is true in general. Therefore we state the following problem:
Problem: Consider any T ∈ L(l∞) with dense range. Is it true that T is surjec-
tive?
Unfortunately we can not give an answer to this question but we can improve Theorem
3.2.7 in the following sense: If T = S∗U + W has dense range, where S ∈ L(l1), U is
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lower semi-Fredholm and W ∈ L(l∞) is weakly compact, then T is actually surjective.
To prove this we introduce some notions from Banach space geometry and Tauberian
operator theory.
Definition 3.2.8. (i) Let X be a Banach space. We call X a Grothendieck space,
if every weak-star convergent sequence (x∗n)n in X
∗ is weakly convergent.
(ii) Let X, Y be Banach spaces and consider T ∈ L(X, Y ). We call T a Dunford-
Pettis operator or completely continuous if T (W ) is a norm-compact subset of Y
whenever W is a weakly compact subset of X.
(iii) A Banach space X has the Dunford-Pettis-Property (DPP), if every weakly com-
pact operator T from X into a Banach space Y is Dunford-Pettis.
Remark 3.2.9. l∞ is a Grothendieck space by a theorem of Grothendieck (see [18], p.
156). Since l∞ can be identified with C(K), where K is compact, the dual (l∞)∗ can
be regarded as the space of all regular Borel measures M(K) and the latter space
has in fact the Dunford-Pettis-Property, see [3], p. 117. In terms of sequences the
Dunford-Pettis-Property is equivalent to the fact that for every sequence (xn)n in X
converging weakly to 0 and every (x∗n)n in X
∗ converging weakly to 0, the sequence of
scalars (x∗n(xn))n converges to 0, see [3], p. 115.
Definition 3.2.10. Let T ∈ L(X, Y ), where X, Y are Banach spaces.
(i) T is called tauberian if
(T ∗∗)−1(Y ∗∗\Y ) ⊆ X∗∗\X,
or equivalently
(T ∗∗)−1(Y ) ⊆ X.
(ii) T is called upper-semi Fredholm if its kernel N(T ) is finite-dimensional and its
range R(T ) is closed. The class of all upper-semi Fredholm operators from X to
Y is denoted by Φ+(X, Y ). For X = Y we write Φ+ := Φ+(X) := Φ+(X,X).
(iii) T is called lower-semi Fredholm if codim R(T ) <∞. The class of all lower-semi
Fredholm operators from X to Y is denoted by Φ−(X, Y ). For X = Y we write
Φ− := Φ−(X) := Φ−(X,X).
The next proposition can be found in [19], p. 12, p. 21 and p. 29.
Proposition 3.2.11. Let X be a Banach space and T ∈ L(X). Then the following
assertions are equivalent.
(i) T is tauberian.
(ii) N(T ∗∗) = N(T ) and T (BX) is closed.
(iii) N(T ) is reflexive and T (BE) ⊆ T (E) holds for every closed subspace E of X.
39
If in addition X has no infinite-dimensional reflexive subspace then T is tauberian if
and only if T is upper-semi Fredholm.
Remark 3.2.12. (i) If T ∈ L(X, Y ) and N(T ∗) = N(T ∗∗∗) then by Proposition 3.2.11
(ii) the operator T ∗ is tauberian since T ∗(BX∗) is always closed.
(ii) If T is tauberian and M is a closed subspace of X then the restriction S := T |M :
M → Y is also tauberian. Indeed, since N(T ) is reflexive then N(S) is reflexive.
Moreover, S(BÊ) = T (BÊ) ⊆ T (Ê) = S(Ê) holds for every closed subspace Ê of
E. This shows that S is tauberian by Proposition 3.2.11.
Theorem 3.2.13. Let T : l∞ → l∞ be an operator of the form T = S∗U + W where
S : l1 → l1, U ∈ Φ− and W is weakly compact. If T has dense range, then it is
surjective.
Proof. The fact that T has dense range implies that N(T ∗) = {0} and since l∞ is a
Grothendieck-space it follows that N(T ∗∗∗) = N(T ∗) = {0}, see [11], p. 1450. From
Remark 3.2.12 (i) we get that T ∗ is tauberian. With l1 ∼= Jl1(l1) ⊆ (l∞)∗ (here J is the
canonical embedding) we get that the restriction
T ∗|l1 = U∗S∗∗|l1 +W ∗|l1
is also tauberian by Remark 3.2.12 (ii). Now we notice that l1 has no reflexive infinite-
dimensional subspace ([27], 2.a.2) and therefore T ∗|l1 is upper semi-Fredholm by the
above proposition. Furthermore, W ∗ is also weakly compact by Gantmacher’s theorem
([1], p. 89). Assume that there exists an infinite dimensional closed subspace Y of (l∞)∗
such that Z := W ∗|Y is an isomorphism onto its image. Hence Z−1(Z(BY )) = BY is
weakly compact in (l∞)∗ and therefore W ∗(BY ) is norm-compact by the Dunford-
Pettis-Property of (l∞)∗ (see Remark 3.2.9). It follows that Y is finite dimensional.
From this we conclude that W ∗ is strictly singular (see Definition 2.1.2) and therefore
also Z. Since S∗∗|l1 = S we get
U∗S = U∗S∗∗|l1 = T ∗|l1 −W ∗|l1 ∈ Φ+,
since a strictly singular perturbation of an upper-semi Fredholm operator remains
upper-semi Fredholm, see [23], Theorem 5.2. Hence from U∗S ∈ Φ+ it follows that
S ∈ Φ+, [30] p. 151. Now the operator S∗∗ belongs to Φ+ (see [30], p. 150) and so
U∗S∗∗ ∈ Φ+, since U∗ ∈ Φ+. Since W ∗ is strictly singular, with the same argument
as above T ∗ itself is upper-semi Fredholm. In particular, R(T ∗) is closed and therefore
R(T ). It follows that T is surjective.
Corollary 3.2.14. Suppose there exists some positive integer m ∈ N such that V ∈
L(l∞) has the property that V m = S∗ holds for some S ∈ L(l1). Assume further that
U ∈ Φ commutes with V . If the operator T = V U + W with W weakly compact has
dense range, it is surjective.
Proof. Since T has dense range it follows that Tm has dense range. Furthermore we
have
Tm = V mUm +W1 = S
∗U +W1
where W1 is weakly compact and U := U
m ∈ Φ (see [1], p. 158). An application of the
above theorem yields that Tm is surjective and so is T .
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Definition 3.2.15. If T is a weakly compact perturbation of an adjoint operator we
will write for short
T ∈ LWA (l∞) := {T ∈ L(l∞) | T = S∗ +W, where S ∈ L(l1) and
W ∈ L(l∞) is weakly compact}.
Corollary 3.2.16. Consider T ∈ L(l∞) such that T can be written as T = S∗ + W ,
where W ∈ L(l∞) is weakly compact and S : l1 → l1. Then σa(T ∗) = σp(T ∗).
Proof. By the above theorem it follows immediately that the surjectivity spectrum of
T is contained in σp(T
∗). That means σs(T ) ⊆ σp(T ∗). Since σs(T ) = σa(T ∗) holds,
the desired statement follows.
Corollary 3.2.17. Let T ∈ L(l∞). Assume that there exists a surjective operator
U ∈ L(l∞) and an operator S ∈ LWA (l∞), such that
US = TU,
Then
∂σ(T ) ⊆ σs(T ) ⊆ σp(S∗)
holds.
Proof. Take any λ ∈ σs(T ). Then we get
X 6= (T − λI)(X) = (T − λI)(U(X))
= (TU − λU)(X) = (US − λU)(X)
= U(S − λI)(X)
Since U is surjective we conclude that S − λI is not surjective. Hence σs(T ) ⊆ σs(S).
In particular we get
∂σ(T ) ⊆ σs(T ) ⊆ σs(S)
= σa(S
∗) = σp(S∗)
by Corollary 3.2.16, Proposition 3.2.4 and Remark 3.2.5.
Definition 3.2.18. Let T ∈ L(l∞). We say that T is quasi-similar to an operator
S ∈ LWA (l∞), if there exist surjective operators U, V ∈ L(l∞), such that
US = TU
and
SV = V T.
Remark 3.2.19. Of course any operator T = S∗ for some S ∈ L(l1) trivially satisfies the
condition in the above definition and these type of operators will be the main source
of attention.
The next elementary lemma will be important for the next theorem.
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Lemma 3.2.20. (a) Let K ⊆ C be compact and suppose K ∩ R 6= ∅. Then
∂K ∩ R 6= ∅.
(b) Let K ⊆ C be compact. Suppose K ∩ D 6= ∅, but ∂K ∩ D = ∅. Then
D ⊆ K◦ ⊆ K.
Proof. (a) If K = ∂K there is nothing to prove. Otherwise write K = ∂K∪K◦ and as-
sume that ∂K∩R = ∅. Choose x ∈ K◦∩R 6= ∅ and ε > 0 such that [x, x+ ε] ⊆ K∩R.
Consider the set A := {ε > 0 | [x, x+ ε] ⊆ K∩R}. Since K∩R is compact s := maxA
exists and furthermore x+ s is a boundary point of K, which contradicts ∂K ∩R 6= ∅.
(b) Take any z ∈ D\K◦. Since K◦ ∩ D 6= ∅ we can choose z˜ ∈ K◦ ∩ D. It follows that
[z, z˜] ⊆ D and as in (a), we see that ∂K ∩ [z, z˜] 6= ∅ holds, which is a contradiction to
our assumptions.
Theorem 3.2.21. Let T ∈ L(l∞) be quasi-similar to an operator S ∈ LWA (l∞). If T is
J-class we have
D ⊆ σp(T ).
Proof. Let U, V ∈ L(l∞) be surjective operators as in Definition 3.2.18. Then the
equation
SnV = V T n
is satisfied for all positive integers n. Proposition 1.2.8 implies that JT (0) = l
∞ and
since V is surjective we obtain JS(0) = l
∞. But then
D ∩ σp(S∗) = ∅
holds by Lemma 1.2.12 (i). Moreover by Lemma 1.2.12 (ii) we have σ(T ) ∩ D 6= ∅.
Recall now that US = TU holds. Therefore by Corollary 3.2.17 we get
(∗) ∂σ(T ) ⊆ σs(T ) ⊆ σp(S∗).
Since σp(S
∗) ∩D = ∅, it follows that ∂σ(T ) ∩D = ∅ and with regard to Lemma 3.2.20
we conclude that D ⊆ σ(T ). Now take any λ ∈ D. Since σ(T ) = σp(T )∪σs(T ) we have
λ ∈ σ(T )\σp(S∗) ⊆ σ(T )\σs(T ) ⊆ σp(T ).
It follows the desired statement.
Remark 3.2.22. (i) Let us consider the case where T ∈ LWA (l∞). Then we can choose
S = T and V, U = I in Theorem 3.2.21. From the fact that σa(T
∗) = σs(T ) holds,
it is easy to see from the above proof that T being J-class can be replaced by
σ(T ) ∩ D 6= ∅ and σp(T ∗) ∩ D = ∅ in Theorem 3.2.21.
(ii) Because of σa(T
∗) = σs(T ) it is clear from the proof of the above theorem that
σa(T
∗)∩D = ∅ holds, if T satisfies the condition in Theorem 3.2.21. If moreover
T ∈ LWA (l∞), then by (i) it follows that if T satisfies σ(T )∩D 6= ∅ and σp(T ∗)∩D =
∅ then
σa(T
∗) ∩ D = ∅ and D ⊆ σp(T )
holds.
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Corollary 3.2.23. Let T ∈ L(l∞) be J-class and quasi-similar to some S ∈ LWA (l∞).
Then the following assertions hold.
(a) T is surjective but not invertible.
(b) AT contains an infinite dimensional closed subspace.
(c) T 2 is J-class.
Proof. (a) follows immediately from Theorem 3.2.21 and Remark 3.2.22 (ii).
(b) Consider λ ∈ D. Then by Theorem 3.2.21 those λ with absolute value smaller than
one are eigenvalues and the corresponding eigenvectors xλ are linearly independent for
different λ. Hence we obtain
span{xλ| λ ∈ D} ⊆ AT
where the inclusion follows from Proposition 1.2.8 and Proposition 1.2.4.
(c) Again by Proposition 1.2.8 it follows JT 2(0) = X if T is J-class and the existence
of eigenvalues with absolute value smaller that one guarantees that T 2 is J-class.
Remark 3.2.24. From the above corollary it follows that eT is never J-class for T ∈
LWA (l
∞) since eT is always invertible. It follows that eBw is not J-class since S∗w = Bw,
where Bw : l
∞ → l∞ is the unilateral weighted backward shift, Sw : l1 → l1 the
unilateral forward shift on l1 and w := (wn)n a positive and bounded weight sequence.
This example is very important since it is hypercylcic on c0 and l
p for 1 ≤ p < ∞
and plays an essential role for the existence of hypercyclic C0-semigroups on separable
Banach spaces, see [17] and [10].
At this point we introduce some specific values which are in general important in
Spectral theory and for the quantitative characterization of J-class operators on l∞
which are quasi-similar to operators of LWA (l
∞).
Definition 3.2.25. Let X be a Banach space and T ∈ L(X). The injectivity modulus
(sometimes called the minimum modulus) is defined as
κ(T ) := inf{‖Tx‖ : x ∈ X, ‖x‖ = 1}.
We define further
i(T ) := lim
n→∞
κ(T n)
1
n .
The surjectivity modulus of T is defined as
s(T ) := sup{r ≥ 0 : T (BX) ⊃ r ·BX},
where BX denotes the closed unit ball. Moreover we define
δ(T ) := lim
n→∞
s(T n)
1
n .
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Remark 3.2.26. For x ∈ X we get from
‖STx‖ ≥ κ(S) · ‖Tx‖ ≥ κ(S)κ(T ) ‖x‖
the inequality
κ(ST ) ≥ κ(S)κ(T ).
The same is true for the surjectivity modulus, i.e. s(ST ) ≥ s(S)s(T ), see also [30], p.
82.
We are ready to formulate the main theorem in this section.
Theorem 3.2.27. Consider the operator T ∈ LWA (l∞). Then the following statements
are equivalent.
(i) T is Jmix-class.
(ii) T is J-class.
(iii) σ(T ) ∩ ∂D 6= ∅ and σp(T ∗) ∩ D = ∅.
(iv) i(T ∗) > 1 and D ⊆ σp(T ).
(v) i(T ∗) > 1 and 0 ∈ σp(T ).
Proof. The implication (i) ⇒ (ii) is clear and (ii) ⇒ (iii) is the statement of the
spectral lemma. The direction (iv)⇒ (v) is trivial. Let us prove that (iii) implies (iv).
First observe that by Remark 3.2.22 (ii), the conditions in (iii) imply that σa(T
∗)∩D =
∅ and D ⊆ σp(T ). So we have just to show that i(T ∗) > 1. Now for any bounded
operator R on a complex Banach space X a deep result by C. Read states that
dist({0}, σa(R)) = i(R), [30], p. 91.
Hence since σa(T
∗) is closed this implies
1 < dist(0, σa(T
∗)) = i(T ∗).
This shows that (iii) implies (iv).
Assume that (v) holds. For arbitrarily operators T on Banach spaces we have the
following relation:
i(T ∗) = lim
n→∞
κ((T ∗)n)
1
n = lim
n→∞
s((T )n)
1
n
= δ(T )
where we used the fact that κ(T ∗) = s(T ), see [30], p. 83.
With our assumption that i(T ∗) > 1 we can therefore find n0 large enough and ε > 0,
such that
s(T n0) > (1 + ε)n0 .
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Choose at this point any y ∈ l∞\{0} and consider y˜ := y‖y‖ . Looking at the
definition of the surjectivity modulus, we can therefore find x ∈ l∞ with ‖x‖ ≤ 1, such
that
T n0x = (1 + ε)n0 y˜,
or equivalently
T n0x˜ = y,
where
x˜ =
‖y‖
(1 + ε)n0
· x and so ‖x˜‖ ≤ ‖y‖
(1 + ε)n0
.
Define x1 := x˜, and like above we can find x2 with
T n0x2 = x1 and ‖x2‖ ≤ 1
(1 + ε)n0
‖x1‖ .
Hence
T 2n0x2 = y and ‖x2‖ ≤ 1
(1 + ε)2n0
‖y‖ .
Inductively we are able to find a sequence (xm)m in l
∞ with the property that
Tmn0xm = y and ‖xm‖ ≤ 1
(1 + ε)mn0
.
With zm := T
n0xm we get in particular
lim
m→∞
zm = 0 and lim
m→∞
Tmzm = y.
Since y was arbitrarily it follows that JmixT (0) = l
∞. Last but not least, take into
consideration that N(T ) 6= {0}, which implies together with JmixT (0) = l∞ that there
exists some x 6= 0, such that JmixT (x) = l∞, see Proposition 1.2.8. This shows (i).
Remark 3.2.28. a) Remarkable are the equivalences of the statements (i), (ii), (iii)
in Theorem 3.2.27. It states in short that any operator which satisfies conditions
(1) and (2) in our spectral-lemma (Lemma 1.2.12) is J-class and vice versa.
b) It follows from the proof of Theorem 3.2.27 that the direction (v) ⇒ (i) is also
valid for arbitrary Banach spaces.
At this point we will consider for the sake of simplicity those T ∈ L(l∞) which are
adjoints of operators on l1, i.e. T = S∗, where S ∈ L(l1). Of course these T are, as
mentioned before, trivially quasi-similar to some operator of LWA (l
∞). Moreover take
into consideration that i(S) = δ(S∗) = δ(T ) = i(T ∗) which can be easily seen as in the
above theorem, since κ(T ∗) = s(T ) and κ(T ) = s(T ∗) (see [30], p. 83). Hence as a
direct consequence of Theorem 3.2.27 we get the following important theorem for the
rest of this chapter:
Theorem 3.2.29. Consider the operator T ∈ L(l∞) which is an adjoint operator, i.e.
there exist some S ∈ L(l1) with T = S∗. Then the following statements are equivalent:
(i) T is Jmix-class.
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(ii) T is J-class.
(iii) σ(T ) ∩ ∂D 6= ∅ and σp(T ∗) ∩ D = ∅.
(iv) i(S) > 1 and D ⊆ σp(T ).
(v) i(S) > 1 and 0 ∈ σp(T ).
Corollary 3.2.30. Let T1, T2 ∈ L(l∞) be commuting adjoint operators, which are also
J-class. Then T := T1T2 is also J-class.
Proof. Let S1 and S2 be the corresponding operators on l
1, such that (Si)
∗ = Ti for
i ∈ {1, 2}. We have T = S∗1S∗2 = (S2S1)∗ and by the above theorem, we get that
i(Si) > 1 holds for i = 1, 2. Furthermore we get from Remark 3.2.26
κ((S2S1)
n) = κ(Sn2S
n
1 ) ≥ κ(Sn2 )κ(Sn1 )
for all n ∈ N. Hence i(S2S1) ≥ i(S2) · i(S1) > 1 and N(T1T2) ⊃ N(T2) 6= {0}. This
shows that condition (v) of Theorem 3.2.29 is satisfied for T and is therefore J-class.
The next theorem can be found in [1], p. 73. It states that like the invertible
operators on a Banach space, the set of all surjective operators which have non-trivial
kernel is also open with respect to the norm topology.
Theorem 3.2.31. ([1], p. 73) Let X be a Banach space. Then the set of all surjective
but not invertible operators is open in L(X) with respect to the norm-topology.
Proposition 3.2.32. Let X be a Banach space. Then the set
M := {T ∈ L(X) : δ(T ) > 1 and N(T ) 6= {0}}
is open with respect to the norm-topology.
Proof. Consider any T ∈ M . Then there exist some m ∈ N and a positive constant
such that s(Tm) > c > 1. In particular T is surjective and N(T ) 6= {0}. Define
g : L(X)→ L(X∗) by g(S) := (S∗)m.
Then g is continuous since the mappings S → S∗ and S → Sm are continuous with
respect to the operator norm-topologies. Now the set of all surjective operators with
non-trivial kernel is open with respect to the norm-topology by the above theorem.
For ε := c−1
2
we can therefore choose ν > 0 small enough such that for all S ∈ L(X)
satisfying ‖S − T‖ < ν we have that S is surjective, N(S) 6= {0} and
‖(T ∗)m − (S∗)m‖ < ε.
Hence it follows
‖(T ∗)mx∗‖ < ‖(S∗)mx∗‖+ ε for all x∗ ∈ X∗ with ‖x∗‖ = 1
and therefore
c < s(Tm) = κ((T ∗)m) ≤ κ((S∗)m) + ε = s(Sm) + ε.
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This implies in particular 1 < c+1
2
= c− ε < s(Sm) and therefore by Remark 3.2.26(
c+ 1
2
)n
< (s(Sm))n ≤ s(Smn).
Hence we get
1 <
(
c+ 1
2
) 1
m
< (s(Smn))
1
mn → δ(S) for n→∞.
It follows that the open ball with radius ν and center T is included in M .
Corollary 3.2.33. The set
JA(l1) := {S ∈ L(l1) : S∗ is J-class}
= {S ∈ L(l1) : σ(S) ∩ ∂D 6= ∅,D ∩ σp(S∗∗) = ∅}
is open with respect to the norm-topology in L(l1).
Proof. Consider the linear isometry φ : L(l1)→ L(l∞) defined by φ(S) = S∗. Then we
have
φ−1(M) = {S ∈ L(l1) : δ(S∗) > 1 and N(S∗) 6= ∅}
= {S ∈ L(l1) : i(S) > 1 and N(S∗) 6= ∅}
= {S ∈ L(l1) : S∗ is J-class}
= {S ∈ L(l1) : σ(S∗) ∩ ∂D 6= ∅,D ∩ σp(S∗∗) = ∅)}
= {S ∈ L(l1) : σ(S) ∩ ∂D 6= ∅,D ∩ σp(S∗∗) = ∅},
where M is the set as in Proposition 3.2.32 applied to l∞ and since φ is continuous
the desired statement follows by Proposition 3.2.32 and the equivalences of Theorem
3.2.29.
Remark 3.2.34. The latter corollary shows the strong relation between adjoint J-class
operators on l∞ and their spectral behaviour. It is also interesting in its own regarding
operators on l1 and their spectrum.
As promised before we will now characterize a large class of operators on l∞ using
our new tools established above.
Theorem 3.2.35. (i) Consider T ∈ LWA (l∞) with the corresponding operators S,W
as in Definition 3.2.15 and let f be holomorphic on a neighborhood of KR(0),
where R > max{r(S∗ + W ), r(S∗)} and KR(0) is the open disk at zero with
radius R. Then f(T ) is J-class if and only if
f(σa(T
∗)) ∩ D = ∅ and D ⊆ f(σ(T ∗)\σa(T ∗)).
(ii) Let Bw be the unilateral backward shift with a positive and bounded weight se-
quence w := (wn)n on l
∞ and consider f(Bw), where f is a holomorphic map
defined on a neighborhood of σ(Bw). Then f(Bw) is J-class if and only if
D ∩ f(Kr1\Kr2) = ∅ and D ⊆ f(Kr2),
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where
r1 = lim
n→∞
sup
k∈N
(wk · . . . · wk+n−1) 1n ,
r2 = lim
n→∞
inf
k∈N
(wk · . . . · wk+n−1) 1n
and Kri denotes the open disc centered at 0 with radius ri for i = 1, 2,.
Proof. (i) Let
∑∞
n=0 anz
n be the power series expansion of f(z). For each positive
integer we can write (S∗ + W )n = (S∗)n + Wn, where Wn is weakly compact, since
the weakly compact operators form a closed two-sided ideal (see [1], p. 89). Since
R > r(S∗) the corresponding operator f(S∗) = (f(S))∗ exists and so we get
f(T )− f(S∗) =
∞∑
n=0
an(S
∗ +W )n −
∞∑
n=0
an(S
∗)n
=
∞∑
n=0
an((S
∗)n +Wn)−
∞∑
n=0
an(S
∗)n
=
∞∑
n=0
anWn =: V
This shows in particular that the series V exists and is weakly compact. Therefore we
get that f(T ) = (f(S))∗ + V ∈ LWA (l∞) holds. Assume that f(T ) is J-class. Then by
Theorem 3.2.27, the Spectral theorem and the Spectral theorem for the approximate
spectrum (see A.1.1 and A.1.3) we get that
(1) ∅ = D ∩ σa(f(T ∗)) = D ∩ f(σa(T ∗))
and
D ⊆ σp(f(T )) ⊆ σ(f(T ))
= σ((f(T ))∗) = σ(f(T ∗)) = f(σ(T ∗)).
Hence with (1) we get that D ⊆ f(σ(T ∗)\σa(T ∗)) holds. This shows the first direction.
For the other direction read the steps in (1) backward which in particular shows that
i(f(T )∗) > 1. Moreover we have that
D ⊆ f(σ(T ∗)\σa(T ∗)) = f(σ(T )\σs(T )) ⊆ f(σp(T )) = σp(f(T )),
where we used the Spectral theorem for the point spectrum (see A.1.2). Again by
Theorem 3.2.27 we get that f(T ) is J-class.
(ii) Let T := Bw. Consider the forward shift Sw on l
1 with a positive and bounded
weight sequence w = (w1, w2, w3, . . . , ), i.e.
Sw(x1, x2, x3, . . .) = (0, w1x1, w2x2, w3x3, . . .).
Then T = S∗w and the approximate spectrum of T
∗ is exactly
σa(T
∗) = σa(S∗∗w ) = σa(Sw) = {λ ∈ C| i(Sw) ≤ |λ| ≤ r(Sw)} = Kr1\Kr2 , see A.2.2,
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where
i(Sw) = r2 and r(Sw) = r1.
Further the whole spectrum of Sw is the closed disk with center 0 and radius r1, see
A.2.2. In other words σ(T ∗) = σ(Sw) = Kr1 . Hence we get by (i) that f(Bw) is J-class
if and only if
f(Kr1\Kr2) ∩ D = f(σa(T ∗)) ∩ D = ∅ and D ⊆ f(σ(T )\σa(T ∗)) = f(Kr2).
The following theorem gives a characterization of operators of the form T = f(B),
whenever they are hypercyclic.
Theorem 3.2.36. ([16], [20] p. 122) Let X be one of the spaces lp, 1 ≤ p <∞ or c0.
Further let f be a holomorphic function on a neighborhood of D. Then the following
assertions are equivalent:
(i) f(B) is chaotic.
(ii) f(D) ∩ ∂D 6= ∅.
(iii) f(B) has a non-trivial periodic point.
Referring to the above theorem, we are interested in the case p = ∞ and the J-
class behaviour of f(B). Geometrically, condition (ii) is not enough to get the J-class
property on l∞. More conditions are needed as the next corollary will show.
Corollary 3.2.37. Consider the backward shift B on l∞ and let f be a holomorphic
function in a neighborhood of the closed unit disc. Then the following statements are
equivalent.
(i) f(B) is J-class.
(ii) f(∂D) ∩ D = ∅ and D ⊆ f(D).
(iii) min
θ∈[0,2pi)
|f(eiθ)| > 1 and f has a zero with absolute value less than one.
Proof. Note that for the operator B the values r3, r2, r1 are equal to 1. Then the
statement follows directly from Theorem 3.2.35.
At this point, we will give more practical, necessary and sufficient conditions for
types of operators to be J-class. We have seen in Chapter 1 that it was quite technical
to determine those complex numbers λ for which the operator T = I+λB is J-class or
not. With our tools we are able to determine quantitative whenever I +Bw is J-class
and other types of operators gained by Bw.
Example 3.2.38. (Costakis, Manoussos, [15]) Consider T := Bw on l
∞. Then T
is J-class if and only if
r2 = lim
n→∞
inf
k∈N
(wk · wk+1 · · ·wn+k−1) 1n > 1.
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Proof. Consider p(z) = z. Then by Theorem 3.2.35 we have that T is J-class if and
only if
p(Kr1\Kr2) ∩ D = Kr1\Kr2 ∩ D
(∗)︷︸︸︷
= ∅ and D ⊂ Kr2 .
The last inclusion follows already by (∗) and therefore T is J-class if and only if r2 > 1.
This completes the proof.
Example 3.2.39. Consider for m ∈ N the operator T := I + Bmw . Then T is J-class
if and only if
r2 = lim
n→∞
inf
k∈N
(wk · wk+1 · · ·wn+k−1) 1n > m
√
2.
Proof. We can write T = p(Bw), where p(z) = 1 + z
m. If T is J-class then
1 < i(I + Smw ) = dist({0}, σa(I + Smw ))
= min{|1 + zm| : r2 ≤ |z| ≤ r1}
= min
θ∈[0,2pi]
|1 + rm2 eiθm|
follows from Theorem 3.2.29. Hence this is equivalent to
r2 > 2
1
m .
In view of the the definition of r2, the desired direction follows.
For the other direction (see also Figure 3.1 below for the case m = 1) take into consid-
eration that
r3 ≥ r2 > 2 1m
holds, where r3 = lim inf
n→∞
(w1 · . . . · wn) 1n and it is easy to see that Kr3 ⊆ σp(Bw)
(Kr3 is the open disk centered at 0 with radius r3).
This in particular shows that
min
θ∈[0,2pi]
|1 + rm3 eiθm| ≥ min
θ∈[0,2pi]
|1 + rm2 eiθm| > 1
holds. Therefore we get that 0 ∈ σp(I + Bmw ). By Theorem 3.2.29 it follows that T is
J-class.
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r1 r3
r2
D Re(z)
Im(z) • Whole ring is the spectrum of
T = I +Bw (m = 1).
•• Dark gray ring is the approximate spectrum.
• • • Light gray is the subset of the point spectrum
containing the closed unit disk.
Figure 3.1: Spectrum of T = I +Bw for the case m = 1 including the unit disk.
Example 3.2.40. Consider the operator T := I −Bw +B2w. Then T is J-class if and
only if
r2 = lim
n→∞
inf
k∈N
(wk · wk+1 · · ·wn+k−1) 1n >
√
2 +
√
3√
3
.
Proof. First consider the function g : (1,∞)×[0, 2pi]→ R defined by g(r, t) := |p(reit)|2,
where
p(z) = 1− z + z2 = (z − z1)(z − z1) and z1 = 1 + i
√
3
2
.
We get
g(r, t) = |reit − z1|2|reit − z1|2
= |reit − z1|2|re−it − z1|2
= |r2 + z21 − z1r(eit + e−it)|2
= |r2 + 1
2
(−1 + i
√
3)− 2r1
2
(1 + i
√
3) cos t|2
= |r2 − 1
2
− r cos t+ i
√
3(
1
2
− r cos t)|2
= (r2 − 1
2
− r cos t)2 + 3(1
2
− r cos t)2
A short calculation provides that
dg(r, t)
dt
= 2r sin(t)(1 + r2 − 4r cos t).
Hence,
2r sin(t)(1 + r2 − 4r cos t) = 0 ⇔ t = 0, pi or cos t = 1 + r
2
4r
.
51
Our aim is now to estimate the value
ν := min{|p(z)| : r2 ≤ |z| ≤ r1}
with regard to g.
case 1:
1 + r2
4r2
≤ 1 ⇔ 1 < r ≤ 2 +
√
3.
For fixed r the function g takes its absolute minimum for those t for which we
have cos t = 1+r
2
4r
( t = 0, pi are maxima!). Hence
g1,min(r) =
3
4
(r2 − 1)2.
case 2:
1 + r2
4r2
> 1 ⇔ r > 2 +
√
3.
In this case, g takes its minimum at t = 0 and its maximum at t = pi. Hence
g2,min(r) = (r
2 − 1
2
− r)2 + 3(1
2
− r)2.
Suppose at this point that T is J-class and assume first that r1, r2 both satisfy the
condition in case 1. Then we have g1,min(r2) ≤ g1,min(r1) and therefore ν = g1,min(r2).
By assumption
ν > 1 ⇐⇒ 3
4
(r22 − 1)2 > 1 ⇐⇒ r2 >
√
2 +
√
3√
3
.
Consider now the case where r2 satisfies the condition in case 2. Then
r2 > 2 +
√
3 >
√
2 +
√
3√
3
and there is nothing to prove. Assume now that r1 satisfies the condition in case 2 and
r2 satisfies the condition in case 1. Then since r3 > r2 > 1 and g2,min(r) ≥ g1,min(r) for
all r ≥ 0 we get
g2,min(r1) ≥ g1,min(r1) ≥ g1,min(r2) and therefore ν = g1,min(r2).
Finally we get that
(∗) r2 >
√
2 +
√
3√
3
holds if T is J-class. Suppose now that (∗) is satisfied. Reading the steps backward it
is easy to see that
i(S) = ν > 1 where S = I − Sw + S2w
holds. Since r3 ≥ r2 this implies z1 = 12(1 + i
√
3) ∈ Kr3(0) ⊆ σp(Bw) and therefore
0 = p(z1) ∈ σp(T ). By an application of Theorem 3.2.29 we see that T is J-class. This
completes the proof.
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Let us leave for short the sequence spaces at this point and consider the space
L1([0,∞)). The operator Sλ : L1([0,∞))→ L1([0,∞)) defined by
(Sλf)(x) := λf(x− s) for x ≥ s and (Sf)(x) = 0 for 0 ≤ x < s.
is the continuous counterpart of the forward shift on l1, where |λ| > 1 and s are fixed.
It is easy to see that S∗ = B, where
B : L∞ ([0,∞))→ L∞ ([0,∞)) and Bf(s) := λf(x+ s).
Since L1([0,∞)) does not have the Schur property, it is not clear if σa(Sλ) = σp(S∗∗λ ).
But the next proposition shows that this in fact is also the case by using the preceding
properties of operators on l1.
Proposition 3.2.41. Consider the operator Sλ on L
1([0,∞)). Then
σa(Sλ) = σp(S
∗∗
λ ).
Proof. Consider the map Φ : l1 → X, where
X := span
{
χ[s(n−1),sn] : n ∈ N
}
and
Φ(en) := χ[s(n−1),sn],
s is as above and χ is the characteristic function. Hence, X is isomorphic to l1 and
therefore admits the Schur-property. We conclude, that Sλ(X) ⊆ X and σa(Sλ|X) =
λ · ∂D. Since i(Sλ) = r(Sλ) = 1 it follows that
σa(Sλ) = σa(Sλ|X) = σp((Sλ|X)∗∗) ⊆ σp(S∗∗λ )
holds. The other inclusion σp(S
∗∗
λ ) ⊆ σa(Sλ) follows as in the proof of Theorem 3.2.7.
With the previous observation and identical calculations as before we obtain that
Corollary 3.2.37 is valid for the continuous backward shift B on L∞ ([0,∞)), which is
left for the reader.
Let us return to the sequence spaces, but consider now sequences indexed by Z. We
are interested in J-class operators on l∞(Z) which are adjoints of operators on l1(Z).
Obviously, l1(Z) is isomorphic to l1(N)⊕ l1(N) ∼= l1(N). Hence Theorem 3.2.29 is valid
for the space l∞(Z). In particular we are interested in the J-class behaviour of the bi-
lateral weighted shift on l∞(Z). More precisely, consider any bounded weight sequence
w := (wn)n∈Z and define Bw : l∞(Z)→ l∞(Z) by
Bw((xn)n∈Z) := (wn · xn+1)n∈Z.
In [15] G. Costakis and A. Manoussos showed that bilateral weighted shifts are never
J-class. This is a little bit surprising, since on c0 and l
p ( 1 ≤ p < ∞) there exist
bilateral weighted shifts, see [20], p. 102. However the next question would be: Is
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f(Bw) J-class, where f is a holomorphic function defined on a neighborhood of the
spectrum of Bw? To avoid technical details we give an answer to this question for the
operator T = ωI +Bw with ω > 0. Let us examine the spectral properties of bilateral
weighted shifts, which are similar to the unilateral weighted shifts but a little bit more
complicated. At this point we introduce some abbreviations.
• r+1 := lim
n→∞
inf
k≥0
(wk · · ·wk+n−1) 1n , r+ := lim
n→∞
sup
k≥0
(wk · · ·wk+n−1) 1n
• r−1 := lim
n→∞
inf
k<0
(wk · · ·wk−n) 1n , r− := lim
n→∞
sup
k<0
(wk · · ·wk−n) 1n
• r+2 := lim infn→∞(w0 · · ·wn−1)
1
n , r+3 := lim supn→∞(w0 · · ·wn−1)
1
n
• r−2 := lim infn→∞(w−1 · · ·w−n)
1
n , r+3 := lim supn→∞(w−1 · · ·w−n)
1
n
We have that
(∗) r−1 ≤ r−2 ≤ r−3 ≤ r− and r+1 ≤ r+2 ≤ r+3 ≤ r+.
Theorem 3.2.42. ([36], p. 70/ p. 71) Let Sw be the bilateral weighted forward shift
on lp(Z), 1 ≤ p < ∞. That means Sw((xn)n) = (wn−1xn−1)n∈Z with a positive and
bounded weight sequence w = (wn)n∈Z. Then Sw has the following spectral properties.
1. If Sw is an invertible bilateral weighted shift, then the spectrum of Sw is the
annulus
{z ∈ C : (r(T−1))−1 ≤ |z| ≤ r(T )}.
2. If Sw is not invertible then the spectrum is the disc centered at zero with radius
r(Sw).
3. If r− < r+1 then
σa(Sw) = {z ∈ C : r−1 ≤ |z| ≤ r−} ∪ {z ∈ C : r+1 ≤ |z| ≤ r+}
holds. Otherwise we have
σa(Sw) = {z ∈ C : min{r−1 , r+1 } ≤ |z| ≤ max{r−, r+}}.
4. • {z ∈ C : r+3 < |z| < r−2 } ⊆ σp(Sw) ⊆ {z ∈ C : r+3 ≤ |z| ≤ r−2 }
• {z ∈ C : r−3 < |z| < r+2 } ⊆ σp(Bw) ⊆ {z ∈ C : r−3 ≤ |z| ≤ r+2 }
• At least one of σp(Sw), σp(Bw) is empty.
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Remark 3.2.43. From the previous theorem we get the following observation: If r− ≥ r+1
then σa(Sw) = {z ∈ C : min{r−1 , r+1 } ≤ |z| ≤ max{r−, r+}} = σ(Sw). To see this
consider first the case when Sw is invertible. Then (r(T
−1))−1 = min{r−1 , r+1 } and
therefore the annuli in 1) and 3) of the previous theorem must be the same. If Sw is
not invertible, then we have to show that min{r−1 , r+1 } = 0. If this is false then Sw
has closed range since it is bounded below. Furthermore since Sw is injective but not
invertible we conclude that Sw is not surjective. Thus Sw has not dense range which
implies that 0 ∈ σp(Bw). Hence r−3 = 0 by 4) of the previous theorem and because of
(∗) we get 0 = r−1 = min{r−1 , r+1 }.
Theorem 3.2.44. Let Bw be the bilateral backward shift on l
∞(Z) and let ω > 0. Then
the following statements are equivalent.
(1) T := ωI +Bw is J-class.
(2) The numbers r+1 , r
− satisfy
r− + 1 < ω < r+1 − 1
Proof. Assume first that T is J-class and put S := ωI + Sw. Then r
− < r+1 . If this is
not true, then by Remark 3.2.43 we get
σ(Sw) = σa(Sw) = {z ∈ C : min{r−1 , r+1 } ≤ |z| ≤ max{r−, r+}}.
But then
1 < i(S) = dist({0}, σa(S)) = dist({0}, σ(S)) = dist({0}, σ(T )),
which in turn means that σ(T )∩D = ∅ and this contradicts Lemma 1.2.12. By Theorem
3.2.42 3) we have
σa(Sw) = {z ∈ C : r−1 ≤ |z| ≤ r−} ∪ {z ∈ C : r+1 ≤ |z| ≤ r+}.
Hence,
1 < i(ωI + Sw)
= dist({0}, σa(ωI + Sw))
= dist({0}, ω + {{z ∈ C : r−1 ≤ |z| ≤ r−} ∪ {z ∈ C : r+1 ≤ |z| ≤ r+}})
= min{dist({0}, {ω + eiθr− : θ ∈ R}), dist ({0}, {ω + eiθr+1 : θ ∈ R})}
where the last equality follows from the fact that
D ⊆ ω + {z ∈ C : r− < |z| < r+1 } = σ(T )\σa(S) = σ(T )\σs(T ) ⊆ σp(T ),
which can be seen as in the proof of Theorem 3.2.21. Hence Figure 3.2 below shows
that the outer dark gray ring surrounds the closed unit disk and it is then obvious that
ω > r− + 1 and ω < r+1 − 1.
For the other direction just go through the steps backward and use Theorem 3.2.29.
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r−1
r−
r+
r+1
D ω Re(z)
Im(z) • spectrum of T = ωI +Bw
•• dark gray ring is the approximate spectrum
• • • light gray is the subset of the point spectrum
containing the closed unit disk
Figure 3.2: Spectrum of T = ωI +Bw including the closed unit disk.
Remark 3.2.45. From the above theorem we get immediately that Bw is never J-class
on l∞(Z) if we choose ω = 0. This result was also obtained by A. Manoussos and G.
Costakis in [15] as already mentioned.
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3.3 The set of J-vectors for operators on l∞ which
are double adjoints
We have seen in Chapter 1 that the set AT of J-vectors is equal to c0, where T = I+λB.
Therefore we are interested in the more general case f(Bw), where again Bw is the
unilateral backward shift and f is any non-constant holomorphic function defined on
a neighborhood of the spectrum of Bw. And indeed in this section we will show that
Af(Bw) = c0 holds. We will line out two different ways to obtain this result. The first one
is more elementary in itself and is based on the idea by calculating directly the spectrum
of the induced operator B̂w, where B̂w : l
∞/c0 → l∞/c0 and B̂w [x]c0 = [Bwx]c0 . The
second proof is based on Kaltons and Bermu´dez theorem (see Theorem 3.1.7), but has
the advantage that we can say more about AT ∗∗ , where T : c0 → c0 is any bounded
linear operator. As a main result we will see that f(Bw) being J-class on l
∞ implies
that f(Bw) is mixing on c0.
Proposition 3.3.1. Consider the positive weighted unilateral backward shift Bw : l
∞ →
l∞. Then we have
σ(B̂w) ⊆ σa(Sw) = {λ ∈ C| i(Sw) ≤ |λ| ≤ r(Sw)},
where Sw is the forward shift on l
1.
Proof. Consider any µ ∈ C with c := |µ| < i(Sw). We choose n0 ∈ N large enough
such that
inf
k∈N
wk · . . . · wk+n0−1 > cn0 .
Therefore we can find δ < 1 such that
1 > δ >
cn0
wk · . . . · wk+n0−1
holds for all k ∈ N. We will show that (B̂w)n0−µn0I is bijective. Take into consideration
that
Bn0w (x1, x2, . . .) = ((w1w2 . . . wn0 · xn0+1), (w2w3 . . . wn0+1 · xn0+2), . . .)
= (wkwk+1 . . . wn0+k−1 · xk+n0)k∈N.
Consider the equation
((B̂w)
n0 − µn0I) [x] = 0 with [x] = [(x1, x2, . . .)] ,
which is equivalent to say that
Bn0w (x1, x2, . . .)− µn0(x1, x2, . . .) ∈ c0,
or more precisely
wk · . . . · wk+n0−1xk+n0 − µn0xk = εk for all k ≥ 1,
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where lim
k→∞
εk = 0. Hence we get the estimate
|xk+n0| ≤
cn0
wk · . . . · wk+n0−1
|xk|+ εk
wk · . . . · wk+n0−1
≤ δ|xk|+ εk
cn0
.
Therefore,
lim sup
k→∞
|xk+n0| ≤ δ lim sup
k→∞
|xk|+ 1
cn0
lim
k→∞
εk
= δ lim sup
k→∞
|xk|.
Since lim sup
k→∞
|xk+n0| = lim sup
k→∞
|xk| and δ is smaller than 1, it follows that lim sup
k→∞
|xk| =
0 and therefore lim
k→∞
xk = 0. In other words, [x] = 0 holds and hence (B̂w)
n0 − µn0I is
injective.
Next we show that (B̂w)
n0 − µn0I is surjective. For that purpose consider the for-
ward shift Sw on l
1. Since
σs(Bw) = σa(Sw) = {λ ∈ C | i(Sw) ≤ |λ| ≤ r(Sw)}
it follows that Bw − eiθkcI is surjective for k = {1, 2, ..., n0}, where eiθkc are the roots
of the equation zn0 = µn0 . Now notice that
Bn0w − µn0I = (Bw − eiθ1cI) · . . . · (Bw − eiθncI)
and therefore Bn0w −µn0I is surjective. Since the surjectivity of every operator T implies
the surjectivity of the induced operator T̂ , it follows that (B̂w)
n0 − µn0I is surjective,
hence bijective. This means µn0 /∈ σ((B̂w)n0) and therefore µ /∈ σ(B̂w). From∥∥∥B̂wn∥∥∥ ≤ ‖Bnw‖ = ‖Snw‖
we get r(B̂w) ≤ r(Sw). Finally we obtain with the preceding calculations that
σ(B̂w) ⊆ {λ ∈ C | i(Sw) ≤ |λ| ≤ r(B̂w)} ⊆ {λ ∈ C | i(Sw) ≤ |λ| ≤ r(Sw)} = σa(Sw)
holds.
Lemma 3.3.2. Let (wn)n be a positive and bounded sequence. Suppose there exists
λ0 ∈ C and ε > 0 such that the open disk Kε(λ0) is contained in Km(0), where
m := lim
n→∞
inf (
n∏
k=1
wk)
1
n > 0.
Then the span of the set consisting of the vectors
eλ := (
λ
w1
,
λ2
w1w2
, . . .),
with λ ∈ Kε(λ0) is dense in c0.
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Proof. Consider any y∗ ∈ c0∗ ∼= l1. Assume y∗(eλ) = 0. We can find a sequence
(yn)n ∈ l1 which can be uniquely identified with y∗. That means
y∗(eλ) =
∞∑
n=0
yn · λ
n
(
∏n
k=1wk)
holds. The above equation defines a power series
∑∞
n=0 anλ
n on Km(0) with an :=
yn
(
∏n
k=1 wk)
, which is identically zero for all λ ∈ Kε(λ0). Therefore an = 0 for all n ∈ N,
which in turn implies that yn = 0 for all n ∈ N. This shows that y∗ = 0. By a
well-known application of the Hahn-Banach theorem it follows that the span of the eλ
is dense in c0.
Theorem 3.3.3. Consider the weighted backward shift on l∞. Assume that T := f(Bw)
is J-class, where f is a holomorphic function defined on a open neighborhood of σ(Bw).
Then
AT = c0.
Proof. To show that AT ⊆ c0, we consider the induced operator T̂ : l∞/c0 → l∞/c0
and assume that AT\c0 6= ∅. By Lemma 1.3.6, the operator T̂ is J-class. Then we get
from the Spectral mapping theorems (see A.1.1 and A.1.3) and Proposition 3.3.1
(∗) σ(T̂ ) = σ(f̂(Bw))) = f(σ(B̂w)) ⊆ f(σa(Sw)) = σa(f(Sw)).
Since f(Bw) is J-class it follows from Remark 3.2.22, that
σa(f(Sw)) ∩ D = ∅
holds. Hence by (∗) we get that
σ(T̂ ) ∩ D = ∅
holds, which is a contradiction to Lemma 1.2.12 (Spectral lemma), since T̂ is J-class.
To show the other inclusion, take into consideration that r2 ≤ m where r2 is the value
as in Theorem 3.2.35. Hence by the same theorem we get that D ⊆ D ⊆ f(Kr2(0)) ⊆
f(Km(0)) holds, where Kr2(0) is the open disk with center zero and radius r2. The set
f−1(D) ∩Km(0) is open and non-empty. Choose at this point any λ0 and ε > 0 such
that Kε(λ0) ⊆ f−1(D) ∩ Km(0). Then, f(Kε(λ0)) ⊆ f(f−1(D) ∩ Km(0)) ⊆ D. Now
each eλ, defined as in Lemma 3.3.2 is an eigenvector of Bw to the corresponding eigen-
value λ ∈ Kε(λ0). Hence, eλ is an eigenvalue of f(Bw) to the corresponding eigenvalue
f(λ) ∈ f(Kε(λ0)). Since |f(λ)| < 1, it follows that eλ is a J-vector by Proposition
1.2.8. By Lemma 3.3.2 the set {eλ : λ ∈ Kε(λ0)} is dense in c0. This shows c0 ⊆ AT ,
since AT is closed by Proposition 1.2.4.
Corollary 3.3.4. Let f(Bw) be J-class on l
∞. Then f(Bw) is hypercyclic on c0.
Proof. Let f(Bw) be J-class on l
∞. It follows that i(f(Sw)) > 1 and therefore
i((f(Bw))
∗) = i(f(Sw)) > 1,
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where this time f(Bw) is considered on c0. Hence, f(Bw) is J-class on c0 by Remark
3.2.28 b). Moreover the set {eλ : λ ∈ Kε(λ0)}, as in the previous theorem, is dense
in c0 and Af(Bw),c0 = c0 (the index c0 stresses that we are considering the operator on
c0). This latter fact can be seen by arguments to those in the previous theorem. We
conclude with Theorem 1.2.5 that f(Bw) is hypercyclic on c0.
The second proof of Theorem 3.3.3 is mainly based on a deep result of Kalton and
Bermu´dez stated in Theorem 3.1.7.
Proposition 3.3.5. Consider a surjective operator S : c0 → c0. Assume that Sco is
invertible. Then
σ(Sco) ⊆ {λ ∈ C| i(S∗) ≤ |λ| ≤ r(S∗)}
holds.
Proof. Define T := S∗∗ : l∞ → l∞. Hence, we obtain with Theorem 3.1.7 and Remark
3.1.2 that
∂σ(T co) = ∂σ((T co)∗) = ∂σ((T ∗)co) ⊆ σa((T ∗)co)
⊆ σp(T ∗) ⊆ σa(T ∗) = σa(S∗∗∗) = σs(S∗∗)
= σa(S
∗)
holds. Note at this point that we have for any operator R on any Banach space the
relation:
σa(R) ⊆ {λ ∈ C| i(R) ≤ |λ| ≤ r(R)}, ( see A.2.1).
From this we get ∂σ(T co) ⊆ {λ ∈ C| i(S∗) ≤ |λ| ≤ r(S∗)}. Again from Remark
3.1.2 we have σ(Sco) = σ((Sco)∗∗) = σ((S∗∗)co) = σ(T co). Therefore by the preceding
statements the boundary of the spectrum of Sco is contained in the annulus. The fact
that Sco is invertible implies that 0 /∈ σ(Sco) and therefore by a similar argument as in
Lemma 3.2.20 we conclude
σ(Sco) ⊆ {λ ∈ C | i(S∗) ≤ |λ| ≤ r(S∗)}.
Proposition 3.3.6. Consider S ∈ L(c0). Assume that Sco is an isomorphism. If
T : l∞ → l∞ defined as T = S∗∗ is J-class, then
AT ⊆ c0.
If in addition S is a mixing operator, then
c0 = AT .
Proof. Let T be J-class. Then by Theorem 3.2.29 (v) we have i(S∗) > 1. Assume
at this point that AT\c0 is not empty. Then by Lemma 1.3.6, the induced operator
T̂ = Sco is J-class. But then by our Spectral lemma we get that
σ(T̂ ) ∩ ∂D 6= ∅
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holds. By Proposition 3.3.5 we also have
σ(T̂ ) ⊆ {λ ∈ C | i(S∗) ≤ |λ| ≤ r(S∗)}.
This is not possible since i(S∗) > 1. This shows the first statement.
If S is a mixing operator then AmixS = c0 holds by Proposition 1.2.5. Therefore,
for each x ∈ c0 there exist a sequence (xn)n in c0 such that (xn)n converges to x and
Snxn converges to zero. Note that S
∗∗ = T is the extension of S and thereby T nxn
converges to zero. With Proposition 1.2.8 (iii) we conclude that JT (x) = l
∞. Hence
AT = c0.
Remark 3.3.7. Consider any Banach space X. If S is Fredholm, then Sco is invertible.
This can be seen by the following easy observation: If S is Fredholm, we can find
closed subspaces W,V of finite dimension and respectively finite co-dimension, such
that X = N(S) ⊕ V = W ⊕ R(S). Furthermore we find operators S1 and S2 such
that S = S1 ⊕ S2, where S1 : N(S) → W is the null-operator and S2 : V → R(S) is
invertible. Hence we get Xco ∼= N(S)co ⊕ V co ∼= V co since N(S) is finite dimensional
and therefore N(S)co = {0}. Therefore Sco ∼= Sco1 ⊕ Sco2 = 0⊕ Sco2 ∼= Sco2 (actually this
can be seen as in Proposition 3.1.3) is invertible, since S2 is invertible.
We are ready to formulate Theorem 3.3.3 with a different proof.
Corollary 3.3.8. Let f(Bw) be as in Theorem 3.3.3. Then c0 = Af(Bw).
Proof. We show the inclusion Af(Bw) ⊆ c0; the other inclusion can be proved as in
Theorem 3.3.3. Since f(Bw) is J-class, we get that σa(f(Sw)) ∩ D = ∅ by Remark
3.2.22. The non-trivial equation σess(Sw) = σa(Sw) (see [25], p. 289), implies with the
Spectral theorems for the essential and approximate spectrum (see A.1.4 and A.1.3)
that
σess(f(Sw)) ∩ D = f(σess(Sw)) ∩ D = f(σa(Sw)) ∩ D = σa(f(Sw)) ∩ D = ∅
holds. In particular, 0 /∈ σess(f(Sw)). Hence, f(Sw) = (f(Bw))∗ (here Bw is defined
on c0) is Fredholm and therefore f(Bw). It follows that f̂(Bw) is invertible by the
above remark and so the conditions in the above proposition are satisfied. It follows
the desired statement.
Chapter 4
Locally topologically transitive
C0-semigroups
4.1 Local topologically transitive C0-semigroups
In this section, we introduce the notion of locally topologically transitive C0-semigroups.
Hypercyclic, or equivalently, topologically transitive C0-semigroups on separable Ba-
nach space have been studied extensively in the last 15 years. We refer to [17] and
[20] for more details. For the existence of hypercyclic semigroups on separable Banach
spaces, the weighted backward shift plays a key role as was shown in [10]. At the end
of this chapter we will see that on the space (XA)C introduced in Chapter 2, there does
not exist any locally topologically transitive semigroup.
We begin with some basic facts and definitions.
Definition 4.1.1. Let X be a Banach space. A system T = {Tt | t ≥ 0} of operators
Tt : X → X is called C0-semigroup, if the following conditions are satisfied
(1) T0 = I.
(2) Ts+t = Ts ◦ Tt for all s, t ≥ 0.
(3) lim
t→0
Ttx = x.
Moreover the generator of T is defined as the operator
Ax := lim
t→0
Ttx− x
t
defined on the domain
dom(A) = {x ∈ X | lim
t→0
Ttx− x
t
exists}
Remark 4.1.2. It is clear that the operators in the above definition must commute with
each other.
The next lemma can be found in your favorite functional analysis book, see for
instance [37], p. 357.
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Lemma 4.1.3. Let X be a Banach space and T = {Tt | t ≥ 0} a C0-semigroup. Then
there exist constants M ≥ 1, ω ∈ R such that
‖Tt‖ ≤Meωt
for all t ≥ 0.
Definition 4.1.4. Let X be a Banach space, and T = {Tt | t ≥ 0} a C0-semigroup. T
is called topologically transitive, if for all non-empty and open subsets U, V ⊆ X there
exists a positive real number t, such that
Tt(U) ∩ V 6= ∅
holds.
Remark 4.1.5. IfX is separable, it follows as in the discrete case from the Baire category
theorem, that the above definition is equivalent to the fact that there exists a vector
x ∈ X such that {Ttx | t ≥ 0} is dense in X, see also [20], p. 186. In this case x is
called a hypercyclic vector for T.
We now define the locally topologically transitivity of operators analogous to that
of J-class operators. For x ∈ X the symbol U(x) denotes the family of all open
neighborhoods of x.
Definition 4.1.6. Let X be a Banach space, and T = {Tt | t ≥ 0} a C0-semigroup. T
is called locally topologically transitive, if there exists a vector x 6= 0, such that for all
non-empty and open subsets U ∈ U(x), V ⊆ X, there exists a positive real number t
with
Tt(U) ∩ V 6= ∅.
Definition 4.1.7. Let X be a Banach space and T = {Tt | t ≥ 0} a C0-semigroup.
The J-set of T under x ∈ X is defined as
JT(x) := {y ∈ X : there exists a strictly increasing sequence
of positive real numbers (tn)n with tn →∞
and a sequence (xn)n in X,
such that xn → x and Ttnxn → y}.
We put AT := {x ∈ X | JT(x) = X}. The elements of AT will be called J-vectors.
The next proposition shows us, that for a C0 semigroup being locally topologically
transitive is equivalent to existence of a non-zero vector x such that JT(x) = X.
Proposition 4.1.8. Let X be a Banach space and T = {Tt | t ≥ 0} a C0-semigroup on
X. Then T is locally topologically transitive if and only if there exists a vector x 6= 0,
such that JT(x) = X.
Proof. Assume that T is locally topologically transitive with the corresponding vector
x ∈ X. Consider any y ∈ X and assume first that y /∈ {Ttx | t ≥ 0}. Now for each
n ∈ N, there exists tn ≥ 0 with
Ttn(B 1
n
(x)) ∩B 1
n
(y) 6= ∅,
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which in particular means that there exists xn ∈ X with ‖xn − x‖ < 1n and ‖Ttnxn − y‖ <
1
n
. This implies that lim
n→∞
Ttnxn = y. We have to show that (tn)n has a strictly
increasing subsequence tending to infinity. Suppose the converse, i.e. that (tn)n is
bounded by some ν > 0. Then there is a subsequence of tn converging to some t.
For the sake of simplicity, we assume that tn → t. It follows from the continuity
of the map g : [0,∞) × X → X, g(t, x) := Ttx (see for example [37], p. 357) that
lim
n→∞
Ttnxn = Ttx = y, which is not possible since y /∈ {Ttx | t ≥ 0}.
Now let y ∈ {Ttx | t ≥ 0}. Since g is continuous, the image of g under t for fixed
x ∈ X is a countable union of compact sets, in particular gx([0,∞)) =
⋃∞
n=1 gx([0, n])
and therefore of first category. Hence
B 1
n
(y)\{Ttx | t ≥ 0} 6= ∅
holds for each n ∈ N. Choose yn ∈ B 1
n
(y)\{Ttx| t ≥ 0}. Then by the first part of
the proof there exists tn > n, such that ‖Ttnxn − yn‖ < 1n . Now we choose yn+1 ∈
B 1
n+1
(y)\{Ttx| t ≥ 0}. Then again we choose tn+1 > max{tn, n + 1} and xn+1 with
‖xn+1 − x‖ < 1n+1 , such that
∥∥Ttn+1xn+1 − yn+1∥∥ < 1n+1 . It follows that (tn)n is a
strictly increasing sequence of positive real numbers tending to infinity and
‖Ttnxn − y‖ ≤ ‖Ttnxn − yn‖+ ‖yn − y‖
≤ 1
n
+
1
n
=
1
2n
This implies lim
n→∞
Ttnxn = y and this shows the first direction. The other direction is
obvious.
Proposition 4.1.9. Let X be a Banach space and T a C0-semigroup. Consider se-
quences (xn)n, (yn)n with the property that yn ∈ JT(xn) for all n ∈ N and lim
n→∞
xn, lim
n→∞
yn
exist. Then y ∈ JT(x). Hence, JT(x) and AT are closed subsets of X.
Proof. Take yn1 with n1 ≥ 1 large enough, such that ‖yn1 − y‖ < 1. Since yn1 ∈
JT(xn1), choose z1 with ‖z1 − xn1‖ < 1 and t1 ≥ 1 such that ‖Tt1z1 − yn1‖ < 1. Next
choose yn2 with n2 > n1 and ‖yn2 − y‖ < 12 and as above, since yn2 ∈ JT(xn2), choose
z2 and t2 ≥ max{2, t1} with ‖z2 − xn2‖ < 12 and ‖Tt2z2 − yn2‖ < 12 . Inductively we get
sequences (nm)m, (tm)m, (zm)m with the property that tm →∞ and
‖zm − xnm‖ <
1
m
,
‖y − ynm‖ <
1
m
‖Ttmzm − ynm‖ <
1
m
hold for each m ∈ N. Now,
‖Ttmzm − y‖ ≤ ‖Ttmzm − ynm‖+ ‖ynm − y‖ ≤
1
m
+
1
m
=
1
2m
and therefore lim
m→∞
zm = x and lim
m→∞
Ttmzm = y. So we proved y ∈ JT(x).
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Remark 4.1.10. If X is separable and T a hypercyclic C0-semigroup on X, then AT = X.
This follows from the fact that HC(T ) := {x ∈ X | orb(T, x) = X} is a dense Gδ-set
in X (see [20], p. 193). Obviously it holds that HC(T ) ⊆ AT and therefore AT = X
since AT is closed by the above proposition.
Proposition 4.1.11. Let T := {Tt | t ≥ 0} be a C0-semigroup on a Banach space X,
such that JT(x) = X for some x 6= 0. If x∗ ∈ X∗, x∗ 6= 0, then the orbit {T ∗t x∗ | t ≥ 0}
is unbounded.
Proof. Assume that for some x∗ ∈ X∗, x∗ 6= 0, the orbit is bounded, i.e ‖T ∗t x∗‖ ≤ M
for some M > 0 and all t ≥ 0. Let y ∈ X be such |x∗(y)| > 3M ‖x‖ and choose t > 0,
x′ ∈ X such that ‖x− x′‖ < ‖x‖
3
and ‖Ttx′ − y‖ ≤M ‖x‖‖x∗‖ . We get the estimate
3M ‖x‖ ≤ |x∗(y)|
≤ |x∗(Ttx′)|+ |x∗(Ttx′ − y)|
= |T ∗t x∗(x′)|+ |x∗(Ttx′ − y)|
≤M ‖x′‖+ ‖x∗‖M ‖x‖‖x∗‖
= M ‖x′‖+M ‖x‖
≤ 4
3
M ‖x‖+M ‖x‖
= M
7
3
‖x‖ .
This gives a contradiction.
In analogy to the Spectral lemma (Lemma 1.2.12 (i)) we have the following:
Proposition 4.1.12. Let X be a Banach space and T = {Tt | t ≥ 0} a locally topolog-
ically transitive C0-semigroup. Then for all t > 0 and for all |λ| ≤ 1 the operator
Tt − λI
has dense range.
Proof. Assume that there exists some t > 0 and |λ| ≤ 1, such that Tt − λI has not a
dense range. By an application of the Hahn-Banach theorem there exists a non-zero
functional such that φ((Tt − λI)x) = 0 for all x ∈ X or equivalently
φ(Ttx) = λφ(x)
for all x ∈ X.
Since T is locally topological transitive, there exists for each y ∈ X a strictly increasing
sequence of positive real numbers tn and a sequence xn converging to x, such that
Ttnxn → y. We write tn = kn · t+ sn, where sn ∈ [0, t) and kn ∈ N0. Hence we get
(∗) φ(Ttnxn) = φ(Tknt(Tsnxn)) = λknφ(Tsnxn).
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So by Lemma 4.1.3 there exist constants M ≥ 1 and ω ∈ R, such that
|φ(Tsnxn)| ≤ ‖φ‖ ‖Tsn‖ ‖xn‖
≤ ‖φ‖ ‖xn‖Meωsn
≤ ‖φ‖C ·Me|ω|t
holds, where ‖xn‖ ≤ C for all n ∈ N and some positive constant C, since xn converges.
This inequality in particular means that the right hand side of (∗) is bounded, since
|λ| ≤ 1. But this is a contradiction, since the left hand side of (∗) is dense in C.
It follows immediately from the definition of a topologically transitive C0-semigroup,
that it is also locally topologically transitive. Thus it is natural to ask if there exists
a locally topologically C0-semigroup, which is not topologically transitive. Our next
theorem gives a description how to construct such C0-semigroups.
Theorem 4.1.13. Let X, Y be complex Banach spaces, where X is separable. Consider
S ∈ L(Y ) with σ(S) ⊆ H, where H = {z ∈ C : Re (z) > 0} is the right half plane. Let
T = {Tt | t ≥ 0} be a hypercyclic (topologically transitive) C0-semigroup on X. Then
the system B := {Bt | t ≥ 0}, where Bt := etS ⊕ Tt is a locally topologically transitive
C0-semigroup on Y ⊕ X. Furthermore AB = {0} ⊕ X holds and if in addition Y is
separable, then B is not hypercyclic (topologically transitive).
Proof. We will first show that every vector of the form 0⊕x is a J-vector for B, where
x is hypercyclic for T. Take any v ⊕ u, where v ∈ Y and u ∈ X. Then there exists a
strictly increasing sequence of positive real numbers (tn)n such that lim
n→∞
Ttnx = u.
Since σ(S) ⊆ H it follows from the Spectral mapping theorem (A.1.2) that
(∗) σ(eS) = eσ(S) ⊆ C\D.
Hence eS is invertible and σ((eS)−1) ⊆ D. Define now
yn := (e
tnS)−1v = e−tnSv.
Then we may write tn = kn + sn for each n ∈ N, where kn is a positive integer and
sn ∈ [0, 1). With constants M,ω as in Lemma 4.1.3 we get that
‖yn‖ =
∥∥e−tnSv∥∥
=
∥∥e−knS−snSv∥∥
≤ ∥∥esn(−S)∥∥ · ∥∥e−knSv∥∥
≤Meωsn · ∥∥e−knSv∥∥
≤Me|ω| · ∥∥e−knSv∥∥
holds. From this inequality it follows that yn converges to zero, since
∥∥e−knSv∥∥ → 0,
where the latter limit follows from (∗). In particular we get
Btn(yn ⊕ x) = etnSyn ⊕ Ttnx = v ⊕ Ttnx→ v ⊕ u,
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where yn⊕ x→ 0⊕ x. This shows {0}⊕HC(T) ⊆ AB and since HC(T) is dense in X
and AB is closed by Remark 4.1.5 we get {0} ⊕X ⊆ AB .
To see the other inclusion, assume that y ⊕ x is a J-vector for B. Then there exists
a strictly increasing sequence of positive real numbers (tn)n and sequences (yn)n, (xn)n
with yn → y and xn → x such that Btn(yn ⊕ xn) → 0 ⊕ 0. This in particular means
that
etnSyn → 0
holds. We write again tn = kn + sn, where kn can be chosen as a strictly increasing
sequence of positive integers and sn ∈ [0, 1). Then we get∥∥etnSyn∥∥ = ∥∥eknS · esnSyn∥∥
≥ Akn ∥∥esnSyn∥∥ ,(∗∗)
where A > 1 follows from the fact that σ(eS) ⊆ C\D.
Since sn is bounded we can assume without loss of generality that sn converges to some
δ, otherwise we pass to a subsequence. Therefore we get∥∥esnSyn − eδSy∥∥ ≤ ∥∥esnSyn − esnSy∥∥+ ∥∥esnSy − eδSy∥∥
≤ ∥∥esnS∥∥ · ‖yn − y‖+ ∥∥(esnS − eδS)y∥∥ ,
which shows that lim
n→∞
esnSyn = e
δSy. From (∗∗) it follows, that y = 0 since eδS is
invertible and the left hand side of (∗∗) converges to zero.
This shows {0} ⊕X = AB. If now Y is separable, then by Remark 4.1.10 we get that
B is not hypercyclic. Hence the proof is finished.
Lemma 4.1.14. Let X be a Banach space and let T be a locally topologically transitive
C0-semigroup, with a bounded generator A. Then
σ(A) ∩ iR 6= ∅
holds.
Proof. Suppose σ(A) ∩ iR = ∅. Define σ1 := {λ ∈ σ(A) | Re (λ) > 0} and σ2 := {λ ∈
σ(A) | Re (λ) < 0}. Then σ1 and σ2 are closed and disjoint subsets of the complex
plane. By the Riesz decomposition theorem we get the decomposition X = M1 ⊕M2
and A = A1 ⊕ A2, where σ(A1) = σ1 and σ(A2) = σ2. Now, it is easy to see that
eA = eA1 ⊕ eA2 and hence by A.1.1 we obtain σ(eA1) = eσ1(A) ⊆ C\D and σ(eA2) =
eσ2(A) ⊆ D. Now etA = etA1 ⊕ etA2 holds for t ≥ 0 and it is easy to see that at least
one of {etA1 | t ≥ 0} or {etA2 | t ≥ 0} must be locally topologically transitive. Similar
arguments as in the proof of Theorem 4.1.13 show that etA1 is not locally topologically
transitive. If we suppose that etA2 is locally topologically transitive, then there exists
a non-zero vector x ∈ M2 such that for any y ∈ M2 with y 6= 0, we find a sequence
(xn)n in M2 and positive real numbers tn → ∞ with xn → x and etnA2 → y. Since
σ(eA2) ⊆ D holds there exist some 0 < a < 1 and n0 ∈ N such that
∥∥enAx∥∥ ≤ an ‖x‖
for all n ≥ n0. Writing tn = kn + sn with kn ∈ N and sn ∈ [0, 1) we have∥∥etnA2xn∥∥ ≤ ∥∥esnA2∥∥∥∥eknA2xn∥∥ ≤Meωakn ‖xn‖ → 0,
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where we used Lemma 4.1.3 for the last estimate. Hence, y = 0 which is a contradiction
and this completes the proof.
As in the chapters before it is natural to ask about the existence of locally topologi-
cally transitive C0-semigroups on Banach spaces. In analogy to the existence of J-class
operators on reflexive non-separable Banach spaces, the next theorem shows us, that
the situation for locally topologically transitive C0-semigroups on non-separable reflex-
ive Banach spaces is also true. In particular, we will make use of the next theorem by
Bermu´dez, Bonilla and Martinon.
Theorem 4.1.15. (Bermu´dez, Bonilla, Martinon) [10] Every separable infinite dimen-
sional Banach space X admits a hypercyclic uniformly continuous semigroup.
Corollary 4.1.16. Let X be a non-separable reflexive Banach space and Y ⊆ X a
closed and separable subspace. Then there exists a locally topologically C0-semigroup
T, with Y ⊆ AT.
Proof. By Theorem 2.1.18 there exists a separable infinite dimensional closed subspace
W , which contains Y and a linear bounded projection PW : X → W . Hence there exists
a closed subspace U such that X = U ⊕W . Theorem 4.1.15 ensures the existence of
a hypercyclic C0-semigroup T = {Tt | t ≥ 0} on W . Take now any S ∈ L(U), such
that σ(S) ⊆ H = {z ∈ C : Re (z) > 0}. Then Theorem 4.1.13 implies that the C0-
semigroup B = {Bt | t ≥ 0} defined by Bt := etS ⊕ Tt for t ≥ 0 is locally topologically
transitive with Y ⊆ W = AB, where the last equality follows from Remark 4.1.10, since
T is hypercyclic.
4.2 A Banach space which admits no local topolog-
ical transitive operator
Theorem 4.1.15 states that every separable Banach space admits a hypercyclic (topo-
logically transitive) C0-semigroup, and obviously then a locally topologically transitive
C0-semigroup. At the beginning of our survey, we have seen that there are no J-class
operators on (XA)C (there are even no operators T on (XA)C with (JT (x))
◦ 6= ∅). It is
therefore natural to ask, if there are any locally topologically transitive C0-semigroups
on (XA)C. Indeed in this section we will show that there are also no locally topologically
transitive semigroups on (XA)C. For this purpose we need some preparation.
Definition 4.2.1. Let X be a Banach space. A system T = {Tt | t ≥ 0} of operators
Tt : X → X is called a C0-group, if the following conditions are satisfied
(1) T0 = I
(2) Ts+t = Ts ◦ Tt for all −∞ < s, t <∞
(3) lim
t→0
Ttx = x.
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Obviously every C0-group is also a C0-semigroup.
Ra¨binger has studied intensively the spectral properties of C0-semigroups on HI-Banach
spaces in [33]. He states the following theorem in [33], which he formulated for HI-
Banach spaces. From an inspection of the proof it is clear that it is enough to assume
that the operator algebra of the underlying Banach space consists of operators which
are strictly singular perturbations of multiples of the identity.
Theorem 4.2.2. [33] Let X be a Banach space and suppose L(X) = {λI + S | λ ∈
C, S is strictly singular }, i.e. every operator T ∈ L(X) is a strictly singular perturba-
tion of a multiple of the identity. Consider any C0-semigroup T := {Tt | t ≥ 0}. Then
the generator A of T is a bounded linear operator.
Remark 4.2.3. From this theorem it follows, that T = {etA | t ∈ R}, since A is bounded
(see also [37], p. 364).
Theorem 4.2.4. ([32], p. 24, Theorem 6.5) Let X be a Banach space and T =
{Tt | t ≥ 0} be C0-semigroup. If there exists some t0 > 0, such that 0 /∈ σ(T (t0)), then
0 /∈ σ(T (t)) for all t > 0 and T can be embedded in a C0-group. That is, there exists a
C0-group T˜ := {T˜t | t ∈ R}, such that T˜t = Tt for t ≥ 0.
We turn back to the spaceX := (XA)C. We have seen in Chapter 2 that the operator
algebra of this space consists of operators which are strictly singular perturbations of
multiples of the identity. Now we are ready to prove our main result in this chapter.
Theorem 4.2.5. Consider the Banach space X = (XA)C. Then there exists no locally
topologically transitive C0-semigroup on X.
Proof. We assume, that there exists a locally topologically C0-semigroup on X with
the corresponding J-vector x 6= 0.
Step 1: For every t ≥ 0 we have Tt = λtI + St, where λt 6= 0 and St is strictly
singular. As we already know, every operator T on X has the form T = λI + S for
some λ ∈ C and S strictly singular. So we must show that λt 6= 0 for every t. For t = 0
we have T0 = I, so there is nothing to prove. Assume that Tt0 = S for some t0 > 0,
where S is strictly singular. Then Tt is not locally topologically transitive, which is
the desired contradiction. To see this take any y ∈ X and assume that {Tt | t ≥ 0}
is locally topologically transitive. Then there exists a strictly increasing sequence of
positive real numbers (tn)n and a sequence (xn)n with xn → x and Ttnxn → y. Write
tn = knt0 + sn, where kn ∈ N0 and 0 ≤ sn < t0. Then
Ttnxn = Tknt0+snxn
= Tknt0Tsnxn
= T knt0 Tsnxn
= Skn(Tsnxn)
∈ S(X)
Therefore Ttnxn → y ∈ S(X). Since y was arbitrary it follows that X = S(X), which
in turn means that X is separable, since S has separable range. A contradiction.
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Step 2: 0 /∈ σ(Tt) for all t ≥ 0. Every strictly singular operator S is a Riesz-
operator (see [1], p. 314), an operator T is called Riesz if σess(T ) = {0}). This in
particular means, that S∗ is also a Riesz-operator and hence its spectrum is at most
countable and 0 is the only accumulation point (see [1], p. 303). Furthermore every
point of σ(S∗)\{0} is an eigenvalue, that means σ(S∗) = σp(S∗)∪{0} (see [1], p. 303).
Therefore we get
σ(Tt) = σ(T
∗
t )
= {λt + σp(S∗t )} ∪ {λt}
= σp(T
∗
t ) ∪ {λt}.
We know that σp(T
∗
t ) ∩ D = ∅ for all t > 0 by Proposition 4.1.12 and since λt 6= 0 for
all t ≥ 0 by Step 1, it follows that 0 /∈ σ(Tt) for all t ≥ 0.
Step 3: T = {etA | t ≥ 0}, where A is a bounded operator and hence is
of the form A = λI + S, with λ ∈ C and S is strictly singular.
Since 0 /∈ σ(Tt) for all t ≥ 0, it follows that T can be embedded in a C0-group by
Theorem 4.2.4. Hence A is bounded by Theorem 4.2.2 and therefore A = λI + S,
where λ ∈ C and S is strictly singular. It follows that Tt = etA for all t ≥ 0.
Step 4: T is not locally topological transitive. By Step 3 we know that the
generator A of T is bounded and hence can be written as A = λI + S.
Case 1: Reλ ≤ 0. Then |eλ| = eReλ ≤ 1 and therefore
T1 − eλI = eA − eλI
= eλI+S − eλI
= eλI + eλ
∞∑
n=1
Sn
n!
− eλI
= eλ
∞∑
n=1
Sn
n!
,
is strictly singular by Theorem 2.1.5 with separable range. Hence T1−eλ does not have
dense range in X, which is a contradiction to Proposition 4.1.12.
Case 2: Reλ > 0. We know that
σp((e
A)∗) ∩ D = σp(eA∗) ∩ D
= eσp(A
∗) ∩ D
= ∅,
where we used Theorem A.1.2. Therefore σp(A
∗) ∩ iR = ∅.
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Now
σ(A) = σ(A∗)
= {λ+ σp(A∗)} ∪ {λ}
= σp(A
∗) ∪ {λ}.
Therefore since Reλ > 0, it follows that σ(A) ∩ iR = ∅, which is a contradiction to
Lemma 4.1.14.
This completes the proof.
4.3 Final remarks and open problems
A remarkable Theorem of Lotz (see [28]) states that every C0-semigroup on l
∞ is uni-
formly continuous and hence takes the form {etT | t ≥ 0} for a bounded linear operator
T : l∞ → l∞. From Chapter 3 we know that any operator eT where T ∈ LWA (l∞) is not
J-class. These examples show that it will be very hard finding any locally topologically
transitive C0-semigroups on l
∞, since most of the important known operators on l∞
are adjoints of operators on l1. Therefore it is natural to ask the following question.
Problem: Does there exist any locally topologically transitive C0-semigroup on l
∞?
We have the feeling that the answer to the above question is negative. To justify
this, it would be enough to show that the boundary of the spectrum of any bounded
operator on l∞ is contained in the point spectrum of its adjoint. Therefore the follow-
ing question is of great interest:
Problem: Consider T ∈ L(l∞). Is it true that ∂σ(T ) ⊆ σp(T ∗)?
S. Ansari showed in [5] that every power of a hypercyclic operator is also hypercyclic
with the same hypercyclic vector. So it is natural to ask whether every power of a
J-class operator is also J-class.
Problem: Let X be a Banach space and T ∈ L(X). If T is J-class, is it true that T p
is also J-class for p > 1?
In Chapter 3, Corollary 3.2.23 we have seen that AT contains an infinite dimensional
closed subspace under certain assumptions.
Problem: If X is a Banach space and T ∈ L(X) is J-class, is it true that AT contains
an infinite dimensional subspace? The same question can also be formulated for locally
topologically transitive C0-semigroups.
Appendix A
Properties of certain subsets of the
spectrum
A.1 spectral mapping theorems
Theorem A.1.1. (Spectral mapping theorem, [20], p. 365)
Let X be a Banach space and consider T ∈ L(X). Let f be a holomorphic function
defined on an open neighborhood of σ(T ). Then
σ(f(T )) = f(σ(T )).
Theorem A.1.2. (Point spectral mapping theorem, [20], p. 365)
Let X be a Banach space and consider T ∈ L(X). Let f be a holomorphic function
defined on an open neighborhood O of σ(T ) that is not constant on any component of
O. Then
σp(f(T )) = f(σp(T )).
Recall that the approximate spectrum σa(T ) is defined as the subset of the com-
plex plane such that for λ ∈ σa(T ) there exist some sequence (xn)n of norm one and
‖(T − λI)xn‖ tends to zero. The next theorem can be found in [2], p. 83.
Theorem A.1.3. (Approximate point spectral mapping theorem) Let X be a
Banach space an consider T ∈ L(X). Let f be a holomorphic function defined on an
open neighborhood O of σ(T ). Then
σa(f(T )) = f(σa(T )).
Theorem A.1.4. (Essential point spectral mapping theorem, [2], p. 51) Let
X be a Banach space an consider T ∈ L(X). Let f be a holomorphic function defined
on an open neighborhood O of σ(T ). Then
σess(f(T )) = f(σess(T )).
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A.2 Approximate spectrum of the forward shift on
lp for 1 ≤ p <∞
We begin with a general result for the approximate spectrum and state its proof for
the reader to get more familar with the approximate spectrum.
Proposition A.2.1. ([25], p. 77) Let X be a Banach space and consider T ∈ L(X).
Then the approximate spectrum of T is contained in the annulus {λ ∈ C | i(T ) ≤ |λ| ≤
r(T )}.
Proof. We have σa(T ) ⊆ σ(T ) ⊆ {λ ∈ C | |λ| ≤ r(T )}. Hence it suffices to show
that a λ < i(T ) does not belong to σa(T ). Choose therefore a c > 0 which satisfies
|λ| < c < i(T ) and an positive integer n for which cn ≤ κ(T n). By definition of κ(T n)
we therefore obtain cn ‖x‖ ≤ ‖T nx‖ for all x ∈ X. Hence we get
‖(T n − λn)x‖ ≥ ‖T nx‖ − |λn| ‖x‖ ≥ (cn − |λ|n) ‖x‖ .
This shows that λn /∈ σa(T n). It follows with the identity
T n − λnI = (
n∑
k=1
λn−kT k−1)(T − λ)
that indeed λ /∈ σa(T ).
Theorem A.2.2. (Approximate spectrum of the forward shift, [25], p. 86)
Let Sw be the forward shift on l
p(1 ≤ p < ∞) with a positive and bounded weight
sequence w = (wn)n, i.e. Sw(x1, x2, . . .) = (0, w1x1, w2x2, . . .). Then
σa(Sw) = {λ ∈ C | i(T ) ≤ |λ| ≤ r(T )}
and
σ(Sw) = {λ ∈ C | |λ| ≤ r(T )}.
Proof. Assume at this point that i(T ) < r(T ). It is sufficient to show that any λ ∈ C
which satisfies i(T ) < |λ| < r(T ) is contained in σa(T ) since the latter set is always
closed. Define c := |λ| and choose a, b ∈ R such that i(T ) < a < c < b < r(T ). Further
choose some ε > 0 such that i(T ) < (1 − ε)a holds. Since c < b < r(T ) we can find
positive integers n, k with the property that(c
b
)n
< ε and bn < wk · · ·wk+n−1.
Likely, since i(T ) < (1− ε)a and a < c, there exist positive integers r,m such that(a
c
)r
< ε, (1− ε)r < w1 · · ·wk+n and wm · · ·wm+r−1 < (1− ε)rar.
Now define q := max{m, k + n+ 1}. Then we get
wq · · ·wq+r−1 < ar and q > k + n.
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The latter inequalities are clear for the case where m > k + n + 1, otherwise we have
q = k + n+ 1 and hence
wq · · ·wq+r−1 = w1 · · ·wk+n+r
w1 · · ·wk+n ≤
wm · · ·wm+r−1
w1 · · ·wk+n < a
r,
since by assumption wj ≤ 1 for all j ∈ N. We will now construct a finitely supported
element x = (xj)j ∈ lp (i.e. x has only finitely many entries not equal to zero)
with ‖(T − λI)x‖ < ε ‖x‖ ‖T‖.Take xj = 0 for j < k and j > q + r. Let xk = 1 and
xj = λ
k−jwk · · ·wj−1 for j = k+1, · · · , q+r. Since wjxj = λxj+1 for j = k+1, · · · , q+r
it is easy to see that our constructed sequence x satisfies
(T − λI)x =
q+r∑
j=k
wjxjej+1 −
q+r∑
j=k
λxjej = wq+rxq+req+r+1 − λek
and therefore
‖(T − λI)x‖p = wpq+r|xq+r|p + cp ≤ (|xq+r|p + 1) ‖T‖p .
Moreover since q > k + n we achieve the estimates∣∣∣∣xq+rxq
∣∣∣∣ = ckwk · · ·wq+r−1ck−qwk · · ·wq−1 = wq · · ·wq+r−1cr < a
r
cr
< ε,
and also
|xk+n| = c−nwk · · ·wk+n−1 > b
n
cn
>
1
ε
.
Altogether we conclude that
|xq+r|p + 1 ≤ ε|xq|p + ε|xk+n|p ≤ ε ‖x‖p
and hence ‖(T − λ)x‖ ≤ ε ‖x‖ ‖T‖. This shows that λ ∈ σa(T ).
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Symbol Directory
N set of natural numbers
N0 := N ∪ {0}
Z set of integers
Q set of rational numbers
R set of real numbers
C set of complex numbers
X, Y, Z, . . . Banach space
X∗ dual space: set of all continuous functionals on X
X/U quotient space
Xco := X∗∗/X residual space of X
c0 space of all sequences which converge to zero
lp := lp(N), 1 ≤ p <∞ space of all p-summable sequences indexed
by the set of positive integers
lp(Z) space of all p-summable sequences indexed
by the set of integers
l∞ := l∞(N) space of bounded sequences indexed by the set of positive integers
l∞(Z) space of bounded sequences indexed by the set of integers
BX closed unit ball: {x ∈ X : ‖x‖ ≤ 1}
σ(X,X∗) weak topology on X
σ(X∗, X) weak∗-topology on X∗
L(X, Y ) space of all linear and bounded operators from X into Y
L(X) space of all linear and bounded operators from X into X
Φ(X, Y ) set of all Fredholm operators from X into Y
Φ := Φ(X) := Φ(X,X) set of all Fredholm operators from X into X (Def. 2.1.12)
Φ+(X, Y ) set of all upper-semi Fredholm operators from X into Y
Φ+ := Φ+(X) := Φ+(X,X) set of all upper-semi Fredholm operators from X into X
Φ−(X, Y ) set of all lower-semi Fredholm operators from X into Y
(Def. 3.2.10)
Φ− := Φ−(X) := Φ−(X,X) set of all lower-semi Fredholm operators from X into X
T linear and bounded operator from X into Y
T ∗ adjoint of T ∈ L(X, Y )
T ∼= S there exists a continuous isomorphism J : X → Y
such that T = J−1SJ , where T ∈ L(X) and S ∈ L(Y )
T̂M induced operator on the quotient space X/M
(Def. 1.3.4)
T co residuum operator (Def. 3.1.1)
N(T ) kernel of T : {x ∈ X : Tx = 0}
R(T ) range of T : {Tx ∈ Y : x ∈ X}
JT (x) J-set of T under x ∈ X (Def. 1.2.1)
JmixT (x) Jmix-set of T under x ∈ X (Def. 1.2.1)
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AT set of all J-vectors of T : {x ∈ X : JT (x) = X}
(Def. 1.2.2)
AmixT set of all Jmix-vectors of T : {x ∈ X : JmixT (x) = X}
(Def. 1.2.2)
σ(T ) spectrum of T :
{λ ∈ C : T − λI is not invertible}
σp(T ) point spectrum of T
{λ ∈ C : T − λI is not injective}
σa(T ) approximate spectrum of T (Def. 3.1.4)
σs(T ) surjectivity spectrum of T (Def. 3.2.3)
σess(T ) essential spectrum of T (Def. 2.1.12)
κ(T ) injectivity modulus
i(T ) := lim
n→∞
(κ(T n))
1
n
s(T ) surjectivity modulus
δ(T ) := lim
n→∞
(s(T n))
1
n
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