Abstract-A decision feedback equalizer (DFE) containing a feedback filter with both poles and zeroes i s proposed for highspeed digital communications over the subscriber loop. The feedback filter is composed of two sections: a relatively short finite impulse response (FIR) filter that cancels the initial part of the channel impulse response, which may contain rapid variations due to bridge taps; and a pole-zero, or IIR, filter that cancels the smoothly decaying tail of the impulse response. Modifications of an existing adaptive IIR algorithm, based on the Steiglitz-McBride identification scheme, are proposed to adapt the feedback filter. These new algorithms have comparable complexity to gradient-based adaptive IIR algorithms when the number of poles is small, but converge significantly faster. A measured subscriber loop impulse response is used to compare the performance of the adaptive pole-zero DFE, assuming a two-pole feedback filter, with a conventional DFE having the same number of coefficients. Results show that the pole-zero DFE offers a significant improvement in mean squared error (i.e., 4 dB at a signal-to-noise ratio of 25 dB) relative to the conventional DFE. Furthermore, the speed of convergence of the adaptive pole-zero DFE is comparable with that of the conventional DFE using the standard LMS adaptive algorithm.
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I. INTRODUCTION
ECISION feedback equalization has been widely D proposed as an effective technique for suppressing intersymbol interference (ISI) in the context of high-speed digital communications over dispersive channels [ 11-[3] . A DFE, shown in Fig. 1 , consists of a feedforward filter P(z) follwed by a feedback loop containing a decision element in the forward path, and a filter F(z) in the feedback path. The prefilter P(z) compensates for precursor ISI, that is, IS1 from symbols that have not yet been detected at the current symbol interval, and F(z) cancels postcursor ISI, that is, IS1 from previously detected symbols. Typically, P(z) and F(z) are FIR filters.
A particularly attractive application for decision feedback equalization is in high-speed digital subscriber lines (HDSL's) [ 2 ] , [ 3 ] . Channel dispersion in this case causes severe IS1 at high data rates (i.e., 800 kb/s), which means that the DFE must contain many taps, assuming a conventional implementation. As an example, a measured subscriber loop impulse response (IR) corresponding to 12 kft of 24 gauge twisted-pair wire is shown in Fig. 2 .
The lead time before the leading edge of the IR is the group delay of the channel. Assuming that this IR in- cludes the effect of filtering at the transmitter and receiver, then precursor IS1 is caused by the portion of the IR preceding the cursor, and postcursor IS1 is caused by the tail of the IR. In general, for the subscriber loop application the prefilter P(z) typically requires few taps (i.e., five or less) to adequately suppress precursor ISI. To minimize mean squared error (MSE), however, the number of taps in the feedback filter F(z) must span almost the entire tail of the IR to cancel postcursor ISI. The number of taps in F(z) is therefore approximately T / T , where 7 is the length of the IR tail and T is the time between samples. For the IR in Fig. 2, 7 is approximately 200 ps, so that a symbol rate of 500 kbauds implies that F(z) should have approximately 100 taps.
One way to reduce the number of taps in F(z) is to shorten the tail of the IR by adding taps to the prefilter P(z). This however, increases equalizer noise enhancement. Another alternative is to make F(z) an IIR, or polezero, filter. The primary problem with this approach is that, in general, IIR filters are notoriously difficult to adapt when the channel IR is initially unknown. Specifically, In the case of the subscriber loop, the IR typically decays smoothly to zero and can be accurately modeled as the IR of a one-or two-pole transfer function. F(z) can therefore be replaced by a filter consisting of two sections: an FIR filter that compensates for the initial part of the postcursor IR, which may be relatively difficult to model with an IIR filter, and a one-or two-pole filter that compensates for the tail of the postcursor IR. For example, the FIR filter needed to cancel the initial part of the postcursor IR in Fig. 2 is approximately one-third the length of the original FIR feedback filter F(z), and only two or three additional taps are needed to cancel the remaining tail. Numerical results show that for the IR in Fig. 2 , a 4 dB improvement in MSE can be obtained by using the proposed IIR feedback filter instead of a conventional DFE of the same complexity, assuming a signal-to-noise ratio (SNR) of 25 dB. [ 131, and has the advantage that the error surface is unimodal so that the tap weights converge to a unique solution. In the presence of noise, however, this solution gives a biased estimate of the poles of the channel transfer function, resulting in some residual ISI. We observe that when the equation error method is used to optimize the pole-zero DFE, the denominator polynomial in the pole-zero feedback filter appears in cascade with the channel transfer function and the prefilter P(z). Adding poles to the pole-zero DFE when the equation error method is used to optimize the feedback filter is therefore analogous to adding taps to the prefilter of a conventional DFE. In the former case, a biased channel estimate causes residual ISI, and in the latter case, a longer prefilter causes additional noise enhancement. Our numerical results indicate that this tradeoff generally favors the conventional DFE. That is, the output MSE for the pole-zero structure, when adapted via the equation error method, is typically larger than the MSE of a conventional DFE of the same complexity.
The IIR feedback filter can also be adapted to minimize the output MSE directly via a gradient algorithm [15], [16] . Although in general the MSE cost function can be multimodal, it is shown in [4] that this is not the case when the number of poles to be estimated, M , is less than or equal to two, and the number of poles in the adaptive filter is at least M. Since the tail of a typical subscriber loop IR (such as the one in Fig. 2 ) can be accurately modeled with two poles, a two-pole feedback filter in the HDSL application should be sufficient to guarantee the absence of local minima in the error surface. The asymptotic performance of a gradient algorithm, when used to minimize the MSE, will then be superior to that of the equation error method.
Although a two-pole feedback filter adapted via a gradient algorithm achieves the minimum MSE for the cases of interest, it exhibits extremely slow convergence. Our results show that the pole-zero DFE with an IIR gradient algorithm takes more than 10 times as many iterations to converge to the asymptotic MSE as a conventional DFE using the standard LMS transversal algorithm [ 171. Adapative IIR algorithms that converge faster than the gradient algorithm can be obtained by modifying the algorithm proposed in [ 181, which is based on the SteiglitzMcBride identification algorithm. One modification consists of switching the order of the preprocessing filter 
( z ) .
A second modification to the algorithm proposed in [ 181 consists of using a recursive least squares (RLS) algorithm, rather than the LMS algorithm, to update the poles and/or zeroes of the IIR adaptive filter. The convergence speed of this algorithm is found to be comparable with that of a conventional DFE using the LMS algorithm. Since only two poles are considered, this RLS algorithm requires little additional complexity relative to the LMS algorithm.
The next section presents the pole-zero DFE, and Section I11 discusses adaptive IIR algorithms. Section IV presents numerical results comparing the performance of the adaptive pole-zero DFE with a conventional DFE.
AN IIR FEEDBACK FILTER
A block diagram of the proposed DFE is shown in Fig.  3 . The filters P(z), A ( z ) , C(z), and D(z) are finite-length (FIR) transversal filters. The purpose of A(z) is to cancel postcursor IS1 due to the initial part of the IR of the combined transmitter filter, channel, receiver filter, and prefilter p (~) .
The pole-zero filter C(z)/D(z) then cancels postcursor IS1 due to the tail of the IR. It is assumed that A(z) spans 7 -1 symbols, so that the filter z-'C(z)/D(z) cancels the residual postcursor IR. Note that the relatively complicated high frequency behavior of some subscriber loop channels, such as those with bridge taps, typically affects only the first part of the IR, which in this case is modeled by A(z).
Throughout this paper it will be assumed that C(z)/D(z) has at most two poles; that is,
Stability monitoring then becomes quite easy. That is, the zeroes of D(z) are within the unit circle provided that [ 151
(2) Rather than impose the specific feedback filter structure shown in Fig. 3 Fig. 3 , however, has the following advantages over the structure in Fig. 4 .
The primary advantage of the structure in Fig. 3 is that it is easier to adapt than the structure in Fig. 4 . To see why this is true, note that the coefficients of A(z) in Fig.  3 can be adapted independently of D(z) (with a small enough step-size), and converge to the first T -1 values is no longer any transparent relation between the IR coefficients and the coefficients of C '(z) [or D ' ( z ) ] , and the coefficients of C'(z) cannot be adapted independently of D'(z). Furthermore, for the cases considered in Section IV, the MSE (that is, E [ e 2 ( i ) ] , where e ( i ) is shown in Fig.  3) , is much more sensitive to variations in C'(z) in Fig. 4 than to variations in A ( z ) in Fig. 3 . Consequently, the step-size needed in a gradient algorithm to adapt the structure in Fig. 4 to the global minimum must be extremely small, resulting in very poor convergence properties.
Another advantage of the structure in Fig. 3 is that if the filter P(z) is fixed, then this DFE structure can be easily combined with the timing recovery scheme described in [19] . This scheme relies on estimates of the channel IR, which can be obtained from A ( z ) , to determine the optimal sampling phase of the received signal. For transmission at moderate data rates over twisted pairs, such as the current ISDN standard of 160 kb/s, precursor IS1 is typically very small, so that P(z) can be replaced by a constant gain. In this case, the pole-zero DFE proposed here combined with the timing recovery scheme in [I91 may be attractive.
ADAPTIVE ALGORITHMS
We first show how the equation error method and a simplified gradient algorithm can be used to update the coefficients of the IIR feedback filter in the proposed DFE.
We then describe some different sequentially adaptive IIR algorithms which give unbiased estimates of the channel poles in the presence of additive white noise, and converge faster than the previous algorithms. It will be seen that these proposed IIR algorithms are closely related to the IIR gradient algorithm. Although the algorithms are explicitly stated assuming that C(z) and D(z) are given by (l), generalizations to higher-order polynomials are straightforward.
A . The Equation Error Method
Fig . 5 shows a block diagram of an adaptive version of the DFE in Fig. 3 using the equation error method [15] , [16] , [20] . The output of the prefilter P(z) in Fig. 5 at time iT, where 1 / T is the symbol rate, is of the postcursor IR. The coefficients of D(z) can subsequently be adapted to cancel the remaining postcursor ISI. In this way, the adaptation problem is partitioned so that the filter poles are adapted to match a smoothly decaying IR, which is relatively easy. In contrast, the structure in Fig. 4 must select zeroes and poles to match the overall postcursor IR, which is a significantly harder task. There
where h ( i ) is the ith sample of the equivalent discretetime IR of the channel including filtering at the transmitter, receiver, and P(z), s(k) is the kth transmitted symbol, and ( n ( i ) } is a white noise sequence. We will assume throughout the rest of the paper that h(0) = 1. That is, an automatic gain control ensures that the cursor is set to one. 
ever, a fractionally-spaced feedfonvard filter, P(z), can be used to both whiten wide-sense stationary noise and suppress cyclostationary interference (i.e., crosstalk) [2 11. Consequently, if the prefilter in the DFE is adaptive, then the assumption of additive white noise seems appropriate for initial comparisons between the proposed pole-zero DFE and the conventional DFE.
Except for P(z), all of the filters shown in Fig. 5 are assumed to be adaptive and are therefore time-varying. An adaptive prefilter will be considered later in this section. In order to distinguish a transfer function that is being adapted from the standard z-transform which assumes a time-invariant filter, we use the arguments (i, q) to denote a time-varying transfer function, where q replaces z as the delay operator. That is,
Assuming the transmitted symbols are independent and that the noise is independent of the symbols, then to minimize E [ e ' 2 ( i ) ] the coefficients of A(z) and C(z) should be selected to cancel as many terms (powers of z ) as possible in the braces. It follows that ak = h(k), k = 1, * * , 7 -1, co = h(7), and c1 = h(7 + 1) -dlh(7). 
is the noise spectrum, and the transmitted symbols are assumed to be independent and identically distribut_ed with variance a 2 . In the absence of noise, D(z) = D(z) so that minimizing the mean squared equation error also minimizes the MSE, E [ c 2 ( i ) ] .
However, in the presence of noise, the estimate of D(z) is biased, resulting in residual ISI. After some inspection, it becomes apparent that the DFE structure in Fig. 5 is closely related to the conventional DFE in Fig. 1 . Specifically, in Fig. 5 the denominator polynomial D(i, q) is in casade with a "modified" channel I&). That is, if A(z) is selected optimally, then A(z) differs from H(z) only in that the first 7 -1 coefficients of I&) are zero. The effect of the filter D(i, q) in Fig. 5 is therefore similar to that of a prefilter in a con-ventional DFE. The structure in Fig. 5 differs from the conventional DFE, however, in that the equation error which is being minimized is not the true performance criterion. In addition, the convergence properties of the structure in Fig. 5 may differ from those of the conventional DFE since the input to D(i, q) in Fig. 5 is different from the input to P(z) in Fig. 1 .
Assuming that D(z) and C(z) are given by ( l ) , it is of interest to compare the output MSE of a conventional DFE with T + 1 feedback coefficients and a second-order prefilter with that of the pole-zero DFE in Fig. 5 where P(z) = 1 and the mean squared equation error is minimized. Stated another way, the comparison is between the structure in Fig. 5 
is not a quadratic function of the coefficients of these filters. The equation error method, therefore, cannot be readily applied to simultaneously adapt the coefficients of both P(i, q) and D(i, q), although it may be possible to update P(i, q) by using the output error e(i) instead of the equation error. This latter scheme was not tried, however, since the numerical results in Section IV show that the MSE produced by the equation error method when precursor IS1 is negligible is often worse than that produced by a conventional DFE of the same complexity.
B. Simplijied Gradient Algorithm
The filters A ( i , q), C(i, q), D(i, q ) , and P(i, q ) in Fig.  3 can also be adapted to minimize the MSE directly, but at the risk of converging to a local, but not global, optimum. One can at least reduce the MSE resulting from the equation error method by switching to a gradient algorithm using the MSE cost function after the equation error algorithm has converged. Furthermore, for fixed P ( z ) , if the postcursor channel IR can be modeled with the feedback filter in Fig. 3 , where D(z) has one or two poles, then the MSE cost function does not contain local optima Referring to Fig. 3, A(i, q) 
where /3 is the step-size, gd(i -k ) = d e ( i ) / a d k ( i ) , and
The filter P(i, q) can be updated in the conventional way:
where p k (i), k = 0, 1, , K are the coefficients of P(i, q), x ( i ) is the input to P(i, q) at time i, and 0' is a stepsize that may be different from /3 in (7). The algorithm can be initialized by setting all variables to zero. The stability conditions (2) can be checked at each iteration. If one of these conditions is violated, then the coefficient updates (7f) are not performed. Note that this algorithm requires somewhat more computation than the equation error method, due to the filtering of the sequence { v ( i ) } by 1 /D(i, q) to produce the (approximate) gradient signal gd(i). The gradient algorithm is illustrated in Fig. 6 , which shows the intermediate gradient signals g'(i) and g
d ( i ) .
A sequential gradient algorithm can also be easily obtained for the IIR feedback filter shown.in Fig. 4 . That is, C'(i, q) and D '(i, q) in Fig. 4 can be adapted according to an appropriate modification of (7). Unlike the preceding gradient algorithm for the structure in Fig. 3 , the coef- 
C. Sequential Steiglitz-McBride Algorithms
In order to explain the algorithms that follow, we first give a brief description of the Steiglitz-McBride (SM) identification algorithm [22] . Referring to 
I ) 7'he Fan-Jenkins Algorithm:
It is possible to use the SM algorithm i)-iv) to estimate the feedback filters in Fig.  3 given a block of transmitted symbols and the corresponding channel outputs. However, the least squares (LS) estimate in step ii) is computationally expensive to obtain, and this step must be executed many times. An algorithm that processes the data sequentially is also desirable in this application.
A sequential IIR adaptive algorithm, based on the SM algorithm, has been proposed by Fan and Jenkins [l8] . Rather than compute the LS estimate in step ii), for fixed 
This algorithm is illustrated in Fig. 8 . Because the cascaded filters l/D(i, q) and D(i, q) in Fig. 8 result in a (time-invariant) unity transfer function, the error e ( i ) in Fig. 8 is given by (7d).
As pointed out in [ 181, the only difference between this algorithm and the gradient algorithm (7) is that in the FanJenkins (FJ) algorithm y(i) -i(i) is filtered by 1 / D ( i , q) to produce the gradient gd(i) for updating D(i, q), whereas in the gradient algorithm v ( i ) is filtered to produce g d ( i ) . Since v(i) is the current estimate of y(i) -i(i), the performance of the FJ algorithm is likely to be similar to that of the gradient algorithm. Results in [ 181, as well as our own simulation results, indicate that this is indeed the case. Specifically, the pole-zero DFE in Fig. 3 was simulated using both the gradient and FJ algorithms to adapt the pole-zero feedback filter. The speed of convergence for both algorithms was observed to be virtually identical. Consequently, numerical results for the FJ algorithm are not explicitly shown in the next section, since they are essentially the same as those shown for the gradient algorithm.
Although the FJ algorithm does not immediately improve upon the performance of the adaptive IIR algorithms already discussed, Figs. 7 and 8 suggest the following modifications of the FJ algorithm, which do improve performance for the application considered. filters 1/&) and X ( z ) appear is intrinsic to the SM algorithm. That is, the output of the filter l / D ( z ) in response to the input sequence { u ( i ) } is used to compute X ( z ) , so that the order of these filters cannot be reversed. If, however, a sequential algorithm such as the LMS algorithm is used to adapt X ( i , q) and Y(i, q), then in steady state it shFuld not matter whether X ( i , q) comes before or after 1 /D(i, q). This simple interchange, however, can have a dramatic effect on the convergence properties of the algorithm.
2) Reversing the Order
For example, in the DFE application the input sequence { u ( i ) > consists of the transmitted symbols, which are Atypically uncorrelated. Filtering this sequence by 1 / D ( z ) causes the input to X ( z ) to Fig. 7 to be correlated. Loosely speaking, the closer the zeroes of D(z) ace to the unit circle, the more correlated the output of 1 / D ( z ) will be. It is well known that the LMS algorithm converges much faster in response to uncorrelated data, as opposed to a strongly correlated input. Consequently, faster convergence relative to that of the FJ algorithm should be obtained by using an uncorrelated sequence as the input
to X ( i , q ) , and placing l / D ( i , q) after X ( i , q).
The preceding discussion suggests switching the order of l / D ( i , q) and C(i, q) shown in Fig. 8 . The 
FIR filters D(i, q) and C(i, q) can be adapted to minimize E [ e 2 ( i ) ] via the LMS algorithm, assuming that the all-pole filter 1 / D ( i , q ) is time-invariant. Of course, 1 / D ( i , q) is timevarying and is determined by the current estimate D(i, q).
Specifically, the SM-LMS algorithm is
A(i, q) and P(i, q) can again be adapted via the LMS algorithm.
The input to C(i, q) in this case is the sequence of uncorrelated transmitted symbols. If we assume for the moment that l / D ( i , q) is time-invariant, then the statistics of the error e ( i ) are approximately the same as the statistics of the error in the FJ algorithm. Consequently, C(i, q) should converge faster in this configuration, as compared with the configuration shown in Fig. 8 , when the LMS algorithm is used to update the coefficients. The numerical results in Section IV show that this is indeed the case, where the speedup in convergence of (9) (9), is unlikely to offer a substantial improvement in performance. The rate at which b ( i , q) is updated determines how fast the statistics of the input to the RLS algorithm are changing. For fastest convergence, it seems plausible to update D(i, q) as fast as possible while maintaining stability. Algorithm stability also depends critically on the exponential weight w. As w decreases, the RLS algorithm tracks changing statistics faster although the variance of the estimate increases, potentially causing instability. We chose to update D(i, q) at each iteration, so that the stability and convergence speed of the algorithm is determined solely by w . For the two-pole example considered in the next section, taking w = 0.999 gave satisfactory results.
3)
To show how the adaptive IIR algorithm just described can be applied to the proposed pole-zero DFE, we define the following vectors associated with Fig In the initialization, 6 is chosen to be some small constant that is large enough to ensure stability. The RLS algorithm (10) uses the matrix inversion lemma [24, Sect. 5.11 to compute the inverse of I R(i) = c w'-kg(k)g'(k). (10) C(i, q) . Specifically, we can redefine the vectors
so that R(i), defined by (1 I), is now a 2 x 2 matrix. The SM-RLS algorithm (10) can then be used to estimate D(i, q ) , and C(i, q ) can be updated as in the SM-LMS algorithm, i.e., via (9d). The convergence speed of the resulting algorithm will be somewhat slower than when the RLS algorithm is used to update both D (i, q) and C(i, 4) . However, the results in the next section indicate that the savings in complexity makes this an attractive alternative for the application considered.
There are, of course, many other possible variations on the algorithms proposed in this section. In general, the filters C(i, q) and D(i, q) can be updated via any FIR adaptive algorithm and can be implemented with any FIR filter structure. The resulting estimate for D(i, q) can then be substituted back into the all-pole filter l/D(i, q) in Fig. 8. (Again, depending on the particular algorithm considered, it may be advantageous to change the order of the filters in Fig. 8 .) The stability and convergence properties of this class of algorithms is a very interesting topic which is not pursued here.
IV. NUMERICAL RESULTS
Throughout this section, C(z) and D(z) in the pole-zero DFE are assumed to be given by (1). The conventional DFE, to which the pole-zero DFE will be compared, has T + 1 feedback taps, where T -1 is the number of taps in A(z) in Fig. 3 , and has a prefilter containing two more zeros than the number of zeroes in the pole-zero DFE prefilter. The number of feedback taps in F(z) in the conventional DFE shown in Fig. 1 is therefore the same as the total number of taps in A(z) and C(z) shown in Fig. 3 . Also, the number of taps in P(z) in Fig. 1 is the same as the number of taps in the pole-zero DFE prefilter plus the number of taps in D(z) in Fig. 3 . As discussed in Section III-A, this illustrates the design option of adding taps to the prefilter of a DFE, which in the presence of severe IS1 tends to shorten the channel 1R at the expense of enhancing the noise, or using the additional taps to construct a pole-zero feedback filter.
Before presenting performance results for adaptive DFE's, we first show the potential advantage in MSE offered by the proposed pole-zero DFE relative to a conventional DFE having the same complexity. We will sub-sequently demonstrate that this performance advantage can be achieved when the channel is initially unknown by using one of the adaptive IIR algorithms described in the last section. All of the results presented here assume that the channel has the measured subscriber loop IR shown in Fig. 2. (Filtering at the transmitter and receiver is assumed to be included in this IR.)
A. Comparisons of Minimum MSE
Two sets of results are shown in Figs. 9 and 10 . The first set, shown in Fig. 9 , assumes a symbol rate of 400 kbauds, which, because of the sharp leading edge of the IR in Fig. 2 , is slow enough so that precursor IS1 is quite small. Consequently, the pole-zero DFE in this case has P(z) = 1. The second set of results in Fig. 10 corresponds to a symbol rate of 800 kbauds, so that precursor IS1 is no longer negligible. Here we assume that the pole-zero DFE has a third-order prefilter P ( z ) . The results at the lower symbol rate are included for two reasons. First, adapting the prefilter P(i, q) in addition to the pole-zero feedback filter is significantly more difficult than adapting only the feedback filter with a fixed prefilter. It is, therefore, of interest to compare the performance of adaptive algorithms in these two situations. The second reason is that assuming a fixed prefilter simplifies the computation of MSE when the mean squared equation is to be minimized. The performance of the equation error method is therefore shown only at the lower symbol rate. Fig. 9 shows a plot of MSE versus the total number of taps in A(z) and C(z) for the DFE structure in Fig. 3 . The signal-to-noise ratio (SNR) is 20 dB, and is defined as x 2 / E [ n 2 ( i ) ] , where x is the maximum value of the channel impulse response shown in Fig. 2 , and the noise sequence is assumed to be white. Plots are shown corresponding to minimization of both the mean squared equation error and MSE. Also shown are plots of minimum MSE (MMSE) versus number of taps in F(z) for the conventional (FIR) DFE in Fig. 1 , assuming that the prefilter P(z) is a second-order FIR filter, and assuming that P(z) = 1. In the former case, the total number of filter coefficients corresponding to an x-axis entry in Fig. 9 is the same as the number of filter coefficients for the pole-zero DFE. The results shown in Figs. 9 and 10 assume that the sampling delay (in number of symbols) is optimized for both structures, and that the sampling phase is the same in each case. Fig. 9 shows that the equation error method performs much worse than a conventional DFE with a second-order prefilter when the number of feedback taps is relatively small (less than 20), and performs about the same as the conventional DFE when the number of feedback taps is large. Consequently, the biased pole estimates obtained via the equation error method in Fig. 5 generally create more MSE in the form of residual IS1 than the MSE due to noise enhancement from a second-order prefilter. Fig.  9 also shows, however, that if the MSE is minimized directly, then the pole-zero structure requires only 13 feed- Fig. 9 . Minimum MSE versus number of feedback taps for the pole-zero DFE in Fig. 3 , and a conventional DFE with an FIR feedback filter. The symbol rate is 400 kbaud and the SNR is 20 dB. Output MSE for the polezero DFE assuming that the mean squared equation error is minimized is also shown back taps to achieve the maximum SNR of 20 dB. The improvement relative to the conventional DFE is nearly 4 dB in this case. Alternatively, to achieve the performance of the pole-zero DFE with 13 feedback taps, a conventional DFE requires nearly 40 feedback taps. Fig. 10 compares the MMSE for the pole-zero DFE with that of a conventional DFE at three different SNR's, assuming a symbol rate of 800 kbauds. Third-and fifthorder prefilters are assumed for the pole-zero DFE and the conventional DFE, respectively. Consequently, as the number of feedback taps goes to infinity, the conventional DFE performs slightly better than the pole-zero DFE because of the extra feedforward taps. In all cases, however, the pole-zero DFE requires less than 30 feedback taps to achieve nearly the same MMSE as a conventional DFE with a third-order prefilter and an infinite number of feedback taps. Fig. 10 shows that to achieve this MSE, the conventional DFE requires approximately three times the number of feedback taps as the pole-zero DFE. Altematively, assuming 30 feedback taps, as the SNR increases from 20 to 30 dB, the difference in MMSE for the two structures increases from approximately 3 dB to 5.5 dB. The reason for this is that the MMSE for the conventional DFE with only 30 feedback taps is due primarily to residual ISI. Consequently, the difference between this MMSE and 1 /SNR increases as the SNR increases. In contrast, the pole-zero DFE with 30 feedback taps is able to eliminate ISI, so that the MMSE in this case is approximately 1/SNR. The upper and lower asterisks in Fig. 10 correspond to the averaged squared error obtained by the LMS algorithm and the SM-RLS algorithm, respectively after 50 000 iterations, assuming that the SNR is 25 dB.
We remark that the computation of the MMSE for the pole-zero DFE shown in Fig. 3 is not entirely straightforward. This is because the MSE is a nonlinear function of the feedback taps. Including P(z) in the optimization further complicates the computation. With fixed P(z), the MMSE was computed by emulating the SM algorithm. That is, the algorithm (i)-(iv) in Section 111-C was used to compute the filters C(z) and D(z) in Fig. 8 , where instead of computing LS estimates of C(z) and D(z) from randomly generated data, MMSE estimates were computed from the channel IR. In general, this procedure is not guaranteed to converge to the globally optimal solution although, as previously pointed out, this is not a problem when two poles are sufficient to model the tail of the channel IR. To compute the MMSE with P(z) present, we used the following simple approach. First compute the MMSE feedback filter with some fixed P(z). Then fix the feedback filter and compute the MMSE prefilter, and so forth until convergence. Initially, P(z) was set to 1. Although local minima may again be a problem with this algorithm, the computed values for the MSE shown in Fig. 10 appear to be global minima.
B. Performance Comparisons of Adaptive IIR Algorithms
We now compare the performance of the adaptive IIR algorithms described in Section 111. Fig. 11 shows averaged squared error versus iteration for the pole-zero DFE using the equation error algorithm (4), the simplified gradient algorithm ( 7 ) , and the SM-LMS algorithm (9) at the lower symbol rate of 400 kbauds and an SNR of 20 dB. The number of feedback taps in A(i, q) is 13 for the SM-LMS algorithm and is 15 for the other two algorithms. All of the simulation results presented here assume binary transmitted symbols, i.e., s(i) E { 1, -l } . The asymptotic averaged squared error in Fig. 11 is somewhat greater than the corresponding results for MSE in Fig. 9 due to tap fluctuations. This excess MSE is less than 1 dB in all cases. The plots in Fig. 11 were generated by averaging successive blocks of 1250 squared errors. Fig. 11 shows that the SM-LMS algorithm takes less than 125 000 iterations to converge, which is more than (7); and iii) the SM-LMS algorithm (9) is used to adapt the polezero filter. The symbol rate is 400 kbauds and the SNR is 20 dB. The feedback filter A ( i . q) contains 13 taps for the SM-LMS algorithm, and 15 taps for the other two algorithms.
four times faster than the convergence speed of the gradient algorithm, and is comparable with the convergence speed of the equation error algorithm. It was also found that the SM-LMS algorithm is much less sensitive to the choice of step-size than the gradient algorithm. It is not surprising that the equation error algorithm (4) converges faster than the gradient algorithm (7) since the mean squared equation error is a quadratic function of the feedback taps, whereas the output MSE is a nonlinear function of the feedback taps. This is illustrated in Fig.  12 , which shows MSE-' versus the feedback taps dl and d2 in the pole-zero DFE. Each point on the surface corresponds to the optimal choice of A(z) and C(z) given dl and d2. There is only one local optimum; however, the cost function exhibits a sharp peak at the optimal values of dl and d2, and is relatively flat elsewhere. The averaged squared error corresponding to the gradient algorithm in Fig. 11 therefore stays relatively constant, while the gradient algorithm traverses the plateau in Fig. 12 , and subsequently decreases to its minimum value as the gradient algorithm traverses the spike. Although the convergence properties of both algorithms can be altered somewhat by changing the step-size 0, the comparison in Fig. 11 is a representative illustration of the slow convergence of the IIR gradient algorithm.
The SM-RLS algorithm described in Section 111-C is compared with the conventional FIR DFE in Fig. 13 , assuming the lower baud rate of 400 kbauds, and an SNR of 25 dB. The pole-zero DFE has 13 taps in the feedback filter A(i, q) and has no prefilter. The conventional DFE has 13 feedback taps and a second-order prefilter. Because of prefilter noise enhancement, the asymptotic MSE for the conventional DFE is greater than that for the polezero DFE. Fig. 13 shows that the speedup in convergence offered by the SM-RLS algorithm relative to the other adaptive IIR algorithms considered is dramatic. Each point in 
Number of Iterationdl00 Fig. 13 . Averaged squared error versus iteration for: i) the conventional DFE with a second-order prefilter using the LMS algorithm: and ii) the pole-zero DFE with no prefilter using the SM-RLS algorithm. The symbol rate is 400 kbauds, the SNR is 25 dB, and the filter A(i. 4) contains 13 taps.
sive squared output errors. The SM-RLS algorithm therefore takes approximately 10 000 iterations to converge, which is more than 10 times faster than the convergence speed of the SM-LMS algorithm shown in Fig. 11 and about 40 times faster than the IIR gradient algorithm. The conventional DFE using the LMS algorithm takes more than 10 000 iterations to converge to the asymptotic MSE.
Averaged squared error versus number of iterations for the SM-RLS algorithm and the conventional DFE are shown in Fig. 14 for the higher symbol rate of 800 kbauds and an SNR of 25 dB. Both DFE's have third-order prefilters; however, the conventional DFE has 100 feedback taps so that the asymptotic MSE is the same for both structures. Each point in Fig. 14 again corresponds to an average over 100 successive squared errors. Both versions of the SM-RLS algorithm described in Section 111-C are represented in Fig. 14 . That is, one plot assumes an RLS algorithm is used to estimate both C(z) and D(z) in Fig. 14. Averaged squared error versus iteration for: i) the conventional DFE using the LMS algorithm, ii) the pole-zero DFE using the SM-RLS algorithm; and iii) the pole-zero DFE using the simplified SM-RLS algorithm, in which the RLS algorithm is used only to estimate D (i, 4) . The symbol rate is 800 kbauds, the SNR is 25 dB, both DFE's contain a thirdorder prefilter, A ( i , q ) contains 28 taps, and the conventional DFE contains 100 feedback taps.
8, and the other assumes an RLS algorithm is used to estimate only D(z) (the poles). The exponential weight in (1Of) for both cases is w = 0.999. The SM-RLS algorithm takes approximately 30 000 iterations to converge, which is essentially the same as the convergence time for the conventional DFE. The two plots in Fig. 14 corresponding to the two SM-RLS algorithms show approximately the same convergence time. This is fortunate since using the RLS algorithm (10d-g) to obtain an estimate of only D(z) requires significantly less computation than using this RLS algorithm to estimate both C(z) and D(z). The averaged squared errors obtained by these algorithms after 50 000 iterations are represented by the asterisks in Fig. 10 .
V. CONCLUSIONS A pole-zero feedback filter has been proposed to reduce the complexity of decision feedback equalization for channels with severe ISI. Although this pole-zero DFE has been studied only in the context of high-speed digital communications over the subscriber loop, it is potentially advantageous whenever the tail of the channel IR can be accurately modeled with a two-pole filter. For the IR considered in Fig. 2 , our results indicate that the proposed pole-zero DFE offers a 3-5 dB improvement in MSE relative to a conventional DFE having the same complexity at moderate SNR's. As shown in the preceding section, this improvement generally increases with SNR.
Important practical issues, such as error propagation and finite precision effects, have not been considered. Because of the recursive nature of IIR filters, finite precision effects may be more of a problem for the pole-zero DFE than for the conventional DFE. This requires further study. However, ignoring this potential problem, the degradation in performance due to error propagation for both DFE structures should be the same, since the IR of the pole-zero feedback filter in Fig. 3 is approximately the same as that of a conventional FIR filter that cancels the entire postcursor IR.
In addition to the practical issues just mentioned, there are other issues which also deserve further investigation. The convergence speed of the adaptive pole-zero DFE can be made faster, relative to the results in Section IV, by using a fast converging FIR adaptive algorithm (such as RLS) to adapt the filters A(z) and P(z) in Fig. 3 . It would be of interest to see how much improvement can be obtained, although these faster algorithms are likely to be too complex for practical applications. A related issue is to characterize the convergence properties of the adaptive IIR algorithms given in Section 111. At present, little is known about this although some results are available [26] , [27] . A rigorous characterization of the MSE versus iteration for any of the adaptive algorithms with random inputs is likely to be quite difficult. However, an approximate treatment, using the types of convergence models described in [28] , may provide some insight.
Finally, it is of interest to determine whether or not the adaptive IIR algorithms described in Section 111-C may be useful in other contexts, such as echo cancellation of speech or data signals [ 5 ] -[ 141. These applications may require the estimation of more than two poles, so that the presence of local minima becomes an important problem. In addition, stability checking becomes more difficult as the number of poles increases. The combination of other filter structures, such as the ARMA lattice structure [25] , with a sequential SM algorithm may prove useful in this context.
