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General introduction
Context
The interest in estimating the direction-of-arrival (DoA) of incoming electromagnetic (EM)
waves, also known as direction finding (DF), goes back to the very beginnings of wireless commu-
nications at the end of the twentieth century. Today, DF plays a crucial role in various civilian
and military applications spanning across the terrestrial, airborne, naval and space sectors. DF
applications include navigation, electronic warfare, object tracking, search and rescue, and radio
astronomy [1].
In all the applications mentioned above, the objective is to estimate the DoA with the greatest
range of detection and the highest accuracy as possible. Over the years, the detection and
estimation capabilities of DF systems have steadily increased due to significant technological
advances in electronics and array signal processing. However, all direction finders have a common
architecture with a DF antenna as the first component. Therefore, any error introduced by the
antenna will affect the rest of the DF system, so the antenna constitutes the key component of
a direction finder. Moreover, the electrical characteristics of the DF antenna notably define the
estimation accuracy along with the spatial and frequency coverages [2].
Traditionally, the azimuth angle of arrival has been considered sufficient to define the DoA of
the incident EM-wave, but the estimation of the elevation angle may be necessary for some
applications. Nevertheless, most of commercially available (see, e.g., [3–5]) or published (see,
e.g., [6, 7]) DF antennas operate in the VHF or UHF band and offer a 2-D coverage (i.e., only
the azimuth angle of the DoA can be estimated for a limited range of elevation angles of arrival).
However, in all cases, the elevation angle of arrival of the impinging EM-wave will affect the
performances of direction finders presenting a 2-D coverage, even if the estimation of the elevation
angle is not needed [8]. Besides, significant degradation of the DF performances may be observed
when single-polarized direction finders are used. Hence, it is of crucial importance that the
direction finder is dual-polarized in order to overcome errors due to polarization mismatch [9].
Therefore, the ideal direction finder would be able to estimate the azimuth and elevation angles
of arrival of the incident EM-waves over the 3-D space (i.e., 360◦ of azimuth and 180◦ of elevation)
within a wide frequency range, and deal with all forms of polarization. In addition, DF nowadays
requires smaller and more compact antennas to notably ensure increased mobility and discretion.
Over the years, many methods have been proposed to estimate the DoA of incoming EM-waves.
On one hand, the standard technique is based on the spatial distribution of an antenna array [10].
However, the extension of this technique for wideband DF system targeting 3-D coverage is not
straightforward, as the spatial and frequency coverages are limited by the spacing between
antennas in the array. As a consequence, the design of a compact, low profile and wideband
1
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DF antenna presenting a 3-D coverage is actually very challenging. On the other hand, an
innovative technique was reported about twenty years ago and consists of deriving the DoA from
the measurement of the six Cartesian components of the EM-wave through a so-called vector
antenna (VA) [11]. VAs are multi-port antennas composed of three electric dipoles and three
magnetic dipoles, all spatially co-located with orthogonal orientations. Hence, each component
of the incident EM-wave is measured through the radiation pattern (RP) of the relevant dipole.
They are gaining prominence nowadays since a single VA is sufficient to estimate the DoA of
an incoming EM-wave over the 3-D space regardless of its polarization, and notably allows
compactness by substituting a large antenna array.
Since their introduction into the signal processing domain in 1994, many VA designs have been
proposed for the DoA estimation of incoming EM-waves. Nonetheless, there is no suitable VA
for every DF application. Indeed, only few designs demonstrated the capability of covering the
full 3-D space (or the upper hemisphere if the antenna is mounted over a metallic support in view
of embedded applications). Moreover, the attention was mainly focused on the implementation
of wideband and active VA structures [12,13]. In contrast, a passive and grounded VA that only
estimates the DoA of incident vertically-polarized EM-waves in two separate narrow bandwidths
was reported in [14]. Fully passive VAs do not suffer from the intrinsic and strong limitations of
active antennas, but the wideband coverage is very challenging to be achieved. Up to now, no
wideband and passive VA has been reported.
Objectives and originality
The main objective of this Ph.D. thesis is to study and design a passive and wideband VA for
DF over the 3-D space with compactness and minimal complexity constraints. More precisely,
the objective is to design a passive and compact VA that is able to estimate, with the highest
accuracy and over the widest frequency range of operation, the DoA of impinging EM-waves
over the 3-D space, regardless of their polarization. The scope of application covers both the
civil and military domains.
In this thesis, three main research axes towards this objective are investigated:
I. The conception of a passive and wideband VA intended to estimate the DoA of vertically-
polarized EM-waves in the upper hemisphere. Besides, the antenna is mounted over a
metallic support in view of embedded applications.
II. The improvement of the DoA estimation process of VAs to enhance their DF performances
in terms of estimation accuracy, frequency coverage, robustness to angular ambiguity and
polarization mismatch.
III. The development of a passive and wideband VA intended to estimate the DoA of vertically-
and horizontally-polarized EM-waves in the upper hemisphere to overcome the errors due
to polarization mismatch.
The originality of this work resides in three distinct levels:
I. The wideband frequency coverage of VAs, which up to now has not yet been addressed from
passive structures. Furthermore, an original antenna arrangement is proposed in order to
synthesize the radiation patterns of magnetic and electric dipoles.
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II. The improvement of the DF performances of VAs by adding new RP diversity to the one
commonly used by standard VAs (i.e., the RP diversity that allows the measurement of the
six components of an incident EM-wave) in the DoA estimation process. This additional
RP diversity is enabled because VAs are multi-port antennas, and consequently, new RPs
can be introduced. Moreover, a method based on the Cramer-Rao lower bound (CRB) in
order to select efficiently and rapidly the additional RP diversity is also reported.
III. Two prototypes have been manufactured in order to experimentally validate the simulated
results in terms of electrical characteristics and DF performances.
Outline
This dissertation is structured as follows.
Chapter 1 aims to detail the necessary background information on DF, in particular, the
different techniques used to estimate the DoA of impinging EM-waves and the most recent DF
antennas. This state of the art notably enables the identification of the challenges faced by
current DF antennas so that the motivations of this Ph.D. work can be more precisely defined.
The descriptors that will be used throughout this thesis for the DF performances evaluation are
also specified.
Chapter 2 aims to design the first passive and wideband VA, referred to as the Two Season
VA, which is intended to estimate the DoA of incident vertically-polarized EM-waves in the
upper hemisphere. The first part of this chapter covers VAs in general and the techniques
used in antenna design to obtain wideband impedance matching. Then, a feasibility study of
a wideband antenna based of one of these techniques is realized, followed by a state of the art
of the wideband electric and magnetic dipoles in order to identify the radiating elements that
would be worthwhile to consider for designing the VA. The centerpiece of this chapter is the
detailed description of the Two Season VA from the design of the constituting elements to the
overall antenna. Finally, the electrical characteristics and DF performances are evaluated using
full-wave EM-simulations. In particular, the theoretical and estimated DF performances are
assessed using the realistic CRB (derived from the actual RPs of the antenna) and the popular
estimation algorithm called multiple signal classification (MUSIC), respectively. Furthermore, a
prototype has been manufactured to confront the measurement results with the prior simulations
results.
Chapter 3 aims to enhance the DF performances of the Two Season VA. Three methods are
presented to achieve the desired result. First, the DoA estimation process of the Two Season
VA is improved by exploiting new RP diversity in addition to that employed to measure the
electric and magnetic components of the incoming vertically-polarized EM-waves. A method for
selecting efficiently and rapidly the additional RP diversity is proposed. Secondly, the frequency
coverage is extended by a modification of the antenna feeding and the use of the new DoA
estimation process. Thirdly, the topology of the Two Season VA is modified in order to estimate
the DoA of incoming EM-waves in the upper hemisphere, regardless of their polarization. The
electrical characteristics and DF performances of the prototype of this new VA, referred to as
the Four Season VA, are assessed and confronted with the prior simulations results.
Finally, the Conclusions are drawn from the results obtained in this Ph.D. thesis, which in-
cludes recommendations for research work topics that could be addressed in the future.
4 General introduction
A series of Appendices is also provided to ensure a more complete understanding of the research
problem.
Chapter 1
State of the art
Contents
1.1 Direction finding overview . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.1.1 Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.1.2 History of direction finding . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.1.3 Civil and military applications . . . . . . . . . . . . . . . . . . . . . . . 8
1.1.4 Architecture overview of digital direction finders . . . . . . . . . . . . . 9
1.1.5 Performance descriptors of direction finders . . . . . . . . . . . . . . . . 11
1.2 Direction finding techniques . . . . . . . . . . . . . . . . . . . . . . . . 18
1.2.1 Amplitude-based direction finding techniques . . . . . . . . . . . . . . . 18
1.2.2 Phase-based direction finding techniques . . . . . . . . . . . . . . . . . . 23
1.2.3 Polarization-based techniques . . . . . . . . . . . . . . . . . . . . . . . . 25
1.2.4 Super- and high-resolution techniques . . . . . . . . . . . . . . . . . . . 26
1.2.5 Maximum likelihood techniques . . . . . . . . . . . . . . . . . . . . . . . 27
1.3 Direction finding antennas . . . . . . . . . . . . . . . . . . . . . . . . . 28
1.3.1 Direction finding antennas with 2-D angular coverage . . . . . . . . . . 28
1.3.2 A word on solutions that slightly improve the angular coverage . . . . . 31
1.3.3 Solution to the 3-D angular coverage deficiency, the vector antenna . . . 32
1.4 Thesis motivations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
The purpose of this chapter is to review the literature on direction finding (DF). After providing
general information about DF (Section 1.1), this chapter highlights the different DF techniques
(Section 1.2) and the state-of-the-art DF antennas (Section 1.3). Finally, the motivations of
this thesis work are drawn in order to overcome the challenges that current DF antennas face
(Section 1.4).
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1.1 Direction finding overview
1.1.1 Definition
“La mesure des angles dont il faisait une science à part sous le nom de goniométrie...”
– Bernard Le Bouyer de Fontenelle, Éloge de M. de Lagny
The mathematician Thomas Fantet de Lagny wrote for the first time the word goniometry in the
1734 memoirs in mathematics and physics of the French Royal Academy of Sciences [15]. Ety-
mologically, it derives from the Greek terms gonia and metron, meaning angle and measurement,
respectively. Hence, it serves to designate the science of measuring angles. Generally speaking,
it also refers to the various techniques used to estimate the DoA of an acoustic, seismic, EM, or
any other wave emitted by a source. Therefore, a radiogoniometer is a system that measures the
DoA of an incoming EM-wave, and thus estimates the source direction. This process is more
commonly referred to as radio DF (or just DF), and the instrument used to perform this task
is thus named a radio direction finder (or simply a direction finder).
As illustrated in Fig. 1.1, the direction of propagation of an EM-wave is given by the direction
of the wave vector k(φ, θ), where φ ∈ [0◦; 360◦] and θ ∈ [0◦; 180◦] denote the azimuth and
elevation angles, respectively. The polarization of the impinging EM-wave is here described
by the polarization vector p (referred to sometimes as the Jones vector) and is defined as the
combination of vertical (θˆ) and horizontal (φˆ) polarizations as follows
p = sin(γ)ejηf θˆ + cos(γ)φˆ, (1.1)
where γ ∈ [0◦; 90◦] and η ∈ [−90◦; 90◦] refer to the auxiliary polarization angle and the polar-
ization phase difference, respectively. Therefore, the parameters of the incoming EM-wave can











Figure 1.1: Definition of the azimuth φ and elevation θ angles of the DoA of the incident EM-
wave in the Cartesian coordinate system
Direction finders are composed of an array of antennas, which enables the estimation of the
DoA of an incident EM-wave by exploiting its propagation properties [16]. Unlike most radar
systems, these devices perform a passive and inconspicuous measurement that the transmitter
of the measured radio wave cannot detect.
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1.1.2 History of direction finding
The beginning of DF is generally attributed to the discovery of EM-waves, and more particularly
to Hertz’s discovery in 1888 of the properties of directional antennas [17]. This discovery led
to the development of the first DF system patented by Scheller in 1906. The earliest direction
finders consisted of an electric or magnetic dipole mounted on a rotating support and oriented so
that the dipole axis was brought to coincidence with the electric or magnetic component of the
incident EM-wave. The direction of arrival (DoA) can be deduced from the measured direction
of polarization. The rotating frame device remains the best-known direction finder at the time.
Bellini and Tosi filed in 1907 the patent for the first non-rotating DF system that exploits am-
plitude [18], which is represented in Fig. 1.2(a). Notwithstanding this useful invention, rotating-
loop direction finders were commonly used during World War I, as shown in the photograph in
Fig. 1.2(b). As the first DF systems operated in the high frequency (HF) band (3 MHz - 30
MHz), they exhibit considerable estimation inaccuracies, especially at night due to ionospheric
effects at these frequencies [19]. In 1917, a new DF system was designed to overcome this issue.
This design is depicted in Fig. 1.2(c) and consists of an array of four vertical dipoles which pro-
vides directional patterns that correspond to those of loop antennas. As the vertical dipoles do
not pick up any interfering horizontally-polarized components, they can provide a good estimate
of the DoA of incoming EM-waves even in the presence of sky-waves. This direction finder is
known as the Adcock antenna array, named after its eponymous inventor and was patented in
1919 [20]. Although it was not used for practical applications until 1931, it is still used today.
(a) (b) (c)
Figure 1.2: First direction finders: (a) Bellini-Tosi system [21], (b) rotating-loop used during
WWI [17], and (c) Adcock antenna array [20]
In 1926, Sir Robert Watson-Watt, also known as one of the pioneers of radar development during
World War II, improved the system introduced by Adcock. He proposed to use a fifth antenna
in order to avoid the inherent angular ambiguity of the Adcock DF system [22]. Besides, a cath-
ode ray oscilloscope is also added to the DF system to directly trace the DoA of the incoming
EM-wave, allowing to operate the antenna array in a static configuration. English army ships
were equipped with these devices from 1943 to locate German submarines during World War II.
At the same time, the German company Telefunken developed for military purposes a sizeable
circular array known as the Wullenweber array to locate German submarines stationed in the
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North Atlantic Ocean [10]. Fig. 1.3 is a photograph of one of these arrays.
Figure 1.3: Wullenweber array [23]
The earliest HF direction finders based on the Doppler effect appeared in 1941. In 1943, fol-
lowing the radar development in Great Britain and given the need to cover higher frequencies,
the first Doppler-based direction finder operating at 3 GHz was delivered [17]. After the Second
World War, Doppler or pseudo-Doppler direction finders emerged and have been used for air
traffic management at airports around the world since the 1950s.
After World War II, developments in electronics have extended the capabilities of DF systems.
Moreover, since the end of the 1970s, digital signal processing has been introduced into DF, mak-
ing direction finders more efficient thanks notably to the emergence of interferometry techniques
and high-resolution methods.
1.1.3 Civil and military applications
As well in civil as military domains, DF has nowadays gained a significant position in a wide
range of applications, related to either radionavigation or radiolocation.
Historically, DF was brought to bear for radionavigation purposes. However, this scope of ap-
plications is currently losing its importance because of the fast expansion of satellite navigation
systems and their significant potential. One of the first applications related to radionavigation
was homing, in which DF measurements were used to direct the user towards emission sources.
At present, radionavigation provides a means of positioning and directing oneself by exploiting
signals received from emission sources (e.g., radio beacons) whose positions are known. It is used
in both the naval and aeronautical domains. For instance, various systems such as VHF omnidi-
rectional radio range (VOR), instrument landing system (ILS) and marker beacons (MKR BCN)
are currently in service in international civil and military aviation [24]. VOR system provides
the aircraft with a bearing to the ground station location. During the landing approach, ILS
assists aircraft pilots by giving an approach path for exact alignment and descent of the plane
to a runway. It also enables a landing under Instrument Flight Rules (IFR) in case of poor
visibility due to bad weather, a night landing, or a crosswind approach. Finally, MKR BCN
provides aircraft pilots with a means of determining their position along the runway in lack of
ILS facilities in certain airports.
At the same time, DF for radiolocation purposes has become more than ever a necessity in
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various applications, especially in the military domain through the emergence of a new form
of warfare named electronic warfare. Radiocommunications between the various army units
or even the remote control of weapon systems have led to a military dependence on wireless
communications. This dependence has grown steadily over the last few years and represents
a real vulnerability that can be exploited. Hence, electronic warfare consists in exploiting the
opponent’s radio emissions and, conversely, in preventing him from doing the same. In par-
ticular, it enables the detection and location of enemy transmitters to evaluate their strength
and position. Moreover, one of the essential components of electronic warfare is the monitor-
ing of the electromagnetic spectrum to gain a good knowledge of the spectral occupancy and,
identify and locate non-authorized transmitters, or even to search for sources of interference.
This component is also common in the civil domain. Indeed, regulatory authorities such as the
International Telecommunication Union (ITU) or International Radio Consultative Committee
(IRC) also monitor the electromagnetic spectrum to ensure its proper use in accordance with
the regulations in force. Other applications for radiolocation purposes can also be pointed out
in the civil domain. For instance, during search and rescue (SAR) missions, the radiolocation of
emergency transmitters enables faster assistance to people in distress who may be in areas with
topographical difficulties. Finally, DF can be found in various scientific studies such as radio
astronomy, Earth remote sensing or wildlife tracking.
The variety of DF applications cover almost the entire radio spectrum from the lowest frequencies
(10 MHz) for locating the beacons of avalanche victims to higher frequencies (40 GHz) for radio
astronomy. However, the majority of applications occur in the high frequency (HF from 3 MHz
to 30 MHz), very high frequency (VHF from 30 MHz to 300 MHz) and ultra high frequency
(UHF from 300 MHz to 3000 MHz) bands. Table 1 lists some operating frequency bands and
highlights the main applications that are performed in each band [25].
1.1.4 Architecture overview of digital direction finders
Recent developments in the field of wireless communications have led to a renewed interest
in DF, heightening at the same time the complexity and requirements of DF systems. Much
progress has also been made on array signal processing, enabling a more accurate estimation
of the DoA of the impinging EM-wave. However, all modern direction finders are based on the
same structural diagram, as depicted in Fig. 1.4. Such system includes the following main parts:
• An antenna array consisting of a particular arrangement of several sensors that enables the
sampling in amplitude and/or phase of the incident wavefront. After that, the samples can
be processed through the following elements of the direction finder in order to derive the
DoA of the incoming EM-wave. Design aspects of the antenna array such as the number,
the choice of the radiating elements and their geometric arrangement are established with
respect to the DF algorithm and the operating frequency band.
• A multiplexer may be used if the number of receiving channels differs from the number of
antenna array output ports. Therefore, it simplifies the digital reception chain and reduces
the hardware costs by connecting the output ports sequentially and selectively to the mea-
surement channels.
• A receiver ensures the compliance between the measured signal and the specifications re-
lated to the processing unit through a series of analog signal processing operations that
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preceded the digitization. Typical receiver architecture enables notably the following actions
to precondition the radio frequency signal to efficient digitization: amplification, filtering
and conversion to a suitable intermediate frequency if the analog/digital converter does not
allow the processing at the frequency of the antenna signal. On another note, measurement
characteristics (frequency of operation, bandwidth, amplification, etc.) are delivered to the
receiver via command orders sent by the processing unit.
• A digital processing unit involves a DF algorithm implemented, for instance, on a field pro-
grammable gate array (FPGA). This unit also allows the control of the multiplexer if it is
used. Moreover, a feedback loop is generally employed to improve the accuracy of the DoA
estimation.
• A human-computer interface permits the operator to interact with the DF system through a
user interface, which includes several features such as the display of the DoA and the control
panel of the processing unit.
Frequency band Uses
10 kHz - 10 MHz Long-wave, medium-wave and short-wave broadcasting
10 MHz - 30 MHz Avalanche beacon, navigational telex, maritime mobile, am-
ateur radio
30 MHz - 88 MHz Model control, radio microphones, military systems, profes-
sional mobile radio
88 MHz - 108 MHz FM broadcasting
108 MHz - 144 MHz Aeronautical communications, ILS/VOR
144 MHz - 400 MHz Maritime communications, defense systems, radio broadcast-
ing, professional mobile radio
400 MHz - 470 MHz ARGOS beacon, COSPAS-SARTSAT beacon, amateur ra-
dio, TETRA and TETRAPOL cellular networks, profes-
sional mobile radio
470 MHz - 860 MHz TV broadcasting, radio microphones
860 MHz - 890 MHz Low power auxiliary (alarm, remote control), RFID sytems
890 MHz - 960 MHz GSM (Global System for Mobile communications)
960 MHz - 1710 MHz Aeronautical systems (DME, TACAN, IFF), Galileo, GPS,
Glonass, Radars
1710 MHz - 1880 MHz GSM
1880 MHz - 1900 MHz Digital enhanced cordless telecommunications
1920 MHz - 2170 MHz Universal mobile telecommunications system
2170 MHz - 2400 MHz Telemetry, military systems
2400 MHz - 2500 MHz Bluetooth, Wi-Fi networks
2500 MHz - 2700 MHz Mobile communication services on board vessels
2700 MHz - 3400 MHz Aeronautical navigation, radiolocation
>3400 MHz Radar, radio astronomy, radiolocation
Table 1.1: Main applications in the HF, VHF and UHF bands

























Figure 1.4: Functional architecture of a digital direction finder
1.1.5 Performance descriptors of direction finders
The DF performances of any direction finder are subject, on one hand, to the electrical charac-
teristics of the constituting DF antenna, and on the other hand, to the applied DF technique.
Therefore, practical aspects that regard both the design of a DF antenna and the choice of
the DF technique should be made with the utmost care, taking into account the interdepen-
dence between them. These choices must also be made according to the foreseen application,
which involves considering the economical aspect as well as managing several constraints (e.g.,
antenna size, weight, carrier, or even environmental conditions). This should lead to a trade-off
between the expected performances and the operational situation. There are nevertheless some
descriptors that can be used to significantly quantify the performances of a DF system.
1.1.5.1 Angular coverage
The angular coverage corresponds to an angular area in which a direction finder can estimate the
DoA of an incident EM-wave in compliance with an accuracy specification. From the angular
coverage aspect, it is possible to define three main categories of DF:
• DF with a 2-D angular coverage, meaning that the DoA of an incident EM-wave can be
estimated only in azimuth or elevation;
• DF with a limited 3-D angular coverage, meaning that the DoA of an incident EM-wave can
be estimated in azimuth and elevation in a restricted area of the three-dimensional space;
• DF with a 3-D angular coverage, meaning that the DoA of an incident EM-wave can be
estimated in the overall three-dimensional space. If the DF antenna is mounted over a
ground plane in view of embedded applications, this coverage is limited to the 3-D upper
half-space.
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The angular coverage is essentially subject to the radiation patterns (RPs) of the antenna ele-
ments constituting the direction finder.
1.1.5.2 Frequency coverage
In the same vein as the angular coverage, the frequency coverage specifies the frequency band
in which a direction finder is able to estimate the DoA of an incident EM-wave in compliance
with an accuracy specification. It also enables the identification of three categories of DF:
• Single-frequency DF which allows the estimation of the DoA of an incident EM-wave, as its
name suggests, at only one frequency or over a small frequency range;
• Multi-frequency DF which allows the estimation of the DoA of an incident EM-wave at several
frequencies or over small frequency ranges;
• Wideband DF which allows the estimation of the DoA of an incident EM-wave over a wide
frequency range.
The frequency coverage depends essentially on the impedance matching and RPs of the antenna
elements constituting the direction finder.
1.1.5.3 Theoritical limit, the Cramer-Rao lower bound
The Cramer-Rao lower bound (CRB) gives a lower bound on the variance of any unbiased
estimators of a deterministic parameter. This bound was named in honor of H. Cramer and C.
R. Rao who independently derived this limit in the 1940s [26, 27]. Special attention must be
paid to P. Stoica [28] who established the CRB as one of the most utilized metrics for optimal
DF accuracy. In this context, it allows to define the theoretical limit of the average precision
that can be reached by a given direction finder regardless of the applied DF technique. It is
important to note that the CRB is strongly dependent on the electrical characteristics of the DF
antenna, especially its RPs. From a technical point of view, the CRB is related to the Fischer
information (or equivalently, to the Fischer’s information matrix (FIM), denotes J, for a multi
parameter problem) [29]. In mathematical statistics, this matrix provides a summary of the
amount of information in the received data relative to the quantities of interest.
Consider that the n-th measurement of the received signal is x[tn] at time tn and that a stacked
vector of N snapshots is X = [x[t1],x[t2], ...,x[tN ]]. Let us assume that the estimation of
the unknown parameter vector Ω through the observations X of a known probability density





The likelihood function can be viewed as a function of the unknown parameter vector Ω given




ln (fX(x|Ω)) , (1.3)
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is generally used rather than the likelihood function to simplify the mathematical manipulations,
which allows to work with a sum of pdfs instead of a product. The first derivative of the log-
likelihood function is called Fisher’s score. Since an unbiased estimator is an estimator having a
mean that converges to the correct parameter vector as the number of snapshots tends towards
infinity, the first moment of the score vanishes. The Fischer information corresponds to the


















The second derivatives specify how the likelihood function is peaked at the maximum point since
the Fischer information measures the curvature of the log-likelihood. Higher is the curvature,
easier is the estimation of the true value of the parameter Ω. This means, that there is a lot
of information about Ω from X. According to the Cramer-Rao theorem, the variance of any
unbiased estimate of Ω is higher than the inverse of the Fischer information. Then,
C(Ωˆ) > CRB(Ω) = J−1, (1.5)






and CRB(Ω) refer to the covariance matrix of the
estimates and the CRB of the parameter Ω, respectively. It can be noted from Eq. 1.5 that
the precision to which it is possible to estimate Ω is limited by the Fisher information of the
likelihood function. This makes sense, because the less information there is, the more difficult
it is to accurately estimate Ω. This implies that the variance increases. The matrix inequality
in Eq. 1.5 means that C(Ωˆ)− J−1 is non-negative definite matrix. Therefore, the lower bound
on the variance of any estimator of the parameter Ωi is expressed as follows
Var(Ωi) > [J−1]i,i. (1.6)
For 3-D DF purposes, the parameter vector Ω contains the azimuth and elevation angles of the
incoming EM-wave. It may also include the polarization parameters of the wave if they are to
be estimated.
1.1.5.4 Estimation accuracy
The estimation accuracy is one of the most essential characteristics of a direction finder, if not
the most important. This accuracy corresponds to the angular error between the estimated
angles of arrival and the exact angles. In other words, it assesses the instrumental precision of
the angular measurement, namely how far off is the measurement result from the true value of
the DoA of the incoming EM-wave. In particular, this is subject to different matters such as the
electrical characteristics of the DF antenna, the signal to noise ratio or even the propagation
effects on the impinging EM-wave. Usually, the accuracy of the direction finder is characterized
by the Root-Mean-Square (RMS) value of the angular error. Depending on the application, this
accuracy may be given either as a function of the azimuth or elevation angles or as a function
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where Ω is the true angle (azimuth angle φ or elevation angle θ), Ωˆ is the angle estimated by








where ∆a is the minimal angular distance between the true (φ, θ) and estimated (φˆ, θˆ) angles,
as shown in Fig. 1.5. This angular distance is expressed as follows







Figure 1.5: Definition of the angular distance ∆a between the (φ, θ) and (φˆ, θˆ) angles in the 3-D
space
The estimation accuracy achieved by the DF antenna over a given angular coverage can be
evaluated by analyzing either the maximum value or the 95th percentile of ∆aRMS(φ, θ) of all
estimated DoAs. The latter corresponds to the error threshold for respectively 95% all simulated
or measured DoAs in the 3-D upper half-space. Although the highest value of ∆aRMS(φ, θ) may
be interesting in practice, it does not provide a good picture of the antenna performance when
the accuracy is very good in the full 3-D half-space, except in few specific directions. In this
case, the 95th percentile of ∆aRMS(φ, θ) offers a better descriptor as it is being less sensitive to
the estimation errors in these directions. Looking at the 95th percentile is not restrictive in a
sense that there is usually a notion of motion during DF measurements. For instance, either
the DF antenna or the target (e.g., a missile in the military domain) can be mobile. It can also
be interesting to look at the values of ERMS for the azimuth and elevation angles as well as the
corresponding 95th percentiles even if the direction finder is intended for 3-D DF. These values
are an indication of whether the direction finder is more accurate in azimuth or elevation.
1.1.5.5 Sensitivity
The sensitivity designates the minimum power density Psensi, expressed in dBW.m−2, required
to estimate the DoA of an incoming EM-wave with an error which does not exceed a prescribed
threshold. It is also possible to express it as a function of the amplitude of the corresponding
electric wave, that is in dBµV.m−1. In other words, the sensitivity defines the required power
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Pant at the DF antenna output that ensures a minimum signal to noise ratio SNR for obtaining
the desired accuracy. Mathematically, this implies that
Pant(dBm) > SNR(dB) + Pn(dBm), (1.10)
where:
• Pn is the noise floor of the receiver, considered spatially invariant and defined by
Pn(W) = kBT0Nf∆f, (1.11)
or, expressed in decibel,
Pn(dBm) = 10 log(kBT0) + 30dB + 10 log(Nf ) + 10 log(∆f),
Pn(dBm) = −174dBm.Hz−1 +Nf (dBm) + 10 log(∆f),
(1.12)
with kB = 1, 38.10−23 J/K the Boltzmann’s constant, Nf the receiver noise factor, T0 = 300 K
the standard noise temperature in Kelvin, and ∆f the receiver equivalent noise bandwidth
expressed in Hz;
• SNR is the ratio between the measured signal power Pa and the noise floor of the receiver
Pn, which is expressed as follows














10 log(kBT0) + 30dB
Figure 1.6: Principle of sensitivity determination
Fig. 1.6 illustrates the sensitivity determination principle. In this thesis, the 95th percentile of
the ∆aRMS is used to specify the sensitivity of the DF antenna for a maximum error threshold
of 5◦.
Sensitivity is an essential characteristic of a DF system since it can be used to determine its
theoretical range. In other words, it is possible to derive the maximum distance between the
direction finder and the source of an EM-wave, whose DoA is estimated with a specified precision,
knowing the transmission power and the sensitivity of the DF antenna. The theoretical range
is established using the Friis transmission formula, which describes the free space transmission
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with Pe the power fed into the transmitting antenna input terminals, Ge the gain of the trans-
mitting antenna, Gr the gain of the receiving antenna, r the distance between the antennas and
λ the free space wavelength. This formulation assumes, on one hand, that the distance r is large
enough to ensure a plane wavefront at the receiving antenna and sufficiently approximated by
the Fraunhofer distance 2D
2
λ
(where D is the is the largest linear dimension between the two
antennas). On the other hand, this formula also presupposes that the polarization states of the
antennas match and that there is no impedance mismatch. The range limit rmax is reached
when the power density of the incident EM-wave Ps received by the DF antenna is equal to the











However, the theoretical range may be restricted by the radio horizon, which depends on the













Figure 1.7: Friis transmission model
1.1.5.6 Robustness to angular ambiguity
For a given antenna array, the estimation accuracy of a direction finder can be degraded by the
appearance of angular ambiguity. Generally speaking, two types of angular ambiguity can be
distinguished.
The angular ambiguity of type I appears for a given DF antenna when two or more DoAs
which are, sufficiently spaced apart with a relative phase-shift multiple of 2pi and, present co-
linear steering vectors [31,32]. The occurrence of an angular ambiguity is related to the spatial
distribution of the constitutive radiating elements of the DF antenna that enables the incident
EM-wave sampling. The estimation becomes ambiguous if their relative position does not fulfill
the Nyquist theorem on spatial sampling. Even if their relative position prevents sub-sampling
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of the incident EM-wave, an angular ambiguity may appear due to other phenomena like the
presence of inter-elements coupling or even near-field scattering. However, it is possible to
evaluate the risk of angular ambiguity between two DoAs, sufficiently spaced apart, by verifying
whether or not these directions provide two linearly dependent d(φi, θi) and d(φj , θj) steering
vectors. This verification is performed by analyzing the value of angle α ∈ [0◦; 90◦] (mod 90◦)
between the two steering vectors [33], which is given by
α(φi, θi, φj , θj) = cos−1

 |dH(φi, θi).d(φj , θj)|∥∥∥dH(φi, θi)∥∥∥ . ‖d(φj , θj)‖

 , (1.17)
where dH(φi, θi) denotes the Hermitian conjugate (conjugate transpose) of the steering vector
d(φi, θi). According to Eq. 1.17, two steering vectors are linearly dependent as long as
α(φ1, θ1, φ2, θ2) = 0◦, (1.18)
and thus the risk of angular ambiguity is at its highest. Conversely, there is perfect orthogonality
between them and therefore, no risk of angular ambiguity when
α(φ1, θ1, φ2, θ2) = 90◦. (1.19)
In short, the smaller the angle α, the greater the risk of angular ambiguity. The risk of angular
ambiguities in the 3-D space is usually evaluated from the 3-D spectrum of the minimum value
of α between each pair of angles (φi, θi, φj , θj)i6=j [14]. This method assumes that ambiguities
appear for angles spaced apart by at least 15◦ to compute the minimum value of α. This as-
sumption and method are retained in this thesis. Another method to assess the risk of angular
ambiguities of type I in 3-D space was proposed in [34] but is more time consuming and the
results analysis is less practical.
The angular ambiguity of type II occurs when several EM-waves are impinging the DF antenna
with close DoA [35]. The latter is related to the separating power and, as its name indicates,
corresponds to the property of detecting and separating these close EM-waves. The angular
ambiguity of type II is not addressed in this Ph.D. work.
1.1.5.7 Robustness against polarization mismatch
Although dual-polarized DF systems are available, most DF systems are single-polarized. It is
important to note that single-polarized direction finders are mainly vertically-polarized direction
finders since most of the EM-waves emitted in the VHF and UHF bands are vertically-polarized.
It is highly desired that single-polarized DF antennas present the same polarization of the
incident EM-wave to avoid a polarization mismatch between them, which may degrade the
DoA estimation accuracy. For instance, if a vertically-polarized DF system is employed for the
estimation of the DoA of an incident horizontally-polarized EM-wave, the DF antenna will not
be able to detect it, therefore, the DoA estimation will fail. This extreme situation illustrates
that, depending on the polarization of the impinging EM-wave, significant degradation of the
DF performances may be observed when single-polarized direction finders are used. Polarization
mismatch is all the more detrimental when many obstacles surround the direction finder. Hence,
it is evident that one of the greatest advantages of dual-polarized DF antennas is their capability
to tackle polarization mismatch.
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1.1.5.8 Robustness against multipath propagation
In operational conditions, the DF performances are degraded due to multipath propagation [36].
A phenomenon wherein the incoming EM-wave takes different paths towards the direction finder.
Multipath propagation is commonly due to interactions like specular and diffuse reflection, scat-
tering, and refraction from nearby objects such as obstacles, buildings or even trees. In a mul-
tipath scenario, the EM-wave impinging on the direction finder are a combination of multipath
EM-waves that arrive from the same source through different paths, which undergo amplitude
and phase alterations, and appear to be correlated as long as the excess multipath delay is
lower than the inverse of the coherence bandwidth. Since DF techniques rely for instance on
the hypothesis of an EM-wave presenting a plane and isophase wavefront, which is no longer
necessarily the case in a multipath scenario, a degradation of the DF performance may arise.
Hence, methods to mitigate these issues have been proposed. A notable example is the spa-
tial smoothing, involving the use of a large linear array made up of multiple sub-arrays [37],
which was later adapted by T. S. Shan to beamforming [38] and subspace decomposition [39]
techniques.
1.2 Direction finding techniques
Several DF techniques can be implemented in the digital processing unit of the direction finder.
All of them are based on the hypothesis that the incident EM-wave presents an isophase and
plane wavefront. In general, the choice of one of these techniques is mainly related to the
topology of the DF antenna. Furthermore, these DoA estimation techniques can be broadly
classified into amplitude-based DF techniques, phase-based DF techniques, polarization-based
DF techniques, maximum likelihood techniques as well as super- and high-resolution techniques.
1.2.1 Amplitude-based direction finding techniques
Amplitude-based direction finders estimate the DoA of an incident EM-wave by observing dif-
ferences in amplitude at the DF antenna outputs. These direction finders rely principally on the
RP of the DF antenna. Basically, amplitude-based techniques used on one of the following meth-
ods: detecting the minimum of amplitude, detecting the maximum of amplitude or comparing
the amplitude between two antennas for which the RPs overlap.
• The amplitude-based DF technique that relies on detecting the minimum amplitude is the
oldest approach and is based on the rotating frame designed by Bellini and Tosi. The rotating
frame is used in conjunction with an electric dipole to form a “cardioid” (i.e., a heart-shaped
RP, see Fig. 1.8(a)) by summing the received signals. By rotating the DF system, the null of
the cardioid may be aligned with the incoming EM-wave to identify its DoA unambiguously.
Considering that the pattern minimum represents a DoA indicator, this method can also be
operated using a pair of rotating directional antennas. Fig. 1.8(b) gives a representation of
this approach. Since the amplitude diversity is significant for directions close to the one of
the minimum, the estimation accuracy of the DoA is improved.


















Figure 1.8: Minimum amplitude-based DF technique with: (a) the Bellini and Tosi system, (b)
a pair of rotating directional antennas
• The amplitude-based DF technique that relies on detecting the maximum amplitude can be
implemented effortlessly since it only required a directional antenna mounted on a rotating
support. Fig. 1.9 gives an illustration of this technique. When the orientation of the antenna
coincides with the DoA of the incident EM-wave, the amplitude of the output signal passes
through a maximum. Nevertheless, the DoA estimation accuracy obtained from this tech-
nique is lower than the one achieved from the minimum amplitude-based approach. Indeed,






Figure 1.9: Maximum amplitude-based DF technique
• Another amplitude-based DF technique that relies on detecting the maximum amplitude is
called beamforming. The principle of this technique is to use a P -port antenna array to steer
or form a beam in one direction at a time and measure the power level received from this
direction (or equivalently the steering angles), which reaches its maximum for the direction
that coincides with the DoA of the incoming EM-wave. This steering operation towards a
given direction is achieved by introducing phase shifts on the received signal at the antenna
array outputs through a complex set of weightings w(φ, θ) ∈ CP,1 (which acts like a spatial
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filter) as shown in Fig. 1.10. The output signal b(t, φ, θ) measured at time t is a weighted-sum
of the signals received simultaneously at the antenna array outputs x(t) ∈ CP,1, expressed as
follows
b(t, θ, φ) = w(φ, θ)Hx(t). (1.20)
As previously stated, the objective of a beamformer is to find the direction for which the out-























= w(φ, θ)HRˆXw(φ, θ),
(1.21)
where RˆX denotes the estimate of the spatial covariance matrix of x[tn] over N snapshots.












The implementation of this method is reasonably straightforward. However, to obtain a
sufficiently fine antenna beam and therefore a good DoA estimation accuracy, a large number
of antenna elements is required. Originally, beamforming was achieved through fixed delays
prearranged in the antenna array design coupled with mechanical steering, while modern
beamformers are steered electronically.











Figure 1.10: Beamforming principle using a 6-port antenna array
• Another amplitude-based DF method is the so-called Watson-Watt DF technique, named
after its eponymous inventor. It is one of the oldest DoA estimation methods since it was
invented in the 1920s. It enables the spatial sampling of an incident EM wave using two
orthogonal antennas whose RPs present a sine-shaped and a cosine-shaped, respectively. The








permits the estimation of the azimuth angle φ. However, this estimation is ambiguous since
the tangent function is pi-periodic. An unambiguous DoA estimation is obtained if an omni-
directional antenna is additionally positioned at the geometric center of the array to supply
a phase reference.
The first directions finders using this method consisted of two orthogonal loop antennas.
Although this is one of the oldest DF techniques, it is still being employed through Adcock
arrays composed of four or eight elements. Fig. 1.11 gives an illustration of these arrays. More
specifically, the Adcock array is a circular array of diameter d composed of 4 or 8 equidistant
vertical dipoles (or monopoles) from which it is possible to synthesize the outputs Vcos and Vsin
(which correspond to the RPs in cosine-shaped and sinus-shaped, respectively) by combining
the antenna outputs. For the 4-element Adcock array, the outputs Vcos and Vsin are defined
by





















where A is the amplitude of the received signal, λ is the free-space wavelength corresponding
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to the operating frequency. For the 8-element Adcock array, they are defined as follows











































with γ the half-angle between two elements constituting the array. Assuming d≪ λ, Eq. 1.25








as part of the 4-element Adcock array and by















as part of the 8-element Adcock array. Hence, it is possible to retrieve the azimuth angle of




















Figure 1.11: Watson-Watt technique with (a) 4-element and (b) 8-element Adcock arrays
This method presents a significant drawback since it involves small-aperture1 direction finders
causing estimation errors in the presence of multipath propagation.
1Classical Watson-Watt direction finder with crossed loop antenna is considered as a small-aperture system
since D
λ
6 0.2. However, wider aperture direction finders can be implemented to overcome this issue (e.g.,
8-element Adcock array with D
λ
6 1).
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1.2.2 Phase-based direction finding techniques
Generally, the phase-based DF techniques achieve a better DoA estimation accuracy than
amplitude-based techniques if the incoming EM-wave comes from the same angular area and
is measured using the same number of sensors. However, amplitude-based direction finders are
still widely employed due to their lower complexity and cost. Two main phase-based direction
finders are explained hereinafter.
1.2.2.1 Doppler direction finder
Doppler direction finders appeared in the 1940s. This kind of direction finders is based, as its
name indicated, on a phenomenon called the Doppler effect. This latter is also named after
the physicist C. Doppler who discovered the frequency change whenever the source of a wave
is moving with respect to an observer in 1842. As illustrated in Fig. 1.12, original Doppler
direction finders estimate the DoA by measuring the Doppler shift induced on the signal that
is received by one antenna physically rotated around a reference antenna [40]. Indeed, as the
rotated antenna moves toward the source, the received frequency increases, and as it moves
away, it decreases. Let us assume that an omnidirectionnal antenna which rotates on a circle of
radius R is sensing an incident EM-wave. The received signal xrot(t) with carrier frequency f0
is frequency-modulated with the rotational frequency wr of the antenna and can be described
as follows
xrot(t) = A cos (2pif0t+ ϕ+m(t)) , (1.29)




cos (θ) cos (wrt− φ) . (1.30)
It can be noted that the modulating signal m(t) contains the azimuth φ as a simple phase shift,
thus comparing it after demodulation with the signal received by the reference antenna
xref(t) = A cos (2pif0t+ ϕ) , (1.31)
enables the derivation of the DoA for small elevation angles θ. In practical systems, the rotating
motion of the antenna can be replaced by a circular array of several antennas (usually four,
eight, or sixteen) that are sequentially switched into the receiver. The sequential switching of
the antenna array avoids the rotation of the antenna, which is not always mechanically possible
(a sufficiently high rotational frequency is often required) or desirable. Direction finders using
this technique are referred to as pseudo-Doppler direction finders.














Figure 1.12: Principle of Doppler direction finder
1.2.2.2 Interferometer
Interferometers are DF systems based on interferometry. This DF technique can be considered
as the most efficient among those previously described [41]. Unlike the aforementioned tech-
niques, the DoA estimation is not entirely analog and requires digital processing, more or less
complicated, depending on the antenna array configuration. This technique could therefore only
be implemented once microprocessors had arrived in the early 1980s. The DoA estimation of an
incoming EM-wave is derived from the propagation phase delay between two or more spatially
separated antennas.
For the sake of simplicity, let us consider the antenna array, depicted in Fig. 1.13(a), which
includes only two dipoles separated by a distance d. Interferometry consists of measuring the
phase of a received signal at each antenna and deriving the DoA from the difference between




sin(φ) sin(θ) (mod 2pi). (1.32)
The benefit of interferometry is its applicability to different antenna array topologies, some
examples are illustrated in Fig. 1.13(b). However, an unambiguous estimate of the DoA requires
a minimum of 3 antenna elements. These elements must not be all located on the same plane
and the distance between the elements must be less than λ02 . Moreover, the topology, spacing,
and number of array elements condition the protection from angular ambiguity as well as the
DoA estimation accuracy.










Figure 1.13: Interferometry: (a) principle and (b) examples of commonly used interferometers
1.2.3 Polarization-based techniques
The previously-cited DF standard techniques are based on the spatial distribution of an an-
tenna array and are generally used for DF with a 2-D angular coverage. Such antenna array is
commonly referred to as a uniformly polarized array or scalar array. However, the extension of
the spatial diversity technique for DF with a 3-D coverage is not straightforward. The antenna
design becomes too complex and cumbersome to estimate the DoA in the entire space.
Another main DF technique consists of deriving the DoA from the measurement of the six
components of the EM-wave through a Vector Antenna (VA). This technique is therefore based
on polarization diversity. Typical VAs are composed of three electric dipoles and three magnetic
dipoles, all spatially colocated with orthogonal orientations (see Section 2.1 for further details
on VAs). Since all the components are measured, one of the main advantages of VAs is their
ability to estimate the DoA of any incoming EM-wave across the whole 3-D space, regardless of
its polarization.
By measuring the incoming EM-wave in terms of its six individual EM components, the VA
physically gathers the full data necessary to estimate the Poynting-vector, via a simple vector
cross-product between the electric-field vector E and the magnetic-field vector H . This esti-
mated Poynting-vector p, when normalized gives the direction-cosines of the incoming EM-wave
and therefore the elevation and azimuth angles can be deduced.
For an incoming unit-power EM-wave, the electric-field vector E and magnetic-field vector H
can be described in the spherical coordinate system as follows [42]









where ζ is the intrinsic impedance of the medium. In the Cartesian coordinate system (refer to
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Fig. 1.1 for its definition) and after normalization, it can be expressed as
e =
(





sin(φ) cos(θ) sin(γ)ejη + cos(φ) cos(γ)
)
yˆ
− sin(θ) sin(γ)ejη zˆ,
h = −
(










Hence, the normalized Poynting vector is expressed as follows












where the superscript ∗ and × denote the complex conjugation and the vector cross-product
operator. In Eq. 1.35, u, v and w are the direction-cosines of the incident EM-wave along the
xˆ-axis, the yˆ-axis, and the yˆ-axis, respectively. After deriving the DoA of the incoming EM-wave,
the polarization state (γ,η) could also be estimated.
1.2.4 Super- and high-resolution techniques
Super- and high-resolution methods include all the DF methods that achieve better accuracy for
DoA estimation compared to those mentioned above such as Watson-Watt technique, interfer-
ometry, or even classical beamforming. Furthermore, super- and high-resolution methods enable
to estimate the DoA of several EM-waves impinging the DF antenna. This ability depends sub-
stantially on the number of elements in the antenna array, the angular spacing between the
sources, and on the signal and noise characteristics.
1.2.4.1 Capon’s minimum variance distortionless response method
The best-known super-resolution method is the Capon beamforming technique which was origi-
nally developed in the late 1960s to analyze seismic data [43]. Capon beamformer is similar to
the conventional Bartlett beamformer (described in Section 1.2.1) but exhibits a better capabil-
ity to separate two EM-waves presenting nearby DoA. Capon’s method consists of minimizing
the power contributed by the noise or any interferences coming from other directions than the
one observed. This is done through the formation of nulls in these directions while maintaining
a unitary gain in the steering direction. Mathematically, this problem is posed as
min
w(φ,θ)
Pbeamforming(w(φ, θ)) subject to w(φ, θ)Hd(φ, θ) = 1. (1.36)
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Furthermore, this weight vector is often referred to as the minimum variance distortionless
response (MVDR), which is the other name of the Capon’s method. Indeed, for the direction of
interest, it minimizes the variance (i.e., the average power) of the array while normalizing the
beam pattern in the steered direction. Therefore, Capon beamformers can be seen as spatial
filters with narrow bandpass. Finally, they are designed using a large number of antennas since
the number of available nulls is related to this number.
1.2.4.2 Subspace decomposition method
Subspace-based DoA estimation algorithms are high-resolution techniques based on the concept
of signal and noise subspaces. These subspace-based DoA estimators have gained a significant
attention since their introduction in the early 1980s as they are more efficient, offer higher
resolutions, and were shown to be consistent2. One of the most popular subspace-based meth-
ods is the multiple signal classification (MUSIC) algorithm proposed by R. Schmidt in 1986 [31],
which is detailed in Appendix A. Another subspace-based DOA estimation algorithms providing
a significantly improved DF performance as compared to the MUSIC algorithm have been re-
ported. Among them are the estimation of signal parameters via rotational invariance technique
(ESPRIT) [44] as well as the root-MUSIC [45,46] algorithm.
1.2.5 Maximum likelihood techniques
The last category of DoA estimators is the Maximum Likelihood (ML) techniques, which exploit
the statistical properties of received signals [47,48]. Notwithstanding ML techniques are superior
to other estimators in terms of performance (especially at low SNR conditions), they are less
popular than other techniques since they are computationally intensive. ML techniques estimate
the DoA of incident EM-waves from a given set of observations by maximizing the likelihood
function (or equivalently the log-likelihood function) of the received data x(t), which means
in essence, choosing the parameter vector that makes the data actually observed as likely as
possible. Mathematically, the ML estimator is the value Ωˆ such that
l(x, Ωˆ) > l(x,Ω) for all Ω. (1.39)
Furthermore, the ML estimator is asymptotically unbiased and efficient, which means that the
performance of the ML processor is very close to the CRB.
2In statistics, a consistent estimator is an estimator that converges to the actual value of the estimated
parameter when the number of measured data increases indefinitely
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1.3 Direction finding antennas
Recently, there has been a surge of interest in designing DF antennas as they are the key element
of a DF system. This section provides a state of the art of the DF antennas available on the
industrial market and in the literature. The purpose of this survey is to identify the variety of DF
antennas in terms of angular coverage, frequency coverage, polarization, and overall dimensions.
Moreover, this census can best be treated under three headings: DF antennas with 2-D angular
coverage, DF antennas with limited 3-D angular coverage and DF antennas with 3-D angular
converage.
1.3.1 Direction finding antennas with 2-D angular coverage
DF antennas with 2-D angular coverage are the most widespread. Among them, it is possible to
draw a distinction between stationary and mobile DF antennas. Table 1.2 and Table 1.3 show
a sample of these. For the first case, the DF antenna is installed at a fixed site (e.g., a mast)
or can be used as a part of a ground deployed array. For the second case, the DF antenna is
directly mounted on carriers (e.g., on the roof of a car, fuselage of an aircraft or a helicopter).
Closer inspection of the electrical size of the antennas reported in Table 1.2 and Table 1.3
shows that mobile DF antennas are generally smaller than stationary in order to facilitate their
integration on carriers. Active antennas are generally used on these antennas for maintaining
the DF antenna compact while covering the lowest frequencies. However, active antennas exhibit
strong limitations (see Section 1.3.3.2). Some DF antennas, whether stationary or mobile, are
divided into sub-antenna systems to achieve wideband coverage, each system covering a part
of the frequency range. A number of mobile DF antennas are designed using both techniques.
In addition to providing wideband coverage, this enables the design of DF antennas presenting
diameters less than λ/10. For higher operating frequencies, the compactness constraint may be
loosened given the small size of the antennas. On another note, vertically-polarized EM-waves
carry the majority of the transmitted signals of relevant communications emitted in the HF,
VHF and UHF bands. As a result, each of these direction finders is at least able to estimate
the DoA of incoming vertically-polarized EM-waves. However, most current DF antennas are
dual-polarized to meet the growing demand that appeared a few years ago to estimate the DoA
of horizontally-, even circularly- or elliptically-polarized EM-waves [49]. As the polarization of
the transmitter is in general not known, dual-polarized DF antennas ensure adaptability to all
situations and applications.




Frequency coverage Polarization Dimensionsa
ALARIS / DF-A0031 [50]
20 MHz - 300 MHz
(Band 1)
300 MHz - 1000 MHz
(Band 2)
1000 MHz - 3600 MHz
(Band 3)
Vertical
D = 2.5 m (λ/5.9)
H = 3.8 m (λ/3.9)
ALARIS / DF-A0049 [51]




D = 1.9 m (λ/157.8) c
H = 2.25 m (λ/133.2)
Table 1.2: Examples of stationary DF antennas presenting a 2-D angular coverage
a D (diameter) and H (height) are given in terms of free-space wavelength at the lowest oper-
ating frequency
b LHCP and RHCP (left and right hand circular polarization)
c This DF antenna needs to be deployed as part of either a linear or circular array. Therefore,
the overall diameter will be increased.




Frequency coverage Polarization Dimensions
R&S / ADD253 [3]
20 MHz - 1300 MHz
(Band 1)
1300 MHz - 3000 MHz
(Band 2)
Vertical
D = 1.1 m (λ/13.6)
H = 0.45 m (λ/33.3)
R&S / ADD170 [52]
800 MHz - 2000 MHz Vertical
D = 0.45 m (λ/0.8)
H = 0.39 m (λ)
THALES / ANT-184 [49]
20 MHz - 700 MHz
700 MHz - 3000 MHz
Vertical
D = 1.1 m (λ/13.6)
H = 0.38 m (λ/39.4)
PhD works in collaboration with THALES / enhancement of ANT-184 [49]
30 MHz - 500 MHz
500 MHz - 3000 MHz
Vertical
Horizontal
D = 1.1 m (λ/9.1)
H = 0.38 m (λ/26.3)
PhD works in collaboration with THALES [49]
30 MHz - 500 MHz
500 MHz - 3000 MHz
Vertical
Horizontal
D = 1.2 m (λ/8.3)
H = 0.38 m (λ/26.3)
PhD works in collaboration with THALES [53]
500 MHz - 3000 MHz
Vertical
Horizontal
D = 0.26 m (λ/2.3)
H = 0.15 m (λ/4)
TCI / Model 643 [5]
20 MHz - 3000 MHz
(Band 1)






D = 1.3 m
(λ/11.5 at 20 MHz)
H = 0.7 m
(λ/21.4 at 20 MHz)
CRFS / RFeye Array 300 [4]
300 MHz - 8000 MHz
Vertical
Horizontal
D = 1.1 m (λ/0.9)
H = 0.8 m (λ/1.3)
Table 1.3: Examples of mobile DF antennas presenting a 2-D angular coverage
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1.3.2 A word on solutions that slightly improve the angular coverage
There are a tremendous number of dual-polarized DF antennas whose purpose is to estimate the
DoA of incoming EM-waves only on a 2-D angular coverage, meaning that only the azimuth or
elevation angle can be measured according to the DF antenna position (see Section 1.3.1). For
the sake of simplicity, let us consider one of these DF antennas installed to estimate the azimuth
angle of incoming EM-waves. Looking at Fig. 1.14, the DoA of an incoming EM-wave can be
evaluated with ease if the radiating source is located in the same plane of the DF antenna.
However, when this is not the case, the DoA can rarely be estimated. Indeed, as it can be
observed, there is a blind zone in which the DoA of incoming EM-waves cannot be measured
since the DF antenna presents a 2-D angular coverage (i.e., usually the antenna exhibits a RP










Figure 1.14: Blind zone of a DF antenna presenting a 2-D angular coverage
In the last few years, some DF antennas offering a wider angular coverage have appeared, such as
the ones set out in Table 1.4. For instance, the DF antenna developed for the LUTECE project
(Localisation d’Urgence de Téléphone Cellulaire) consists of a circular array of five dual-band
patch antennas covering the uplink bands for GSM (Global System for Mobile Communications)
and DCS (Digital Cellular System) standards. This antenna can be mounted on the fuselage of a
helicopter [54]. As its name suggests, this DF antenna is dedicated to the emergency localization
of cellular phones of persons in distress. The DF antenna designed under the STARRS (Sensor
for Terrestrial and Airborne Radio-transmitter Rescue Search) project was conceived in the same
vein and for the same application purpose [55]. Unlike the two previous multiband DF antennas,
the third antenna depicted in Table 1.4 operates over a wider frequency range using a spiral
antenna with four modulated arms [56]. These antennas are intended to be mounted on a carrier
and exhibit directive RPs pointing towards θ = 0◦. It can be seen from Fig. 1.15 that the blind
zone for DF antenna with limited 3-D angular coverage is therefore located for elevation angles
close to 90◦.
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Research project Frequency coverage Polarization Angular coverage Dimensionsa
LUTECE project [54]
890 MHz - 915 MHz
(Band 1)
1710 MHz - 1785 MHz
(Band 2)
N/A b
θ ∈ [−60◦; 60◦]
φ ∈ [−60◦; 60◦]
L= 0.8 m
(λ/0.42)
W = 0.8 m
(λ/0.42)
STARRS project [55]
890 MHz - 915 MHz
(Band 1)
1710 MHz - 1785 MHz
(Band 2)
1920 MHz - 1980 MHz
(Band 3)
N/A
θ ∈ [−60◦; 60◦]
φ ∈ [−60◦; 60◦]
L = 0.8 m
(λ/0.42)
W = 0.8 m
(λ/0.42)
PhD works [56]
1200 MHz - 5500 MHz
Vertical
Horizontal
θ ∈ [−30◦; 30◦]
φ ∈ [0◦; 360◦]
D = 0.095 m
(λ/2.63)
Table 1.4: Examples of DF antennas presenting a limited 3-D angular coverage






3-D limited angular coverage
Blind zone
DF antenna
Figure 1.15: Blind zone of a DF antenna presenting a limited 3-D angular coverage
1.3.3 Solution to the 3-D angular coverage deficiency, the vector antenna
DF antennas with 3-D angular coverage can estimate the DoA of incident EM-waves across
the entire 3-D space (or the upper hemisphere if the antenna is mounted on carrier). Hence,
they overcome blind zones in which the DoA cannot be estimated (see Fig. 1.16). Over the
years, only a few DF antennas offering a 3-D angular coverage have appeared, such as the ones
set out in Table 1.5. In the 1960s, the University of Michigan demonstrated the feasibility
to develop a wideband DF antenna with a complete hemisphere coverage employing sixteen
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circularly polarized radiating elements (log conical or spiral antennas) mounted on a spherical
surface [57, 58]. However, the main drawback of this DF antenna is its bulky structure. Most
recently, the German company Aaronia has put on the market a 3-D DF antenna [59] in 2016,
named IsoLOG 3D, covering a wide frequency band from 680 MHz to 20 GHz and designed from
a customizable array of vertically- and horizontally-polarized directional log-periodic antennas.
Additionally, eight or sixteen active low-frequency antennas can be added to extend the frequency
range down to 20 MHz, which can bring the total up to sixty-four independent antennas. This
antenna is very interesting from its compactness and vast operating bandwidth. Nevertheless, it
only enables sectoral 3-D DF, which means that the DoA of an incoming EM-wave is estimated







Figure 1.16: Removal of blind zone with a DF antenna presenting a 3-D angular coverage
Reference Frequency coverage Polarization Dimensions
Michigan university project [57,58]
600 MHz - 3000 MHz Circular
D = 1.8 m (λ/0.28)
H = 0.9 m (λ/0.55)
IsoLOG 3D [59]
680 MHz - 20000 MHz
Vertical
Horizontal
L = 0.96 m (λ/0.49)
W = 0.96 m (λ/0.49)
H=0.38m (λ/1.16)
Table 1.5: Examples of DF antennas presenting a 3-D coverage
Previous DF antenna designs are based on a tremendous number of radiating elements, resulting
in direction finders being complex, bulky and difficult to design. Another approach for developing
DF antennas that provide 3-D coverage was proposed in the early 1990s. This approach is based
on using a VA, which consists of spatially colocated polarization-sensitive radiating elements
(see Section 1.2.3 and Section 2.1 for more information). One of the significant assets of VAs is
the colocation of the radiating elements that yields to compact direction finders. A commercially
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available example of VA is the SuperCART array, manufactured by Flam and Russell [60] and
patented in 1994 [61]. A photograph of the SuperCART array is given Fig. 1.17.
Figure 1.17: SuperCART VA
1.3.3.1 Existing vector antenna designs
Since 1994, many VA designs were reported for estimating the DoA of impinging EM-waves
(see, e.g., [12–14, 62–66]). However, only few designs demonstrated the capability of covering
the full 3-D space (or the upper hemisphere if the antenna is mounted on carrier) [12–14,65,66]
which are set out Table 1.6. The first VA [12, 65] is manufactured by the ELTA subsidiary of
IAI (Israel Aerospace Industries) and was patented in 2013. It consists of a remarkably compact
active solution, composed of three electric dipoles nested in three magnetic sensors (made by
slot antennas), and aimed at covering frequencies below 30 MHz. However, considering the
applications in this part of the EM spectrum (see Table 1.1), it can be noted that only a small
part of the existing applications is covered by this DF antenna. The second VA [13] is another
interesting active solution combining three small loops. These loops can operate either as an
electric dipole or as a magnetic dipole from excitation control. There is no concrete information
on its bandwidth except that it is intended to cover the VHF band. The third VA [66] is a
passive solution operating at 2.8 GHz, which combines two half-loops and one monopole. The
fourth VA [14] is another passive solution designed using dual-band folded-monopoles and loaded
half-loops in order to operate in two separate narrow bandwidths for GSM and DCS standards.
The two previously described passive VAs are mounted on a metallic plate in view of embedded
applications, therefore all the components of incoming EM-waves cannot be measured. However,
measuring fewer than six components (only three with these antenna topologies) is sufficient to
estimate the DoA of vertically-polarized EM-waves [14,66].
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Reference Frequency coverage Polarization Dimensions
IAI / ELK-7065 [12,65]
2 MHz - 30 MHz Linear
L = 0.5 m (λ/300)
W = 0.3 m (λ/500)
Research works [13]
N/A Linear
L = 0.35 m
W = 0.35 m
H = 0.35 m
PhD works in collaboration with Rockwell Collins [66]
2800 MHz Vertical
D = 0.025 m (λ/4.28)
H = 0.037 m (λ/2.89) a
PhD works in collaboration with Rockwell Collins [14]
890 MHz - 965 MHz
(Band 1)
1710 MHz - 1880 MHz
(Band 2)
Vertical
D = 0.17 m (λ/1.98)
H = 0.06 m (λ/5.61) b
Table 1.6: VAs presenting a 3-D angular coverage
a VA mounted on an octagonal ground plane with a circumcicle diameter of 0.32 m (λ/0.34)
b VA mounted on a square ground plane of side 0.8 m (λ/0.42)
1.3.3.2 Active versus passive direction finding antennas
Looking at Table 1.6, it is apparent that the attention is mainly focused on the implementation
of active structures when designing VAs with 3-D angular coverage. The reasons for this are
obvious since active structures permit wideband capabilities while keeping small dimensions,
which are generally essential requirements. By definition, an active antenna is a radiating ele-
ment connected to an active device or circuitry that is located directly at the radiator. This
active part of the antenna system is primarily used for impedance matching. Consequently, the
bandwidth of the antenna is increased thanks to the impedance transformation capability of the
active device. In contrast, a passive antenna is a radiating element with or without a passive
matching network to match the cable and receiver impedance.
Further benefits of active antennas are reasonable sensitivity with respect to the physical size
and the environmental noise, and the fact that the RP is almost constant over the operating
frequency range. Moreover, due to the generally short dimensions of the radiating element and
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the fact that it is not resonant, an active antenna shows less EM coupling to the immediate
surroundings. Therefore, it is possible to have closer spacing with other antenna structures,
resulting in a more compact system. However, there are also certain drawbacks. Active antennas
can only be used for reception. Although this is not a constraint for designing a DF antenna, it
is for a wide range of other applications. Indeed, they are not reciprocal since they always need a
power supply device and contain non-linear components which might lead to linearity problems
(intermodulation products, harmonics generation, signal distortion, etc.). These phenomena
occur since the filtering prior to the active device is usually not possible, which most often
results in a reduction of the dynamic range. Finally, much effort needs to be devoted to the
design of the active circuitry to prevent these linearity problems [67,68]. These circuits are tuned
to a given frequency band and are not easily adaptable to other bands. On the contrary, fully
passive VAs do not suffer from these limitations, but the wideband coverage is very challenging
to achieve. The advantages of active antennas are the disadvantage of passive antennas and




• Significant size reduction
• Reasonable sensitivity
• Constant RP
• Less EM Coupling
• Only suitable for reception
applications
• Active device required







• No active circuit required




Table 1.7: Benefits and drawbacks of active and passive antennas
1.3.3.3 Multiband versus wideband direction finding antennas
Looking at Table 1.1, it can be seen that DF applications are spread over a large part of the EM
spectrum. Through this exhaustive use of the EM spectrum, a great interest for direction finders
that cover simultaneously two or more frequency bands have been triggered (see Table 1.2 to
Table 1.6). These direction finders are designed either using a multiband or wideband topology.
Conventional passive and compact antennas, that can be used to design a direction finder, limit
the DoA estimation over a very small part of the EM spectrum. Indeed, they are intrinsically
narrow-band due to their often resonant nature. Moreover, their behavior strongly depends
on the physical size to wavelength ratio. The slightest deviation from the operating frequency
affects considerably their electrical performances in terms of impedance matching, RP, and gain
(refer to Appendix B for the definition of these parameters).
1.3. DIRECTION FINDING ANTENNAS 37
By definition, a multiband DF antenna is an antenna which operates in two or more separate fre-
quency bands with relatively similar electrical performances in these bands. It can be designed
using several radiating elements operating on different frequency bands. A wideband DF an-
tenna is an antenna which exhibits a relatively frequency independent radiating characteristics
over a large frequency range (typically, a fractional bandwidth 3 of at least 20%). According to
the number of frequency bands to be addressed for the DoA estimation of incoming EM-waves,
one of the two antenna topologies is generally more suitable, although theoretically both can be
used. For example, if there is a significant frequency gap between the first and last bands, it is
easier to design the DF antenna using a multiband topology since wideband radiating elements
still exhibit limited bandwidth. However, for small frequency gap, the number of bands has
to be considered. Indeed, the more frequency bands to operate on, the more difficult or even
impossible it is to design the DF antenna with a multiband topology. Finally, if the gap between
two successive bands is small, it is not easy to develop a multiband DF antenna with relatively
close frequency bands [69].
Further benefits and drawbacks can be assigned to these two antenna topologies. As is often
the case, the advantage of one is the disadvantage of the other. Multiband antennas exhibit a
significant and inherent selectivity since they operate only on the frequency bands of interest by
acting as a frequency filter. Depending on the application, a rejector circuit may be necessary
for wideband antennas for filtering the frequency bands of interest. They can also be adaptable
since they can modify their radiating characteristics from one band to another by using different
radiating elements for each band. In contrast, wideband antennas are well-known for exhibiting a
higher directivity than multiband antennas, which can be an asset when designing DF antennas.
Finally, it can be difficult to achieve wide bandwidth while maintaining a compact antenna size
(refer to Section 2.3.1 for further information). Table 1.8 highlights the benefits and drawbacks





• Limited number of fre-
quency bands




• Wide range of applications
due to wideband coverage
• High-directivity
• Large size
• No frequency selectivity
Table 1.8: Benefits and drawbacks of multibands and wideband antennas
3BW(%) = 200 fmax−fmin
fmax+fmin
, where fmax and fmin correspond to the upper and lower frequencies of operation,
respectively.
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1.4 Thesis motivations
The design of DF antennas that offer a 3-D angular coverage has become very appealing
to fulfill the growing demand for a broad scope of applications, in either civil or military do-
mains, which can benefit from their use. Many methods can be applied to estimate the DoA
of an incident EM-wave. As previously stated in Section 1.2, standard techniques are gener-
ally based on the spatial distribution of an antenna array. However, as far as 3-D coverage is
concerned, the extension of these techniques are not straightforward and required volumetric
antenna array. Moreover, the spacing between the radiating elements of the array also limits
the frequency coverage. Designing a compact DF antenna with a 3-D angular coverage is ac-
tually very challenging. As was pointed out in Section 1.3.3, VAs are gaining prominence as
they are an excellent technical solution to overcome this significant stake. Among the various
VA structures, there is no passive and wideband design. Such configuration does not suffer
from the limitations of active antennas but achieving the wideband coverage while retaining a
compact structure is also a tremendous challenge. Although, the DoA estimation of incoming
vertically-polarized EM-waves is the dominant feature of a DF antenna, there has been a huge
amount of innovative scientific inquiry on multi-polarized DF antennas due to their capability
to tackle polarization mismatch. The design of such structure, characterized by the words shown
in bold print, will constitute the centerpiece of this thesis. Last but not least, part of the thesis
work was also devoted to the improvement of the DF processing of VAs for enhancing their DF
performances (e.g., estimation accuracy, frequency coverage, robustness to angular ambiguity
and polarization mismatch).
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Various efforts have been made in the past to realize compact DF antennas in order to fulfill
the growing demand of a broad scope of applications. However, as seen in Section 1.3.3, only a
few VAs enable the estimatation of the DoA of incident EM-waves within the 3-D space. The
purpose of this chapter is to design the first passive and wideband VA, which is referred to as the
“Two Season VA” in the remainder of this thesis. The Two Season VA is intended to estimate the
DoA of vertically-polarized EM-waves in the upper hemisphere through the measurement of the
three components Ez, Hx and Hy. Moreover, this VA is mounted over a ground plane in view
of embedded applications. This chapter begins with an overview of VAs (Section 2.1). Since
DF antennas generally operate over a wide frequency range to cover as many applications as
possible, the specific principles that enable the design of wideband antennas are then presented
(Section 2.2). Besides, a feasibility study concerning the design of a compact and wideband
antenna from small resonant antennas is realized (Section 2.3). In response to this study, a
state of the art of wideband dipoles is provided to identify the radiating elements that would
be worthwhile to consider for designing the VA (Section 2.4). This chapter ends with a detailed
description of the Two Season VA design (Section 2.5), followed by a review of its electrical
characteristics (Section 2.6) and DF performances (Section 2.7).
This chapter corresponds to the content of Duplouy et al. [I1, I2,J1,J2,N1,N2].
2.1 Overview of vector antennas
Before proceeding to the design of the proper Two Season VA, it is essential to highlight the
theoretical concepts of VAs. After briefly reviewing the historical development of VAs, this
section describes the six-element VA, its advantages as well as the observation models used for
the DF estimation.
2.1.1 Historical development
The problem of DoA estimation has received considerable attention through the years. Initial
work has focused on uniformly polarized arrays, in other words scalar DF antennas, which enable
the measurement of only one component of the incoming EM-wave. Subsequent research has led
to the development of DF antennas that provide the measurement of two or more components.
Special cases are the dipole-pair, the dipole-triad, or the loop-triad. Diversely polarized antenna
arrays offer a significant advantage over uniformly polarized arrays such as the capability to
distinguish two closely spaced EM-waves from their polarization characteristics [70, 71]. In
general, this added information improves the DoA estimation accuracy. More recently, Nehorai
and Paldi have introduced VAs that measure the six components of incoming EM-waves [11].
2.1.2 The six-element vector antenna
Conceptually, a VA is a multi-element antenna aiming at measuring different components of any
incoming EM-wave. In its “complete and traditional” shape, the VA comprises three identical
and orthogonally oriented short electric dipoles, plus three identical short and orthogonally ori-
ented magnetic dipoles, all spatially located in a point-like geometry [11]. Thus, these six dipoles
enable the measurement of all six components of any incoming EM-wave at the VA location, said
Ex, Ey, Ez, Hx, Hy andHz in the Cartesian coordinate system (refer to Fig. 2.1 for its definition).
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In this well-known approach, every EM-wave component is derived from the signal received by a
specific constitutive dipole. Indeed, the measurement of a given electric or magnetic component
of the EM-wave is associated with the radiation pattern (RP) of an electric or magnetic dipole.
For instance, the component Ex is derived from the output signal of an electric dipole oriented
along the xˆ-axis, which is obtained thanks to the RP of this specific dipole. Commonly, all three
magnetic components of the incident EM-wave are measured through small electric loops (whose
maximum dimension is less than a tenth of a wavelength) [72]. For example, the output of the
loop with its normal parallel to the xˆ-axis enables the measurement of the component Hx. The
usual topology of a VA is depicted in Fig. 2.1. Furthermore, the theoretical observation model
used for the DoA estimation with this VA topology is described in Section 2.1.4.1.
xˆ yˆ
zˆ
Figure 2.1: Topology of a VA that enables the measurement of all six Cartesian components of
any incoming EM-wave
Another approach can be considered for designing a VA, which involves using radiating elements
other than electric or magnetic dipoles (see, e.g., the second VA [13] depicted in Table 1.6).
In this approach, every EM-wave component is derived from the appropriate combination or
weighted summation of signals simultaneously received by the relevant constitutive radiating
elements. This is valid as long as the weighting coefficients assigned to the received signals allow
the synthesis of the RPs of three electric dipoles and three magnetic dipoles. Hence, the VA
can be viewed as a RP reconfigurable VA. In practice, the set of weighting coefficients assigned
to the received signals for measuring every EM-wave component can be obtained from either
passive circuits or signal post-processing. The observation model used for the DoA estimation
with this VA topology is described in Section 2.1.4.2.
Once all the components of the incoming EM-wave are obtained, it is possible to estimate both
its azimuth/elevation arrival angles (φ, θ) and polarization parameters (η, γ) as follows:
• Use the polarization-based DF method described in Section 1.2.3, which is based on the
computation of the Poynting vector;
• Exploit another method also based on the computation of the Poynting vector, which consists
in reconstructing the incident EM-wave using an expansion in spherical harmonics of the RPs
of the VA [73]. Interested readers may refer to the well-detailed study in [74].
• Apply one of the high-resolution techniques, such as the MUSIC algorithm [31] detailed in
Appendix A. This method was adopted throughout this Ph.D. work.
During the past two decades, many VAs were reported for estimating the DoA of incoming EM-
waves using one of two previously-cited design approaches (see, e.g., [12–14, 62–66]). However,
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as mentioned earlier in Section 1.3.3.1, only the VAs set out in Table 1.6 have demonstrated
their ability to cover the 3-D space (or only the upper hemisphere if the VA is mounted on
carrier) [12–14, 65, 66]. The particular VAs that incorporate a ground plane are not able to
measure the six components of the incoming EM-wave but only three: Ez , Hx and Hy (see, e.g,
the third and fourth VAs shown in Table 1.6 [14,66]). However, the measurement of these three
components are sufficient to estimate the DoA of incoming vertically-polarized EM-waves. The
Two Season VA to be designed in this chapter is a grounded VA which allows the measurement
of these three components.
Furthermore, a minimum of three diversely polarized antennas (i.e., a triad of orthogonally ori-
ented dipole(s) and/or loop(s)) is required to estimate the vector parameter Ω = [θ φ η γ]T of the
incoming EM-wave thanks to several closed-form formulas given in [75]. However, prior informa-
tion concerning the EM-wave is generally needed to avoid an ambiguous estimation. Moreover,
among the twenty possible triad configurations, four do not lead to closed-form formulas. These
correspond to compositions that do not include either an electric or magnetic dipole oriented
along zˆ. Finally, since the measurement of all the components of an incident EM-wave is not
necessarily required to estimate the azimuth/elevation arrival angles, it is nevertheless preferable
to take full advantage of the benefits offered by VAs, which are described thereafter.
Besides, there are various figures-of-merit defined in Appendix B that describe the electrical
characteristics of a VA.
2.1.3 Advantages of vector antennas
Since their introduction into array signal processing by Nehorai and Paldi in 1994 [11], VAs are
gaining prominence. The main advantage of VAs is their ability to make use of all available EM
information since they are sensitive to both DoA and polarization of the incoming EM-waves.
Hence, they outperform scalar sensor arrays in terms of DoA estimation accuracy. Further
explanations can be meaningfully used to interpret the eminence of using a single VA for DoA
estimation:
• It is sufficient to estimate the DoA over the 3-D space;
• As it may replace a large antenna array, VA enables high mobility thanks to its compactness;
• It provide an isotropic response;
• Ability to estimate the DoA of any incoming EM-wave, regardless of its polarization, since
all components are measured;
• The discrimination of two close directions of incoming EM-waves (even coincident) can be
performed from polarization difference [76];
• Ability to process wideband signals in the same way as narrow-band signals [77];
• Location calibration and time synchronization are not needed among the different VA ele-
ments [77];
Most of these capabilities result from the fact that there is no phase delays between the VA
elements since they are all spatially located in a point-like geometry. Conversely, 3-D DF from a
scalar rather than vectorial approach requires a volumetric antenna array, an accurate location
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calibration and time synchronization, and a high computational cost to process wideband signals
[77].
On another side, spatial diversity can also complement the DF approach based on polarization di-
versity by exploiting the spatial phase delays across the displaced dipoles of a VA. This technique
is commonly applied to improve the accuracy of the DoA estimation (see, e.g., [14,62,76,78–80]).
However, as shown in [14], angular ambiguity may occur if the electrical spacing between the
VA elements is too large.
2.1.4 Observation models of vector antennas
As was pointed out in Section 2.1.2, there are two main approaches to design a VA, namely the
six-element VA or the RP reconfigurable VA. Specifically, all six components of the incoming EM-
wave can be measured either directly through six short dipoles or by an appropriate combination
(or equivalently, weighted summation) of signals simultaneously received by relevant constitutive
radiating elements. The observation models used for the DoA and/or polarization estimation(s)
through these two VA designs are set out in the following section.
2.1.4.1 Observation model of the six-element vector antenna
In the case of a VA composed of short dipoles, it is possible to simply explicit a theoretical
observation model. After a brief description of the constitutive short electric and magnetic
dipoles, this section presents the spatial response of the VA and the resulting observation model.
The short electric and magnetic dipoles
The short electric dipole, also known as the Hertzian electric dipole, is an infinitesimal linear
wire of length l substantially less than the wavelength. Let us consider that the short electric
dipole is positioned at the origin of the Cartesian coordinate system and oriented along the
zˆ-axis, as illustrated in Fig. 2.2. The electric current flowing through the dipole is assumed to










Figure 2.2: Short electric dipole oriented along the zˆ-axis
The EM-field radiated from the short electric dipole in the far-field region, which is valid only
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for an observation distance r ≫ λ is defined as follows [81]









where ζ is the intrinsic impedance of the medium. It can be observed from Eq. 2.1 that only
the components Eθ and Hφ are nonzero in the far-field region. Moreover, the electric and
magnetic components of the EM-field are in-phase and perpendicular to one another. Besides,
the variations in r of these components are separable from those in θ and φ. The electric and
magnetic components of the EM-field are also transverse to the direction of propagation k and





Furthermore, a short electric dipole is vertically-polarized according to Eq. 2.1. Using Eq. B.4,
the normalized far-field pattern of the short electric dipole is given by
f(φ, θ) = sin(θ), (2.3)
as displayed in Fig. 2.3. It can be seen from Fig. 2.3(a) that any plane containing the zˆ-axis
has the same RP because there is no variation in φ in the electric field. A plane taken from
one of these planes is called the E-plane since it contains the electric field vector. Besides, as
shown in Fig. 2.3(b), the RP taken in the plane perpendicular to the E-plane is omnidirectional.
In the same manner, this plane is called the H-plane as it contains the magnetic field vector.
Furthermore, the maximum directivity of a short electric dipole can be obtained from Eq. B.6
and is of 1.5 in natural, namely 1.76 in dBi.









Figure 2.3: Normalized far-field pattern f(φ, θ) of a short electric dipole in the: (a) E-plane,
and (b) H-plane
Let us now consider a short magnetic dipole, positioned at the origin of the Cartesian coordinate
system and oriented along the zˆ-axis, which is the same configuration as that depicted in Fig. 2.2
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except that this time the short dipole carries a constant magnetic current denoted Im. The
radiated field can be found by duality [82], which yields to












According to Eq. 2.4, a short magnetic dipole is horizontally-polarized. Moreover, the radiation
patterns of a short magnetic dipole are identical to those of an short electric dipole, except that
Fig. 2.3(a) and Fig. 2.3(b) correspond to the H-plane and E-plane, respectively.
Spatial response of the six-element vector antenna
Since each element of the VA is a short electric or magnetic dipole, the output voltage {ei}i=x,y,z
or {hi}i=x,y,z from each dipole is proportional to the electric field or magnetic field component
along the dipole. According to Eq. 1.34, it is possible to define the steering vector d of the
six-element VA, or equivalently its spatial response to an incoming EM-wave, as follows
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which depends on the azimuth/elevation angles of arrival of the incident EM-wave via f(φ, θ)
and on its polarization parameters through p(γ, η). Specifically, the columns of the matrix
f ∈ R6,2 denote the normalized spatial transfer functions for both polarization components
in the Cartesian coordinate system (refer to Fig. 2.1 for its definition), and p ∈ C2,1 is the
polarization vector of the incident EM-wave (see Section 1.1.1). It can be noted that the steering
vector d described in Eq. 2.5 assumes that there is no mutual coupling between the VA elements.
This property is essential and must be remembered when designing a VA in order to maintain
this mathematical model.
Resulting observation model
Consider V narrow-band EM-waves traveling in an isotropic, homogeneous and lossless medium
and incident upon the VA placed at the origin of the Cartesian coordinate system. The obser-
vation model used here corresponds to the one usually used in signal processing. In presence of
V incoming EM-waves, the output voltage x ∈ C6,1 received at time t can be written as follows
x(t) =D(Ω).s(t) + n(t), (2.6)
where D(Ω) = [d(Ω1) . . .d(Ωv) . . . d(ΩV )] ∈ C6,V is the VA response to the V incident EM-
waves characterized by Ωv = [θv φv ηv γv]T. In Eq. 2.6, s ∈ CV,1 designates the signal vector
associated with these incoming EM-waves (i.e., the amplitude and phase of each signal) and
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n ∈ C6,1 denotes the additive white Gaussian noise. It is assumed here that this noise is
spatially invariant with zero-mean and covariance matrix Rn = σ2nI ∈ C6,6. Usually, a set of
N snapshots is used for the DoA and/or polarization estimation(s) and thereby, the stacked
observation model can be written as X = [x[t1],x[t2], ...,x[tN ]] ∈ C6,N .
The observation model of an ideal VA that enables only the measurement of the components
Ez, Hx and Hy of incoming EM-waves is described in Appendix C.
2.1.4.2 Observation model of a RP reconfigurable vector antenna
Moving now on the observation model description of the other main VA design, which is the
RP reconfigurable VA. The measurement of the components of an incident EM-wave is obtained
with such VA thanks to an appropriate combination (or equivalently, weighted summation) of
the signals simultaneously received by relevant radiating elements.
Let us consider a VA composed of several radiating elements and comprising a total of P output
ports. It is also assumed here that M different sets of weighting coefficients that will be as-
signed to the P received signals can be obtained from a passive circuit or signal post-processing.
Therefore, M different RPs including those allowing the measurement of the components of the
incoming EM-waves are available.
For V EM-waves incident upon the VA, the output voltage x received at time t and at the
P ports of the VA can be written as in Eq. 2.6, except that this time x ∈ CP,1, and D(Ω) =
[d(Ω1) . . . d(Ωv) . . . d(ΩV )] ∈ CP,V where d ∈ CP,1 is the spatial response of the P -port radiating
elements. The combined data model xc ∈ CM,1 at time t is then derived from a weighted
summation of the received signals x ∈ CP,1 at the outputs of the radiating elements. The m−th
component of xc associated with the m-th set of weightings can be written as follows
xmc (t) = w
m.x(t), (2.7)
where wm = [wm1 . . . w
m
p . . . w
m
P ] ∈ C1,P denotes the complex weighting coefficients applied at
the P ports of the VA (and corresponds to the m-th RP). The stacked observation model can
be written as Xc = [xc[t1],xc[t2], ...,xc[tN ]] ∈ CM,N for N snapshots.
It can be noted that xc = x if the radiating elements that constitute the VA are in fact already
short electric and magnetic dipoles.
Finally, the observation model written in Eq. 2.7 is used throughout this thesis assuming that
only one incoming EM-wave is incident upon the VA (V = 1), notably under three aspects:
• The DF performances of the 4-port “Two Season VA”, whose design is described in Section 2.5,
are evaluated in Section 2.7 using three sets of weightings that enable the measurement of
three components of the incoming EM-wave, which are Ez, Hx and Hy. In that respect,
M = 3 and P = 4.
• The DF performances of the 8-port “Four Season VA”, a new VA whose design is described
in Section 3.3.1, are evaluated in Section 3.3.3.1 using six sets of weightings to enable the
measurement of all six components of the incoming EM-wave, namely Ex, Ey, Ez,Hx, Hy
and Hz. In that respect, M = 6 and P = 8;
• The DF performances of Two Season and Four Season VAs are re-evaluated in Section 3.1.2
and Section 3.3.3.2 using additional RPs (or accordingly, more sets of weightings assigned to
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each received signal) than those used to measure the components of the incoming EM-wave
(i.e., M > 3 and M > 6, respectively). Besides, an improved version of the Two Season
VA was also designed during this Ph.D. and its DF performances using additional RP are
assessed in Section 3.2.3.2. Moreover, a method for selecting rapidly and efficiently the new
RPs is proposed in Section 3.1.1.1.
2.2 Basic principles of wideband antennas
It can be noted from Table 1.3 to Table 1.6 that particular attention was devoted to the design
of wideband and mobile direction finders in order to cover a maximum of DF applications,
which are spread out over the EM spectrum (see also Table 1.1). There exists a vast number
of principles in the literature to achieve wideband impedance matching with a passive antenna
structure. Many of these antennas radiate over a wide frequency range by combining two or
more of the principles that are set out below.
2.2.1 Self-complementary antennas
Self-complementary antennas are introduced by Mushiake in 1948 [83] and derived from Babi-
net’s principle, which was introduced in optics and stated that a perturbation in wave prop-
agation caused by a small aperture is entirely compensated by the disturbance caused by its
complementary structure. An extension of this principle was introduced into antenna theory by
Booker in 1946 [84]. He notably discovered that the impedance Z1 of a dipole antenna and the





where ζ0 is the free-space impedance of 377 (approximately 120pi) Ω. Fig. 2.4 shows an example






Figure 2.4: Complementary (a) dipole and (b) slot antennas
48 CHAPTER 2. DESIGN AND EVALUATION OF THE GROUNDED TWO SEASON VA
This relation was also independently derived by Mushiake and further exploited to identify the
concept of self-complementary antennas. These are characterized, whatever the form of their
geometry, by a self-complementary metalization. According to Eq. 2.8, a self-complementary






The impedance of a self-complementary antenna is therefore frequency independent. Fig. 2.5
presents typical examples of self-complementary antennas. It can be noted that many fre-
quency independent antennas (described hereafter) exploit the self-complementarity principle
to achieve a wideband bandwidth. A typical example is the four-arm log-periodic spiral an-
tenna, depicted in Fig. 2.5(c), which exhibits a wideband behavior due to its log-periodic and
self-complementarity structure.
(a) (b) (c)
Figure 2.5: Examples of self-complementary antennas: (a) two-arm spiral antenna [82], (b)
four-arm sinuous spiral antenna [82], and (c) four-arm log-periodic spiral antenna [82]
2.2.2 Frequency independent antennas
Rumsey has stated the concept of frequency independent antennas in the mid-1950s, known
as the “equiangular” antennas theory. Before his work, it had been noticed that the RP and
impedance matching of an antenna vary only with the geometry as described in wavelengths.
Therefore, modifying the operating frequency of an antenna is equivalent to scaling its geometry.
This is commonly referred to as the scaling principle and can be applied to any antenna made
of perfect conductors and dielectrics. As a consequence, Rumsey’s principle suggests that if the
dimensions of a lossless antenna are specified entirely by angles such that they remain constant
in terms of wavelength, this antenna can be considered as a frequency independent antenna. As
a result, it can theoretically operate over an infinite bandwidth and exhibit RP properties that
will be frequency independent. In practice, the physical truncation of the antenna structure
limits the lowest frequency of operation, and the antenna feed structure dictates the upper
frequency of operation. A frequency independent antenna has an electrically active region that
is a subdivision of the antenna structure. This active region moves as a function of frequency
to other parts of the antenna structure. The currents on the antenna structure tend to decay
rapidly away from the center of the structure, especially beyond the active region. Therefore,
the performance of a frequency independent antenna is not affected if its structure is truncated
beyond the active region where the currents are relatively low. Any lossless antenna design that
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can be entirely specified by angles, and thus be considered as a frequency independent antenna,
fulfills in spherical coordinates an equation of the form
r = eaφ f(θ), (2.10)




is a parameter, in which the rotation angle C
depends on K but neither depends on θ and φ. For instance, the equiangular spiral and conical
spiral antennas as well as the biconical antenna are typical structures that exploit this concept
(see Fig. 2.6).
(a) (b) (c)
Figure 2.6: Examples of frequency independent antennas: (a) equiangular spiral antenna [85],
(b) conical log-spiral antenna [86], and (c) biconical antenna
Furthermore, log-periodic structures were introduced by DuHamel and Isbell [87] in 1957 and
exhibit an operating principle similar to that of frequency-independent antennas, with the differ-
ence that their geometries cannot be specified entirely by angles. Therefore, they do not exactly
answer their definitions. They are incredibly wideband as they present an electrical periodicity
that is a logarithm of frequency.
2.2.3 Multiple resonance antennas
Multiple resonance antennas consist of a combination of several narrow-band radiating elements.
Each element, usually a dipole, covers a limited bandwidth of the overall bandwidth but the
overlapping of these narrow bandwidths leads to a wide operating frequency range. DuHamel
and Isbell initiate these antennas in 1957 through their work on log-periodic structure [87], which
also falls within this category. A typical example is illustrated in Fig. 2.7(a) and consists in a
log-periodic dipole antenna array where each dipole covers 20% of the overall bandwidth [88,89].
Another example is the fractal antenna [90,91], like the Minkowski island loop antenna depicted
in Fig. 2.7(b).
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(a) (b)
Figure 2.7: Examples of multiple resonance antennas: (a) log-periodic dipole array [88], and (b)
Minkowski island loop antenna [92]
2.2.4 Traveling-wave antennas
Resonant antennas present a wave traveling outward from the feed point to the end of the
antenna and being reflected, setting up a standing-wave type current distribution [72]. On
the contrary, if an antenna does not strongly present standing-waves, it can be referred to as a
traveling-wave antenna. Hence, traveling-wave antennas act as their name indicated as a guiding
structure for traveling waves. They behave ideally like a matched transmission line [82]. There
are two methods to design a traveling-wave antenna [81]. The first is to properly terminate
the antenna for eliminating the reflections or at least minimizing them. The second is to use a
very long antenna to ensure that most of the power is radiated in order to limit the presence of
reflected waves. Moreover, a traveling-wave antenna exhibits a directional RP since it supports a
wave traveling in a single direction. Last but not least, the input impedance of a traveling-wave
antenna is mostly real since there is no standing-wave, enabling the antenna to operate over a
wide frequency range. Fig. 2.8 gives some typical examples of traveling-wave antennas such as
the helical wire antenna, the horn antenna, and the tapered slot antenna (TSA).
(a) (b) (c)
Figure 2.8: Examples of traveling-wave antennas: (a) helical wire, (b) pyramidal horn, and (c)
exponentially tapered slot
2.3 Feasibility study of a compact and wideband antenna
One of the principal considerations in designing a wideband VA is the choice of the constituting
radiating elements. Since a passive VA is traditionally composed of typical electric and magnetic
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dipoles, the bandwidth is very small since these dipoles are resonant-type structures. For years,
the wish to design small DF antennas has grown steadily. However, it is well-known that the
radiation efficiency and bandwidth of small antennas are dramatically reduced as their size
decreases. This section is intended to provide a feasibility study of a compact and wideband
antenna presenting optimal radiation performance, and designed from several resonant antennas.
This investigation is based on the small antennas theory, which has been extensively studied in
the literature and is briefly reported below.
2.3.1 Theory of small antennas, the Chu limit
An antenna is considered as small when its size is very small compared to the wavelength at the
operational frequency. Although there are no strictly physical criteria associated, this subjective
notion is often represented by the length introduced by Wheeler in 1947 [93]. He defined an
electrically small antenna as an antenna whose maximum dimension is less than λ/2pi, which
is commonly referred to as the “radianlength”. This definition is equivalent to saying that an
antenna is electrically small if it satisfies the condition
ka < 0.5, (2.11)
where a is the radius of the minimum size sphere that encloses the antenna. This sphere is
usually known as the “Chu sphere” and is depicted in Fig. 2.9.
a
Antenna
Figure 2.9: Chu sphere enclosing an electrically small antenna
Another widely accepted condition for an antenna to be considered as electrically small is
ka < 1, (2.12)
which was established by Hansen in 1981 [94]. An electrically small antenna can be seen through
Eq. 2.12 as an antenna enclosed in a sphere of radius equals to one radianlength. Such sphere is
commonly referred to as a “radiansphere” [95], and defines the region where the reactive power
density is greater than the radiated power density. It represents the boundary of the transition
between the near- and far-field region.
Wheeler highlighted the significant influence of the electrical size ka and the volume of an
antenna on its radiation performance, which led him to a fundamental remark on the design of
small antennas: the optimization of the radiation performance of an antenna is directly related
to the filling of the spherical volume occupied by the antenna. In other words, an antenna that
fully utilizes the volume that circumscribes its maximum size will provide the lowest quality
factor Q compared to other antenna topologies within the same volume.
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Small antennas theory is currently the subject of numerous discussions. Among them, several
studies have led to the establishment of the minimum value of the quality factor Qmin of a
resonant antenna given its electrical size. For a linearly-polarized electrically small antenna
radiating only the TM10 or TE10 modes, McLean’s formula of Qmin was demonstrated using two








It is commonly stated that the fractional bandwidth BW is inversely proportional to the quality




is not extremely useful by itself since the impedance matching of the antenna is not taken into







In 2006, Best generalized McLean’s formula in Eq. 2.13 and provided an upper bound for the









This formulation also includes the radiation efficiency ηr (defined in Appendix B.3) of the elec-
trically small antenna.
2.3.2 Radiation efficiency of electrically small antennas
The radiation efficiency ηr of an electrically small antenna is evaluated using Eq. 2.16. This study
assumes the Utopian case where the operating bandwidth of the antenna is of rref :1 ∈ {2, 2.5, 3}
and presumes a VSWR of 2. Furthermore, the RP of the antenna would fulfill the specifications
on the same frequency band rref :1. Fig. 2.10 presents the radiation efficiency achieved for the
different operating bandwidth. It can be observed that as the frequency range of operation
increases, the radiation efficiency of the antenna decreases strongly with ka. Besides, it is
possible to get an idea of the gain of such antennas using Eq. B.10 and assuming the directivity
of a short dipole (i.e., D = 1.5). As depicted in Fig. 2.11, the gain is extremely weak for the
smaller antennas since they do not radiate efficiently. It should be noted that these curves
represent a theoretical limit, which can hardly be reached for real antennas, especially for low
values of ka. The loss of radiation efficiency caused by the miniaturization of the DF antenna
is incompatible with DF. Indeed, the sensitivity and the theoretical range of a direction finder
are notably subject to it (see Section 1.1.5.5). Therefore, the idea is to use several resonant
antennas in order to cover the intended bandwidth using the overlapping technique presented
in Section 2.2.3.
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Figure 2.10: Radiation efficiency ηr of an electrically small antenna having a bandwidth of
rref :1 ∈ {2, 2.5, 3} in function of its electrical size ka for a VSWR=2
















Figure 2.11: Gain G of an electrically small antenna having a bandwidth of rref :1 ∈ {2, 2.5, 3}
in function of its electrical size ka for VSWR=2 and D = 1.5
2.3.3 Bandwidth of electrically small antennas
In the same vein of the previous study, the maximum theoretical bandwidth of an electrically
small antenna is evaluated using Eq. 2.16 for different radiation efficiency ηr ∈ {25%, 50%, 100%}
in function of its electrical size is shown in Fig. 2.12. These values of efficiency correspond to an
antenna gain (relative to a short dipole) of 1.76 dBi, -1.22 dBi and -4.26 dBi, respectively. This
study also assumes a VSWR of 2. It can be observed that the maximal bandwidth decreases
significantly if the electrical size of the antenna is diminished. For a given antenna size, the
antenna efficiency has to be reduced in order to increase the bandwidth, which is also not
suitable for the intended application. As a consequence, it seems difficult to design a compact
antenna that radiates efficiently over a wide frequency range.
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Figure 2.12: Maximal theoretical bandwidth BW of an electrically small antenna having a
radiation efficiency ηr ∈ {25%, 50%, 100%} in function of its electrical size ka for a VSWR=2
2.3.4 Number of elements required to cover a wide bandwidth
The goal of this study is to determine the number of antennas required to cover a wide frequency
band of BW:1 knowing that each antenna presents a reference operating band of rref :1 using the
overlapping bandwidths technique described in Section 2.2.3 to obtain the large frequency range
of operation. Indeed, the bandwidth of a resonant antenna (e.g., electric or magnetic dipoles)
rarely exceeds 20%. The study assumes also the ideal case where the antenna has a RP that
fulfills the specifications on the same frequency band rref :1.
Fig. 2.13 presents the results of this study for BW:1 ∈ {2, 2.5, 3}. As expected, it appears that
the number of antennas required to cover a wide frequency range rapidly becomes large if the
reference antenna bandwidth is limited. According to Fig. 2.12 and Fig. 2.13, six antennas are
required to cover a bandwidth of 3:1 if the reference antenna exhibits a radiating efficiency ηr
of 50%, an electrical size ka of 0.5, and a reference operating band of 1.22:1 (i.e., 20%). The
number of antennas is reduced to five or four if the requiered bandwidth is only of 2.5:1 or 2:1,
respectively.
This is all the more problematic when designing a wideband VA, which requires multiplying this
number of antennas by six if the six components of an incoming EM-wave are intended to be
measured. Moreover, all antennas are normally spatially in a point-like geometry, which appears
difficult considering the large number involved to achieve a wide frequency range of operation.
The use of the overlapping bandwidths technique is therefore not really suited for designing
a wideband and compact antenna from resonant dipoles antennas. A fortiori, it is even more
difficult to design a VA.
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Figure 2.13: Number of antennas having a fractional bandwidth of rref :1 required to cover a
frequency band of BW:1 using the overlapping bandwidths technique
2.3.5 Conclusion
This preliminary study shows the feasibility limits regarding the radiation efficiency, the band-
width and the compactness achievable with one or more passive resonant antennas. Such anten-
nas are not suited for designing a passive, wideband and compact antenna. As a consequence,
it is all the more problematic to design a VA from the resonant antennas using the overlap-
ping bandwidths technique. Hence, a state of the art of wideband dipole antennas is provided
hereunder to study possible design solutions.
2.4 State of the art of wideband dipole antennas
The section that follows consists in a brief state of the art of wideband electric and magnetic
dipoles/monopoles recently reported in the literature, which can be taken into consideration
when designing a wideband VA. Radiating structures which show dipole-like characteristics over
a large frequency range will also be discussed. Additionally, in DF applications, antennas are
required to radiate efficiently and exhibit constant radiation characteristics (polarization and
RP) over the entire band of operation. Throughout this state of the art, λ refers to the lowest
operating frequency.
2.4.1 An unimaginable number of wideband electric dipoles
The electric dipole and monopole are undoubtedly the most basic types of antennas available
on the industrial market but are probably the most studied in the literature.
Widening the impedance bandwidth of these antennas was tried early in the history of antennas.
Indeed, the first work began with O. Lodge who built the first biconical antenna [98] in 1898
(see Fig. 2.6(c) for an illustration of this antenna structure). This antenna generally achieves a
2:1 impedance bandwidth ratio if the heights of the cones are at least λ/4 [72]. As previously
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stated in Section 2.2.2, a wide impedance bandwidth is achievable with this structure since it
exploits the principle of frequency independent antennas. For small cone angles, the RP of
a finite biconical antenna is similar to the RP of an electric dipole of the same length. The
equivalent of the electric monopole for the finite biconical antenna is the discone antenna if
one of the cones is replaced by a disc-shaped ground plane. This antenna is represented in
Fig. 2.14(a). The bow-tie and triangular antennas are simpler alternatives to the finite biconical
and discone antennas, respectively. Due to their planar structures, they are lighter, easier to
build, and naturally less bulky. Hence, it is less complicated to spatially locate in a point-like
geometry and orthogonally orient the VA elements during the design process.
It is now well established that the thicker is the dipole, the wider is its bandwidth [92]. However,
early works began with G. Dubost and S. Zisler who proposed to increase the bandwidth of
the conventional wire monopole by widening the surface area of the antenna in 1976 [99]. They
replaced the wire structure with a square planar structure. In this manner, other variations
of the planar monopole as the one shown in Fig. 2.14(b) have recently been studied. Among
them are notably the rectangular, elliptical, hexagonal and circular shapes. In [100], Agrawall
performed a bandwidth comparison of several planar monopoles, and the results show that the
circular and elliptical monopoles achieve a wider bandwidth than the others. Both obtain an
impedance bandwidth ratio exceeding 10:1 but suffer from RP degradation at the upper-end
of their impedance bandwidth. Although the impedance bandwidth ratio of the square planar
monopole does not exceed 2:1, its RP is less degraded within the impedance bandwidth compared
to other forms of planar monopoles [101]. However, modified versions of the circular and elliptical
monopoles have been introduced to solve this problem [102]. An example is given in Fig. 2.14(c),
which achieves a 10:1 impedance bandwidth ratio and radiates an omnidirectional RP over a 7:1
bandwidth. Nevertheless, the height of these planar monopole antennas is about λ/4.
At the expense of the ease of fabrication, another approach can be considered to increase the
bandwidth of an antenna structure with monopole-like radiation characteristics if the antenna
height is a primary design consideration. This approach is notably based on the old technique
which consists of top-loading a monopole to be self-resonant at a given frequency with a reduced
height. Specifically, this approach involves a monopole-like radiating structure with a top hat
and several vertical impedance-matching elements (e.g., short pins or series inductors) within
the body of the antenna [103, 104]. The oldest example is the Goubau antenna [103] shown in
Fig. 2.14(d), which exhibits an omnidirectional RP over a 2:1 impedance bandwidth ratio for
an antenna height of 0.09λ and a radius of 0.07λ. However, the bandwidth of these antenna
structures are limited to one octave. Far more recently, an antenna demonstrating monopole-like
radiation characteristics over a 4:1 bandwidth using two diamond-shaped loops and capacitive
loading from a rectangular hat was published [105]. The 0.033λ height of this antenna is ex-
tremely small but this comes at the expense of a large lateral dimension of 0.22λ. In 2017,
the antenna presented in Fig. 2.14(e) which combines two volumetric loops, two parasitic small
loops and a circular top hat was reported [106]. This antenna is the same size as the Goubau
antenna and presents omnidirectional radiation characteristics over a bandwidth of two octaves.
These latter electric monopole-like antennas are very interesting in terms of their electrical per-
formances (bandwidth and radiation characteristics) and size. Nevertheless, it can be difficult
to incorporate them into a VA design since they are volumetric.
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(a) (b) (c)
(d) (e)
Figure 2.14: Wideband electric monopoles: (a) discone antenna, (b) circular and planar antenna,
(c) planar inverted cone antenna [101], (d) Goubau antenna [104], and (e) top-loaded antenna
proposed in [106]
2.4.2 The few wideband magnetic dipoles
Lot of studies with different approaches in designing wideband electric dipoles with good electri-
cal performances have been documented for years. It could be eventually worthwhile to consider
those for designing a wideband VA. At the same time and compared to the tremendous number
of wideband electric dipoles, only a few wideband magnetic dipoles have been reported in the
literature since they are more difficult to design [107].
As stated in Section 2.1.2, a small electric loop antenna (with dimension lower than a tenth
of wavelength) which carries a uniform and in-phase current distribution is traditionally used
for designing a magnetic dipole [72]. Unfortunately, impedance matching is very difficult to
achieve with such antenna due to its naturally large input reactance. Meanwhile large loop
antennas can achieve better impedance matching, nonuniform current distributions will occur.
Hence, it is difficult to obtain omnidirectional RP with such structures. The Alford loop antenna
was investigated to obtain better omnidirectional RP but this design suffer also from narrow
bandwidth (typically less than 10%) [108,109].
Another technique for designing a magnetic dipole in addition to the small electric loop is to use
a narrow slot antenna at its first resonant frequency [81]. The main limitation of slot antennas
is their bi-directional RP, which can be a drawback in various applications, where the antenna
is mounted on a metallic surface. A cavity is placed behind the slot to suppress the backward
radiation and overcome this problem. Notwithstanding several attempts have been made in
the last decade to reduce the cavity dimensions, these designs are either bulky or have narrow
bandwidths as well [110–112].
Very recently, several studies have been carried out to widen the bandwidth of antenna struc-
tures with magnetic dipole-like radiation characteristics. In 2012, the loop antenna of radius
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0.17λ shown in Fig. 2.15(a) uses periodical capacitive loading to remain the current in phase
and uniform over a 1.36:1 impedance bandwidth ratio was reported [107]. Nevertheless, the gain
variation (maximum to minimum) in the horizontal plane is as large as 5 dB at high frequen-
cies. The next year, a double-layered planar antenna which contains four pairs of flag-shaped
dipoles and parasitic strips (see Fig. 2.15(b)) was published [113]. Compared to the aforemen-
tioned antenna, this structure exhibits a 1.52:1 impedance bandwidth ratio at the expense of
increasing the antenna dimension, the radius being here of 0.29λ. Also, the gain variation in the
horizontal plane also increases with the operating frequency. The antenna structure represented
in Fig. 2.15(c) which is made up of twelve tightly coupled dipoles that are arranged on a double-
layered circular substrate was reported in 2015 [114]. This antenna of radius 0.43λ achieves a
good omnidirectional RP over a 2.1:1 impedance bandwidth ratio. In 2017, the antenna struc-
ture of radius 0.32λ shown in Fig. 2.15(d) was published [115]. It also uses four flag-shaped
dipoles with etched slots, parasitic strips, and director elements to achieves an omnidirectional
RP with less than 2.2 dB gain variation over a 2.55:1 impedance bandwidth ratio.
(a) (b)
(c) (d)
Figure 2.15: Wideband magnetic dipoles from (a) [107], (b) [113], (c) [114], and (d) [115]
Furthermore, looking at the topology of these magnetic dipoles, it seems difficult to easily exploit
and adapt such antenna structures for designing a grounded wideband VA. The conception of
the proposed VA, called the “Two Season VA”, is all the more arduous because it requires both
x- and y-oriented magnetic dipoles and a z-oriented electric monopole.
2.4.3 Conclusion
Through the brief state of the art of wideband electric and magnetic dipoles, it can be found
that designing a wideband and passive VA is very difficult, especially a grounded VA. Although
there are several electric dipoles/monopoles that can be interesting to consider for designing
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a wideband VA, only a few wideband magnetic dipoles/monopoles have been published before
the start of this Ph.D. work in October 2015. From this survey, it also becomes clear how
challenging it is to design a magnetic dipole that simultaneously has a large operating bandwidth,
an omnidirectional RP with a minimal gain variation, and a small size. That is why the first
step in designing a wideband grounded VA is to design the wideband magnetic dipoles.
2.5 The Two Season vector antenna design
The following section highlights the concepts used for designing a passive and wideband grounded
VA, which is referred to as the “Two Season VA” in the remainder of this work. As explained
above, the first step consists in designing the wideband magnetic dipoles, which is covered in the
first part of this section. The next part will be devoted to the conception of the strictly speaking
Two Season VA, which enables as a typical grounded VA the measurement of the components
Hx, Hy and Ez of an incoming EM-wave in the upper hemisphere.
2.5.1 Design of the magnetic dipoles
Before proceeding to the design of the Two Season VA, let us start with the design of its
constitutive magnetic dipoles.
2.5.1.1 Design principle and methodology
The underlying design principle of a wideband magnetic dipole is to synthesize an omnidirec-
tional RP in the E-plane over a large frequency range. In order to meet this criterion, a study
was carried out on the basis of the preliminary work published by Chu in 1959 concerning the
use of a circular array composed of identical elements to obtain an omnidirectional RP [116].
Specifically, he analyzed the relationship between the number of radiating elements and the gain
variation as the radius of the circular array varies. The following presents the design procedure
of circular arrays with omnidirectional RP.
Let us consider the array configuration depicted in Fig. 2.16 and assume that each element is
identical, equally-spaced on the circle, fed in phase and radiate a symmetrical RP.





with An the Fourier cosine series coefficients, and φ′ the modified azimuth centered on the si-th
element of the array (i.e., φ′ = 0 at φ = si 2piS with si ∈ J1;SK). Therefore, by applying the
superposition theorem and after some manipulations, the total far-field pattern TF in the plane
of the array (i.e., θ = 90◦) is approximately [116]







J0(Z) + 2jSJS(Z) cos(Sφ)
]
, (2.18)
where Z = 2pi
λ
a is the circumference of the array expressed in wavelengths, and Jα is the ordinary
Bessel function of the first kind for the integer orders α equal to 0 or S.










Figure 2.16: Geometry of a circular array with radius a and S equally-spaced radiating elements
Furthermore, it can be noted from Eq. 2.17 and Eq. 2.18 that the use of elements which radiate
already an omnidirectional pattern (i.e., elements such as F (φ′) = A0) is not really suited.
Indeed, for specific values of Z, the fluctuations1 in the total far-field pattern approach to infinity.
This occurs independently of S when J0(Z) tends to zero. Hence, the minimum number of terms
required to express a RP from Eq. 2.17 is two, which can be expressed as
F (φ′) = A0 +A1 cos(φ′). (2.19)
This type of RP expression corresponds to that of a vast number of directional antennas. In
this case, Eq. 2.18 can be re-written as follows








J0(Z) + 2jSJS(Z) cos(Sφ)
])
. (2.20)
For radiating elements having a pattern of the form 1+ cos(φ) or 1+ 12 cos(φ) , the fluctuations
in the omnidirectional plane are plotted as a function of Z and S in Fig. 2.17. As it could be so
expected, the fluctuations are sensitive to the pattern of the single radiating element. However,
it can be seen that the two sets of curves are close for small fluctuations (typically less than
2 dB). Therefore, without knowing the pattern of the radiating element that will be used for
designing the circular array, these curves can be used as they are to obtain a fast and reasonable
approximation when the objective is to obtain an omnidirectional RP with small fluctuations.
Besides, increasing the number of radiating elements improves the omnidirectionality at the
expense of a more complex feeding network for a given array radius. Moreover, if the array is
to be operated over a large frequency range, the radius should be designed accordingly to the
maximal fluctuation acceptable at the highest frequency. Indeed, for a given circular array (i.e.,
a and S fixed), the fluctuations increase with the frequency. This assumes that the RP of the
radiating element remains nearly unchanged in the frequency band of interest.
1They are the deviation from omnidirectional RP and are defined as the ratio of the maximum to minimum
total far-field pattern, so expressed in dB, is 20 log |TFmax|
|TFmin|
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(a)
(b)
Figure 2.17: Fluctuations in the omnidirectional RP of a uniform circular array composed of S
radiating elements having a RP of the form: (a) 1 + cos(φ) [116] and (b) 1 + 12 cos(φ) [116]
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Using Fig. 2.17, a circular array of radius 76.5 mm composed by eight wideband directional
radiating elements is expected to achieve a nearly omnidirectional RP at 3.4 GHz with some
fluctuations lower than 2 dB. This upper frequency of operation was chosen arbitrarily allows
in particular to cover the radiolocation service that is allocated in the band 2.7 GHz – 3.4 GHz
(see Table 1.1). The choice of eight elements is a good trade-off between omnidirectionality
and feeding-network complexity. All that remains to synthesize an omnidirectional RP in the
E-plane over a large frequency range, and consequently design a wideband magnetic dipole, is
to choose the proper wideband radiating element that provides the correct polarization in the
plane of the array and a RP that remains constant over the frequency range of interest.
2.5.1.2 Choice of the array element, the Vivaldi antenna
As stated in Section 2.2.4, the TSA is one of the conventional traveling-wave antennas, which
is well-known for exhibiting a directive radiation pattern with a moderate gain over a wide
bandwidth [72]. This antenna consists of etching a tapered slot into a thin layer of metal
without or with a dielectric substrate holding it. The first TSA was introduced in 1974 by Lewis
et al. [117]. Shortly afterward, Gibson designed an exponentially tapered slot, also referred as
Vivaldi antenna, which provides a constant beamwidth in the E-plane over the frequency range
of operation [118]. As illustrated in Fig. 2.18, the exponential taper profile 1 is commonly
defined as follows









eRz2 − eRz1 ,
where R is the opening rate, P1(x1, z1) and P2(x2, z2) indicate the start and end points of the
slotline, respectively. Several configurations of TSAs, which include in particular the linearly
tapered slot antenna (LTSA, see Fig. 2.19(a)), the constant width slot antenna (CWSA, see
Fig. 2.19(b)) and the Vivaldi antenna have been analyzed in [119]. The shape of the taper
profile of the antenna has a significant impact upon the beamwidth, as well as on the sidelobe
level. In practice, the widest beamwidth and the lowest sidelobes are achieved through a Vivaldi
antenna, followed by a LTSA and then a CWSA when compared with the same length and
aperture width on a given substrate. Moreover, TSAs radiate a linearly polarized electric field
parallel to the plane of the antenna and towards the tapered opening transition axis (denoted in
Fig. 2.18 by xˆ). Other noticeable advantages of any TSAs are their planar structure, low-profile,
light-weight, simple construction and low-cost characteristics.







Figure 2.18: Topology of a Vivaldi antenna
(a) (b)
Figure 2.19: Examples of TSAs: (a) LTSA and (b) CWSA
For the aforementioned reasons, the Vivaldi antenna is a good candidate for designing a wide-
band magnetic dipole from a circular array in order to achieve an omnidirectional RP in the
E-plane (corresponding to the longitudinal plane of the array) over a wide frequency range. Si-
multaneously with this Ph.D. work, a circular array composed of eight Vivaldi antennas (see
Fig. 2.20(a)) and exhibiting a nearly omnidirectional RP in the E-plane but with some unde-
sirable ripples (up to 4 dB) in the LTE (Long Term Evolution) band ranging from 1.9 GHz to
2.7 GHz was reported by See et al. in 2015 [120]. Another example was published by Liu et
al. in 2017 [121] and this time consists of sixteen Vivaldi antennas arranged in a circular array
(see Fig. 2.20(b)) . This array provides an omnidirectional RP (with gain variations below 3 dB
from 1.28 GHz to 8 GHz) and an impedance bandwidth from 1.28 GHz to 11.51 GHz. It can
be noted that no detailed design methodology was provided in [120, 121]. Only the impedance
bandwidth of the circular array was studied through parametric studies in [121] as a function
of the number of elements and the electrical connection or not of the elements of the array.
Overall, the analysis in this study finds that the lower cutoff frequency is mainly determined
by the radius of the size of the array under the condition that enough connected elements are
arranged in the array. These antennas are illustrative examples to validate the underlying design
principle described in Section 2.5.1.1.
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(a) (b)
Figure 2.20: Top and back views of wideband magnetic dipoles designed from a circular array
of Vivaldi antennas: (a) [120], and (b) [121]
2.5.1.3 Topology of the magnetic dipoles
The geometry of the magnetic dipoles investigated in this thesis is shown in Fig. 2.21. Each
dipole consists of a semi-circular array of four Vivaldi antennas mounted over a ground plane.
According to the well-documented image theory, the RP of the grounded array of four Vivaldi
antennas is equivalent in the upper half-space to the RP of the array of eight Vivaldi antennas.
Parametric studies on l1, w1 and the opening rate R (defined in Eq. 2.21) have been carried out
to simultaneously: maximize the bandwidth, minimize the lower frequency of operation fL, and
limit the mid-band amplitude of the VSWR. The higher operating frequency is determined by
the undesirable emergence of grating lobes resulting in omnidirectionality defects. The results
of these parametric studies are given in Appendix D.1.
Each 50 Ω input port is connected to the 1:2 microstrip line power splitter fabricated using
the T-junction. This junction is followed by the impedance transition line to connect the 65 Ω
characteristic impedance line to the Vivaldi input port. The slotlines associated with each
Vivaldi antenna are electromagnetically coupled through the microstrip-to-slot transition that
features the circular cavity and the 80◦ radial stub in order to broaden the bandwidth [122].
Using rc = rs, a parametric study has been performed to minimize the lower operating frequency
fL (see also Appendix D.1). According to the geometry of the two ports feeding-section, a 180◦
phase differential has to be applied to obtain the RP of the magnetic dipole.
The Vivaldi antennas present an opening rate R of 0.11 mm−1 and are printed on a low-cost
0.8 mm thick FR4 substrate (dielectric constant of 4.3 and loss tangent of 0.025). The array
is mounted over an octagonal ground plane of side length e. Its dimensions are specified in
Table 2.1.
Parameter Wt Ht w1 w2 l1 l2 l3
Value (in mm) 153 76.5 43.8 14.4 50.5 15 26.7
Parameter g rc rs w3 w4 w5 e
Value (in mm) 0.6 5.5 5.5 6.1 1 1.6 125
Table 2.1: Dimensions of the semi-circular arrays used for designing the Two Season VA














Figure 2.21: Topology of the semi-circular used for designing the Two Season VA mounted over
a ground plane (not depicted in these figures): (a) Radiating surface and (b) Feeding-section.
The electrical performances regarding the impedance matching and radiation properties of this
semi-circular array mounted over an infinite ground plane and used as a magnetic dipole (i.e., a
180◦ phase differential is applied to its feeding ports) are given in Appendix D.2.
2.5.2 The reconfigurable Two Season vector antenna
Having discussed how to construct a wideband magnetic dipole, the final part of this section
addresses the design of the grounded VA whose topology is depicted Fig. 2.22. The Two Season
VA is intended to estimate the DoA of vertically-polarized EM-waves in the upper hemisphere
through the measurement of the components Hx, Hy and Ez. As a reminder, the measurement
of these components is associated with RPs of two magnetic dipoles oriented along the xˆ-axis and
yˆ-axis and one electric monopole oriented the zˆ-axis. It can be observed from Fig. 2.22 that the
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Two Season VA consists of two orthogonal and colocated semi-circular arrays of Vivaldi antennas,
which have been previously described during the conception of a wideband magnetic dipole. This














Figure 2.22: Topology of the Two Season VA: (a) 3-D view and (b) Top view
It can also be observed that the Two Season VA is a 4-port VA. In practice, the amplitude
and phase of the received signal are sequentially measured at each port, while the other ports
are impedance matched. Next, each EM-wave component is derived from the combination or
summation of signals that are simultaneously received at the four ports of the VA, after assigning
to every signal an appropriate weighting. According to the Two Season VA topology, it is clear
that this antenna enables the measurement of the x-component and y-component of the magnetic
field using the arrays positioned along the y-axis (Ports 1 and 2) and the x-axis (Ports 3 and 4),
respectively. Meanwhile, the z-component of the electric field is measured by recombining all the
output ports in phase [123]. Indeed, the Two Season VA can act as a virtual electric monopole
oriented along the zˆ-axis (see the RPs in Section 2.6.2). The three sets of weighting coefficients
assigned to the received signals at the antenna ports for deriving the three components Ez, Hx,
and Hy of the incoming EM-wave are summarized in Table 2.2. Throughout this Ph.D. thesis,
these three sets of weighting coefficients are denoted by the acronym RPC 0, which means
Radiation Patterns Combination. Finally, in accordance with the approach used to measure
these EM-wave components, the Two Season VA can be viewed as a RP reconfigurable VA.
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RPC
Measured
Port 1 Port 2 Port 3 Port 4
Component
0
Hx 1 -1 0 0
Hy 0 0 1 -1
Ez 1 1 1 1
Table 2.2: Sets of weighting coefficients assigned to the signals received at the four ports of the
Two Season VA for measuring the three EM-wave components Hx, Hy and Ez
2.6 Electrical performances of the Two Season vector antenna
So far this chapter has focused on the design of the reconfigurable Two Season VA. As mentioned
in the previous chapter, the estimation performances of any direction finders are notably subject
to the electrical characteristics of the constituting DF antenna. The following section will assess
the electrical performances in terms of impedance matching and radiation properties of this
antenna. As shown in Fig. 2.23, a prototype has been manufactured according to the parameters
given in Table 2.1. Hence, the electrical performances are appraised not only through full-
wave EM simulations with Ansys HFSS but also from measurements performed in the LAAS-
CNRS anechoic chamber (refer to Appendix E for more information regarding this anechoic
chamber). Comparisons between simulation and measurement results are also carried out in
order to experimentally validate the electrical performances.
Port 1





Figure 2.23: Photograph of the Two Season VA and ports numbering description
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2.6.1 Impedance matching and mutual coupling
As indicated previously in Section 1.1.5, one of the performance descriptors of a direction finder
is the frequency coverage. The latter depends in particular on the impedance matching of the
DF antenna.
The simulated and measured VSWR of the Two Season VA are displayed in Fig. 2.24. According
to the method used for measuring the components of an incoming EM-wave through the RP
reconfigurability of the VA (see Section 2.5.2), only the VSWR at port i (i ∈ J1, 4K) has to be
considered here employing the classical S-parameters definition. Furthermore, only the simulated
VSWR at port 1 is plotted for symmetry reasons. The simulated and measured impedance
bandwidths (for a VSWR smaller than 2.3) are of 1.71:1 from 2.08 GHz to 3.56 GHz and of
1.69:1 from 2.10 GHz to 3.55 GHz, respectively. Using Eq. B.3, this VSWR value corresponds
to a power loss of less than 16% at the antenna terminals due to impedance mismatch.
Overall, a good agreement is obtained between the simulated and measured results. The slightly
discrepancy between the measured VSWR can be attributed to manufacturing imperfections.
Moreover, the redesign of the feeding section (T-junctions and impedance transition lines) in
Section 3.2.1 will improve the VSWR at 2.8 GHz and even increase the operating bandwidth.
The VA is included in a half-sphere within a 0.52λ0 radius and mounted on a finite metallic and
octagonal support with a circumcircle radius of 1.14λ0, where λ0 is the free space wavelength at
2.10 GHz.
















Figure 2.24: Simulated and measured VSWR of the Two Season VA
Fig. 2.25 shows the measured isolation between port 1 and the three other ports of the Two
Season VA. The measured isolation S1j (j ∈ J2, 4K) corresponds to the standard case where the
ports 1 and j are connected to the vector network analyzer while the other ports are impedance
matched. It can be observed that the mutual coupling between the port 1 and the other ports
does not exceed -23 dB over the operating bandwidth. Furthermore, the same level of isolation
is obtained at the other ports. This good isolation between the Two Season VA ports is essential
for estimating the DoA of an incoming EM-wave from a vectorial approach.
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Figure 2.25: Measured isolation at port 1 of the Two Season VA
2.6.2 Radiation patterns
Most of the performance descriptors of a DF antenna is substantially related to its RPs. Exam-
ples are the angular and frequency coverages as well as the estimation accuracy. In this section,
the measured RPs of the reconfigurable Two Season VA are analyzed and compared with sim-
ulation results at three frequencies in the VA bandwidth, which are 2.2 GHz, 2.8 GHz and 3.4
GHz. These frequencies approximatively correspond to the lower, center and upper frequencies
of the bandwidth. It can be noted that the measurement of the RPs of the wideband magnetic
dipoles and electric monopole incorporated in the VA were performed from post-processing, as
follows:
• Each port of the antenna was successively fed while the other ports were impedance matched,
and four RPs (one pattern per port) were measured over the entire VA frequency band.
• Since the antenna topology has a rotation symmetry, the radiation is characterized only for
φ ∈ [0◦; 90◦] and [180◦; 270◦] with a 5◦ step in azimuth and for θ ∈ [0◦; 90◦] with a 2◦ step in
elevation. RPs of each VA port are then reconstructed over the 3-D upper half-space from
their symmetrical counterparts. Some of these measured RPs are provided in Appendix F.2.
• The RPs of the magnetic dipoles and electric monopole were derived from the appropriate
combinations of these four patterns (that is, by using the magnitude/phase specified in Ta-
ble 2.2 to be impressed at the four ports of the VA).
Besides, the same octagonal ground plane was used for both EM simulations and measure-
ments. Moreover, simulation results with an infinite ground plane are also given here and in
Appendix F.1 in order to analyze the impact of the finite ground plane on the radiation charac-
teristics.
Fig. 2.26 and Fig. 2.29(a) present the realized gain of the Two Season VA in the yˆz-plane and xˆz-
plane when the amplitude/phase for measuring the component Hx (see Table 2.2) are impressed
at the four ports of the antenna at the three frequencies of interest, respectively. Looking at
these figures, it is apparent that the combined RPs are similar to the ones of a magnetic dipole
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oriented along the xˆ-axis in its E-plane (i.e., omnidirectional RP) and H-plane (i.e., 8-shape RP).
Closer inspection of Fig. 2.26 shows that the RP of this magnetic dipole is quasi-omnidirectional
with some undesirable ripples, which can be attributed to the effect of the finite size of the
ground plane. Indeed, an omnidirectional RP in the E-plane is achieved with the infinite ground
plane. However, even with this ground plane configuration and in accordance with Chu’s theory
(see Section 2.5.1.1), some ripples occur when the frequency increases, but these are less than 2
dB over the entire bandwidth. As a reminder, this level of fluctuation was retained during the
design process. By the way, it can be noted that the presence of the second semi-circular array
oriented along the xˆ-axis and constituting the Two Season VA does not disrupt the RP required
to measure the component Hx of an incoming EM-wave. Indeed, no significant differences were
found between the RPs given in Fig. 2.26 and the ones displayed in Fig. D.8 where only one
semi-circular array is considered. For obvious symmetry reasons, the RPs of the Two Season VA
associated with the measurement of the component Hy (see Table 2.2) are not presented here.
Fig. 2.27 and Fig. 2.28 set out the realized gain of the Two Season VA in two vertical planes
when the amplitude/phase for measuring the component Ez (see Table 2.2) are impressed at
the four ports of the antenna at the three frequencies of interest and, respectively. These planes
correspond to those defined by φ = 45◦ and φ = 90◦ (i.e., the yˆz-plane). As for Fig. 2.29(b),
the gain is displayed in the xˆy-plane. The RPs identified in these figures are the ones of an
electric monopole oriented along the zˆ-axis in its E-plane (i.e., 8-shape RP) and H-plane (i.e.,
omnidirectional RP). As the frequency increases, it can be observed from Fig. 2.27 and Fig. 2.28
that undesirable blind directions appear in the RP when then VA is mounted over an infinite
ground plane (θ close to 70◦ for φ = 0◦ (mod 90◦)).
As shown from Fig. 2.26 to Fig. 2.28, a relatively good correlation between the simulated and
measured results is obtained. Finally, these RPs clearly indicate the Two Season VA can measure
the components Hx, Hy and Ez of an incoming EM-wave thanks to its RP reconfigurability
through the three sets of weightings denoted by RPC 0.
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Figure 2.26: Simulated and measured realized gain of the Two Season VA in θ-polarization and
in the yˆz-plane associated with the amplitude/phase impressed at the four ports of the antenna
for measuring the component Hx (specified in Table 2.2) at: (a) 2.2 GHz, (b) 2.8 GHz, and (c)
3.4 GHz
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Figure 2.27: Simulated and measured realized gain of the Two Season VA in θ-polarization and
in the φ = 45◦ vertical plane associated with the amplitude/phase impressed at the four ports
of the antenna for measuring the component Ez (specified in Table 2.2) at: (a) 2.2 GHz, (b) 2.8
GHz, and (c) 3.4 GHz
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Figure 2.28: Simulated and measured realized gain of the Two Season VA in θ-polarization and
in the yˆz-plane associated with the amplitude/phase impressed at the four ports of the antenna
for measuring the component Ez (specified in Table 2.2) at: (a) 2.2 GHz, (b) 2.8 GHz, and (c)
3.4 GHz








































Figure 2.29: Simulated realized gain in θ-polarization and in the xˆz-plane of the Two Season
VA (mounted on the octagonal metallic support) at several frequencies in the bandwidth when
the amplitude/phase specified in Table 2.2 are impressed at the four ports of the antenna for
measuring the component: (a) Hx and (b) Ez
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2.6.3 Efficiency
The simulated total efficiency (defined in Eq. B.12) of the Two Season VA is depicted in Fig. 2.30,
when the antenna is mounted over the octagonal ground plane. Specifically, the total efficiency
corresponds to the ratio of radiated to input power of the VA considering any occurring reflec-
tions at the feeding location. According to method used for measuring the three component
Hx, Hy and Ez of an incoming EM-wave, only the efficiency at port i (i ∈ J1, 4K) has to be
considered. Besides, only the total efficiency at port 1 is displayed in Fig. 2.30 for symmetry
reasons. The total efficiency is evaluated from 2 GHz to 4 GHz with a frequency step of 0.1 GHz
in order to cover the Two Season VA bandwidth. It can be observed that the simulated total
efficiency exceed 80% over the entire bandwidth and consequently, good 3-D DF performances
may be expected.






















Figure 2.30: Simulated total efficiency of the Two Season VA (mounted on the octagonal ground
plane)
2.7 Direction finding performances of the Two Season vector
antenna
After discussing the electrical characteristics of the Two Season VA that are seemingly well
suited for 3-D DF over a wide frequency range, it is now time to evaluate and compare its
simulated and measured DF performances. As a reminder, the reconfigurable Two Season VA is
intended to estimate the DoA of vertically-polarized EM-waves in the upper hemisphere through
the measurement of the components Ez, Hx and Hy. In this section, the DF performances are
assessed using several descriptors described in Section 1.1.5. An analysis of the simulated ambi-
guity risk and CRB is first provided. Then, the simulated and measured estimation accuracies
are evaluated as well as the sensitivity of the prototype.
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2.7.1 Scenario used for the direction finding performances evaluation
Before assessing the DF performances of the Two Season VA, it is first necessary to define a
scenario for this evaluation. Let us consider an incoming vertically-polarized EM-wave (γ = pi/2
and η = 0) in the 3-D upper half-space (along the +zˆ axis, i.e. φ ∈ [0◦; 360◦] and θ ∈ [0◦; 90◦])
that presents a power density Ps of -105 dBW.m-2 at the VA location. To obtain a good
view of the DF performances across the VA bandwidth, the evaluation is assessed at the three
following frequencies: 2.2 GHz, 2.8 GHz and 3.4 GHz. Moreover, only the three sets of weighting
coefficients (RPC 0) reported in Table 2.2 are assigned to the signals received at the four ports of
the Two Season for measuring the incoming EM-wave components Hx, Hy and Ez. These three
sets are sufficient, at least in principle, to estimate the DoA of the incoming vertically-polarized
EM-wave. The DoAs are computed from the MUSIC algorithm (described in Appendix A) and
full-wave EM simulations (Ansys HFSS) or measurement data. Besides, the noise floor power
level Pn at the receiver output is of -111 dBm (see Appendix G.2) and consequently, the ratio of
the power density of the incoming EM-wave to noise power2 (PNR) defined by Eq. G.1 is of 36
dB.m-2. Furthermore, following [14], the analysis is carried out for N = 100 snapshots per DoA
estimation, and the number L of Monte Carlo trials is set to 20. Finally and yet importantly,
as some amplitude and phase distortions may eventually occur at the VA outputs, a calibration
process (see, e.g., [1, 2]) is used as it is generally applied in practice. The calibration technique
applied here is based on the computation of the combined steering vector d from the simulated
or measured RPs of the antenna VA radiating elements as described in [14]. All estimation
parameters are summarized in Table 2.3.
DoA Algorithm MUSIC
Number of incoming EM-waves 1
Polarization of the incoming EM-wave Vertical
Angular coverage φ ∈ [0◦ ; 90◦] and θ ∈ [0◦ ; 90◦]
Angular resolution ∆φ = 5◦ and ∆θ = 2◦
Incoming EM-wave power density -105 dBW.m-2
Noise power level -111 dBm
PNR 36 dB.m-2
Snapshots per DoA estimation 100
Number of estimations per DoA 20
Frequencies of interest 2.2 GHz, 2.8 GHz, and 3.4 GHz
Table 2.3: Parameters used for evaluating the DF performances
2The use of SNR is not suited for the evaluation of the DF performances with a VA, that is why the incom-
ing EM-wave power density to noise ratio (PNR) is introduced to describe the operational situation (refer to
Appendix G.1 for further information)
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2.7.2 Angular ambiguity risk
The problem of angular ambiguity is in practice related both to the geometry of the DF antenna
and to the RP of each antenna element. Conducting an analysis of the angular ambiguity risk
is an important step prior to the evaluation of the actual DoA estimation accuracy. Indeed,
potential issues associated with the estimation of the DoA in certain angular areas can be
uncovered through this analysis.
It may be interesting to begin this study with an analysis of the angular ambiguity spectrum of
an ideal VA consisting of three colocated dipoles and measuring the three components Ez, Hx
and Hy of an incident vertically-polarized EM-wave in order to establish a reference. Fig. 2.31
displays the ambiguity spectrum of this ideal VA that has been computed analytically using
Eq. 1.17. It can be observed that the risk of angular ambiguity is at its highest (i.e., αmin=0◦)
for low elevation angles, that is for θ around 0◦. Especially at θ = 0◦, there is a singularity
attached to the estimation of the azimuth angle φ. However, the risk of angular ambiguity can
be disregarded in this angular region since the azimuth angle is not really significant. However,
no angular ambiguity risk is observed in the rest of the 3-D upper space since αmin values are
relatively high.
Figure 2.31: 3-D ambiguity spectrum αmin of an ideal VA consisting of three colocated dipoles
and measuring the three components Ez, Hx andHy of an incident vertically-polarized EM-wave.
Elevation angles θ are given on the radial axis and azimuth angles φ are given on the angular
axis.
Fig. 2.32 presents the 3-D ambiguity spectrum of the Two Season VA either mounted on the
infinite or octagonal metallic support at the three frequencies of interest when only RPC 0 is
used for the estimation of the DoA of the incoming EM-wave. The angular ambiguity was also
computed using Eq. 1.17, where d was replaced by the combined steering vector dc since the
Two Season VA is a RP reconfigurable VA. Moreover, the m−th component of dc associated
with the m-th set of weightings can be written as follows
dmc = w
m.d. (2.22)
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First, it can be noted that the risk of angular ambiguity is at its highest for low elevation angles
as might be expected. In addition, the comparison between Fig. 2.31 and Fig. 2.32 helps to
analyze the impact of a realistic antenna on the risk of ambiguity. Indeed, unlike the ideal VA,
the Two Season VA has a risk of angular ambiguity that increases with the frequency. This
can be explained by the fact that the RPs of the Two Season VA exhibit some ripples that
increase with the frequency (see Section 2.6.2) and thus, are not similar to the ideal RPs of a
VA. Furthermore, it can be pointed out that the the risk of angular ambiguity is higher if the
Two Season VA is mounted on a finite size metallic support, especially at 2.2 GHz and 2.8 GHz.
In fact, this can be explained by the same reason since the RPs are subject to more fluctuations
when the Two Season VA is not mounted on an infinite metallic support. For both ground plane
configurations, the risk of angular ambiguity is quite high in the angular zones around φ = 0◦
(mod 90◦) at 3.4 GHz. It will unfortunately be confirmed subsequently in the analysis of the
accuracy of the DoA estimation provided in Section 2.7.4.
2.7.3 Cramer-Rao lower bound
Before evaluating the actual accuracy of the estimation of the DoA of an incoming vertically-
polarized EM-wave using the Two Season VA, it may be interesting to begin with the analysis
of the estimation performance using the CRB. As a reminder, the CRB corresponds to the
theoretical limit of the average precision that can be reached regardless of the applied DF
technique (in particular within the framework of this Ph.D. thesis, the MUSIC algorithm). From
a technical point of view, the CRLB is given by the inverse of the Fischer information matrix J
(see Eq. 1.5). In this Ph.D., the polarization of the incoming EM-wave is assumed to be known,
and the Gaussian noise is spatially invariant with zero-mean. According to these assumptions
and the observation model described in Section 2.1.4, the Fischer information matrix J for




















In the same vein, as the work carried out on the risk of angular ambiguity, this study also begins
with an analysis of the CRB of an ideal VA3 consisting of three colocated dipoles and measuring
the three components Ez, Hx and Hy of an incident vertically-polarized EM-wave.
3dc = d for an ideal VA composed of short electric and magnetic dipoles




Figure 2.32: Simulated 3-D ambiguity spectrum αmin of the Two Season VA from using RPC 0
only, at the following frequencies: (a) & (b) 2.2 GHz, (c) & (d) 2.8 GHz, and (e) & (f) 3.4 GHz.
The antenna is either mounted on an infinite ground plane (left figures) or the finite octagonal
ground plane (right figures). Elevation angles θ are given on the radial axis and azimuth angles
φ are given on the angular axis.
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Fig. 2.33 shows the CRB associated with the θ and φ estimate of this ideal VA that has been
computed analytically under the scenario conditions defined in Table 2.4. The parameters are
similar to those used for the DoA estimation using the MUSIC summarized in Table 2.3. The
CRB is here computed over the entire 3-D upper half-space, except at θ = 90◦ due to a singularity
of the CRB [74]. It can be observed that the CRBθ increases with θ, resulting from the small
variation in θ of the steering vector d (defined by Eq. C.3) when θ approaches 90◦. Indeed, as
stated in Section C.2, the estimation of the elevation angle θ is derived exclusively from the
Ez component measurement of the incoming EM-wave realized through an electric monopole
oriented along the zˆ-axis and whose output power varies in sin(θ)2. As a consequence, the
estimation is more sensitive to amplitude variations caused by the noise at elevation angles close
to 90◦ than at lower elevation angles. Besides, the CRBφ is constant and does not depend on
θ. Furthermore, the azimuth angle φ estimate is globally more accurate than the one for the
elevation angle θ.
Number of incoming EM-waves 1
Polarization of the incoming EM-wave Vertical
Angular coverage
φ ∈ [0◦ ; 90◦]




Incoming EM-wave power density -105 dBW.m-2
Noise power level -111 dBm
PNR 36 dB.m-2





Table 2.4: Parameters used for the CRB analysis
2.7. DF PERFORMANCES OF THE TWO SEASON VA 81
(a) (b)
Figure 2.33: Simulated (a) CRBθ and (b) CRBφ of an ideal VA consisting of three colocated
dipoles and measuring the three components Ez, Hx and Hy of an incident vertically-polarized
EM-wave. Elevation angles θ are given on the radial axis and azimuth angles φ are given on the
angular axis.
Fig. 2.34 and Fig. 2.35 show the CRBθ and CRBφ of the Two Season VA either mounted on
the infinite or octagonal metallic support at the three frequencies of interest when only RPC
0 is used for the estimation of the DoA of the incoming vertically-polarized EM-wave. Several
observations can be inferred from these figures as well as through their comparison with Fig. 2.33.
First, it can be seen that CRBθ of the Two Season VA mounted on the infinite ground plane
have roughly the same aspect as that of the ideal VA, namely it increases when θ is near 90◦.
However, the CRBθ variation in θ is not quite linear as for the ideal VA given the emergence of
higher values near θ = 45◦, resulting from the imperfect 8-shape RP of the electric monopole.
Besides, the CRBθ of the Two Season VA mounted on finite metallic support does not have its
highest values for elevation angles close to 90◦. This can be explained by the dynamic introduced
on the RP of the electric monopole if the antenna is mounted on this support. Secondly, unlike
the ideal VA, the CRBφ of the Two Season VA presents a dependence in θ for both ground
plane configurations. More generally, it can be noted that highest values of CRBθ and CRBφ of
the Two Season VA are found in specific directions depending on the operating frequency and
the configuration (infinite or finite ground plane). Finally, these CRBs are generally lower than
those of the ideal grounded VA. This is due to the fact that the dipoles constituting the Two
Season VA exhibit a higher gain than 1.76 dBi, which corresponds to the gain of the elementary
dipoles constituting the ideal VA.




Figure 2.34: Simulated CRBθ of the Two Season VA from using RPC 0 only, and under the
scenario conditions defined in Table 2.3 at the following frequencies: (a) & (b) 2.2 GHz, (c) &
(d) 2.8 GHz, and (e) & (f) 3.4 GHz. The antenna is either mounted on an infinite ground plane
(left figures) or the finite octagonal ground plane (right figures). Elevation angles θ are given on
the radial axis and azimuth angles φ are given on the angular axis.




Figure 2.35: Simulated CRBφ of the Two Season VA from using RPC 0 only, and under the
scenario conditions defined in Table 2.3 at the following frequencies: (a) & (b) 2.2 GHz, (c) &
(d) 2.8 GHz, and (e) & (f) 3.4 GHz. The antenna is either mounted on an infinite ground plane
(left figures) or the finite octagonal ground plane (right figures). Elevation angles θ are given on
the radial axis and azimuth angles φ are given on the angular axis.
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2.7.4 Direction-of-arrival estimation accuracy
After analyzing the risk of angular ambiguity and the CRB of the Two Season VA, the actual
DF performances in terms of estimation accuracy achievable using the MUSIC algorithm is now
evaluated. This evaluation is done under the scenario reported in Table 2.3 and based only on
the measurement of three components Hx, Hy and Ez (RPC 0) which is derived from the RP
reconfigurability of the VA. Comparisons between simulation and measurement results are also
carried out to experimentally validate the DF performances.
Fig. 2.36 displays the simulated and measured angular distance ∆aRMS (defined by Eq. 1.8) at
the three frequencies of interest. Simulation results when the Two Season VA is mounted over
an infinite ground plane are also provided. Several observations can be highlighted.
First, it can be observed that the ∆aRMS does not exceed 5◦ in almost every direction in the
3-D upper half-space within the VA bandwidth for both ground plane configurations.
Secondly, highest values of ∆aRMS are found in specific directions depending on the operating
frequency and the size of the metallic support. However, it can be observed that the use of the
finite ground plane does not significantly degrade the estimation performances. As shown in
Fig. 2.37 and Fig. 2.38, the highest values of ∆aRMS originate either from an inaccuracy in the
estimation of the azimuth angle φ or the elevation angle θ. This is consistent with the analysis
conducted in Section 2.7.3 on the CRB since highest values of ∆aRMS are reached in the same
directions in which the highest values of CRBθ and CRBφ are found. For example, the highest
value of ∆aRMS at 2.2 GHz is reached for (φ, θ) = (45◦, 45◦) when the VA is mounted on the
finite octagonal metallic support (see Fig. 2.36(b)), which corresponds to a maximum error in
the φ estimate (see also Fig. 2.38(b) and Fig. 2.37(b)) and had been foretold in the CRB study
(see also Fig. 2.35(b) and Fig. 2.34(b)). In addition, as stated in Section 2.7.2, the risk of angular
ambiguity was quite high in the angular zones around φ = 0◦ (mod 90◦) at 3.4 GHz, resulting
in significant estimation error in these areas as notably shown in Fig. 2.36(g-h-i).
Thirdly, measurement and simulation results are in good agreement. Closer comparison between
the measured and simulated results is illustrated in Fig. 2.39 to Fig. 2.41, where the RMS
estimation errors are displayed in three specific φ-planes and for the poorest accuracy of the
DoA estimation. Again, a good agreement between the simulated and measured results is
obtained. However, the measured estimation accuracy is slightly degraded since errors appear
for elevation angles close to 0◦. These estimation errors are not apparent in the simulation
results and originate from the inaccurate gears in the positioning system.
Finally, the maximum RMS error as well as the 95th percentile of the ∆aRMS (defined in Sec-
tion 1.1.5.4) are reported in Table 2.5. As above-discussed, a discrepancy between the simulated
and measured maximum values of ∆aRMS is observable. However, at the three frequencies of
interest, the simulated and measured 95th percentile of the ∆aRMS is lower than 2.0◦ and 3.1◦,
respectively. Details on the maximum RMS error as well as the 95th percentile of the EθRMS
and EφRMS (defined by Eq. 1.7) that may be relevant depending on the intended application are
provided for interested readers in Table 2.7 and Table 2.6, respectively. In brief, the estimation
accuracy measured under the scenario reported in Table 2.3 from the first passive and wide-
band VA are very encouraging using only the measurement of the three components Ez, Hx
and Hy of the incoming EM-wave, and they allow to experimentally validate the simulated DF
performances.
2.7. DF PERFORMANCES OF THE TWO SEASON VA 85
Frequency
Simulated Measured
max 95th percentile of max 95th percentile of
∆aRMS ∆aRMS ∆aRMS ∆aRMS
2.2 GHz 4.2◦ 1.7◦ 20.9◦ 2.4◦
2.8 GHz 3.8◦ 2.0◦ 43.9◦ 3.0◦
3.4 GHz 142.5◦ 1.6◦ 109.9◦ 3.1◦
Table 2.5: Simulated and measured ∆aRMS(φ, θ) obtained with the Two Season VA (mounted












2.2 GHz 2.0◦ 1.3◦ 20.9◦ 2.3◦
2.8 GHz 2.3◦ 1.4◦ 41.4◦ 2.6◦
3.4 GHz 41.6◦ 1.5◦ 33.7◦ 2.7◦
Table 2.6: Simulated and measured EθRMS obtained with the Two Season VA (mounted on the












2.2 GHz 5.3◦ 1.3◦ 25.5◦ 1.5◦
2.8 GHz 3.0◦ 2.0◦ 42.7◦ 1.8◦
3.4 GHz 175.4◦ 1.3◦ 140.3◦ 4.2◦
Table 2.7: Simulated and measured EφRMS obtained with the Two Season VA (mounted on the
octagonal metallic support) using RPC 0 only, and under the scenario conditions defined in
Table 2.3




Figure 2.36: Simulated (left and middle figures) and measured (right figures) ∆aRMS(φ, θ) ob-
tained with the Two Season VA from using RPC 0 only, and under the scenario conditions
defined in Table 2.3 at the following frequencies: (a) to (c) 2.2 GHz, (d) to (f) 2.8 GHz, and (g)
to (i) 3.4 GHz. The VA is either mounted on an infinite ground plane (left figures) or on the
finite octagonal ground plane (middle and right figures). Elevation angles θ are given on the
radial axis and azimuth angles φ are given on the angular axis.




Figure 2.37: Simulated (left and middle figures) and measured (right figures) EθRMS obtained
with the Two Season VA from using RPC 0 only, and under the scenario conditions defined in
Table 2.3 at the following frequencies: (a) to (c) 2.2 GHz, (d) to (f) 2.8 GHz, and (g) to (i)
3.4 GHz. The VA is either mounted on an infinite ground plane (left figures) or on the finite
octagonal ground plane (middle and right figures). Elevation angles θ are given on the radial
axis and azimuth angles φ are given on the angular axis.




Figure 2.38: Simulated (left and middle figures) and measured (right figures) EφRMS obtained
with the Two Season VA from using RPC 0 only, and under the scenario conditions defined in
Table 2.3 at the following frequencies: (a) to (c) 2.2 GHz, (d) to (f) 2.8 GHz, and (g) to (i)
3.4 GHz. The VA is either mounted on an infinite ground plane (left figures) or on the finite
octagonal ground plane (middle and right figures). Elevation angles θ are given on the radial
axis and azimuth angles φ are given on the angular axis.
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Figure 2.39: Simulated and measured ∆aRMS(φ, θ) obtained with the Two Season VA (mounted
on the octagonal metallic support) using RPC 0 only, and under the scenario conditions defined
in Table 2.3 at 2.2 GHz in the cut plane φ = 40◦.














Figure 2.40: Simulated and measured ∆aRMS(φ, θ) obtained with the Two Season VA (mounted
on the octagonal metallic support) using RPC 0 only, and under the scenario conditions defined
in Table 2.3 at 2.8 GHz in the cut plane φ = 70◦.
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Figure 2.41: Simulated and measured ∆aRMS(φ, θ) obtained with the Two Season VA (mounted
on the octagonal metallic support) using RPC 0 only, and under the scenario conditions defined
in Table 2.3 at 3.4 GHz in the cut plane φ = 55◦.
2.7.5 Sensitivity of the prototype
Let us now examine an essential characteristic of the prototype of the Two Season VA which is
its sensitivity. As mentioned in Section 1.1.5.5, the theoretical range of the DF antenna can be
derived from this characteristic. The theoretical range corresponds to the maximum distance at
which an estimate of the DoA of the incoming EM-wave can be obtained with an error less than
a specified threshold. As a reminder, the 95th percentile of the ∆aRMS is used in this thesis to
specify the sensitivity of the DF antenna for a maximum error threshold of 5◦.
Fig. 2.42 displays the 95th percentile of ∆aRMS obtained thanks to the measurement of three
components Hx, Hy and Ez (RPC 0) of an incoming vertically-polarized EM-wave with the Two
Season VA at the three frequencies of interest and for different PNRs, ranging from 18 dB.m-2 to
36 dB.m-2 (with a step of 3 dB). Equally, these PNRs correspond to an EM-wave impinging the
Two Season VA with a power density Ps ranging from -123 dBW.m-2 to -105 dBW.m-2. It can
be noted that the measured 95th percentile of ∆aRMS increases with the frequency, which means
that the sensitivity of the Two Season VA is degraded. The sensitivity Psensi of the Two Season
VA using only RPC 0 for the DoA estimation of an incident vertically-polarized EM-wave is of
−111 dBW.m-2 at 2.2 GHz (PNR ≈ 30 dB.m-2), −108 dBW.m-2 at 2.8 GHz (PNR ≈ 33 dB.m-2)
and −106 dBW.m-2 at 3.4 GHz (PNR ≈ 35 dB.m-2).
The theoretical range rmax can be evaluated knowing the gain Ge and the emitted power Pe of
the transmitter using Eq. 1.16. For example, let us consider an isotropic antenna which emits
a power of 1 W. The theoretical range of the Two Season VA using only RPC 0 for the DoA































Figure 2.42: Measured 95th percentile of ∆aRMS for different PNRs using only RPC 0 for the
DoA estimation of an incident vertically-polarized EM-wave at 2.2 GHz, 2.8 GHz and 3.4 GHz
2.8 Conclusion
In this chapter, the first passive and wideband VA referred to as the Two Season VA has been
presented. The Two Season VA is mounted over a ground plane in view of embedded applications
and is intended to estimate the DoA of vertically-polarized EM-waves in the upper hemisphere
through the measurement of the three components Ez, Hx and Hy thanks to the RPs of two
magnetic dipoles and one electric monopole.
After providing a general overview of VAs, this chapter started with a feasibility study of a
compact and wideband VA from small resonant antennas. Based on small antennas theory, this
study demonstrated that such design is not suited for designing the Two Season VA regarding
the radiation efficiency, bandwidth and compactness that can be achieved.
Secondly, a state of the art of wideband dipoles was provided to identify the radiating elements
that would be worthwhile to consider for designing the Two Season VA. This survey showed
that the literature is full of electric dipoles that can be interesting to investigate. In contrast,
only a few magnetic dipoles were published before the start of this Ph.D. work in October 2015
and consequently, the first step in designing the Two Season VA was to design the wideband
magnetic dipoles. Furthermore, this state of the art also pointed out the tremendous difficulties
associated with the design of a compact magnetic dipole offering wide impedance bandwidth
and omnidirectional RP with a minimal gain variation.
The central part of this chapter was the actual design of the Two Season VA, followed by the
evaluation of its electrical characteristics and DF performances. To begin with, a study has
been carried out to design a wideband magnetic dipole according to Chu’s theory of using a
circular array to obtain an omnidirectional RP. This study has led to the use of a semi-circular
array of Vivaldi antennas mounted over a ground plane so that the requirements associated with
the design of a wideband magnetic dipole could be met. Then, the Two Season VA has been
introduced. This VA consists of only two orthogonal and colocated dual-port semi-circular arrays
of Vivaldi antennas. The RP reconfigurability of the proposed VA enables the measurement of
the three components Ez, Hx and Hy of an incoming EM-wave over a 1.69:1 bandwidth from
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2.1 GHz to 3.55 GHz thanks to three sets of weighting coefficients (RPC 0). A prototype of this
VA was manufactured and experimentally characterized. Besides, the Two Season VA presents
good isolation between its ports (lower than -23 dB) and good radiation efficiency (higher than
80%). The prototype is included in a half-sphere within a 0.52λ0 radius and mounted on a
finite metallic and octagonal support with a circumcircle radius of 1.14λ0, where λ0 is the free
space wavelength at the lowest operating frequency. Finally, an accurate DoA estimation of an
incoming vertically-polarized EM-wave has been measured across the overall the bandwidth and
the 3-D upper hemisphere using only RPC 0 and the MUSIC algorithm, as shown in Table 2.8.
An accuracy of 5◦ (95th percentile of ∆aRMS) is obtained for a PNR of 35 dB.m-2 at the upper
frequency band (3.4 GHz). Above this frequency, the presence of ripples in the RPs degrades
the DF performances. Overall, a good agreement between the experimental results and the
simulation results has been obtained for both electrical characteristics and DF performances.
Frequency Psensi PNR rmax † (Pe, Ge)
2.2 GHz −111 dBW.m-2 30 dB.m-2 100 km † (1 W, 0 dBi)
2.8 GHz −108 dBW.m-2 33 dB.m-2 71 km † (1 W, 0 dBi)
3.4 GHz −106 dBW.m-2 35 dB.m-2 56 km † (1 W, 0 dBi)
Table 2.8: Sensitivity and theoretical range of the Two Season VA prototype using only RPC 0
for the DoA estimation of an incident vertically-polarized EM-wave
In the following chapter, several improvements of the Two Season are tackled.
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Previously, a VA referred to as the Two Season VA was designed. This VA has shown good DF
performances to estimate the DoA of an incoming vertically-polarized EM-wave in the upper
hemisphere and over an impedance bandwidth of 1.69:1 from 2.1 GHz to 3.55 GHz. The DoA
estimation is realized through the measurement of the three components Ez, Hx and Hy (RPC
0). The purpose of this chapter is to improve the DF performances of the Two Season VA. Three
methods are provided to achieve the desired result. The first method consists in enhancing the
DoA estimation process of the Two Season VA by making greater use of its RP reconfigurability
(Section 3.1). Specifically, new RPs are employed for the DoA estimation in addition to the
ones that enable the measurement of the components of the incoming EM-wave. Furthermore, a
method based on the CRB is proposed to select efficiently and rapidly the additional RP diversity
to be included. The second method entails extending the frequency coverage of the Two Season
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through a modification of the antenna feeding and the use of the new DoA estimation technique
(Section 3.2). This modified version of the Two Season VA is referred to as the improved version
of the Two Season VA in the reminder of this thesis. Its simulated electrical characteristics
and DF performances are reported. The third method involves modifying the topology of the
improved version of Two Season VA in order to estimate the DoA of incoming EM-waves in the
upper hemisphere regardless of their polarization (Section 3.3). The electrical characteristics
and DF performances of a prototype of this new VA, referred to as the Four Season VA, are also
assessed.
The first section of this chapter corresponds to the content of Duplouy et al. [J1].
3.1 Enhancement of the direction finding performances using
additional radiation pattern diversity
The aim of this section is to enhance the DF performances of RP reconfigurable VAs by adding
new RPs to those commonly employed to estimate the DoA of an incoming EM-wave (i.e., the
RPs associated to the measurement of its components). The use of additional RPs results from
the conjunction of two main considerations:
• The desire of improving the DF performances under the following constraint: how to make
the most of existing RP reconfigurable VAs?
• Advances in both technology and on-board computing can be easily applied to slightly more
complex DoA estimation algorithms.
Although the addition of new RPs is explored here through the re-evaluation of the simulated and
measured DF performances of the Two Season VA1, it can be applied to any RP reconfigurable
VAs. The question that arises at this stage is how to quickly and efficiently select the RPs to
add to the DoA estimation process.
In the same vein, some research work is currently emerging and has been published very recently
on the use of multi-mode antennas for DF [125, 126]. These multi-mode antennas2 are another
interesting substitute to large antenna arrays.
3.1.1 A Cramer-Rao lower bound based criterion for selecting the radiation
patterns
3.1.1.1 Methodology
In the following, an original method based on the CRB is proposed in order to select the RP
diversity that enhances the accuracy of the DoA estimation across the VA operating bandwidth.
Since this method is based on the CRB, it provides results that do not depend on the technique
used for the DoA estimation (e.g., MUSIC in this Ph.D. work). This independence constitutes
the main advantage of this CRB-based criterion.
1The Two Season VA is mounted on the finite and octagonal metallic surface throughout this section and to
the end of the manuscript.
2A multi-mode antenna is defined as a multi-port antenna that allows independent excitation of different
characteristics modes, and therefore different RPs.
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As indicated in Table 2.2, the RP reconfigurability of the Two Season VA enables the measure-
ment of the three components Ez, Hx, and Hy through three sets3 of weighting coefficients (or
equivalently, three RPs denoted by RPC 0) assigned to the signals received at the four antenna
ports. These three sets were used for the previous evaluation of the DF performances in Sec-
tion 2.7. By assigning random weighting coefficients to the signals received at the VA ports, a
large number of sets may be added to the three initial ones.
Let 1, 0 and -1 be the possible values for the weighting coefficients (complex coefficients could
be used). As a result, 81 sets of weighting coefficients could a priori be assigned to the signals
received at the four ports of the Two Season VA. Some of these allow the measurement of the
three components Ez, Hx and Hy of an incoming EM-wave. Since they are already included
in the DoA estimation process through RPC 0, these sets can be disregarded. Moreover, some
sets of weighting coefficients (such as, e.g., the set [1, 1, -1, 1] and the set [-1, -1, 1, -1]) provide
identical RPs when used as excitation laws for feeding the 4-port Two Season VA. In these cases,








= 237 − 1 (3.1)
available RPCs that can be added to RPC 0 to improve the DF performances. From there, the
challenge is to select the RPCs that maximize the DoA estimation accuracy.
In order to avoid a long processing time for detecting the RPCs that improve the DF perfor-
mances, 11 RPCs are pre-selected. Each of these RPCs is added to RPC 0 in the DoA estimation
process, and consists of a set of different weighting coefficients that provide the same RP with a
rotation of 90◦ in the azimuth plane in order to ensure the same DF performances across the 3-D
upper half-space. Besides, the 11 RPCs (that regroup the 37 available RPs) and their associated
sets of weighting coefficients are summarized in Table 3.1. For illustrative purposes, the RPs
corresponding to RPC 4 are displayed at 3.4 GHz in Fig. 3.1 (see Appendix F.3 for the RPs
associated with the other RPCs). Finally, the computation of the CRB enables the selection
among them of the RPC that achieves the highest DoA estimation accuracy in the 3-D upper
hemisphere.
3A set is defined as [w1, w2, w3, w4], where wi ∈ [[1; 4]] designates the weighting at port i
4As a reminder, the acronym RPC means Radiation Patterns Combination and represents a group of RPs. In
Eq. 3.1, the left side sums the number of RPCs of sizes k = {1, 2, . . . , 37} (or equivalently, the left side sums
number of RPCs comprising k different RPs). The order of selection of the RPs constituting the RPC does not
matter.
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RPC 1 RPC 2 RPC 3
Port 1 1 0 0 0 1 1 1 0 1 0
Port 2 0 0 1 0 1 0 1 1 1 0
Port 3 0 0 0 1 1 1 0 1 0 1
Port 4 0 1 0 0 0 1 1 1 0 1
RPC 4 RPC 5 RPC 6
Port 1 1 1 1 -1 1 0 1 -1 1 1 0 0
Port 2 1 -1 1 1 1 -1 1 0 0 0 1 1
Port 3 1 1 -1 1 0 1 -1 1 1 0 0 1
Port 4 -1 1 1 1 -1 1 0 1 0 1 1 0
RPC 7 RPC 8 RPC 9
Port 1 1 1 0 0 -1 1 1
Port 2 1 0 -1 1 0 -1 -1
Port 3 -1 0 0 -1 1 1 -1
Port 4 -1 -1 1 0 0 -1 1
RPC 10 RPC 11
Port 1 1 1 0 -1 1 1 0 -1
Port 2 0 -1 1 1 0 -1 1 1
Port 3 1 0 -1 1 -1 1 1 0
Port 4 -1 1 1 0 1 0 -1 1
Table 3.1: RPCs and corresponding weighting coefficients assigned to the signals received by the
4-port Two Season VA





Figure 3.1: Simulated realized gain associated to RPC 4 in the θ-polarization (left figures) and
φ-polarization (right figures) of the Two Season VA at 3.4 GHz. The RPs correspond to the
following sets of weighting coefficients: (a) & (b) [1, 1, 1, -1], (c) & (d) [1, -1, 1, 1], (e) & (f)
[1, -1, 1, 1] , and (g) & (f) [-1, 1, 1, 1]. Elevation angles θ are given on the radial axis and azimuth
angles φ are given on the angular axis.
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3.1.1.2 Selection of the radiation patterns combination
For each RPC, the CRB on θ and φ is computed from the parameters displayed in Table 3.2 and
using the simulated RPs at 2.2 GHz, 2.8 GHz and 3.4 GHz, which are roughly the lower, center
and upper operating frequencies of the Two Season VA. The optimal RPC is defined as RPC
i (i ∈ [[1; 11]]) that added to RPC 0 obtains the smallest value of CRB on θ and φ. It can be
noted that the parameters used here are similar to those reported in Table 2.4, except that the
power density of the incoming EM-wave is set to -117 dBW.m-2 (PNR = 24 dB.m-2) in order to
highlight the benefits of adding RPs diversity. As a matter of fact, this scenario corresponds to
a decrease of 12 dB of the PNR used in Section 2.7.
Fig. 3.2 and Fig. 3.3 present the results of the CRB analysis on θ and φ, respectively. It can
be observed that the different RPCs are more or less effective in improving the accuracy of the
DoA estimation in azimuth or elevation. Interestingly, RPC 4 achieves practically the highest
accuracy for the estimation of the azimuth and elevation angles at the three frequencies of
interest. Among the RPCs used to complete RPC 0, only RPC 2 presents a CRB on θ lower
that the one achieved by RPC 4 at 3.4 GHz. There is no significant difference between the two
as the CRB on θ are -26.81 dB and -26.57 dB, respectively. However, RPC 4 offers the best
overall performances, and most particularly at 2.8 GHz.
Fig. 3.4 and Fig. 3.5 display CRBθ and CRBφ which have been computed with or without adding
RPC 4 to RPC 0 at the three frequencies of interest. These figures are quite revealing in several
ways. First, the CRBθ and CRBφ obtained using only RPC 0 are consistent with those shown
in Fig. 2.34(b-d-f) and Fig. 2.35(b-d-f). As might be expected, the same trend is observed with
an apparent increase in values since the PNR is diminished. Secondly, it can be clearly seen that
the addition of RPC 4 to RPC 0 improves the DoA estimation over the entire bandwidth since
CRBθ and CRBφ are significantly lowered. Finally, by looking at the new CRB values achieved
in specific directions corresponding to the peaks of CRBθ and CRBφ when only RPC 0 was used
(depending on the frequency), it can be stated that the use of RP diversity enables the resolution
of the estimation problems in these angular areas. For instance, a clear benefit of adding RPC
4 to RPC 0 can be identified by looking at the CRBφ in the direction (φ, θ) = (45◦, 45◦) at 2.2
GHz (see Fig. 3.5(a) and Fig. 3.5(b)). In this direction, the previously maximal CRBφ is now
minimal.
Number of incoming EM-waves 1
Polarization of the incoming EM-wave Vertical
Angular coverage φ ∈ [0◦ ; 360◦] and θ ∈ [0◦ ; 90◦]
Incoming EM-wave power density -117 dBW.m-2
Noise power level -111 dBm
PNR 24 dB.m-2
Snapshots per DoA estimation 100
Frequencies of interest 2.2 GHz, 2.8 GHz, and 3.4 GHz
Table 3.2: Parameters used for the CRB analysis
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2200 MHz 2800 MHz 3400 MHz
Figure 3.2: Highest simulated CRB(φ) using different RPCs [1 to 11] added to the RPC 0, and
under the scenario conditions defined in Table 3.2 at 2.2 GHz, 2.8 GHz and 3.4 GHz. The
horizontal lines correspond to the lowest CRB.















2200 MHz 2800 MHz 3400 MHz
Figure 3.3: Highest simulated CRB(θ) using different RPCs [1 to 11] added to the RPC 0, and
under the scenario conditions defined in Table 3.2 at 2.2 GHz, 2.8 GHz and 3.4 GHz. The
horizontal lines correspond to the lowest CRB.




Figure 3.4: Simulated CRBθ obtained from the Two Season VA using RPC 0 only (left figures) or
adding RPC 4 to RPC 0 (right figures), and under the scenario conditions defined in Table 3.2
at the following frequencies: (a) & (b) 2.2 GHz, (c) & (d) 2.8 GHz, and (e) & (f) 3.4 GHz.
Elevation angles θ are given on the radial axis and azimuth angles φ are given on the angular
axis.




Figure 3.5: Simulated CRBφ obtained from the Two Season VA using RPC 0 only (left figures) or
adding RPC 4 to RPC 0 (right figures), and under the scenario conditions defined in Table 3.2
at the following frequencies: (a) & (b) 2.2 GHz, (c) & (d) 2.8 GHz, and (e) & (f) 3.4 GHz.
Elevation angles θ are given on the radial axis and azimuth angles φ are given on the angular
axis.
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3.1.1.3 Validation
In order to validate the CRB-based selection of the RPC, the DoA estimation accuracy of the
Two Season VA is evaluated here using the MUSIC algorithm and the simulated RPs. The
parameters used for this evaluation are set out in Table 3.3. They are similar to those reported
in Table 2.3, except the power density of incoming EM-wave which is set to -117 dBW.m-2
(PNR = 24 dB.m-2) as in the CRB analysis performed in Section 3.1.1.2. As previously said,
this PNR value highlights the benefits of adding RP diversity in the DoA estimation process.
For comparison purposes, Table 3.4 gives the maximum RMS error as well as the 95th percentile
of ∆aRMS obtained from RPC 0 only at PNR = 24 dB.m-2 and recalls those achieved at PNR
= 36 dB.m-2. As expected, since the PNR is significantly lower, the DF performances of the
Two Season VA based only on the measurement of the three components Ez, Hx and Hy of an
incoming EM-wave (RPC 0) are significantly degraded.
DoA Algorithm MUSIC
Number of incoming EM-waves 1
Polarization of the incoming EM-wave Vertical
Angular coverage
φ ∈ [0◦ ; 90◦]




Incoming EM-wave power density -117 dBW.m-2
Noise power level -111 dBm
PNR 24 dB.m-2
Snapshots per DoA estimation 100





Table 3.3: Parameters used for evaluating the DF performances
3.1. THE ADDITIONAL RP DIVERSITY TECHNIQUE 103
Frequency
PNR=36 dB.m-2 PNR=24 dB.m-2
max 95th percentile of max 95th percentile of
∆aRMS ∆aRMS ∆aRMS ∆aRMS
2.2 GHz 4.2◦ 1.7◦ 15.1◦ 8.2◦
2.8 GHz 3.8◦ 2.0◦ 33.5◦ 15.0◦
3.4 GHz 142.5◦ 1.6◦ 140.3◦ 74.6◦
Table 3.4: Simulated ∆aRMS(φ, θ) obtained from the Two Season VA using RPC 0 only, and
under the scenarios defined in Table 2.3 and Table 3.3.
Fig. 3.6 presents the simulated 95th percentile of ∆aRMS when the different RPCs are added
to RPC 0 in the DoA estimation process. Comparing the results of Table 3.4 with this chart
shows that the DoA estimation accuracy is clearly improved. Furthermore, as predicted from
the CRB analysis (see Section 3.1.1.2), the addition of RPC 4 to RPC 0 achieves the highest
level of accuracy over the Two Season VA bandwidth. The 95th percentile of ∆aRMS is thus
reduced by a factor 2.5 at 2.2 GHz, 2.8 at 2.8 GHz and 20 at 3.4 GHz.
To sum up, the MUSIC analysis strengthens the idea that the CRB-based method allows to
quickly and efficiently choose the RPC to be added to RPC 0 in the DoA estimation process of
a RP reconfigurable VA in order to improve its DF performances.






















2200 MHz 2800 MHz 3400 MHz
Figure 3.6: Simulated 95th percentile of ∆aRMS obtained from the Two Season VA adding
different RPCs [1 to 11] to RPC 0 at 2.2 GHz, 2.8 GHz and 3.4 GHz, and under the scenario
conditions defined in Table 3.3. The horizontal lines correspond to the lowest 95th percentile of
∆aRMS.
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3.1.1.4 A word on the use of multiple radiation patterns combinations
After studying the DF performances of the Two Season VA when only one RPC is added to
RPC 0, a relevant question here is whether, and to what extent, the estimation performances
might be further improved by adding the other RPCs. In order to do so, the simulated DF
performances of the Two Season VA are evaluated in terms of estimation accuracy using the
MUSIC algorithm when all the RPCs [1 to 11] are added to RPC 0 in the DoA estimation
process. Hence, the 37 available RPs in Section 3.1.1.2 are employed for the DoA estimation.
The parameters used for this investigation are those reported in Table 3.3. By comparing the
95th percentile of ∆aRMS set out in Table 3.5, it can be noted that the addition of all RPCs
to RPC 0 yields globally to similar results than those achieved when only RPC 4 and RPC 0
are used. It is therefore not necessary to add other RPCs (other than RPC 4) to RPC 0 for
enhancing the DoA estimation accuracy achievable with Two Season VA. The addition of all
RPCs will make the DoA estimation process more cumbersome and time-consuming, which is
not necessary considering the achievable DF performances.
Frequency
95th percentile of ∆aRMS
RPC 4 + RPC 0 All RPC [1 to 11] + RPC 0
2.2 GHz 3.25◦ 3.34◦
2.8 GHz 5.29◦ 7.86◦
3.4 GHz 3.73◦ 3.64◦
Table 3.5: Simulated 95th percentile of ∆aRMS obtained from the Two Season VA adding only
RPC 4 or all RPCs [1 to 11] to RPC 0, and under the scenario conditions defined Table 3.3
3.1.1.5 A word on the risk of angular ambiguity
As stated in Section 2.7.2, the problem of angular ambiguity is related both to the geometry of
the DF antenna and its RPs. Since the geometry of the Two Season VA is already fixed, the
question that arises is whether the addition of a RPC reduces the risk of angular ambiguity.
Fig. 3.7 displays at the three frequencies of interest the ambiguity spectrum in the 3-D half-
space of the Two Season VA when RPC 4 or RPC 6 is added to RPC 0. The results obtained in
Section 2.7.2 from using only RPC 0 are also recalled for comparison purposes. It can be noted
that depending on the RPC added to RPC 0, its effectiveness in reducing the risk of angular
ambiguity varies. However, the angular ambiguity risk is significantly reduced across the overall
VA bandwidth when RPC 4 is added. For instance, this is especially true at 3.4 GHz in the
direction φ = 0◦ (mod 90◦) where the estimation error was maximum (see Fig. 2.36(h)). In
contrast, no significant reduction of the risk of angular ambiguity is obtained when RPC 6 is
used in addition to RPC 0. This is consistent with the results reported in Fig. 3.6, which indicate
that adding RPC 6 does not improve the overall DF performances. This leads to the conclusion
that the addition of a RPC can significantly alleviate the problem of angular ambiguity.




Figure 3.7: Simulated 3-D ambiguity spectrum αmin of the Two Season VA from using RPC 0
only (left figures) or adding RPC 4 (central figures) or RPC 6 (right figures) to RPC 0 at the
following frequencies: (a-c) 2.2 GHz, (d-f) 2.8 GHz, and (g-i) 3.4 GHz. Elevation angles θ are
given on the radial axis and azimuth angles φ are given on the angular axis.
3.1.2 Re-evaluation of the direction finding performances of the Two Season
vector antenna
In the previous section, a CRB-based method was provided to improve the DF performances of
a reconfigurable VA by exploiting additional RP diversity. It has been pointed out that RPC
4 is the most likely to improve the DF performances of the Two Season VA. It is now time
to briefly re-evaluate the DoA estimation accuracy (in simulation and measurement) as well as
the sensitivity of the prototype using RPC 4. These new performances are compared to those
achieved in Section 2.7, which were based only on the measurement of the three components Ez,
Hx and Hy (RPC 0) of an incoming vertically-polarized EM-wave.
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3.1.2.1 Direction-of-arrival estimation accuracy
In this section, the simulated and measured DoA estimation accuracy achievable using the Two
Season VA and the MUSIC algorithm are re-evaluated under the scenario reported in Table 2.3.
This re-evaluation is based on the measurement of the components Ez, Hx and Hy (RPC 0) of an
incoming vertically-polarized EM-wave combined with additional RP diversity (RPC 4). As a
reminder, this is made possible by the RP reconfigurability of the Two Season VA using different
sets of weighting coefficients assigned to the signals received at its ports (see Table 2.2 and
Table 3.1). Fig. 3.8 displays the simulated and measured angular distance ∆aRMS at the three
frequencies of interest. The measured results previously reported in Section 2.7.4 and obtained
under the same scenario from using RPC 0 only are also recalled for comparison purposes. It
can be seen that the accuracy is clearly improved thanks to the addition of RPC 4 to RPC
0 in the DoA estimation process. Moreover, ∆aRMS does not exceed 5◦ for every direction
in the 3-D upper half-space within the VA bandwidth. In fact, this additional RP diversity
enables the correction of the estimation errors in the angular areas where the accuracy of the
DoA estimation was the lowest, especially at 3.4 GHz for directions in the angular zones around
φ = 0◦ (mod 90◦). This is due to the significant reduction of the risk of angular ambiguity in
these angular areas by adding RPC 4 to RPC 0 (see Fig. 3.7(g) and Fig. 3.7(h)). Besides, adding
RPC 4 eliminates estimation errors in the measurement results for θ close to 0◦. Furthermore,
the results of the measurements and simulations are in good agreement, which is also confirmed
by the values of the maximum ∆aRMS and 95th percentile of ∆aRMS set out in Table 3.6. The
simulated and measured maximum ∆aRMS is lower than 1.4◦ and 2.4◦ across the Two Season
VA bandwidth, respectively. Therefore, using RPC 4 in addition to RPC 0 clearly reduces the
measured maximum error of ∆aRMS by a factor 8.7 at 2.2 GHz, 27.4 at 2.8 GHz and 57.8 at 3.4
GHz (in comparison with the values specified in Table 2.5). As for the measured 95th percentile
of ∆aRMS, it is lowered by a factor 3.4 at 2.2 GHz, 3 at 2.8 GHz and 3.4 at 3.4 GHz. Moreover,
details on the estimation errors EθRMS and E
φ
RMS that may be relevant for some applications are
provided for interested readers in Appendix F.4.
Frequency
Simulated Measured
max 95th percentile of max 95th percentile of
∆aRMS ∆aRMS ∆aRMS ∆aRMS
2.2 GHz 1.2◦ 0.8◦ 2.4◦ 0.7◦
2.8 GHz 1.4◦ 1.1◦ 1.6◦ 1.0◦
3.4 GHz 1.4◦ 0.8◦ 1.9◦ 0.9◦
Table 3.6: Simulated and measured ∆aRMS(φ, θ) obtained from the Two Season VA using both
RPC 0 and RPC 4, and under the scenario conditions defined in Table 2.3




Figure 3.8: Simulated (central figures) and measured (right and left figures) ∆aRMS(φ, θ) ob-
tained from the Two Season VA using RPC 0 only (left figures) or both RPC 0 and RPC 4
(central and right figures), and under the scenario conditions defined in Table 2.3 at the follow-
ing frequencies: (a-c) 2.2 GHz, (d-f) 2.8 GHz, and (e-i) 3.4 GHz. Elevation angles θ are given
on the radial axis and azimuth angles φ are given on the angular axis.
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3.1.2.2 Sensitivity of the prototype
Let us now re-evaluate the sensitivity of the Two Season VA prototype when RPC 4 is used in
addition to RPC 0 in the DoA estimation process of an incoming vertically-polarized EM-wave.
As a reminder, the 95th percentile of ∆aRMS is used in this thesis to specify the sensitivity for a
maximum error threshold of 5◦. It is displayed in Fig. 3.9 to Fig. 3.11 at the three frequencies of
interest and for different PNRs, ranging from 18 dB.m-2 to 36 dB.m-2 (with a step of 3 dB). The
results obtained in Section 2.7.5 from using RPC 0 only are also recalled on the graphs. It can
be observed that thanks to the addition of RPC 4 to RPC 0, the sensitivity of the Two Season
VA is globally improved and also remains stable in the upper bandwidth. Hence, the sensitivity
of the Two Season VA using RPC 0 and RPC 4 for the DoA estimation of an incident vertically-
polarized EM-wave is of −121 dBW.m-2 at 2.2 GHz (PNR ≈ 20 dB.m-2), −115 dBW.m-2 at
2.8 GHz (PNR ≈ 26 dB.m-2) and −115 dBW.m-2 at 3.4 GHz (PNR ≈ 26 dB.m-2). Indeed,
as derived in Section 3.1.1.5, the addition of RPC 4 to RPC 0 in the DoA estimation process
reduces the ambiguity risk (which increases with frequency). As a consequence, the sensitivity
is unchanged as the frequency increases. The theoretical range rmax can also be re-evaluated
taking into account the same emitter as before (i.e., an isotropic antenna and an emitting power
of 1 W). The theoretical range of the Two Season VA using RPC 0 and RPC 4 for the DoA
estimation is now of 317 km at 2.2 GHz, and 159 km at 2.8 GHz and 3.4 GHz. This corresponds
to an extension of the range, which is multiplied by the factors 3.2 to 2.2 GHz, 2.2 to 2.8 GHz




























RPC 0 + RPC 4
Figure 3.9: Measured 95th percentile of ∆aRMS at 2.2 GHz using both RPC 0 and RPC 4 for
the DoA estimation of an incident vertically-polarized EM-wave




























RPC 0 + RPC 4
Figure 3.10: Measured 95th percentile of ∆aRMS at 2.8 GHz using both RPC 0 and RPC 4 for




























RPC 0 + RPC 4
Figure 3.11: Measured 95th percentile of ∆aRMS at 3.4 GHz using both RPC 0 and RPC 4 for
the DoA estimation of an incident vertically-polarized EM-wave
3.1.3 Conclusion
The first section of this chapter was dedicated to the enhancement of the DF performances of the
Two Season VA by further exploiting its RP reconfigurability. Specifically, the RP reconfigurabil-
ity was leveraged by adding new RPs to those associated to the measurement of the components
of the incoming EM-waves in the DoA estimation process. First, an original method based on
the CRB was proposed in order to rapidly select the RP diversity that maximizes the accuracy
of the estimate across the overall bandwidth. It can be noted that this method is not subject
to the DoA estimation technique used for evaluating the DF performances of the VA. Then, it
was shown that the selection of additional RP diversity minimizes the risk of angular ambiguity.
Finally, simulated and measured DF performances were re-evaluated using additional RP diver-
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sity and the MUSIC algorithm. It was demonstrated that such RP diversity allows a significant
improvement of the DF performances in terms of DoA estimation accuracy and sensitivity, as
shown in Table 3.7 (see Table 2.42 for prior performances).
Frequency Psensi PNR rmax † (Pe, Ge)
2.2 GHz −121 dBW.m-2 20 dB.m-2 317 km † (1 W, 0 dBi)
2.8 GHz −115 dBW.m-2 26 dB.m-2 159 km † (1 W, 0 dBi)
3.4 GHz −115 dBW.m-2 26 dB.m-2 159 km † (1 W, 0 dBi)
Table 3.7: Sensitivity and theoretical range of the Two Season VA prototype using RPC 0 and
RPC 4 for the DoA estimation of an incident vertically-polarized EM-wave
Although the addition of new RPs was explored here through the re-evaluation of the simulated
and measured DF performances of the Two Season VA, it can be applied to any RP reconfigurable
VAs.
3.2 Enhancement of the frequency coverage: an improved ver-
sion of the Two Season vector antenna
The aim of this section is to enhance the frequency coverage of the Two Season VA thanks to a
modification of its feeding-profile as well as the deployment of the previously-cited RP diversity
technique. This led to a "new version" of this VA, referred to as the improved version of the
Two Season VA in the remainder of this thesis. In this section,the electrical characteristics and
DF performances are only assessed through full-EM simulations.
3.2.1 Topology of the improved version of the Two Season vector antenna
The improved version of Two Season VA still consists of two orthogonal and colocated semi-
circular arrays of Vivaldi antennas. Furthermore, the same port-numbering is used (see Fig. 2.22).
The geometry of the semi-circular arrays constituting this new version is depicted in Fig. 3.12
and their dimensions are specified in Table 3.8. Besides, they are again printed on the 0.8 mm
thick FR4 substrate (dielectric constant of 4.3 and loss tangent of 0.025) and mounted over the
octagonal metallic surface of side length e. Only the feeding-profile is modified in order to design
this new version of the Two Season VA. The slotlines associated with each Vivaldi antenna are
still electromagnetically coupled through the microstrip-to-slot transition that features a circular
cavity of 5.5 mm radius (rc) and an 80◦ radial stub of radius rs = rc in order to broaden the
bandwidth. In contrast to that mentioned in the Section 2.5.1.3, the input impedance of the
Vivaldi antennas is around 100 Ω and not 65 Ω. Therefore, the 1:2 microstrip line power splitter,
which was previously fabricated using the T-junction and impedance transition lines, can simply
be replaced by two 100 Ω parallel microstrip lines connected to the 50 Ω input port. Indeed,
as two 100 Ω microstrip lines are connected in parallel, a 50 Ω microstrip line can be used to
provide power with equal magnitude across a wide frequency range.















Figure 3.12: Topology of the semi-circular arrays constituting the improved version of the Two
Season VA mounted over a ground plane (not depicted in these figures): (a) radiating- and (b)
feeding-profiles.
Parameter Wt Ht w1 w2 l1 l2 l3
Value (in mm) 153 76.5 43.8 14.4 50.5 15 26.7
Parameter g rc rs w3 w4 w5 e
Value (in mm) 0.6 5.5 5.5 16.9 0.36 1.58 125
Table 3.8: Dimensions of the semi-circular arrays used for designing the improved version of the
Two Season VA
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3.2.2 Electrical performances of the improved version of the Two Season
vector antenna
So far this section has presented the topology of the new version of the Two Season VA, the
electrical performances in terms of impedance matching and radiation properties are now re-
evaluated through full-wave EM simulations with Ansys HFSS.
3.2.2.1 Impedance matching and mutual coupling
Fig. 3.13 shows the simulated VSWR of the improved version of the Two Season VA. Besides,
only the port 1 is considered according to the reasons previously-mentioned in Section 2.6.1.
Considering also a VSWR smaller than 2.3, the simulated impedance bandwidth is of 8.72:1
from 1.31 GHz to 11.42 GHz. Hence, the redesign of the feeding profile in Section 3.2.1 enables
the global improvement of the VSWR and the widening of the simulated bandwidth, which was
previously of 1.71:1 from 2.08 GHz to 3.56 GHz. The electrical size of the improved version of
the Two Season VA is therefore diminished by a factor of 1.59. The VA is now included in a
half-sphere within a 0.33λ0 radius and mounted on a finite metallic and octagonal support with
a circumcircle radius of 0.71λ0, where λ0 is the free space wavelength at 1.31 GHz.











Figure 3.13: Simulated VSWR of the improved version of the Two Season VA
Fig. 3.14 displays the simulated isolation between port 1 and the three other ports of the im-
proved version of Two Season VA. It can be observed that the mutual coupling between the port
1 and the other ports does not exceed -20 dB from 1.9 GHz to 12 GHz. However, the isolation
is slightly poorer at lower frequencies since the mutual coupling is only below -10 dB. Moreover,
the same level of isolation is obtained at the other ports. But anyway, it can be stated that a
good isolation is achieved across the overall operating bandwidth.
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Figure 3.14: Simulated isolation at port 1 of the improved version of the Two Season VA
3.2.2.2 Radiation patterns
The RPs of the improved version of the Two Season VA associated with the measurement of
the components Ez and Hx of an incoming EM-wave are depicted in Fig. 3.16 and Fig. 3.15,
respectively. These RPs are represented in four frequencies: 1.4 GHz, 5 GHz, 8.6 GHz, and
11 GHz in order to provide an overview across the impedance bandwidth. Besides, the RPs
associated with the measurement of the component Hy are not shown for symmetry reasons. In
addition, it is worth mentioning that the RPs at 2.2 GHz, 2.8 GHz, and 3.4 GHz are similar to
those of the previous Two Season VA reported in Fig. F.5 to Fig. F.6 but are not displayed here
for brevity reasons. Several observations can be highlighted. Firstly, it can be observed that
some ripples appear in the E-plane of the magnetic dipole as the frequency increases, yielding
to omnidirectionality defects. Indeed, these fluctuations occur from 3.4 GHz in accordance with
Chu’s theory, as explained in Section 2.6.2. As for the electric monopole, it can be seen that
a few blind directions appear at higher frequencies. These directions depend on the operating
frequency. Secondly, the level of cross-polarization5 of the electric monopole increases with the
frequency (see Fig. 3.16(a-c)), which may lead to DoA estimation errors. Based on these obser-
vations, the improved version of the Two Season VA is likely to provide good DF performances in
the frequency range 1.31 GHz to 3.55 GHz. Indeed, the RPs differ from those of ideal magnetic
dipoles and electric monopole beyond 3.6 GHz.
5The RPs in θ-polarization and φ-polarization correspond to the ones in co-polarization and cross-polarization
for an electric dipole oriented along the zˆ-axis.





Figure 3.15: Simulated realized gain in the θ-polarization (left figures) and φ-polarization (right
figures) of the improved Two Season VA (mounted on the octagonal metallic support) used for
measuring the component Hx of the incoming EM-wave at: (a) & (b) 1.4 GHz, (c) & (d) 5 GHz,
(e) & (f) 8 GHz, and (g) & (h) 11 GHz.





Figure 3.16: Simulated realized gain in the θ-polarization (left figures) and φ-polarization (right
figures) of the improved Two Season VA (mounted on the octagonal metallic support) used for
measuring the component Ez of the incoming EM-wave at: (a) & (b) 1.4 GHz, (c) & (d) 5 GHz,
(e) & (f) 8 GHz, and (g) & (h) 11 GHz.
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3.2.2.3 Efficiency
The simulated total efficiency of the improved version of the Two Season VA is represented in
Fig. 3.17 between 1.3 GHz and 11.5 GHz, which corresponds to the impedance bandwidth of
the VA. The frequency step used for the efficiency evaluation is of 0.1 GHz. As indicated in
Section 2.6.3, only the efficiency at port 1 has to be considered. It can be observed that the
total efficiency decreases with the frequency but exceeds 80% between 1.3 GHz and 8.4 GHz.
Furthermore, it is still higher than 70% at higher frequencies (up to 11 GHz). Therefore, good
DF performances may be expected.






















Figure 3.17: Simulated total efficiency of the improved version of the Two Season VA
3.2.3 Direction finding performances of the improved version of the Two
Season vector antenna
The Two Season VA is intended to estimate the DoA of vertically-polarized EM-waves in the
upper hemisphere through the measurement of the components Ez, Hx and Hy (RPC 0). The
DF performances of the prior Two Season VA have been evaluated between 2.2 GHz to 3.4 GHz
from using RPC 0 only (see Section 2.7) and from adding the previously-introduced RP diversity
technique (see Section 3.1). The overall DF performances were improved using this technique,
in particular at 3.4 GHz where the accuracy of the DoA estimation was the poorest. In the
sections that follow, the simulated DF performances of the improved version of the Two Season
VA are briefly re-evaluated across the new impedance bandwidth from 1.31 GHz to 11.42 GHz
with or without using the RP diversity technique.
3.2.3.1 Direction finding performances without using additional radiation pattern
diversity
The evaluation of the DoA estimation accuracy of an incoming vertically-polarized EM-wave
using the improved version of the Two Season VA is done under the scenario reported in Table 2.3.
However, the frequencies of interest now range from 1.4 GHz to 7.8 GHz with a step of 0.4 GHz.
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Moreover, this evaluation is based solely on the measurement of three components Ez, Hx, and
Hy which is derived through RPC 0.
Fig. 3.18 shows the simulated 95th percentile of the angular distance ∆aRMS as a function of
the frequency. It can be observed that the 95th percentile of ∆aRMS is lower than 5◦ up to 3.4
GHz and is only equal to 5.9◦ at 3.8 GHz. However, it is more than 30◦ for higher frequencies,
which means that the improved version of the Two Season VA is not suited for 3-D DF at these
frequencies (if only RPC 0 is used for the DoA estimation). This can be explained by the fact
that the RPs that permit the measurement of the components Ez, Hx, and Hy are not as similar
as those of ideal dipoles, as they are at lower frequencies (see Section 3.2.2.2). It can be noted the
DF performances between 2.2 GHz and 3.4 GHz are consistent with the ones achieved with the
prior Two Season VA reported in Section 2.7.4. Besides, in view of the results obtained between
3.8 GHz and 7.8 GHz, the DF performances evaluation was not performed in the frequency
range from 7.8 GHz to 11.4 GHz (i.e., in the upper-end of the impedance bandwidth).
Fig. 3.19 presents the simulated ∆aRMS at four frequencies: 1.4 GHz, 2.2 GHz, 3 GHz, and 3.8
GHz. It can be seen that ∆aRMS does not exceed 5◦ in almost every direction in the 3-D upper
half-space over this frequency range. As stated in Section 2.7.4, these specific directions depend
on the operating frequency.
Hence, the frequency coverage of the improved version of the Two Season VA is enhanced. Indeed,
this VA can estimate accurately the DoA of an incoming vertically-polarized EM-wave across
the 3-D upper half-space and over a 2.9:1 bandwidth between 1.31 GHz to 3.8 GHz from using
only the measurement of the three components Ez, Hx, and Hy. As a reminder, the former
prototype Two Season VA reached the same level of DF performances over a 1.69:1 bandwidth
from 2.1 GHz to 3.55 GHz.
























Figure 3.18: Simulated 95th percentile of ∆aRMS obtained from the improved version of the
Two Season VA using RPC 0 only, and under the scenario conditions defined in Table 2.3
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(a) (b)
(c) (d)
Figure 3.19: Simulated ∆aRMS(φ, θ) obtained with the improved version of Two Season VA
from using RPC 0 only, and under the scenario conditions defined in Table 2.3 at the following
frequencies: (a) 1.4 GHz, (b) 2.2 GHz, (c) 3.0 GHz, and (d) 3.8 GHz. Elevation angles θ are
given on the radial axis and azimuth angles φ are given on the angular axis.
3.2.3.2 Direction finding performances using additional radiation pattern diversity
The DF performances of the improved version of the Two Season VA are now re-evaluated using
the additional RP diversity technique introduced in Section 3.1.
Selection of the RPC
The first step consists in choosing the RPC to add to RPC 0 in the DoA estimation process
among the 11 available RPCs summarized in Table 3.1. For each RPC, the CRB on θ and φ is
computed from the parameters displayed in Table 3.2 and between 1.3 GHz to 8.9 GHz with a 0.1
GHz step. The CRBφ and CRBθ are shown in Fig. 3.20 and Fig. 3.21, respectively. The results
achieved from using only RPC 0 are also set out for comparison purposes. First, it can be noted
that the improvement of the DoA estimation accuracy is more or less effective in φ and θ as a
function of the RPC as well as the frequency. Secondly, RPC 4 achieves practically the highest
accuracy for estimating θ over the studied frequency range. As for estimating φ, it is basically
the case up to 3.8 GHz. At higher frequencies, RPC 4 is globally the most effective RPC for
enhancing the DoA estimation accuracy both in azimuth and elevation. Therefore, RPC 4 is
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chosen to be added to RPC 0 over the entire bandwidth without inhibition as it already greatly
improves the DF performances. It can be noted that a more complicated DoA estimation process
could eventually be implemented by choosing the most favorable RPC at each frequency.


















RPC 1 RPC 2 RPC 3 RPC 4
RPC 5 RPC 6 RPC 7 RPC 8
RPC 9 RPC 10 RPC 11 RPC 0
Figure 3.20: Highest simulated CRB(φ) of the improved version of the Two Season VA using
different RPCs [1 to 11] added to RPC 0, and under the scenario conditions defined in Table 3.2


















RPC 1 RPC 2 RPC 3 RPC 4
RPC 5 RPC 6 RPC 7 RPC 8
RPC 9 RPC 10 RPC 11 RPC 0
Figure 3.21: Highest simulated CRB(θ) of the improved version of the Two Season VA using
different RPCs [1 to 11] added to RPC 0, and under the scenario conditions defined in Table 3.2
DoA estimation accuracy
The simulated estimation accuracy of the DoA of an incoming vertically-polarized EM-wave
achievable using the improved version of the Two Season VA and the MUSIC algorithm are
evaluated under the scenario conditions specified in Table 2.3 between 1.4 GHz to 9.8 GHz
(with a 0.2 GHz step). In this evaluation, RPC 4 is employed in the DoA estimation process in
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addition to the measurement of the three components Ez, Hx and Hy of the incident EM-wave
(RPC 0).
Fig. 3.22 displays the simulated maximum value and 95th percentile of the angular distance
∆aRMS achieved under these conditions. For comparison purposes, the results obtained in Sec-
tion 3.2.3.1 are also reported in these charts. Several observations can be highlighted. Firstly,
it can be clearly seen that the addition of RPC 4 to RPC 0 improves the accuracy of the DoA
estimation. Secondly, estimation errors increase with frequency whether or not RPC 4 is used,
which is consistent with the CRB curves depicted in Fig. 3.20 and Fig. 3.21. However, the
95th percentile of ∆aRMS is now lower than 5◦ up to 8.6 GHz thanks to the addition of RPC 4,
compared to 3.4 GHz beforehand. The frequency coverage is therefore extended.
In particular, the angular distance ∆aRMS is set out at four frequencies (that are 1.4 GHz, 3.8
GHz, 5 GHz, and 8.6 GHz) when RPC 4 is added to RPC 0 in Fig. 3.23 in order to provide
an overview of the DF performances. It can be observed that ∆aRMS does not exceed 5◦ in
almost every direction in the upper hemisphere. As previously-stated, the accuracy of the DoA
estimation decreases as the frequencies increases. However, the addition of RPC 4 improves the
overall DF performances (see, e.g., the accuracy achieved at 1.4 GHz and 3.8 GHz in Fig. 3.19(a
& d) and Fig. 3.23(a & b)) and independently of the frequency.
In a nutshell, the improved version of the Two Season VA can estimate the DoA of an incoming
vertically-polarized EM-wave across the 3-D upper half-space and over a 6.56:1 bandwidth be-
tween 1.31 GHz to 8.6 GHz with a good accuracy if the RP diversity technique is added to the
measurement of the three components Ez, Hx, and Hy in the estimation process. This technique
not only improves the accuracy of the DoA estimation, but also enables the extension of the
frequency coverage. The same RPC (RPC 4) is used across the overall bandwidth, which is
interesting in order to simplify the DoA estimation process.
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Figure 3.22: Simulated (a) max ∆aRMS and (b) 95th percentile of ∆aRMS obtained with the
improved version of the Two Season VA from adding RPC 4 to RPC 0, and under the scenario
conditions defined in Table 2.3
(a) (b)
(c) (d)
Figure 3.23: Simulated ∆aRMS(φ, θ) obtained with the improved version of Two Season VA from
adding RPC 4 to RPC 0, and under the scenario conditions defined in Table 2.3 at the following
frequencies: (a) 1.4 GHz, (b) 3.8 GHz, (c) 5 GHz, and (d) 8.6 GHz. Elevation angles θ are given
on the radial axis and azimuth angles φ are given on the angular axis.
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Simulated sensitivity
The simulated sensitivity of the improved version of the Two Season VA is now re-evaluated at
1.4 GHz, 5 GHz and 8.6 GHz when RPC 4 is added to RPC 0 for the estimation of the DoA of an
incident vertically-polarized EM-wave. These frequencies correspond approximately to the lower,
central and upper frequencies of the VA bandwidth within which the 95th percentile of ∆aRMS
was below 5◦ (under the scenario conditions summarized in Table 2.3). This figure-of-merit is
shown in Fig. 3.24 at the three frequencies of interest and for different PNRs, ranging from 18
dB.m-2 to 36 dB.m-2 (with a step of 3 dB). The sensitivity of the improved Two Season VA is
degraded as the frequency increases since the 95th percentile of ∆aRMS also rises (see Fig. 3.22).
From Fig. 3.24, it can be stated that Psensi is approximately of −115 dBW.m-2 at 1.4 GHz (PNR
≈ 26 dB.m-2), −109 dBW.m-2 at 5 GHz (PNR ≈ 32 dB.m-2) and −106 dBW.m-2 at 8.6 GHz
(PNR ≈ 35 dB.m-2) to estimate accurately the DoA of an incoming vertically-polarized EM-wave
using both RPC 0 and RPC 4. Considering the same emitter as before (i.e., an isotropic antenna
and an emitting power of 1 W), the theoretical range rmax of the improved version of the Two
Season VA using RPC 0 and RPC 4 for the DoA estimation has been derived and reported in
Table 3.9. The ranges achieved are consistent with those displayed in Table 3.7.
Table 3.9: Simulated sensitivity and theoretical range of the improved Two Season VA prototype
using RPC 0 and RPC 4 for the DoA estimation of an incident vertically-polarized EM-wave
Frequency Psensi PNR rmax † (Pe, Ge)
1.4 GHz −115 dBW.m-2 26 dB.m-2 159 km † (1 W, 0 dBi)
5 GHz −109 dBW.m-2 32 dB.m-2 80 km † (1 W, 0 dBi)






























Figure 3.24: Measured 95th percentile of ∆aRMS at 3.4 GHz using both RPC 0 and RPC 4 for
the DoA estimation of an incident vertically-polarized EM-wave
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Effects of the incoming EM-wave depolarization on the DF performances
The purpose of the study that follows is to evaluate the effects of the depolarization of the
incoming EM-wave on the DF performances of the improved version of the Two Season VA since
this antenna is intended to estimate the DoA of vertically-polarized EM-waves. As detailed in
Eq. 1.1, the polarization state of the incident EM-wave is described by the parameters γ and
η. They describe the relation between the amplitudes of the two orthogonal components of
the electric field and the relative phase between these components, respectively. As a reminder,
a vertically-polarized EM-wave is characterized by γ = 90◦ and η = 0◦ while an horizontally-
polarized EM-wave is characterized by γ = 0◦ and η = 0◦.
The evaluation of the accuracy of the DoA estimation from using both RPC 0 and RPC 4
is performed under the scenario conditions summarized in Table 3.10, which are the same of
those reported in Table 2.3 except for the polarization of the incoming EM-wave. For each
state of polarization of the EM-wave, the DF performances are assessed. Nevertheless, it can
be noted that the incoming EM-wave is still assumed to be linearly-polarized (η = 0◦). The
results of this investigation are shown in Fig. 3.25 in terms of the 95th percentile of ∆aRMS. It
can be clearly seen that the estimation errors increase with the depolarization of the incident
EM-wave (relative to a vertically-polarized EM-wave). Indeed, the VA captures less power
due to polarization mismatch leading to a decreased in estimation accuracy. Moreover, the
estimation errors increase as well with the frequency, which yields to a reduction of the frequency
coverage. Despite this, the improved version of the Two Season VA exhibits a certain robustness
against small depolarization errors. Nonetheless, this study highlights one of the most significant
advantages of dual-polarized DF antennas as well as complete VAs (that are, VAs that enable
the measurement of all the components of the EM-wave), which is their ability to tackle the
problems associated with polarization mismatch.




















γ = 90◦ † η = 0◦ γ = 78.75◦ † η = 0◦ γ = 67.5◦ † η = 0◦
Figure 3.25: Simulated 95th percentile of ∆aRMS obtained with the improved version of the Two
Season VA from using both RPC 0 and RPC 4, and under the scenario conditions defined in
Table 3.10
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Table 3.10: Parameters used for evaluating the DF performances
DoA Algorithm MUSIC
Number of incoming EM-waves 1
Polarization of the incoming EM-wave
γ ∈ {90◦, 78.75◦, 67.5◦}
η = 0◦
Angular coverage
φ ∈ [0◦ ; 90◦]




Incoming EM-wave power density -105 dBW.m-2
Noise power level -111 dBm
PNR 36 dB.m-2
Snapshots per DoA estimation 100
Number of estimations per DoA 20
Frequencies of interest
1.4 GHz - 8.6 GHz
with a 0.4 GHz step
3.2.4 Conclusion
As a reminder, the Two Season VA has shown good DF performances to estimate the DoA of
vertically-polarized EM-waves in the upper hemisphere over an impedance bandwidth of 1.69:1
from 2.1 GHz to 3.55 GHz. The second section of this chapter was dedicated to the widening of
the frequency coverage of the Two Season VA thanks to the modification of the feeding-profile of
the antenna and the exploitation of the additional RP diversity technique. Hence, an improved
version of the Two Season VA was designed. First, the modification of the feeding-profile of
the Two Season VA has enabled the extension of the impedance bandwidth to 8.72:1 from 1.31
GHz to 11.42 GHz. However, good DF performances were only obtained until the previous
upper operating frequency (approximately 3.6 GHz) without using the additional RP diversity
technique. This result was expected in accordance with the earlier performances of the Two
Season VA obtained from using only the measurement of the three components Ez, Hx and Hy
of incoming EM-waves. Indeed, the three RPs that enable this measurement differ from those
of ideal electric and magnetic dipoles as the frequency increases. Nonetheless, an accurate DoA
estimate of a vertically-polarized EM-wave has been achieved up to 8.6 GHz using the additional
RP diversity technique. Finally, it has been shown that the estimation errors increased if the
polarization of the incoming EM-wave is no longer vertically-polarized. As a consequence, the
next section focuses on adjusting the topology of the improved version of the Two Season VA in
order to tackle polarization mismatch.
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3.3 A dual-polarized vector antenna: the Four Season vector
antenna
The aim of this section is to enhance the DF performances of the improved version of the Two
Season VA by reducing the estimation errors bring by polarization mismatch. To this end, the
topology of this antenna is modified, resulting in a new VA referred to as the Four Season VA.
The electrical characteristics and DF performances have been evaluated through simulation and
measurement.
3.3.1 Topology of the Four Season vector antenna
The improved version of the Two Season VA is able to estimate the DoA of vertically-polarized
EM-waves in the upper hemisphere through the measurement of the components Hx, Hy and
Ez. Since the aim of this section is to limit the estimation errors associated to polarization
mismatch, it is necessary to adjust the antenna structure in order to estimate the DoA of
incoming horizontally-polarized EM-waves as well. To this end, the measurement of the three
componentsHz, Ex and Ey is required. Besides, the modification of the antenna structure should
be undertaken without affecting the quality of previous estimates of vertically-polarized EM-
waves. Therefore, the two semi-circular arrays of Vivaldi antennas constituting the improved
version of the Two Season VA are retained as such. The comparison of the DoA estimation
accuracy of the Two Season VA mounted over an infinite or finite and octagonal ground plane in
Section 2.7.4 showed that the size and shape of the metallic support do not significantly affect
the DF performances. The idea is thus to replace the metallic support with a radiating element
that can both acts as a ground plane for the two semi-circular arrays of the Two Season VA
and enables the measurement of the three missing components Hz, Ex and Ey. As a result,
the DoA of impinging EM-waves could be estimated regardless of their polarization since all six
components of the incoming EM-waves would be measured.
The topology of the Four Season VA is depicted in Fig. 3.26, which consists of the two semi-
circular arrays of the improved version of the Two Season VA mounted over a circular array
of eight Vivaldi antennas. This latter presents also four output ports, resulting in an 8-port
VA. In the same vein as for the measurement of the components Ez, Hx and Hy, the three
components Hz, Ex and Ey are derived using three sets of weighting coefficients assigned to the
received signals at the circular array ports. Indeed, the circular array can acts as one magnetic
dipole oriented along the zˆ-axis and two electric dipoles oriented along the xˆ-axis and yˆ-axis
(see the RPs depicted in Section 3.3.2.2). The weightings associated to the measurement of the
six components of any incident EM-wave are summarized in Table 3.11 and are denoted by the
acronym RPC 00. The port-numbering of the vertical radiating elements of the Four Season VA
corresponds to the one of the Two Season VA. Therefore, the weightings used for measuring the
components Hx, Hy and Ez are not changed.
Additional details on the geometry of the horizontal part of the Four Season VA are provided in
Fig. 3.27 and in Table 3.12. Specifically, the horizontal circular array is designed from a scale
factor of 1.5 of the vertical semi-circular array (i.e., the one used for the improved version of the
Two Season VA). All dimensions are scaled except for the widths of the microstrip lines (w4 and
w5) and the thickness of the dielectric (0.8 mm FR4 substrate) in order to keep unchanged the
impedance of the input ports (50 Ω) and the characteristic impedance of each Vivaldi antenna
(100 Ω). Moreover, to enable the metallic surface of the horizontal circular array to serve as
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Figure 3.26: Topology of the Four Season VA and port-numbering
RPC
Measured
Port 1 Port 2 Port 3 Port 4 Port 5 Port 6 Port 7 Port 8
Component
00
Ex 0 0 0 0 1 1 -1 -1
Ey 0 0 0 0 1 -1 -1 1
Ez 1 1 1 1 0 0 0 0
Hx 1 -1 0 0 0 0 0 0
Hy 0 0 1 -1 0 0 0 0
Hz 0 0 0 0 1 -1 1 -1
Table 3.11: Set of weighting coefficients assigned to the signals received at the eight ports of the
Four Season VA for measuring the six components of an incoming EM-wave
Parameter Dh lh1 lh2 lh3 wh1 wh2
Value (in mm) 230 75.75 22.5 40.6 65.7 21.6
Parameter wh3 gh rhc rhs w4 w5
Value (in mm) 13.9 0.9 8.25 8.25 0.36 1.58
Table 3.12: Dimensions of the horizontal circular array constituting the Four Season VA





















Figure 3.27: Horizontal circular array constituting the Four Season VA: (a) top view, and (b)
back view
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3.3.2 Electrical performances of the Four Season vector antenna
So far this section has described the topology of the reconfigurable Four Season VA, its electrical
performances in terms of impedance matching and radiation properties are now assessed using
full-wave EM simulations with Ansys HFSS. In addition, the proposed VA has been manufac-
tured and measured in the LAAS-CNRS anechoic chamber. Comparisons between simulation
and measurement results are carried out in order to experimentally validate the performances.
A photograph of the prototype is given in Fig. 3.28.
Figure 3.28: Photograph of the Four Season VA prototype
3.3.2.1 Impedance matching and mutual coupling
The simulated and measured VSWR of the vertical and horizontal radiating elements of the
Four Season VA are shown in Fig. 3.29, respectively. For symmetry reasons, only the VSWR
at port 1 (vertical part) and port 5 (horizontal part) are depicted. Moreover, the VSWR that
can be achieved at port 1 if there is a perfect electrical connection (i.e., instead of using vias)
between the vertical part and the underside of the horizontal part is also plotted.
The measured impedance bandwidth of the vertical part of the Four Season VA is of 6.77:1 from
1.24 GHz to 8.40 GHz (for a VSWR smaller than 2.3). There is relatively a good agreement
between the simulated and measured results even if the measured VSWR at port 1 is slightly
degraded at high frequencies. Nonetheless, it can be noted that the VSWR can be improved
through a better electrical connection. It would be interesting to investigate a different technique
and manufacturing process in order to ensure a better electrical connection. The measured
impedance bandwidth of the horizontal part of the Four Season VA is of 10.74:1 from 0.79 GHz
to 8.49 GHz (for a VSWR smaller than 2.3). As expected, there is approximately a factor 1.5
between the lower operating frequency of the vertical and horizontal radiating elements of the
Four Season VA since the horizontal part has been scaled from the vertical part with the same
factor. Furthermore, the measured VSWR at port 5 is also consistent with the one simulated.
Hence, the impedance bandwidth of the prototype of the Four Season VA is limited to 6.77:1
and covers the frequencies from 1.24 GHz to 8.40 GHz, since it is constrained by the bandwidth
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of the vertical radiating elements. The Four Season VA is included in a half-sphere within a
0.47λ1.24GHz radius. Besides, the radius of the vertical semi-circular arrays is 0.32λ1.24GHz while
that of the circular array is 0.30λ0.79GHz (i.e., 0.47λ1.24GHz).











Port 1 (SIM. perfect electrical connection)
Port 1 (SIM. vias)
Port 1 (MEAS.)
(a)











Port 5 (SIM. vias)
Port 5 (MEAS.)
(b)
Figure 3.29: Simulated and measured VSWR of the Four Season VA: (a) port 1, and (b) port 5
The measured isolation between port 1 and the seven ports of the Four Season VA is depicted
in Fig. 3.30. It can be observed that the mutual coupling between port 1 and the other vertical
ports (ports i ∈ J2, 4K) does not exceed -10 dB across the overall bandwidth and even -20 dB
from 1.8 GHz. As for the mutual coupling between port 1 and the horizontal ports (ports
i ∈ J5, 8K), it is below - 20 dB over the operating bandwidth. Fig. 3.31 presents the measured
isolation between port 5 and the other horizontal ports (ports i ∈ J6, 8K). It can be seen that
the mutual coupling is also less than - 20 dB in the operating frequency range. Moreover, the
same level of isolation is achieved at the other ports. Besides, simulated results were not plotted
for readability but are consistent with the measurement results.
Finally, it can be noted that the VSWR and the level of isolation achieved at the vertical ports of
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Figure 3.30: Measured mutual coupling between: (a) port 1 and the other vertical ports, and
(b) port 1 and the other horizontal ports of the Four Season VA
the Four Season VA are consistent with the simulated results of the improved version of the Two
Season VA reported in Section 3.2.2.1. This permits to partially and experimentally confirm the
announced performances of the improved version of the Two Season VA.
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Figure 3.31: Measured mutual coupling between port 5 and the other horizontal ports of the
Four Season VA
3.3.2.2 Radiation patterns
In this section, the RPs of the Four Season VA prototype associated with the measurement of
the six components an incoming EM-wave are compared to simulations results. The simulated
RPs associated to RPC 00 that enable the measurement of these components are displayed in
Appendix H.2 at 2.8 GHz.
As a reminder, three RPs of the vertical semi-circular arrays of the Four Season VA enable
the measurement of the components Ez, Hx and Hy of an incident EM-wave. Fig. 3.32(a) and
Fig. 3.32(b) present the realized gain in the yˆz-plane at 2.8 GHz when the amplitude/phase
associated to the measurement of the components Ez and Hx are impressed at the eight ports
of the VA (see Table 3.11), respectively. For symmetry reasons, the RP associated with the
measurement of Hy is not presented. Besides, the RPs of the Two Season VA are also plotted in
order to analyze the impact of the modification of the ground plane. Looking at these figures,
it can be observed that the combined RPs of the Four Season VA are similar to those in the
E-plane of an electric monopole oriented along the zˆ-axis (i.e., 8-shape RP) and a magnetic
dipole oriented along the xˆ-axis (i.e., omnidirectional RP), respectively. As might be expected,
the use of the metallic surface of the horizontal circular array as a ground plane for the vertical
semi-circular arrays (instead of the octagonal metallic surface) modify the RPs, but they remain
similar to those of dipoles. The RPs at other frequencies are not presented here for the sake
of brevity, but they are "similar" to those of the Two Season VA, apart from the effects of the
ground plane.
As for the measurement of the components Ex, Ey and Hz of an incident EM-wave, it is per-
formed thanks to three RPs associated to the horizontal circular array of the Four Season VA.
Fig. 3.33 and Fig. 3.34 show the realized gain of the Four Season VA when the amplitude/phase
for measuring the components Ex and Hz (see Table 3.11) are impressed at the eight ports of
the antenna, respectively. The RPs are presented in one elevation cut (the xˆy-plane) and in the
azimuth plane (i.e., the xˆy-plane) at four frequencies: 1.4 GHz, 2.8 GHz, 5 GHz, and 8 GHz
within the operating band. The RPs identified in Fig. 3.33 are the ones of an electric dipole
oriented along the xˆ-axis in its H-plane (i.e., omnidirectional RP) and E-plane (i.e., 8-shaped
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Figure 3.32: Simulated (black solid line) and measured (red dashed line) realized gain of the
Four Season VA in θ-polarization and in the yˆz-plane associated with the amplitude/phase
impressed at the eight ports of the antenna (specified in Table 3.11) for measuring at 2.8 GHz
the component: (a) Ez, and (b) Hx. The blue line corresponds to the simulated RPs of the Two
Season VA mounted over the octagonal ground plane.
RP) across the entire operating band. Besides, the RPs associated with the measurement of Ey
are not shown for symmetry reasons. As for the RPs displayed in Fig. 3.34, they correspond
to those of a magnetic dipole oriented along the zˆ-axis in its H-plane (i.e., 8-shape RP) and
E-plane (i.e., omnidirectional RP) across the entire operating band. However, it can be seen
that some ripples appear in the RPs of the electric and magnetic dipoles as the frequency in-
creases, as expected by Chu’s theory. Overall, there is a reasonably good agreement between
the measurement and the simulation results. Nonetheless, the measured realized gain is lower.
There are two plausible explanations:
• The dielectric losses were considered constant in the simulation and did not increase with the
frequency as in practice, which is especially disadvantageous with a low-cost substrate such
as FR-4.
• The back environment of the antenna (cables, support, absorber, and positioner) was not
modeled in the simulation.
In summary, the measured RPs of the Four Season VA correspond to the ones of a complete
VA (that is, a VA that enable the measurement of the six component of an incoming EM-wave)
across the overall impedance bandwidth. Nevertheless, they differ from those of ideal dipoles as
the frequency increases due to the emergence of fluctuations.













































































































Figure 3.33: Simulated (black solid line) and measured (red dashed line) realized gain of the
Four Season VA in φ-polarization associated with the amplitude/phase impressed at the eight
ports of the antenna for measuring the component Ex (specified in Table 3.11) at: (a) 1.4 GHz,
(b) 2.8 GHz, (c) 5 GHz, and (d) 8 GHz. The left and right figures correspond to the RP in the
yˆz-plane and xˆy-plane, respectively.













































































































Figure 3.34: Simulated (black solid line) and measured (red dashed line) realized gain of the
Four Season VA in φ-polarization associated with the amplitude/phase impressed at the eight
ports of the antenna for measuring the component Hz (specified in Table 3.11) at: (a) 1.4 GHz,
(b) 2.8 GHz, (c) 5 GHz, and (d) 8 GHz. The left and right figures correspond to the RP in the
yˆz-plane and xˆy-plane, respectively.
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3.3.2.3 Efficiency
Fig. 3.35 presents the simulated total efficiency of the Four Season VA between 1 GHz to 9 GHz
to cover its impedance bandwidth, which ranges from 1.24 GHz to 8.40 GHz. The frequency
step used for the efficiency evaluation is of 0.1 GHz. For symmetry reasons, only the efficiency at
ports 1 and 5 is considered. It can be seen that the total efficiency decreases with the frequency.
Nonetheless, the total efficiency at the vertical ports exceeds approximately 80% across the
overall antenna bandwidth. For the horizontal ports, the total efficiency is above 80% up to 6.4
GHz and still higher than 60% over the rest of the bandwidth. Futhermore, it can be noted that
the dielectric losses are not taken into account in this evaluation.
























Figure 3.35: Simulated total efficiency at port 1 and port 5 of the Four Season VA
3.3.3 Direction finding performances of the Four Season vector antenna
The Four Season VA was designed to enhance the DF performances of the improved version of
the Two Season VA by reducing the estimation errors bring by polarization mismatch. To this
end, this VA is intended to estimate the DoA of incoming EM-waves in the upper hemisphere
regardless of their polarization. In the sections that follow, the DF performances of the Four
Season VA are assessed with or without using the additional RP diversity technique. In the
latter case, measurement results are also provided to experimentally validate the simulation
results.
3.3.3.1 Direction finding performances without additional radiation pattern diver-
sity
The DoA estimation accuracy of the Four Season VA achievable with using the MUSIC algo-
rithm is evaluated under the scenario conditions summarized in Table 3.13. This investigation is
performed using only the measurement of the six components of the incoming linearly-polarized
EM-wave (RPC 00). Besides, the polarization state of the wave is assumed to be known (η = 0◦
and γ is known). Fig. 3.36 presents the maximum value and 95th percentile of the angular
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distance ∆aRMS achieved under these conditions and for each polarization state of the incoming
EM-wave. Several observations can be highlighted. First, it can be noted that the maximum
error increases with the frequency regardless of the polarization of the incident EM-wave. How-
ever, the maximum estimation errors are less significant if the EM-wave is vertically- (γ = 90◦)
or horizontally-polarized (γ = 0◦). Secondly, the 95th percentile of ∆aRMS does not exceed 5◦
up to approximately up to 7.6 GHz if the incoming EM-wave is vertically-polarized. Besides,
by comparing this accuracy with the one achieved in Fig. 3.19 with the improved version of
the Two Season VA using only RPC 0 (i.e., the measurement of the components Ez, Hx and
Hy), it can be noted that the DoA estimation of a vertically-polarized EM-wave is improved
in terms of accuracy and frequency coverage. This is due to the additional measurement of
the components Ex, Ey and Hz. The same level of DoA estimation accuracy has been approxi-
mately achieved with the improved version of the Two Season VA if RPC 4 was used in addition
to RPC 0 (see Fig. 3.22). Thirdly, by comparing Fig. 3.25 and Fig. 3.36, it is apparent that
the Four Season VA minimizes the estimation errors that occur if the received EM-wave is no
longer vertically-polarized. In particular, very good DF performances are reached if the incom-
ing EM-wave is horizontally-polarized across the overall VA bandwidth. However, the DoA
estimation is less accurate but still improved for EM-waves that are neither purely vertically-
nor horizontally-polarized. The idea is now to use additional RP diversity in order to improve
the DF performances, especially for the estimation of EM-waves that are not purely vertically-
or horizontally-polarized.
Table 3.13: Parameters used for evaluating the DF performances
DoA Algorithm MUSIC
Number of incoming EM-waves 1
Polarization of the incoming EM-wave
γ ∈ {90◦, 67.5◦, 45◦, 22.5◦, 0◦}
η = 0◦
Angular coverage
φ ∈ [0◦ ; 90◦]




Incoming EM-wave power density -105 dBW.m-2
Noise power level -111 dBm
PNR 36 dB.m-2
Snapshots per DoA estimation 100
Number of estimations per DoA 20
Frequencies of interest
1 GHz - 8.2 GHz
with a 0.4 GHz step
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Figure 3.36: Simulated (a) max ∆aRMS and (b) 95th percentile of ∆aRMS obtained with the
Four Season VA from using RPC 00, and under the scenario conditions defined in Table 3.10
3.3.3.2 Direction finding performances with additional radiation pattern diversity
Using the RP diversity technique presented in Section 3.1, the DF performances of the Four
Season VA are re-evaluated in this section.
Selection of the RPCs
The first step consists in choosing the RPCs to use in addition to RPC 00 in the DoA estimation
process in order to improve the DF performances regardless of the polarization of the incoming
EM-wave. Let us consider again wi ∈ {1, 0, -1} (i ∈ [[1; 8]]) be the possible values for the weighting
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coefficients. There are normally 38 sets of weighting coefficients [w1, w2, w3, w4, w5, w6, w7, w8]
that could be assigned to the signals received by the 8-port Four Season VA. Among these
6561 sets, only the sets of the form [w1, w2, w3, w4, 0, 0, 0, 0] and [0, 0, 0, 0, w5 , w6, w7, w8] are
considered here in order to simplify the RPC selection. In this way, the vertical and horizontal
parts of the Four Season VA are independently considered. As a consequence, there are only
2× 34 sets to investigate, which yields to a total of 2× 11 RPCs following the method reported
in Section 3.1.1.1 (i.e., keep only one of the sets that provide the same RP and then combine the
sets exhibiting to the same RPs with a rotation symmetry of 90◦ in the azimuth plane). The 11
RPCs associated with the vertical part of the Four Season VA are the ones of the Two Season
VA indicated in Table 3.1 (with wi = 0 for i ∈ [[5; 8]]) since the port-numbering is unchanged.
As for the 11 RPCs associated to the horizontal part, they are summarized in Table 3.14 and
the corresponding RPs are given in Appendix H.2. Finally, 2 RPCs among the 22 RPCs will
be selected (one for each part) to provide the highest estimation accuracy regardless of the
polarization of the incoming EM-wave across the overall bandwidth.
RPC 12 RPC 13 RPC 14
Port 5 1 0 0 0 1 0 1 1 1 0 0 1
Port 6 0 1 0 0 1 1 0 1 1 1 0 0
Port 7 0 0 1 0 1 1 1 0 0 1 1 0
Port 8 0 0 0 1 0 1 1 1 0 0 1 1
RPC 15 RPC 16 RPC 17
Port 5 1 -1 1 1 1 1 0
Port 6 1 1 -1 1 1 0 1
Port 7 1 1 1 -1 1 1 0
Port 8 -1 1 1 1 1 0 1
RPC 18 RPC 19 RPC 20
Port 5 1 0 1 -1 0 0 1 -1 1 0
Port 6 0 1 0 1 -1 0 0 1 -1 1
Port 7 -1 0 0 0 1 -1 1 0 1 -1
Port 8 0 -1 -1 0 0 1 -1 1 0 1
RPC 21 RPC 22
Port 5 1 -1 0 1 1 0 -1 1
Port 6 1 1 -1 0 1 1 0 -1
Port 7 0 1 1 -1 -1 1 1 0
Port 8 -1 0 1 1 0 -1 1 1
Table 3.14: RPCs and corresponding weighting coefficients wi (i ∈ [[5; 8]]) assigned to the signals
received by the 8-port Four Season VA. The weightings at ports i (i ∈ [[1; 4]]) are wi = 0.
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The CRB on θ and φ is computed from the parameters displayed in Table 3.15, which involves
repeating the study for each polarization state of the incoming EM-wave. The CRBφ and CRBθ
corresponding to these 22 RPCs are provided in Appendix H.3. From these figures, it is clear
that the DoA estimation accuracy is more or less improved in φ and θ as a function of the
RPC as well as the frequency. For the sake of readability, only the RPCs that ensure the
highest precision across the overall bandwidth are depicted in Fig. 3.37 to Fig. 3.41. The CRB
obtained from using only RPC 00 are also set out for comparison purposes. For the RPCs
associated with the vertical part of the Four Season VA, it can be noted that is still RPC 4
that provides the highest estimation accuracy over the entire bandwidth, and this regardless
of the polarization of the incoming EM-wave. As for the RPCs associated with the horizontal
part of the Four Season VA, it is RPC 15. Globally, RPC 4 is more effective than RPC 15 to
enhance the DF performances, except when the polarization of the incoming EM-wave is nearly
horizontal (i.e., for low γ angles) in the low-end of the frequency range (see Fig. 3.40(b) and
Fig. 3.41(b)). However, it can be seen that the use of RPC 4 and RPC 15 in addition to RPC 00
slightly improves DF performances. Nonetheless, the estimation accuracy achieved through this
additional RP diversity (RPC 4 and RPC 15) is clearly enhanced across the entire impedance
bandwidth whatever the polarization of the incoming EM-wave.
Number of incoming EM-waves 1
Polarization of the incoming EM-wave
γ ∈ {90◦, 67.5◦, 45◦, 22.5◦, 0◦, }
η = 0◦
Angular coverage
φ ∈ [0◦ ; 360◦]




Incoming EM-wave power density -117 dBW.m-2
Noise power level -111 dBm
PNR 24 dB.m-2
Snapshots per DoA estimation 100
Frequencies of interest
1 GHz - 8 GHz
with a 0.1 GHz step
Table 3.15: Parameters used for the CRB analysis
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RPC 00 + RPC 4
RPC 00 + RPC15
RPC 00 + RPC 4 + RPC 15
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RPC 00 + RPC 4
RPC 00 + RPC15
RPC 00 + RPC 4 + RPC 15
RPC 00
(b)
Figure 3.37: Highest simulated (a) CRLB(θ) and (b) CRLB(φ) of the Four Season VA using
different RPCs added to the RPC 00, and under the scenario conditions defined in Table 3.15
(γ = 90◦ † η = 0◦, i.e. vertical polarization)
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RPC 00 + RPC 4
RPC 00 + RPC15
RPC 00 + RPC 4 + RPC 15
RPC 00
(b)
Figure 3.38: Highest simulated (a) CRLB(θ) and (b) CRLB(φ) of the Four Season VA using
different RPCs added to the RPC 00, and under the scenario conditions defined in Table 3.15
(γ = 67.5◦ † η = 0◦)
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RPC 00 + RPC 4
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RPC 00 + RPC 4 + RPC 15
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(b)
Figure 3.39: Highest simulated (a) CRLB(θ) and (b) CRLB(φ) of the Four Season VA using
different RPCs added to the RPC 00, and under the scenario conditions defined in Table 3.15
(γ = 45◦ † η = 0◦)
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RPC 00
(b)
Figure 3.40: Highest simulated (a) CRLB(θ) and (b) CRLB(φ) of the Four Season VA using
different RPCs added to the RPC 00, and under the scenario conditions defined in Table 3.15
(γ = 22.5◦ † η = 0◦)
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(b)
Figure 3.41: Highest simulated (a) CRLB(θ) and (b) CRLB(φ) of the Four Season VA using
different RPCs added to the RPC 00, and under the scenario conditions defined in Table 3.15
(γ = 0◦ † η = 0◦, i.e. horizontal polarization)
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DoA estimation accuracy
The accuracy of the DoA estimation that can be reached using the Four Season VA and the
MUSIC algorithm is now evaluated. This evaluation is performed under the scenario conditions
summarized in Table 3.13. The measurement of the six components of the incoming EM-wave
(RPC 00) and additional RP diversity (RPC 4 and RPC 15) are employed in the DoA estimation
process. Besides, the polarization state of the wave is assumed to be known (η = 0◦ and γ is
known). Comparisons between simulation and measurement results are also carried out to
experimentally validate the DF performances.
For each polarization state of the incoming EM-wave, the simulated and measured 95th percentile
of the angular distance ∆aRMS are displayed in Fig. 3.42 to Fig. 3.46. The simulated results
obtained if only RPC 00 is used in the DoA estimation process are also recalled in these graphs
for comparison purposes. Several observations can be highlighted.
First, it can be noted that the addition of RPC 4 and RPC 15 to RPC 00 clearly improves the
estimation accuracy whatever the polarization of the incoming EM-wave. The aforementioned
CRB study predicted this improvement.
Secondly, it can be seen that the 95th percentile of ∆aRMS does not exceed 5◦ up to approxi-
mately up to 7.6 GHz and 8 GHz if the incoming EM-wave is vertically-polarized (γ = 90◦) or
horizontally-polarized (γ = 0◦), respectively. For the incoming linearly-polarized EM-waves that
are neither purely vertically- nor horizontally-polarized, the accuracy is not so good but is still
improved thanks to the use of additional RP diversity. This could have been foreseen since the ad-
ditional RP diversity has been selected by restricting to sets of the form [w1, w2, w3, w4, 0, 0, 0, 0]
and [0, 0, 0, 0, w5 , w6, w7, w8], which implies considering independently the vertical and horizontal
parts of the Four Season VA. These two parts permit the DoA estimation of incoming vertically-
or horizontally-polarized EM-waves, respectively. Therefore, the selected RPCs mainly improve
the DoA estimation for these two types of incoming EM-waves as they are inherently chosen for
this purpose. All things considered, several actions can be undertaken to improve better the DoA
estimation of incoming EM-waves that are neither purely vertically- nor horizontally-polarized:
• The selection of the RPCs should have taken into account the 38 sets of the form
[w1, w2, w3, w4, w5, w6, w7, w8] (if wi is still limited to {1, 0, -1}). It would also be interest-
ing to consider complex values for the weightings, but this would be at the cost of an increase
in the number of possible sets. Therefore, an optimized process has to be implemented to keep
only one of the possible sets that provide the same RP and then combine the sets exhibiting
to the same RPs with rotational symmetry in order to create the possible RPCs. Since the
number of RPCs would also increase, the process of selecting the RPC by computing and
analyzing the CRB would be more time-consuming.
• It might be interesting to do this study for an incoming circularly-polarized EM-wave instead
of separating the study for each polarization state of the incoming EM-wave to speed up the
process by addressing the worst case scenario.
Finally, there is a good agreement between the simulated and measurement results, which is
slightly reduced if the incoming EM-wave is neither purely vertically- nor horizontally-polarized.
This can be explained by the use of the 95th percentile of ∆aRMS as a means of comparison,
which is not sufficient to analyze the DF performances in the case of significant estimation errors
across a large angular area. For illustration purposes, the angular distance ∆aRMS as well as
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the estimation errors in θ (EθRMS) and φ (E
φ
RMS) at 4.2 GHz are set out in Fig. 3.47 to Fig. 3.49.
It can be seen that angular areas where significant estimation errors occur are quite similar in
simulation and measurement but the simulated and measured 95th percentile are more or less
different (e.g., for γ = 67.5◦, the simulated and measured 95th percentile of ∆aRMS are of 4.30
and 19.59, respectively). Besides, the estimation of the DoA of an incoming EM-wave is still
very accurate over a large angular area of the upper hemisphere even if the 95th percentile of
∆aRMS is very high (e.g., the measured 95th percentile of ∆aRMS for γ = 67.5◦). A more in-
depth study presenting the angular areas at each frequency where the estimate is correct could
be interesting. These angular areas can also be predicted by the computation of the CRB, as
shown in Fig. 3.50.























RPC 00 + RPC 4 + RPC 15 (SIM.)
RPC 00 + RPC 4 + RPC 15 (MEAS.)
Figure 3.42: 95th percentile of ∆aRMS obtained with the Four Season VA from adding RPC 4 and
RPC 15 to RPC 00, and under the scenario conditions defined in Table 3.10 (γ = 90◦ † η = 0◦,
i.e. vertical polarization)
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RPC 00 + RPC 4 + RPC 15 (SIM.)
RPC 00 + RPC 4 + RPC 15 (MEAS.)
Figure 3.43: 5th percentile of ∆aRMS obtained with the Four Season VA from adding RPC 4 and
RPC 15 to RPC 00, and under the scenario conditions defined in Table 3.10 (γ = 67.5◦ † η = 0◦)























RPC 00 + RPC 4 + RPC 15 (SIM.)
RPC 00 + RPC 4 + RPC 15 (MEAS.)
Figure 3.44: 95th percentile of ∆aRMS obtained with the Four Season VA from adding RPC 4 and
RPC 15 to RPC 00, and under the scenario conditions defined in Table 3.10 (γ = 45◦ † η = 0◦)
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RPC 00 + RPC 4 + RPC 15 (SIM.)
RPC 00 + RPC 4 + RPC 15 (MEAS.)
Figure 3.45: 95th percentile of ∆aRMS obtained with the Four Season VA from adding RPC 4 and
RPC 15 to RPC 00, and under the scenario conditions defined in Table 3.10 (γ = 22.5◦ † η = 0◦)























RPC 00 + RPC 4 + RPC 15 (SIM.)
RPC 00 + RPC 4 + RPC 15 (MEAS.)
Figure 3.46: 95th percentile of ∆aRMS obtained with the Four Season VA from adding RPC 4
and RPC 15 to RPC 00, and under the scenario conditions defined in Table 3.10 (γ = 0◦ † η = 0◦,
i.e. horizontal polarization)




Figure 3.47: Simulated (left figures) and measured (right figures) ∆aRMS obtained with the Four
Season VA at 4.2 GHz from adding RPC 4 and RPC 15 to RPC 00, and under the scenario
conditions defined in Table 3.10: (a) & (b) γ = 22.5◦, (c) & (d) γ = 45◦, and (e) & (f) γ = 67.5◦




Figure 3.48: Simulated (left figures) and measured (right figures) EθRMS obtained with the Four
Season VA at 4.2 GHz from adding RPC 4 and RPC 15 to RPC 00, and under the scenario
conditions defined in Table 3.10: (a) & (b) γ = 22.5◦, (c) & (d) γ = 45◦, and (e) & (f) γ = 67.5◦




Figure 3.49: Simulated (left figures) and measured (right figures) EφRMSobtained with the Four
Season VA at 4.2 GHz from adding RPC 4 and RPC 15 to RPC 00, and under the scenario
conditions defined in Table 3.10: (a) & (b) γ = 22.5◦, (c) & (d) γ = 45◦, and (e) & (f) γ = 67.5◦




Figure 3.50: Simulated CRB on θ (left figures) and φ (right figures) obtained with the Four
Season VA at 4.2 GHz from adding RPC 4 and RPC 15 to RPC 00, and under the scenario
conditions defined in Table 3.15: (a) & (b) γ = 22.5◦, (c) & (d) γ = 45◦, and (e) & (f) γ = 67.5◦
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Sensitivity of the prototype
Let us now evaluate the sensitivity of the Four Season VA prototype at three frequencies: 1.4
GHz, 5 GHz, and 8 GHz. These frequencies are approximately the lower, central and upper
operating frequencies of the VA. The sensitivity is assessed when RPC 4 and RPC 15 are used
in addition to RPC 00 in the DoA estimation process. Moreover, this evaluation assumes that
the incoming EM-wave is either vertically- or horizontally-polarized.
For both scenarios, the 95th percentile of ∆aRMS is shown in Fig. 3.51 at the three frequencies
of interest and for different PNRs, ranging from 12 dB.m-2 to 36 dB.m-2 (with a step of 3 dB).
The sensitivity of the Four Season VA is degraded as the frequency increases since the 95th
percentile of ∆aRMS also rises. However, it remains approximately stable at higher frequencies
for the estimation of an horizontally-polarized EM-wave. Furthermore, it can be noted that
the sensitivity required to estimate the DoA of a vertically-polarized EM-wave is, for a given
accuracy, higher than that of a horizontally-polarized EM-wave. This is consistent with the
CRB results depicted in Fig. 3.37 and Fig. 3.41, which show that the accuracy of the azimuth
angle estimate is relatively the same over the entire bandwidth for both polarizations while
the elevation angle estimate is more precise at higher frequencies if the incoming EM-wave is
horizontally-polarized. To estimate with a good accuracy the DoA of a vertically-polarized EM-
wave, the incoming power density Ps at the VA location has to be higher than -125 dBW.m-2 at
1.4 GHz (PNR ≈ 16 dB.m-2), −111 dBW.m-2 at 5 GHz (PNR ≈ 30 dB.m-2) and −108 dBW.m-2
at 8 GHz (PNR ≈ 33 dB.m-2). In the case of an incoming horizontally-polarized EM-wave, Ps
has to exceed −128 dBW.m-2 at 1.4 GHz (PNR ≈ 16 dB.m-2), −111 dBW.m-2 at 5 GHz (PNR



























1.4 GHz 5.0 GHz 8.0 GHz
Figure 3.51: Measured 95th percentile of ∆aRMS achieved for different PNRs and when RPC 4
and RPC 15 are added to RPC 00 in the DoA estimation process of an incident vertically- (solid
lines) or horizontally-polarized (dashed lines) EM-wave.
Considering the same emitter as before (i.e., an isotropic antenna and an emitting power of 1 W),
the theoretical range rmax of the Four Season VA has been derived and reported in Table 3.16.
It can be seen that the range decreases with the frequency, from the 502 km or 709 km at the
lower operating frequency down to 71 km or 100 km at the upper frequency for the estimation of
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an impinging vertically- or horizontally-polarized EM-wave, respectively. For a given accuracy,
the range reached for the estimation of a horizontally-polarized EM-wave is greater than that
of a vertically-polarized EM-wave.
Table 3.16: Measured sensitivity and theoretical range of the Four Season VA prototype using
RPC 00, RPC 4, and RPC 15 for the DoA estimation of an incident vertically-polarized EM-
wave.
Frequency Psensi PNR rmax † (Pe, Ge)
γ = 90◦ † η = 0◦ (vertical polarization)
1.4 GHz −125 dBW.m-2 16 dB.m-2 502 km † (1 W, 0 dBi)
5 GHz −111 dBW.m-2 30 dB.m-2 100 km † (1 W, 0 dBi)
8 GHz −108 dBW.m-2 33 dB.m-2 71 km † (1 W, 0 dBi)
γ = 0◦ † η = 0◦ (horizontal polarization)
1.4 GHz −128 dBW.m-2 13 dB.m-2 709 km † (1 W, 0 dBi)
5 GHz −112 dBW.m-2 29 dB.m-2 112 km † (1 W, 0 dBi)
8 GHz −111 dBW.m-2 30 dB.m-2 100 km † (1 W, 0 dBi)
3.3.4 Conclusion
As a reminder, the improved version of the Two Season VA has shown good simulated DF
performances to estimate the DoA of an incident vertically-polarized EM-wave in the upper
hemisphere and over a bandwidth of 6.56:1 from 1.31 GHz to 8.6 GHz using the additional RP
diversity technique. Nevertheless, the estimation errors increased in case of depolarization (i.e.,
if the incoming EM-wave was no longer vertically-polarized). Therefore, the third section of
this chapter has been dedicated to the modification of the topology of the VA in order to tackle
polarization mismatch, which led to the development of the Four Season VA. This VA consists
of two semi-circular arrays of Vivaldi antennas (which correspond to those of the improved
version of the Two Season VA) mounted over a circular array of Vivaldi antennas. The RP
reconfigurability of the Four Season VA enables notably the measurement of the six component
of an incoming EM-wave (RPC 00). A prototype of this antenna has been manufactured and
experimentally characterized. The measured impedance bandwidth is of 6.11:1 from 1.24 GHz to
8.40 GHz, which means that the Four Season VA is included in a half-sphere within a 0.47λ1.24GHz
radius. Globally, a fairly good agreement between the experimental and simulations results
has been obtained for both electrical characteristics and DF performances. Across the upper
hemisphere, an accurate estimation of the DoA of an incoming EM-wave either vertically- or
horizontally-polarized is achieved up to 8 GHz from using only RPC 00. If the incident EM-
wave is not vertically-polarized, the DoA estimation is more accurate with the Four Season than
with the improved version of the Two Season VA. Nonetheless, the accuracy is not as good (but
nevertheless better in comparison to the previous Two Season VA) if the incoming EM-wave
is not purely vertically- or horizontally-polarized. The additional RP diversity technique was
then used in order to enhance the DF performances in this case. This results in an overall
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enhancement of the DoA estimation accuracy over the VA bandwidth, but there is still a need
to improve it further. To this end, future research should be devoted to the development of an
optimized selection process and an expanded choice of RPCs.
3.4 Conclusion
In the previous chapter, the Two Season VA has been proposed. This VA has shown good DF
performances to estimate the DoA of an incident vertically-polarized EM-wave in the upper
hemisphere through the measurement of the three components Ez, Hx and Hy (RPC 0) and
over an impedance bandwidth of 1.69:1 from 2.1 GHz to 3.55 GHz. Three actions have been
carried out in this chapter to improve the DF performances of this antenna.
First, the DoA estimation accuracy was enhanced by making further use of the RP reconfig-
urability of the VA. In other words, new RPs were employed in the DoA estimation process in
addition to the synthesized RPs of the two magnetic dipoles and one electric monopole. Specif-
ically, a method based on the realistic CRB (i.e., derived from the actual RPs of the antenna)
has been proposed to select efficiently and rapidly the additional RP diversity to be used. An
improvement of the simulated and measured DF performances of the Two Season VA has been
demonstrated using this additional RP diversity technique.
Secondly, the frequency coverage of the Two Season was widened through a modification of
the antenna feeding and the use of the additional RP diversity technique. Hence, an improved
version of the Two Season VA has been designed. This VA has exhibited a simulated impedance
bandwidth of 8.72:1 from 1.31 GHz to 11.42 GHz thanks to the modification of the antenna
feeding. The additional RP diversity technique subsequently has enabled the extension of the
frequencies range in which good DF performances can be achieved up to 8.6 GHz. Without it,
the upper operating frequency was limited to approximately 3.6 GHz since the three RPs that
measured the components Ez, Hx and Hy differ from those of ideal electric and magnetic dipoles
as the frequency increases.
Thirdly, the topology of the improved version of the Two Season VA has been adjusted in order
to improve the DF performances in case of polarization mismatch, which has led to the devel-
opment of the Four Season VA. The experimental results in terms of electrical characteristics
and DF performances were relatively consistent with the simulation results. The prototype of
this VA has enabled the measurement of the six components of an incoming EM-wave over an
impedance bandwidth of 6.11:1 from 1.24 GHz to 8.40 GHz. An accurate estimation of the DoA
of an incoming vertically- or horizontally-polarized EM-wave has been achieved across the 3-D
upper half-space and up to 8.0 GHz using only the measurement of these components. The
DoA estimate which was less accurate if the incoming EM-wave was neither purely vertically-
nor horizontally-polarized has then been improved using the additional RP diversity technique.
However, the accuracy was still not as good as for vertically- or horizontally-polarized EM-waves.
Future research should focus on developing an optimized selection process and the possibility of
offering a wider choice of RPCs.

Conclusion
The main objective of this Ph.D. thesis was the study and design of a passive and wideband VA
for DF over the 3-D space with compactness and minimal complexity constraints. More precisely,
the objective was to design a passive and compact VA that is able to estimate with the highest
accuracy and over the widest possible frequency range of operation the DoA of incident EM-
waves over the 3-D space, regardless of their polarization. Several significant milestones towards
this objective have been achieved:
I. A passive and wideband VA intended to estimate the DoA of vertically-polarized EM-waves
in the upper hemisphere has been designed. The antenna was mounted over a metallic
support in view of embedded applications.
II. A new DoA estimation process for VAs has been proposed in order to enhance their DF
performances in terms of estimation accuracy, frequency coverage, robustness to angular
ambiguity and polarization mismatch.
III. A passive and wideband VA intended to estimate the DoA of vertically- and horizontally-
polarized EM-waves in the upper hemisphere has been designed to overcome the errors due
to polarization mismatch.
These research axes have been established according to the state of the art realized in Chapter 1
concerning the different techniques used to estimate the DoA of incoming EM-waves and the
most recent DF antennas. This state of the art has identified the challenges facing current
DF antennas. Specifically, it seemed very challenging to design a compact and wideband DF
antenna for DF over the 3-D space and regardless of the polarization of the incoming EM-waves.
Recent studies have shown the potential of VAs to provide this 3-D coverage and compactness.
However, the attention was mainly focused on the implementation of active and wideband VA
structures. No wideband and passive VA has been reported up to now. Prior to this Ph.D. work,
passive structures were limited to multi-band coverage. Besides, the DoA estimation was also
restricted to vertically-polarized EM-waves.
Chapter 2 was dedicated to the design of the first passive and wideband VA. This VA was
intended to estimate the DoA of vertically-polarized EM-waves in the upper hemisphere through
the measurement of the three components Ez, Hx and Hy. The VA was mounted over a ground
plane in view of embedded applications. A state of the art regarding the techniques used in
antenna design to achieve wideband impedance matching has been provided. A feasibility study
of a compact antenna based on one of these techniques (that is, the overlapping bandwidths
technique) and the theory of electrically small antennas has then been carried out. This has
been shown not to be suitable for designing a compact and wideband antenna. Hence, a state of
art of wideband electric and magnetic dipoles has been provided in order to identify the radiating
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elements that would be worthwhile to consider for designing the VA. Although the literature
contained many electric dipoles, this was not the case for magnetic dipoles. Hence, the first step
of designing the passive and wideband VA was to conceive the magnetic dipoles. Each magnetic
dipole has been designed from a semi-circular array of Vivaldi antennas mounted over a ground
plane. This design was based on Chu’s theory regarding the use of a circular array of directive
antennas to obtain an omnidirectional RP. Then, the VA which was referred to as the Two
Season VA has been proposed. This VA consisted of only two orthogonal and colocated dual-
port semi-circular arrays of Vivaldi antennas and enabled through its RP reconfigurability the
measurement of the three components Ez, Hx and Hy of an incoming EM-wave. A prototype
of the Two Season VA was manufactured and experimentally characterized. The prototype
exhibited an impedance bandwidth of 1.69:1 from 2.1 GHz to 3.55 GHz. It was included in a
half-sphere within a 0.52λ2.1 GHz radius and mounted on a finite metallic and octagonal support
of radius 1.14λ2.1 GHz. The theoretical and estimated DF performances of the Two Season VA
have been assessed using the realistic CRB (derived from the actual RPs of the antenna) and the
popular DOA estimation algorithm called MUSIC, respectively. An accurate DoA estimation
of an incoming vertically-polarized EM-wave has been measured across the overall bandwidth
and the 3-D upper hemisphere using only the measurement of these three components. As the
frequency increased, the presence of ripples in the RPs degraded the DF performances. Overall,
a good agreement between the experimental results and the simulation results has been obtained
for both electrical characteristics and DF performances.
Chapter 3 was devoted to the improvement of the DF performances of the Two Season VA.
Three methods have been proposed to achieve the desired result. First, the DoA estimation pro-
cess of the Two Season VA has been improved by exploiting new RP diversity in addition to that
employed to measure the electric and magnetic components of the incident vertically-polarized
EM-waves. A method based on the CRB has been proposed for selecting efficiently and rapidly
the new RPs to be added in the DoA estimation process that maximizes the accuracy of the
estimate across the overall bandwidth. The main advantage of this method is its independence
to the estimation technique used for estimating the DoA of the impinging EM-waves. The simu-
lated and measured DF performances of the Two Season VA in terms of DoA estimation accuracy,
robustness to angular ambiguities and sensitivity have been improved from taking leverage of
the RP reconfigurability of the antenna. Secondly, the frequency coverage of the Two Season VA
has been extended through a modification of the antenna feeding and the use of the additional
RPs diversity technique. This has led to the development of an improved version of the Two
Season VA, which exhibited a simulated impedance bandwidth of 8.72:1 from 1.31 GHz to 11.42
GHz. However, good DF performances have been only obtained until 3.6 GHz without using
the additional RPs diversity technique since the initial RPs differ from those of ideal electric
and magnetic dipoles due to the emergence of ripples. Nevertheless, the use of additional RPs
diversity has extended the operating band up to 8.6 GHz, in which an accurate estimation of a
vertically-polarized EM-wave has been achieved. However, it has been shown that the estimation
errors increased if the polarization of the incoming EM-wave was no longer vertically-polarized.
Thirdly, the topology of the Two Season VA has been modified in order to estimate the DoA of
incoming EM-waves in the upper hemisphere, regardless of their polarization. This led to the
development of a new VA which was referred to as the Four Season VA, for which a prototype
has been manufactured and experimentally characterized. The Four Season VA consisted of two
semi-circular arrays of Vivaldi antennas (which correspond to those of the improved version of
the Two Season VA) mounted over another circular array of Vivaldi antennas, which acted as
a ground plane. The vertical and horizontal arrays enabled the measurement of the six compo-
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nents (Ex,Ey,Ez ,Hx,Hy, and Hz) of an incoming EM-wave thanks to its RP reconfigurability.
The prototype exhibited an impedance bandwidth of 6.11:1 from 1.24 GHz to 8.40 GHz, which
means that the Four Season VA was included in a half-sphere within a 0.47λ1.24GHz radius. The
experimental and simulations results for both electrical characteristics and DF performances
have shown a reasonably good agreement. The measurement of the six components of an incom-
ing EM-wave has enabled the accurate estimation of the DoA across the upper 3-D half space
and up to 8 GHz if the EM-wave was either vertically- or horizontally-polarized. Moreover, the
estimation accuracy achieved with the Four Season was higher than the one reached with the
improved version of the Two Season VA. However, the accuracy obtained with the Four Season
VA was at a lower level (but nevertheless better in comparison to that reached with the Two
Season VA) if the incoming EM-wave was not purely vertically- or horizontally-polarized. The
use of the additional RPs technique has then enabled the enhancement of the DoA estimation
accuracy regardless of the polarization of the incoming EM-wave. Nonetheless, the estimation
was still not as accurate than for purely vertically- or horizontally-polarized EM-waves.
To sum up, the findings from this Ph.D. make several contributions to the current literature:
I. The wideband frequency coverage of VAs, which up to now has not yet been addressed
from passive structures. Furthermore, an original antenna arrangement has been proposed
to synthesize the radiation patterns of magnetic and electric dipoles.
II. The improvement of the DF performances of VAs (in terms of DoA estimation accuracy,
sensitivity, robustness to angular ambiguity and polarization mismatch) by adding new RP
diversity to the one commonly used by standard VAs (i.e., the RP diversity that allows the
measurement of the six components of the incident EM-wave) in the DoA estimation pro-
cess. Moreover, a method based on the CRB to select efficiently and rapidly the additional
RP diversity has also been reported.
III. Two prototypes have been manufactured to experimentally validate the simulated results
regarding the electrical characteristics and DF performances.
Perspectives for future work
At the end this Ph.D. thesis, the Four Season VA has been proposed to estimate over a wide
frequency range the DoA of impinging EM-waves from the 3-D upper half-space, regardless of
their polarization. Both simulations and measurements have shown that the DoA estimation
of vertically- or horizontally-polarized is very accurate. In addition, it has been shown that
the use of additional RPs diversity enables the improvement of the estimation accuracy if the
polarization of the incoming EM-waves is neither purely vertical nor horizontal. Starting from
the research made in this Ph.D., several studies can be conducted related to three different
domains: VA design, DF performances, and other uses of this antenna.
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VA design
The future investigations regarding the Four Season VA design can best be treated under three
headings:
• The Four Season VA manufacturing process (i.e., the use of vias to electrically connect the
vertical and horizontal parts of the antenna) needs to be reconsidered in order to improve
the impedance matching of the vertical part of the VA.
• It could be interesting to design a receiver circuit for future practical use.
• The widespread applications that require DF coupled with the current trend of miniatur-
ization have led toward the necessity of designing very compact, wideband and efficient DF
antennas. Several techniques have been tested during this Ph.D. (resonant ring, antenna load-
ing, corrugated Vivaldi antennas, sinusoidal modulation of the exponential tapered profile of
the Vivaldi antennas, modification of the conductivity profile) to miniaturize the semi-circular
arrays of Vivaldi antennas constituting the improved version of the Two Season VA but were
not reported here for brevity reason. Apart from the method based on the modification of
the conductivity profile, these different techniques did not lead to the miniaturization of the
antenna. Nonetheless, this miniaturization occurred at the drastic expense of efficiency. It
might be worth exploring new miniaturization techniques. It could be also of great interest
to design active antennas and study their incorporation into the Four Season VA in order to
cover lower frequencies and thus reduce the size of the antenna.
• The electrical characteristics of the Four Season VA when mounted on a carrier could be
assessed. Besides, the height between the VA and the metallic ground plane could be signifi-
cantly reduced using an artificial magnetic conductor (AMC) surface. To this end, it would
be useful to develop a wideband AMC surface.
DF performances
The key future investigations on DF performances can be listed as follows:
• The additional RPs diversity selection process should be optimized to further improve the
DoA estimation accuracy of incoming EM-waves that differ from purely vertically- or horizontally-
polarized EM-waves. This can notably be done by offering a wider choice of RPCs (i.e.,
using RPs associated to weighting coefficients of the form [w1, w2, w3, w4, w5, w6, w7, w8]
where wi is a complex value instead of restricting the choice to [w1, w2, w3, w4, 0, 0, 0, 0] and
[0, 0, 0, 0, w5 , w6, w7, w8] with wi ∈ {1, 0, -1}). As a consequence, an optimized process has
to be implemented to keep only one of the possible sets that provide the same RP and then
combine the sets exhibiting to the same RPs with rotational symmetry to create the possi-
ble RPCs. Since the number of RPCs would increase, the process of selecting the RPC by
computing and analyzing the CRB would be more time-consuming. It might be useful to
select the efficient RPC for an incoming circularly-polarized EM-wave instead of separating
the selection process for each polarization state of the impinging EM-wave to speed up the
process by addressing the worst case scenario.
• A more in-depth investigation of the DF performances of the Four Season VA could also be
conducted. For instance, the DoA estimation accuracy needs to be evaluated more closely in
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various environments (e.g., multi-source with different polarization, multi-path). In addition,
it will be important to explore the DF performances when the VA is mounted on a carrier.
Besides, a study of the trajectories of moving sources would be very interesting for various
applications.
• The polarization state of the incoming EM-wave is assumed to be known in this Ph.D. work,
although this is rarely the case in practice. The MUSIC algorithm enables the estimation
of the DoA as well as the polarization, for which a four-dimensional peak search is required.
Therefore, the computation time would increase. Besides, knowing the polarization state of
an incident EM-wave can be useful in various applications, in particular in electronic warfare.
Hence, it would be worthwhile to reduce the computation time thanks to new estimation
algorithms (e.g., DR-MUSIC6, Q-MUSIC7).
• The study of a Four Season VA array and its impact on the DF performances may be worth
investigating. For example, the Four Season VA could be mounted on each wing of an aircraft
and on each side of the vertical stabilizer.
Other uses of this antenna
Although this Ph.D. was focused on DF, the proposed Four Season VA may well be useful for
MIMO (multiple input multiple output) applications as well as for RP reconfigurable antenna
applications. For instance, this antenna could undoubtedly be used to provide an omnidirectional
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The aim of this appendix is first to describe in more details the well-known MUSIC (MUltiple
SIgnal Classification) algorithm (Section A.1), and then present the expression of the MUSIC
spatial spectrum associated with VAs (Section A.2).
A.1 The MUSIC algorithm, a subspace-based method
Within the class of the subspace-based DoA algorithms described in Section 1.2.4.2, the MUSIC
algorithm developed by R. Schmidt in 1986 [31] is among the most popular due in large part to its
generality. Indeed, it can be used with arrays of arbitrary but known configuration and response.
Moreover, it enables the estimation of multiple parameters per source (such as the azimuth and
elevation angles of an incoming EM-wave as well as its polarization state). Nonetheless, the
MUSIC algorithm generality comes at a cost. The array response has to be known for all possible
combinations of source parameters either through a calibration process (method adopted in this
Ph.D. work, see Section 2.7.1) or thanks to an analytical characterization [1].
Basically, the MUSIC algorithm is based on the concept of signal and noises subspaces.
Let us consider an array of P sensors and V (V < P ) incoming EM-waves traveling in an
isotropic, homogeneous and lossless medium and incident upon the array. In presence of V
incoming EM-waves, the output voltage x ∈ CP,1 received at time t can be written as follows
x(t) =D(Ω).s(t) + n(t), (A.1)
whereD(Ω) = [d(Ω1) . . .d(Ωv) . . .d(ΩV )] ∈ CP,V is the array spatial response to the V incident
EM-waves characterized by the parameters Ωv. In Eq. A.1, s ∈ CV,1 and n ∈ CP,1 are the signal
vector associated with these incoming EM-waves (i.e., the amplitude and phase of each signal)
and the additive white Gaussian noise, respectively. The noise is assumed spatially invariant
with zero-mean and covariance matrix Rn = σ2nI ∈ CP,P .
First, the signal and noise subspaces are first identified using eigendecomposition of the covari-
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where λx,p and vx,p denote the eigenvalues and corresponding orthonormal eigenvectors of RX .
The eigenvalues are then arranged in the descending order, that is
λx,1 > λx,2 > · · · > λx,V > λx,V+1 = λx,V+2 = · · · = λx,P = σ2n. (A.3)
The eigenvectors V x,S = [vx,1, . . . ,vx,V ] corresponding to the V largest eigenvalues span the
signal subspace while the remaining P − V eigenvectors V x,N = [vx,V+1, . . . ,vx,P ] span the
orthogonal space, where there is only noise. This space is commonly referred to as the noise
subspace. In practice, the covariance matrix RX is unknown and an estimate of the spatial







Since there are imperfections in deriving RˆX , the noise subspace eigenvalues will not be exactly
equal to σ2n. However, they form a group around this value and thus can be distinguished from
the signal subspace eigenvalues. The separation becomes easier and more pronounced if the
number of snapshots used for the estimation increases, and ideally reaches infinity.
Secondly, the MUSIC algorithm implies that the steering vectors of the incoming EM-waves are
orthogonal to the noise subspace eigenvectors, namely
V Hx,ND(Ωl) = 0, l ∈ [[1;L]]. (A.5)





from which the parameters of the incoming EM-waves are estimated. WhenD(Ω) is orthogonal
with each column of V x,N , the value of the denominator is zero, but due to the existence of the
noise, it is actually a minimum which corresponds to a peak of PMUSIC.
A.2 MUSIC spatial spectrum and vector antennas
Both DoA and polarization state of an incoming EM-wave can be estimated thanks to a VA.
According to Eq. A.6, the MUSIC spatial spectrum is defined as follows
PMUSIC(φ, θ, γ, η) =
1
DH(φ, θ, γ, η)V x,NV Hx,ND(φ, θ, γ, η)
. (A.7)
Hence, the parameters Ωv = [θv φv ηv γv]T of each EM-waves are given by




PMUSIC(φ, θ, γ, η)
}
. (A.8)
Estimating these parameters requires a lot of computer resources since PMUSIC is a fourth order
function. Nevertheless, recent studies propose solutions to optimize computation times. For
example, an observation model based on quaternion formalism results in a reduction by half of
the memory resource demand and calculation costs [127]. Another example is the dimensionality
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reduction MUSIC (DR-MUSIC) algorithm, which enables the reduction of the dimensionality of
search from a four-dimensional search to two two-dimensional searches using the Rayleigh-Ritz
theorem [128].
Throughout this Ph.D. work, only one incoming EM-wave is considered (V = 1) and its polariza-
tion state is assumed to be known. As a consequence, D = d and the MUSIC spatial spectrum
is expressed as follows
PMUSIC(φ, θ) =
1
dH(φ, θ)V x,NV Hx,Nd(φ, θ)
. (A.9)
The parameters Ωv = [θv φv]T of the EM-wave are given by







where PMUSIC is a second order function.
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The aim of this appendix is to present various figures-of-merit that need to be analyzed to
describe the performances of a VA such as the frequency bandwidth (Section B.1), the RP
(Section B.2), the directivity (Section B.3), and the polarization (Section B.4). It can be noted
that some parameters are intercorrelated. Besides, since the vector antenna is a multi-elements
antenna, each element must satisfy the parameters described hereafter.
B.1 Frequency bandwidth
The frequency bandwidth of an antenna corresponds to the range of frequencies over which the
antenna performances are optimal with respect to specific standards. These specifications are
set out accordingly to a particular application. For DF, the performances of a VA are notably
evaluated through its impedance and pattern bandwidths. Therefore, the resulting frequency
bandwidth may be limited by either one or both of these bandwidths.
The impedance bandwidth is based on a criterion related to the antenna input impedance. It
corresponds to the range of frequencies over which the antenna is matched with its transmission
line. The Voltage Standing Wave Ratio (VSWR) describes how well the antenna is impedance
matched to its transmission line and is expressed as follows
VSWR =
1 + |Γ|
1− |Γ| , (B.1)
where Γ is the reflection coefficient. It characterizes the relative fraction of the incident RF





where Zin and Z0 denote the antenna input impedance and characteristic impedance of the
transmission line, respectively. In general, the antenna match is considered very good if VSWR 6
2 (or |Γ| 6 13), which corresponds to a reflection of about 11% of input power. Indeed, the
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reflected power is given in percent by
Reflected Power (%) = 100|Γ|2. (B.3)
The pattern bandwidth is based on criteria related to gain, directivity and polarization. Since
these parameters can be frequency dependent, it corresponds to the range of frequencies over
which they remain relatively stable with respect to acceptable variations. These parameters are
described hereafter.
On another note, the frequency bandwidth of a wideband antenna is usually expressed as the
ratio of the upper to lower frequencies of acceptable performance.
B.2 Radiation pattern
A RP describes the spatial distribution of the EM-field radiated or received by an antenna. In
other words, it corresponds to the field of view of an antenna. Therefore, the RP is a key aspect
of a DF antenna since it defines the angular coverage over which it is possible to estimate the
DoA of an incoming EM-wave.
Most often, the RP is determined in the far-field region (also called Fraunhofer region), which
is defined for a distance r from the source greater than 2D2/λ (with λ the wavelength and D
the largest dimension of the antenna). In this region, the angular field distribution is practically
independent of the distance from the antenna. Thus, the far-field RP of an antenna is a function
of the spatial coordinates which are specified by the azimuth angle φ and the elevation angle θ.
There are several ways to represent the spatial distribution of the EM-field. It can be simply
described by a plot of the magnitude of the electric field (or magnetic field) expressed in V.m−1
(or A.m−1) as a function of the spatial coordinates. However, it is convenient to plot the





Hence, the maximum value is unity. Besides, since the EM-field of the propagating wave de-
creases by 1/r, it is more convenient to represent the spatial distribution of the EM-field using
the radiation intensity. This corresponds to the power radiated or received in a given direction




Re {E ×H∗} .r2r = S(θ, φ)r2, (B.5)
where S denotes the time average Poynting vector (average power density). The use of the
radiation intensity presents the advantage to provide a physical value that is independent of r.
In practice, the RP of a linearly polarized antenna is described in terms of its E-plane and
H-plane patterns. These planes correspond respectively to the planes containing the electric
or magnetic field vector and the direction of maximum radiation. Besides, these planes are
orthogonal.
On another note, an isotropic antenna presents the most extensive field of view for an antenna
because it radiates or receives an EM-field uniformly in all directions. However, an isotropic
antenna is purely theoretical and does not exist in practice since EM-waves are transverse.
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However, there is a way to achieve isotropic coverage using the six-elements VA. Indeed, the
EM-field may be separately measured by each element and digitally recombined to create an
isotropic antenna.
B.3 Directivity, gain and efficiency
The directivity D of an antenna is equal to the ratio of its radiation intensity in a given direction
to the radiation intensity averaged over all directions. It corresponds to the radiation intensity









As its name suggests, the directivity of an antenna gives an indication of the directive properties
of an antenna by comparing the radiation intensity at a given direction to that of an isotropic
antenna. In practice, directivity is expressed in decibels (dBi) using
DdBi(θ, φ) = 10 logD(θ, φ) (B.7)
instead of a dimensionless quantity. The letter i is used in reference to an isotropic antenna.
Although the directivity of an antenna is a useful parameter for describing the performances
of an antenna, it depends only on the RP. On the other hand, the gain of an antenna which
is closely related to the directivity takes into account the fact that some of the input power
is actually lost on the antenna itself (dielectric, conduction, and ohmic losses) as well as its
directive properties. In other words, it describes how efficiently the antenna transforms the
available power at its input port into a radiated power in a specific direction. Therefore, the
gain G is defined as the ratio of the radiation intensity in a given direction to that of an isotropic





Similar to the directivity, the gain is usually expressed in decibels (dBi) using
GdBi(θ, φ) = 10 logG(θ, φ). (B.9)









which takes into account the dielectric, conduction, and ohmic losses within its structure. Ra-
diation efficiency is commonly quoted in percentage and should be as close as possible to 100%.
Other losses can reduce the efficiency of an antenna. They correspond to the losses introduced by
the impedance mismatch between the antenna and its transmission line, which are characterized
by the mismatch efficiency
ηm = (1− |Γ|2). (B.11)
Thus, the total efficiency of the antenna is given by
η(θ, φ) = ηr(θ, φ)ηm. (B.12)
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In practice, the effect of the impedance mismatch is also considered to describe the gain of an
antenna by defining the realized gain as
RG(θ, φ) = ηmG(θ, φ). (B.13)
B.4 Polarization
The polarization of an EM-wave describes the time-varying direction and magnitude of the
electric field vector. In other words, it corresponds to the figure that the electric field traces
out with time while propagating at a fixed observation point. Thus, the polarization state of an
EM-wave is defined from the observation of the electric field along the direction.
The polarization of an antenna corresponds to the polarization of the EM-wave radiated in a
given direction by the antenna. If the direction is not specified, the polarization is conveniently
determined by the one in the maximum gain direction. In practice, the polarization state of the
EM-wave radiated by an antenna is specified at a point in the far-field region. In this region,
a local plane wave can be used to describe this EM-wave. Therefore, the polarization of the
EM-wave radiated by the antenna corresponds to the polarization of the plane wave at that
point.
The polarization can be classified as linear, circular or elliptical. The elliptical polarization
corresponds to the general case. Moreover, the polarization state of an EM-wave is described
by Eq. 1.1.
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The aim of this appendix is first to establish the observation model of an ideal VA that enables
the measurement of the components Ez, Hx and Hy of incoming EM-waves (Section C.1), then
make some comments thereon (Section C.2).
C.1 Observation model of the three-element vector antenna
Some particular VAs are not able to measure the six components of the incoming EM-wave but
only three. A typical example is the grounded VA that enables only the measurement of the
components Ez , Hx and Hy (see, e.g, the third and fourth VAs shown in Table 1.6 [14,66]). In
the section that follows, the observation model of a VA that enables only the measurement of
these three components is described. As a reminder, since each element of the VA is a short
electric or magnetic dipole, the output voltage {ez} or {hi}i=x,y from each dipole is proportional
to the electric field or magnetic field component along the dipole. According to Eq. 2.5, the
steering vector of the three-element VA is expressed as follows







 − sin(θ) 0− sin(φ) − cos(φ) cos(θ)








Considering the same scenario as the one drawn in Section 2.1.4.1, the output voltage x ∈ C3,1
received at time t through the three-element VA can be written as follows
x(t) =D(Ω).s(t) + n(t), (C.2)
where D(Ω) = [d(Ω1) . . .d(Ωv) . . . d(ΩV )] ∈ C3,V is the VA response to the V incident EM-
waves characterized by Ωv = [θv φv ηv γv]T. In Eq. C.2, s ∈ CV,1 and n ∈ C3,1 are the signal
vector associated with these incoming EM-waves (i.e., the amplitude and phase of each signal)
and the additive white Gaussian noise, respectively. The noise is assumed spatially invariant
with zero-mean and covariance matrix Rn = σ2nI ∈ C3,3.
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C.2 Remarks
Depending on the polarization of the incident EM-wave, the expression of the steering vector
associated to the three-element VA can be simplified and some interesting comments can be
formulated. Let us consider that the incoming EM-wave is vertically-polarized (γ = 90◦, η = 0◦).
Therefore Eq. C.1 is simplified as follows
d(φ, θ, 90◦, 0◦) =





According to Eq. C.3, the variations of the components of d are separable in θ and φ. Indeed,
while the z-component of the electric field depends only on the elevation angle θ, the x-component
and y-component of the magnetic field are function of of the azimuth angle φ. Hence, the DoA























From Eq. C.4, the estimation of the azimuth angle φ depends only on the RPs of the magnetic
dipoles whereas the estimation of the elevation angle θ depends mostly on the RP of the electric
dipole.
Let us consider that the incoming EM-wave is horizontally-polarized (γ = 0◦, η = 0◦). Therefore,
Eq. C.1 is simplified as follows
d(φ, θ, 0◦, 0◦) =





According to Eq. C.5, only the two components of the magnetic field vary in function of θ and
φ since the component of the electric field zero regardless of the DoA of the incoming EM-wave.
In addition, they exhibit the same variation in θ. As a consequence, the elevation angle θ cannot
be estimated. The angular coverage is thus limited.
Appendix D
Study of one of the constitutive
semi-circular arrays of the
Two Season vector antenna
Contents
C.1 Observation model of the three-element vector antenna . . . . . . . 173
C.2 Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
The aim of this appendix is first to analyze the impact of some parameters of the semi-circular
arrays that constitute the Two Season VA upon the bandwidth (Section D.1), and then to
provide an overview of its electrical performances (Section D.2) when used as a magnetic dipole.
In this appendix, only one of the semi-circular arrays constituting the Two Season VA is taken
into account, and this one is mounted on an infinite ground plane.
D.1 Parametric studies
Parametric studies on the opening rate R (defined in Eq. 2.21), w1, l2 and rc are carried out
through full-wave EM simulations. Main interests are to simultaneously maximize the band-
width, minimize the lower frequency of operation fL, and limit the mid-band amplitude of the
VSWR. Although interesting to observe, the higher operating frequency is mainly determined by
the undesirable emergence of grating lobes leading to omnidirectionality defects and is therefore
not considered as a selection criterion. Only one parameter is varied at a time while the other
parameters (summarized in Table 2.1) are fixed.
The simulated VSWR at port 1 of the semi-circular array of Vivaldi antennas (depicted in
Fig. 2.21) is shown in Fig. D.1 for different opening rate R values, varying from 100 mm−1
to 120 mm−1 with a 10 mm−1 step. Furthermore, only the VSWR at port 1 is plotted for
symmetry reasons. It can be seen that fL decreases as R increases. However, the mid-band
amplitude of the VSWR also increases with R. Hence, an opening rate R of 110 mm−1 is chosen
for the following studies in order to provide a good trade-off between fL and the amplitude of
the VSWR at the central frequency.
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R = 120 mm−1
R = 110 mm−1
R = 100 mm−1
Figure D.1: Simulated VSWR of the semi-circular array used for designing the Two Season VA
with different opening rate R
In the same vein, Fig. D.2 presents the simulated VSWR of the antenna when the aperture
width w1 of the Vivaldi antennas constituting the array is swept from 41.3 mm to 46.3 mm with
a 2.5 mm step. On one hand, it can be observed that fL decreases with w1. On the other hand,
the wider the aperture, the smaller the mid-band amplitude of the VSWR. As a consequence,
the aperture width is kept to 43.8 mm.










w1 = 46.3 mm
w1 = 43.8 mm
w1 = 41.3 mm
Figure D.2: Simulated VSWR of the semi-circular array used for designing the Two Season VA
with different aperture width w1
Turning now to the study of the parameter l2 (or equivalently, to the study of the “length” l1 of
the taper profile of the Vivaldi antennas since the radius of the cavities is fixed). Fig. D.3 shows
the simulated VSWR of the antenna for a range of l2 values between 15 mm to 19 mm with a
2 mm step. As l2 decreases, the length l1 of the taper profile of the Vivaldi antennas increases,
thus lowering fL. Moreover, the variation of l2 does not alter the amplitude of the VSWR in
the mid-band. Hence, the parameter l2 is set as small as possible, that is 15 mm, which allows
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a little space for the feeding section.










l2 = 19 mm
l2 = 17 mm
l2 = 15 mm
Figure D.3: Simulated VSWR of the semi-circular array used for designing the Two Season VA
with different l2
Finally, the last parameters studied are the radius of the cavity rc and the radial stub rs. Using
rc = rs, the simulated VSWR is plotted in Fig. D.4 for different values of rc, varying from 5
mm to 6 mm with a 0.5 mm step. It can be observed that the variation of rc does not alter the
amplitude of the VSWR in the mid-band. However, fL decreases as rc increases. Furthermore,
rc cannot exceed 5.5 mm due to the structural size limitations. Hence, the radius rc is kept at
5.5 mm to facilitate the orthogonal crossing of two semi-circular arrays.










rc = 6.0 mm
rc = 5.5 mm
rc = 5.0 mm
Figure D.4: Simulated VSWR of the semi-circular array used for designing the Two Season VA
with different cavity radius rc
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D.2 Electrical performances
So far this appendix has focused on the impact of several parameters of the semi-circular array
(which is used for designing the Two Season VA) upon its bandwidth. The final parameters of
this array are given in Table 2.1. The following section will assess the electrical performances in
terms of impedance matching and radiation properties when this semi-circular array is used as
a magnetic dipole.
D.2.1 Impedance matching and mutual coupling
The simulated VSWR at port 1 of the semi-circular and the mutual coupling between port 1
and port 2 are shown in Fig. D.5 and Fig. D.6, respectively. It can be noted that an impedance
bandwidth ratio of 1.70:1 from 2.08 GHz to 3.53 GHz is achieved (for a VSWR smaller than 2).
Moreover, an excellent level of isolation is also obtained since the mutual coupling between the
two ports does not exceed -20 dB over the operating bandwidth.










Figure D.5: Simulated VSWR of the semi-circular array used for designing the Two Season VA












Figure D.6: Isolation at the ports of the semi-circular array used for designing the Two Season
VA
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D.2.2 Radiation patterns
Let us consider that the semi-circular is positioned at the center of the Cartesian coordinate
system along the xˆ-axis, and a 180◦ phase differential is applied to its two feeding ports. Fig. D.8
presents the realized gain in the θ-polarization at 2.2 GHz, 2.8 GHz and 3.4 GHz, which approx-
imatively are the lower, center and upper frequencies of the operating bandwidth. The RPs in
Fig. D.8(a) and Fig. D.8(b) coincide to the ones of a wideband magnetic dipole oriented along
the yˆ-axis in its E-plane (i.e., omnidirectional RP) and H-plane (i.e., 8-shape RP), respectively.
As it can be observed in Fig. D.8(a), the RP is omnidirectional with horizontal polarization.
However, in accordance with Chu’s theory (see Section 2.5.1.1), there are some ripples arising as
the frequency increases. The good omnidirectionality performance is confirmed through Fig. D.7
where the gain variation in the yˆz-plane is plotted. As expected during the design process, the
fluctuations are lower than 2 dB over the entire bandwidth. Finally, RPs at other operating
frequencies across the bandwidth (not shown here for brevity) are similar to the ones plotted
here.



















Figure D.7: Simulated gain variation in the yˆz-plane of the semi-circular array when used as a
magnetic dipole and mounted on an infinite ground plane
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(b)
Figure D.8: Simulated realized gain in the θ-polarization of the semi-circular array when used
as a magnetic dipole and mounted on an infinite ground plane at three frequencies across the
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The aim of this appendix is first to present the anechoic chamber of the LAAS-CNRS used
for the measurements performed during this Ph.D. work (Section E.1), and then provide some
photographs of the prototypes (Section E.2).
E.1 Presentation
All the measurements performed during this Ph.D. work were carried out in the anechoic chamber
of the LAAS-CNRS shown in Fig. E.1. Specifically, an anechoic chamber is an experimental
room whose interior surfaces are covered with radiation absorbent materials that attenuate
the reflections of EM-waves. Hence, an anechoic chamber reproduces the free-space radiation
conditions, free-space meaning that there are no EM interferences. The LAAS-CNRS anechoic
chamber is specified to operate in the frequency band from 1 GHz to 40 GHz.
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Figure E.1: Photograph of the LAAS-CNRS anechoic chamber
As depicted in Figure 1, there are two positioners located at the ends of the anechoic chamber
and 3 meters apart. The first is used to fix the reference antenna and rotates 360◦ along the
horizontal axis to specify the polarization of the measurement (see Fig. E.2(b)). The second is
used to fixed the antenna under test (AUT) and rotates 360◦ along the horizontal axis and 180◦
along the vertical axis (see Fig. E.2(b)). Hence, the azimuth and elevation angles of the AUT
can be varied as desired.
(a) (b)
Figure E.2: Photographs of (a) the reference antenna positioner, and (b) the AUT positioner
The gain of the AUT is measured using a gain comparison method, which consists of measuring
the gain of this antenna relative to the power levels detected by the known reference antenna.
The reference antenna used here is the Dorado horn antenna (see Fig. E.2(a)). This antenna
operates from 1 GHz to 12 GHz. First, two Dorado antennas are mounted on the positioners and
are aligned to present the same polarization. A thorough calibration is performed at bore-sight
direction. Then, the AUT is mounted over the second positioner with extreme care to ensure the
exact alignment. The relative power level is obtained from the Anristsu 37397D vector network
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analyzer, and this enables the computation of the gain relative to the reference antenna. The
gain of the standard reference is finally added to the relative gain to obtain the gain of the AUT.
Basically, this method is based on the Friis transmission formula given in Eq. 1.14.
E.2 Photographs of the prototypes
Photographs of the Two Season VA and the Four Season VA taken at the time of their measure-
ment are shown in Fig. E.3.
(a)
(b)
Figure E.3: Photographs of (a) the Two Season VA, and (b) the Four Season VA
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The aim of this appendix is to present additional results concerning the Two Season VA. First,
the simulated RPs of RPC 0 that enable the measurement of the three components Hx, Hy and
Ez of an incoming EM-wave are provided (Section F.1). Secondly, the measured RPs at each port
while the other ports are impedance matched are shown (Section F.2). Thirdly, the simulated
RPs associated to the 11 RPCs are set out (Section F.3). Finally, some DF performances results
are given when RPC 4 is added to RPC 0 in the DoA estimation process (Section F.4).
F.1 Simulated radiation patterns used for the measurement of
Hx, Hy and Ez
The simulated RPs of RPC 0 are displayed at three frequencies (2.2 GHz, 2.8 GHz, and 3.4
GHz, thus covering the entire VA bandwidth) in Fig. F.1 to Fig. F.3 and Fig. F.4 to Fig. F.6
when the Two Season VA is mounted either on the infinite ground plane or the finite octagonal
ground plane, respectively. Therefore, the impact of the finite size ground plane on the RPs can
be analyzed. As a reminder, RPC 0 corresponds to the RPs that enable the measurement of the
three components Hx, Hy and Ez of an incoming EM-wave.
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Figure F.1: Simulated realized gain in the θ-polarization (left figures) and φ-polarization (right
figures) of the Two Season VA (mounted on an infinite ground plane) used for measuring the
three components (RPC 0): (a) Hx, (b) Hy, and (c) Ez of the incoming EM-wave at 2.2 GHz.




Figure F.2: Simulated realized gain in the θ-polarization (left figures) and φ-polarization (right
figures) of the Two Season VA (mounted on an infinite ground plane) used for measuring the
three components (RPC 0): (a) Hx, (b) Hy, and (c) Ez of the incoming EM-wave at 2.8 GHz.




Figure F.3: Simulated realized gain in the θ-polarization (left figures) and φ-polarization (right
figures) of the Two Season VA (mounted on an infinite ground plane) used for measuring the
three components (RPC 0): (a) Hx, (b) Hy, and (c) Ez of the incoming EM-wave at 3.4 GHz.




Figure F.4: Simulated realized gain in the θ-polarization (left figures) and φ-polarization (right
figures) of the Two Season VA (mounted on the octagonal metallic support) used for measuring
the three components (RPC 0): (a) Hx, (b) Hy, and (c) Ez of the incoming EM-wave at 2.2
GHz.




Figure F.5: Simulated realized gain in the θ-polarization (left figures) and φ-polarization (right
figures) of the Two Season VA (mounted on the octagonal metallic support) used for measuring
the three components (RPC 0): (a) Hx, (b) Hy, and (c) Ez of the incoming EM-wave at 2.8
GHz.




Figure F.6: Simulated realized gain in the θ-polarization (left figures) and φ-polarization (right
figures) of the Two Season VA (mounted on the octagonal metallic support) used for measuring
the three components (RPC 0): (a) Hx, (b) Hy, and (c) Ez of the incoming EM-wave at 3.4
GHz.
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F.2 Measured radiation patterns
The RPs of each port of the Two Season VA were successively fed while the other ports were
impedance matched, and four RPs (one pattern per port) were measured over the entire VA
frequency band. For symmetry reasons, only the RPs in the θ-polarization and φ-polarization of





Figure F.7: Simulated (left figures) and measured (right figures) realized gain in the θ-
polarization of port 1 of the Two Season VA (mounted on the octagonal metallic support)
at the three following frequencies: (a) & (b) 2.2 GHz, (c) & (d) 2.8 GHz, and (e) & (f) 3.4 GHz.




Figure F.8: Simulated (left figures) and measured (right figures) realized gain in the φ-
polarization of port 1 of the Two Season VA (mounted on the octagonal metallic support)
at the three following frequencies: (a) & (b) 2.2 GHz, (c) & (d) 2.8 GHz, and (e) & (f) 3.4 GHz.
F.3 Radiation patterns combinations
Fig. F.9 and Fig. F.10 presents the simulated RPs of the Two Season VA (mounted over the
finite and octagonal metallic support) associated with the 11 RPCs at 3.4 GHz and in the θ-
polarization and φ-direction, respectively. Only one RP by RPC is displayed since the RPs
within a RPC exhibit a rotation symmetry of 90◦ in the azimuth plane. The RPs at 2.2 GHz
and 2.8 GHz are similar to the ones displayed here, but are not provided for brevity.
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(i) (j)
(k)
Figure F.9: Simulated realized gain in the θ-polarization of the Two Season VA (mounted over
the finite and octagonal metallic support) at 3.4 GHz associated with the first set of weighting
coefficients of: (a) to (k) RPC 1 to RPC 11. Elevation angles θ are given on the radial axis and
azimuth angles φ are given on the angular axis.
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(i) (j)
(k)
Figure F.10: Simulated realized gain in the φ-polarization of the Two Season VA (mounted over
the finite and octagonal metallic support) at 3.4 GHz associated with the first set of weighting
coefficients of: (a) to (k) RPC 1 to RPC 11. Elevation angles θ are given on the radial axis and
azimuth angles φ are given on the angular axis.
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F.4 Simulated and measured direction finding performances
Under the scenario conditions defined in Table 2.3, the simulated and measured estimation errors
EθRMS and E
φ
RMS obtained with the Two Season VA using both RPC 0 and RPC 4 are set out
Fig. F.11 and Fig. F.12, respectively. These results are complementary to those concerning the
angular distance ∆aRMS provided in Section 3.1.2.1. Moreover, the maximum RMS error as
well as the 95th percentile of the EθRMS and E
φ
RMS are also shown in Table F.1 and Table F.2,
respectively.
Table F.1: Simulated and measured EθRMS obtained with the Two Season VA using both RPC
0 and RPC 4, and under the scenario conditions defined in Table 2.3
Frequency
Simulated Measured








2.2 GHz 1.2◦ 0.7◦ 2.4◦ 0.6◦
2.8 GHz 1.3◦ 1.0◦ 1.4◦ 1.0◦
3.4 GHz 1.3◦ 0.8◦ 1.9◦ 0.9◦
Table F.2: Simulated and measured EφRMS obtained with the Two Season VA using both RPC
0 and RPC 4, and under the scenario conditions defined in Table 2.3
Frequency
Simulated Measured








2.2 GHz 0.7◦ 0.5◦ 0.8◦ 0.5◦
2.8 GHz 0.9◦ 0.7◦ 1.0◦ 0.7◦
3.4 GHz 1.0◦ 0.6◦ 1.1◦ 0.7◦




Figure F.11: Simulated (left figures) and measured (right figures) EθRMS obtained with the
Two Season VA using both RPC 0 and RPC 4, and under the scenario conditions defined in
Table 2.3 at the following frequencies: (a) & (b) 2.2 GHz, (c) & (d) 2.8 GHz, and (e) & (f) 3.4
GHz. Elevation angles θ are given on the radial axis and azimuth angles φ are given on the
angular axis.




Figure F.12: Simulated (left figures) and measured (right figures) EφRMS obtained with the
Two Season VA using both RPC 0 and RPC 4, and under the scenario conditions defined in
Table 2.3 at the following frequencies: (a) & (b) 2.2 GHz, (c) & (d) 2.8 GHz, and (e) & (f) 3.4
GHz. Elevation angles θ are given on the radial axis and azimuth angles φ are given on the
angular axis.
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The aim of this appendix is first to explain why the use of SNR is not suited for the evaluation
of the DF performances with a VA and introduce another quantity to describe the operational
situation (Section G.1). This quantity is the power density to noise ratio whose acronym is PNR.
Then, some numerical values used for the DF performances evaluation throughout this Ph.D.
work are also provided (Section G.2).
G.1 Signal to noise ratio versus power density to noise ratio
As stated in [74] and in accordance to the VA topology, it is difficult to assign the same value
of SNR (defined in Eq. 1.13) to the noise floor power Pn = σ2n of the receiver. Indeed, the SNR
varies as a function of the DoA of the incoming EM-wave and is different at the output of each
VA element according to their diversity of polarization and RP.
For the sake of clarity, let us use the illustrative example described in [74], where two antenna
elements measure the same incoming power density Ps through two identical receiver channels
as shown in Fig. G.1. Two different settings are possible:
• The two antenna elements have the same gain (particular case) in the direction of the wave
vector k(φ, θ) (i.e., G1(φ, θ) = G2(φ, θ)), so the measured signal power is also equal (i.e.,
Pa1(φ, θ) = Pa2(φ, θ)). As a consequence, an identical SNR is reached at the output of both
channels.
• The two antenna elements have a non-identical gain (general case) in the direction of the
wave vector k(φ, θ) (i.e., G1(φ, θ) 6= G2(φ, θ)), therefore the measured signal power is also
different (i.e., Pa1(φ, θ) 6= Pa2(φ, θ)). As a consequence, a different SNR is reached at the
output of both channels. Accordingly, the same value of SNR cannot be associated with all
channels of a VA.
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Figure G.1: Measurement of an incident EM-wave using two antenna elements
The EM-wave power density to noise ratio (PNR) was introduced in order to analyze the DF
performances of a VA with respect to a quantity describing the given operational situation in
terms of received power level relative to the background noise level, which does not depend on





It can be noted that in addition to being spatially invariant, the PNR is identical regardless of
the VA element used.
G.2 Numerical values
Throughout this thesis, the noise floor power of the receiver is set to -111 dBm using Eq. 1.12
and standard figures of a modern GSM receiver, that is a noise factor of 10 dB and an equivalent
noise bandwidth of 200 kHz (see, e.g., [14]). Since Pn is fixed, the PNR is only controlled through
the power density of the incoming EM-wave.
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The aim of this appendix is to present additional results concerning the Four Season VA. First,
the simulated RPs of RPC 00 that enable the measurement of the six components Ez, Ey, Ez,
Hx, Hy, and Hz of an incoming EM-wave are displayed (Section H.1). Secondly, the simulated
RPCs associated with the horizontal part of the Four Season VA are set out (Section H.2).
Thirdly, results from the CRB study performed in Section 3.3.3.2 consisting of adding one of
the 22 available RPCs to RPC 00 in the DoA estimation process are provided (Section H.3).
H.1 Simulated radiation patterns used for DoA estimation of
an incoming EM-wave
The simulated RPs of RPC 00 that enable the measurement of the six components Ez, Ey, Ez,
Hx, Hy, and Hz are displayed at 2.8 GHz in Fig. H.1.
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(i) (j)
(k) (l)
Figure H.1: Simulated realized gain in the θ-polarization (left figures) and in φ-polarization
(right figures) of the Four Season VA used for measuring the six components (RPC 00): (a) &
(b) Ex, (c) & (d) Ey, (e) & (f) Ez, (g) & (h) Hx, (i) & (j) Hy, and (k) & (l) Hz of an incoming
EM-wave at 2.8 GHz. Elevation angles θ are given on the radial axis and azimuth angles φ are
given on the angular axis.
H.2 Radiation patterns combinations
Fig. H.2 and Fig. H.3 present the simulated RPCs of the Four Season VA associated with the
horizontal part of the antenna. They are displayed at 3.4 GHz and in the θ-polarization and
φ-direction, respectively. Only one RP by RPC is shown since the RPs within a RPC exhibit
the same RP with a rotation symmetry of 90◦ in the azimuth plane.
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(i) (j)
(k)
Figure H.2: Simulated realized gain in the θ-polarization of the Four Season VA at 3.4 GHz
associated with the first set of weighting coefficients of: (a) to (k) RPC 12 to RPC 22. Elevation
angles θ are given on the radial axis and azimuth angles φ are given on the angular axis.
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(i) (j)
(k)
Figure H.3: Simulated realized gain in the φ-polarization of the Four Season VA at 3.4 GHz
associated with the first set of weighting coefficients of: (a) to (k) RPC 12 to RPC 22. Elevation
angles θ are given on the radial axis and azimuth angles φ are given on the angular axis.
H.3 Selection of the radiation patterns combinations
In Section 3.3.3.2, a CRB study is performed under the scenario summarized in Table 3.15 in
order to select two RPCs among the 22 available RPCs (one for each part of the Four Season
VA). The CRB on θ and φ are displayed in Fig. H.4 to Fig. H.23. The goal of this study is to
select the RPCs that provide the highest estimation accuracy regardless of the polarization of
the incoming EM-wave across the overall bandwidth of the Four Season VA.
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RPC 1 RPC 2 RPC 3 RPC 4
RPC 5 RPC 6 RPC 7 RPC 8
RPC 9 RPC 10 RPC 11 RPC 00
Figure H.4: Highest simulated CRLB(φ) of the Four Season VA using different RPCs [1 to 11]
added to the RPC 00, and under the scenario conditions defined in Table 3.15 (γ = 90◦ † η = 0◦,
i.e. vertical polarization)




















RPC 12 RPC 13 RPC 14 RPC 15
RPC 16 RPC 17 RPC 18 RPC 19
RPC 20 RPC 21 RPC 22 RPC 00
Figure H.5: Highest simulated CRLB(φ) of the Four Season VA using different RPCs [12 to 22]
added to the RPC 00, and under the scenario conditions defined in Table 3.15 (γ = 90◦ † η = 0◦,
i.e. vertical polarization)
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RPC 1 RPC 2 RPC 3 RPC 4
RPC 5 RPC 6 RPC 7 RPC 8
RPC 9 RPC 10 RPC 11 RPC 00
Figure H.6: Highest simulated CRLB(θ) of the Four Season VA using different RPCs [1 to 11]
added to the RPC 0, and under the scenario conditions defined in Table 3.15 (γ = 90◦ † η = 0◦,
i.e. vertical polarization)



















RPC 12 RPC 13 RPC 14 RPC 15
RPC 16 RPC 17 RPC 18 RPC 19
RPC 20 RPC 21 RPC 22 RPC 00
Figure H.7: Highest simulated CRLB(θ) of the Four Season VA using different RPCs [12 to 22]
added to the RPC 00, and under the scenario conditions defined in Table 3.15 (γ = 90◦ † η = 0◦,
i.e. vertical polarization)
212 APPENDIX H. THE FOUR SEASON VA: ADDITIONAL RESULTS



















RPC 1 RPC 2 RPC 3 RPC 4
RPC 5 RPC 6 RPC 7 RPC 8
RPC 9 RPC 10 RPC 11 RPC 00
Figure H.8: Highest simulated CRLB(φ) of the Four Season VA using different RPCs [1 to 11]
added to the RPC 00, and under the scenario conditions defined in Table 3.15 (γ = 67.5◦ † η =
0◦)



















RPC 12 RPC 13 RPC 14 RPC 15
RPC 16 RPC 17 RPC 18 RPC 19
RPC 20 RPC 21 RPC 22 RPC 00
Figure H.9: Highest simulated CRLB(φ) of the Four Season VA using different RPCs [12 to 22]
added to the RPC 00, aand under the scenario conditions defined in Table 3.15 (γ = 67.5◦ † η =
0◦)
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RPC 1 RPC 2 RPC 3 RPC 4
RPC 5 RPC 6 RPC 7 RPC 8
RPC 9 RPC 10 RPC 11 RPC 00
Figure H.10: Highest simulated CRLB(θ) of the Four Season VA using different RPCs [1 to 11]
added to the RPC 0, and under the scenario conditions defined in Table 3.15 (γ = 67.5◦ † η = 0◦)



















RPC 12 RPC 13 RPC 14 RPC 15
RPC 16 RPC 17 RPC 18 RPC 19
RPC 20 RPC 21 RPC 22 RPC 00
Figure H.11: Highest simulated CRLB(θ) of the Four Season VA using different RPCs [12 to 22]
added to the RPC 00, and under the scenario conditions defined in Table 3.15 (γ = 67.5◦ † η =
0◦)
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RPC 1 RPC 2 RPC 3 RPC 4
RPC 5 RPC 6 RPC 7 RPC 8
RPC 9 RPC 10 RPC 11 RPC 00
Figure H.12: Highest simulated CRLB(φ) of the Four Season VA using different RPCs [1 to 11]
added to the RPC 00, and under the scenario conditions defined in Table 3.15 (γ = 45◦ † η = 0◦)



















RPC 12 RPC 13 RPC 14 RPC 15
RPC 16 RPC 17 RPC 18 RPC 19
RPC 20 RPC 21 RPC 22 RPC 00
Figure H.13: Highest simulated CRLB(φ) of the Four Season VA using different RPCs [12 to 22]
added to the RPC 00, and under the scenario conditions defined in Table 3.15 (γ = 45◦ † η = 0◦)
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RPC 1 RPC 2 RPC 3 RPC 4
RPC 5 RPC 6 RPC 7 RPC 8
RPC 9 RPC 10 RPC 11 RPC 00
Figure H.14: Highest simulated CRLB(θ) of the Four Season VA using different RPCs [1 to 11]
added to the RPC 0, and under the scenario conditions defined in Table 3.15 (γ = 45◦ † η = 0◦)



















RPC 12 RPC 13 RPC 14 RPC 15
RPC 16 RPC 17 RPC 18 RPC 19
RPC 20 RPC 21 RPC 22 RPC 00
Figure H.15: Highest simulated CRLB(θ) of the Four Season VA using different RPCs [12 to 22]
added to the RPC 00, and under the scenario conditions defined in Table 3.15 (γ = 45◦ † η = 0◦)
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RPC 1 RPC 2 RPC 3 RPC 4
RPC 5 RPC 6 RPC 7 RPC 8
RPC 9 RPC 10 RPC 11 RPC 00
Figure H.16: Highest simulated CRLB(φ) of the Four Season VA using different RPCs [1 to 11]
added to the RPC 00, and under the scenario conditions defined in Table 3.15 (γ = 22.5◦ † η =
0◦)



















RPC 12 RPC 13 RPC 14 RPC 15
RPC 16 RPC 17 RPC 18 RPC 19
RPC 20 RPC 21 RPC 22 RPC 00
Figure H.17: Highest simulated CRLB(φ) of the Four Season VA using different RPCs [12 to 22]
added to the RPC 00, and under the scenario conditions defined in Table 3.15 (γ = 22.5◦ † η =
0◦)
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RPC 1 RPC 2 RPC 3 RPC 4
RPC 5 RPC 6 RPC 7 RPC 8
RPC 9 RPC 10 RPC 11 RPC 00
Figure H.18: Highest simulated CRLB(θ) of the Four Season VA using different RPCs [1 to 11]
added to the RPC 0, and under the scenario conditions defined in Table 3.15 (γ = 22.5◦ † η = 0◦)



















RPC 12 RPC 13 RPC 14 RPC 15
RPC 16 RPC 17 RPC 18 RPC 19
RPC 20 RPC 21 RPC 22 RPC 00
Figure H.19: Highest simulated CRLB(θ) of the Four Season VA using different RPCs [12 to 22]
added to the RPC 00, and under the scenario conditions defined in Table 3.15 (γ = 22.5◦ † η =
0◦)
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RPC 1 RPC 2 RPC 3 RPC 4
RPC 5 RPC 6 RPC 7 RPC 8
RPC 9 RPC 10 RPC 11 RPC 00
Figure H.20: Highest simulated CRLB(φ) of the Four Season VA using different RPCs [1 to 11]
added to the RPC 00, and under the scenario conditions defined in Table 3.15 (γ = 0◦ † η = 0◦,
i.e. horizontal polarization)



















RPC 12 RPC 13 RPC 14 RPC 15
RPC 16 RPC 17 RPC 18 RPC 19
RPC 20 RPC 21 RPC 22 RPC 00
Figure H.21: Highest simulated CRLB(φ) of the Four Season VA using different RPCs [12 to 22]
added to the RPC 00, and under the scenario conditions defined in Table 3.15 (γ = 0◦ † η = 0◦,
i.e. horizontal polarization)
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RPC 1 RPC 2 RPC 3 RPC 4
RPC 5 RPC 6 RPC 7 RPC 8
RPC 9 RPC 10 RPC 11 RPC 00
Figure H.22: Highest simulated CRLB(θ) of the Four Season VA using different RPCs [1 to 11]
added to the RPC 00, and under the scenario conditions defined in Table 3.15 (γ = 0◦ † η = 0◦,
i.e. horizontal polarization)



















RPC 12 RPC 13 RPC 14 RPC 15
RPC 16 RPC 17 RPC 18 RPC 19
RPC 20 RPC 21 RPC 22 RPC 00
Figure H.23: Highest simulated CRLB(θ) of the Four Season VA using different RPCs [12 to 22]
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Abstract — Direction finding plays a crucial role in various civilian and military applications,
related to either radionavigation or radiolocation. Most of the direction finding antennas op-
erate over a wide frequency band, but only a minority of them enable the direction of arrival
estimation of an incoming electromagnetic field over a 3-D angular coverage (i.e., estimation
of both azimuth and elevation angles). An original approach to obtain a 3-D angular cover-
age consists in measuring the six components of the incident electromagnetic field through a
so-called vector antenna. The aim of this Ph.D. is to design a passive, compact and wideband
vector antenna in order to cover a maximum of applications. Two vector antennas have been
designed, manufactured and experimentally characterized. Unlike conventional topology, they
enable the measurement of the components of an incoming electromagnetic field thanks to the
radiation pattern reconfigurability of an original arrangement of Vivaldi antennas. The first pro-
totype is mounted over a finite metallic support and enables the direction of arrival estimation of
vertically-polarized electromagnetic fields over a 1.69:1 bandwidth while the second one can be
used regardless of the polarization of the incoming electromagnetic fields over a 8:1 bandwidth.
Moreover, the direction finding performances of these vector antennas have been improved in
terms of estimation accuracy, sensitivity, robustness to angular ambiguity and polarization mis-
match by synthesizing new radiation patterns in the estimation process. A method based on
the Cramer-Rao lower bound has been proposed to select efficiently and rapidly the additional
radiation patterns.
Keywords: 3-D direction finding antenna, vector antenna, wideband electric and magnetic
dipoles, radiation pattern reconfigurable antenna, radiation pattern diversity.
Résumé—La radiogoniométrie joue un rôle crucial dans diverses applications, aussi bien civiles
que militaires, liées soit à la radionavigation ou à la radiolocalisation. La plupart des antennes
de goniométrie opèrent sur une large bande de fréquences, mais seule une minorité d’entre elles
permettent l’estimation de la direction d’arrivée d’un champ électromagnétique incident sur une
couverture angulaire 3-D (c.-à-d., l’estimation à la fois des angles d’azimut et d’élévation). Une
approche originale permettant d’obtenir une couverture angulaire 3-D consiste à mesurer les
six composantes d’un champ électromagnétique incident à l’aide d’une antenne dite vectorielle.
L’objectif de cette thèse est de concevoir une antenne vectorielle passive, compacte et large-
bande afin de couvrir un maximum d’applications. Deux antennes vectorielles ont été conçues,
fabriquées et caractérisées expérimentalement. À la différence d’une topologie conventionnelle,
elles permettent de mesurer les composantes d’un champ électromagnétique incident grâce à la
reconfigurabilité en diagramme de rayonnement d’un arrangement original d’antennes Vivaldi.
Le premier prototype est monté sur un support métallique fini et permet l’estimation de la di-
rection d’arrivée de champs électromagnétiques polarisés verticalement sur une bande passante
de 1.69:1 tandis que le second peut être utilisé quelle que soit la polarisation des champs électro-
magnétiques incidents sur une bande passante de 8:1. De plus, les performances de goniométrie
de ces antennes vectorielles ont été améliorées du point de vue de la précision, de la sensibilité,
de la robustesse face aux ambiguïtés angulaires et aux erreurs de dépolarisation en synthétisant
de nouveaux diagrammes de rayonnement dans le processus d’estimation. Une méthode basée
sur la borne de Cramer-Rao a été élaborée afin de sélectionner efficacement et rapidement les
diagrammes de rayonnement supplémentaires.
Mots-clés : antenne de goniométrie 3-D, antenne vectorielle, dipoles électrique et magnétique
large-bande, antenne reconfigurable en diagramme, diversité de diagramme de rayonnement.
