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Chapter 1 
INTRODUCTION 
Calibration models play an important role in quantitative chemical analysis. 
Concentrations cannot be observed directly but have to be derived from related 
measurements. A mathematical transfer function, a calibration model, is needed to 
predict concentrations from the available measurements. A very serious problem that 
can occur when a calibration model is used to predict the concentration of an analyte 
in an unknown sample, is the presence of chemical or physical interferences, which 
are unaccounted for in the calibration model. In most cases the concentration 
estimates become incorrect and sometimes it is not even possible to detect 
interferences. In this chapter the effect of interferents on the prediction step of 
quantitative analysis is briefly described for several types of calibration models and 
measurements. The advantage of multivariate analysis of bilinear data for quantitative 
analysis is explained. 
The simplest type of calibration, the univariate calibration, correlates a single 
response with the concentration of the analyte of interest. A requirement for univariate 
calibration is that the measured response is selective. This means that the response 
is influenced solely by the analyte of interest. If the response is also effected by 
another factor (e.g. an additional component), the predicted concentrations are 
incorrect. An example of such an error is illustrated in figure 1. The interfering 
compound contributes to the signal causing an incorrect concentration estimate. 
Moreover, the presence of the interference signal cannot be detected. 
When the instrument responses form a vector of data, multivariate calibration 
is needed to determine how these responses can be used simultaneously to predict 
the concentration. Clear advantages over univariate models are that more than one 
analyte can be calibrated at the same time and that no unique signal channels are 
required. The basic idea of multivariate calibration is illustrated in figure 2 for a two 
component system with two response variables. An example of such a system is a 
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Figure 1 An example of a selectivity problem for univariate calibration Several calibration 
samples of known composition have been used to build the calibration model and this 
model is used to predict the concentration of an unknown sample from its response R 
The concentration estimate is incorrect because of the presence of an interference 
signal This interference signal cannot be detected 
two-component mixture, of which the absorbance is measured at two wavelengths 
The positions along the axes r, and r2 give the values of the measured responses (the 
absorbances at the first and second wavelength) The pure response vectors of the 
analytes A and В (the pure spectra) at unitary concentrations are given as the vectors 
xA and xB All the coordinates of the pure response vectors are non-zero and so both 
response variables are not selective Univariate calibration of such a response variable 
would give incorrect concentration estimates In multivariate calibration the 
concentration of analyte A can be predicted from the response vector r, which is 
composed of unknown contributions of xA and xB, by projecting this vector on the 
vector xA* The vector xA* is orthogonal to the vector xB and so the projection of the 
vector r is independent of the concentration of analyte В This means that this 
projection of the response vectors r can be used as a calibration model to predict the 
concentration of analyte A in the presence of analyte В In a similar way a calibration 
model for analyte В in the presence of A can be found 
In practice the pure response vectors xA and xB are mostly unknown and, 
therefore, the calibration model is derived by relating the measurements of a number 
of calibration samples of known composition to the corresponding concentration 
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Figure 2: Example of the prediction of the concentration of an analyte in the presence of a 
second analyte from multivariate measurements. Two response variables were 
measured for a two-component system. The positions along the axes r, and r? give the 
values of the measured responses. The pure response vectors of the two analytes (A 
and B) at unitary concentrations are given as the vectors Хд and Хд. In order to predict 
the concentration of analyte A in the presence of analyte B, the response vector r can 
be projected on the vector x/, which is orthogonal to the vector Xg. 
values. In general such multivariate calculations are effected by the collinearity 
problem, which can be caused by poor experimental design, a high correlation 
between the spectra of the different analytes or a larger number of sensors or samples 
than analytes. Well known calibration techniques that can deal with such data are 
Partial Least Squares (PLS), Principal Components Regression (PCR) and Ridge 
Regression (RR). An overview of multivariate calibration techniques was given by 
Martens and Naes [1]. 
From the dependence of the vector xA" on the vector xB (should be orthogonal 
in order to be independent of the contribution of analyte B, see figure 2), it can be 
understood that all interfering compounds need to be present in the calibration 
samples. This means that such calibration techniques can only deal with 'modelled' 
interferences. 'Unmodelled' interferences will still invalidate the calibration model. 
However, for multivariate measurements they can be detected because in general the 
response vector of an unknown sample with an interfering compound is lying outside 
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the multivariate space of the responses of the calibration samples. The distance to the 
calibration space can be used as a criterion for detecting mterferents When an 
interfering component is detected, the analyst may decide to recalibrate and 
incorporate the interfèrent, or else he may try to remove the interfèrent from the 
sample without changing the concentration of the analyte of interest 
In analytical chemistry increasingly often a matrix of data can be obtained from 
the analysis of a single sample Such data can be obtained by coupling two analytical 
techniques via appropriate interfaces Overviews of such techniques, the hyphenated 
techniques, were given by Hirschfeld [2,3] (see figure 3) In principle, quantitative 
information can be extracted from such data by using the calibration techniques 
Figures Hyphenated methods From Τ Hirschfeld, Science 230(1985)286 291 The full squares 
identify techniques already in use and the half filled ones identify systems that are 
potentially feasible but have not been fully developed yet 
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mentioned above If a response variable is found that is completely unique to the 
analyte of interest, univariate calibration can be used It is also possible to unfold the 
matrix to a vector of responses by putting successive columns below each other and 
using Partial Least Squares Regression However, in both cases important relations 
between columns or rows are lost New multivariate techniques were introduced in 
chemometncs that make use of these relations Examples of such techniques are 
Generalized Rank Annihilation Factor Analysis (GRAFA), Iterative Target Transformation 
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Factor Analysis (ITTFA), Residual Bilinearization (RBL) and Target Testing. These 
techniques offer new possibilities in qualitative and quantitative analysis of completely 
unknown mixtures. In quantitative analysis the concentration of an analyte can be 
predicted in the presence of 'unmodelled' interferents. A general restriction of these 
chemometric techniques is that the structure of the data matrix has to be bilinear. This 
means that the rank of the data matrix of a single component is 1. Examples of bilinear 
instruments are LC-UV, GC-MS, GC-FTIR, Excitation Emission Spectroscopy, two-
dimensional TLC and luminescence time-decay experiments. Well known two 
dimensional non-bilinear techniques are 2d-NMR and MS-MS. A second requirement 
is that the presence of the analyte of interest increases the rank of the data matrix by 
1. This means that the two coupled analytical techniques should discriminate between 
the analyte of interest and the other components in the unknown sample. This last 
requirement is not met when spectra or concentration profiles of components are 
completely identical or for the combination of Flow Injection Analysis and UV 
spectroscopy. 
In this thesis attention is paid to the prediction of an analyte's concentration in 
the presence of interferente by multivariate analysis of bilinear data. A number of 
recently developed multivariate techniques are studied and evaluated. The data from 
a photo-diode array detector are used to study the factors that may influence the 
quality of the results in practice. For HPLC-UV data the errors that can be expected 
in practice are studied in detail and a strategy for multivariate analysis is proposed. 
REFERENCES 
[1] H. Martens and T. Nœs, Multivariate Calibration, John Wiley and Sons, Chichester, 1989 
[2] Hirschfeld, Τ, Anal. Chem., 52 (1980) 297-310 
(3) Hirschfeld, Τ, Science, 230 (1985) 286-291 
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Chapter 2 
REALISTIC SIMULATIONS OF HPLC-UV DATA FOR THE 
EVALUATION OF MULTIVARIATE TECHNIQUES1 
INTRODUCTION 
The introduction of multichannel diode-array detectors in HPLC has enormously 
increased the amount of data obtained during a single chromatographic run In order 
to derive useful information from these multivariate data a number of techniques has 
been developed in chemometncs Examples of these are Iterative Target 
Transformation Factor Analysis [1,2], Generalized Rank Annihilation Method [3], 
Evolving Factor Analysis [4] and Partial Least Squares [5] Depending on the 
knowledge needed and the information already present about the sample, one or more 
of these techniques can be selected 
A very important step in the introduction and acceptance of these multivariate 
techniques is a systematic evaluation The influence of certain factors, such as peak 
resolution or peak height ratios, on the quality of the solutions can be studied by 
analyzing data at varying levels of these factors Interactions between factors can be 
calculated by setting up a factorial design In order to be able to control the levels of 
the factors, the theoretical simulation of real data is a common procedure in evaluation 
studies An example is the control of the peak resolution The generation of 
experimental data at specific levels of this factor in practice is a very time-consuming 
1This chapter is published as M J Ρ Gerritsen, N M Faber, M van Rijn, В G M Vandegmste and 
G Kateman, 'Realistic Simulations of HPLC-UV data for the evaluation of multivariate techniques' , 
Chemometncs and Intelligent Laboratory Systems, 12 (1992) 257-268 
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matter On the contrary the simulation of such a system on a computer, once a 
simulation model is available, is only a matter of seconds 
Until now HPLC-UV data simulations have been performed by applying Beer's 
law [6,7] According to this law the contribution of a single component to the overall 
signal can be represented by the vector product of a chromatogram and a pure 
spectrum Artificial noise can be added to the signal The resulting data have an exact 
bilinear structure which is the basic assumption of most qualitative and quantitative 
multivariate techniques In this case the number of base vectors needed to describe 
the variance of the measurements within the experimental noise (the number of 
primary factors) is equal to the number of compounds in the mixture 
In practice, however, non-linear response behavior is observed for UV-
detectors An overview of physical and chemical factors causing such response was 
given by Ingle and Crouch [8] Chemical factors are specific for the sample studied, 
for example matrix effects or chemical equilibria Physical factors (e g polychromatic 
radiation), occur more generally and should always be taken into account Dose and 
Guiochon [9] derived non-linear equations that describe the dependence of the diode 
array detector response on bandpass and on the shape of the absorbing sample's 
spectrum (first and second derivative) These non-linear equations describe the 
response at a single wavelength due to a single component The extension of these 
equations to the analysis of HPLC-UV data matrices containing absorbances at many 
wavelengths caused by more than one component with unknown spectra is very 
complex and not published yet 
In this chapter it is shown that when multivariate analysis is applied on HPLC-
UV data, the non-ideal response behavior can also be observed, even for very simple 
samples of a single component A study of the HPLC-UV data matrix of a single 
component system shows that some extra principal components are needed to 
describe its variance The number of primary factors for these data will be estimated 
by a few well known techniques Malmowski's F-test [10], cross-validation [11], the 
indicator function [12] and inspection of the shape of the eigenvectors Data 
containing model errors may give rise to problems for multivariate techniques which 
use the linear model as a starting point A very important step in most of these 
techniques is the Principal Component Analysis in which a reduced multivariate space 
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is calculated It will be shown by an example of Target Testing that for real data the 
optimal number of principal components that is needed may be higher than the 
number of compounds in the sample In order to study this effect in the evaluation of 
multivariate techniques for HPLC-UV data, simulations are proposed which make use 
of real peak systems From eigenvector structures and eigenvalues it will be shown 
that data simulated in this way contain the same small sub-structures as observed for 
real data Moreover factors such as resolution, peak ratios and spectral correlations 
can still be varied rather easily The simulations with real peak systems can be used 
as an intermediate step between ideal linear simulations and practical applications 
Linear simulations can be used to evaluate the performance of multivariate techniques 
as a result of the different theoretical models used Simulations with real peak systems 
also incorporate small model errors that can be expected in practice and in this way 
they can be used to get a more realistic picture of the performance of multivariate 
techniques in real applications 
THEORY 
The general equation for data with a bilinear structure is 
D = X С YT + E О) 
where X and Y contain pure responses and the diagonal matrix С contains 
concentration values The matrix E represents the unmodelled experimental noise In 
the case of HPLC-UV data the matrix X contains the concentration profiles of the pure 
compounds and Y contains the pure spectra so that this equation is the matrix 
representation of Beer's law In the analysis of multi component samples the measure­
ment space is mostly described by a few orthogonal base-vectors In the case of a 
bilinear system the number of base vectors required to span this space is equal to the 
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number of independently contributing solutes in the mixture These base vectors can 
be calculated by applying a singular value decomposition (SVD) to the data matrix 
According to SVD any data matrix with r rows and с columns can be 
decomposed such that 
D = U S V T (2) 
Assuming that с is less or equal than r, U is a r by с orthonormal matrix with base 
vectors of the column space, S is а с by с diagonal matrix with the singular values and 
V is а с by с orthonormal matrix with the base vectors of the row space The base 
vectors in U and V can also be calculated as the eigenvectors of DDT and DTD Only 
a few eigenvectors (n) contain useful information (the primary factors), whereas the 
remaining c-n eigenvectors contain error information and so can be left out for 
calculations 
An important step in many multivariate chemometrical techniques is to estimate 
the number of principal components that will be used in calculations A number of 
criteria have been developed which are based on knowledge about the experimental 
error, on statistics or on the shape of the eigenvectors An overview has been given 
recently by Gemperlme [13] In this chapter a few well-known techniques are applied 
to real HPLC-UV data in order to demonstrate that the number of primary factors 
estimated for real data is larger than for exact bilinear data A short description of the 
techniques used in this chapter will be given below 
Cross Validation 
The basic idea of cross-validation introduced by Wold in 1978 [11] is to find the 
optimal number of factors for the prediction of deleted data points For each principal 
component the prediction error (PRESS) is calculated by deleting and predicting every 
matrix element once and summing the squares of differences between the predictions 
and the original data elements If the ratio between the PRESS and the sum of squares 
of the original variables is smaller than 1 the factor contains relevant data structure 
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In this case the factor is subtracted from the data matrix and the same procedure is 
repeated for the next principal component 
ТЛе Indicator Function 
Malmowskfs Indicator function [12] is an empirical function which is related to 
his well-known error functions [14,15] and which depends on the eigenvalues and on 
the dimensions of the data matrix The indicator function should reach a minimum for 
the correct number of principal components 
Malinowski's F-test 
In 1988 Mahnowski introduced an F-test for the determination of the number of 
primary factors [10]. In this test the variance of a target vector is compared with the 
variance of the noise describing eigenvectors ('the null-vectors'). The variance of the 
'null'-vectors is estimated by taking a weighted average of the corresponding 
eigenvalues. Instead of eigenvalues, Mahnowski used 'reduced eigenvalues', defined 
as the eigenvalues divided by the degrees of freedom For the determination of the 
weights Mahnowski used a function which he derived for the eigenvalue distribution of 
uniformly distributed noise [16] The F-test procedure is started by a null set which 
consists of the smallest eigenvalue The next eigenvalue is tested for significance by 
comparing the eigenvalue with that of the null-set The F-test which is used is given 
in Eqn. 3 [10,24] 
FM с ηϊ λ
η
 / (r-n+1)(c-n+1) 
F ( 1
'
s
-
n )
 = i (3) 
Σ
 λ; / Σ (м+і)(с-н) 
J=n + 1 J=n+1 
where : 
r the number of rows in the matrix 
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с the number of columns in the matrix 
s the minimum of r and с 
η the number of principal components 
λ eigenvalue 
λ · · eigenvalue of null space 
The null-hypothesis which is tested is that the eigenvalue belongs to the same 
population as the eigenvalues of the null-set The alternative hypothesis states that this 
eigenvalue is larger If the null-hypothesis is accepted the eigenvalue is added to the 
null-set and the next eigenvalue is tested 
Target Testing 
Target testing can be used to test whether a compound is present in a mixture 
or not The basic idea is that if a test compound is present then its spectrum у should 
he in the space spanned by the orthonormal vectors y,, of the SVD In 1978 Ho [17] 
used Bessels inequality as a criterion to test for the presence of a compound with a 
normalized spectrum y 
η 
£ ajf <; 1 where ak = y j y (4) 
k-1 
The deviation from unity of the sum of squares of these inner products gives an 
indication whether the test compound is present or not Another application can be to 
find out how many eigenvectors are needed to describe the spectral structure 
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EXPERIMENTAL SECTION 
In order to compare data structures obtained for single chromatographic peaks, 
data for anthracene solutions were eluted and detected by three diode-array detectors 
HP1040A, Pu4021 and Waters990 Absorbances were measured at wavelengths 
between 210 nm and 290 nm The spectra were recorded at time intervals of 1 sec for 
the Pu4021, 1 5 sec for the Waters and 2 sec for the HP1040A diode array detector 
The resulting data sets all contained about 40 wavelengths and 45, 46 and 37 spectra 
respectively For the HPLC experiments a mobile phase of MeOH/H20 93 7 was used 
in combination with a Chromspher C18 100x1 0mm column and a flow rate of 
0 3ml/min 
For the comparison of realistically simulated peak clusters with real peak 
clusters, data of three anthracene-phenanthrene mixtures were recorded by the 
Pu4021 diode array detector under the same experimental conditions The peak 
height ratios for the anthracene and phenanthrene peaks were 3 5, 5 1 and 1 33 for 
the mixtures 1, 2 and 3, respectively The recorded data sets contained about 50 
spectra recorded at 40 wavelengths 
The simulations of ideal linear data were performed by multiplying the pure 
spectra with Gaussian profiles with a standard deviation of 5 sec according to Eqn 1 
Gaussian distributed noise with a standard deviation of 0 12 mAu was added 
The realistic simulations were performed by superimposing the data sets 
measured for anthracene and phenanthrene solutions and adjusting the peak positions 
and relative peak heights In this way two component clusters with varying resolutions 
and concentration ratios could easily be obtained 
The algorithms were implemented in С on a Philips P3202(AT)-computer 
RESULTS AND DISCUSSION 
In the first experiment HPLC-DAD data of pure anthracene solutions were 
recorded by three diffère, it diode-array detectors In order to study the structure of the 
data, a singular value decomposition was performed and the number of principal 
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components in the data was estimated by the criteria discussed in the theoretical 
section The data used were not scaled or mean centered The results are given in 
table 1 From this table we can see that the number of principal components is 
Table 1 Estimated number of primary factors by F-test, the Indicator function and cross-
validation for data of single chromatographic peaks recorded by different diode array 
detectors 
Detector 
Pu4021 
Waters990 
HP1040A 
F test 
6 
8 
θ 
Indicator function 
14 
11 
9 
cross validation 
7 
15 
12 
considerably higher than the number of solutes for all three diode-array detectors For 
Malmowski's F-test a significance level of 5% was used For the cross-validation a 
variance ratio of 1 was used as a test criterion In 1987 Wold [18] proposed another 
criterion Q smaller than 1 in order to correct for the number of degrees of freedom 
Certainly this criterion would give some lower estimates, because starting from the fifth 
or sixth factor ratios higher than 0 9 were obtained In table 2 the relative amounts of 
the first six singular values are given The differences between the detectors may be 
Table 2 Relative amounts of the first six singular values (in %) calculated from HPLC-UV data 
of pure anthracene solutions Data from three different diode array detectors were used 
Singular 
1 
2 
3 
4 
5 
6 
Value Pu4021 
96 77 
263 
0 33 
0 15 
0 07 
0 05 
Waters990 
99 02 
0 76 
012 
0 06 
0 03 
0 02 
HP1040 
97 33 
2 25 
0 25 
0 09 
0 04 
0 03 
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explained by differences in experimental conditions, small backgrounds and different 
degrees of non-linearity 
Another way to see whether a factor contains data structures is to look at the 
shape of the eigenvectors The basic assumption behind this technique is that spectral 
information is broad band (low frequency) and can be reproduced, whereas noise is 
narrow band (high frequency) and random In this way primary eigenvectors can be 
distinguished from noise eigenvectors by their smooth appearance Methods that are 
based on this idea are Rossi's frequency analysis [19] and Tu's canonical correlation 
method [20] In figure 1, 2 and 3 the structures of the first three eigenvectors (loading 
vectors) for all three diode array detectors are displayed For comparison figure 4 
contains the eigenvector structures of a pure simulated bilinear one-component 
system For this data set the estimated number of primary factors was 1 for all three 
criteria From these pictures we can see that, in contrast with the eigenvector structure 
of bilinear data, the second and third eigenvector of the recorded HPLC-UV data 
contain more than only noise information Moreover the structures from different diode 
array detectors show large similarities It is clear that methods based on the structure 
of the eigenvectors like Rossi's frequency analysis and Tu's canonical correlation 
method would also give a number of principal components that is higher than 1 The 
conclusion of these experiments is that the structure of the HPLC-UV data is not 
exactly bilinear and that more than one eigenvector is needed to describe the data 
structure of a single component Although there are some differences in the relative 
amounts of the singular values between the detectors, the shapes of the eigenvectors 
show remarkable similarities 
In order to find an easy way to include the above-mentioned structures in the 
evaluation of multivariate techniques for application to HPLC-UV data, we tried to 
simulate real data from mixtures by combining real data coming from measurements 
on pure components Data with different peak height ratios and resolutions are 
obtained by adjusting peak heights and peak positions of real peak systems of pure 
analytes In this way the mixtures will be built by the computer, which means that 
factors such as resolution and peak ratios can be controlled very easily and quickly 
Of course, the generation of different concentrations by multiplying pure data with a 
certain factor can cause severe problems if a background absorbance is present, 
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Figure 1а,Ь,с: First (a), second (b) and third (с) eigenvector of a HPLC-UV data set of a pure 
anthracene peak recorded by a Pu4021 diode array detector 
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Figure 2a,b,c: First (a), second (b) and third (с) eigenvector of a HPLC-UV data set of a pure 
anthracene peak recorded by a Waters990 diode-array detector. 
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Figure За.Ь.с: First (a), second (b) and third (с) eigenvector of a HPLC-UV data set of a pure 
anthracene peak recorded by a HP1040A diode-array detector 
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Figure 4а,Ь,с: First (a), second (b) and third (с) eigenvector of an exactly linear HPLC-UV data set 
obtained by multiplying an anthracene spectrum with a chromatographic profile and ad­
ding noise with a standard deviation of 0.12 mAu. 
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because this will be increased by the same factor Hence care must be taken that the 
background present is as small as possible or is subtracted In our case the 
background subtraction was performed by linear interpolation between the average 
spectra calculated before and after the pure peaks Another effect is that the noise will 
be multiplied by the same concentration factor The structured factors due to model 
errors, however, turned out to be dominant 
The simulation procedure was checked for the simulation of two anthracene-
phenanthrene mixtures with peak height ratios of 3 5 (mixture 1) and 5 1 (mixture 2) 
The data for these mixtures were obtained from real measurements and from 
simulations with one-component data In order to compare the real data with the 
simulations, the shape of the first factor due to model errors (the third eigenvector) is 
displayed in figures 5 and 6 for both mixtures From these pictures we observe that 
the third eigenvector contains data structure for both real data and realistically 
simulated data in contrast to the exact bilinear data Moreover, the structure of the 
third eigenvector of real data and of realistically simulated data shows large similarities 
for both mixtures The signs of the loading vectors in figure 6a and 6b are different, 
but this has no effect on the multivariate space described by these vectors Larger 
differences were observed in the lower eigenvectors The relative contributions of the 
first six singular values are listed in table 3 We can see that the values for simulations 
Table 3 Relative amounts of the singular values for the HPLC UV data of anthracene 
phenanthrene mixtures with peak height ratios of 3 5 (mixture 1) and 5 1 (mixture 2) 
Singular 
Value 
1 
2 
3 
4 
5 
6 
Mixture 1 
real (PU4021) 
88 60 
9 70 
126 
0 13 
0 07 
0 05 
Mixture 1 
simulated 
88 52 
984 
132 
019 
0 07 
0 06 
Mixture 2 
real (PU4021) 
93 91 
5 44 
0 32 
019 
0 10 
0 04 
Mixture 2 
simulated 
93 87 
5 14 
0 57 
0 30 
0 09 
0 04 
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Figure 5a,b: Third eigenvectors of a real (a) and a simulated (b) HPLC-UV data set of an anthracene-
phenanthrene mixture with a peak height ratio of 3 5 (mixture 1). 
Figure 6a,b: Third eigenvectors of a real (a) and a simulated (b) HPLC-UV dataset of an anthracene-
phenanthrene mixture with a peak height ratio of 5.1 (mixture 2). 
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and real data are almost identical Most of the variance is explained by the first three 
eigenvectors, which showed similar structures for simulated and real data The 
similarity between simulated and real data can be explained by the fact that in practice 
for data from samples with different concentrations of a specific component the relative 
contribution of the model errors is approximately constant This confirms the results 
of Dose [9] who showed that the relative contribution of model errors was constant 
over a large absorbance range (A < 1AU) 
Finally the effect of the underlying model-error structures will be investigated by 
the application of target testing In 1980 Ho [21] found for excitation-emission data that 
in the case where the signal from the compound of interest is weak a larger set of 
eigenvectors is needed to describe the spectrum, because eigenvectors associated 
with strong components dominate the first eigenvector associated with the weak 
compound In the case of HPLC-UV data we also have to deal with some additional 
eigenvectors as was demonstrated by the analysis of data from anthracene solutions 
and anthracene-phenanthrene mixtures The fact that more eigenvectors are needed 
to describe the spectral information will be demonstrated for HPLC-UV data by 
applying Target Testing to two mixtures of anthracene and phenanthrene, the first with 
a peak height ratio of 3 5 (mixture 1), the second with a ratio of 1 33 (mixture 3) The 
HPLC-UV data were obtained both by real measurements and by realistic simulations 
The test spectra of anthracene and phenanthrene were obtained from the pure peak 
systems The results of target testing are given in the tables 4 and 5 For the first 
Table 4 Sum of Squares of inner products between library spectra (anthracene and 
phenanthrene) and the eigenvectors of HPLC UV data of an anthracene phenanthrene 
mixture with a peak height ratio of 3 5 (mixture 1) 
Eigenvector 
1 
2 
3 
Mixture 1 
real data (PU4021) 
anthracene 
0 9439 
09999 
1 0000 
phenanthrene 
0 9911 
1 0000 
1 0000 
Mixture 1 
realistic simulation 
anthracene 
0 9445 
0 9999 
1 0000 
phenanthrene 
0 9908 
1 0000 
1 0000 
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mixture (see table 4) we see that the anthracene spectrum is fully described by two 
principal components For mixture 3 (table 5), however, we need three principal 
components to describe the spectrum The reason becomes clear if we look at the 
Table 5 Sum of Squares of inner products between library spectra (anthracene and 
phenanthrene) and the eigenvectors of HPLC UV data of an anthracene phenanthrene 
mixture with a peak height ratio of 1 33 (mixture 3) 
Eigenvector 
1 
2 
3 
Mixture 3 
real data (PU4021) 
anthracene 
0 8995 
0 9043 
0 9949 
phenanthrene 
0 9986 
0 9998 
10000 
Mixture 3 
realistic simulation 
anthracene 
09017 
0 9058 
0 9982 
phenanthrene 
1 0000 
10000 
1 0000 
structure of the corresponding eigenvectors The second eigenvectors of the data of 
mixture 3 obtained by real measurements and simulations are given in figure 7a and 
7b, respectively The third eigenvectors are given in figure 8a and 8b The second 
eigenvector of this mixture has approximately the same structure as the second 
eigenvector of a one component system (compare with figures 1b,2b,3b), which was 
caused by non-linear diode-array response behavior The concentration of anthracene 
has become so low that the variance due to model errors in the phenanthrene signal 
has become larger than the variance due to anthracene absorbance and will be 
calculated first The variance due to anthracene is described by the third and lower 
principal components The inspection of the eigenvectors confirmed the results that 
were obtained by target testing, which showed that at least three eigenvectors were 
needed to describe the anthracene spectrum The large similarities between the a and 
b parts of figures 7 and 8 show that the same results were obtained for real data and 
realistically simulated data 
A direct consequence of these results is that when small amounts of analyses 
are analyzed the dimensionality of the multivariate space incorporated in the model 
should be higher than the number of analytes in the sample A disadvantage of using 
larger dimensionalities, however, is that more noise is incorporated in the model as 
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Figure Ta.b: Second eigenvectors of a real (a) and a simulated (b) HPLC-UV data set of an anthrac-
ene - phenanthrene mixture with a peak height ratio of 1.33 (mixture 3). 
Figure 8a,b: Third eigenvectors of a real (a) and a simulated (b) HPLC-UV dataset of an anthracene -
phenanthrene mixture with a peak height ratio of 1:33 (mixture 3). 
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well This means that the determination of the number of principal components in 
practice is a difficult problem Criteria that can be used for this purpose have been 
proposed by Sti asters [22] and Ohman [23] 
CONCLUSIONS 
From inspection of one-component systems we observed that for real HPLC-UV 
data the number of primary factors is much larger than the number of solutes in the 
mixture, in contrast with exact bilinear data Inspection of the shape of the principal 
components showed that these components also contain structural information 
Moreover, the eigenvector structures of data acquired on different diode-array 
detectors showed large similarities In order to incorporate these structures in a 
systematic evaluation of multivariate techniques simulations were proposed that make 
use of real peak systems of pure analytes instead of exact linear simulations A 
comparison for two-component mixtures showed that the eigenvector structures of 
such simulated data show large similarities with real data 
Application of Target Testing showed that the inclusion of some extra factors 
is especially important for the analysis of small amounts of solutes in the presence of 
large amounts of other components In order to describe the variance of these small 
amounts of solutes more eigenvectors have to be selected for calculation than in the 
case of bilinear data An easy way to study this effect on the performance of 
multivariate techniques is to use simulations with real peak systems of pure analytes 
The results of a comparative study of the Generalized Rank Annihilation Method, 
Iterative Target Transformation Factor Analysis and Residual Bilmeanzation will be 
discussed in the next chapter 
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Chapter 3 
GENERALIZED RANK ANNIHILATION FACTOR ANALYSIS, 
ITERATIVE TARGET TRANSFORMATION FACTOR ANALYSIS AND 
RESIDUAL BILINEARIZATION 
FOR THE QUANTITATIVE ANALYSIS OF DATA FROM 
LIQUID CHROMATOGRAPHY WITH 
PHOTO-DIODE ARRAY DETECTION1 
INTRODUCTION 
In liquid chromatography the analyte of interest may be incompletely separated 
from other compounds In order to quantify such an analyte, univariate calibration is 
limited, because selective measurements are required A possible solution to this 
problem is the application of diode-array detection in combination with multivariate 
data-analysis Several multivariate techniques can be applied for the quantitative 
analysis of an analyte in the presence of unknown compounds No information about 
the number, identity or quantity of these mterferents is required In general these 
techniques are applicable to data obtained from second-order bilinear instruments ( 
e g LC-UV, GC-MS), which yield a two-dimensional data matrix for each sample 
analyzed 
1This chapter is accepted for publication in Analytical Chemistry as M J Ρ Gerritsen, Η Tams 
В G M Vandeginste and G Kateman, 'Generalized Rank Annihilation Factor Analysis, Iterative Target 
Transformation Factor Analysis and Residual Bilineanzation for the quantitative analysis of Data from 
Liquid Chromatography with Photodiode Array Detection' 
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In HPLC-UV a number of approaches has been developed in chemometncs to 
solve the problem of spectral mterferents A well known family of multivariate 
techniques that can be used for this is Self Modelling Curve Resolution (SMCR) 
SMCR-techmques can be used to resolve the contribution of each chemical compound 
to a total overlapped curve by making some general assumptions about the underlying 
peak shape Since 1971, when the first of these techniques was published by Lawton 
and Sylvestre [1], a number of curve-resolution algorithms was developed in 
chemometncs A recent overview of these techniques was given by Hamilton and 
Gemperline [2] Tutorials on curve-resolution were given by Vandeginste [3] and 
Windig [4] One of the most generally applicable SMCR-techmques known at the 
moment is Iterative Target Transformation Factor Analysis (ITTFA) This algorithm was 
developed by Gemperline [5] and Vandeginste et al [6] They demonstrated for 
HPLC-UV data that general initial estimates of the underlying concentration profiles 
could be improved in an iterative way and converged to the real profiles Later 
Gemperline [7] adjusted the ITTFA algorithm by applying automatically generated 
inequality constraints for calculating the underlying profiles Applications and 
evaluations of ITTFA have been published by several authors Vandeginste et al [8] 
compared the algorithm with the CR-2 and CR-3 algorithms for the qualitative and 
quantitative analysis of two- and three-component peak clusters Bilinear data were 
simulated in order to investigate the effect of resolution, spectral similarities and relative 
concentration The results of the ITTFA algorithm were better than the results of the 
CR-algonthms Seaton and Fell [9] used similar experiments for comparing ITTFA with 
Multicomponent Analysis From these studies [8,9] one can generally conclude that 
errors smaller than 10% are obtained by ITTFA for resolutions larger than 0 4 and 
response values within the same order of magnitude Better results could only be 
obtained at resolutions higher than 0 6 Strasters et al [10] evaluated the qualitative 
performance of ITTFA for peak tracking in optimization studies ITTFA was compared 
with Target Factor Analysis and Multicomponent Analysis using library spectra From 
the results obtained from bilinear simulations Strasters et al [11] developed a 
quantitative model to judge the reliability of the calculated UV-spectra from the 
observed resolution, spectral similarity and concentration values In 1986 Gemperline 
[7] applied the algorithm with linear inequality constraints to simulated bilinear data in 
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order to study the effect of noise, resolution, peak skewing and the number of 
components Errors smaller than 1 % were obtained for about equal concentration 
values at resolutions higher than 0 2 
In general it could be concluded from these evaluation studies that the iteration 
process was the most difficult and critical step influencing the accuracy of the results 
of ITTFA Moreover, no adequate algorithm for the correction of baseline drift was 
available In this chapter some adjustments are proposed in order to improve 
quantitative results 
An alternative solution to the problem of unknown interfering compounds was 
proposed by Ho, Christian and Davidson [12] by introducing the algorithm of rank 
annihilation This algorithm was iterative and computationally intensive Further 
improvements were given by contributions of Ho et al [13] and Lorber [14] Finally in 
1986 Sanchez and Kowalski [15] introduced the Generalized Rank Annihilation Factor 
Analysis The concentrations were obtained directly from the solution of a generalized 
eigenproblem and more than one analyte could be analyzed simultaneously in the 
presence of interfering components This algorithm was applied on simulated bilinear 
data with different noise levels [16] and on HPLC-UV data [16,17] 
In 1990 Ohman et al [18] introduced the Residual Bilmeanzation technique that 
could be used to extract mathematically the contribution of unknown interferente from 
the overall signal of an unknown sample This algorithm can be used in combination 
with well-known multivariate calibration models, such as Partial Least Squares (PLS) 
or Principal Component Regression (PCR) The residual matrix, obtained after 
modelling the data matrix of the sample with the calibration model, is decomposed in 
a part corresponding to the interfering compounds and a random noise part The 
contribution of the interfering compounds is assumed to be bilinear The RBL algorithm 
was applied to real HPLC-UV data [19] and the results were compared with the results 
of GRAFA 
For the evaluation of the performance of multivariate techniques simulation 
studies are very effective Factors that may influence the quality of the results can be 
varied easily and new data can be obtained with a minimum of effort As explained in 
the previous paragraphs, HPLC-UV data are mostly simulated using a perfect linear 
model, which is a basic assumption in multivariate statistics These simulation studies 
43 
are very useful to study the stability and systematic errors of the algorithms under 
various conditions. In practice, however, real data may also contain deviations from 
the linear model. For example, Ingle and Crouch [20] gave an overview of factors 
causing non-linear detector response. Dose and Guiochon [21] described non-linear 
diode-array detector response as a function of the bandwidth and the analyte's 
spectrum. Non-linear equations were derived for the absorbance of a single compound 
at one wavelength. The extension to more component systems has not yet been 
derived. In the previous chapter it was shown that for different diode-array detectors 
the rank of a HPLC-UV data matrix is considerably higher than the number of chemical 
compounds present in the sample, demonstrating that the absorbances of these 
compounds are not exactly bilinear. In order to study the effect of these additional 
factors on the performance of multivariate techniques simulations based on 
experimentally measured data were proposed. Multicomponent systems were 
simulated by mixing single-component systems and adjusting peak heights and peak 
positions. It was shown that real multicomponent systems could be approximated very 
well by these simulated data. 
In this chapter the performance of ITTFA, GRAFA and RBL is evaluated by 
comparing the results obtained for simulated two- and three-component systems 
including deviations from bilinearity. The effect of interferents, peak resolution, relative 
peak heights, chromatographic reproducibility and background absorbances will be 
discussed and presented. Adjustments of the ITTFA algorithm are proposed to 
improve quantitative analysis. The results of the adjusted algorithm will be compared 
to the results from previous evaluations. 
THEORY 
The theory of GRAFA and RBL will be discussed briefly. More extensive 
theoretical descriptions can be found elsewhere [15,18,19]. The algorithm of ITTFA will 
be discussed in detail because some adjustments are introduced. In the following 
equations we use capital letters for two-way matrices, italic capital letters for three-way 
matrices and underlined lower case letters for vectors. Scalars are denoted by lower 
case letters. 
44 
GRAFA, ITTFA and RBL are applicable to data with a bilinear structure For such 
data the response matrix Dk of a pure component к with m rows and η columns can 
be represented as 
Dk = x k c k D y J + E (1) 
where the vectors χ and y represent the pure responses in the row and column space 
of D. The scalar ck D is a scale factor because the vectors χ and y are normalized The 
matrix E represents the unmodelled experimental noise In the case of HPLC-UV data 
the χ vector represents the pure chromatographic profile of component к whereas the 
у vector represents the pure UV-spectrum The scalar с corresponds to the 
concentration of the analyte. To the extent that E can be neglected the matrix Dk has 
rank one. 
Generalized Rank Annihilation Factor Analysis (GRAFA) 
The GRAFA algorithm is calculated in two steps. In the first step the calibration 
data (0
Μ
| ) are measured from a sample that contains known amounts of the 
analyte(s) of interest In the second step the data (Dunk) of the unknown sample are 
measured The matrix of a calibration sample that contains nc components can be 
decomposed as follows. 
Do* = Σ * k С.са, У
Т
к
 = X C^, YT * Eeal (2) 
k-1 
45 
where χ,, and y,, are the columns of the matrices X and Y Cca| is a diagonal matrix with 
diagonal elements ckca| The matrix of the unknown sample can be decomposed in a 
similar way 
Dunk = XCunkYT + Eunk (3) 
The equations for the calibration and the unknown sample become equivalent if the 
matrices X and Y contain the pure elution profiles and spectra of all constituents 
present in either the calibration or the unknown sample In the following equations it 
is assumed that all compounds in Dca| are present in Оипк This means that all of the 
diagonal elements in Cunk are non-zero and that some of the diagonal elements in C ^ 
may be zero 
These equations can be translated into a generalized eigenproblem 
Dca, Z C u n k = D u n k ZC c a l (4) 
The matrix Z, which is defined as the pseudo-inverse of Y1, contains the eigenvectors 
In order to solve this equation Sanchez and Kowalski [15] translated this equation into 
a standard eigenvalue-eigenvector problem First a singular value decomposition was 
calculated of Dunk In order to exclude the experimental noise from calculations this 
decomposition was truncated to the significant factors 
Dunk = Ü S V T (5) 
where Û is a matrix with the abstract chromatograms, VT is a matrix with the abstract 
spectra and S is a diagonal matrix with the singular values 
By substituting equation (5) into (4), postmultiplymg (4) by Cunk1 and 
premultiplymg by UT the following standard eigenproblem can be derived 
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(CT Dcal V S"1) ζ · = Ζ ' л (6) 
where 
ζ* = s vT ζ (7) 
The elements λ,, of the matrix Λ are the concentration ratios ck c a|/ck u n k of the 
compounds that are present in the calibration and unknown sample In case a 
compound is only present in the unknown sample (interfèrent), the corresponding 
concentration ratio is zero The pure profiles y and x, can be calculated from the 
matrix Z* If more compounds have the same concentration ratio (e g in case of more 
than one interfèrent), the calculated profiles of these compounds are linear 
combinations of the pure compounds In practice the assumption that all compounds 
in Dca| are also present in Dunk is not always true and difficult to check Because of this, 
the matrix W = Dea| + Dunk is used instead of Dunk In this case the calculated 
concentration ratios are ckeal/(ckcal + c ^ J 
In order to estimate the number of principal components Ohman et al [18] 
used the correlation of the calculated profiles x, and y, with library profiles as a 
criterion This criterion gave better results than the number given by cross-validation 
or abstract factor analysis The evaluation criterion they used is 
s = ¿ ( Corr ( χ,, ^ )2
 + Corr( y, ^ )2) (β) 
k = 1 
where Corr is the correlation coefficient between vectors The vectors & and x,, are the 
library UV-spectrum and concentration profile of compound к that can be obtained for 
example from the HPLC-UV data of a single compound The library profiles can be 
47 
obtained from single-component systems (spectrum and chromatographic profile with 
maximum absorbance). The vectors yj and Xj are the calculated vectors that have the 
highest correlation with the library profiles. The number of principal components is 
chosen that gives the highest value for s. 
Iterative Target Transformauon Factor Analysis (fTTFA) 
Iterative Target Transformation Factor Analysis belongs to the so called Self 
Modelling Curve Resolution (SMCR) techniques. This name has been given to 
algorithms that are able to calculate the underlying pure profiles of a peak cluster by 
making only very general assumptions about the model of these profiles. In 
mathematical terms the goal of ITTFA is to decompose the (m by n) matrix D of m 
spectra measured at η wavelengths into a matrix with the pure spectra and a matrix 
with the pure concentration profiles: 
D = X С YT + E (9) 
where YT is a (nc by n) matrix with the pure spectra, X is a (m by ne) matrix with the 
pure concentration profiles and С is a diagonal matrix with concentration values. In the 
first step of the algorithm the abstract spectra and concentration profiles are calculated 
by a singular value decomposition. In the case of exact bilinear data the first nc 
singular vectors are used to describe the data matrix within the experimental noise: 
D = Cl S VT ( 1 0 ) 
where Ú is a (n by ne) matrix with the abstract chromatograms, VT is a (nc by m) matrix 
with the abstract spectra and S is a (nc by nc) diagonal matrix containing the singular 
values. In order to find the matrix X with the pure concentration profiles the 
orthonormal abstract chromatograms Cl have to be transformed into pure 
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chromatograms This means that linear combinations of the abstract chromatograms 
have to be found which estimate the pure profiles In ITTFA a first guess of a pure 
profile is iteratively improved until a pure profile has been found One iteration cycle 
consists of two steps In the first step a test vector (estimate of concentration profile) 
is projected into the space of the abstract chromatograms 
χ = Û ÚT χ , (11) 
—
 proj -test 
where χ,
β5, represents the test vector and xpr0J its projection In the second step the 
projected vector is adjusted according to some weak restrictions it should be non-
negative at all times and have only one maximum The refined target is submitted 
again to the target test This process is repeated until convergence to a stable solution 
is obtained The iteration process is sequentially applied to all concentration profiles, 
which means that the ITTFA technique is not restricted to a specific number of 
components In order to find a first estimate of a pure concentration profile to start the 
iteration cycle Vandegmste et al [6] proposed to use the solution of a Vanmax rotation 
and Gemperlme introduced the needle search technique [5] 
Once the iteration process has converged to stable estimates of pure 
chromatograms, the corresponding spectra (Y) are calculated by a least squares 
procedure 
YT = ( X T X )-1 XT D (12) 
The concentration profiles obtained by ITTFA are normalized The appropriate scaling 
factor can be calculated from the Euclidian norm of the corresponding spectra In 
order to relate these scaling factors to concentration values a calibration sample is 
required containing the analyte of interest 
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Adjustments of the ITTFA-algorithm 
First estimates of the concentration profiles 
As mentioned before in order to obtain a scaling factor for the analyte of 
interest, a calibration sample is required If no other analytes are present in the 
calibration sample a pure chromatographic profile can be extracted from the matrix. 
This profile can be used to start the iterative projections of test vectors. Several 
authors concluded [7,11] that because the adjustments of the projected vectors are 
very weak the solution may converge to linear combinations of pure profiles, especially 
at low resolutions. Important for obtaining a good convergence is to start the iteration 
process with a test vector, which is as similar as possible to the required final solution. 
The similarity of the start vector is determined by its peak position and its peak shape. 
In ITTFA this start vector is a 'needle'-vector with zero's at all elements except at the 
estimated peak position In order to increase the similarity of the start vector to the 
required final solution the chromatographic peak shape extracted from the calibration 
sample can be used as a start shape instead of a needle This chromatographic peak 
shape can also be used to find the peak positions of the underlying components. 
Present techniques to find peak positions are the needle-search technique [5] and the 
varimax rotation [6] In the needle-search technique needles with various peak 
positions are projected into the space described by the abstract chromatograms. The 
positions of the needles with a minimal distance between needle and projected needle 
are used as start positions Instead of projecting a needle with various positions a real 
profile can also be used, especially if such a profile is available from a calibration 
sample. In figure 1 it is demonstrated that projections with real profiles give better 
estimates of the peak positions For this experiment a (40 by 40) HPLC-UV matrix was 
simulated by multiplying two Gaussian profiles (equal peak heights, base width 20, 
peak positions-19 and 21) with polycyclic hydrocarbon spectra (inner product = 0.5) 
and adding Gaussian distributed noise with a signal-to-noise (S/N) value of 1000 In 
figure 1 the sum of squares of the difference between the test vector and the projected 
vector is given as a function of the peak position In figure 1 a we can observe that if 
needles are used as test vectors the sum of squares is minimal at the positions 16 and 
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Figure 1а,Ь: Peak position search for a two-component system 
a: Peak position search by Needle Search technique [5]. The real positions are 19 and 21. 
The estimated positions are 16 and 24. 
b: Peak position search by Target Testing with peak peak shape from calibration sample. 
The estimated positions are the real peak positions (19 and 21). 
24. In figure 1 b the projections with a real peak shape give the correct peak positions. 
The deviations observed for the needle search technique were also found for the 
varimax profiles. 
The result of the two adjustments discussed above is that the start vector of the 
iterative process is a vector containing an elution profile with a peak shape that 
approximates the pure peak shape, located nearby the true peak position. Only a 
small number of iterations is needed to refine such a start vector. In this evaluation 
study we took 10 iterations as a standard setting. 
Number of factors 
Several authors [19,22,23] concluded that in practice, the number of primary 
factors of the HPLC-UV data matrix is larger than the number of compounds in the 
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sample (see also chapter 2) Strasters [23] showed that including too many primary 
factors in the ITTFA model leads to physically meaningless profiles that adversely 
affect the profiles of interest. The optimal number for ITTFA was lying somewhere 
between the number of observed peak maxima in the peak cluster and the number of 
primary factors estimated by the Real Error function [24]. In order to evaluate the 
results and to choose the optimal number of primary factors general information on 
the ITTFA solution was used (no negative values, optimal reproduction of the data 
matrix). Improved results were obtained by this criterion If library profiles are available, 
they can be used to evaluate the calculated profiles by applying equation (8). In this 
study equation (8) was used to estimate the number of factors both for GRAFA and 
ITTFA. 
Background Correction 
When a constant or slowly changing background is present the results of ITTFA 
become inaccurate. The profiles cannot be found by the constraints that are applied 
in the iterative process The last step of the algorithm is a least squares regression of 
the obtained concentration profiles on the data matrix in order to calculate the 
corresponding spectra For obtaining the correct spectra the profiles of all components 
contributing to the signal should be incorporated In order to correct for a constant 
background signal in the multicomponent analysis step, Brown [25] added a row of 
1's to the profile matrix In 1982 Kalivas [26] adjusted the Generalized Standard 
Addition Method to yield a model capable of compensating for time dependent drift. 
The matrix that contained the amounts of standards added was augmented with a row 
that contained the time intervals between the additions. 
For two dimensional measurements such as HPLC-UV data a similar correction 
can be incorporated easily. For a linear drift the contribution of the drift to the 
response at wavelength λ becomes : 
Β1λ = α(0)λ + t, α(1)λ (13) 
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where α(0)
λ
 is the background signal at wavelength λ in the first spectrum of the data 
matrix, t, is the time elapsed between the first spectrum and the ith spectrum, α(1)
λ
 is 
the change in background at wavelength λ after one time unit and Β,
 λ
 is the overall 
background signal in spectrum i at wavelength λ. The assumption that the drift is 
maximally first order is reasonable, because for HPLC-UV calculations mostly relatively 
small time windows are selected. Because the spectra in a HPLC-UV data matrix are 
recorded at equal time intervals, the parameter t, can also be substituted by the 
position i of the spectrum in the data matrix. Extending this equation to η wavelengths 
and m spectra we get a two- dimensional background matrix which can be written as 
a product of two separate matrices : 
1 0 
1 1 
1 2 
.1 m. 
* 
«(0)*, 
«0)xf .. «(1), 
Τ A (14) 
This means that the matrix В of a first order drift has a bilinear structure with rank two. 
In order to correct for such a signal the columns of matrix Τ should be included in the 
concentration matrix for the calculation of the spectra. The spectra corresponding to 
the vector of 1 's and the vector of time give the background signal present at the start 
of the peak cluster and the change in background between successive spectra. 
The background correction procedure can be used as a standard option in the 
ITTFA algorithm. In order to evaluate whether background correction improves the 
ITTFA results and to evaluate the order of the background correction we used the 
same criterion as for determining the number of factors (equation 8). If necessary 
extension to higher order drift models can be easily implemented by extending the 
matrix T. 
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Residual Bilineanzation (RBL) 
A third algorithm that can be used for quantifying analytes in the presence of 
one or more unknown mterferents is the Residual Bilmeanzation technique developed 
by Ohman et al [18] The algorithm can be used in combination with a multivariate 
calibration model such as Principal Component Regression (PCR) or Partial Least 
Squares (PLS) regression Essential for this technique is that data from hyphenated 
methods like HPLC-UV data are available This means that for each sample a two-
dimensional matrix is obtained When PLS or PCR is applied to an unknown sample 
containing some interfering compounds the predictions become invalid The usual way 
to detect such interfering compounds is inspection of the residuals that are obtained 
after regression of the unknown data on the calibration model Residual Bilmeanzation 
can be used to calculate from these residuals the part of the signal due to the 
unknown mterferents by assuming that the signal of the mterferents has a bilinear 
structure After subtraction of the signal of the mterferents, the corrected data can be 
applied to the calibration model in order to predict the concentrations of the analytes 
of interest 
The basic equation of RBL is given in Eqn 15 
D ь = b,D ,< + b,D ,, + b D 1 + R = D b + R (15) 
^ u n k " l ^ c a M " 2 cal 2 " ι cal ι — χ ' 
where Dunk is the matrix of the unknown sample and Dca| 1 to Dcal, are the matrices of 
the calibration samples R is the residual matrix and b, to b, are the regression 
coefficients that have to be calculated D is a three-dimensional block of data The 
planes in this block are formed by the matrices Dcal, In order to calculate the product 
of D and the vector b the planes in D are unfolded by putting successive columns 
below each other (see [18]) The assumption made by RBL is that the components 
not calibrated for give rise to a bilinear signal In this case the residuals R of Eqn 15 
can be divided into a bilinear (PQT) and a random part (E) according to Eqn 16 
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R = Ρ QT + E (16) 
Ρ is a (m by nc) matrix with the abstract chromatograms of the interferents and Q is 
a (nc by n) matrix with the abstract spectra. A combination of equations 15 and 16 
gives: 
Dunk = D b + P Q T + E (17) 
The goal of RBL is to calculate b and PQT so that the residuals E are minimized in a 
least squares sense. The rank of PQT is estimated by comparing the variance of E with 
the variance of the noise level. The RBL algorithm is an iterative procedure. One 
iteration step consists of two calculations. First for a given estimate of b the bilinear 
part PQT is obtained by calculating the first J principal components of Dunk - Do- After 
this, a new estimate of b is calculated by a least squares procedure: 
b = { DT D У DT ( Duny - PQT ) (18) 
A first estimate of b can be obtained by fitting Dunk to D. The iteration process 
converges if no further changes in b are observed. For details of this iteration loop we 
refer to the paper of Öhman et al. [18]. 
Instead of applying RBL to a block D of HPLC-UV data it can also be used in 
combination with a calibration model like PLS. In this case the planes in D are the PLS 
loadings and the vector h ¡s the score vector. Some adjustments in the RBL-algorithm 
are necessary to combine RBL with PLS. In this work both types of RBL calculations 
were performed. In order to compare RBL directly with GRAFA or ITTFA a single 
HPLC-UV matrix of the analyte of interest was used for D. In this case the regression 
coefficient b of equation 17 can be considered as a concentration value. Additionally 
RBL was combined with a PLS-calibration model. 
55 
EXPERIMENTAL SECTION 
In order to investigate the possibilities of the data-analysis techniques, 
multicomponent systems were simulated by superimposing the data of single 
components and adjusting the peak positions and the relative peak heights. A signal-
to-noise (S/N) ratio of 10000:1 was obtained by adding Gaussian distributed noise to 
the simulated data. The noise level was adjusted relative to the maximum absorbance 
value of the data matrix. The value of the S/N level was estimated by Maiinowski's 
Real Error function (RE) [24]. The RE-value that was calculated for real peak systems 
was not higher than 1/10000 of the maximum absorbance value. All simulations were 
done in fivefold with different settings of the random noise generator. 
Two different types of simulations were used for the evaluation study. For the 
perfect bilinear simulations the data of a single component were obtained by 
multiplying a spectrum with a chromatographic profile according to equation 1. For the 
simulations with real peak systems (realistic simulations) the pure data were 
obtained from real HPLC-UV experiments with single-component systems. The 
simulations with real peak systems were used to study the effect of model errors that 
are present in real data. The data for these realistic simulations were obtained from 
pure solutions of anthracene, phenanthrene, pyrene, and fluoranthene, all containing 
60 mg/ml. These data were recorded with a Waters990 diode array detector. The 
spectra were measured from 230 to 310 nm at an interval of 1.4 nm and were 
recorded at time intervals of 1.5 sec. For the single-component systems we estimated 
the number of primary factors by Maiinowski's F-test [27] and cross-validation [28]. 
For all systems the number of primary factors was 6 or higher. The first primary factor 
described about 99.5% of the total variance. 
In order to study the effect of the factors resolution and relative peak height on 
the quality of the obtained solutions an experimental design was chosen with 10 levels 
of each factor (table 1). In table 1 the concentration values of the components are 
expressed in relative peak heights. In reality a relative peak height of 1.0 corresponds 
to a concentration profile with a maximum value of 600 mAU. 
In both cases, GRAFA and ITTFA, the underlying calibration models have a 
zero-intercept. For the simulation experiments these models were determined by a 
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Table 1 Information on the factor levels that were chosen for the evaluations 
analyte 
anthracene 
anthracene 
phenanthrene 
fluoranthene 
phenanthrene 
pyrene 
phenanthrene 
fluoranthene 
Compounds used for building two-component systems 
(1 analyte of interest, 1 interfèrent) 
interfèrent 
phenanthrene 
fluoranthene 
anthracene 
anthracene 
pyrene 
phenanthrene 
fluoranthene 
phenanthrene 
Wavelength range 
in nm 
225 - 269 
225 - 269 
225 - 269 
225 - 269 
253 - 295 
253 - 295 
239 - 281 
239 - 281 
Inner products 
between spectra 
0 97 
0 57 
0 97 
0 57 
0 61 
0 61 
0 8 3 
0 83 
Compounds used for building three-component systems 
(1 analyte of interest, two mterferents) 
Interfèrent, 
(In,) 
Analyte interfèrent, 
(Inj 
pyrene phenanthrene fluoranthene 
fluoranthene pyrene phenanthrene 
phenanthrene fluoranthene pyrene 
Wavelength range 
in nm 
253 - 295 
253 - 295 
253 - 295 
Inner products 
Ιη,-Αη An-ln2 In,-In, 
0 65 0 67 0 66 
0 66 0 65 0 67 
0 67 0 66 0 65 
Peak height levels (smallest peak is analyzed) 
Two-compoi 
Peak height ratio 
analyte interfèrent 
1 0 1 0 
0 5 1 0 
0 2 10 
0 1 10 
0 08 10 
0 06 10 
0 04 1 0 
0 03 10 
0 02 10 
001 1 0 
lent systems 
Relative peak heights 
1 0 
0 5 
0 2 
0 1 
0 08 
0 0 6 
0 04 
0 03 
0 02 
0 01 
Three component systems 
Relative peak heights Peak height ratio 
In, analyte ln2 
1 0 
1 0 
1 0 
ι о 
10 
1 0 
1 0 
10 
10 
1 0 
1 0 
05 
02 
0 1 
0 08 
0 06 
0 04 
0 03 
0 02 
0 01 
10 
1 0 
1 0 
1 0 
1 0 
1 0 
1 0 
1 0 
ι о 
1 0 
10 
05 
02 
02 
0 08 
0 06 
0 04 
0 03 
0 02 
0 01 
Resolution levels 
Two-component systems R12 = 0 12, 0 18, 0 24, 0 29, 0 37, 0 41, 0 47, 0 53, 0 59, 0 77 
Three-component systems R,2=R23=0 12, 0 18, 0 24, 0 29, 0 37, 0 41, 0 47, 0 53, 0 59, 0 77 
chromatographic resolution 
R,2 = 1 177 (t2 - t,)/((w,/,), + w.Jj), where t, is the retention time of the first peak and (w,J, is the 
peak width on half height of the first peak 
relative error in concentration estimate 
rel error = ( I C, 
estimate "rea/ / CrJ * 100% 
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single calibration sample. This calibration sample contained the analyte of interest with 
a relative peak height of 1.0. For RBL two calibration options were evaluated. A zero 
intercept model was generated by the same calibration sample as was used for 
GRAFA and ITTFA. Additionally a PLS calibration model was generated from 7 
calibration samples containing varying amounts of the analyte of interest. The relative 
peak heights are given in table 2. 
Table 2: Relative peak heights of the analyte of interest in the calibration samples that were used 
for the PLS-RBL experiments. 
No. calibration matrix 
1 
2 
3 
4 
5 
6 
7 
Relative peak height 
0.01 
0.05 
0.1 
0.3 
0.5 
0.7 
1.0 
In order to evaluate the additional background correction step, the ITTFA 
algorithm was applied to systems containing a constant background. The absorbance 
value of this background was adjusted relative to the maximum absorbance value of 
the data matrix. The maximum absorbance-to-background absorbance ratio was set 
to 100:1. 
For a number of two-component systems concentration estimates of the analyte 
of interest were also obtained from a PLS calibration model that was built from 
calibration samples containing both the analytes. The relative peak heights of the 
analytes in the calibration samples are given in table 3. All calculations were done in 
fivefold. 
The algorithms that were evaluated were written in the programming language 
С The algorithms are based on the descriptions in the original papers of ITTFA [5,6], 
GRAFA [15] and RBL [18,19]. In order to perform PLS calculations on two-dimensional 
HPLC-UV data we used the multiway PLS algorithm of Wold et al. [29]. The calculated 
loadings were not restricted to have rank 1. The number of loadings that was included 
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Table 3 Composition of the calibration set for the PLS calibration of two component samples 
(analyte of Interest + interfèrent) The concentrations are expressed in relative peak 
heights 
No calibration matrix 
1 
2 
3 
4 
5 
6 
7 
Relative peak height comp 1 
10 
О? 
03 
01 
0 07 
0 03 
0 01 
Relative peak height comp 2 
0 01 
0 03 
0 07 
01 
03 
0 7 
10 
in the RBL algorithm was determined with the cross-validation technique [28] The RBL 
algorithm was adjusted for combining with PLS according to Ohman et al [18] 
Because of the large number of experiments the calculations were done on a SUN 
Sparc station 1. All algorithms, however, are also suited for running on a PC-AT All 
calculations were done automatically in order to prevent that knowledge on the actual 
composition could influence the settings of the various parameters 
RESULTS AND DISCUSSION 
Analysis of two-component systems (1 interfèrent, simulaùons with real peak systems) 
In the first experiment GRAFA, ITTFA and RBL were applied on realistically 
simulated two-component systems (one analyte of interest and one interfèrent) All 
two-component systems that were generated are given in table 1 For each two-
component system a contour plot was calculated, showing the relative error in the 
concentration estimate both as a function of resolution and relative peak height. In 
order to calculate a contour plot, experiments were done at 10 levels of the resolution 
(res) and 10 levels of the relative peak height (rph) The factor levels are given in table 
1. In order to visualize the composition of the systems the concentration profiles of the 
easiest (res=0 76, rph = 1 0) and the most difficult two-component system (res=0.12, 
rph=0 01) are given in the figures 2a and 2b respectively In all cases the analyte of 
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Figure 2: Concentration profiles of two-component systems. Solid line is analyte of interest. 
a: Resolution 0.76 and relative peak height 1.0 
b: Resolution 0.12 and relative peak height 0.01 
6ΘΘ. 
eoe, 
4βθ. 
• I-
1 
г е е . 
1 Θ Θ . 
β 
2b 
Λ 
. ι 
г 46 ее 
Spectrum 
interest was the smallest compound (rph <; 1.0), because an analyte in the presence 
of a very small interfèrent is not difficult to be determined, in the extreme case even 
by univariate calibration. At each factor level the simulations were done in fivefold with 
5 different settings of the random noise generator. This gives a total of 500 
experiments for each contour plot. The contour plots of GRAFA, ITTFA, RBL and RBL-
PLS are given in the figures 3, 4, 5 and 6 respectively. From these plots we can 
observe that the factors resolution and relative peak height have a large influence on 
the accuracy of the concentration estimates. GRAFA and RBL give comparable results, 
which are better than the results of ITTFA. In these experiments small differences were 
observed between RBL and RBL-PLS. These differences may be ascribed to the fact 
that the PLS-RBL calculations were based on 7 calibration samples compared to 1 for 
RBL. The advantage of PLS will become apparent if drifts, interactions etc. are present. 
Such factors can be modelled by a PLS calibration. 
The number of factors that was selected by GRAFA and ITTFA usually was 
higher than the number of compounds. Especially for quantifying small amounts of the 
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Figure За: 
Rel. error (in %) in concentration for GRAFA 
analyte-anthracenejnterferent-phenanthrene 
Simulations with real peak systems 
Figure 3b. 
Rel. error (in %) in concentration for GRAFA 
analyte-anthracene, interferent-fluoranthene 
Simulations with real peak systems 
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Figure 3c: 
Rel. error (in %) in concentration for GRAFA 
analyte-phenanthrene.interferent-anthracene 
Simulations with real peak systems 
Figure 3d: 
Rel error (in %) in concentration for GRAFA 
analyte-fluoranthene, interferent-anthracene 
Simulations with real peak systems 
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Figure 6a 
Rel error (in %) in concentration for RBL-PLS 
analyte-anthracene.interferent-phenanthrene 
Simulations with real peak systems 
Figure 6b. 
Rel. error (in %) in concentration for RBL-PLS 
analyte-anthracene, interferent-fluoranthene 
Simulations with real peak systems 
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Figure 6c: 
Rel. error (in %) in concentration for RBL-PLS 
analyte-phenanthrene.interferent-anthracene 
Simulations with real peak systems 
Figure 6d. 
Rel. error (in %) in concentration for RBL-PLS 
analyte-fluoranthene, interferent-anthracene 
Simulations with real peak systems 
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Figure бе 
Rel error (m %) m concentration for RBL-PLS 
analyte-phenanthrene.mterferent-pyrene 
Simulations with real peak systems 
Figure 6f 
Rel error (in %) in concentration for RBL-PLS 
analyte-pyrene.mterferent-phenanthrene 
Simulations with real peak systems 
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Figure 6g 
Rel error (in %) in concentration for RBL-PLS 
analyte-phenanthrene, mterferent-f I uoranthene 
Simulations with real peak systems 
Figure 6h 
Rel error (in %) in concentration for RBL-PLS 
analyte-fluoranthene.mterferent-phenanthrene 
Simulations with real peak systems 
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analyte of interest a large number of factors was required (sometimes more than 10) 
For RBL the number of factors that was used to describe the systematic part of the 
residual matrix R usually was between 4 and 10 The number of PLS factors that was 
selected by cross-validation to built the calibration model for the analyte of interest 
from seven calibration samples (see experimental section) was mostly 1 This indicates 
an exact linear underlying model The non-linearities, however, are included in the 
loading vector Refolding of the loading vector to a matrix gives a loading matrix with 
a rank higher than 1 (see also [29]) 
For GRAFA and RBL both positive and negative prediction errors could be 
observed In general the errors produced at a certain factor level were very 
reproducible (deviations smaller than 0 1%) For GRAFA, however, sometimes also 
large deviations could be observed This could be ascribed to the selection of another 
number of primary factors For ITTFA in all cases a small amount of the analyte of 
interest was overestimated This confirms the results of Strasters [11] for perfect 
bilinear simulations In general the errors for all three techniques were systematic 
which means that the effect of averaging the predictions from replicative 
measurements is limited 
An exact mathematical description of the expected error for the analysis of real 
peak systems is very difficult For simulated bilinear two-component systems Strasters 
described the quality of the calculated spectra as a function of the observed resolution, 
relative peak heights and spectral similarity of the underlying components [11] From 
the error-plots we can observe that the additional primary factors also have an effect 
on the error in the concentration estimates This can be illustrated by the difference 
obtained for the phenanthrene-fluoranthene and fluoranthene-phenanthrene combinati-
ons The analysis of phenanthrene in the presence of interfèrent fluoranthene was 
extremely good, whereas the analysis of fluoranthene in the presence of phenanthrene 
was clearly less accurate both for GRAFA and RBL The differences between these 
systems can only be explained by taking into account the additional primary factors 
Although formulas for predicting the expected error become very complex, some 
general rules can easily be extracted from the figures 3, 4, 5 and 6 Such rules can 
give the best data-analysis techniques for samples of varying compositions In figure 
7 a schematic representation of a decision tree is given that can be used to select a 
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suitable data-analysis technique if the relative error in the concentration estimate 
should be less than 5 %. Such a decision tree can easily be implemented in an expert 
system. 
Figure 7: Decision tree that selects a suitable technique for the analysis of two-component 
systems if the error in the concentration estimates should be less than 5 %. 
GRAM GRAM GRAM — GRAM — RBL GRAM 
RBL RBL RBL RBL-PLS RBL 
RBL-PLS RBL-PLS RBL-PLS RBL-PLS 
ITTFA 
Analysis of two-component systems (1 interfèrent, bilinear simulations) 
The second experiment illustrates that in the case of exactly bilinear data the 
errors are negligible. All three techniques were applied again to the phenanthrene-
pyrene mixtures, only this time the data were exactly bilinear. The results of GRAFA, 
ITTFA and RBL are given in the figures 8a, 8b and 8c respectively. From these figures 
we can observe that the results of all three techniques are much better than for 
simulations with real peak systems. ITTFA and GRAFA give errors smaller than 0.1 % 
for systems with a peak height ratio larger than 0.05. Apparently RBL is least sensitive 
to the noise on the data. Errors smaller than 0.003 % were obtained for all systems 
with a resolution larger than 0.3, whereas for all systems the error was smaller than 
0.1 %. For ITTFA these results can be compared with previous evaluation studies with 
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Figure 8a 
Rel error (in %) in concentration for GRAFA 
analyte-phenanthrene.interferent-pyrene 
Bilinear simulations 
Figure 8b 
Rel error (in %) in concentration for ITTFA 
analyte-phenanthrene, interferent-pyrene 
Bilinear simulations 
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Figure 8с 
Rel error (in %) in concentration for RBL 
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Bilinear simulations 
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perfect bilinear data [7,8,9,11]. It shows that in comparison with earlier results the 
errors of ITTFA have been considerably reduced. The small effect of the noise was 
also observed for the simulations with real peak systems for all three techniques. 
Analysis of three-component systems (two interferents, simulations with real peak 
systems) 
In a third experiment realistic simulations were performed for systems containing 
two interferents. The factor levels are given in table 1. In order to visualize the chosen 
factor levels the easiest (res=0.76, rph = 1.0) and the most difficult (res^.12, 
rph=0.01) three-component system are given in the figures 9a and 9b. The relative 
Figure 9: Concentration profiles of three-component systems. Solide line is analyte of interest. 
a: Resolution 0.76 and relative peak height 1.0 (Symmetric peak cluster) 
b: Resolution 0.12 and relative peak height 0.01 (Symmetric peak cluster) 
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Spac trun« 
во 
вь 
ее 
errors obtained by GRAFA, ITTFA, RBL and RBL-PLS are given in the figures 10, 11, 
12 and 13. In figure 14 a decision tree is given which can be used to obtain a suitable 
technique for the analysis of a three-component system if a relative error smaller than 
5% is required. As can be expected, the errors obtained for systems with two 
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Figure 10a: 
Rel. error (in %) in concentration for GRAFA 
interferenti -fluoranthene, 
analyte-phenanthrene 
interferent2-pyrene 
Simulations with real peak systems 
Figure 10b: 
Rel. error (in %) In concentration for GRAFA 
interferenti -phenanthrene 
analyte-fluoranthene 
¡nterferent2-pyrene 
Simulations with real peak systems 
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Figure 10c: 
Rel. error (in %) in concentration for GRAFA 
interferenti -fluoranthene 
analyte-pyrene 
interferent2-phenanthrene 
Simulations with real peak systems 
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Figure 11a: 
Rel. error (in %) in concentration tor ITTFA 
Interferenti -fluoranthene, 
analyte-phenanthrene 
Interferent2-pyrene 
Simulations with real peak systems 
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Figure 11c: 
Rel. error (in %) in concentration for ITTFA 
Interferenti -fluoranthene 
analyte-pyrene 
interferent2-phenanthrene 
Simulations with real peak systems 
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Figure 12a: 
Rel. error (¡η %) in concentration for RBL 
interferenti -fluoranthene, 
analyte-phenanthrene 
interferent2-pyrene 
Simulations with real peak systems 
Figure 12b: 
Rel error (In %) in concentration for RBL 
interferenti -phenanthrene 
analyte-fl uoranthene 
¡nterferent2-pyrene 
Simulations with real peak systems 
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Figure 12с: 
Rel. error (in %) in concentration for RBL 
interferenti -fluoranthene 
analyte-pyrene 
¡nterferent2-phenanthrene 
Simulations with real peak systems 
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Figure 13a: 
Rel. error (in %) in concentration for RBL-PLS 
interferenti -fluoranthene, 
analyte-phenanthrene 
interferenti -pyrene 
Simulations with real peak systems 
Figure 13b 
Rel. error (in %) in concentration for RBL-PLS 
interferenti -phenanthrene 
analyte-fluoranthene 
interferent2-pyrene 
Simulations with real peak systems 
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Figure 13с: 
Rel. error (in %) in concentration for RBL-PLS 
interferenti -fluoranthene 
analyte-pyrene 
¡nterferent2-phenanthrene 
Simulations with real peak systems 
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Figure 14: Decision tree that selects a suitable technique for the analysis of three-component 
systems if the error in the concentration estimates should be less than 5 %· 
ERROR<S% 
RBL-PLS RBL-PLS RBL-PLS RBL-PLS RBL-PLS — GRAM RBL-PLS 
GRAM RBL GRAM RBL RBL 
GRAM GRAM GRAM 
interferents are larger than for systems containing a single interfèrent. This means in 
practice that an extensive sample preparation reducing the number or amount of 
interferences improves the results considerably. 
In general we can observe that the plots of ITTFA and RBL have a more 
irregular shape than the contour plots of GRAFA. This implies that the algorithms of 
ITTFA and RBL are less stable than GRAFA. The reason for this may be the fact that 
both ITTFA and RBL are iterative algorithms. The criteria for finding the optimal solution 
in the solution space are not selective enough to find the optimal solutions in all cases. 
For ITTFA this means that in some cases the real peak shapes were not found. For 
RBL we observed that sometimes a part of the signal of the analyte was included in 
PQT (Eqn. 17). 
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Analysis сЛ two-component systems containing a time drift 
A problem for GRAFA and RBL, which has already been addressed by several 
authors [16,19], is the reproducibility of the obtained chromatographic profiles. In 
practice for successive measurements the chromatographic profiles may be shifted for 
one or two spectra along the time-axis. This effect is mostly called the synchronization 
problem or a time drift. The effect of a time drift on the results of GRAFA was 
demonstrated by analyzing the realistically simulated anthracene-phenanthrene 
systems. In these systems the time drift was exactly equal to one time-interval between 
successive spectra. For the experiments of the figures 15a and 15b the n,h spectrum 
in the calibration matrix corresponded to the η + 1 t h and n-1th spectrum in the unknown 
matrix respectively. From these contour plots we can observe that a small shift of the 
chromatogram in the time domain seriously affects the quantitative results of GRAFA. 
Errors smaller than 5 % are only observed for resolutions > 0.6. In figure 15a the 
concentration estimates were systematically too low, in figure 15b too high. The error 
produced by poorly synchronized data increases as the resolution of the peaks 
decreases. The same experiments were repeated for perfect bilinear data. The results 
are given in the figures 15c and 15d. The results are comparable to the results in 15a 
and 15b. In contrast to GRAFA, ITTFA does not have this synchronization problem, 
because the actual peak positions are searched as a basic step of the ITTFA 
algorithm. For poorly synchronized data the results of GRAFA are worse than the 
results of ITTFA (compare with figure 4a). 
The RBL algorithm was also applied to data with a time drift. The RBL 
experiments of figure 16a correspond to the GRAFA experiments of figure 15a. 
Additionally the RBL-algorithm was combined with a PLS calibration model based on 
7 calibration samples with the analyte of interest (see table 2). For four of these 
calibration samples a time drift of 1 spectrum was introduced. The results are given 
in figure 16b. For these experiments two factors were selected by the PLS-algorithm. 
From the results of the figures 16a and 16b we can conclude that RBL also suffers 
considerably from the synchronization problem. The results of RBL have become 
highly unpredictable (better results for lower resolutions). From figure 16b we can 
observe that the PLS calibration model can partly compensate for the poorly 
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Figure 15a: 
Rel. error (in %) in concentration for GRAFA 
analyte-anthracene.interferent-fluoranthene 
Time drift: +1 
Simulations with real peak systems 
Figure 15b: 
Rel error (in %) in concentration for GRAFA 
analyte-anthracene, interferent-fluoranthene 
Time drift. -1 
Simulations with real peak systems 
0 12 023 0.32 0.41 0 Ш 0.Ö 0 72 
a. 
υ 
> -ι га 
ι 
я 
s \ 
a 
\ 
ι ι i l l 
—τ—F"! - '—'— r 
\ 
? β 
1 \ 
—1 L-Ll 1 L \l 
1^ 1 
\ -
-
; 
< 
1 1 
0.M 
-CM 
- 0 . » 
-і.го 
- 1 6 0 
-2.00 
o ia osa o ja о «а оля о ea о та 
—τ -І-Й-Г-Г 
: 1 
S 
/ 
9 
: i 
3 
-23
-
1 
ι /t 1 I 
-1—rs-n; i—г—Γ τ — ς -
i l к 
^ N . • 
\\ ^.J 
1 \ l \ /\ I I I 1 
0 12 0 22 0 32 0 42 0.62 0.92 0.72 
Resolution 
0 12 0 22 0 32 0 42 0 62 0 02 0 72 
Resolution 
Figure 15c: 
Rel. error (in %) in concentration for GRAFA 
analyte-anthracenejnterferent-fluoranthene 
Time drift: +1 
Bilinear simulations 
Figure 15d: 
Rel. error (in %) in concentration for GRAFA 
analyte-anthracene, interferent-fluoranthene 
Time drift. -1 
Bilinear simulations 
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Figure 16a Figure 16b: 
Rel error (in %) ¡η concentration for RBL Rel error (in %) in concentration for RBL-PLS 
analyte-anthracenejnterferent-tluoranthene analyte-anthracene, interferent-fluoranthene 
Time drift: +1 Time drift: +1 
Simulations with real peak systems Simulations with real peak systems 
synchronized data if this variation in retention time is included in the calibration model. 
For these data this effect may also be expected for GRAFA if an average concentration 
estimate is calculated from calibration samples with varying time drifts. From the 
GRAFA calculations on incorrectly synchronized data we observe that the correlation 
between the calculated and the library profiles was reduced by a time drift. This means 
that the criterion expressed in equation 8 can be used to find a shift that neutralizes 
the time drift. Shifts can be introduced by eliminating spectra at the top or bottom of 
the calibration or unknown matrix. In order to introduce smaller shifts than the time 
interval between successive spectra, the data should be fitted. However this procedure 
is time consuming. 
eo 
Application of ÍTTFA to two-component systems containing a constant background 
The performance of ITTFA is adversely affected by a constant or slightly 
changing background [7,10]. The ITTFA algorithm has been developed specifically for 
finding profiles with a general chromatographic peak shape. However, in the last step, 
the multi-component analysis step, the profiles of all factors present (including the 
background profile) are needed. In the theoretical section an additional step was 
proposed in order to compensate for constant or time-dependent background 
absorbance. In order to evaluate the effect of this additional step ITTFA calculations 
were performed on two-component systems containing the analyte anthracene and the 
interfèrent phenanthrene. The results are given in figure 17a for simulations with real 
peak systems and in figure 17b for bilinear simulations. The ratio between the 
Figure 17a: 
Rel. error (in %| in concentration for ITTFA 
analyte-anthracene.interferent-phenanthrene 
Ratio Max. Abs.-to-Backgr. Abs =• 100:1 
Simulations with real peak systems 
Figure 17b: 
Rel. error (in %) in concentration for ITTFA 
analyte-anthracene, interferent-phenanthrene 
Ratio Max. Abs.-to-Backgr. Abs. - 100:1 
Bilinear simulations 
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maximum absorbance value and the constant background absorbance was set at 100 
As can be seen from the comparison of figure 17a with figure 4a the results are no 
longer effected by background absorbances Also in the case of perfect bilinear data 
(figure 17b) the results are comparable with the results of figure 8b In practice the 
analyst is frequently confronted with a background problem (e g gradient elution, 
changing baseline) The addition of the background correction step makes ITTFA 
more robust for these effects 
Application of PLS to two-component systems (no interfèrent, simulations with real 
peak systems) 
When the identity of the interfèrent is known (eg as a result of an ITTFA 
calculation) the question arises whether the results obtained by including the 
interfèrent in a PLS calibration model are more accurate than the results obtained by 
GRAFA, ITTFA or RBL Some of the two-component systems giving poor results with 
GRAFA, ITTFA and RBL were analyzed again by using a PLS-model built from seven 
calibration samples containing both compounds The relative peak heights of the 
compounds in the calibration samples are given in table 3 The results of these 
calculations are given in the tables 4 and 5 For comparison the previously obtained 
results of the other techniques are added From this table we can see that the PLS 
results are very accurate in comparison with the results obtained by GRAFA, ITTFA 
and RBL Clearly the additional experimental work that is needed to obtain calibration 
samples that include the detected interfèrent considerably improves the quality of the 
results It depends on the demands and the effort of the analyst whether this additional 
work should be done Just as GRAFA and RBL, PLS suffers from the synchronization 
problem In practice calibration samples with varying time drifts should be included in 
the calibration set 
Θ2 
Table 4 Relative peak heights of the analytes in the two-component calibration samples that 
were used to built the PLS-calibration model. 
Relative peak 
height 
phenanlhrene 
004 
006 
008 
02 
Rel error for 
G RAFA 
(anthracene = 
interfèrent) 
9 5 
6 9 
5 1 
2 0 
Rel error for 
ITTFA 
(anthracene = 
interfèrent) 
> 100 
> 100 
> 100 
> 100 
Rel error for 
RBL 
(anthracene =· 
interfèrent) 
> 100 
418 
310 
14 7 
Rel error for 
RBL-PLS 
(anthracene •= 
interfèrent) 
76 6 
513 
386 
16 1 
Rel error for 
PLS 
(anthracene and 
phenanthrene in 
calibration 
samples) 
009 
003 
0 05 
0 01 
Table 5 Relative error in concentration of fluoranthene in the presence of phenanthrene The 
relative peak height of phenanthrene is 1 0 in all samples Resolution of peaks = 0 12 
Relative peak 
height 
fluoranthene 
004 
006 
008 
0 2 
Rel error for 
G RAFA 
(phenanthrene = 
interfèrent) 
9 1 
5 4 
2 9 
17 
Rel error for 
ITTFA 
(phenanthrene = 
interfèrent) 
> 100 
> too 
32 5 
123 
Rel error for 
RBL 
(phenanthrene = 
interfèrent) 
363 
23 5 
174 
5 7 
Rel error for 
RBL-PLS 
(phenanthrene = 
interfèrent) 
0 79 
0 51 
036 
0 17 
Rel error for 
PLS 
(fluoranthene 
and 
phenanthrene in 
calibration 
samples) 
003 
003 
0 02 
0 01 
CONCLUSIONS 
From the simulations with real peak systems we could observe that the errors 
that can be expected in practice are larger than the errors that were obtained for 
perfect bilinear simulations. From the contour plots we could observe that both the 
peak resolution and the relative peak height are important factors concerning the 
quality of the concentration estimates. From these plots regions were defined for each 
data-analysis technique at which errors smaller than 5 % level can be expected. 
In general the results obtained by GRAFA and RBL are better than the results 
obtained by ITTFA although the adjusted algorithm showed improved results 
compared to previous evaluations. A correction for background absorbances in ITTFA 
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showed to be successful On the other hand GRAFA and RBL put higher demands on 
the reproducibility of the data A small shift of the chromatogram along the time-axis 
produces high errors in the concentration estimate Errors larger than 25 % were 
obtained for two-component systems with resolutions smaller than 0 25 even for large 
relative peak heights Because the shapes of the calculated spectra and concentration 
profiles are also seriously effected by a time drift, the criterion expressed in equation 
8 can be used to synchronize the data for GRAFA For RBL a possibility is to include 
the time drift in the calibration model The PLS-RBL experiment showed that the results 
were less disturbed when calibration samples with various time drifts were used to 
build the PLS-model 
All three techniques produced small errors (lower than 0 1 %) if the data are 
bilinear RBL is the least sensitive to random noise For ITTFA this was an 
improvement in comparison with previous evaluation studies on bilinear data 
The ITTFA and RBL algorithms are not very stable The stop criteria that are 
used in the iterative algorithms are not specific enough to find the optimal solution in 
all situations 
The error lines in the contour plots give an indication of the errors that can be 
expected in practice A factor that should be examined first is the relative contribution 
of the additional primary factors (non-linearities) For the single-component systems 
that were used in this study the first primary factor explained about 99 5 % of the total 
variance It is expected that if the model errors are larger in practice, for example due 
to matrix effects, that the errors in the concentration estimates may also become 
larger In this case the errors of the contour plots should be used as a lower limit for 
the expected error 
Because of the dependence of the expected error on the system's resolution 
and peak height ratios, some information on the system's composition is required in 
order to select the optimal data-analysis technique However in practice this 
information is usually not available for the kind of samples analyzed by GRAFA, ITTFA 
or RBL and in fact can only be extracted from the data-analysis results themselves 
These results are subject to errors and do not always give information on the complete 
sample In order to extract useful information, the results of different techniques should 
be combined A first step of the data-analysis could be to use ITTFA If the signal of 
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the analyte of interest is a major peak the results of ITTFA are reliable and in fact no 
further analysis is required If the analyte of interest is a minor peak the larger peaks 
of the mterferents are reliable and the analyte of interest should be quantified by 
GRAFA or RBL By combining the results of ITTFA (mterferents) and GRAFA or RBL 
(analyte of interest) a description of the system's composition (resolution, peak ratios) 
can be obtained The rules extracted from the error plots (e g figures 7,14) can be 
used to examine whether the obtained results are accurate enough. The most reliable 
results can be obtained by PLS. In this case the calibration samples should 
incorporate the mterferents, which can be identified by ITTFA Additional experimental 
work is required for this 
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Chapter 4 
APPLICATIONS OF MULTIVARIATE TECHNIQUES TO THE 
ANALYSIS OF HPLC-UV DATA1 
INTRODUCTION 
A number of multivariate techniques has been developed to analyze bilinear 
data as obtained in HPLC with diode-array detection A technique for determining the 
presence of a specific component in bilinear data is Target Testing The basic idea 
behind this technique is that if a compound is present in an unknown sample the 
library spectrum of this compound (target) is fully described by the multivariate space 
of the measurements from this sample In order to test for this, a number of criteria 
has been developed, some of which are based on statistics [1,2] and some on an 
empirically derived criterion [3,4] An example of the first type is Malmowski's Target 
Test [1] which is based on a statistical F-test For applying the Target Test of Ho, 
Christian and Davidson [3] a test criterion should be derived from the analysis of a few 
standard mixtures that are similar to the unknown samples 
In order to obtain additional quantitative information about the analyte, 
Generalized Rank Annihilation Factor Analysis (GRAFA) [5] and Iterative Target 
Transformation Factor Analysis (ITTFA) [6,7] can be applied The application field of 
these techniques is very broad because no information about the number or identity 
of spectral mterferents is required Only calibration samples containing the analyte(s) 
of interest are required for quantitative analysis 
This chapter is submitted for publication in Chemometncs and Intelligent Laboratory Systems as 
MJP Gerritsen H Peters BGM Vandegmste and G Kateman Applications of multivariate techniques 
to the analysis of HPLC UV data 
87 
In previous papers it was noticed that the multivariate analysis of HPLC-UV data 
is effected by factors such as the spectral similarity, the chromatographic resolution, 
the concentration ratios, background absorbances, the chromatographic reproducibility 
and non-linearities [8,9,10,11] In order to obtain insight into the errors that can be 
expected when applying these techniques in practice, evaluation studies and 
applications to specific problems in practice are essential In this chapter the 
multivariate techniques that were mentioned above are applied to real HPLC-UV data 
If possible the results are compared with the results obtained in earlier evaluation 
studies 
In the first experiment Malmowski's F-test [1] and Ho's Target Testing [3] are 
used in order to test for the presence of a N-benzyl-para-ammophenol-o-glucuronide 
in patient-urine samples In the second experiment two-component clusters with 
varying concentration ratios and resolution levels are analyzed by ITTFA and GRAFA 
The results are compared with the results of previous evaluation studies In the third 
experiment 3-methyl chrysene is quantified in six component mixtures of polycyclic 
aromatic hydrocarbons This experiment is an example of the analysis of a very poorly 
resolved component 
THEORETICAL SECTION 
The algorithms have been discussed in detail in other papers [1,3,4,5,6] Here 
the major concepts and equations are summarized briefly 
Target Testing 
Target testing can be used to test whether a specific compound is present in 
a mixture or not If the compound is present then its spectrum y can be described by 
the singular orthonormal vectors Уц of the unknown mixture In 1978 Ho [3] used 
Bessel's inequality to test for the presence of a compound with a normalized spectrum 
У 
¿ak 2 «; 1 where ak = v j у С) 
The nearness to unity of the sum of squares of these inner products gives an 
indication whether the test compound is present or not An exact criterion can be 
derived empirically 
Malinowski's F-test 
In 1988 Malinowski introduced an F-test for Abstract Factor Analysis (AFA) and 
Target Testing (TT) [1] In this test the variance of a target vector (UV library 
spectrum) is compared with the variance of the noise describing eigenvectors ('the 
null-vectors') The variance of the 'null'-vectors is estimated by taking a weighted 
average of the corresponding eigenvalues Instead of eigenvalues Malinowski used 
'reduced eigenvalues', which were defined as the eigenvalues divided by the degrees 
of freedom For the determination of the weights Malinowski used a function that was 
derived for the eigenvalue distribution of uniformly distributed noise [12] 
The F-test for Abstract Factor Analysis (AFA) is started by a null set that 
consists of the smallest eigenvalue The next eigenvalue is tested for significance by 
comparing the eigenvalue with that of the null-set The F-test is given in Eqn 2 
FM с n\ λ
η
 / (r-n + 1)(C-n + 1) 
F ( 1
'
S
-
n )
 = ¡ (2) 
Σ λ; / Σ (м+і)(с-н) 
j п + 1 j-n + l 
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where 
r the number of rows in the matrix 
с the number of columns in the matrix 
s the minimum of r and с 
η the number of principal components 
λ eigenvalue 
λ - eigenvalue of null space 
The null-hypothesis states that the eigenvalue belongs to the same population as the 
eigenvalues of the null-set The alternative hypothesis states that this eigenvalue is 
larger If the null-hypothesis is accepted the eigenvalue is added to the null-set and the 
next eigenvalue is tested 
In order to apply the F-test for Target Testing (TT), a library spectrum (test 
vector) is projected on the factor space of the unknown sample, yielding the 
'predicted'-vector The factor space is described by the first η factors (the primary 
factors) of the data-matrix The other factors describe the 'null'-space The number η 
can be estimated by the F-test for AFA In the F-test for TT the variance between the 
predicted vector and the test vector is compared with the variance of the null-vectors 
The mathematical formulation of this F-test is given in Eqn 3 
r (y - y')2 / (r-n-b)(r-n+1)(c-n+1)£ tf 
F(r-n-b,s-n) = . . d (3) 
Σ V / Σ (M+1)(c-H) 
where 
b the number of blanks, missing points, in the test vector 
y' the predicted vector 
у the test vector 
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tj the coordinates of the predicted vector in the factor space defined by the η 
eigenvector axis 
The null hypothesis states that the variance between the predicted vector and the test 
vector belongs to the same population as the variances of the null vectors. The 
alternative hypothesis states that this variance is larger. 
Generalized Rank Annihilation Factor Analysis (GRAFA) 
For a single GRAFA calculation two HPLC-UV matrices are required The first 
matrix is called the reference or calibration matrix, because it is obtained from a 
sample with known amounts of the analyte(s) of interest The second matrix is 
obtained from the unknown sample For both samples the response matrices can be 
decomposed into matrices containing the pure profiles 
Deal = Σ x k c k c a , y
T
k = X C c a l Y T + Ec a l (4) 
k-1 
Du„k = XCunkYT + Eunk (5) 
where x,, and y,, are the columns of X and Y Cca| and Cunk are diagonal matrices with 
the diagonal elements ck, the concentrations The matrices X and Y contain the pure 
concentration profiles (xj and spectra (yk) of all the constituents that are present in 
either the calibration sample or the unknown sample If a constituent is not present in 
one of the samples the corresponding concentration value ck is zero A combination 
of Eqn 4 and 5 gives a generalized eigenproblem. 
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Dcal Ζ Cnll = Dunl, Ζ С м | (6) 
In this equation the matrix Z, defined as the pseudo-inverse of YT, contains the 
eigenvectors A procedure to solve this equation was proposed by Sanchez and 
Kowalski [5] First a singular value decomposition (SVD) is performed on W = D^, + 
Dunk The SVD is performed on W because the singular vectors should describe all 
components present in both D^, and 0
и п к
 In order to exclude the experimental noise 
from the calculations, only the first significant factors are calculated 
W = Cl s v T (7) 
where Ú is a matrix with the abstract chromatograms, VT is a matrix with the abstract 
spectra and S is a diagonal matrix with the singular values 
From Eqn 6 and 7 a standard eigenproblem can be derived by replacing Duril< 
and Cunk in Eqn 6 by W and Cw respectively, substituting Eqn 7 into 6, 
postmultiplymg Eqn 6 by C^,1 and premultiplymg Eqn 6 by ÛT 
(CT Dcal V S"1) Ζ' = Ζ* Λ (8) 
where 
Ζ' = S \/τ ζ (9) 
The diagonal elements λ
Μ
 of the matrix Λ represent the concentration ratios ck ai/(ck ^ 
+ ck unk) of the elements that are present in the calibration and unknown sample The 
pure profiles y, and x, can be calculated from the matrix Z* For estimating the optimal 
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number of factors Ohman et al [13] evaluated the calculated profiles (x,, and y j . They 
used the correlation of these solutions with library profiles as a criterion: 
s = ¿ ( Corr ( χ,, ^ )2 • Corr( у ,
 Ь
 )2) (10) 
k=1 
where Corr is the correlation coefficient between vectors The vectors & and x,, are the 
library UV spectrum and chromatogram of compound к that can be obtained for 
example from the HPLC-UV data of a pure sample The vectors y, and x, are the 
calculated vectors that have the highest correlation with the library vectors. The 
number of factors is chosen that gives the highest value for s In chapter 3 it was 
shown that the results of GRAFA are adversely affected if the retention times in the 
reference and unknown sample are not exactly the same (time drift). Because of this 
the time axes of both samples should be synchronized The criterion in Eqn 10 can 
be used to synchronize the data within the sampling frequency of the diode-array 
detector (see also chapter 3) 
Iterative Target Transformation Analysis (ITTFA) 
In ITTFA the (ns by n j matrix D of ns spectra measured at nw wavelengths is 
decomposed into a matrix with the pure spectra and a matrix with the pure 
concentration profiles 
D = X С YT + E ( 1 1 ) 
where YT is a (nc by η J matrix with the pure spectra, X is a (ns by nc) matrix with the 
pure concentration profiles and С is a (nc by nc) diagonal matrix with concentration 
values In the first step of the algorithm the abstract spectra and concentration profiles 
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are calculated by a singular value decomposition Only a few (n) factors are used to 
describe the data matrix within the experimental noise 
D = Ú S VT i12) 
where U is a (ns by n) matrix with the abstract chromatograms, VT is a (nw by n) matrix 
with the abstract spectra and S is a (n by n) diagonal matrix containing the singular 
values It was found by Strasters et al [15] that the optimal number of factors could 
be found by inspection of the ITTFA solutions For validating the results, only general 
knowledge about the ITTFA solutions was used If the spectrum and concentration 
profile of the analyte of interest are available the criterion of Eqn 10, which was 
introduced by Ohman et al [13] for GRAFA, can be used (see also chapter 3) 
The pure concentration profiles are linear combinations of the abstract 
chromatograms In ITTFA the pure profiles are found by iteratively improving first 
estimates One iteration step consists of two parts In the first part a test vector 
(estimate of concentration profile) is projected into the space of the abstract 
chromatograms 
χ = Cl ÜT χ. . (13) 
— proj — test 
where χ,
β3, represents the test vector and xproj its projection In the second part the 
projected vector is adjusted according to some weak restrictions all coordinates 
should be non-negative and exhibit only one maximum After the refinement the target 
is subjected again to the target test This process is repeated until no further 
refinement is necessary, which means that the iteration process has converged The 
iteration process can be applied to all concentration profiles independently which 
means that the ITTFA technique is not restricted to a specific number of components 
Strategies for finding first estimates were proposed by Vandegmste [7] and 
Gemperlme [6] These strategies can be used when no information about the shape 
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of the underlying profiles is available It was shown in chapter 3 [14] that target testing 
with a real profile, which can be extracted from a single-component sample, yielded 
better estimates of the real peak positions The use of such a profile as a first estimate 
m the iteration cycle resulted in clearly better quantitative results This procedure will 
be used in this chapter 
Once the iteration process has converged and the estimates of the true 
chromatograms are available the corresponding spectra can be calculated by a least 
squares procedure 
( X T X ) 1 XT D (14) 
It was shown in chapter 3 [14] that in order to correct for first order background 
absorbances the X-matnx can be extended with two additional columns 
X' = 
1 
1 
X 1 
1 
0 
1 
2 
η 
(15) 
This background correction is applied as a standard option for the analysis of real 
HPLC-UV data The criterion in Eqn 10 can be used to find the optimal order of 
background correction 
The concentration profiles in the matrix X are normalized The appropriate 
scaling factor can be calculated from the eudidian norm of the corresponding spectra 
In order to relate these scaling factors to concentration values an additional calibration 
sample is required, which not necessarily only contains the analyte of interest 
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EXPERIMENTAL SECTION 
For the analysis of N-benzyl-para-aminophenol-o-glucuronide m urine, native 
urine samples were passed through 0 45 цгп filters (type HV, Nihon Millipore Kogyo, 
Japan) and 50 μΙ of the filtrate was injected in HPLC HPLC was performed with a 
Hewlett Packard model HP-1090 (Waldbron, GFR) using the following chromatographic 
conditions a цВопгіарак C-18 column (300 χ 39 mm) was eluted with a linear 
gradient of 10% to 90% of methanol in 0,1 M ammonium acetate (pH=4 2, acetic acid) 
in 30 minutes with a flow rate of 1 7 ml/mm at 50° С The column effluent was 
monitored with a Hewlett Packard model 1040 diode-array detector (spectral resolution 
2 nm per diode) Chromatograms were recorded at 254 nm and within a retention time 
range of interest spectra were recorded over a 210 5-402 5 nm wavelength range with 
a 0 014 mm time interval 
Six samples were available The first sample was a blank urine sample (bl_u) 
that does not contain the analyte of interest The second and third sample were blank 
urine samples spiked with the analyte of interest (blujjsp and bl_usp2) In the sample 
bl_usp the amount of N-benzyl-para-ammophenol-o-glucuronide was three times 
higher than in bl_usp2 Two samples were real patient samples The sample pat4-8 
was collected between 4 and 8 hours after the patient took the medicine, pat8-12 
between 8 and 12 hours The last sample (hp-15) was a pure standard sample of N-
benzyl-para-aminophenol-o-glucuronide In the next section the quantitative results of 
GRAFA and ITTFA are expressed in concentration units A concentration of 1 0 
corresponds with the amount of N-benzyl-para-ammophenol-o-glucuronide present in 
the sample bl-usp2 
In the second experiment HPLC-UV data were recorded of anthracene-
phenanthrene mixtures with varying resolutions and concentration ratios Six different 
resolution levels were obtained by adjusting the Methanol/H20 ratio of the mobile 
phase The six mobile phase compositions with the corresponding resolution levels are 
given in table 1 For these experiments a C18 Chromspher (100 χ 30 mm) column 
was used and a flowrate of 0 3 ml/mm For each mobile phase composition six 
samples with different concentration ratios were analyzed in duplicate The 
compositions of the mixtures are given in table 2 A concentration of 1 0 corresponds 
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Table 1 Mobile phases used for obtaining anthracene-phenanthrene chromatograms with 
different resolution levels 
Mobile Phase 
A 
В 
С 
D 
E 
F 
Methanol 
% 
90 
91 
92 
93 
94 
95 
H20 
% 
10 
9 
θ 
7 
6 
5 
Resolution 
Anthracene-
Phenanthrene 
060 
0 55 
0 51 
0 47 
0 41 
0 35 
Dimension 
Data Matrix 
(spectra χ 
wavelengths) 
75x36 
70x36 
70x36 
70x36 
57x36 
5 0 x 3 6 
Table 2 Composition of anthracene-phenanthrene mixtures 
Mixtures 
Mixt 1 
Mixt2 
Mixt 3 
Mixt4 
MixtS 
Mixt6 
Concentration* 
Anthracene 
1 00 
0 50 
0 10 
0 05 
0 02 
0 01 
Concentration" 
Phenanthrene 
1 00 
ι oo 
1 00 
1 00 
1 00 
1 00 
* A concentration unit of 1 0 corresponds with 5 0 mg/l, both for anthracene and phenanthrene 
with 5 0 mg/l, both for anthracene and for phenanthrene All data were recorded with 
a PU4021 diode-array detector within the linear range of the detector (< 1 2 AU) The 
spectra were recorded at time intervals of 2 sec Each spectrum contained 
absorbance values between 230 and 290 nm at intervals of 2 nm The dimensions of 
the HPLC-UV matrices that were obtained for the different mobile phases are given in 
table 1 
For the third experiment mixtures containing benz(a)fluoranthene, 
benzCOfluoranthene, benz(e)pyrene, benz(b)fluoranthene, perylene en 3-methyl 
chrysene were analyzed These experiments were performed with a Vydac Chrompack 
28320 column for PAH's (250 χ 4 6 mm), a mobile phase of 6% H20 in MeOH and a 
flow rate of 1 ml/mm The HPLC-UV data were recorded with a Waters990 diode-array 
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detector. The spectra were recorded at time intervals of 1 sec. The spectra contained 
the absorbances between 230 and 432 nm at intervals of 2 nm. Five different mixtures 
were analyzed containing different amounts of 3-methyl chrysene, the analyte of 
interest, and equal amounts of the other five components. The concentrations of 3-
methyl chrysene in the five mixtures are given in table 3. A concentration of 1.0 
Table 3: Concentrations of 3-methyl chrysene in six-component mixtures. 
Samples 
Mixture 1" 
Mixture 2" 
Mixture 3 a 
Mixture 4" 
Mixture 5* 
Standard 1 
Standard 2 
Standard 3 
Standard 4 
Concentrations 
of 3-methyl chrysene 
in mg/l 
2.0 
3.0 
4.0 
5.0 
6.0 
1.0 
2.0 
3.0 
4.0 
* The concentrations of the other 5 components in the mixture are 1.0 mg/l 
corresponds with 1.0 mg/l. The concentrations of the other components were 1.0 
mg/l in all samples. Additionally four standard samples were recorded containing only 
3-methyl chrysene. The corresponding concentration values are also given in table 3. 
For the multivariate analysis the part of the chromatogram in the neighbourhood of the 
concentration profile of the analyte of interest was selected (35 spectra). 
Simulations with single-peak systems (realistic simulations) were performed 
according to the procedure described in chapter 2 [16]. 
All algorithms were implemented in the programming language С The 
algorithms are based on the descriptions in the original papers of ITTFA [6,7,14], 
GRAFA [5,13] and Target Testing [1]. The GRAFA and ITTFA calculations were done 
on a SUN Sparc station 1. The calculations for Target Testing were performed on a 
PU3202 (AT) computer. 
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RESULTS AND DISCUSSION 
Analysis of N-benzyl-para-aminophenol-o-glucuronide in urine samples 
In the first experiment Target Testing was applied in order to test for the 
presence of N-benzyl-para-ammophenol-o-glucuronide in patient-urine samples. A 
spectral range between 240.5 and 320.5 nm was selected. At lower wavelengths large 
"negative absorbances" were observed, as can be seen from a three-dimensional 
representation of the HPLC-UV data matrix of bl-usp (figure 1). At wavelengths higher 
Figure 1. HPLC-UV data matrix of bl-usp showing large negative absorbances at the lower 
wavelengths 
Ξβ Ί θ 6 
T i m e Cm J. π) 
than 320 nm the absorbance coefficients of the analyte of interest are very low (see 
spectrum of N-benzyl-para-aminophenol-o-glucuromde in figure 2). In the time domain 
only the spectra around the peak maximum of the analyte of interest were used. The 
concentration profiles calculated by ITTFA for bl-usp give the composition of the 
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Figure 2 UV-spectrum of N-benzyl-para-aminophenol-o-glucuronide 
ZZS.S Ξ68.5 300.5 348.5 3Θ0.5 
Uavelsngth (nm) 
Figure 3. Concentration profiles calulated by ITTFA for the sample bl-usp 
5 1Θ 15 20 2 5 30 
100 
Spectrum 
system (2 interferents, see figure 3). The resulting data sets contained 30 spectra and 
40 wavelengths. 
Before applying Target Testing, the F-test for Abstract Factor Analysis was 
applied in order to determine the number of primary factors. The results are given in 
table 4. The first column contains the numbers of the eigenvectors under 
Table 4: Results of Malinowskj's F-test for Abstract Factor Analysis on HPLC-UV data from urine 
samples. The first column represents the numbers of the factors under consideration. 
The next 6 columns contain the percentage significance levels (%«) that correspond 
with the calculated F-values. The numbers of factors based on 5% and 10% significance 
levels are compared with those obtained by ITTFA. 
number of 
factors 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
5%'' 
10%': 
ITTFA" 
blu 
0.0 
0.0 
0.0 
0.0 
0.0 
24.5 
27.8 
30.5 
30.9 
31.2 
5 
5 
2 
Percentage Significance Levels, 
bl-usp bl-usp2 pat4-8 
0.0 0.0 0.0 
0.1 0.0 0.0 
0.0 0.0 0.0 
0.0 0.0 0.0 
0.5 1.9 0.0 
17.1 3.1 12.9 
25.5 27.7 20.3 
26.1 25.8 24.5 
27.4 28.1 26.4 
26.4 27.7 29.8 
5 6 5 
5 6 5 
3 3 3 
%a' 
pat8-12 
0.0 
0.0 
0.0 
0.0 
1.1 
0.3 
18.7 
16.4 
18.4 
26.1 
6 
6 
3 
hp-15 
0.0 
0.0 
0.0 
0.0 
3.3 
5.0 
5.4 
10.4 
20.1 
19.5 
6 
7 
1 
* Probability (in %) that the null-hypothesis (see theoretical section) is rejected incorrectly 
* Number of factors estimated by F-test based on a 5% critical value 
c
 Number of factors estimated by F-test based on a 10% critical value 
" Number of profiles found by ITTFA 
consideration. The next six columns contain the significance levels for the calculated 
F-values. These values give the probabilities (in %) that the tested null-hypothesis (see 
theoretical section) is rejected incorrectly. In the bottom part of table 4 the estimated 
number of primary factors is given for all samples (based on a 5% and 10% 
significance level). Additionally all data sets were analyzed by ITTFA. The number of 
profiles that was calculated by ITTFA, is given in the last line. This number can be 
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considered as an estimate of the number of chemical compounds. For all samples, 
including the pure standard sample, the number of primary factors was found 
considerably higher than the number of chemical compounds. For all samples more 
than 4 primary factors were found. The fact that for real HPLC-UV data the number of 
primary factors is higher than the number of chemical compounds was observed 
earlier by other authors [13,15,16]. Possible error causes are given by Ingle and 
Crouch [17] and Dose and Guiochon [18]. 
In order to apply Target Testing according to Ho et al. [3], a test criterion was 
empirically derived by using the blank urine samples. In table 5 the sum of squares of 
the inner products between the library spectrum of N-benzyl-para-aminophenol-o-
glucuronide, obtained from the pure standard sample, and the eigenvectors of the 
HPLC-UV matrices of the different urine samples are given. From the Target Testing 
Table 5; Sum of squares of inner products between the library spectrum of N-benzyl-para-
aminophenol-o-glucuronide and the eigenvectors of the HPLC-UV data of urine samples. 
Number of 
Eigen-vectors 
in model 
1 
2 
3 
4 
5 
6 
Sum of Squares of Inner products 
Ы-u 
0 4417 
0.4613 
0 9756 
0.9956 
0 9969 
0.9969 
bl-usp 
0 7956 
0 9513 
0 9997 
1 0000 
1 0000 
10000 
bl-usp2 
0.6139 
0.6220 
0 9974 
0 9997 
0 9998 
0 9998 
pat4-8 
0 8909 
0.9883 
0 9999 
0 9999 
1 0000 
10000 
pat8-12 
0 9318 
0.9995 
0 9999 
0.9999 
1 0000 
10000 
results for Ы-u we observe that in the absence of N-benzyl-para-aminophenol-o-
glucuronide the sum of squares is equal to 0.997. Therefore, we consider 0.997 as a 
maximum value for regarding N-benzyl-para-aminophenol-o-glucuronide as being 
absent. This high value suggests that the spectra of the compounds in Ы-u are very 
similar to the spectrum of N-benzyl-para-aminophenol-o-glucuronide. However, from 
the results in table 5 we can observe that at least 3 eigenvectors should be included 
in order to obtain this value, whereas only 2 chemical compounds could be identified 
by ITTFA. This indicates that real spectral structures are also present in the additional 
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primary factors Similar results were obtained earlier [16] From the Target Testing 
results of the spiked blank urine samples (bl-usp and bl-usp2) we can observe that 
when N-benzyl-para-ammophenol-o-glucuronide is present the sum of squares of the 
inner products becomes higher than 0 999 This value can be taken as a minimum 
value for regarding N-benzyl-para-ammophenol-o-glucuronide as being present If a 
sum of squares is found between 0 997 and 0 999 no decision can be made In the 
bl-usp2 sample the value of 0 999 is obtained with 4 eigenvectors compared to 3 for 
the bl-usp sample A reason for this may be that the concentration in bl-usp2 is lower 
than in bl-usp Similar results were obtained by Ho et al [3] for excitation emission 
data and in chapter 2 for HPLC-UV data It was observed that the number of 
eigenvectors needed to describe the signal of a component in the presence of a large 
interfering signal is higher for a minor component than for a large component The 
Target Testing results of the two patient samples indicate that the N-benzyl-para-
ammophenol-o-glucuronide compound is present in both samples, because values 
higher than 0 999 were obtained Moreover, the number of eigenvectors needed to 
obtain that value is equal to 3, indicating that the concentration of N-benzyl-para-
ammophenol-o-glucuronide in both samples is higher than in bl-usp2 This is confirmed 
by the quantitative results from ITTFA and GRAFA For these calculations the bl-usp2 
sample was used as a calibration sample The results are given in table 6 
Table 6 Amounts of N benzylpara aminophenol о glucuronide calculated by GRAFA and ITTFA 
Sample 
bl-usp 
pat4 8 
pat8 12 
Estimated amount of 
N benzylpara aminophenol o glucuronide* 
ITTFA 
28 
42 
48 
GRAFA 
31 
45 
50 
" A concentration unit of 1 0 corresponds with the amount of N benzylpara ammophenol-o glucuronide 
present in the sample bl usp2 
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In table 7 the results of Malinowski's F-test for Target Testing are given. Just 
as for Target Testing according to Ho et al [3] the library spectrum was obtained from 
Table 7 Results of Malinowski's F-test for Target Testing The first column contains the names 
of the samples, the second column the number of factors estimated by Malinowski's F-
test for Abstract Factor Analysis The next columns contain the results of the F-test for 
Target Testing 
Sample 
bl-u 
bl-usp 
bl-usp2 
pat4-8 
pat8-12 
n' 
5 
5 
6 
5 
6 
F-value* 
24 7 
130 
79 
30 
53 
»,
e 
35 
35 
34 
35 
34 
v / 
25 
25 
24 
25 
24 
* Number of factors estimated by Malinowski's F-test for Abstract Factor Analysis based on a 5% critical 
value (a) 
b
 F-value calculated by Eqn 3 
c
 The degrees of freedom in nummator (v,) and denominator (
 г
) of Eqn 3 
the pure standard sample The second column contains the number of primary factors, 
which was determined by Malinowski's F-test for Abstract Factor Analysis (see table 
4). The next columns contain the results of the F-test for Target Testing· the calculated 
F-value and the degrees of freedom of the numerator and denominator (see Eqn. 3) 
From these results we can conclude that the library N-benzyl-para-ammophenol-o-
glucuromde spectrum is not present in any urine sample, although we known that in 
reality the N-benzyl-para-ammophenol-o-glucuronide compound is present in bl-usp, 
Ы-изрг, pat4-8 and pat8-12 This result indicates that the spectrum of this compound 
is slightly different for the individual samples Possible causes are for example the large 
background absorbances caused by the gradient in the mobile phase, or small matrix 
effects These differences can also be observed from the spectra that were calculated 
by ITTFA. The calculated spectra of N-benzyl-para-ammophenol-o-glucuronide for the 
different urine samples are given in figure 4 Of course these differences are found 
significant by Malinowski's F-test. When using the calculated ITTFA spectra for 
Malinowski's F-test the correct conclusions were only obtained when the library 
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Figure 4 Spectra of N benzylpara ammophenol o-glucuronide for different urine samples 
calculated by ITTFA 
2ΊΘ 5 2 6 θ 5 280 5 300 S 32 5 
spectrum was calculated from the sample itself, which is in fact a trivial result 
Clearly the Target Testing results show that Malmowski's F-test is sensitive to 
changes in the analyte's spectrum between the individual samples Probably better 
results can be obtained for more ideal HPLC-UV systems (minor backgrounds and 
model errors) The Target Testing procedure proposed by Ho et al [3] can be made 
robust for these differences, because a criterion is derived empirically However, in 
order to apply this technique some additional samples are required In this example 
the absolute minimum number of samples was used If possible it should be preferred 
to use some additional samples in order to examine the spread in the SS-values 
According to our experience however these values are very reproducible 
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Analysis of anthracene in the presence of phenanthrene 
In the second experiment anthracene was quantified in anthracene-
phenanthrene mixtures with varying resolution levels and concentration ratios The 
mobile phases and concentration ratios that were used are given in the tables 1 and 
2 For each sample the HPLC-UV analysis was done in duplicate The ITTFA and 
GRAFA results are given in the tables 8 and 9 Results are missing if a wrong solution 
Table B: Concentrations of anthracene, calculated by ITTFA for the analysis of anthracene-
phenanthrene systems with different resolution levels and different concentration ratios 
Mobile 
Phase 
(reso­
lution) 
A 
(0 60) 
В 
(0 55) 
С 
(0 51) 
D 
(0 47) 
E 
(0 41) 
F 
(0 35) 
Cone of anthracene estimated by ITTFA* 
Mixt 1" 
1 00 
1 00 
0 95 
0 97 
0 9 9 
0 97 
0 98 
0 9 6 
0 87 
0 93 
0 92 
0 85 
Міхіг" 
0 53 
0 54 
0 53 
0 55 
0 52 
0 54 
0 56 
0 50 
0 50 
0 48 
0 50 
0 47 
MixtS" 
0 1 2 
0 1 2 
0 13 
0 1 5 
0 13 
0 15 
0 15 
0 15 
0 1 1 
0 1 5 
0 1 3 
0 1 6 
Mixt 4 Ь 
0 06 
0 09 
0 0 6 
0 06 
0 07 
0 09 
0 07 
0 08 
0 09 
0 08 
0 08 
0 06 
Mixt S" 
0 03 
0 03 
0 03 
0 04 
0 03 
0 03 
0 03 
0 04 
0 03 
0 08 
0 03 
M i x t e * 
0 04 
0 02 
0 04 
0 02 
0 04 
0 02 
0 03 
-
0 04 
" A concentration unit of 1 0 corresponds with 5 0 mg/l 
6
 Compositions of mixtures are given in Table 2 
was identified by the criterion given in Eqn 10 The results indicate that in general 
errors lower than 10 % were obtained for concentrations higher than 0 1 In general, 
increasing errors were obtained when going from mobile phase A (Methanol/H20 = 
90/10) to F (Methanol/H20 = 95/5) For very low concentrations (<0 02)1 errors 
higher than 100 % are observed 
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Table 9 Concentration value of anthracene calculated by GRAFA for the analysis of anthracene-
phenanthrene systems with different resolution levels and different concentration ratios 
Mobile 
Phase 
(reso 
lution) 
A 
(0 60) 
В 
(0 55) 
С 
(0 51) 
D 
(0 47) 
E 
(0 41) 
F 
(0 35) 
Cone of anthracene estimated by GRAFA" 
Mixt 1" 
0 9 9 
1 02 
1 03 
1 02 
1 02 
1 04 
1 00 
1 01 
1 01 
1 05 
1 01 
1 04 
МоЛ 2" 
0 53 
0 52 
0 53 
0 53 
0 57 
0 53 
0 55 
0 54 
0 57 
0 53 
0 55 
0 55 
M i x t a ' 
0 1 2 
0 1 2 
0 1 2 
0 1 2 
0 1 2 
0 1 2 
0 1 2 
0 1 2 
0 1 3 
0 1 2 
0 13 
0 13 
Mixt4£ ' 
0 06 
0 06 
0 07 
0 07 
0 07 
0 07 
0 07 
0 07 
0 08 
0 08 
0 07 
0 08 
MixtS" 
0 03 
0 03 
0 04 
0 04 
0 03 
0 04 
0 04 
0 04 
0 04 
0 04 
0 04 
0 04 
M i x t e ' 
0 02 
0 02 
0 02 
0 02 
0 02 
0 02 
0 02 
0 03 
0 03 
0 03 
0 03 
0 03 
* A concentration unit of 1 0 corresponds with 5 0 mg/l 
' Compositions of mixtures are given in Table 2 
In chapter 3 the performances of ITTFA and GRAFA were evaluated by 'realistic 
simulations' [14] Multicomponent systems were built by combining single-peak 
systems with adjusted peak height and peak position This type of simulations was 
proposed in order to include model errors in evaluation studies From the results of 
this study it was concluded that for two-component systems with a resolution of 0 4 
GRAFA produced errors lower than 5% when the relative peak height of the analyte 
of interest was higher than 0 03 For ITTFA an error lower than"10% could be obtained 
for systems with a relative peak height higher than 0 1 Especially for GRAFA the 
results for these real two-component systems are less accurate This may partly be 
caused by additional error sources that are present in practice differences in injection 
volume (< 2%), small errors in dilutions For GRAFA small time drifts within the 
sampling frequency of the diode-array detector may also have an effect on the 
quantitative results However it was also observed that for these data the relative 
contribution of model errors was relatively large in comparison with the data that were 
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used for the evaluation study For the single-component systems of the evaluation 
study the relative contribution of the second and higher primary factors were less than 
0 5 % In this experiment their contribution was almost 2 % This difference is probably 
caused by different linear behaviors of the diode-array detectors The effect of these 
larger model errors was evaluated by a few realistic simulations The single-component 
systems of anthracene and phenanthrene eluted with mobile phase 'A' were used to 
simulate two-component mixtures with concentration ratios similar to the real two-
component systems The results of ITTFA and GRAFA for these systems are given in 
table 10 From these results we can observe that the deviations for these data are in 
Table 10 Concentrations of anthracene obtained by ITTFA and GRAFA for the analysis of 
realistically simulated anthracene phenanthrene systems The simulated systems were 
built from the pure HPLC UV data of anthracene and phenanthrene recorded using 
mobile phase A (Methanol/HjO = 90/10) 
Mixtures' 
(realistic simulations 
resolution = 0 60) 
Mixt 1 
Mixt2 
Mixta 
Mixt 4 
MixtS 
Mixte 
Cone of anthracene estimated 
by ITTFA* 
(realistic simulations) 
1 02 
0 52 
011 
0 06 
0 04 
0 03 
Cone of anthracene 
estimated by GRAFA" 
(realistic simulations) 
099 
0 52 
012 
0 07 
0 04 
0 03 
" Compositions of mixtures are given in Table 2 
* A concentration unit of 1 0 corresponds with 5 0 mg/l 
the same order of magnitude as for the real data Errors lower than 10% were 
obtained for systems with a concentration higher than 0 1 and errors higher than 100% 
for concentrations lower than 0 02 These results show that the relative contribution 
of the additional primary factors has a large effect on the quality of the solutions 
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Analysis of 3-methyl chrysene in a six component mixture 
In the last experiment 3-methyl chrysene was quantified in six-component 
mixtures. The concentration values of 3-methyl chrysene in the different samples are 
given in table 3 (see also experimental section). The chromatographic profiles of the 
total cluster of mixture 1, calculated by ITTFA, are given in figure 5. From comparing 
Figure 5: Concentration profiles calculated by ITTFA for mixture 1. The composition of this 
mixture is given in Table 3 
the ITTFA spectra with library spectra it was observed that the analyte of interest, 3-
methyl chrysene, was the second component in the peak clusters. In order to reduce 
the complexity of the analysis the quantitative ITTFA and GRAFA calculations were 
performed on the first 40 spectra of the chromatogram. The complexity of the resulting 
peak cluster is mainly determined by the extreme overlap of the third peak (resolution 
< 0.1). 
The concentration values that were calculated by ITTFA and GRAFA for the 
different combinations of standards and mixtures (see first and second column) are 
2 0 4Θ 6 Θ 
S p e c t r u m 
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given in the third and fourth column of table 11 The errors in the concentration values 
that were obtained by averaging the predictions from the four standards are given in 
Table 11: Concentrations of 3-methyl chrysene and error in average concentration estimates 
obtained by ITTFA and GRAFA for the analysis of 3-methyl chrysene in six component 
mixtures 
Calibration 
Sample* 
Standard 1 
Standard 2 
Standard 3 
Standard 4 
Standard 1 
Standard 2 
Standard 3 
Standard 4 
Standard 1 
Standard 2 
Standard 3 
Standard 4 
Standard 1 
Standard 2 
Standard 3 
Standard 4 
Standard 1 
Standard 2 
Standard 3 
Standard 4 
Unknown 
Sample* 
Mixture 1 
Mixture 2 
Mixture 3 
Mixture 4 
Mixture 5 
Predicted concentration of 3-
methyl chrysene in unknown 
sample 
(in mg/l) 
ITTFA 
24 
21 
23 
25 
27 
26 
29 
32 
44 
38 
42 
4Θ 
63 
53 
41 
44 
60 
51 
57 
61 
GRAFA 
27 
24 
25 
22 
27 
28 
27 
30 
34 
3 7 
41 
34 
3 7 
48 
5 1 
47 
50 
54 
58 
59 
Error (in %) of average 
concentration 
estimate 
ITTFA 
160 
58 
73 
03 
47 
GRAFA 
22 5 
62 
92 
83 
81 
' Compositions of samples are given in Table 3 
the last two columns It was shown in chapter 3 that for such poorly resolved clusters 
ITTFA produced large errors but GRAFA was still very accurate (errors < 0 5%) This 
is confirmed in this example for ITTFA. The highest errors for ITTFA were observed for 
Mixture 1, which has the smallest amount of 3-methyl chrysene. The results of GRAFA 
are comparable with the ITTFA results and clearly less accurate than the results of the 
evaluation study in chapter 3 From a principal component analysis of the pure 3-
methyl chrysene peak it appeared that the contribution of the second and higher 
primary factors was 0 9%, which is only slightly higher than for the data used in the 
realistic simulations of chapter 3 The reason for the higher errors may be the 
presence of small time drifts It was also shown in chapter 3 that at very low 
resolutions a small time drift could produce errors higher than 25% in the 
concentration estimates In this case the data were synchronized within the sampling 
frequency of the diode-array detector by evaluating Eqn 10 for various synchronization 
steps However, small time drifts are still present, which possibly have a large effect 
on GRAFA When calculating the average concentration estimate from the results of 
the different standards the results of ITTFA are better than the results of GRAFA This 
indicates that the deviations caused by the model errors are more random for ITTFA 
This may be caused by the iterative nature of ITTFA 
CONCLUSIONS 
The analysis of urine samples demonstrated that Malmowski's F-test for Target 
Testing is sensitive to changes in spectral shapes between the individual samples 
Target Testing according to Ho et al is robust for these changes, because a criterion 
is derived empirically A disadvantage of this technique is that some additional samples 
are required 
The quantitative analysis of anthracene in the presence of a single interfèrent 
showed comparable results for GRAFA and ITTFA Especially for GRAFA the results 
were less accurate than the results of the evaluation study in chapter 3 By realistic 
simulations it was shown that these deviations could be ascribed to the relatively large 
contribution of model errors 
For the analysis of 3-methyl chrysene the results of ITTFA and GRAFA were 
also comparable In this case the analyte of interest was very poorly resolved 
(resolution < 0 1) For such systems small time drifts have a large effect on the 
GRAFA results In general for such systems errors up to 25% can occur even for 
relative large peak ratios 
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In general it can be concluded that in practice additional factors, which are not 
incorporated in ideal linear simulations, strongly influence the accuracy of the 
quantitative results Differences in the relative contribution of non-linear factors were 
observed between different diode-array detectors and inspection of this factor in 
practice is advisable For the future a study of the exact origin of these factors is 
required because improvement of the systems linearity can strongly improve the 
quantitative results of multivariate techniques 
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Chapter 5 
FLOW-INJECTION SYSTEM WITH PHOTO-DIODE ARRAY 
DETECTION AND MULTIVARIATE DATA EVALUATION FOR 
QUANTIFYING TENIPOSIDE IN BLOOD PLASMA1 
INTRODUCTION 
Flow-injection analysis commonly involves the determination of a single 
component in a usually aqueous solution Quantification is mostly done by a univariate 
calibration based one the height, width or area of the peak When several components 
have to be determined simultaneously, a more complex system is needed so that 
analyte-specific signals can be obtained Examples of these are the use of several 
detectors, stream splitting or multiple injections [1,2] However, for very complex 
samples such as blood with many interfering components, this approach can become 
very time-consuming or impossible A more convenient solution can be provided by 
multivariate calibration, which relates a multivariate signal to the concentrations of one 
or more of the analytes in the sample 
A very rapid way to produce such a multivariate signal is to couple a photo-
diode array detector to the flow-injection system The use of these detectors in 
analytical flow systems was reviewed in 1986 [3] At that time, their potential in flow-
mjection systems had been little exploited, whereas an extensive list of applications in 
liquid chromatography was cited Since then, however, the number of publications on 
flow-injection applications has grown steadily 
Ч І І І З chapter is published as M J Ρ Gerritsen, G Kateman, M A J van Opstal W Ρ van Bennekom 
and В G M Vandeginste, 'Flow-Injection system with Photodiode array detection and multivariate data 
evaluation for quantifying temposide in Wood plasma', Anal Chim Acta 241 (1990) 23-30 
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In most of the latter applications, the chemometnc treatment of the data is done 
by multicomponent analysis [4-9], which requires the pure spectra of all the 
components present in the sample The concentrations of the components can then 
be calculated by assuming linear additivity of the absorbances and solving a set of 
linear equations This approach fails if the sample contains unknown mterferents or 
produces a background absorbance for which no spectra are available For such 
applications, more sophisticated techniques are needed. Inverse calibration methods, 
such as partial least squares (PLS) and principal components regression, or factor 
analysis, such as self modelling curve resolution, are suitable Although these methods 
have been quite frequently used in liquid chromatography [10-13], the first applications 
in flow-injection analysis were reported only recently [14,15] 
This chapter is concerned with the determination of a single component in a 
complex matrix by using a flow-injection system with a diode-array detector and 
advanced multivariate data analysis based on PLS modelling The method is applied 
for the determination of the anti-cancer agent teniposide in blood plasma, for which 
an earlier flow-injection procedure was based on electrochemical denvatization and 
single wavelength-detection [16] The latter was compared with an established liquid-
chromatographic assay and it was concluded that the selectivity of the flow-injection 
method had to be improved [17] Here a multiwavelength detection is used to enhance 
the selectivity Spectra are recorded continuously while the sample plug is passing 
through the detector cell, which results in a two-dimensional block of data for each 
sample The recorded data are related to the teniposide concentrations in the blood 
samples by using PLS modelling 
THEORY 
Partial least squares (PLS) is a mathematical technique that can be used to 
build a relationship between two different blocks of data For calibration the 
relationship is build between a block of measurements (X block) and a block with the 
corresponding concentrations (Y block, see figure 1) Detailed descriptions of the 
technique have been given in several theoretical papers [18-20] In the present study, 
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Figure 1 Schematic representation of the multivariate calibration problem The Х-Ыоск containing 
ρ measurements for η calibration samples is related to the /-block with the 
corresponding q concentrations The concentrations of unknown samples can be 
predicted from multivariate measurements 
1 
π 
f Ч/ 
wave length 
1
 Ι τ Ρ 
ι I 1 I 1 M M 
Xca, 
0 I Xtest 
the Y block comprises the temposide concentrations in the calibration standards and 
the X block contains the recorded ultraviolet spectra 
In order to use the recorded spectra in the best possible way, three different 
approaches were used to build a PLS model First, all spectra recorded over the flow-
injection peak were summed so that one summed spectrum was obtained for each 
sample ¡n the rows of the X block. This can be done because all the spectra recorded 
along the peak contain the same information but with different sensitivity In fact, by 
summing all spectra, the peak area is taken as the measure of the concentration and 
the selectivity is provided by the spectral differences In the second approach, only the 
spectrum at the maximum of the flow-injection peak was measured; in this way, the 
peak height was used as a measure of the concentration. Finally, all recorded spectra 
were treated independently so that a two-dimensional data matrix was obtained for 
each calibration sample (see figure 2) This last treatment is called the multiway 
approach because there is a three-dimensional X block of measurements In order to 
use the normal PLS algorithm, the data sets are unfolded [21] to vectors so that the 
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Figure 2 Spectra recorded along a single flow injection response yielding a 3 dimensional plot 
of the absorbance (vertical axis) as a function of wavelength and time 
second spectrum is placed after the first one, the third after the second and so on; a 
single long vector is thus obtained for each sample. This multiway treatment may seem 
unnecessary because all the spectra along the flow-injection peak contain the same 
information (there is no separation), but the incorporation of many independent 
variables in the PLS could produce a more stable prediction 
To estimate the number of components, the cross-validation technique was 
used. The predicted residual sum of squares was calculated as the evaluation 
criterion, it should be as low as possible The dissimilarity factor served to assess the 
reliability of the similarity between the unknown sample and the calibration standards 
This factor is the residual variance of the unknown sample after projection onto the 
calibration model divided by the residual variance within the calibration set. The 
significance can be tested by a F-distnbution The number of degrees of freedom for 
a sample is the number of variables (p) minus the number of extracted components 
(a). For the calibration set the number of degrees of freedom is (n-a-1)(p-a), where η 
is the number of samples in the calibration set. Care must be taken when using the 
dissimilarity factor as a statistical criterion for rejecting unknown samples [22,23], 
because it is known that the residuals of the calibration set can be kept very small 
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compared to the residuals for an unknown sample by incorporating many factors in 
the calibration model, giving a large F-value Moreover large dissimilarity factors can 
be produced by samples lying outside the calibration concentration range This means 
that in practice samples with dissimilarity factors lager than the F-statistic do not 
necessarily have a bad prediction 
In order to evaluate the performances of the different approaches, the relative 
error in the predicted concentrations was calculated This prediction error (PE) is 
defined as the square root of the sum of squares of the differences between the true 
(or reference) and calculated concentrations divided by the square root of the sum of 
squares of the true (or reference) concentrations 
PE = ^E(C true-Cp r ed)2 / l / E c l r u e 2 ( 1 ) 
EXPERIMENTAL 
Reagents, standards and samples 
Reagents were of analytical grade and purchased from Baker (Deventer, The 
Netherlands) Sodium Dodecyl Sulphate (SDS) was obtained from Brocacef В V 
(Maarssen, The Netherlands) A 380 mM SDS solution was prepared in 50 mM 
phosphate buffer, pH 7 containing 1% (w/w) isopropylalcohol The SDS solution was 
filtered through a 0 2 -μηη filter (Type 11607, Sartorius, Gottingen, GFR) Teniposide 
was kindly supplied by Bristol Myers В V (Weesp, The Netherlands) A stock solution 
(0 1 mg/ml) was prepared in MeOH and stored at 4 "C Drug-free blood plasma was 
obtained from healthy volunteers 
Plasma standards were prepared by spiking blank plasma with teniposide (0 5 
to 25 μg/гr\\) Appropriate volumes of the methanolic stock solution were transferred 
to 1 5 ml polypropylene tubes After evaporation of methanol in a nitrogen stream, 450 
μΙ of blank plasma (centnfuged for 10 mm at 3000 g) and 50 μΙ of the SDS solution 
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were added The spiked plasma standards were sonicated for 5 mm To 450 μΙ of 
patient plasma (centnfuged for 10 mm at 3000 g), 50 μΙ of the SDS solution was 
added 
Procedures 
Liquid Chromatography. The patient plasma samples were analyzed by the 
procedure described earlier [24] 
Flow-injection method. The micelle-mediated clean-up procedure which was 
optimized and applied earlier [24] was used again A programmable multidimensional 
injection system (PROMIS, Spark Holland, Emmen, The Netherlands) containing an 
injection valve (100 μΙ-Ιοορ) and two switching valves (all Rheodyne 7010) was used 
for automated sample injection and clean-up A Waters model M-45 pump was used 
to deliver the loading/washing phase (10 mM sodium phosphate buffer, pH 7) at a 
flow rate of 0 4 ml mm1 The clean-up column, a C i e pre-concentration column (10 mm 
long, 2 1 mm id , 40 μίτι particle size, Chrompack) was loaded with 100 μΙ of plasma 
Subsequently, the clean-up column was rinsed with 3 ml of the phosphate 
buffer to wash out the solubihzed proteins and other interfering plasma components, 
while the temposide was retained on the clean-up column Next the column was 
switched on-line to the photo-diode array detector (Hewlett Packard, model 1040) The 
retained drug and residual plasma components were eluted with the carrier solution 
(10 mM sodium phosphate buffer, pH 7/ methanol, 45/55, w/w) by using an Orlila 
pump (TW 1515, Orhta Dosiertechnik, Giessen, F R G) to give a flow rate of 0 4 ml 
mm ' A single-bead-string reactor (2 m of polytetrafluorethylene tubing, 1 6 mm o d 
and 0 8 mm ι d , filled with 0 6 mm glass beads) was connected between the clean-up 
column and the detector to ensure proper mixing The mean residence time after 
elution from the clean-up column was 1 8 mm Spectra in the range 200-400 nm (2 nm 
steps) were recorded at intervals of 6 s Spectra were measured between t=0 (the 
time at which the clean-up column was switched on-line with the detector) and t=4 
mm (when the signal returned to baseline) The data were collected with a HP-300 
computer using HP-software The software for data analysis was available on a P3202 
computer, for this, the HP data were translated to ASCII code 
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Data-evaluation. For each sample, 40 spectra were recorded along the output 
peak. For evaluation 50 wavelengths were selected in steps of 2 nm between 210 and 
310 nm. Because of the amount of data for multiway PLS, the data were bunched in 
both the wavelength and time domains to 20 spectra and 17 wavelengths. Before the 
data sets were used, the data were synchronized in the time domain so that the peaks 
were recorded at corresponding times. For the multiway PLS treatment, the data were 
unfolded to a vector so that the second spectrum was placed after the first, the third 
after the second and so on. In this way a 340-dimensional vector was obtained for 
each sample. For the other two approaches, all 50 wavelengths were used so that we 
had a 50 dimensional vector for each sample. 
RESULTS AND DISCUSSION 
For a first evaluation, 12 blood samples from healthy people (no teniposide 
present) were used. They were spiked with known concentrations of teniposide 
ranging from 0.0 to 25 цд ml"1 (see experimental section). In order to evaluate the 
prediction of all available samples, the leave-one-out procedure was used. One by 
one, each sample was left out and the concentration in that sample was predicted by 
using the other samples as calibration samples. The predicted and real concentrations 
together with the calculated dissimilarity factors are shown in table 1. These results 
show that the prediction errors are quite low, considering that a precision of 10% is 
acceptable in analyses for relatively low drug levels in blood samples. The prediction 
error with the Max spectrum approach is highest, probably because this approach is 
based on the measurement of only one spectrum. The dissimilarity factors for a 
number of samples show values that are slightly higher than the F-statistic. For 
samples 1 and 8, these values can be explained by the fact that these samples lie in 
the outer regions of the calibration range. Despite the higher dissimilarity factors, all 
predictions are quite good. 
In the second experiment, the teniposide concentrations in ten real samples 
(containing unknown amounts of teniposide) were predicted. In order to be able to 
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Table 1. Calibration with spiked samples and prediction of spikes samples 
Sample 
number 
1 
2 
3 
4 
5 
6 
7 
θ 
9 
10 
11 
12 
PE" (%) 
No fact* 
F-stat (a = 0 1) 
Real 
00 
1 0 
2.5 
5.0 
10 0 
15 1 
20 1 
25 1 
75 
125 
Θ0 
13 1 
Concentration fog ml ') 
Sum 
0 4 
1 1 
24 
5 1 
9 6 
156 
20 4 
24 θ 
79 
12 1 
78 
128 
23 
5 
Predicted 
Max 
-01 
06 
23 
49 
99 
15 1 
20 4 
24 5 
87 
108 
84 
133 
53 
4 
Mway 
03 
1 2 
23 
48 
103 
153 
20 0 
25 4 
80 
11 1 
84 
129 
39 
3 
Dissimilarity factors* 
Sum 
4 46 
0 61 
0 80 
099 
7 45 
0 79 
0 85 
283 
6 81 
4 05 
0 56 
084 
1 32 
Max 
181 
0 26 
0 56 
084 
7 28 
812 
0 44 
165 
3 80 
11 1 
0 25 
011 
131 
Mway 
5 87 
0 21 
0.45 
0.74 
060 
064 
0 23 
3 21 
090 
1 46 
088 
084 
1 11 
' Sum approach in which all spectra over the output peak are added, Max approach in which the 
spectrum at the peak maximum is used, Mway approach in which all spectra are used independently 
6
 See Eqn 1 
c
 Number of factors in the PLS model 
evaluate the predicted concentrations, the concentrations in these samples were first 
determined with an established liquid chromatographic [24] method. The calibration 
standards were the 12 spiked samples in table 1. The results of these experiments are 
shown in table 2. The results of the investigated methods can be compared with those 
obtained by the LC method by using the Wilcoxon Г-test (a non-parametric test for the 
comparison of paired samples) The calculated Г-values for the Sum and the Max 
approaches were lower than the tabulated Г-values (T was 0, 0 and 12 for Sum, Max 
and Mway, respectively; Τ for n = 10 and о =0.05 is 8), which shows that these 
methods do not yield the same results as the LC method. Moreover, all three 
approaches give very large prediction errors (table 2). The cause of these bad 
predictions is indicated by the dissimilarity factors which are all also very large. This 
seems to mean that the samples from patients contain interferents which are not 
present in the calibration samples. In order to improve these results, a calibration set 
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Table 2 Calibration with spiked samples and prediction of real samples 
Sample 
number 
1 
2 
3 
4 
5 
6 
7 
θ 
g 
10 
PE (%) 
No fact 
F stat (α = 0 1) 
LC 
63 
90 
93 
85 
50 
147 
156 
142 
106 
78 
Concentration (цд ml ') 
Sum 
50 
55 
60 
45 
41 
136 
150 
91 
66 
61 
28 
5 
Predicted 
Max 
45 
34 
27 
1 9 
26 
130 
146 
8 7 
63 
76 
40 
4 
Mway 
68 
131 
164 
122 
63 
147 
155 
11 9 
11 5 
62 
28 
3 
Dissimilarity factors 
Sum 
8 85 
124 
267 
144 
20 2 
20 5 
22 4 
128 
199 
89 3 
1 32 
Max 
166 
404 
765 
439 
839 
37 2 
161 
26 5 
79 2 
73 6 
1 31 
Mway 
1 70 
78 2 
171 
87 9 
3 95 
11 5 
6 02 
415 
8 29 
115 
1 11 
is needed which contains all the components that are present in the unknown 
samples 
In order to make a more complete calibration set, real samples from patients 
were included in the third experiment The leave-one-out procedure was used again 
to evaluate the predicted concentrations of all samples so that for each prediction a 
model was built with 21 calibration samples (12 spiked samples and 9 real samples) 
The results of this experiments are shown in table 3 In this case, the Wilcoxon T-test 
showed that the differences between the results obtained by the investigated methods 
and the LC method are due to chance (T was 23 5, 24 5 and 12 for Sum, Max and 
Mway, respectively, 7" for α = 0 05 and η = 10 is 8) Moreover, the results show 
clearly that the inclusion of real samples has a positive effect on both the dissimilarity 
factors and the predicted concentrations The worst prediction of these samples is for 
sample 10 which has also a distinctly larger dissimilarity factor than the other samples 
If this prediction is left out in the calculation of the prediction error all three methods 
score equally well (10 6, 10 9 and 8 5% for Sum, Max and Mway, respectively) 
Another badly predicted sample is sample 8 All concentrations show a large deviation, 
although they are consistent for all three approaches This may be caused by an error 
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Table 3 Calibration with both spiked and real samples and prediction of real samples 
Sample 
number 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
PE (%) 
No fact 
F stat (a = 01) 
LC 
63 
90 
93 
85 
50 
147 
156 
142 
106 
78 
Concentration fag ml ') 
Sum 
72 
87 
100 
79 
57 
14 1 
15 1 
11 2 
11 1 
34 
166 
5 
Predicted 
Max 
71 
86 
97 
81 
61 
143 
153 
11 2 
11 7 
53 
129 
4 
Mway 
63 
88 
99 
82 
55 
15 1 
163 
118 
11 4 
84 
81 
3 
Dissimilarity factors 
Sum 
0 65 
0 75 
065 
0 58 
9 95 
3 84 
1 2 
0 46 
2 54 
99 1 
1 29 
Max 
1 47 
0 87 
0 61 
1 33 
5 28 
6 52 
1 81 
0 44 
3 45 
143 
1 29 
Mway 
1 24 
0 36 
160 
103 
1 23 
1 75 
1 65 
1 39 
2 75 
39 4 
1 10 
in the concentration determined by the LC method Strictly speaking, only the first 
approach has a considerable number of samples that fit the calibration model 
according to the F-statistic Many samples, however, have dissimilarity factors slightly 
above the F-statistic and yet can be predicted very well 
CONCLUSIONS 
The results show that the sample preparation used is not selective enough to 
allow the temposide concentrations in blood samples from patients to be predicted by 
using spiked plasma samples from healthy people for calibration This can be 
compensated partly by including patient samples in the calibration set The 
experiments show that prediction is possible within 10 % of LC value, which is an 
acceptable precision in the determination of low drug levels in blood samples 
However, in order to use this approach in practice, the flow-injection procedure should 
be reproducible so that calibration standards could be used over a long period of time 
This has still to be investigated Another possible improvement would be to use the 
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blank plasma for patients before temposide administration instead of plasma from 
healthy people for making the spiked calibration samples, some appropriate calibration 
samples would then be available for each patient. The benefit of the dissimilarity factor 
as a statistic criterion for rejecting samples with a bad prediction may be doubted. 
Extremely high dissimilarity factors indeed mean bad predictions but samples slightly 
above the F-statistic can still be predicted well The comparison of the different 
approaches for using the recorded spectra showed that the multiway approach and 
the summed spectrum approach gave the best results which can be explained by the 
fact that they are both based on all available measurements and so are less sensitive 
to noise The summed spectrum approach has the advantage that less calculation 
work has to be done The performance of the multiway approach would probably be 
improved by introducing an extra separation in the time domain to give additional 
selectivity [14]. Further work will be done on improving the selectivity by developing 
a more extensive sample pretreatment A method based on an immunoaffmity column 
is being developed which will be more selective for the temposide component In this 
way, there will be fewer interfering components and a more descriptive calibration 
model can be built 
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Chapter 6 
EXPERT SYSTEMS FOR MULTIVARIATE CALIBRATION, 
TREND-SETTERS FOR THE WIDE-SPREAD USE OF 
CHEMOMETRICS1 
INTRODUCTION 
In chemometncs a large number of techniques have been introduced for 
multivariate data-analysis All techniques have their own specific features and 
characteristics Application of these techniques enables the analytical chemist to 
analyze more complex samples or to analyze samples within a shorter time The 
interest to introduce chemometncs in large scale routine analysis and to transfer this 
technology from the research stage into the laboratory is growing Especially 
multivariate calibration receives much attention because important analytical 
techniques can be used in a multivariate mode These technical improvements can 
only be used to their full benefit if the appropriate data-analysis techniques are 
provided as well 
A number of factors obstruct the quick introduction of multivariate techniques 
in routine analysis The most important factor is that the use of multivariate techniques 
requires a thorough understanding Multivariate analysis is seen as difficult to learn and 
to apply and to a large extent this is true Normally it requires specialists 
This chapter is accepted for publication in Chemometncs and Intelligent Laboratory Systems as 
M J Ρ Gerritsen, J A van Leeuwen, L Buydens. В G M Vandeginste and G Kateman, 'Expert systems 
for multivariate calibration, trend setters for the wide spread use of chemometncs' 
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(chemometricians) to introduce and operate multivariate techniques in a laboratory 
The trend will therefore be the incorporation of these techniques in the instrument 
On the other hand application of most multivariate techniques as a black-box 
model is not possible Specific chemometrical knowledge is necessary in order to 
determine when to use which technique and how to interpret the results correctly This 
type of knowledge is mostly gathered by experience and normally lacks a theoretical 
background Despite its highly theoretical nature, heuristics plays an important role in 
multivariate analysis They are a necessary addition to the mathematical techniques 
employed, to make the link to practical applications Heuristics can be implemented 
in a computer program using expert systems 
Expert systems contain the knowledge of an expert in a certain area and 
provide a user with decisions of expert quality in standard situations Their applicability 
to chemometrics will primarily be to provide expert advice in situations where 
consultation of a chemometncian is impossible or too expensive 
The first applications of expert systems in chemistry were 'stand-alone' expert 
systems which captured the knowledge of a single expert or of a group of experts, 
which was applied then sequentially to solve a problem These systems were often 
rule-based and did not contain the sophisticated software that experts, for instance in 
multivariate data-analysis, use Multivariate data-analysis techniques are normally used 
in the form of a computer program so a system combining these techniques with 
heuristic knowledge requires an approach that integrates conventional software with 
expert systems The problem addressed above on the introduction of multivariate 
techniques in routine analysis is a typical example of a problem that could be solved 
through integration of the multivariate techniques with expert systems advising on 
when to use which technique Especially if the integrated programs also contain an 
expert system for the interpretation of the results, these programs will find their way 
into the laboratory confirming the practical use of chemometrics Integration of 
conventional software with expert-system-type software allows using the full power of 
both techniques 
The aim of this chapter is to show by means of an example of multivariate data-
analysis, the analysis of HPLC-UV data, that some expert knowledge is required for 
application in practice It will be shown that a combination of this expert knowledge 
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and multivariate data-analysis software into one expert system will enhance the 
possible use of multivariate data-analysis techniques First, the analytical system will 
be discussed arguing that an integrated approach using all available knowledge is 
usually necessary Then, the area of HPLC-UV data-analysis will be introduced with 
examples of when to apply multivariate data-analysis techniques Finally, it will be 
shown that this type of knowledge can be represented in an expert system 
THE ANALYTICAL SYSTEM 
When a strategy has to be developed for the analysis of a specific object, it is 
necessary to get information on the three major parts of the analytical system, the 
object, the user and the analytical method It is important to realize what information 
is available and of what type the information is For instance, there may be information 
available about the analytical method in terms of detection limit and instrumental 
precision This information can be considered as accurate and reliable On the other 
hand there is information available, such as the expected composition of the sample 
or the required precision defined by the user This information may change during the 
analysis, for instance if expectations on the contents of the sample are proven to be 
wrong or if the user has to settle for a lower precision 
The analytical method itself can again be divided into three parts the sampling, 
the measurements and the interpretation of the obtained data It may be clear that the 
first two parts are directly related to the properties of the object and the wishes of the 
user Depending on whether an object is homogeneous or heterogeneous an 
experimental design should be proposed which concerns all relevant parts of the 
objects The number of samples or measurements necessary can be directly related 
to the required precision The type of measurements done depends of course on the 
properties of the object and on the type of instruments available in the laboratory. The 
components to be analyzed can be more or less volatile, have absorbances in specific 
regions of the wavelength domain etc 
Even the last part of the analytical method, the data-analysis is related to the 
object under investigation and the user of the information The prior knowledge, the 
required information, the complexity of the sample etc are important factors for 
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knowing what information should be derived from the data and whether it is possible 
to extract this information Experience in analyzing related objects can be used directly 
in building the optimal strategy for data-analysis 
At all the stages of the analysis decisions have to be made about the 
applicability of certain techniques This may be at the stage of selecting the analytical 
technique, but also at the stage of selecting the correct data-analysis technique. 
Especially at the stage of data-analysis much uncertainty exists However, some 
general guidelines can easily be formulated that would help the practical use of such 
methods As data-analysis techniques are normally used on a computer, the guidelines 
are preferably also implemented in a computer program Expert systems provide a 
good possibility to do so The possibilities of a combination of expert system and 
multivariate data-analysis will be illustrated here using quantitative analysis of HPLC-UV 
data as an example 
MULTIVARIATE ANALYSIS OF HPLC-UV DATA 
HPLC-UV data are obtained by coupling a diode array detector to an HPLC-column 
In this way spectra can be recorded within short time intervals which gives a two-
dimensional data matrix for each sample In figure 1 a three-dimensional representation 
of such a data matrix is given When discussing the analysis of HPLC-UV data we 
assume that a number of decisions have already been made HPLC has been chosen 
for separating the components and a diode-array detector has become necessary 
because no selective HPLC method could be found to obtain complete separation and 
no selective wavelengths for the analytes of interest were available 
In order to extract information from this large amount of data, multivariate data-
analysis is required A number of multivariate techniques have been developed and 
published in chemometncal literature [1,2,3] They offer the possibility to extract 
information from systems that could not be analyzed previously Yet, in most 
commercial diode-array software packages they are not present yet, even though they 
have been known already for a number of years The reason for this must be found 
in the fact that a number of decisions must be taken in order to perform the analysis 
130 
Figure 1 HPLC-UV dataset of a three-component cluster 
For these decisions some background knowledge about the chemometncal techniques 
is required. In figure 2 the potentialities of the techniques are shown schematically. The 
techniques are represented as vectors in a two-dimensional space of knowledge The 
horizontal axis corresponds to quantitative knowledge, the vertical axis to qualitative 
knowledge. The begin point of a vector corresponds to the knowledge that is 
necessary to apply that method. The end point corresponds to the knowledge 
obtained after multivariate data-analysis has been done When a method moves up 
along the vertical axis it means that qualitative knowledge is obtained Full qualitative 
knowledge is defined as the situation in which the identity of all (underlying) 
components is known Full quantitative knowledge means that the concentrations of 
all components are known. From figure 2 we can see that the choice of a technique 
depends on the knowledge present about the object (starting point), the required 
information (end point) and the potentialities of the multivariate techniques (connection 
made by method vector) The prior knowledge usually consists of qualitative 
knowledge on the sample studied The analyst knows, for example, the identity of the 
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Figure 2 Schematic representation of a number of multivariate techniques that can be used for 
the analysis of HPLC-UV data 
Abbreviations SMCR - Self Modelling Curve Resolution, PLS - Partial Least Squares, TT 
- Target Testing, PCR - Principal Component Regression, GSAM - Generalized Standard 
Addition Method, RBL - Residual Bilmeanzation, RR - Ridge Regression, GRAM -
Generalized Rank Annihilation Method 
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components present in the sample from previous studies on similar samples and he 
now wants to quantify them Other possibilities are that he is interested in a specific 
compound or that he wants to test for the presence of a number of suspect analytes 
These starting points correspond to different points along the axis of qualitative 
knowledge If the aim of the analysis is to increase the qualitative knowledge, a 
method of analysis should be selected that moves upward along the axis of qualitative 
knowledge. A typical example of such a chemometrical technique is the method of 
Target Factor Analysis or Target Testing (TT), which was described by Malmowski [4]. 
This method can be used to test for the presence of a hypothetical compound. This 
compound is present if the corresponding spectrum lies inside the spectrum space of 
the measurements Spectra of hypothetical compounds can be tested individually in 
the presence of interfering compounds A condition for applying this technique is of 
course the availability of the spectra of the compounds that have to be tested This 
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means that some prior knowledge should be present (point D in figure 2) Various 
criteria have been used to verify the hypothesis Ho's method based on Bessel's 
inequality [5] and Malmowski's SPOIL function [6] were developed first but were not 
based on statistics This means that the limits of acceptance should be found 
empirically Later both Lorber [7] and Malmowski [8] developed tests based on 
statistics of which Malmowski's F-test was also described for situations with missing 
data A simple method like Bessels's inequality, however, can be very useful when 
large amounts of similar data have to be analyzed. In 1987 Strasters evaluated the 
technique of Target Testing [13] for peak tracking He concluded that the correct 
components could be identified by target testing even in the presence of mobile-phase 
effects 
A second vector that moves along the axis of qualitative knowledge is that of 
Self Modeling Curve Resolution (SMCR) This name has been given to the family of 
algorithms that try to calculate the underlying pure profiles by making only very general 
assumptions about the structure in the multivariate data This means that the prior 
knowledge needed is very general and not depending on the specific sample of 
interest The first application of self-modeling curve resolution was given by Lawton 
and Sylvestre [9] Their method was able to determine estimates of pure spectra in 
two components clusters and required selective regions in the spectra of the pure 
components Later new techniques were developed, trying to avoid the disadvantages 
mentioned above Examples of very general curve resolution techniques are the 
algorithms of Iterative Target Transformation Factor Analysis (ITTFA) of Vandegmste 
[10] and Gemperlme [11] and Evolving Factor Analysis (EFA) of Gampp [12] These 
are not restricted to a certain number of components and only make very general 
assumptions For a practical situation this means that these techniques can be used 
for the analysis of completely unknown mixtures (point E in figure 2) As a result of the 
analysis, information is obtained on the identity of all underlying compounds Besides 
for calculating the pure profiles SMCR-techniques can also be used for quantitative 
purposes if an extra calibration step is added In this calibration step the surfaces of 
the spectra or concentration profiles can be related to the corresponding 
concentrations In fact this should only be done for the analyte of interest which means 
that quantification can be done in the presence of an interférant At the moment a 
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large number of SMCR-techniques have already been published An overview has 
been given recently by Hamilton and Gemperlme [3] 
In some cases complete qualitative knowledge is already present In this case 
we can distinguish between knowledge in the spectral domain and knowledge in the 
time domain Knowledge in the wavelength domain consists of the availability of one 
or more of the underlying spectra If ail spectra are known they can be projected 
directly on the data matrix (mostly called Multi Component Analysis, MCA) yielding the 
corresponding concentration profiles Care must be taken to avoid deviations in the 
spectra, for example due to the mobile phase Strasters [13] showed that small 
deviations in the reference spectra due to mobile phase effects produced large errors 
in the estimated concentrations He also showed that some improvements could be 
obtained by applying the non-negativity criterium as described by Hanson and Lawson 
[14] Knowledge in the time domain usually consists of a certain peak model, for 
example a Gaussian peakshape These models can be fitted by nonlinear regression 
to the overall profile in order to obtain the pure concentration profiles [15] In this case 
only one chromatogram of the complete two-dimensional data matrix is used 
A typical qualitative analytical problem that may occur in practice is peak 
tracking, which is used in order to follow the retention behavior of the analytes in 
HPLC-optimization The techniques discussed above (TT, SMCR, MCA) can all be 
used for this However, they expect different types of prior knowledge Another type 
of analysis for which these techniques can be used is the peak-purity test In this case 
the identity of the impurity is sometimes of no importance for the analyst This means 
that it is enough to determine whether the number of principal components for the 
peak studied is higher than one and so the technique of principal component analysis 
can be used Gemperlme [16] described the effect of relative concentrations, spectral 
similarity and the chromatographic resolution on the limit of detection for severely 
overlapped peaks using principal component analysis He reported a method to 
determine the net signal due to minor components when overlapped with major 
components 
Two other points are marked on the axis of qualitative knowledge Point С 
corresponds to the situation where there is a specific analyte of interest This situation 
often occurs in practice, for example when the concentration of a toxic compound has 
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to be determined in a food-product Several multivariate techniques which have been 
developed during the last years are able to quantify an analyte of interest in the 
presence of one or more interfering compounds These techniques make use of the 
bilinear structure which is present in some kinds of two-dimensional data For HPLC 
this is fulfilled if Beer's law is applicable A method allowing calibration in the presence 
of interferents was the Rank Annihilation Method of Ho, Christian and Davidson [5] 
Later this iterative algorithm was improved [17,18] resulting in the Generalized Rank 
Annihilation Method (GRAM) of Sanchez and Kowalski [19], a direct calibration method 
that could be used for the determination of several analytes simultaneously Recently 
Öhman [20] developed an algorithm called Residual Bi-lmearization (RBL) which could 
be used in combination with a calibration technique (e g Partial Least Squares) in 
order to remove interferents with a bilinear structure In comparison with GRAM, RBL 
assumes bilmeanty of the interferents present whereas GRAM assumes bilmeanty on 
the analytes of interest The method vectors of RBL and GRAM are split at the end 
This arises from the fact that the pure spectrum of the interfèrent can be calculated if 
there is only one interfèrent present If there are more interferents, only linear 
combinations of their spectra can be calculated As mentioned above, SMCR 
techniques can also be used for quantification if interferents are present These 
techniques assume bilmeanty on all components present In comparison with GRAM 
and RBL, they give additional qualitative information on the interferents present, which 
can be very useful for validating the results 
Above the GRAM and RBL point another starting point В is given which 
corresponds to the knowledge necessary for applying Partial Least Squares (PLS) and 
Principal Component Regression (PCR) These techniques are specially suited for the 
situation, with many correlated variables, which is the case for HPLC-UV data In 1987 
Wold [21] showed that multiway measurements could be unfolded in order to apply 
ordinary multivariate calibration techniques Because in this way the more-dimensional 
structure behind the data was lost, an extra restriction could be added on the rank of 
the loadings These techniques can be used for the same kind of problem as for 
GRAM and RBL quantification of a number of analytes of interest The higher position 
on the axis, however, suggests that more knowledge is required The difference comes 
from the composition of the calibration data matrices For GRAM and RBL only the 
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analytes of interest have to be present in the calibration samples, whereas for PLS all 
analytes that contribute to the signal have to be present in varying amounts This 
implies that for PLS more knowledge is needed to build the required calibration 
samples 
As already mentioned before, the required calibration samples are a point of 
difference for the various calibration techniques discussed In practice this can be an 
important factor in deciding which technique can best be used Again all three parts 
of the analytical system should be considered the complexity of the sample studied, 
the resources of the user and the requirements of the multivariate technique There is 
a very important difference between the methods GRAM, RBL and SMCR and the 
other calibration techniques For the first techniques only the analytes of interest have 
to be varied in the calibration samples For the other techniques (PLS, PCR) all 
compounds contributing to the signal should be varied The advantage of calibrating 
in the presence of interferents may be clear In practice very often the situation occurs 
in which specific compounds need to be quantified in a complex matrix Finding out 
the identity of the interferents and making standards of them or finding a selective 
method for the analyte of interest is sometimes very time consuming and expensive 
Another property of the object studied can be the presence of matrix effects 
When matrix effects are present the matrix should be incorporated in the calibration 
model A well known multivariate technique that has been developed specifically for 
correcting for matrix effects is the Generalized Standard Addition method (GSAM) of 
Saxberg and Kowalski [22] Known amounts of the all analytes present in the unknown 
sample should be added to the matrix of the unknown sample Standard addition can 
also be applied in combination with SMCR techniques or GRAM For these methods 
only additions of the analytes of interest need to be done 
After the correct calibration samples have been composed spectra are mostly 
recorded in the region between 190 and 400 nm In order to obtain better results data-
pretreatment can be an important step Mostly the lower wavelength regions should 
be left out due to excessive noise caused by the mobile phase absorption [13] 
Sometimes parts of the spectra with a very low absorbance coefficient are also 
eliminated [10] For ITTFA [28] and EFA [31] the removal of a background 
absorbance is an important step prior to the analysis 
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After the proper multivariate technique has been selected for the problem, the 
chosen technique should be used in an optimal way in order to obtain as much 
information as possible A part of the analysis that requires expert knowledge is the 
selection of the correct model parameters A very important parameter for the methods 
described above is the number of factors or principal components in the model 
Although a lot of theoretical criteria have been developed in the literature for 
determining the rank of a matrix and for estimating the number of principal 
components, it has been shown that some empirically developed criteria give better 
results Especially for relatively new complex techniques, such as ITTFA, EFA, GRAM 
and RBL the interpretation of the results is not straightforward Mathematical models 
for predicting the accuracy of the results are not available In order to evaluate the 
results some parameters have been used in a number of publications In 1987 
Strasters [23] showed that the optimal number of principal components to use for 
ITTFA calculations was equal to the number of analytes in the mixture, which was 
sometimes much lower than the mathematical rank of the matrix He developed a 
criterium based on the physical interpretation of the ITTFA results in order to evaluate 
the ITTFA calculations and to choose the optimal dimension of the factor space In 
1990 Ohman [24] used the correlation of the calculated spectrum with the library 
spectrum in order to choose the optimal GRAM calculation He also looked at the 
negative parts of the residuals in order to evaluate the RBL results These rules have 
been found to be useful and should be used when applying these techniques in 
practice 
After the results of the analysis have been obtained they should be validated 
A way to get an impression of the quality of the results is to evaluate the techniques 
for a lot of data with varying complexity In this way it can be investigated which 
factors have a large influence on the quality of the solutions and to which levels of 
these factors the techniques can be used Theoretical simulations are very popular for 
doing this, because data with varying compositions can be composed very easily and 
quickly However, it must be realized that the results obtained for these simulations 
give too optimistic a picture for use in practice, because ideal data are used which do 
not contain any model errors and, hence, can only be used as an underestimation of 
the error obtained in practice In order to obtain simulations with a higher resemblance 
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to real data Gerritsen [25] used combinations of single-component data to simulate 
multicomponent clusters (mixtures) From evaluation studies it has been shown that 
for SMCR techniques factors such as chromatographic resolution, peak height ratios 
and spectral similarities have an influence on the quality of the solution In 1987, 
Vandegmste [26] showed that ITTFA could be used up to resolutions of 0 6 for two-
component systems with about equal concentrations Later these results were 
confirmed by Seaton and Fell [27] In 1986, Gemperlme [28] introduced an adjusted 
algorithm for ITTFA by introducing some automatically generated linear inequality 
constraints He showed that better results could be obtained for poorly resolved 
clusters Moreover the algorithm was tested for tailing peaks and varying noise ratios 
In 1987 Strasters [13] evaluated the algorithms of Multi Component Analysis, Iterative 
Target Transformation Factor Analysis and Target Testing for peak-tracking for 
systems with varying levels of resolution and peak height ratios Multi Component 
Analysis could be used for systems with the lowest resolution, but small errors in the 
spectra used produced large errors in the concentration estimates Target Testing 
showed to be less sensitive to solvent effects, but more sensitive to the factor 
resolution ITTFA does not require any prior knowledge on the spectra but was the 
most sensitive to the factor resolution Calculations for systems with a resolution lower 
than 0 25 were very inaccurate Evolving Factor Analysis (EFA) was also applied to 
simulated chromatographical data by Maeder [29] and Maeder and Zuberbuehler [30] 
Maeder and Zilian [31] applied EFA to real HPLC data and stressed the importance 
of baseline correction prior to the analysis A combination of EFA and Rank 
Annihilation Factor Analysis was reported by Gammp et al [32] Recently Keller and 
Massart [33] showed that the EFA results could be improved for detecting small 
amounts of a spectrally similar impurity in the presence of a major peak, when a 
moving window with a fixed number of spectra was taken for the factor analysis Curve 
Fitting was evaluated by Vandegmste [15] An important requirement for applying 
curve fitting turned out to be prior knowledge on the number of bands present Other 
important factors were the correctness of the mathematical model used, the relative 
peak heights and the resolution of the profiles A scheme for the limits and the 
applicability of Curve Fitting was reported Ohman [24] compared GRAM with the 
combination of RBL and PLS RBL gave slightly better results, but the interpretation 
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of the results was very difficult and a combined use of these techniques was 
proposed A disadvantage of techniques such as RBL and GRAM is that only 
information on the analytes of interest is obtained 
The results of these simulation studies can first be used for obtaining a better 
theoretical understanding of the multivariate techniques The relative influence of a 
number of factors on the quality of the solutions can easily be determined and the 
effects of small changes in the algorithm can also be evaluated Secondly, these 
results can be used in practice to get an impression of the error obtained for the data 
analyzed However, in order to use these results for evaluating the obtained results 
some prior information on the composition of the cluster is necessary In practice this 
information can be the result of a previous analysis or is related to the kind of sample 
analyzed If this knowledge is not present, an SMCR technique could be used first in 
order to get an impression of the number of analytes, resolution, etc When the results 
of different evaluation studies and applications are combined, rules can be developed 
that can help the user to decide which technique gives the best results for his specific 
problem Evaluation studies in which more techniques are applied to the same data 
are especially useful in developing this kind of rules 
EXPERT SYSTEMS 
Expert systems incorporate the knowledge of experts in a certain area into a 
computer program Expert systems have a long history in chemistry One of the first 
expert systems, the Dendral system, had the interpretation of mass spectrometnc data 
as its subject After Dendral many other systems followed, many of them on the 
interpretation of spectra of various kinds Most of these systems never got beyond 
the stage of a working prototype The practical acceptance of expert systems in 
chemistry is relatively low Although this situation holds for other fields as well, working 
expert systems can be found in many application areas In medicine for instance, the 
number of systems used in practice is growing 
A reason for the low acceptance of expert systems in chemistry is that their 
subject area may be less suitable for an expert systems approach In spectrum 
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interpretation the amount of expertise is very large and it is difficult to separate well 
defined sub-areas that are of practical importance Therefore, the systems developed 
on the interpretation of spectra did not get to a level of expertise comparable to the 
need in practice 
Recently, expert systems with different knowledge domains were 
commercialized thus proving that expert systems do have a future in routine analysis 
[34] Expert systems can be especially useful if they are integrated with other 
"conventional" software 
Multivariate analysis is one of the areas where expert systems may find 
successful application Although multivariate analysis may be seen as a theoretical 
area at first, it appears that to be able to use multivariate techniques, one needs to be 
experienced in the field As can be seen in the paragraph on the analysis of HPLC-UV 
data, many different mathematical and statistical techniques exist with slightly different 
possibilities and application areas Quite often a combination of these techniques is 
necessary to extract the desired information from the data-matrix Selecting the correct 
data-analysis method proves difficult enough, but combining several data-analysis 
methods into one data-analysis strategy is even more difficult It requires specialist 
knowledge of the available techniques and much practical experience to be able to 
design such a strategy However, if such knowledge would be widely available, 
together with the mathematical data-analysis techniques, many HPLC-UV analysis 
would yield better results and much more difficult separation issues could be solved 
In many ways, HPLC-UV data-analysis presents an ideal case for an expert 
system Normally, the design of a data-analysis strategy is done by hand and requires 
highly trained specialists If the knowledge to design data-analysis strategies were 
more widely available, analytical chemistry would be able to solve more difficult 
problems quicker The design of an expert system on quantitative analysis of HPLC-UV 
data will be discussed in this chapter It serves to illustrate how two chemometncal 
techniques, multivariate data-analysis and expert systems, can be combined to 
produce systems that are suitable for use in routine analysis 
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OUTLINE OF AN EXPERT SYSTEM ON HPLC-UV DATA-ANALYSIS 
The paragraph on multivariate data-analysis contains a description of a number 
of well-known data-analysis techniques and the criteria on when to use which 
technique In many cases, it is not straightforward which technique must be used and 
a combination of techniques may be appropriate It may even be that the decision to 
use a second or third technique can only be taken after the previous analysis has 
been finished The analysis of HPLC-UV data therefore requires a data-analysis 
strategy With the paragraph on data-analysis as a source of expert knowledge, the 
basics of an expert system on this subject will be outlined 
An expert system normally consists of three parts, a knowledge base, an 
inference engine and a user interface An important difference between expert systems 
and conventional software is that in expert systems, the knowledge on how to solve 
a problem is separated from the technique that manipulates the knowledge to produce 
new information In conventional software the two are integrated For a complete 
discussion on the structure of expert systems see for instance [35] 
In expert systems the expert knowledge resides in the knowledge base The 
inference engine is normally chosen from a limited set of standard mferencmg 
techniques, that are available in most expert system building environments Hence, the 
distinctive part of the expert system is the knowledge base that contains the expert 
knowledge There are various types of representation techniques that can be used to 
represent the expert knowledge in the knowledge base The most commonly used 
knowledge-representation technique is the rule-frame representation scheme In this 
scheme, all concepts used in the knowledge domain are represented in frames A 
frame is a three-level data-storage structure in which the top-level is the name of the 
concept At the second level the attributes that characterize the concept are listed At 
the third level, the features can get actual values thus describing an example of the 
concept Examples of frames can be found in table 1 where some frames from a data-
analysis knowledge base are given 
In the rule-frame representation scheme, the expertise is represented in rules 
Rules with an IF THEN format describe the relations that exist between the various 
frames and attributes In table 2 some rules of the data-analysis example are given 
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Table 1 : Examples of frames that can be used in an expert system for HPLC-UV data analysis 
Required information 
Purpose 
analytes of interest 
Maximum error In concentrations 
Data-analvsis results 
reference spectra 
quality spectra 
peak model 
Number of components 
Concentrations 
Calibration Samples 
analytes with varying cone 
standard addition in sample matrix 
Comolexitv Unknown Sample 
expected resolution 
expected peak ratios 
peak purity test 
qualification 
quantification 
all 
part 
0-50% 
not available 
available for all analytes 
available for analytes of interest 
recorded in same mobile phase 
recorded in different mobile phase 
non available 
approximately known 
exactly known 
known 
unknown 
not available 
analytes of interest 
all analytes 
all 
analytes of interest 
yes 
no 
unknown 
0 0 - 1 0 
unknown 
0 0 1 - 1 0 
expected spectral correlation unknown 
expected matrix effects 
Data-analvsis method 
analysis method 
(-1 0) - 1 0 
yes 
no 
SMCR 
Target Testing 
ITTFA 
EFA 
MCA 
PLS 
PCR 
RR 
GRAM 
SMCR + Calibration 
Curve Fitting 
PLS RBL 
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The rules in the knowledge base are not, as in conventional programs, linked to each 
other in decision trees In contrast, each rule is a separate entity During a consultation 
of the expert system, the inference engine will chain the appropriate rules together to 
form a line of reasoning In every consultation a new line of reasoning can therefore 
be followed, adapted to the specific problem at hand 
In table 1, the basic concepts that must be used in the expert system are given 
in the form of frames The 'required information' frame represents the requirements the 
user puts to the data-analysis process It is important to define these requirements at 
the start of the design of the data-analysis strategy The aim of the data-analysis 
strategy should be to produce the desired information with as little experimentation 
and calculation as possible In the HPLC-UV example this means for instance that if 
the user is only interested in one specific analyte it is not necessary to extract 
information on all the analytes present If the correct multivariate technique is chosen, 
this can mean a reduction of the number of required calibration samples 
The 'data-analysis results' frame represents all the knowledge about the data 
that is available at the start of the design of the data-analysis strategy If, for instance, 
spectra of the target compounds are available, this may be a good reason to use 
target testing Also, intermediate results, such as the results produced by a qualitative 
method as SMCR, can be stored here The data-analysis results frame also contains 
an attribute that can be regarded as the ultimate goal of the expert system If the 
concentration of the compound of interest is known (or all concentrations are known) 
the desired information has been produced 
Other information the expert system needs is information on the calibration 
solutions that are available or can be produced Standard additions are important if 
matrix effects are expected in the unknown sample In this case techniques like GRAM 
or GSAM should be used The number of analytes with varying concentrations in the 
calibration samples is an important factor to consider Especially for the analysis of 
complex samples or samples with a number of unknown interferente this factor should 
be considered in choosing a technique for data-analysis 
If available, some information on the expected complexity of the unknown 
sample may also be very useful From evaluation studies it is known that factors such 
as the chromatographic resolution, the spectral correlations and the peak height ratios 
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affect the quality of the solutions. When it has been shown that some technique 
performs better for example for data with a low resolution than another technique this 
result should be used in practice. 
Finally the methods of analysis that can be selected by the expert system can 
be stored in the frame data-analysis method. For some analytical problems more than 
one method are suited (e.g. a number of SMCR techniques). In this case a number 
of options should be given by the expert system. In other situations it can be advisable 
to use more than one technique (e.g. one for qualitative knowledge and another for 
quantitative knowledge, or e.g. a second technique in order to validate the results of 
the first technique). In this case the expert system should select more than one 
technique. 
Now all the necessary frames have been defined from the paragraph on data-
analysis. To complete it, the actual expert knowledge must be added. Normally, this 
knowledge is represented in rules. Some example rules are given in table 2. The rules 
presented are distilled from the text in the data-analysis paragraph. In practice rules 
should be extracted from theory, evaluation studies and specific applications published 
in chemometrical literature. The rules can use the data stored in the frames and can 
produce new information from them. The rules are given in pseudo-code in table 2 and 
can be easily read. 
For instance, the first two rules deal with the problem of quantitative analysis in 
the presence of interfering compounds. If matrix effects are expected to be present the 
calibration samples should be made by standard additions in the sample matrix. The 
distinction between GSAM and SMCR or GRAM is made by the required calibration 
samples. Rule 3 states that MCA is a very suited technique if the spectra of all 
components are known very accurately. Rule 4 and 5 state that if the reference 
spectra are known approximately ITTFA and Target Testing are better alternatives. The 
choice between TT and ITTFA depends on the expected resolution. Rule 6 states that 
the RLS, PCR or RR can be used if the calibration samples contain all factors in 
varying amounts. Rule 7 finally gives SMCR techniques as the best alternative to start 
the analysis if no prior knowledge is present. 
The rule-set in table 2 is far from complete. Many more rules can be extracted 
from the literature or in discussions with chemometrical experts. However, it is beyond 
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Table 2 : Examples of rules that can be used in an expert system for HPLC-UV data analysis 
If purpose is quantitative knowledge 
And analytes of interest is part 
And expected matrix effects is yes 
Then analysis method is GRAM 
And analysis method is SMCR + calibration 
And standard addition in sample matrix is yes 
Olf purpose is quantitative knowledge 
And analytes of interest is part 
And analytes with varying concentrations is all 
And expected matrix effects Is yes 
Then analysis method is GSAM 
And standard addition in sample matrix Is yes 
If purpose is qualitative knowledge 
And analytes of interest is part 
And reference spectra is available for all analytes 
And quality spectra is recorded in same mobile phase 
Then analysis method is MCA 
If purpose is qualitative knowledge 
And analytes of interest is all 
And reference spectra is available for all analytes 
And quality spectra is recorded in different mobile phase 
And expected resolution is > 0 25 
Then analysis method is ITTFA 
If purpose is qualitative knowledge 
And analytes of interest is all 
And reference spectra is available for all analytes 
And quality spectra is recorded in different mobile phase 
And expected resolution is < 0 25 
Then analysis method is Target Testing 
If purpose is quantitative knowledge 
And analytes of interest is part 
And analytes with varying concentrations is all 
And standard addition in sample matrix is no 
Then analysis method is PLS PCR RR 
If purpose is qualitative knowledge 
And analytes of interest is all 
And reference spectra is not available 
Then analysis method is SMCR 
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the scope of this article to produce pseudo-code for an entire expert system on HPLC-
UV data-analysis. This is only and example of how chemometncal techniques can be 
combined to form powerful systems. Examples of other areas of interest are easily 
found. Aspects such as data-pretreatment, method selection or data-interpretation 
require much expert knowledge and can be encountered also in other chemometrical 
areas, such as calibration, pattern recognition, optimization and experimental design. 
The combination with expert systems specifically developed for certain areas of 
chemometrics can be used to make this knowledge available in routine environments. 
CONCLUSIONS 
In this chapter, it is stated that chemometrical techniques can be introduced 
more smoothly in practice if a specific kind of chemometrical knowledge is supplied 
with it. This knowledge can be used to decide in what situation which technique should 
be used, how it should be used optimally and how the results should be interpreted. 
As an example the analysis of HPLC-UV data was discussed. It was shown that the 
choice of a technique strongly depends on the prior knowledge of the user and the 
knowledge required. Additionally the complexity of the sample studied and the 
available calibration samples were important factors to be considered. The 
interpretation of the results obtained could be improved by making the results of 
simulation and evaluation studies in literature accessible to the real user of the 
techniques. Expert systems have proven to be successful in representing this kind of 
knowledge and making them accessible to a non-expert. A few examples were given 
of representations of chemometrical expert knowledge. 
The situation described for HPLC-UV is often occurring in chemometrics. For 
many applications complementary chemometrical techniques are available, which were 
used for a diversity of problems in the literature. The reason, however, for the 
development of more than one technique is mostly that none of the techniques is 
generally applicable or is working equally well in every situation. Typical examples of 
such techniques are algorithms for pattern recognition, optimization and experimental 
designs. In practice the analytical problems have a large variety which makes the use 
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of one single chemometncal technique mostly insufficient The step to a practical 
situation can only be made when the knowledge presented in chemometncal literature 
can be translated to an accompanying expert system. Expert systems may be built for 
different fields in chemometncs Only by combining the possibilities of various 
techniques the full power of chemometncs comes to expression. 
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Chapter 7 
GENERAL CONCLUSIONS AND REMARKS 
Multivariate data-analysis of bilinear data is a valuable tool in quantitative 
chemical analysis Analytes can be quantified in the presence of interferente, even if 
these interferente are not included in the calibration samples Application of suitable 
multivariate techniques enables the analyst to analyze complex samples and to analyze 
samples within a shorter time 
In this thesis attention was paid to the analysis of samples containing unknown 
interferents Generalized Rank Annihilation Factor Analysis (GRAFA), Iterative Target 
Transformation Factor Analysis (ITTFA) and Residual Bilmeanzation (RBL) were used 
to quantify an analyte of interest in the presence of interferents Partial Least Squares 
(PLS) was used to quantify an analyte from FIA-UV data, which contained completely 
overlapping profiles Target Testing was used to test for the presence of an analyte 
These techniques were applied to data from a photo-diode array detector This 
instrument is already present in a large number of laboratories and so extracting 
maximal information from the data is of direct practical importance However, these 
techniques are also applicable to other types of data GRAFA and RBL and Target 
Testing can be applied to all types of bilinear data ITTFA is specially suited for 
combinations of spectroscopic and a chromatographic techniques like HPLC-UV or 
GC-MS, because in this algorithm general assumptions on the shape of a 
concentration profile are used PLS is generally applicable to one-dimensional 
multivariate data, even if they contain small non-linearities 
It was shown for HPLC-UV data that in the case of exact bilinear data errors 
smaller than 0 5 % were obtained even for very poorly resolved systems (resolution 
0 12) Gemperlme reported [1] that for such systems poor quantitative results were 
only obtained for very small signal-to-noise ratios (20 1) Similar results can be 
expected for other techniques if they are exactly bilinear 
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It was shown that in practice HPLC-UV data are affected by small model 
deviations The relative contribution of these errors is considerably larger than the 
experimental noise For such data the errors that can be expected in quantitative 
multivariate data-analysis were evaluated It was shown that for poorly resolved 
systems and for small amounts of the analyte of interest in the presence of a large 
interfèrent the best quantitative results were obtained by GRAFA and RBL 
In the case of complete overlap concentration estimates cannot be obtained by 
GRAFA, RBL or ITTFA It was shown for Flow Injection Analysis in combination with 
photo-diode array detection that in such a situation quantitative results can be 
obtained by unfolding the two-dimensional data matrix and applying Partial Least 
Squares Regression In that case, however, the mterferents should be included in the 
calibration samples or else should be removed from the sample 
The quality of the results of multivariate analysis of HPLC-UV data are strongly 
depending on the composition of the unknown mixture Because of this, the validation 
of the quantitative results is difficult A combined and complementary usage of 
techniques was proposed to obtain reliable results However, in order to known when 
to use which technique both theoretical understanding and practical experience is 
required An integration of expert systems and software for multivariate data-analysis 
was proposed to make this knowledge available also to non-experts 
Model deviations may also be present when other bilinear techniques are used 
Ho, Christian and Davidson [2] found e g for data from a videofluorometer that several 
of the largest eigenvalues varied linearly with the concentration, even for one-
component solutions This result is similar to the results that were found for HPLC-UV 
data For HPLC-UV data simulations with single-component systems were proposed 
to include model errors in evaluation studies for multivariate techniques This approach 
could be applied because the relative contribution of model errors was approximately 
constant for varying concentrations For other techniques this assumption should first 
be checked 
In the near future further improvements in quantitative multivariate analysis of 
completely unknown mixtures can be obtained when the model deviations in the 
responses are reduced A study of the exact origin of these factors for the photo-diode 
array detector and other bilinear instruments is required for this Another development 
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will probably be the adjustment of multivariate techniques for application to non-bilinear 
data. An adjustment of Generalized Rank Annihilation Factor Analysis for application 
to non-bilinear data like 2d-NMR and MS-MS has already been reported by Wilson and 
Kowalski [3]. 
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SUMMARY 
In the first chapter the effect of interferents on the prediction of an analyte's 
concentration is discussed for a number of calibration techniques For univariate 
calibration models the absence of interferents is required because otherwise the 
concentration estimates become incorrect An additional disadvantage is that 
interference signals cannot be detected For multivariate data interferents can be 
detected If the response is a vector of data, concentration estimates are only valid if 
the interferents are incorporated in the calibration samples For two dimensional 
bilinear data quantitative analysis is also possible in the presence of 'unmodelled' 
interferente 
In chapter 2 it is shown that real HPLC-UV data do not perfectly obey the 
bilinear model assumed in most multivariate techniques These small model errors 
have an influence on the performance of multivariate techniques, especially on the 
principal component analysis step in which a reduced multivariate space is defined 
In order to get a more realistic picture of the performance of multivariate techniques 
in practice, simulations of peak clusters are proposed that make use of real peak 
systems of pure analytes It is shown that these realistically simulated data contain the 
same small model errors that can be observed for real HPLC-UV data 
In chapter 3 Generalized Rank Annihilation Factor Analysis (GRAFA) , Iterative 
Target Transformation Factor Analysis (ITTFA) and Residual Bilmeanzation (RBL) are 
used to quantify an analyte of interest in the presence of one or more unknown 
compounds Until now these multivariate techniques have been evaluated using perfect 
bilinear simulated data In this chapter GRAFA, ITTFA and RBL are systematically 
evaluated and compared by simulating more realistic peak systems, by including 
model deviations that are present in real data The effect of the presence of 
interferents, the peak resolution, the relative peak heights, the chromatographic 
reproducibility and background absorbances on the quality of the obtained solutions 
is demonstrated A modified ITTFA algorithm is given in order to improve quantitative 
results 
In chapter 4 applications are given of multivariate analysis of HPLC-UV data in 
the presence of interfering compounds The results of these experiments are effected 
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by small model errors In the first experiment Target Testing is used in order to test 
for the presence of N-benzyl-para-ammophenol-o-glucuronide in patient-urine samples 
Malinowski's F-test [1] is compared with the Target Testing algorithm of Ho, Christian 
and Davidson [3] In the second experiment GRAFA and ITTFA are used for the 
quantitative analysis of anthracene in the presence of an interfering compound 
(phenanthrene) Anthracene-phenanthrene mixtures with varying resolutions and 
concentration ratios are analyzed In the third experiment 3-methyl chrysene is 
quantified in six component mixtures of polycyclic aromatic hydrocarbons by GRAFA 
and ITTFA 
In chapter 5 temposide in blood plasma is quantified by using a flow-injection 
system with photo-diode array detection For calibration, a partial least squares model 
is used Three different ways of using the recorded data for building this model are 
compared 
In chapter 6 it is stated that an easy application of chemometncs by non-experts 
can be obtained by the integration of expert systems with software for data-analysis 
This is illustrated with an example on HPLC-UV data-analysis The integration of expert 
knowledge with chemometncal software will probably become an important future 
trend in chemometncal research as it is not restricted to multivariate data-analysis 
In chapter 7 some general conclusions and remarks are given 
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SAMENVATTING 
In hoofdstuk 1 worden enkele soorten cahbratie technieken kort besproken 
Hierbij wordt ingegaan op het effect dat interferenties hebben op de concentratie 
schattingen Voor univariate cahbratie is een absolute vereiste dat de gemodelleerde 
respons selectief is voor de component die bepaald moet worden Interferenties 
verstoren de concentratie schatting en kunnen bovendien met gedetecteerd worden 
Indien echter multivariate data gebruikt worden kunnen deze interferenties wel 
gedetecteerd worden Als de gebruikte data een-dimensionaal zijn kunnen correcte 
concentratie schattingen gegeven worden als de mterferenten in de cahbratie monsters 
aanwezig zijn Voor twee dimensionale bilineaire data kunnen concentratie schattingen 
gegeven worden in aanwezigheid van met-gemodelleerde mterferenten 
In hoofdstuk 2 wordt getoond dat in de praktijk HPLC-UV data met exact 
bihneair zijn Kleine modelfouten kunnen een effect hebben op de werking van 
multivariate technieken, met name op de Principale Componenten Analyse stap waarin 
een gereduceerde multivariate ruimte wordt bepaald Om het effect van deze 
modelfouten te bestuderen worden simulaties voorgesteld die gebruik maken van 
echte een-component systemen Aangetoond wordt dat de op deze manier 
gesimuleerde meer-component systemen de echte HPLC-UV data goed benaderen 
In hoofdstuk 3 worden Generalized Rank Annihilation Factor Analysis (GRAPA), 
Iterative Target Transformation Factor Analysis (ITTFA) en Residual Bilinearization 
(RBL) gebruikt om een component te kwantificeren in aanwezigheid van een of 
meerdere mterferenten Tot nu toe werden deze technieken slechts geëvalueerd met 
theoretisch perfecte bilineaire data In dit hoofdstuk worden deze technieken toegepast 
op realistisch gesimuleerde meer-component systemen De invloed van mterferenten, 
de piek overlap, de relatieve piekhoogte, de chromatografische reproduceerbaarheid 
en eventuele achtergrond absorpties op de kwaliteit van de verkregen oplossingen 
wordt getoond Tevens wordt een aanpassing van het ITTFA algoritme gegeven om 
de kwantitatieve resultaten te verbeteren 
In hoofdstuk 4 worden enkele voorbeelden uit de praktijk gegeven van de 
multivariate analyse van HPLC-UV data in aanwezigheid van mterferenten De 
resultaten van deze experimenten worden beïnvloed door de aanwezigheid van kleine 
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modelfouten In het eerste experiment wordt Target Testing gebruikt om N-benzyl-
para-ammophenol-o-glucuronide aan te kunnen tonen m urine van patiënten 
Malmowski's F-test wordt vergeleken met het algoritme van Ho, Christian en Davidson 
In het tweede experiment worden GRAFA en ITTFA gebruikt om de concentratie van 
anthraceen te bepalen in aanwezigheid van een interfèrent (phenanthreen) 
Anthraceen-phenanthreen mengsels met verschillende piekhoogte verhoudingen en 
resoluties worden onderzocht In het derde experiment wordt 3-methyl chryseen 
gekwantificeerd in een zes-componenten mengsel van polycyclische aromatische 
koolwaterstoffen m b ν ITTFA en GRAFA 
In hoofdstuk 5 wordt de concentratie van temposide in bloed plasma bepaald 
door gebruik te maken van een flow-mjectie systeem met photo-diode array detectie 
Als cahbratie model wordt een Partial Least Squares model gebruikt Drie verschillende 
methoden om m b ν de verkregen data een calibratie model te maken worden 
vergeleken 
In hoofdstuk 6 wordt gesteld dat de toepassing van chemometrie door met-
specialisten vergemakkelijkt kan worden door expert systemen te integreren met 
software voor data-analyse Dit wordt gedemonstreerd aan de hand van de analyse 
van HPLC-UV data De integratie van de kennis van experts en chemometnsche 
software zal waarschijnlijk een belangrijke trend worden in de nabije toekomst en is 
met beperkt tot de multivariate data-analyse 
In hoofdstuk 7 worden enkele algemene conclusies en opmerkingen gegeven 
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