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Abstract
We propose a new automated digital painting framework,
based on a painting agent trained through reinforcement
learning. To synthesize an image, the agent selects a se-
quence of continuous-valued actions representing primitive
painting strokes, which are accumulated on a digital can-
vas. Action selection is guided by a given reference image,
which the agent attempts to replicate subject to the limi-
tations of the action space and the agent’s learned policy.
The painting agent policy is determined using a variant of
proximal policy optimization reinforcement learning. Dur-
ing training, our agent is presented with patches sampled
from an ensemble of reference images. To accelerate train-
ing convergence, we adopt a curriculum learning strategy,
whereby reference patches are sampled according to how
challenging they are using the current policy. We experi-
ment with differing loss functions, including pixel-wise and
perceptual loss, which have consequent differing effects on
the learned policy. We demonstrate that our painting agent
can learn an effective policy with a high dimensional con-
tinuous action space comprising pen pressure, width, tilt,
and color, for a variety of painting styles. Through a coarse-
to-fine refinement process our agent can paint arbitrarily
complex images in the desired style.
1. Introduction
Throughout human history, painting has been an essen-
tial element of human culture, and has evolved to become
a massively diverse and complex artistic domain, com-
prising thousands of different styles, including subtle wa-
tercolor scenes, intricate Chinese ink landscapes, and de-
tailed oil portraits of the Dutch masters. Over the last
few decades, there has been considerable effort to simu-
late some of these styles through non-photorealistic ren-
dering techniques, including stroke-based rendering and
Figure 1. Style Emulation using PaintBot: We use three paintings
(top row) of the Pointillism style as the training dataset for our
reinforcement learning algorithm. Using as reference the images
shown in the left column of the middle and bottom rows, PaintBot
automatically produces the digitally painted images in the right
column of the corresponding row.
painterly rendering techniques using manually engineered
algorithms [8, 27]. These efforts have produced compelling
results, but are hampered by their dependency on hand-
engineering to produce dramatically new styles.
Recent developments in machine learning have resulted
in significant advancements in image recognition and im-
age synthesis. Many of these learning methods have also
been used for painting related tasks, including modeling
the brush [28], generating brush stroke paintings in an
artist’s style [30], reconstructing drawings for specific
style paintings [25], and constructing stroke-based draw-
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ings [5]. Other approaches are based on generative ad-
versarial networks [4] and variational autoencoders [13]
and they have also been applied to artistic painting styles
[34, 33, 10, 12, 21].
In this paper, we focus on a more general and challeng-
ing problem of training a natural media painting agent from
scratch using reinforcement learning methods. Our goal is
to develop an agent that is able to perform a sequence of
primitive drawing actions to produce a target output. We
adopt a purely data-driven approach so that our method
can be generalized to new painting styles by expanding the
training set.
We present a novel automated digital painting frame-
work that uses a painting agent trained through reinforce-
ment learning for nature media painting. In particular, our
agent generates strokes step-by-step by issuing actions to a
digital painting system, which we call the Simplified Simu-
lated Painting Environment (SSPE). Given a reference im-
age, our painting agent aims to reproduce the identical or
transformed version of that image in the SSPE. A particular
challenge that arises in this framework, as compared to pre-
vious work, is the relatively large action space and the large
number of steps that the agent must take to reach its goal.
We present a reinforcement learning-based framework
to train the painting agent without human supervision. We
adopt proximal policy optimization (PPO) [22] evaluate the
visual quality of the resulting paintings. Since our agent op-
erates in a large continuous action space, we use techniques
based on difficulty-based sampling and curriculum learning
to make the training more efficient.
The novel contributions of our work include:
• A novel deep reinforcement learning network that is
designed for this particular task. Our approach learns
without human supervision, works well in continuous
high dimensional action space and does not degrade af-
ter thousands of strokes which can handle a large dense
reference image.
• To reduce the search space of the policy network, we
design several techniques like curriculum learning and
difficulty-based sampling to improve the performance
by 20%.
We have evaluated our results on a number of reference
images with different styles as shown in Figure 1. Compar-
ing with the visual generative methods [9, 34], Our results
are promising and show that our painting agent can gener-
ate results of high resolution and can be applied to different
painting media. The training phase takes about six hours
and the runtime algorithm takes about 300 seconds on each
reference image on a desktop PC.
2. Related Work
2.1. Stroke-based Painterly Rendering
Our approach can be regarded as a type of stroke-
based painterly rendering approach. These types of meth-
ods render an input image on canvas as a combination of
strokes, and the designed algorithms determine the proper-
ties of such strokes, including position, density, orientation,
length, width, color and so on. Hertzmann et al. [8] pro-
pose an algorithm to render an input image into a painting
with primitive strokes with controllable properties. The al-
gorithm is shown to be able to render various visual styles
by combining different types of strokes/brushes. To sim-
ulate mosaic decorative tile effects, Hausner et al. [6] de-
sign an algorithm based on Centroidal Voronoi diagrams
that can place square tiles and respects the gradient and
color of a reference image. Generally speaking, it is nec-
essary to hand engineer new algorithms for new styles such
as stipple drawings [2], pen-and-ink sketches [20] and oil
paintings [31] [18]. In contrast to these approaches, our
method automatically learns to compose the selected style,
therefore avoiding the expensive manual design process.
2.2. Learning-based Drawing
There have been a few attempts to tackle related prob-
lems in this domain. Xie et al. [28, 30, 29] propose a se-
ries of works to simulate strokes using reinforcement learn-
ing and inverse reinforcement learning. The proposed ap-
proaches learns a policy either from reward functions or ex-
pert demonstrations. Unlike our goal, Xie et al. [28, 30, 29]
mainly focus on designing reward functions for generating
oriental painting strokes and their method requires expert
demonstrations as supervision. Recently, Ha et al. [5] col-
lected a large-scale dataset of millions of simple sketches of
common objects with the corresponding recording of paint-
ing actions. Based on this dataset, a recurrent neural net-
work model is trained in a supervised manner to encode
and re-synthesize action sequences, and the trained model
is shown to be capable of generating new sketches. Fol-
lowing [5], Zhou et al. [33] exploits reinforcement learning
and imitation learning to reduce the amount of supervision
needed to train such a sketch generation model. Distinct
from [5, 33], our painting agent operates in a complex SSPE
with a much larger action space, including pen pressure, tilt
and color, and our approach learns its policy network com-
pletely without human supervision.
2.3. Visual Generative Methods
Visual generative methods typically directly synthesize
visual output in pixel spaces, which is fundamentally dis-
tinct from our approach. Image analogies [9] solve the
problem by introducing a non-parametric texture model.
More recent approaches based on CNNs using large dataset
of input-output training image pairs to learn the mapping
function [3]. Inspired by the variaonational auto-enhnson
et al.[11] Inspired by the idea of variational autoencoders
[13], Johnson et al. [11] introduce the concept of per-
ceptual loss to implement style transferring between paired
dataset. Inspired by the idea of generative adversarial net-
works [4], Zhu et al. [34] learn the mapping without
paired training examples using Cycle-Consistent Adversar-
ial Networks. Such methods have been successfull at gen-
erating natural images [12, 21], artistic images [16] and
videos [26, 17]. In terms of the final rendering, the cur-
rent visual generative methods can produce result in vari-
ous painting styles using limited traing dataset. Comparing
with our method, these generative methods may fail to get
results of high resolution. For the purpose of interactive
artistic creation, stroke-based approach can generate trajec-
tories and intermediate painting state. Another advantage of
stroke-based method is that the final results are trajectories
of paint brush, which can be deployed in different synthetic
natural media painting environment and real painting envi-
ronment using robot arms.
2.4. Reinforcement Learning
Reinforcement learning (RL) has achieved promising re-
sults recently in many problems, such as playing Atari
games [19], the game of Go [23] and robot control [15].
A major focus of this effort has been to achieve improved
time and data efficiency of the learning algorithms. Deep
Q-Learning has been shown to be effective for tasks with
discrete action spaces [19], and proximal policy optimiza-
tion (PPO) [22] is currently regarded as one of the most
effective for continuous action space tasks. For the painting
task, we require a continuous action space to capture brush
movement and color variation. We therefore adopt PPO as
the basis for our learning method.
Intrinsic to any RL problem is a well-defined reward
function that guides policy learning. For instance, the re-
ward in a game setting might be number of wins versus
losses or points gathered. However, in painting the reward
is not clearly nor uniquely defined, as evidenced by the myr-
iad diverse yet individually appealing visual styles that hu-
man artists have developed. In this work, we have explored
the choice of a reward function, in addition to the learn-
ing algorithm. In particular, we have explored both L2 and
perceptual distance to a given reference image. The fact
that the reference image can be selected arbitrarily for any
given roll-out has presented challenges to the vanilla PPO
framework. We address these challenges through curricu-
lum learning technique, as will be described below.
3. Notation and Overview
In this section, we introduce the notation used in the pa-
per and give an overview of our approach.
Figure 2. Overview of PaintBot Operation: For each time step of
the painting simulation, the current state of the canvas and the ref-
erence image form the observation for the policy network. Based
on the observation, the policy network selects an action for the
painting engine (SSPE) to execute and update the canvas accord-
ingly.
Symbol Meaning
s current painting state
s∗ target painting state
o(s) observation the painting state
r reward
pi painting policy, predict a by o
Vpi value function of the painting policy,
predict r by o
L loss function, measuring distance between
observations
Iref reference image
{I(t)ref} set of reference images
Ii canvas of ith time step
pi position of the paint brush of ith time step
ai action of ith time step
α angle of the stroke
l stroke length
c stroke color
w stroke width
Table 1. Notation Summary
3.1. Training the PaintBot
We demonstrate the overall approach using the flowchart
in Fig.2 and illustrate the training and test procedure in a
step-wise order. Our approach adopts proximal policy opti-
mization [22] to train the model by sampling actions at each
step. The policy function is implemented using a deep neu-
ral network. Training via very long episodes would result in
a very large number of samples and hence extremely slow
training. Therefore, we use a series of methods to reduce
the amount of sampling process and accelerate the training.
First, we set a limitation on the maximum steps for each
trial, even if the agent fails to achieves the goal configura-
tion. Next, we increase the limit gradually. We use curricu-
lum learning (Section 4.2.1) to encourage the agent to find
the reward greedily in limited time steps to reduce the pos-
sible exploration space. Second, we incorporate difficulty-
based data sampling (Section 4.2.2) to overcome the bias
between different samples. For the common reinforcement
learning tasks, the goal configuration is usually fixed. In
our case, the reference image Iref has to sample from a set
of images {I(t)ref} to prevent over-fitting. Third, we replace
Figure 3. Training framework: (1) We sample a reference image
as the goal configuration from the training dataset; (2) We feed the
loss function with the goal configuration and canvas to compute
the reward of the current state; (3) We concatenate the egocentric
patches of reference image and canvas as the observation; (4) We
feed the reward to the value network Vpi and the observation to
the policy network pi; (5) The policy network predicts the action
by the observation; (6) SSPE performs the action and renders the
updated canvas.
the L2 loss with Lpercept and L 1
2
, to give more rewards for
matching the color and shape of a reference image exactly
than for finding an average color. Lpercept and L 1
2
are de-
fined in Sec.4.1.3.
3.2. Roll-out the PaintBot
As Fig.2 shows, we apply the trained policy to render
the final result. First, we feed the observation to the policy
networks and compute the output action. After rendering
the action, we fetch the updated observation. The action is
defined as a continuous vector of stroke configurations com-
posed of angle, length, width, and color. The visual part of
the observation consists of the reference image and current
canvas. We take a patch centered at the current pen location
from the reference and the current canvas, rather than from
the entire image. We call this egocentric observation. This
observation helps the network to attend more to the neigh-
borhood of the current pen location.
We apply the policy at different image scales of the ref-
erence image. As shown in Fig.11, we let the agent start
with a low resolution reference image in order to quickly
paint the high-level visual structure, and gradually move it
to a high resolution reference image to let the agent draw
details. Note that, later scales paint directly on the canvas
from previous scales.
4. Painting Agent
In this section, we present technical details of our paint-
ing agent that is based on reinforcement learning. First,
we introduce the basic setup of the reinforcement learn-
ing, including the definition of action space, observation,
reward, and policy network. Afterwards, we explain the de-
tails of our training algorithm and run-time algorithm, and
also some methods to improve the learning efficiency like
curriculum learning and imitation learning.
4.1. Policy Representation
The policy of the painting agent includes the definition
of action, observation, reward, and the structure of the pol-
pi−1
ai
pi
ai−1
pi−2
ai = {αi, li, ci}
ai−1 = {αi−1, li−1, ci−1}
Figure 4. Action Representation: Given pi−1, the position of the
i− 1th step, and ai, , the action of ith step, we have pi = pi−1 +
[li−1sin(αi), li−1cos(αi)]
.
icy network. The action space denotes the degrees of free-
doms of the painting agent, which is the input of the policy
network. The observation denotes the state of the painting
process, which is the input of the policy network. The re-
ward function measures the advantage of the painting action
towards the goal configuration, which is given by the en-
vironment. The structure of the policy network defines the
technical implementation of the machine learning approach.
4.1.1 Action Space
To highlight the painting behavior, we denote the action
using properties of a stroke, including position, size, and
color. Specifically, we define the action as a 6-dimensional
vector, ai = [α, l, w, cr, cg, cb] ∈ R6. Each value is nor-
malized to [0, 1]. The action is in a continuous space, which
makes it possible to train the agent using policy gradi-
ent based reinforcement learning algorithms. Specifically,
when w = 0, the brush does not paint on the canvas but
moves above the canvas to the updated position. The action
representation and the computation between the actions and
position is shown as Fig.4.
4.1.2 Observation
For most reinforcement learning setups, the goal state of
each training episode is always the same although the initial
state of the each training episode may vary. Thus the setup
of these problems does not code the goal state as part of the
observation, and the model will implicitly learn the fixed
goal state.
A painting state si is usually considered as two parts,
the canvas and the position of the paint brush, defined as
si = {Ii, pi}. To generalize the model for different refer-
ence images, the training approach should consider a goal
state, which is the reference image Iref , as a part of the ob-
servation as si = {Ii, Iref , pi}. For all our experiments, we
code both the reference image and the canvas as the obser-
vation to describe the current state and the goal state of the
agent.
Figure 5. The observation for the Painting Agent is formed by con-
catenating two egocentric patches of the reference image and cur-
rent canvas, respectively.
Another challenge is to incorporate the positional infor-
mation of the paint brush into the observation. We use ego-
centric observation, which means we always keep the paint
brush in the center of the canvas, and move the canvas and
reference image instead. Thus, egocentric observation does
not use the position, and is position-agnostic. This approach
greatly reduces action space greatly and does not require a
replay buffer. Thus egocentric observation renders the chal-
lenging problem of training an agent in the continuous ac-
tion space and large state space is a tractable problem. The
observation of state si is defined as Eq.1, where (ph, pw) is
the 2D position of the paint brush, (ho, wo) is the size of the
egocentric window.
o(si) =
{
Ii
[
ph − ho
2
: ph +
ho
2
, pw − wo
2
: pw +
wo
2
]
,
Iref
[
ph − ho
2
: ph +
ho
2
, pw − wo
2
: pw +
wo
2
]}
.
(1)
By defining the observation, we can incorporate the po-
sition of the paint brush and training data can be general-
ized. When the training process proceeds, the training data
{o(si), ai, ri} can been seen as many sampled patches from
the original reference image.
4.1.3 Reward
In our setup, the reward of each action is defined by the dif-
ference between the canvas and the reference image. A loss
function is applied to compute the reward of an action dur-
ing each iteration of the reinforcement learning. To better
reproduce the reference image, the reward should stimulate
the agent to paint strokes to reduce the distance between the
current canvas and the reference image as much as possible.
We use different loss functions to get the best visual ef-
fects of the final renderings. The original L2 loss can be
formulated as:
L2(I, I
ref ) =
∑h
i=1
∑w
j=1
∑c
k=1 ||Iijk − Irefijk ||22
hwc
(2)
(a) (b) (c)
Figure 6. Loss Function Comparison: We compare the visual ef-
fects of differing loss functions: (a) reference image, (b) painting
result using L2 loss function, (c) painting result using L 1
2
loss
function. (The most noticeable differences are highlighted with
the yellow box.) In general, agents trained with L 1
2
tends respect
the shape boundaries better, while ones trained with L2 loss tend
to match the average color better.)
where the image I and the reference image Iref is a matrix
whose shape is h × w × c. In this case, w, h are width and
height of the image, and c is the number of color channels.
To encourage the painting agent to match the color and
shape of the reference image exactly rather than to finding
an average color, we modify the L2 loss into L 1
2
.
L 1
2
(I, Iref ) =
∑h
i=1
∑w
j=1
∑c
k=1 |Iijk − Irefijk |
1
2
hwc
(3)
We also use a perceptual loss-based [11] reward to en-
courage the agent to have similar feature representations
similar to those computed by the loss network φ. In this
case, the loss network φ is a convolutional neural network
for classification purposes, like [24] and [7]. It is imple-
mented by comparing the Euclidean distance of the ren-
dered image and the reference image between the feature
representations:
Lpercept(I, I
ref ) =
N∑
n=1
||φn(I)− φn(Iref )||22
hnwncn
, (4)
where the shape of the feature map of φn is hn × wn × cn.
After we define the loss between I and Iref , we normalize
ri using Eq.5, such that ri ∈ (−∞, 1].
ri =
L(Ii−1, Iref )− L(Ii, Iref )
L(I0, Iref )
, (5)
where L is a loss function defined above as, L2, L 1
2
or
Lpercept.
4.1.4 Policy Network
To define the structure of the policy network, we consider
the input as a concatenated patch of the reference image and
canvas 41×82×3 given the sample size of 41×41×3. The
first hidden layer convolves 64 8×8 filters with stride 4, the
second convolves 64 4× 4 filters with stride 2 and the third
layer convolves 64 3 × 3 filters with stride 1. After that, it
connects to a fully-connected layer with 512 neurons. All
layers use ReLU activation function [14].
(b)
(d)
(a)
(c)
Figure 7. Blurred Observation for Style Transfer: We perform
Gaussian blur [1] to both target image (a) and reference image (c)
to get corresponding blurred images (b) and (d). The two images
are more similar after low-pass filtering, which reduces the loss
defined in Eq. 5 and consequently eases the style transfer task.
Algorithm 1 Difficulty-based Sampling
Require: Reference images {I(t)ref} with sampling amount
n, total iterations N
Ensure: Painting Policy pi and its value function Vpi
1: {r(t)} // Mean reward tested using the sample
2: for i = 1, · · · , tmax do
3: ri = 0 //Initialization
4: end for
5: for iter = 1, · · · , N do
6: for i = 1, · · · , n do
7: ri = Vpi(o(I
(i)
ref )) // initialize the reward with the
policy
8: if ri < rmin then
9: rmin = ri
10: mini = i
11: end if
12: end for
13: pi = UPDATE(pi, o(I(mini)ref ))
14: end for
15: return pi
4.2. Reinforcement Learning
4.2.1 Curriculum Learning
Due to the continuous action space a ∈ R6, the sampling
space can be extremely large as the number of time steps
increasing. Further the signal can be overwhelmed by the
noise while applying policy gradient based reinforcement
learning algorithms. To train the model efficiently, we train
the agent in a curriculum learning style, which means the
sampled trajectories of the agents increase during training
episodes. As a result, the agent can stage learned policy
and generate relatively long strokes compared to the model
Algorithm 2 Run-time Algorithm
Require: Reference image I which size is (hI , wI),
the learned painting policy pi with observation size
(ho, wo)
Ensure: Final rendering I∗
1: while ||I − I∗|| > Threshsim do
2: p = (random(hI), random(wI)) //sample a 2-
dimensional point within image to start the stroke I
3: o = I[p0 − ho2 : p0 + ho2 , p1 − wo2 : p1 + wo2 ] //Get
observation
4: r = 1 //Initialize the predicted reward
5: while r > 0 do
6: α, l, c, w = pi(o) //Predict the painting action
7: r = Vpi(o) //Predict the expected reward
8: I = R(I, p, α, l, c, w) // Render the action
9: p = (p0 + l × cos(α), p1 + l × sin(α)) //Update
the stroke position
10: o = I[p0 − ho2 : p0 + ho2 , p1 − wo2 : p1 + wo2 ]
//Update the observation
11: end while
12: end while
13: return I
trained without the techniques. The agent tends to find the
reward greedily in the limited time steps.
Another main challenge is the bias between different
samples; for the common RL tasks, the goal is usually fixed.
In our case, however, the reference image must change to
prevent an over-fitting problem. To overcome this, we in-
corporate difficulty-based data sampling. In reinforcement
learning, the optimal policy pi∗ maximizes the expected
long term reward J(pi), which is accumulated by discounted
rewards ri in a horizon tmax of steps with a factor γ ∈ R,
J(pi) =
tmax∑
t=1
rtγ
t, (6)
where tmax ∈ Z is usually fixed as the maximal number of
steps for each trial.
For a painting policy, there are a lot of goal configura-
tions which are distributed sparsely in a high dimensional
space, which can make the converging process fail because
the agent can hardly compute the gradient of the policy. We
modify the horizon parameter tmax by introducing a reward
threshold rthresh, and make it increase gradually during the
training process as:
tˆmax = argmin
i
(ri > rthresh). (7)
Given the redefined horizon parameter, the policy gradient
algorithm can converge efficiently with a set of complex
goal configurations. The policy is encouraged to find re-
wards greedily in limited time steps to reduce the possible
exploration space.
4.2.2 Difficulty-based Sampling
As illustrated in Alg.1, we incorporate difficulty-based sam-
pling method to select a goal configuration for each painting
trial from a set of reference images. This sampling method
can overcome the bias between different samples. For com-
mon reinforcement learning tasks, the goal is usually fixed.
In our case, the reference image must change to prevent
over-fitting. For each run of the agents, the environment
should be initialized by p0 and I
(t)
ref , and I
(t)
ref is selected
from the training dataset {I(t)ref} with size n.
For different I(t)ref , the maximum reward collected each
run can vary throughout the training process when t ∈ Z is
randomly sampled in [0, n]. Thus, the learning progress is
not balanced among the dataset, which can cause the policy
over-fitting for specific inputs. The difficulty-based sam-
pling method is designed to mitigate the learning progress
among the set of goal configurations. It encourages the ap-
proach to sample more from the images with the worst per-
formances.
4.2.3 Generalization
Because the policy trained by reinforcement learning usu-
ally uses a fixed goal configuration, the most challenging
problem is the generalization. For our approach, it is cru-
cial to add variation by defining a more generalizable loss,
observation, and data preparation method.
To make the learned policy to apply to reference images
at different scales, we take the sliding window as the ob-
servation with an egocentric view. The variation of the ob-
servation greatly improves compared with the observation
from a fixed view of the reference image. Moreover, we
reduce the redundant information of the goal configuration
by applying Gaussian blurring [1] to the reference image as
the observation, while the loss function stays the same as
defined in Section 4.1.3 (see Fig.8). As a result, the goal is
switched to reproduce the original image with the blurred
input
pi∗(blur(I)) = argmin
pi
L(I, Iref ). (8)
To apply the policy to a reference image, we follow the
algorithm described in Fig. 2. We randomly select a point
at which the agent will start a stroke, and then extract the
local patches of the reference image and canvas as the ob-
servation. Then, we iteratively apply the actions predicted
by the policy network to the canvas, until the value network
predicts a small reward, which suggests the low expectation
of the next action. We also using the roll-out result as the
(a) (b) (c) (d)
Figure 8. Generalization using different painting media: The fig-
ure shows the different rendering result using different painting
media. For this case, we vary the color blending parameter of the
stroke and the canvas. (a) reference image (b, c, d) environment
with color blending parameter 1.0, 0.6, 0.3 .
initial canvas for training process, which aims to make the
painting policy more robust to recover from the deviated
state. To model the different natural media, we also fine-
tune our model using various painting media by modifying
the environment parameters.
5. Implementation and Results
In this section, we describe our implementation and
highlight the performance of our painting agent on differ-
ent benchmarks.
5.1. Setup
For our setup, we mainly use an environment in which
painting agent can explore a high dimensional action space
and observation space. To initialize the environment, the
reference image and the canvas are given as inputs. The ref-
erence image denotes the target configuration and the can-
vas denotes the initial configuration.
For each running episode of the training process, the ini-
tial position of the agent is set at the center of the canvas.
After that, our training algorithm runs in an iterative man-
ner, as shown in Fig.2, for tˆmax steps. This formulation
of the environment works for cases with a single configu-
ration. To train the model with different configurations, we
use the difficulty-based sampling highlighted in Alg.1 and
initialize the environment with the configuration with the
minimal mean reward.
5.2. Data Preparation
For the painting agent trained using the supervised learn-
ing method, we need to use observation and action pairs
as the training dataset. In practice, this requires a great
amount of effort to collect such data from human partici-
pants. In our reinforcement learning framework, the actions
corresponding to each observation are explored by the pol-
icy neural network. The painting model is learned implicitly
by the reference images. Thus, different painting styles are
potentially learned by different sets of images.
To apply our model at different scales of the reference
image, we build a pyramid on the reference image and sam-
Figure 9. Data Preparation: To prepare the training data, we draw
random patches from the reference image at varying scales, apply
random rotation and flipping operations, followed by resampling
the patches to a fixed size.
ple patches from it that are then normalized to a fixed shape
to assemble the data set, shown as Fig. 9. It is important to
also ensure that the input images contain a sufficient varia-
tion in texture, color, and shape. Otherwise, it can make the
painting policy subject to over-fitting. We cluster the final
training samples using the perceptual loss metric defined in
Eq.4, and then choose a random sample in each cluster of
the dataset.
In some cases, we also make use of the biased model
to generate a specific style of painting. To do this, we se-
lect images in the same painting style or from one specific
artist. After that, the biased model can generate the result in
specific style, as shown as Fig.13.
5.3. Performance
Figure 10 illustrate the learning curve of our algorithm
comparing the baseline model and the model applied cur-
riculum learning. Both models converge within 78, 000
episodes. The y-axis denotes the average rewards of the
trained model in a validation dataset, and the x-axis denotes
the training episodes. As the training process proceeds, the
average rewards grows.
The overall training includes 106 steps, which can be fin-
ished in 6 hours with an Intel i7 CPU and a GTX 1080 GPU.
The training process can be shortened if we increase the
number of GPUs. After the training period, the application
model is quite fast. The complexity of the run-time algo-
rithm is O(hIwIhowo), which is a linear function of the
total number of pixels of the reference image and the ob-
servation patch. It takes about 300secs to compute a image
within 1000 × 1000 × 3 pixels using 60, 000 painting ac-
tions, with an observation of size 41 × 82 × 3. We tested
the run-time algorithm on machines with GPU and without
GPU; both types of machines can compute the output within
300secs.
5.4. Application
After we have the trained the painting agent, we apply it
at different image scales of the reference image. As shown
in Fig.11, we let the agent start with a low resolution ref-
Figure 10. Curriculum Learning This figure compares the learning
curve between approach using curriculum learning and baseline.
The y-axis denotes the average rewards of the trained model in
a validation dataset, and the x-axis denotes the training episodes.
Both approaches converge after a certain number of steps, but the
approach with curriculum learning behaves better with a higher
reward value. The total training steps used in both approaches is
about 106.
Figure 11. Applications in different scales The figure demonstrate
how agents behave in different scales of the reference image.
We up-sample the reference image and apply the trained paint-
ing agent to it. As a result, the framework gradually moves to
a higher resolution reference image to let the agent draw details.
Later scales paint directly on the canvas from previous scales.
erence image in order to quickly paint the high-level visual
structure, and gradually move to a high resolution reference
image to let the agent draw details. Note that later scales
paint directly on the canvas from previous scales.
Moreover, the learned policy is highly dependent on the
training set of reference images. The painting agent can
learn to paint the reference image in the implicit style of
the training set. To generate the style transfer result, we
collected paintings from different artists in different paint-
ing styles as different agents. Then we apply the learned
painting agent to the unseen data. Fig.1 demonstrate how
the pointillism style is the implicit style from the training
dataset to the reference image.
As shown in Fig.12, our approach has some possible fail-
ure cases. These include off-color failure cases, which are
caused by the bias in the training dataset. When our algo-
rithm is trained with a limited number of reference images,
the agent tends to choose a color that is closest to the train-
ing dataset. As a result, it is crucial to select the training
dataset to make sure the colors are distributed in the entire
color space. Sometimes we make use of the effect to gener-
ate a specific style of images as shown in Fig.13.
Other cases are related to the action representation. In
Figure 12. Failure Cases: We use (left image) as the training
dataset for our painting agent and apply it to reference image
(middle) and generate the final result (right). This example high-
lights the failure cases of our approach including: (1) off color, (2)
not natural patterns, (3) changing color with a single stroke. (1)
is caused by the bias in the training dataset. (2) shows that the
agent can paint across the edge of the shapes. (3) shows that the
agent may change color within a single stroke. These problems
are caused by the representation of the action.
our setup, a stroke may include a bunch of segments.
When the agent changes the configurations like color, angle
and stroke width within the stroke, there is no pre-defined
penalty or restriction to prevent it. Thus, some strokes may
not look natural. However, the action representation with
fewer restrictions can make the agent generate visual effects
without complex simulation (e.g. dissolving effects in wa-
tercolor).
6. Conclusion, Limitations and Future Work
We present an approach for training a reinforced natural
media painting agent with limited training data. We incor-
porate a novel reinforcement learning framework into the
problem and generate results in a high dimensional a and
continuous action space. To reduce the search space of the
policy, we design several techniques like curriculum learn-
ing and -greedy sampling. We highlight the performance
on various reference images with different styles and reso-
lutions. We also demonstrate other applications of our ap-
proach like style transfer.
Our approach has some limitations. In our current im-
plementation, we sample a small patch as the observation,
which implies that the state representation contains lim-
ited information. Due to the computation complexity of
the policy gradient algorithm, we use a small patch of size
41 × 82 × 3. This can potentially make the policy net-
work fall into a local minima. Another limitation is due
to the choices of the action space. Although we use a 6-
dimensional continuous action space, it is still can not rep-
resent all natural media painting styles. It may looks rigid
sometimes especially when the agent makes a sharp turn
while painting a long stroke. Our current approach is mainly
based on using reinforcement learning for the painting prob-
lem, and many standard limitations of current reinforcement
learning methods related to policy representation and choice
of reward functions are also applicable.
There are many avenues for future work. In addition to
overcoming these limitations, we would like to evaluate our
approach on more samples. We can use evaluate other ren-
dering engines and different methods to train the painting
policy network.
References
[1] T. F. Chan and C.-K. Wong. Total variation blind de-
convolution. IEEE transactions on Image Processing,
7(3):370–375, 1998. 6, 7
[2] O. Deussen, S. Hiller, C. Van Overveld, and
T. Strothotte. Floating points: A method for comput-
ing stipple drawings. In Computer Graphics Forum,
volume 19, pages 41–50. Wiley Online Library, 2000.
2
[3] L. A. Gatys, A. S. Ecker, and M. Bethge. A
neural algorithm of artistic style. arXiv preprint
arXiv:1508.06576, 2015. 3
[4] I. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu,
D. Warde-Farley, S. Ozair, A. Courville, and Y. Ben-
gio. Generative adversarial nets. In Advances in neu-
ral information processing systems, pages 2672–2680,
2014. 2, 3
[5] D. Ha and D. Eck. A neural representation of sketch
drawings. CoRR, abs/1704.03477, 2017. 1, 2
[6] A. Hausner. Simulating decorative mosaics. In Pro-
ceedings of the 28th annual conference on Computer
graphics and interactive techniques, pages 573–580.
ACM, 2001. 2
[7] K. He, X. Zhang, S. Ren, and J. Sun. Deep resid-
ual learning for image recognition. In Proceedings of
the IEEE conference on computer vision and pattern
recognition, pages 770–778, 2016. 5
[8] A. Hertzmann. Painterly rendering with curved brush
strokes of multiple sizes. In Proceedings of the 25th
annual conference on Computer graphics and interac-
tive techniques, pages 453–460. ACM, 1998. 1, 2
[9] A. Hertzmann, C. E. Jacobs, N. Oliver, B. Curless, and
D. H. Salesin. Image analogies. In Proceedings of
the 28th annual conference on Computer graphics and
interactive techniques, pages 327–340. ACM, 2001. 2
[10] H. Huang, P. S. Yu, and C. Wang. An introduction
to image synthesis with generative adversarial nets.
CoRR, abs/1803.04469, 2018. 2
[11] J. Johnson, A. Alahi, and L. Fei-Fei. Perceptual losses
for real-time style transfer and super-resolution. In Eu-
ropean Conference on Computer Vision, pages 694–
711. Springer, 2016. 3, 5
[12] T. Karras, T. Aila, S. Laine, and J. Lehtinen. Progres-
sive growing of gans for improved quality, stability,
(a) (b) (c) (d) (e) (f)
Figure 13. Style Transfer: We trained the images using the data from the paintings in a specific styles. The first row of each column (b-e)
is the source image of the training dataset. Our results show (a) reference images; (b) results generated by the agent trained by paintings
in watercolor; (c) results generated by the agent trained by painting Starry Night by Van Gogh; (d) results generated by the agent trained
by paintings by Shen Zhou; (e) results generated by the agent trained by paintings by Turner; (f) results generated by the agent trained by
paintings by Vermeer.
and variation. arXiv preprint arXiv:1710.10196, 2017.
2, 3
[13] D. P. Kingma and M. Welling. Auto-encoding varia-
tional bayes. arXiv preprint arXiv:1312.6114, 2013.
2, 3
[14] A. Krizhevsky, I. Sutskever, and G. E. Hinton. Im-
agenet classification with deep convolutional neural
networks. In Advances in neural information process-
ing systems, pages 1097–1105, 2012. 5
[15] S. Levine, C. Finn, T. Darrell, and P. Abbeel. End-to-
end training of deep visuomotor policies. The Jour-
nal of Machine Learning Research, 17(1):1334–1373,
2016. 3
[16] Y. Li, C. Fang, J. Yang, Z. Wang, X. Lu, and M.-H.
Yang. Universal style transfer via feature transforms.
In Advances in Neural Information Processing Sys-
tems, pages 386–396, 2017. 3
[17] Y. Li, C. Fang, J. Yang, Z. Wang, X. Lu, and M.-H.
Yang. Flow-grounded spatial-temporal video predic-
tion from still images. In Proceedings of the European
Conference on Computer Vision (ECCV), pages 600–
615, 2018. 3
[18] T. Lindemeier, J. Metzner, L. Pollak, and O. Deussen.
Hardware-based non-photorealistic rendering using a
painting robot. In Computer graphics forum, vol-
ume 34, pages 311–323. Wiley Online Library, 2015.
2
[19] V. Mnih, K. Kavukcuoglu, D. Silver, A. Graves,
I. Antonoglou, D. Wierstra, and M. Riedmiller. Play-
ing atari with deep reinforcement learning. arXiv
preprint arXiv:1312.5602, 2013. 3
[20] M. P. Salisbury, S. E. Anderson, R. Barzel, and D. H.
Salesin. Interactive pen-and-ink illustration. In Pro-
ceedings of the 21st annual conference on Computer
graphics and interactive techniques, pages 101–108.
ACM, 1994. 2
[21] P. Sangkloy, J. Lu, C. Fang, F. Yu, and J. Hays. Scrib-
bler: Controlling deep image synthesis with sketch
and color. In IEEE Conference on Computer Vision
and Pattern Recognition (CVPR), volume 2, 2017. 2,
3
[22] J. Schulman, F. Wolski, P. Dhariwal, A. Radford, and
O. Klimov. Proximal policy optimization algorithms.
arXiv preprint arXiv:1707.06347, 2017. 2, 3
[23] D. Silver, J. Schrittwieser, K. Simonyan,
I. Antonoglou, A. Huang, A. Guez, T. Hubert,
L. Baker, M. Lai, A. Bolton, et al. Mastering the
game of go without human knowledge. Nature,
550(7676):354, 2017. 3
(a) (b) (c)
Figure 14. Our results compared with the human artwork: We compare the result computed by our painting agent with the human artist
painting. (a) are the reference images. (b) are generated by our painting agent, using watercolor image dataset in Fig.9. (c) are painted by
human artists.
(a)
(b)
(c)
(d)
Figure 15. Result generated using PaintBot: We trained the images using specific styles. For each pair, the left is the reference image and
the right is our result. We different training data corresponding to (a) Turner’s paintings; (b) Watercolor paintings; (c) Watercolor paintings;
(d) Vermeer’s paintings.
[24] K. Simonyan and A. Zisserman. Very deep convo-
lutional networks for large-scale image recognition.
arXiv preprint arXiv:1409.1556, 2014. 5
[25] F. Tang, W. Dong, Y. Meng, X. Mei, F. Huang,
X. Zhang, and O. Deussen. Animated construction of
chinese brush paintings. IEEE transactions on visu-
alization and computer graphics, 24(12):3019–3031,
2018. 1
[26] C. Vondrick, H. Pirsiavash, and A. Torralba. Generat-
ing videos with scene dynamics. In Advances In Neu-
ral Information Processing Systems, pages 613–621,
2016. 3
[27] G. Winkenbach and D. H. Salesin. Rendering para-
metric surfaces in pen and ink. In Proceedings of the
23rd annual conference on Computer graphics and in-
teractive techniques, pages 469–476. ACM, 1996. 1
[28] N. Xie, H. Hachiya, and M. Sugiyama. Artist
agent: A reinforcement learning approach to auto-
matic stroke generation in oriental ink painting. CoRR,
abs/1206.4634, 2012. 1, 2
[29] N. Xie, T. Zhao, and M. Sugiyama. Personal style
learning in sumi-e stroke-based rendering by inverse
reinforcement learning. Information Processing Soci-
ety of Japan, 2013. 2
[30] N. Xie, T. Zhao, F. Tian, X. H. Zhang, and
M. Sugiyam. Stroke-based stylization learning and
rendering with inverse reinforcement learning. IJCAI,
2015. 1, 2
[31] K. Zeng, M. Zhao, C. Xiong, and S. C. Zhu. From
image parsing to painterly rendering. ACM Trans.
Graph., 29(1):2–1, 2009. 2
[32] N. Zheng, Y. Jiang, and D. Huang. Strokenet: A neural
painting environment. In International Conference on
Learning Representations, 2019.
[33] T. Zhou, C. Fang, Z. Wang, J. Yang, B. Kim, Z. Chen,
J. Brandt, and D. Terzopoulos. Learning to doodle
with deep q networks and demonstrated strokes. arXiv
preprint arXiv:1810.05977, 2018. 2
[34] J.-Y. Zhu, T. Park, P. Isola, and A. A. Efros. Unpaired
image-to-image translation using cycle-consistent ad-
versarial networks. In Proceedings of the IEEE In-
ternational Conference on Computer Vision, pages
2223–2232, 2017. 2, 3
