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Abstract—In this paper, we consider a chance-constrained
formulation of the optimal power flow problem to handle uncer-
tainties resulting from renewable generation and load variability.
We propose a tuning method that iterates between solving an
approximated reformulation of the optimization problem and
using a posteriori sample-based evaluations to refine the reformu-
lation. Our method is applicable to both single and joint chance
constraints and does not rely on any distributional assumptions
on the uncertainty. In a case study for the IEEE 24-bus system,
we demonstrate that our method is computationally efficient and
enforces chance constraints without over-conservatism.
I. INTRODUCTION
The optimal power flow (OPF) problem aims to minimize
total generation costs while enforcing physical system con-
straints on power flow balance and generator and line limits.
However, increased penetration of renewable energy produc-
tion has introduced uncertainties than can render solutions
obtained with traditional deterministic methods insecure. To
handle these variabilities, several stochastic versions of the
OPF have been proposed. We consider a chance-constrained
OPF (CC-OPF) formulation, where constraints are required to
be satisfied with probability greater than 1−, with  denoting
the acceptable violation probability. Chance constraints are
an intuitive way to account for uncertainty, and are used in
practice for, e.g., reserve dimensioning [1]. However, chance-
constrained problems are generally difficult to solve to opti-
mality. Some special cases (e.g., Gaussian uncertainty) admit
exact analytical reformulations [2], [3], leading to tractable
problem formulations at the expense of strong limitations on
the type of distribution. Other methods such as the scenario
approach [4], [5] or distributionally robust methods [6], [7],
[8], [9] require less stringent assumptions on the distribution,
and achieve feasible solutions by prioritizing chance constraint
satisfaction and problem tractability over optimality. In many
cases, this leads to very conservative (i.e., sub-optimal) solu-
tions or infeasibility. Sample average approximations, which
approximate the probabilistic constraint based on a large set of
samples, can find an optimal solution by identifying a subset
of samples where violations are allowed. These problems are
typically formulated as mixed-integer problems [10], making
numerical tractability a challenge. However, recent work has
investigated continuous approximations, e.g. [11].
As illustrated in Figure 1 (top), these existing methods all
include information about the uncertainty distribution directly
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Fig. 1: Traditional solution methods for CC-OPF (top) include
uncertainty information directly in a detailed problem formulation.
The tuning method (bottom) uses a simple, approximate problem
formulation which is iteratively updated using uncertainty data.
in the optimization problem formulation, either in the form of
parameters (i.e., the mean and covariance matrix) or through
samples. Typically, there is a trade-off between the compu-
tational tractability (which is reduced as more information is
taken into account) and the quality of the resulting solution
(which is improved with more information).
In this paper, we propose utilizing results from a posteriori
sample-based tests to improve a simple CC-OPF formulation.
Specifically, we use data-driven parameter tuning to achieve a
desired violation probability for both joint and single chance
constraints. As illustrated in Figure 1 (bottom), our method
iterates between two steps: (i) solving an approximate chance-
constrained problem to obtain a candidate solution and (ii)
using samples to evaluate the candidate solution and update the
problem approximation. In this way, we can utilize information
from samples without including them in the optimization
problem itself. The approximate optimization problem is com-
putationally inexpensive and easily solved with commercial
solvers. Therefore, although the optimization problem must
be solved at each iteration of the tuning process, our method
may be less computationally intense, yet more accurate, than
alternative methods. Moreover, our method is applicable to
both single and joint chance-constrained problems.
We note that our method is not the first to consider iterative
tuning [12], [13], [11] and online updates [14], [15] to improve
solutions to chance-constrained problems. For example, [12]
addresses the theory of tuning safety parameters for a generic
chance-constrained problem while still maintaining probabilis-
tic guarantees in a limited data regime. In [11], an iterative
tuning process was proposed to more accurately determine the
value of a safety parameter in joint chance-constrained OPF.
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The tuning process in [11] can be characterized as fine-tuning,
where smaller adjustments are made to an accurate model. In
contrast, our approach consciously uses an overly simplistic,
but computationally light model, and relies heavily on tuning
to find a feasible solution.
To summarize, the main contributions of this paper are to
(i) propose a computationally light-weight method to obtain
high-quality solutions to chance-constrained problems, (ii)
demonstrate the viability of this approach for OPF. The ap-
proach is applicable to both single and joint chance constrained
problems and general uncertainty distributions.
The remainder of the paper is organized as follows: Section
II presents the single and joint chance-constrained formula-
tions of the optimal power flow problem. Section III discusses
the chance-constraint reformulation and the relationship to
robust optimization, while Section IV describes the tuning
method. The case studies in Section V demonstrate the
efficiency and viability of the approach, while Section VI
summarizes and discusses future directions.
II. CHANCE-CONSTRAINED OPTIMAL POWER FLOW
We first present the formulation of the chance-constrained
DC optimal power flow (CC-OPF) with both single and joint
chance constraints, which is based on [3], [5], [7].
Notation: We represent a power system using an undirected
graph G = (N ,L), where N is the set of buses with
m = |N | and L is the set of lines with l = |L|. Without
loss of generality, we assume that each bus has one generator,
g ∈ G ⊆ Rm, one load d ∈ D ⊆ Rm, and one uncertainty
source represented using random variable ξ ∈ Ξ ⊆ Rm.
Multiple (or zero) generators, loads, or uncertainty sources
are handled by summation (or setting the respective elements
to zero). We consider the DC linearized approximation of the
power flow equations, where we assume voltages are constant
at magnitude 1 per unit, angle differences are small, and the
system is lossless.
A. Modeling Considerations
1) Uncertainty Modeling: We consider uncertainty as a
composite term, representing all fluctuations resulting from
sources such as renewable generation and load uncertainty.
The uncertainty fluctuations can be decomposed into ξ =
µ + ω, where µ = E[ξ] ∈ Rm is the bias term and ω ∈ Rm
is the zero mean fluctuating component. The covariance of
the fluctuations is denoted as Σξ = Cov[ξ] ∈ Rm×m.
Off-diagonals can be non-zero because we do not assume
uncertainty sources are independent. We assume forecasts or
estimates of µ and Σu are available. For simplicity, we restrict
ourselves to the case with unbiased forecasts, where µ = 0.
2) Power Balance and Generation Control: Power systems
operation requires power production and consumption to be
balanced. The total power mismatch, Ωξ =
∑m
i=1 ξi, must
be balanced by adjustments in controllable generation. We
model this adjustment using an affine control policy based
on actions of the automatic generation control (ACG), where
Ωξ is divided amongst generators according to participation
factors α ∈ [0, 1]m [5]. We assume each generator contributes
according to its maximum nominal output, i.e.,
αi =
pmaxG,i∑
j∈G p
max
G,j
∀i ∈ G.
The actual generation can be represented as
p˜G,i(ξ) = pG,i − αiΩξ ∀i ∈ G,
where pG denotes the scheduled generation. The total power
balance is enforced with the following constraint∑
i∈N
pG,i − αiΩξ − di + ξi = 0.
Because
∑
i∈G αi = 1 guarantees that any deviation ξ is auto-
matically balanced out with an equal adjustment in generation,
it is sufficient to guarantee power balance for ξ = 0, i.e.,∑
i∈N
pG,i − di = 0.
3) Power Flows: We use a linear DC approximation to
represent the power flow on lines ij ∈ L connecting buses
i, j ∈ N . We define M ∈ Rl×m to be the matrix of power
transfer distributions factors (PTDFs) [16], which relates the
changes in active power flow to power injections at buses.
Power flow on line ij ∈ L can be expressed as
pij =M(ij,·)(pG − αΩξ + ξ − d),
where M(ij,·) is the row of M corresponding to line ij.
4) Cost Function: The objective is to minimize the total
generation cost of the scheduled generation pG. Generation
costs are modeled using a quadratic cost function,
c(pG) =
∑
i∈G
(
c2,ip
2
G,i + c1,ipG,i + c0,i
)
, (1)
where the c2,i, c1,i and ci,0 are the quadratic, linear and
constant cost coefficients corresponding to generator i ∈ G.
B. Chance-Constrained OPF
We consider both single and joint chance constraints, where
 denotes the acceptable violation probability.
1) Single Chance Constraints: The OPF problem with sin-
gle chance constraints (SCC-OPF) requires that each constraint
is satisfied individually with separate acceptable violation
probabilities. It can be formulated as
min
pG
c(pG) (2a)
s.t.
∑
i∈N
pG,i − di = 0 (2b)
Pξ
(
pG,i−αiΩξ≤pmaxG,i
)≥1−, ∀i∈G (2c)
Pξ
(
pG,i−αiΩξ≥pminG,i
)≥1−, ∀i∈G (2d)
Pξ
(
M(ij,·)(pG−αΩξ + ξ−d)≤pmaxij
)≥1−, ∀ij∈L (2e)
Pξ
(
M(ij,·)(pG−αΩξ + ξ−d)≥−pmaxij
)≥1−,∀ij∈L (2f)
We define C as the set of all chance constraints, where |C| =
2m + 2l. We note that the generator chance constraints (2c),
(2d) depend only on the total power mismatch Ωξ, which is a
scalar random variable. As a result, all generators will adjust
their generation output up or down in perfect correlation.
2) Joint Chance Constraints: The formulation with a joint
chance constraint requires all constraints to be simultaneously
enforced with a single acceptable violation probability. The
joint chance-constrained OPF problem (JCC-OPF) can be
formulated as
min
pG
c(pG) (3a)
s.t.
∑
i∈N
pG,i − di = 0 (3b)
Pξ

pG,i − αiΩξ ≤ pmaxG,i , ∀i ∈ G
pG,i − αiΩξ ≥ pminG,i , ∀i ∈ G
M(ij,·)(pG − αΩξ + ξ−d) ≤ pmaxij , ∀ij ∈ L
M(ij,·)(pG − αΩξ + ξ−d) ≥−pmaxij ,∀ij ∈ L
≥1−.
(3c)
III. GENERALIZED CHANCE CONSTRAINT
REFORMULATION
To become computationally tractable, the chance constraints
in (2) and (3) must be reformulated into detereministic con-
straints. This is challenging because (i) the probability term
on the left hand side of the constraints is difficult to evaluate
and (ii) the constraints often admit non-convex feasible sets.
The goal of our approach is to use a simple reformulation and
tune the parameters to achieve good performance. We therefore
start from an analytical reformulation.
A. Individual Chance Constraint Reformulation
In the case of individual chance constraints, we can obtain
closed form deterministic reformulations under the assumption
that the underlying distribution of ξ is a Gaussian distribution.
Specifically, assume that ξ follows a multivariate Gaussian
distribution parameterized by mean µ and covariance Σξ.
Consider the following chance constraint on generator i ∈ G:
Pr
(
pG,i − αiΩξ ≤ pmaxG,i
) ≥ 1− . (4)
The deterministic reformulation is
pG,i ≤ pmaxG,i − Φ−1(1− )||αi11,mΣ1/2ξ ||2, (5)
where Φ−1(1−) is the inverse cumulative Gaussian evaluated
at violation level . This reformulation is tight, meaning
that the chance constraint (4) achieves a violation probability
exactly equal to  whenever reformulated constraint (5) is
active (i.e., satisfied with equality). Moreover, each chance
constraint only gives rise to one reformulated constraint and
this constraint is linear. By utilizing the analytical reformu-
lation for all chance constraints in (2), SCC-OPF becomes a
linear program which is very efficiently solvable.
However, this reformulation not only requires perfect
knowledge of the distribution of ξ, but is also applicable
only to the limited class of multivariate elliptical distributions,
which includes distributions such as multivariate Gaussian,
Student’s t, and Cauchy distributions. Because these assump-
tions are very strong and may frequently not be satisfied in
practical power system operations, this method may yield
inaccurate (and possibly non-conservative) results. We can
instead consider distributionally robust reformulations where
the distribution of ξ is assumed to be uncertain within a family
of distributions P , known as an ambiguity set. Following [7],
we may generalize the Φ−1(1− ) term to f−1(1− ), where
f−1 can be appropriately determined or bounded by invoking
various inequalities depending on the assumed properties of P .
These bounds are however usually only tight for one particular
distribution P ∈ P . As a result, the violation probabilities
observed are generally less than , leading to a solution that
may be overly conservative and expensive.
B. Robust Optimization Perspective
We can consider the above analytical reformulation in
a more general viewpoint by using connections to robust
optimization. Specifically, the reformulated chance constraint
(2) can be interpreted as a robust constraint with an ellipsoidal
uncertainty set U [17]. To see this, consider the following
robust constraint,
{pG,i − αiΩξ ≤ pmaxG,i : ∀ξ ∈ U}, (6)
which requires the constraint to hold for all ξ ∈ U . If we
consider ellipsoidal uncertainty sets, U can be expressed as
U = {ξ : ‖ξ‖2 ≤ s}. (7)
Here s, known as the safety parameter [17], [12], controls the
size of the ellipsoid. The robust constraint (6) with uncertainty
set (7) can be expressed as [17]
pG,i ≤ pmaxG,i − s||αi11,mΣ1/2ξ ||2. (8)
Intuitively, by choosing U such that it contains sufficient prob-
ability mass, every solution satisfying this family of constraints
(6) will satisfy the original chance constraint with probability
greater than 1 − . In the case that ξ ∼ N (µ,Σξ), by taking
s = Φ−1(1 − ), constraint (8) is exactly equivalent to (5).
A larger s value will correspond to a higher probability that
the inner constraint of the chance constraint will be satisfied
because the uncertainty set contains more probability mass.
C. SCC-OPF Reformulation
By replacing the Φ−1(1 − ) term in (5) with the safety
parameter s, we generalize the analytical reformulation such
that it does not rely on any distributional assumptions on ξ.
Applying this formulation to all chance constraints in SCC-
OPF, we obtain
min
pG
c(pG) (9a)
s.t.
∑
i∈N
pG,i − di+ = 0 (9b)
pG,i ≤ pmaxG,i − s||αi11,mΣ1/2ξ ||2,∀i ∈ G (9c)
pG,i ≥ pminG,i + s||αi11,mΣ1/2ξ ||2,∀i ∈ G (9d)
M(ij,·)(pG − d) ≤ pmaxij
− s||M(ij,·)(I − α11,m)Σ1/2ξ ||2,∀ij ∈ L (9e)
M(ij,·)(pG − d) ≥ −pmaxij
+ s||M(ij,·)(I − α11,m)Σ1/2ξ ||2,∀ij ∈ L. (9f)
We observe that if we can determine an appropriate s value, we
will obtain a solution that is tight for at least one constraint in
the SCC-OPF with a pre-specified violation probability. This
forms the basis of our proposed tuning method.
D. JCC-OPF Reformulation
For joint chance constraints, there is no analogous analytical
reformulation. It is possible to obtain an upper bound on the
chance constraint using Boole’s inequality [18] by separating
the joint constraint into k individual constraints, each with
violation level /k. Unfortunately, this method typically results
overly conservative solutions, particularly when only a small
number of constraints experience violations or when some
constraints are perfectly correlated. Alternative approaches that
achieve tighter bounds have been proposed in, e.g., [19], but
the methods remain conservative.
We instead propose that by accurately tuning the safety
parameter s, the generalized reformulation for single chance
constraints (9) can be carried over to joint chance constraints.
IV. CHANCE CONSTRAINT TUNING
Our goal is to tune the safety parameter s such that the
solution to the corresponding analytical reformulation (9) ex-
actly satisfies our desired joint or single violation probability,
des. Due to the monotonic relationship between s and the
level of violation (i.e., a larger s leads to tighter constraints, a
more conservative solution, and lower violation probabilities),
our proposed method uses a bisection search to determine the
value of s. A similar approach is used in [11].
A. Bisection Search
0) Initialization: We first set the iteration count to k = 0
and determine suitable upper and lower bounds for s:
For the lower bound, we use smin = 0, which corresponds
to the case where no uncertainty is considered in the
generation and line flow constraints. Because s has
an inverse monotonic correlation with the observed
empirical violation probability, obs, we expect that the
solution to (9) corresponding to s = 0 will have the
highest possible obs for any s ≥ 0.
For the upper bound, we use the Cantelli inequality [7]
since we have estimates of µ and Σξ.
For SCC-OPF, we set smax =
√
(1− des)/des.
For JCC-OPF, we use this in conjunction with Boole’s
inequality, and set smax =
√
(1− desired|C| )/ des|C| .
These choices of smax guarantee that obs ≤ des.
1) Solve OPF: We increase the iteration count to k = k+ 1
and define sk = (smax − smin)/2 + smin. We then solve
(9) with s = sk to obtain a candidate solution. If (9) is
infeasible, we set s = smax and repeat this step.
2) Evaluate violations: Using samples {ξ(1), . . . , ξ(N)}, we
evaluate either the observed worst-case single empirical
violation probability, obs, joint, or observed joint violation
probability, obs, single, depending on whether we are solv-
ing JCC-OPF or SCC-OPF. The exact definitions of these
values are described in Section IV-B.
3) Update s: We update s based on observed violations.
If obs < des, the current solution is too conservative,
meaning sk is larger than the value we are looking for.
To decrease s in the next iteration, we set smax = sk.
If obs > des, the current sk is too small. To increase s
in the next iteration, we set smin = s.
4) Check convergence: This process is repeated, using the
same set of evaluation samples {ξ(1), . . . , ξ(N)}, until
|obs− des| ≤ γ, where γ is our tolerance value. Conver-
gence of the bisection search is guaranteed to occur in
blog2
(
(smax − smin)/γ
)c iterations.
B. Evaluation of Empirical Violation Probability
1) Single Chance Constraint: We first check whether the
inner inequality of each chance constraint ` ∈ C holds for each
sample {ξ(1), . . . , ξ(N)}. In particular, taking constraint (2c)
as an example, for sample ξ(n), we count whether a violation
has occurred using
V`(ξ
(n)) =
{
1 if pG,i − αiΩξ(n) > pmaxG,i
0 otherwise.
(10)
The observed empirical violation probability is
`obs =
1
N
∑N
n=1 V`(ξ
(n)). (11)
Calculating this for all ` ∈ C, the worst case empirical
violation probability is found by taking the maximum
obs, single = max
`∈C
`obs. (12)
2) Joint Chance Constraint: The empirical violation prob-
ability is determined similarly, but we consider a violation to
have occurred if any one constraint is violated. The observed
empirical violation probability is
obs, joint =
1
N
∑N
n=1 max`∈C V`. (13)
V. CASE STUDIES
A. Test system
We evaluate our method on the IEEE RTS96 24-bus system
[20], with the following modifications: (i) line capacities
are reduced to 70%, (ii) minimum output is set to 0 on
all generators, and (iii) maximum output is doubled on all
generators. On buses 8 and 15, we add uncertainty sources
to represent variations in load and renewable energy. For all
experiments, we run 20 replications with tolerance γ = 10−4.
We use 10,000 samples of ξ during the tuning process and
100,000 samples for the out-of-sample evaluation.
B. Proof-of-concept: SCC-OPF with Gaussian data
To demonstrate the accuracy and efficiency of our method,
we perform a proof of concept study by evaluating perfor-
mance on the SCC-OPF problem using Gaussian uncertainty
data. In this case, we can directly calculate the true safety
parameter value by evaluating strue = Φ−1(1 − des). We test
whether our method identifies a parameter s ≈ strue by tuning
the observed violation probability obs,single to match des.
des iterations costs s strue obs, single oos, single obs, joint oos, joint
Single
constraints
Gaussian
0.10 10.7 42201.6 1.3012 1.2816 0.1000 0.0976 0.2960 0.2947
0.05 9.4 42376.1 1.6676 1.6449 0.0501 0.0483 0.1585 0.1577
0.01 9.6 42709.0 2.3624 2.3263 0.0100 0.0095 0.0338 0.0338
Non-
Gaussian
0.10 10.4 42799.6 1.3376 - 0.1001 0.1007 0.3031 0.3044
0.05 9.6 43105.4 1.6677 - 0.0501 0.0495 0.1597 0.1609
0.01 8.9 43680.4 2.2844 - 0.0100 0.0095 0.0274 0.0275
Joint
constraints
Gaussian
0.10 15.6 42485.6 1.8971 - 0.0307 0.0296 0.1001 0.1001
0.05 14.5 42632.9 2.2054 - 0.0149 0.0141 0.0501 0.0500
0.01 12.1 42918.5 2.8014 - 0.0032 0.0027 0.0100 0.0100
Non-
Gaussian
0.10 14.4 43284.4 1.8585 - 0.0316 0.0307 0.1001 0.1000
0.05 14.6 43507.0 2.1008 - 0.0167 0.0161 0.0500 0.0501
0.01 13.3 43924.0 2.5538 - 0.0042 0.0038 0.0100 0.0101
TABLE I: Results for the bisection tuning method for joint and single chance-constrained OPF (average values for 20 replications).
Fig. 2: Empirical violation probability for the active constraints in the SCC-OPF problem, with Gaussian (left) and non-Gaussian (right)
data. The active constraints includes several generator maximum and minimum limits (represented by one bar because they are perfectly
correlated and hence have the same violation probability), as well as three line limits. The blue and grey bars show the empirical violation
probability of each constraint, as observed in the tuning and out-of-sample evaluation respectively. The light blue line shows des, while the
dark blue line is s = 1− Φ(s).
Fig. 3: Empirical violation probability for individual active constraints in the JCC-OPF problem, as well as the joint violation probability. We
show results for both Gaussian data (left) and non-Gaussian data (right). The grey and blue bars represent the empirical violation probability
of each constraints, as observed in the tuning and out-of-sample evaluation, respectively.
Data is generated from a multivariate Gaussian distribution
with zero mean, standard deviations of 9.4 MW (bus 8) and
13.1 MW (bus 15), and a correlation coefficient of ρ = 0.2.
We consider desired epsilon values des = {0.1, 0.05, 0.01},
which correspond to true safety parameter values strue =
{1.2816, 1.6449, 2.3263}.
The top section of Table I shows the the cost of generation,
resulting safety parameter values, resulting in-sample single
and joint empirical violation probabilities, and out-of-sample
joint and single violation probabilities. All number represent
average values across the 20 replications. We observe that
the number of iterations is about 10 in all cases, and that
the method terminates with obs,single very close to des. Fur-
thermore, using 10, 000 samples to evaluate obs,single in the
tuning step is sufficient to achieve out-of-sample violation
probabilities oos,single that are very close to the desired values.
Finally, we conclude that the average resulting s is close to
strue, verifying the correctness and accuracy of our method.
An interesting, but subtle observation, is that the s values
obtained with the algorithm are typically always slightly
greater (i.e., more conservative) than strue for every desired.
This is true not only for the average s in Table I, but for
each of the 20 runs. To explain this behavior we look at the
results of a single run in more detail, as shown in Figure 2
(right). We see that the tuning algorithm chooses the value of
s to ensure that the worst case single violation probability
obs,single ≤ 0.1, leading to a conservative result. In fact,
because we are using Gaussian data, we can calculate the true
violation probability corresponding to the tuned value of s,
s = 1 − Φ(s) ≈ 0.095. We observe that the out-of-sample
violation probabilities o.o.s.,single (grey bars) are all close to
this true violations probability.
C. SCC-OPF with non-Gaussian data
We next study how the bisection method performs for SCC-
OPF using non-Gaussian data. To generate a non-Gaussian
data set, we mix the following distributions: (i) a zero-mean
multivariate Gaussian with standard deviations of 7 MW and
14 MW and a correlation coefficient of 0.5, (ii) a zero-
mean multivariate Gaussian with standard deviations of both
6 MW and a correlation coefficient of 0.1, and (iii) a uniform
distribution on the interval [−30, 30]. We consider desired
violation probabilities desired = {0.1, 0.05, 0.01}. The results
are reported in the second section of Table I.
We observe that the number of iterations is not impacted
by the type of uncertainty data, and that the algorithm also
terminates with obs,single ≈ desired for the non-Gaussian data.
Again, 10,000 samples in the tuning algorithm is sufficient to
obtain an o.o.s.,single that is very close to the desired values.
Figure 2 shows the result for a single run in more detail. We
observe larger variations in obs, single and oos, single amongst the
constraints compared to using Gaussian data. Because we do
not have the Gaussian distribution assumption, it is no longer
true that the same safety parameter, s, will lead to the same
true violation probability for all constraints.
D. JCC-OPF with Gaussian and non-Gaussian data
We finally investigate the behavior of the algorithm for JCC-
OPF. We use the same case study set up and the same Gaussian
and non-Gaussian distributions as above, but tune the value of
s to achieve a desired joint violation probability. The results
are shown in the lower half of Table I.
We observe that the number of iterations remains similar,
but is slightly higher compared to the number of iterations
for the single chance constraints. As for the single chance
constraints, the algorithm manages to determine an s value
which meets the joint violation probability obs,joint exactly.
However, the out-of-sample results show, on average, viola-
tion probabilities that are slightly too high for most cases,
indicating that the results are no longer conservative.
To gain some more insight into the solutions for the JCC-
OPF, in Figure 3 we plot the individual and joint constraint
violation levels for JCC-OPF with Gaussian and non-Gaussian
data. We again observe that the violation probability is spread
more evenly in the case of Gaussian data, while the non-
Gaussian data lead to larger variations despite all constraints
sharing the same s. For both data types, the sum of the viola-
tion probabilities of the individual chance constraints exceeds
the joint violation probability, i.e.,
∑
`∈C 
`
obs ≥ obs,joint. This
indicates that our algorithm is able to account for correlation
between different constraints.
VI. CONCLUSION AND FUTURE WORK
In summary, we propose a method that uses samples of
uncertainty realizations for a posteriori tuning of chance
constraints. The benefits of our approach include low com-
putational overhead, applicability to both single and joint
chance constraints, and ability to handle general uncertainty
distributions.
For future work, we would like to obtain theoretical guar-
antees on sample complexity and error bounds. Moreover, we
would like to separately tune the individual chance constraints,
which would give us additional degrees of freedom and
therefore possibly more optimal solutions. This extension is
non-trivial due to the large number of constraints and resulting
high-dimensional tuning challenge. Finally, we note that it may
be possible to extend this method to solve AC-OPF. However,
the non-linearity poses challenges, as an inverse monotonic
relationship between the safety parameter s and the observed
empirical violation probability no longer necessarily holds.
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