The magnetization of noninteracting metallic nanoparticles is investigated by comparing the particle-size and temperature dependences of the magnetization for several mechanisms. The nanoparticle magnetization deviates from that of the underlying bulk materials due to zero-temperature and thermal effects, and on a mean-field level, the corresponding surface-core interaction is described by a Landau-Ginzburg approach. A major factor is the reduced atomic coordination at the surface, which has often, but not always, opposite effects on the zero-temperature magnetization and Curie temperatures. The coordination effect is particularly pronounced for very weak itinerant ferromagnets and for strongly exchange-enhanced Pauli paramagnets. With regard to external magnetic fields, the nanoparticle magnetization involves several "superparamagnetic" phenomena, namely, Néel relaxation, Brownian relaxation, and Langevin macrospin paramagnetism.
I. INTRODUCTION

M
ANY or most applications of magnetic nanoparticles exploit the magnetization of the nanoparticles, alongside other magnetic properties, such as anisotropy. A variety of factors contributes to the magnetization, including interparticle interactions [1] , [2] , micromagnetic processes (domain-wall formation and propagation) [3] , [4] . In this paper, we investigate the magnetization contributions in isolated metallic magnetic nanoparticles smaller than about 10-15 nm, where domain-wall propagation is negligible and whose magnetization is well approximated in the lowest order by a single "macrospin" m = N μ B . Our focus is on the metallic nanoparticles, especially on Co-based alloys, whose magnetization is generally much higher than that of oxides, such as the widely used Fe 3 O 4 .
This paper compares various mechanisms contributing to the magnetization of nanoparticles. Some of the mechanisms, such as superparamagnetism, are well known individually, but others involve an application of complicated physics to nanoparticles. A conceptually very complicated concept is the Curie temperature of nanoparticles. In 1-D magnets (nanowires) and in 0-D magnets (nanoparticles), the Curie temperatures are exactly zero. The proof is very easy for nanoparticles, where the partition function Z = p exp(−E p /k B T ) is a sum over real exponential functions. The free energy F and the magnetization M also exhibit a smooth temperature dependence, because they are the derivatives of Z . However, by definition, the Curie point is a singularity, and it is therefore not possible to define a well-defined sharp T c in a nanoparticle. On the other hand, nanoparticles often contain thousands of atoms, and at some point, the behavior becomes bulk like. A vanishing Curie temperature means that the thermally averaged spins s i Manuscript received May 16, 2016 ; revised June 29, 2016 ; accepted August 9, 2016 . Date of publication August 16, 2016 ; date of current version December 20, 2016 . Corresponding author: R. Skomski (e-mail: rskomski@neb.rr.com).
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Digital Object Identifier 10.1109/TMAG.2016.2601019 vanish for T > 0, but the projection onto the average spin s av = 1/N i s i does not: s i · s av is nonzero for T T c , which can be used to define a "pseudocritical" point and a Curie-like temperature. Similar intrinsic magnetization effects are caused by the reduced coordination number at surfaces, which lead to a local band narrowing [5] and yield a particlesize-dependent magnetization.
An external magnetic field aligns the magnetization of an ensemble of nanoparticles, which is important for many applications. One aspect of this alignment is superparamagnetism. There are, in fact, two physically very different types of superparamagnetism: Langevin superparamagnetism [6] , [7] and superparamagnetism involving jumps of energy barriers or Néel relaxation [8] - [10] . A loosely related mechanism, which also contributes to the magnetization, is Brownian relaxation, that is, the mechanical rotation of the particles in a viscous medium. The last mechanism is important, for example, for the alignment of particles in liquids (ferrofluids, water, and blood) [11] - [13] and in gas-aggregation chambers [14] - [16] .
In this paper, we elaborate and compare these magnetization mechanisms, with particular emphasis on the very weak itinerant ferromagnetic nanoparticles and the nanoparticles aligned in a viscous medium.
II. LANDAU-GINZBURG DESCRIPTION OF NANOPARTICLES
It is instructive to discuss weak ferromagnetism in terms of the familiar Landau free energy, defined as [17] 
where a 2 and a 4 are the phenomenological parameters. This equation was originally defined for nonzero temperatures, but can also be used to understand several aspects of the zerotemperature magnetism of metals [18] . Fig. 1 such as temperature or lattice parameter. For example, the Curie transition corresponds to a 2 ∼ T − T c . At zero temperature, F = E − T S is equal to the energy E of the underlying Stoner-Wohlfarth system. At nonzero temperatures, the situation is very complicated and depends on the type of excitations that dominates the behavior of the magnet as the Curie temperature T c is approached. Strong ferromagnets exhibit stable magnetic moments, supported by energies of the order of 1 eV, and thermal excitations, which have energies of about 0.1 eV or less, destroy the magnetization by randomizing the local spin directions. In this regime, the Landau theory corresponds to the mean-field Heisenberg prediction T c = zJ/3k B , where J is the interatomic exchange [19] . In the zero-temperature interpretation, Fig. 1(a) , the free energy describes the transition from Pauli paramagnetism (PM) to itinerant ferromagnetism. The different regimes will be explained in Section IV.
There are two ways of deriving the linear materials equations (harmonic free energies) from (1). When a 2 < 0, then one can drop the quartic term. When a 2 > 0, then the free energy has one or two minima at M = 0, and F must be expanded around a minimum. This yields the renormalized values of a 2 and M, and the quartic term can afterward be dropped, too. To describe inhomogeneous systems, including nanoparticles, where the surface may be different from the core, one needs to add a gradient term to the harmonic free energy, so that
Depending on the context, this expansion is referred to as Landau-Ginzburg (phenomenological thermodynamics), Mohn-Wohlfarth (electron gases), or Ornstein-Zernike (critical phenomena). Let us, for the moment, ignore the magnetic field H . Dimensional analysis of (2) (4) is on a mean-field level [19] . The same is true for the quantum-mechanical realizations of (2), where the complicated electron-electron interactions are mapped onto a Stoner-type local exchange field [18] . For the detailed meaning of (2) in zero-temperature itinerant magnetism, see Section IV.
III. FINITE-SIZE SCALING
An important question is the effect of the particle size on the ordering temperature (Curie temperature). In a strict sense, the problem occurs in thin films only, where T c depends on the film thickness [20] . In 1-D magnets (nanowires) and in 0-D magnets (nanoparticles), the Curie temperatures are exactly zero. However, as the particle size exceeds a very few nanometers, nanoparticles are virtually impossible to distinguish from bulk magnets, and one obtains a Curie-like temperature T nano based on spin correlations inside the nanoparticle (Section I). In practice, one applies a small field H , and the magnetization drops very sharply at T nano . The reduced atomic coordination at the surface tends to reduce the Curie temperature, although there are exceptions, such as the (001) surface of elemental Gd [21] . However, unlike a semi-infinite solid (surface), a nanoparticle cannot have two Curie temperatures, one in the center and one at the surface.
Near the Curie temperature, the behavior of most itinerant ferromagnets is well described by the local-moment or Heisenberg-like models. An important exception is the limit of very weak itinerant ferromagnetism (Section IV). The reason is that the intra-atomic exchange responsible for moment formation (∼1 eV) is much larger than interatomic exchange responsible for the Curie transition (∼0.1 eV). The spin structure near the Curie point (k B T ∼ 0.1 eV) is therefore dominated by directional spin disorder, with little reduction in the atomic moments. It is instructive to analyze the effect on a mean-field level, which is dimensionality-independent, but where the Curie temperature depends on the number z of the nearest neighbors. The applicability of the mean-field approximation to the finite-size problem will be discussed as follows. In the bulk, T c = zJ/k B T and T c = zJ/3k B T for the Ising and Heisenberg models, respectively.
In nanoparticles, the coordination number z and/or the exchange J at the surface are usually different from the bulk, and an explicit diagonalization of the coupling matrix J i j is necessary to determine the Curie temperature [19] , [22] . Since the effect is essentially dimensional-independent, we restrict ourselves to a simple 1-D example, namely, to a chain of finite length D = Na, where a is the distance between the magnetic atoms. In the middle of the chain z = 2, but at the ends, z = 1, so that we expect the Curie temperature to decrease with decreasing N. Mathematically, that diagonalization problem is the same as that of the tight-binding hydrogen chain, which can be solved analytically [23] and leads to Fig. 2 shows this function for a typical interatomic distance of a = 0.25 nm. There are drastic changes below the particle sizes of about 1.5 nm, but then the Curie temperature rapidly approaches the bulk value. For example, a 97% of the bulk Curie temperature are reached at D = 3 nm. For large particle sizes D, the relative Curie temperature correction scales as a 2 /D 2 . This correction can also be understood in terms of the correlation length ξ , which describes how far a local perturbation (surface) affects the spontaneous magnetization. In the mean-field approximation, ξ ≈ a/(1 − T /T c ) 1/2 . The correlation length diverges at the bulk Curie temperature T c , but in nanoparticles, ξ is limited by the particle size, ξ ∼ D, which corresponds to a Curie-temperature difference T c − T nano ∼ a 2 /D 2 . This analysis carries over to the nanoparticles. Physically, the spins inside the nanoparticle develop bulk-like fluctuations as the temperature increases until the correlation length of the fluctuations becomes comparable with the particle size. 3-D critical exponents ν are somewhat larger than 0.5, so that 1/ν and T nano approaches the bulk value slightly less rapidly. The exponent ν to be used in the expression for T nano is intermediate between the anisotropic Ising model (0.630) and the isotropic Heisenberg model (0.705); it increases with decreasing particle size and with decreasing magnetocrystalline anisotropy. The particle-size dependence of ν is another indication that T nano is a pseudo-Curie transition, not a real Curie transition. The latter transition is governed by the big elephant in the room, namely, T c = 0 in zero and one dimensions.
IV. ITINERANT NANOPARTICLE MAGNETISM
In the context of itinerant ferromagnetism, the terms "strong" and "weak," Fig. 1(a) , refer to the degree of spin polarization. Strong ferromagnets, such as Co and Ni, have fully spin-polarized d↑ bands, but some holes in the d↓ band, so that their moment μ B per atom is approximately equal to the number of d↓ holes. Weak ferromagnets, such as bcc Fe, have incompletely filled d↑ bands, so that the moment is smaller than predicted from the number of d↓ holes. An extreme limit is VWIF, as in ZrZn 2 [18] , [25] , where the number of d↑ and d↓ holes are nearly equal and the moment is very small. Similar distinctions can be made in metallic antiferromagnets.
There are two qualitative differences between weak and very weak itinerant magnetism. First, in the VWIFs, the zerotemperature energy difference between the two FM states, M = ±M o , and the PM state, M = 0, is very small. Thermal excitations are therefore able to destroy the magnetization, even if the directions of the atomic moments are not randomized through a Heisenberg-type Curie mechanism. By contrast, weak ferromagnets, such as bcc Fe, behave largely Heisenberg-like.
Exchange-enhanced Pauli-paramagnets (EEPP) obey [18] , where I is the Stoner parameter and D(E F ) is the density of states (DOS) at the Fermi level. In a nutshell, a 2 in (1) is essentially an inverse susceptibility, and the susceptibility of EEPP is well known to obey χ ∼ 1/(1 − I D(E F )) [18] , [22] . VWIF occurs if the Stoner criterion is barely satisfied, I − 1/D(E F ) 0. PM means that I − 1/D(E F ) < 0, that is, the DOS at the Fermi level is too low to yield a transition to ferromagnetism. Paramagnets close to the onset of ferromagnetism, where I − 1/(E F ) 0, are strongly exchange-enhanced Pauli paramagnets.
The second difference refers to the correlation length ξ derived from (2) . Since the correlation length obeys
In both VWIF and EEPP close to the Stoner transition, ξ covers many interatomic distances, and small perturbations tend to have big effects on the magnetism, as exemplified by magnetic impurities in Pt, which is a strongly EEPP. Equation (4) is important in nanoparticles, because ξ may be comparable with the particle size and because the surface is generally a strong perturbation.
The onset of ferromagnetism is described by the Stoner criterion D(E F ) > 1/I , where D(E F ) is inversely proportional to the bandwidth W . It is convenient to define the bandwidth W through ∫ E 2 (E)d E, where E is the energy relative to the center of gravity of the band. By using the moments theorem to evaluate the integral, it can then be shown W ∼ z 1/2 , where z is the number of nearest neighbors [5] . According to the Stoner criterion, ferromagnetism requires large values of D(E F ), corresponding to narrow bands and few nearest neighbors.
The present bandwidth consideration remains valid for surfaces, where the local densities of states can be defined by quantum-mechanical projection of extended wave functions onto atomic orbitals [23] . Since z is smaller at the surfaces than in the bulk, the surfaces tend to become ferromagnetic more easily and may spin polarize the entire nanoparticle.
To determine the magnetization profile in a nanoparticle, it is necessary to minimize (2) for H = 0 and to solve the corresponding differential equation
where κ(r) = 1/ξ(r). Simplifying somewhat, the transition from the atomic scale picture to (5) corresponds to the transition from clusters (defined through individualized atoms) to nanoparticles (defined through particle shape and size). The solution of (5) for spherical geometry, subject to the surface boundary condition
Here κ refers to the core of the particle, whereas the surface enters in form of the boundary condition. An explicitly example is the orthorhombic compound Co 2 Si [24] , where the bulk material is close to the onset of ferromagnetism. Due to the influence of the surface, the nanoparticle becomes ferromagnetic, and (6) is consistent with both the density functional theory (DFT) prediction, Fig. 3(e) , and with experimental net magnetization [24] . The ferromagnetism is triggered by the band narrowing at the surface, Fig. 3(d) .
The finite temperature behavior of the very weak itinerant ferromagnets is highly nontrivial. For a mean-field analysis, we note that a 2 in (1) is essentially an inverse susceptibility, a 2 = 1/χ. This can be shown by putting ∂F/∂ M = 0 and evaluating χ = ∂ M/∂ H in low fields. Wohlfarth [25] and Mohn and Wohlfarth [26] suggested to expand a 2 into a low-temperature series, a 2 = a 20 (1 − c 1 T − c 2 T 2 ), where c 1 = 1/T J is a Curie-Weiss term and c 2 = 1/T 2 s parameterizes the Stoner excitations in the VWIF. Note that the lowest order Stoner contribution is quadratic in T , because the linear term vanishes due to particle-hole symmetry near the Fermi surface. Taking into account that a 2 = 0 at T c yields the Curie-temperature condition [26] 
This equation interpolates between T c = T J and T c = T s , but is rather crude, because it ignores the k-dependence of the quantum states behind the Stoner transition [27] . Since ξ = (a o /a 2 ) 1/2 , both Curie-Weiss and Stoner excitations contribute to the temperature dependence of κ in (6), which complicates the temperature dependence of the magnetization of nanoparticles.
V. MAGNETIZATION IN AN EXTERNAL MAGNETIC FIELD
An important aspect of the functionality of magnetic nanoparticles is their magnetization, which can be aligned by an external magnetic field. Many applications need high magnetizations, but there are exceptions. For example, in medical applications, a high magnetization may lead to harmful nanoparticle aggregation due to magnetostatic interaction.
The magnetization of individual nanoparticles reflects atomic magnetic moments and their ordering through interatomic exchange (Section V). Fig. 4 describes the gen-eral situation, namely, an ensemble of "macrospins" having nanoparticle moments of Nμ B and generally randomly oriented easy-magnetization axes. Several factors contribute to the alignment of the macrospins in an external magnetic field. First, if the particle is very small, then the nanoparticle moment may thermally fluctuate in the magnetic field, which reduces the equilibrium magnetization. For an isotropic nanoparticle, the corresponding energy is
where N is the number of unpaired spins in the nanoparticle and θ is the magnetization angle relative to the magnetic field. Equation (8) yields a Langevin-type temperature dependence, and for small fields, the magnetization
where M o is the saturation magnetization. Half the saturation magnetization is reached when the superspin reaches N = 1.797k B T /μ o μ B H . Taking μ o H = 0.1 T and T = 300 K yields N ≈ 8000 or, with a typical spin density of 0.1 μ B /Å 3 , V = 80 nm 3 and a spherical particle size of 5.4 nm. Here, we have assumed that V ∼ N, which is a good approximation for most nanoparticles, but leads to corrections for particles such as those in Fig. 3 . The equilibrium relation of (9) means that M = 0 after the removal of a magnetic field. In practice, the corresponding magnetization decay is often very slow due to the particles' magnetic anisotropy K 1 . The corresponding relaxation time obeys τ = τ o exp(K 1 V /k B T ), where t o ≈ 10 −9 s [28] . Taking τ = 100 s as a typical laboratory-scale measurement time yields an energy barrier of K 1 V = 25 k B T above which the particle magnetization can be considered blocked. The above example (N = 8000, V = 80 nm 3 , and T = 300 K) then yields a minimum anisotropy of 1.3 MJ/m 3 [13 Mergs/cm 3 ]. Many transition-metal alloys have anisotropies of this order, so that the relationship between Langevin PM and blocking is generally nontrivial.
Since V ∼ N, both the Langevin mechanism of (9) and the blocking expression contain a factor V /k B T . This term can be removed by substitution, which yield a transition field
where
is the anisotropy field. The transition field describes how the magnetization of a nanoparticle ensemble is realized in an external magnetic field. For H < H t , the magnetization relies on blocking, whereas for H > H t , the magnetization is an equilibrium effect. The value of 27.8 is only approximate, because it involves some rule-of-thumb assumptions, such as the degree of magnetization considered (M = 1/2M o ). Note that (10) describes the magnetization mechanism, but is silent about the temperature and particle size at which the magnetization develops. Fig. 5 compares two mechanisms involved in the approach to saturation. First, the external field needs to rotate the magnetization away from the easy axis [ Fig. 5(a) ]. Second, in antiferromagnetic (AFM) and noncollinear magnets, field-induced sublattice canting may create a high-field magnetization [ Fig. 5(b) ]. The slopes d M/d H are proportional to M/2K 1 and 1/J * , respectively, where J * is the intersublattice exchange.
Measured in temperature units, the anisotropy per atom (∼0.1 K) is much smaller than the intersublattice exchange per atom (∼100 K), so that the high-field behavior is often dominated by the anisotropy mechanism [ Fig. 5(a) ]. However, it is not uncommon to encounter nanoparticles with uncompensated AFM moments. Let us divide the nanoparticles into small volumes a 3 , each containing a single atomic spin. For a crystallographic unit cell having the volume V uc and containing n magnetic atoms, a 3 = V uc /n. If all the spins were ferromagnetically aligned, then the magnetization would be M o . However, in the core of an AFM particle, the magnetization contributions from the ↑ and ↓ spins cancel exactly, but this is not necessarily the case at the surface. For a sphere of diameter D, the number of surface spins is π D 2 /a 2 . These spins point in different directions, but there may be correlated surface patches or "facets" in which the spins are parallel. The total number of patches per particle can be parameterized as N p = 4D 2 /l 2 , where l is an effective circular patch size. Since the magnetizations of the surface patches point in random directions, their contributions partially cancel, which reduces the net surface moment by (N p ) 1/2 = 2D/l. Dividing the number of uncompensated surface spins by the total number of spins in the sphere yields
The patch size obeys a < l < D, but is otherwise very difficult to determine. A brute-force estimate is the geometric mean l = (aD) 1/2 , which is well known to be the best averaging procedure involving different orders of magnitude. Putting l into (13) However, quantitative analysis is demanding, because the two mechanisms often co-exist and because the macrospin assumption is violated in Fig. 5(b) .
VI. NANONOPARTICLE ALIGNMENT
IN A VISCOUS MEDIUM Magnetic nanoparticles are normally embedded in a medium whose viscosity η varies between zero (vacuum) and infin- ity (solid matrix). In the intermediate regime, the viscosity affects the c-axis alignment of the nanoparticles in an external magnetic field. The state of the particle is described by the respective angles θ and φ of easy axis and magnetization relative to the applied field (Fig. 6) . On a local scale, the liquid is described by a velocity field v(r), which is the solution of a partial differential equation. The liquid exerts a mechanical torque = −6π V ηdθ /dt on the particle [29] , whose crystallographic orientation is described by θ . The magnetic torque, = −∂ E/∂θ, is equal to
Furthermore, we must ensure magnetic equilibrium, that is, the magnetization adjusts instantaneously to the changes in of the c-axis orientation
A trivial limit is K 1 = 0, which leads to = 0 and dθ /dt = 0. Physically, an external field changes the magnetization direction of a soft-magnetic particle, but leaves the crystalline orientation of the particle unchanged.
In the opposite limit of very hard particles, the magnetization remains parallel to the c-axis (±n), and the alignment is described by the simple nonlinear differential equation
where τ H = 6η/μ o HM is a field-dependent relaxation time. This equation has the implicit solution
where θ o = θ (0) is the initial c-axis angle. Fig. 7 shows the corresponding magnetization M = M s cos(θ) for various initial angles θ o . Close to saturation, the approach is exponential, but for large angles, the nonlinearity of (14) comes into play. This is seen most clearly in the θ o = 160°curve in Fig. 7 . In the linear regime close to saturation, we can expand the magnetic energy E = −K 1 V cos 2 θ −μ o MH cos θ into a power series
and obtain the respective equilibrium and torque conditions 
Equation (17a) can be used to substitute φ, and we obtain τ dθ /dt = −θ with the relaxation time
Two trivial cases are soft particles (K 1 = 0) and the absence of an external field (H = 0), where the relaxation time diverges. For K 1 = ∞, (18) reproduces τ H . The relaxation time is minimized when the external field is equal to the anisotropy field H A = 2K 1 /μ o M s . Fields H > H A cause a reversible deviation of the magnetization away from the easy axis. The excess field does not contribute to the particle rotation, and after field removal, the magnetization jumps back toward the easy axis. For many liquids, the relaxation times are rather small [11] . Consider, for example, hard-magnetic particles (M = 1.5 T) in a field of H = 0.1 T. In the case of water (η = 0.001 Pas), τ = 10 −7 s, so that the kinetic energy of the particles may actually become important. Slow relaxation occurs in polymers, both melts and solutions, and epoxy resins. Glass melts reach the viscosities of the order of 10 12 Pas (τ = 3 y), and the viscosity diverges at the phase and glass transitions [30] . It is interesting to note that the relaxation time of (18) is independent of the particle size.
VII. CONCLUSION
In summary, we have investigated how several physical mechanisms affect the magnetization of isolated metallic nanoparticles, with emphasis on the particle size and temperature dependence of the magnetization. The investigated mechanisms include finite-size scaling, band narrowing at nanoparticle surfaces, approach to saturation, and various types of relaxation and superparamagnetism. Some of the mechanisms are well known in fine-particle magnetism and included for comparison only, but some are not, such as the magnetization enhancement in nanoparticles made from very weak itinerant ferromagnets. This paper highlights the multifaceted nature of nanoparticle magnetism, which is one intriguing aspect of this intriguing class of nanomaterials.
