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Abstract
The method of potential solutions of Fokker-Planck equations is used to develop a transport equation for
the joint probability of N stochastic variables with Lochner’s generalized Dirichlet distribution [1] as its
asymptotic solution. Individual samples of a discrete ensemble, obtained from the system of stochastic
differential equations, equivalent to the Fokker-Planck equation developed here, satisfy a unit-sum constraint
at all times and ensure a bounded sample space, similarly to the process developed in [2] for the Dirichlet
distribution. Consequently, the generalized Dirichlet diffusion process may be used to represent realizations
of a fluctuating ensemble of N variables subject to a conservation principle. Compared to the Dirichlet
distribution and process, the additional parameters of the generalized Dirichlet distribution allow a more
general class of physical processes to be modeled with a more general covariance matrix.
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1 Introduction
We develop a Fokker-Planck equation whose statistically stationary solution (i.e. invariant) is
Lochner’s generalized Dirichlet distribution [1, 3, 4].
The (standard) Dirichlet distribution [5, 6, 7] has been used to represent a set of non-negative
fluctuating variables subject to a unit-sum requirement in a variety of fields, including evolutionary
theory [8], Bayesian statistics [9], geology [10, 11], forensics [12], econometrics [13], turbulent com-
bustion [14], and population biology [15]. Following the method of potential solutions, applied in
[2], we derive a system of coupled stochastic differential equations (SDE) whose (Wiener-process)
diffusion terms are nonlinearly coupled and whose invariant is Lochner’s generalized Dirichlet dis-
tribution.
The standard Dirichlet distribution can only represent non-positive covariances [6], which limits
its application to a specific class of processes. The stochastic system whose invariant is the general-
ized Dirichlet distribution allows for a more general class of physical processes with a more general
covariance matrix. The process may be stationary or non-stationary, not limited to non-positive
covariances, and satisfies the unit-sum requirement at all times, necessary for variables that obey
a conservation principle.
2 Preview of results
The generalized Dirichlet distribution for a set of scalars 0 ≤ Yi, i = 1, . . . ,K,
∑K
i=1 Yi ≤ 1, and
parameters, αi > 0, βi > 0, as given by Lochner [1] reads
G (Y,α,β) =
K∏
i=1
Γ(αi + βi)
Γ(αi)Γ(βi)
Y αi−1i Y
γi
i with Yi = 1−
i∑
k=1
Yk, (1)
1
and γi = βi − αi+1 − βi+1 for i = 1, . . . ,K − 1, and γK = βK − 1. Here Γ(·) denotes the gamma
function. We derive the stochastic diffusion process, governing the scalars, Yi,
dYi(t) =
Ui
2

bi
[
SiYK − (1− Si)Yi
]
+ YiYK
K−1∑
j=i
cij
Yj

 dt+
√
κiYiYKUidWi(t),
i = 1, . . . ,K,
(2)
where dWi(t) is an isotropic vector-valued Wiener process with independent increments [16] and
Ui =
∏K−i
j=1 Y
−1
K−j. We show that the statistically stationary solution of the coupled system of
nonlinear stochastic differential equations in (2) is the generalized Dirichlet distribution, Eq. (1),
provided the coefficients, bi> 0, κi> 0, 0<Si< 1, and cij , with cij =0 for i> j, i, j=1, . . . ,K−1,
satisfy
αi =
bi
κi
Si, i = 1, . . . ,K, (3)
1− γi =
c1i
κ1
= · · · =
cii
κi
, i = 1, . . . ,K − 1, (4)
1 + γK =
b1
κ1
(1− S1) = · · · =
bK
κK
(1− SK). (5)
The restriction on the coefficients ensure reflection towards the interior of the sample space, which
together with the specification YN = YK ensures
N∑
i=1
Yi = 1. (6)
Indeed, if for example Y1=0, the diffusion in Eq. (2) is zero and the drift is strictly positive, while
if Y1=1, the diffusion is zero (as YKU1→0) and the drift is strictly negative.
3 Development of the diffusion process
The diffusion process, Eq. (2), is developed by the method of potential solutions. The steps below
closely follow the methodology introduced in [2], used to derive a diffusion process for the Dirichlet
distribution.
We start from the Itoˆ diffusion process [16] for the stochastic vector, Yi,
dYi(t) = ai(Y)dt+
K∑
j=1
bij(Y)dWj(t), i = 1, . . . ,K, (7)
with drift, ai(Y), diffusion, bij(Y), and the isotropic vector-valued Wiener process, dWj(t). Using
standard methods given in [16] the equivalent Fokker-Planck equation governing the joint proba-
bility, F (Y, t), derived from Eq. (7), is
∂F
∂t
= −
K∑
i=1
∂
∂Yi
[
ai(Y)F
]
+
1
2
K∑
i=1
K∑
j=1
∂2
∂Yi∂Yj
[
Bij(Y)F
]
, Bij =
K∑
k=1
bikbkj. (8)
As the drift and diffusion coefficients are time-homogeneous, ai(Y, t) = ai(Y) and Bij(Y, t) =
Bij(Y), Eq. (7) is a statistically stationary process and the solution of Eq. (8) converges to a
stationary distribution [16], Sec. 6.2.2. Our task is to specify the functional forms of ai(Y) and
bij(Y) so that the stationary solution of Eq. (8) is G (Y), defined by Eq. (1).
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A potential solution of Eq. (8) exists if
∂ lnF
∂Yj
=
K∑
i=1
B−1ij
(
2ai −
K∑
k=1
∂Bik
∂Yk
)
≡ −
∂φ
∂Yj
, j = 1, . . . ,K, (9)
is satisfied, [16] Sec. 6.2.2. Since the left hand side of Eq. (9) is a gradient, the expression on
the right must also be a gradient and can therefore be obtained from a scalar potential denoted
by φ(Y). This puts a constraint on the possible choices of ai and Bij and on the potential, as
φ,ij = φ,ji must also be satisfied. The potential solution is
F (Y) = exp[−φ(Y)]. (10)
Now functional forms of ai(Y) and Bij(Y) that satisfy Eq. (9), with F (Y) ≡ G (Y) are sought.
The mathematical constraints on the specification of ai and Bij are as follows:
1. Bij must be symmetric positive semi-definite. This is to ensure that
• the square-root of Bij (e.g. the Cholesky-decomposition, bij) exists, required by the
correspondence of the stochastic equation (7) and the Fokker-Planck equation (8),
• Eq. (7) represents a diffusion, and
• det(Bij) 6= 0, required by the existence of the inverse in Eq. (9).
2. For a potential solution to exist Eq. (9) must be satisfied.
With F (Y) ≡ G (Y) Eq. (10) shows that the scalar potential must be
− φ(Y) =
K∑
i=1
(αi − 1) ln Yi +
K∑
i=1
γi lnYi. (11)
It is straightforward to verify that the specifications
ai(Y) =
Ui
2

bi
[
SiYK − (1− Si)Yi
]
+ YiYK
K−1∑
j=i
cij
Yj

 , (12)
Bij(Y) =
{
κiYiYKUi for i = j,
0 for i 6= j,
(13)
satisfy the above mathematical constraints, 1. and 2. Here Ui =
∏K−i
j=1 Y
−1
K−j, where an empty
product is assumed to be unity, while an empty sum is zero. In addition to the coefficients bi>0,
κi>0, and 0<Si<1, governing the Dirichlet diffusion process [2], the drift now has the additional
(not all independent) ones, denoted by cij , with cij = 0 for i > j, i, j = 1, . . . ,K − 1.
Substituting Eqs. (11–13) into Eq. (9) yields a system with the same functions on both sides
with different coefficients, yielding the correspondence between the parameters of the generalized
Dirichlet distribution, Eq. (1), and the Fokker-Planck equation (8) with Eqs. (12–13) as
αi =
bi
κi
Si, i = 1, . . . ,K, (14)
1− γi =
c1i
κ1
= · · · =
cii
κi
, i = 1, . . . ,K − 1, (15)
1 + γK =
b1
κ1
(1− S1) = · · · =
bK
κK
(1− SK). (16)
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The above result is arrived at inductively based on the special case of K = 3 in Appendix A. If
Eqs. (14–16) hold, the stationary solution of the Fokker-Planck equation (8) with drift (12) and
diffusion (13) is the generalized Dirichlet distribution, Eq. (1). The same methodology was applied
to the Dirichlet case in [2]. Eqs. (14–16) specify the correspondence between the coefficients of the
stochastic system (7) with drift (12) and diffusion (13) and the generalized Dirichlet distribution,
Eq. (1). With γi = βi − αi+1 − βi+1, i = 1, . . . ,K − 1, and γK = βK − 1, the correspondence
between (αi, βi) and (bi, Si, κi, cij) is also complete. Note that Eqs. (12–13) are one possible way
of specifying drift and diffusion to arrive at a generalized Dirichlet distribution; other functional
forms may be possible. It is straightforward to verify, that setting c1i/κi = · · · = cii/κi = 1 for
i = 1, . . . ,K−1, i.e., γ1 = · · · = γK−1 = 0, in Eqs. (12) and (13) yields the same system in
Eq. (9) as with ai and Bij specified for the (standard) Dirichlet distribution, see Appendix A for
K = 3. The shape of the generalized Dirichlet distribution, Eq. (1), is determined by the 2K
coefficients, αi, βi. Eqs. (14–16) show that in the stochastic system, different combinations of bi,
Si, κi, and cij may yield the same αi, βi and that not all of bi, Si, κi, and cij may be chosen
independently to make the invariant generalized Dirichlet. In other words, a unique set of SDE
coefficients always corresponds to a unique set of distribution parameters, but the converse is not
true: a set of distribution parameters do not uniquely determine all the SDE coefficients, for a
given specific asymptotic generalized Dirichlet distribution.
4 Properties of Dirichlet distributions
It is useful to show how the generalized Dirichlet distribution, Eq. (1), reduces to standard Dirichlet,
and their univariate case, the beta distribution.
4.1 Density functions
Setting γ1 = · · · = γK−1 = 0 in Eq. (1) yields the (standard) Dirichlet distribution
D(Y,ω) =
Γ
(∑N
i=1 ωi
)
∏N
i=1 Γ(ωi)
N∏
i=1
Y ωi−1i , (17)
with ωi = αi, i = 1, . . . ,K = N − 1, ωN = βK , and YN = 1 −
∑K
j=1 Yj. In the univariate case,
K = N − 1 = 1, Y = (Y1, Y2) = (Y, 1−Y ), both G and D yield the beta distribution
B(Y, α, β) =
Γ(α+ β)
Γ(α)Γ(β)
Y α−1(1− Y )β−1, (18)
with ω1 = α and ω2 = β.
G , D , and B are zero outside the K-dimensional generalized triangle; the sample spaces are
bounded. Compared to D , there are K − 1 additional parameters in G for a set of K scalars.
4.2 Moments
All moments of the generalized Dirichlet distribution, Eq. (1), can be obtained from αi and βi of
which the first two are [3, 4]
〈Yi〉 =
∫
YiG (Y)dY =
αi
αi + βi
i−1∏
j=1
βj
αj + βj
, (19)
〈yiyj〉 = 〈(Yi − 〈Yi〉)(Yj − 〈Yj〉)〉 =


〈Yi〉
(
αi + 1
αi + βi + 1
Mi−1 − 〈Yi〉
)
for i = j,
〈Yj〉
(
αi
αi + βi + 1
Mi−1 − 〈Yi〉
)
for i 6= j,
(20)
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i, j = 1, . . . ,K,
where Mi−1 =
∏i−1
k=1(βk + 1)/(αk + βk + 1). Setting γ1 = · · · = γK−1 = 0, with ωi = αi,
i = 1, . . . ,K = N − 1, ωN = βK , in Eqs. (19–20) reduces to the first two moments of the Dirichlet
distribution,
〈Yi〉 =
ωi
ω
, (21)
〈yiyj〉 =


ωi(ω − ωi)
ω2(ω + 1)
for i = j,
−ωiωj
ω2(ω + 1)
for i 6= j,
(22)
i, j = 1, . . . ,K,
where ω =
∑N
j=1 ωj. Eq. (20) shows that in the generalized Dirichlet distribution Y1 is always
negatively correlated with the other scalars. However, Yj and Ym can be positively correlated for
j,m > 1, see also [1]. According to Wong [4], “If there exists some m > j such that Yj and Ym
are positively (negatively) correlated, then Yj will be positively (negatively) correlated with Yn for
all n > j.” This can be seen from Eq. (20): the sign of 〈ymyj〉 is independent of j, so the sign
of 〈ymyj〉, m > j will imply the signs of all 〈ynyj〉, n > j. This is in contrast with the Dirichlet
distribution, Eq. (17), whose covariances are always non-positive as can be seen from Eq. (22).
In the univariate case, K = N − 1 = 1, Y = (Y1, Y2) = (Y, 1−Y ), the first two moments
of both the generalized and the standard Dirichlet distributions, Eqs. (19–20) and Eqs. (21–22),
respectively, reduce to the moments of the beta distribution, with ω1 = α and ω2 = β,
〈Y 〉 =
α
α+ β
, (23)
〈y2〉 =
αβ
(α+ β)2(α+ β + 1)
. (24)
5 Relation to other diffusion processes
It also useful to relate the generalized Dirichlet process, Eq. (2), to other multivariate diffusion
processes with linear drift and quadratic diffusion.
Setting c1i/κi = · · · = cii/κi = 1 for i = 1, . . . ,K−1, in Eq. (2) yields
dYi(t) =
bi
2
[
SiYN − (1− Si)Yi
]
dt+
√
κiYiYNdWi(t), i = 1, . . . ,K = N − 1, (25)
with YN =1−
∑N−1
j=1 Yj whose invariant is the (standard) Dirichlet distribution, Eq. (17). Eq. (25)
is discussed in [2]. Another diffusion process whose invariant is also Dirichlet is the multivariate
Wright-Fisher process [15],
dYi(t) =
1
2
(ωi − ωYi)dt+
K∑
j=1
√
Yi(δij − Yj)dWij(t), i = 1, . . . ,K = N − 1, (26)
where δij is Kronecker’s delta. Another process similar to Eqs. (2), (25), and (26) is the multivariate
Jacobi process, used in econometrics,
dYi(t) = a(Yi − pii)dt+
√
cYidWi(t)−
N−1∑
j=1
Yi
√
cYjdWj(t), i = 1, . . . , N (27)
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of Gourieroux & Jasiak [13] with a < 0, c > 0, piα > 0, and
∑N
j=1 pij = 1.
In the univariate case, K = N − 1 = 1, Y = (Y1, Y2) = (Y, 1−Y ), the generalized Dirichlet,
Dirichlet, Wright-Fisher, and Jacobi diffusions, Eqs. (2), (25), (26), (27), respectively, all reduce to
dY (t) =
b
2
(S − Y )dt+
√
κY (1− Y )dW (t), (28)
see also [17], whose invariant is the beta distribution, which belongs to the family of Pearson
diffusions, discussed in detail by Forman & Sorensen [18].
6 Summary
Following the development in [2] we started with a multivariate distribution for a set of stochastic
variables that satisfies a conservation principle in which all variables sum to unity. Applying the
constraints on the existence of potential solutions of Fokker-Planck equations, we derived a system
of stochastic differential equations (2) whose joint distribution in the statistically stationary state
is Lochner’s generalized Dirichlet distribution, Eq. (1). Eq. (2) is a generalization of the Dirichlet
diffusion process developed in [2]. Compared to the standard Dirichlet process, the generalized
diffusion allows for representing a more general class of stochastic processes with a more general
covariance matrix. The process may be stationary or non-stationary, not limited to non-positive
covariances, and satisfies the unit-sum requirement, Eq. (6), at all times, necessary for variables
that obey a conservation principle.
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Appendix A: Inductive proof of Eqs. (14–16) based on K = 3
Eqs. (14–16) are now arrived at for K = 3, yielding the correspondence of the generalized Dirichlet
distribution, Eq. (1), and its stochastic process, Eq. (2), for K = 3. The procedure generalizes to
arbitrary K > 3.
From Eq. (11) the scalar potential for K = 3 is
−φ(Y1, Y2, Y3) = (α1 − 1) ln Y1 + (α2 − 1) ln Y2 + (α3 − 1) ln Y3
+ γ1 ln(1− Y1) + γ2 ln(1− Y1 − Y2) + γ3 ln(1− Y1 − Y2 − Y3). (29)
From Eqs. (12–13) the drift and diffusion for K = 3 are
a1 =
b1/2
(1− Y1)(1 − Y1 − Y2)
[
S1(1− Y1 − Y2 − Y3)− (1− S1)Y1
]
+
Y1(1− Y1 − Y2 − Y3)
(1− Y1)(1− Y1 − Y2)
[
c11/2
1− Y1
+
c12/2
1− Y1 − Y2
]
, (30)
a2 =
b2/2
1− Y1 − Y2
[
S2(1− Y1 − Y2 − Y3)− (1− S2)Y2
]
+
c22
2
·
Y2(1− Y1 − Y2 − Y3)
(1− Y1 − Y2)2
, (31)
a3 =
b3
2
[
S3(1− Y1 − Y2 − Y3)− (1− S3)Y3
]
, (32)
B11 = κ1
Y1(1− Y1 − Y2 − Y3)
(1− Y1)(1− Y1 − Y2)
, (33)
B22 = κ2
Y2(1− Y1 − Y2 − Y3)
1− Y1 − Y2
, (34)
B33 = κ3Y3(1− Y1 − Y2 − Y3), (35)
B12 = B23 = B13 = 0, (36)
Substituting Eqs. (29–36) into Eq. (9) for K=3 yields
α1 − 1
Y1
−
γ1
1− Y1
−
γ2
1− Y1 − Y2
−
γ3
1− Y1 − Y2 − Y3
=
=
(
b1
κ1
S1 − 1
)
1
Y1
+
(
c11
κ1
− 1
)
1
1− Y1
+
(
c12
κ1
− 1
)
1
1− Y1 − Y2
+
[
1−
b1
κ1
(1− S1)
]
1
1− Y1 − Y2 − Y3
, (37)
α2 − 1
Y2
−
γ2
1− Y1 − Y2
−
γ3
1− Y1 − Y2 − Y3
=
=
(
b2
κ2
S2 − 1
)
1
Y2
+
(
c22
κ2
− 1
)
1
1− Y1 − Y2
+
[
1−
b2
κ2
(1− S2)
]
1
1− Y1 − Y2 − Y3
, (38)
α3 − 1
Y3
−
γ3
1− Y1 − Y2 − Y3
=
(
b3
κ3
S3 − 1
)
1
Y3
+
[
1−
b3
κ3
(1− S3)
]
1
1− Y1 − Y2 − Y3
, (39)
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which shows that if
α1 =
b1
κ1
S1, (40)
α2 =
b2
κ2
S2, (41)
α3 =
b3
κ3
S3, (42)
1− γ1 =
c11
κ1
, (43)
1− γ2 =
c12
κ1
=
c22
κ2
, (44)
1 + γ3 =
b1
κ1
(1− S1) =
b2
κ2
(1− S2) =
b3
κ3
(1− S3), (45)
all hold, the invariant of Eq. (2) is Eq. (1) for K = 3,
G (Y1, Y2, Y3, α1, α2, α3, β1, β2, β3) =
Γ(α1 + β1)Γ(α2 + β2)Γ(α3 + β3)
Γ(α1)Γ(β1)Γ(α2)Γ(β2)Γ(α3)Γ(β3)
× (46)
×Y α1−1
1
Y α2−1
2
Y α3−1
3
(1− Y1)
γ1(1− Y1 − Y2)
γ2(1− Y1 − Y2 − Y3)
γ3 ,
with
γ1 = β1 − α2 − β2, γ2 = β2 − α3 − β3, γ3 = β3 − 1. (47)
Eqs. (40–45) give the correspondence between the coefficients of the stochastic system, Eq. (2),
and its invariant, Eq. (1), for K = 3. With Eq. (47) the correspondence between the parameters
of the joint probability density function (PDF), (α1, α2, α3, β1, β2, β3), and the coefficients of the
stochastic system, (b1, b2, b3, S1, S2, S3, κ1, κ2, κ3, c11, c12, c22), is also given.
It is straightforward to verify that setting γ1 = γ2 = 0 in Eq. (46) yields the Dirichlet distribu-
tion, Eq. (17), for K = 3 (N = 4),
D(Y1, Y2, Y3, ω1, ω2, ω3, ω4) =
Γ(ω1 + ω2 + ω3 + ω4)
Γ(ω1)Γ(ω2)Γ(ω3)Γ(ω4)
Y ω1−1
1
Y ω2−1
2
Y ω3−1
3
(1− Y1 − Y2 − Y3)
ω4−1 (48)
with
ω1 = α1, ω2 = α2, ω3 = α3, ω4 = β3. (49)
Similarly, setting c11/κ1 = c12/κ1 = c22/κ2 = 1 in Eqs. (37–38) reduces to the system corresponding
that of the Dirichlet case [2].
Appendix B: Numerical simulation: The effect of the extra coefficient for K = 2
Numerical simulations are used to demonstrate the effect of the extra coefficient, c11, compared to
the standard Dirichlet case, given in [2].
The time-evolution of an ensemble of 10,000 particles has been numerically computed by inte-
grating the system (7), with drift and diffusion (12–13), for K = 2, i.e., (Y1, Y2, Y3 = 1− Y1 − Y2),
dY1 =
b1/2
1− Y1
[
S1Y3 − (1− S1)Y1
]
dt+
Y1Y3
1− Y1
·
c11/2
1− Y1
dt+
√
κ1
Y1Y3
1− Y1
dW1, (50)
dY2 =
b2
2
[
S2Y3 − (1− S2)Y2
]
dt+
√
κ2Y2Y3dW2, (51)
Y3 = 1− Y1 − Y2. (52)
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Tab. 1: Coefficients of Eqs. (50–52) and asymptotic moments for three simulation cases.
Asymptotic moments for K = 2,
see Eqs. (19–20)
〈Y1〉 =
α1
α1 + β1
〈Y2〉 =
α2
α2 + β2
·
α1
α1 + β1〈
y21
〉
= 〈Y1〉
(
α1 + 1
α1 + β1 + 1
− 〈Y1〉
)
〈
y22
〉
= 〈Y2〉
(
α2 + 1
α2 + β2 + 1
·
α1 + 1
α1 + β1 + 1
− 〈Y2〉
)
〈y1y2〉 = 〈Y2〉
(
α1
α1 + β1 + 1
− 〈Y1〉
)
Dirichlet SDE coefficients (common to all cases)
b1 = 1/10
S1 = 5/8
κ1 = 1/80
b2 = 3/2
S2 = 2/5
κ2 = 3/10
Generalized Dirichlet SDE coefficients
c11 = κ11 = 1/80
c11 = −1/80
c11 = −1/4
(case 1)
(case 2)
(case 3)
PDF parameters from the SDE coefficients,
see Eqs. (14–16)
α1 =
b1
κ1
S1
α2 =
b2
κ2
S2
1− γ1 =
c11
κ1
1 + γ2 =
b1
κ1
(1− S1) =
b2
κ2
(1− S2)
β2 = 1 + γ2 =
b1
κ1
(1− S1) =
b2
κ2
(1− S2)
β1 = γ1 + α2 + β2 = 1−
c11
κ1
+ α2 + β2
SDE asymptotic moments for cases 1, 2, 3
c11 =
1
80
α1 = 5
α2 = 2
β2 = 3
β1 = 5
〈Y1〉 =
1
2
〈Y2〉 =
1
5〈
y21
〉
=
1
44〈
y22
〉
=
4
275
〈y1y2〉 = −
1
110
c11 = −
1
80
α1 = 5
α2 = 2
β2 = 3
β1 = 7
〈Y1〉 =
5
12
〈Y2〉 =
7
30〈
y21
〉
=
35
1872〈
y22
〉
=
609
35100
〈y1y2〉 = −
35
4680
c11 = −
1
4
α1 = 5
α2 = 2
β2 = 3
β1 = 26
〈Y1〉 =
5
31
〈Y2〉 =
52
155〈
y21
〉
=
65
15376〈
y22
〉
=
11141
384400
〈y1y2〉 = −
13
7688
In Eqs. (50–51) dW1 and dW2 are independent Wiener processes, sampled from Gaussian streams
of random numbers with mean 〈dWi〉 = 0 and covariance 〈dWidWj〉 = δijdt. Eqs. (50–52) were
advanced in time with the Euler-Maruyama scheme [19] with time step ∆t=0.025. The coefficients
of the stochastic system (50–52), the corresponding parameters and the first two moments of the
asymptotic generalized Dirichlet distributions for K=2 are shown in Table 1. Three different cases
were simulated. Here the initial condition of (Y1, Y2) ≡ 0 was used. The initial PDF in all cases is
the same: all samples are zero and the PDF is therefore not Dirichlet nor Generalized Dirichlet, see
also [2] for nonzero but different non-Dirichlet initial conditions. Our motivation is two-fold: (1) to
show that the solution approaches the invariant, and (2) to show how the new additional parameter
in the generalized Dirichlet SDE affects the dynamics. Had the initial conditions coincided with
the given invariant, the PDF (and its statistics) would not have changed in time – as has been
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Fig. 1: Time evolution of the first two moments of Eqs. (50–52). First row: c11=κ1=1/80 (standard
Dirichlet, see also [2]), second row: c11=−1/80, third row: c11=−1/4.
demonstrated mathematically. The SDE coefficients in the three simulations only differ in the
extra generalized Dirichlet coefficient, c11, otherwise, the setup corresponds to the example in [2].
In the first simulation c11 = κ1 = 1/80, i.e., c11 is not a free coefficient and is chosen to yield an
asymptotic solution that is a (standard) Dirichlet, the same as in [2]. In the second and third
simulations c11 are freely chosen and thus yield generalized Dirichlet solutions. Figure 1 shows the
evolutions of the first two moments in time for the three cases.
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