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Introduction générale
La modélisation électromagnétique offre aujourd’hui une large gamme de solutions
pour étudier le comportement des systèmes électromagnétiques. Recourir à un calcul
numérique nécessite des moyens supplémentaires par rapport à la feuille de papier. La
simulation de ces systèmes est devenue un outil incontournable de la conception des
dispositifs hyperfréquences. Elle permet en effet d’éviter de nombreuses étapes de proto-
typage. Historiquement, de nombreux modèles électromagnétiques numériques ont été
proposés. Leur conception était liée à la taille des problèmes à résoudre ainsi qu’à l’évolu-
tion des capacités informatiques disponibles pour effectuer la résolution. C’est pourquoi,
des méthodes nécessitant de faibles ressources ont d’abord vu le jour. Des modèles tels
que la méthode des moments (MoM) ont connu un fort développement tout en réser-
vant leurs applications à des types de structures particulières. Au même moment, des
modèles plus généraux ont été crées mais sont restés dans les tiroirs faute de moyens
informatiques.
Grâce aux progrès accomplis depuis les années quatre-vingt, l’électromagnétisme
numérique apparaît en tant qu’une discipline nouvelle qui a pu naître grâce à l’appa-
rition des calculateurs modernes. Elle s’insère actuellement dans la démarche générale
du calcul scientifique au service de l’industrie et elle est promise à un bel avenir. La
simulation numérique est de plus en plus l’étape clé qui permet de gagner du temps au
cours de la boucle de conception, et d’aborder des problèmes réalistes.
La période des années quatre-vingt-dix a vu l’extension de nouveaux algorithmes de
bases, permettant de modéliser des structures simples et une course à la généralité
a commencé. Les premiers logiciels commerciaux ont alors fait leur apparition. Sauf
qu’aujourd’hui les enjeux se situent au niveau de l’optimisation. C’est à dire que jusqu’à
présent aucune méthode numérique ne s’est imposée comme la solution à tous les
problèmes rencontrés. Chacune jouit d’un domaine d’application privilégié où son
efficacité est reconnue.
Les simulateurs commerciaux permettent d’effectuer une analyse électromagnétique
des dispositifs hyperfréquences. Ces logiciels sont basés sur diverses méthodes que l’on
nomme rigoureuses en vertu du cadre d’approximation qui leur est propre et qui est
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voué à une analyse des dispositifs ayant pour taille quelques fois, voire quelques dizaine
de fois, la longueur d’onde de travail. Elles peuvent être classées en fonction du domaine
de la variable (temporel ou fréquentiel) ainsi que du domaine de l’opérateur (différentiel
ou intégral). Elles sont également classées à partir du type de domaine utilisé pour la
résolution (volume ou surface).
La méthode TLM (Transmission Line Matrix) à laquelle nous allons nous intéresser
est apparue au début en tant que méthode temporelle ; l’évolution des grandeurs (champ
électromagnétique) était calculée dans le temps. Les premiers fondements de la TLM sont
en fait expérimentaux. Il s’agissait de considérer un système de lignes bifilaires dont les
tensions de connexions simulent la distribution du champ électrique dans une structure
bidimensionnelle. Ce n’est que plus tard que le modèle de propagation par un principe
d’équivalence basé sur les équations des courants et tensions d’un système de lignes de
transmission interconnectées fût proposé par Johns et Beurle. Il s’agit, en effet, d’un mo-
dèle suivant le principe d’Huygens. Comme il est difficile de décrire mathématiquement
le modèle de propagation d’Huygens, Johns a proposé le modèle simplifié de la TLM [1]
comme alternative.
Nous nous sommes intéressés dans ce travail à la FD-TLM (Frequency Domain TLM) :
une formulation de la TLM dans le domaine fréquentiel. Depuis son apparition en 1992,
l’approche fréquentielle était extraite des équations deMaxwell dans le domaine fréquen-
tiel [7] et aucune relation avec son homologue temporel n’a été évoquée. Récemment,
Chen et Ney ont montré qu’il est possible d’obtenir l’une des approches à partir de l’autre
en appliquant une transformée de Fourier ou son inverse [8]. En se basant sur ce lien entre
les deux méthodes, nous avons présenté la formulation de la FD-TLM où nous avons es-
sayé de contourner plusieurs aspects de la méthode et exporter quelques techniques déjà
exploitées en TD-TLM dans le but d’étendre le domaine d’application de la FD-TLM.
En effet, afin d’avoir une étude complète de la méthode, nous avons fait le tour des
différents points qui doivent être traités dans une méthode numérique volumique à sa-
voir, le maillage, la dispersion, les frontières absorbantes et l’optimisation.
Ainsi, ce rapport est divisé en cinq chapitres. Dans le premier, nous nous focalisons
sur le maillage où nous présentons différents types de noeuds. Comme nous partons de
la formulation temporelle nous avons gardé les mêmes noeuds qui y sont développés,
particulièrement les noeuds condensés (SCN), (HSCN) et (SSCN). Dans le deuxième cha-
pitre, nous avons analysé l’erreur de vitesse en FD-TLM en développant une relation
analytique exacte de la dispersion. Par la suite, il était indispensable de développer des
conditions absorbantes permettant de limiter le domaine de calcul de la méthode. Ainsi,
nous avons présenté les formulations fréquentielles des couches parfaitement adaptées
puis des opérateurs d’ondes unidirectionnels. Finalement, nous nous sommes intéressés
au volet optimisation dans les deux derniers chapitres où nous avons étudié la méthode
de segmentation (diakoptic).
CHAPITRE
1 Etat de l’art sur la




La TLM (Transmission LineMatrix) est apparue au début en tant queméthode tempo-
relle. Le passage à l’approche fréquentielle était effectué plus tard afin d’élargir la gamme
d’application de la méthode. L’approche fréquentielle peut être extraite à partir des équa-
tions de Maxwell dans le domaine fréquentiel ou directement à partir de la formulation
temporelle. Cette dernière approche sera développée dans ce chapitre. Nous présentons,
en premier lieu, le principe général de la méthode TLM dans sa formulation temporelle.
Par la suite, nous nous sommes intéressés au passage du domaine temporel au domaine
fréquentiel. Finalement, nous présentons les différents types des noeuds TLM, particu-
lièrement les noeuds condensés qui seront considérés dans ce travail. Nous notons, dans
ce qui suit, par TD-TLM (Time-Domain TLM) la TLM dans le domaine temporel et par
FD-TLM (Frequency-Domain TLM), la TLM dans le domaine fréquentiel.
1.2 Etat de l’art sur la méthode
1.2.1 Les premiers fondements de la TLM
La méthode TLM a été inventée par P.B.Johns et R.L.Beurle en 1971 [1]. Elle était
conçue en tant que méthode volumique temporelle où les équations de Maxwell sont
échantillonnées dans l’espace et le temps. Les premiers fondements de la TLM se ba-
saient sur l’expérience. Il s’agissait, en effet, de considérer un système de ligne bifilaire
dont les tensions de connexion agissent sur la distribution du champ électrique dans une
structure bidimensionnelle. La méthode était, par la suite, étendue à trois dimensions par
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Johns et Akhtarzad [2] [3] en faisant inclure l’effet d’un milieu diélectrique et des pertes.
En se basant sur le travail de ces auteurs, des recherches ultérieures ont rajouté d’autres
fonctions et améliorations à la méthode tels que, le maillage variable, les noeuds conden-
sés, les techniques de corrections d’erreur et la modélisation des milieux anisotropes.
1.2.2 Le principe de base de la méthode
La méthode TLM repose sur le principe de Huygens en faisant l’analogie entre la pro-
pagation des ondes électromagnétiques dans un milieu et la propagation des tensions et
des courants dans un réseau de ligne de transmission. Cette analogie est naturelle si l’on
considère la ressemblance frappante des équations de Maxwell avec les équations télé-
graphistes. C’est pour cette raison que la méthode TLM est qualifiée de "physique".
Dans un réseau TLM, une onde arrivant au centre d’un noeud sera réfléchie en quatre






4 (voir figure (1.1)). D’après Huygens [4], un
front d’onde est le résultat de l’interférence constructive d’une infinité d’ondes circu-
laires crées par les points qui forment le front d’onde précédent. En appliquant ce prin-









4 , arrivant au centre d’un noeud , la tension réfléchie résultante sur













−k V in. (1.1)
Figure 1.1 Phénomène d’incidence suivi de réflexion d’une impulsion au niveau
d’un noeud dans un réseau TLM bidimensionnel.
Ce phénomène peut être entièrement décrit par la matrice de répartition (1.2) reliant
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De plus, toute tension réfléchie d’un noeud sera automatiquement incidente au noeud
voisin. Par conséquent, si les amplitudes, les positons et les directions de toutes les im-
pulsions sont connues à l’instant k∆t, leur valeur à l’instant (k+1)∆t peut être obtenue en
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appliquant (1.2). Ainsi, la réponse impulsionnelle de la structure des lignes est retrouvée
en fixant les valeurs initiales des amplitudes, directions et positions de toutes les impul-
sions à t = 0, puis calculer l’état de la structure aux intervalles de temps qui suivent. Ce
processus décrit l’algorithme de base de la méthode TLM, il est encore plus détaillé dans
la figure (1.2) représentant trois itérations successives dans un réseau bidimensionnel de
lignes. Finalement, la distribution des champs est obtenue en se basant sur la parfaite
analogie entre les tensions/courants et les champs électriques/magnétiques.
Figure 1.2 les réflexions consécutives dans un réseau 2D TLM excité par une impul-
sion de Dirac.
1.3 Le passage du domaine temporel au domaine fréquentiel
1.3.1 Apparition de la FD-TLM
Il est vrai que les méthodes temporelles ont présenté une grande efficacité dans la mo-
délisation des structures électromagnétiques. La TD-TLM, par exemple, permet d’avoir
la distribution du champ sur une large bande de fréquence en une seule exécution en
effectuant une transformée de Fourier à la réponse impulsionnelle. De plus, elle est très
adaptée au calcul des structures non linéaires. Toutefois, l’approche temporelle est moins
efficace quand il s’agit de modéliser des structures à bande étroite ou qui présentent un
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caractère dispersif. Il est clair qu’il n’est pas nécessaire d’avoir la réponse sur la totalité
de la bande de fréquence si on simule une structure sélective en fréquence !
Le concept de la TLM dans le domaine fréquentiel était introduit par Hang Jin et al. en
1992 [5], soit vingt ans après l’apparition de la TD-TLM. La méthode combine la flexi-
bilité de la TLM dans sa formulation temporelle commune et l’efficacité des techniques
fréquentielles. Dans cette approche de Hang Jin, une excitation sinusoïdale à une fré-
quence angulaire ω est appliquée au réseau des lignes TLM. Par conséquent, si le milieu
est linéaire, le régime permanent peut exister, et la réponse sera sinusoïdale partout. L’al-
gorithme fréquentiel est fonctionnel à n’importe quelle fréquence et ne nécessite que le
calcul de l’amplitude et la phase des tensions. Par la suite, une autre approche fréquen-
tielle de la TLM développée par Christopoulos et al. a été dérivée des équations de Max-
well dans leur forme fréquentielle [6].
En dépit de tous les développements fréquentiels de la TLM, la relation entre l’approche
temporelle et l’approche fréquentielle a dernièrement été abordé par M.Ney et D.Z.Chen
[8] où les auteurs ont montré qu’il est possible d’avoir une correspondance entre les deux
domaines. Chacune des formulations (temporelle ou fréquentielle) peut être dérivée à
partir de l’autre en appliquant une transformée de Fourier discrète ou son inverse. cette
relation a été considérée dans ce travail afin d’extraire la formulation fréquentielle de la
TLM.
1.3.2 Relation entre la TD-TLM et la FD-TLM
On présente dans ce paragraphe les étapes de calcul pour passer de la méthode TLM
dans le domaine temporel à celle dans le domaine fréquentiel. Des calculs plus détaillés
sont publiés dans [8].
1.3.2.1 La transformée de Fourier discrète
Si le réseau TLM est excité par une impulsion de Dirac, la tension calculée au niveau
d’un noeud donné s’écrit :




Vkδ(t − k∆t), (1.3)
où δ(t− k∆t) est la fonction de Dirac qui est nulle partout sauf à t = k∆t, où∆t est la
période temporelle d’échantillonnage et Vk est l’amplitude de l’impulsion à t = k∆t. En
appliquant une transformée de Fourier à (1.3), nous obtenons :
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La transformée de Fourier inverse s’écrit :
Vk = F





Les équations (1.4) et (1.5) présentent la formulation générale de transformée de Fou-
rier discrète. La tension V (ω) est périodique avec une période de 2pi/∆t. De plus ces
équations sont fonction de ejω∆t = ej2pif∆t, où f∆t = f/ 1∆t est considérée comme la
fréquence normalisée par rapport à la fréquence d’échantillonnage égale à 1/∆t.
L’une des propriétés de cette transformée de Fourier est de représenter le déphasage
temporel∆t sous forme de multiplication par une exponentielle ejω∆t. En effet :










= ejω∆tF (Vk). (1.6)
1.3.2.2 Formulation de la FD-TLM à partir de la TD-TLM
La TLM est basée sur deux étapes principales. la première relie les tensions incidentes
et réfléchies au centre d’un noeud et est exprimée par l’équation suivante :
[V r]k = [S][V
i]k. (1.7)
où k est l’indice temporel relié au pas temporel∆t.
La deuxième met en évidence la connexion entre noeuds adjacents. Elle inclut également
les conditions aux frontières et les conditions absorbantes et obéit à la relation (1.8) :
[V i]k+1 = [C]k[V
r]. (1.8)
Contrairement à la TD-TLM, où chacune des matrices [S] et [C] a une taille (n × n) (n
étant le nombre de tensions dans un noeud), la FD-TLM fonctionne avec des matrices de
taille N2 fois plus grande ; soit (n ×N,n ×N), où N est le nombre total de mailles dans
la structure. Il est de même pour les vecteurs tensions incidentes [V i] et réfléchies [V r].
En effet, l’impulsion incidente au kème instant à un noeud quelconque du maillage est
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T représente la transposée. La propagation de l’impulsion d’un noeud à un noeud adja-
cent induit un certain retard égal au pas temporel ∆t. Ainsi, l’impulsion réfléchie [V r]k
nécessite une durée∆t pour atteindre le noeud adjacent et devient [V i]k+1. De plus, si la
structure présente une excitation, la relation (1.8) devient :
[V i]k+1 = [C][V
r]k + [V
i(excit)]k+1. (1.9)
où [V i(excit)] présente la source d’esxcitation. En appliquant la transformée de Fourier
discrète présentée dans la section précédente, la FD-TLM peut être facilement obtenue
à partir de la TD-TLM. Comme dans la plus part des cas, les matrices [S] et [C] ne dé-
pendent pas du temps, la transformée de Fourier des relations (1.7) et (1.9) donne :
[V r(ω)] = [S][V i(ω)], (1.10)
ejω∆t[V i(ω)] = [C][V r(ω)] + [V i(excit)(ω)]. (1.11)
Il est clair que l’indice k a disparu et que les tensions sont, désormais, fonction de la
fréquence angulaire ω.
Etant donné que le calcul des champs aux centres des cellules ne fait intervenir que
des tensions incidentes, il fallait obtenir une relation qui ne dépend que de [V i(ω)], d’où
la combinaison des équations (1.10) et (1.11) qui donne :
([I]− e−jω∆t[C][S])[V i(ω)] = [V i(excit)(ω)], (1.12)
où [I] est la matrice identité. Dans le cas d’une structure résonnante, l’excitation est nulle
et l’équation (1.12) est réduite à (1.13) qui représente un problème aux valeurs propres.
([I] − e−jω∆t[C][S])[V i(ω)] = [0] (1.13)
Une fois ces tensions sont calculées, elles seront utilisées pour retrouver les tensions et
les courants totaux qui correspondent aux champs électrique etmagnétique. Par exemple,
dans le cas du noeud classique symétrique condensé (SCN) décrit dans la section (1.4), la
















En appliquant la transformée de Fourier à (1.14), nous obtenons facilement le champ
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où les tensions V im,m = 1, 2, 9, 12 sont obtenues à partir de (1.12).
Ce résultat était bien détaillé par Hang Jin et Chen dans [7] et [9]. Les équations (1.12)
ou (1.13) permettent d’obtenir le vecteur des tensions incidentes à une fréquence f don-
née. Il s’agit de résoudre un système linéaire du type AX = B ou encore un problème
aux valeurs propres AX = 0. Dans le premier cas, l’inversion matricielle pourrait être
une méthode directe sauf qu’elle est coûteuse en temps de calcul et en espace mémoire.
Heureusement, les matrice [S] et [C] sont creuses, réelles et, dans la plus part des cas,
symétriques. Notre outil de travail est principalement MATLAB où des fonctions pré-
définies permettent une manipulation simple de ces matrices en termes de déclaration,
d’inversion et d’autres opérations [10]. De plus, nous avons choisi les méthodes itératives
pour la résolution de (1.12), plus précisement, la méthode du moindre carré moyen, dont
on teste la convergence pour la résolution de ce système. Dans le second cas (B = 0), il
s’agit de retrouver les valeurs propres de la matrice ([A] = [I]−e−jω∆t[C][S]) en résolvant
det([A]) = 0. Etant donné que les vecteurs mis en équations ont une taille (n ×N), puis-
qu’ils représentent tous les noeuds de la structure, les tensions incidentes sont obtenues
au niveau de chaque noeud en une seule itération à une fréquence angulaire fixe ω.
1.4 Les noeuds condensés symétriques classiques
Dans ce qui suit nous nous contentons des formules générales qui concernent les
noeuds condensés et qui seront utilisées dans ce travail. Les détails de calcul peuvent
être trouvés dans [15].
1.4.1 Les premiers noeuds TLM
Quand la TLM fût introduite en 1992 [1], sa formulation était bidimensionnelle et le
noeud utilisé s’appelait noeud parallèle (shunt node). Il s’agit d’une jonction parallèle
entre deux lignes de transmission qui produit une discontinuité d’impédance entre cha-
cune des lignes. Le noeud série (series node) est apparu, par la suite, permettant aussi la
modélisation des milieux homogènes et des matériaux à pertes [3] [11]. La combinaison
entre ces deux types de noeuds (série et parallèle) a engendré donne le noeud 3D distri-
bué [12]. La théorie et l’application de ces différents maillages est présentée dans [13]. Le
principal inconvénient des noeuds distribués réside dans leur configuration assez com-
pliquée. En effet, le noeud présente différents points de réflexion où les composantes
des champs sont calculées à des endroits et instants différents. Ceci génère des erreurs
dans la modélisation de certaines parois absorbantes ainsi que des frontières entre des
matériaux différents. Ces difficultés rencontrées avec le noeud distribué ont mené au dé-
veloppement des noeuds condensés [14]. Le premier noeud condensé appelé (ACN) pour
"Asymmetrical Condensed Node", avait l’avantage de ramener le processus de réflexion
en un unique point du noeud qui est le centre. Toutes les composantes des champs sont
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alors calculées au même instant. Les conditions aux frontières sont modélisées au niveau
du noeud et particulièrement à la moitié de la distance séparant les centres des noeuds
adjacents. Le noeud (ACN) a présenté, certes, un avantage par rapports au noeud distri-
bué, mais il garde l’inconvénient de l’asymétrie, c’est à dire que le noeud série et le noeud
parallèle qui y sont combinés n’ont pas la même taille. Ainsi, les conditions aux limites
au niveau du noeud diffèrent suivant la direction considérée. Afin de contourner cette
difficulté, P.B.Johns a développé le premier noeud symétrique condensé [17], qui était à
l’origine de l’apparition des différents noeuds condensés dont les principaux seront dé-
veloppés dans ce qui suit.
1.4.2 Le noeud symétrique condensé SCN
Le SCN (Symmetrical Condensed Node) consiste en un dispositif à six bras dont cha-
cun est alimenté par deux tensions perpendiculaires. Les tailles de ces lignes de transmis-
sion sont notées∆x,∆y et∆z suivant, respectivement, les axes x, y et z. En se basant sur
la conservation de courant et sur la condition d’unitarité, Johns détermine la matrice de
répartition du dispositif symétrique. La correspondance avec les équations de Maxwell
sera formellement établie plus tard par plusieurs auteurs [16]. Les six composantes du
champ électromagnétique rapportées au point central de la cellule à l’instant (k + 1)∆t,
sont des combinaisons linéaires de douze ondes planes, incidentes de six directions per-
pendiculaires de l’espace à l’instant k∆t. Le noeud ainsi obtenu possède une matrice
de répartition [S] d’ordre 12 dans le cas d’une cellule cubique et d’un milieu homogène
isotrope. Sa modélisation est essentiellement basée sur une association des équations de
Maxwell et de la conservation de l’énergie [17].
Afin d’introduire un maillage variable ou une variation locale des paramètres électro-
magnétiques, des bras réactifs (stubs) sont rajoutés à la cellule TLM comme le montre la
figure (1.4). En effet, unmilieu diélectrique peut être considéré comme une capacité locale
et un milieu magnétique comme une inductance locale. Dans tous les cas, un maximum
de trois stubs en circuit ouvert (un dans chaque direction) et trois autres en court-circuit
peuvent être utilisés pour modéliser respectivement un milieu diélectrique ou magné-
tique, ce qui engendre une matrice de répartition d’ordre 18.
L’ajout de stub se base sur l’idée d’identifier les paramètres du noeud (capacité et
l’inductance des lignes de transmission) avec ceux d’un bloc de matériau caractérisant le
milieu [15]. Notons, alors, par Cij et Lij respectivement la capacité et l’inductance d’une
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Figure 1.3 Le noeud SCN.
Figure 1.4 Noeud SCN avec stubs : (a) modélisation d’une capacité suivant la direc-
tion y. (b) : modélisation d’une inductance suivant la direction z.
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où (i, j, k) ∈ (x, y, z). La capacité totale suivant la direction y du noeud présenté dans la
figure (1.4.a) est modélisée en additionnant deux capacités distribuées de deux lignes de
transmission de longueur∆x et∆z et celle d’un circuit ouvert Cys :
Cyt = Cxy∆x+ Czy∆z + C
y
s . (1.18)
De même l’inductance totale suivant la direction z du noeud représenté dans la figure
(1.4.b) est modélisée en additionnant l’inductance distribuée de deux lignes de transmis-
sion de longueur∆x et∆y avec celle d’un court-circuit Lzs :
Lzt = Lxy∆x+ Lyx∆y + L
z
s. (1.19)
En remplaçant Cyt et L
z
t par leurs valeurs tout en considérons les trois directions pos-
sibles, nous obtenons :












En TD-TLM, il est nécessaire de maintenir le synchronisme temporel. En effet, toutes les
impulsions doivent arriver au centre du noeud au même instant ∆t qui représente le
pas temporel. Sachant que la vitesse de propagation suivant une ligne de capacité Cxy et












Notons respectivement Zij et Yij l’admittance et l’impédance d’une ligne de direction i









Au niveau des stubs, l’onde doit effectuer un aller-retour durant le pas temporel∆t ,
soit une durée de propagation de∆t/2 dans le stub. Ainsi les admittances et impédances
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D’un autre côté, la division En divisant des équations (1.20) et (1.21) par ∆t donne :














De plus, dans un noeud (SCN), l’impédance caractéristique des lignes de transmission
est constante et égale à l’impédance du vide Z0. Cette condition était posée intuitivement
dans le but de respecter l’analogie entre la propagation de l’onde dans l’espace libre et
celle dans les lignes de transmission. Soit alors Zij =
√
Lij/Cij = Z0. En remplaçant cette















Par conséquent, les admittances des bras réactifs capacitifs et inductifs sont respecti-



















Le calcul des champs au centre du noeud
On considère le cas simple d’un noeud SCN sans stubs, Le calcul présenté dans ce
paragraphe était détaillé par Johns dans [6]. Le même principe est considéré pour les
autres noeuds condensés. soitQ la charge totale des lignes 1 et 12 (portées par la direction















Yyx = (jωCdyx +Gdyx)∆y
et
Yzx = (jωCdzx +Gdzx)∆z.
Cdyx est la capacité par unité de longueur de la ligne de direction y polarisée suivant x.
Cdzx est la capacité par unité de longueur de la ligne de direction z polarisée suivant x. la
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Ayant déjà imposé la condition d’égalité des admittances caractéristiques des lignes
qui sont égales à celle du vide, la combinaison des équations (1.34) et (1.35) donne l’ex-
pression de la tension suivant x, soit :
Vx =





















































V i11 − V i3 + V i1 − V i12
2Z0∆z
, (1.42)
où Z0 est l’impédance du milieu.∆x,∆y et∆z sont les dimensions du noeud respective-
ment suivant les axes x, y et z. Notamment si le noeud est cubique ∆x = ∆y = ∆z.
1.4.3 Le noeud symétrique hybride HSCN
Le noeud HSCN (Hybrid Symmetrical Condensed Node) fût introduit dans le but de
réduire le nombre de stubs ajoutés à la cellule de base SCN et diminuer ,ainsi, l’ordre de
la matrice de répartition qui passe de 18 à 15.
Deux types de HSCN ont été développés. Dans le HSCN de type I, les lignes de transmis-
sions permettent la modélisation des inductances et par conséquent les stubs présentant
un court-circuit sont enlevés (Zsk = 0, k ∈ {x, y, z}). Une autre condition requise pour
ce noeud, repose sur le fait que les impédances des lignes de transmssion modélisant la
même composante du champ magnétique sont égales, soit Zij = Zji. L’insertion de ces
conditions dans (1.28) donne les expressions des impédances et admittances des lignes
de transmission qui ne sont plus égales à celles du vide, mais dépendent, dans ce cas, de
la perméabilité du milieu µ(µx, µy, µz) comme le montrent les équations (1.43) et (1.44).
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où µrk = µ0µk, k ∈ {x, y, z}. Le deuxième type de HSCN était décrit dans [18]. Dans
ce noeud, les lignes de transmission modélisent les milieux diélectriques et les stubs sont
rajoutés pour compenser l’ajout d’une inductance. Les admittances (ou impédances) de
ces lignes sont, dans ce cas, fonction de la permittivité, soient :


























Le calcul des champs aux centre du noeud se base sur le même principe présenté dans
le paragraphe précédent et leurs expressions sont détaillées dans l’annexe A.
1.4.4 Le noeud symmétrique super condensé SSCN
Il est vrai que le noeud HSCN présente des avantages par rapport à la cellule de base
SCN. Néanmoins, le noeud hybride ne permet que la modélisation d’un seul milieu à la
fois (diélectrique ou magnétique) en rajoutant ou des bras capacitifs ou des bras induc-
tifs. Ceci implique que le noeud contient toujours des stubs (soit trois stubs de moins par
rapport au noeud SCN). Par conséquent, les inconvénients que représentent les bras ré-
actifs sont toujours présents. A savoir, l’augmentation du temps de calcul, la complexité
de la structure et la difficulté de modéliser un maillage variable. En effet, il a été démon-
tré dans [15], que la vitesse de propagation de l’onde dans le stub dépend, en quelques
sortes, du rapport entre la plus grande et la plus petite maille, ce qui introduit une erreur
de dispersion produite par le noeud comportant le stub. Il fallait donc, en présence de
ces bras réactifs, considérer le pas temporel le plus petit et, par conséquent, augmenter
le nombre d’itération à effectuer dans l’approche temporelle de la TLM. Ce problème a
été surmonté par l’élimination totale de tous les stubs du noeud SCN, permettant ainsi
l’apparition du noeud SSCN (Symmetrical Super Condensed Node) en 1994 [19] [20]. Un
énorme gain en temps de calcul et en terme de complexité de l’algorithme fût achevé. Les
lignes de transmission de ce noeudmodélisent à la fois les variations diélectriques et ma-
gnétiques du milieu. Afin de calculer les impédances caractéristiques de ces lignes nous
imposons les conditions Cks = 0 et L
k
s = 0 pour k ∈ {x, y, z}. Le système (1.28) s’écrit
donc :
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Considérons le cas d’un milieu isotrope et notons par C ′ij et L
′
ij la capacité et l’induc-
tanceCij etLij normalisées respectivement par rapport à la capacité totale et l’inductance















L’insertion de (1.51) dans (1.49) donne :




Posons ∆l = 2∆t/
√
εrµr, après quelques modifications sur les équations (1.50) et




















Les solutions de (1.54) sont de la forme :
C ′ij =
2∆j2∆k2 +B
2∆i2∆k2[2(∆j/∆l)2 − 1] , (1.55)
où B = A±
√












Finalement, les impédances caractéristiques Zij sont exprimées en fonction de C ′ij en














On note que les noeuds (HSCN) et (SSCN) requièrent l’insertion des conditions sup-
plémentaires lorsque le milieu est inhomogène ou que le maillage est non unifomre. En
effet, dans ces cas, les impédances des lignes dépendent des paramètres du milieu et va-
rient d’un noeud à un autre. Il est donc nécessaire d’introduire des conditions aux fron-
tières pour assurer la continuité des composantes tangentielles des champs. Supposons,
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par exemple, que l’impédance des lignes dans le milieu (1) est Z1 et que celle dans le mi-
lieu (2) est Z2 comme le montre la figure (1.5). Les conditions au frontières sont traduites





Ainsi, en gardant la notation utilisée dans la figure (1.3), les tensions V (1)8 et V
(1)
9 dans
les noeuds (1) sont reliées aux tensions V (2)4 et V
(2)





















Figure 1.5 Transfert de tensions entre les noeuds (SSCN) de deux milieux de para-
mètres différents.
Le calcul des champs au centre du SSCN sera détaillé dans l’annexe A.
1.4.5 Les noeuds condensés en FD-TLM
Le premier noeud en FD-TLM a été développé par Johns and Christopoulos [6]. Dans
l’approche fréquentielle, il n’est plus question de synchronisme temporel ainsi les stubs
sont totalement éliminés et toute variation des paramètres du milieu ou du maillage est
traduite en terme d’impédance ou de constante de phase des lignes de transmission.
Dans les premiers développements de la FD-TLM, toutes les impédances caractéristiques
des lignes sont égales à la valeur de l’impédance d’un milieu isotrope soit Z =
√
µ/ε.
L’extension de ce noeud pour inclure des pertes est donnée dans [21] [6]. Dans une autre
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alternative, les caractéristiques du milieu sont introduites au niveau des constantes de
phase des lignes soit βij = (ω/2)
√
εjµk. Ce noeud était généralisé pour des milieux à
pertes dans [22].
Dans le cadre de ce travail la formulation appliquée de la TLM dans le domaine fré-
quentiel est celle présentée dans (1.3.2.2). Comme il s’agit de partir de la TD-TLM pour
obtenir la FD-TLM, nous gardons tous les noeuds condensés présentés dans le para-
graphe (1.4), il est ainsi possible d’évoquer des stubs dans la formulation fréquentielle.
Cependant, une modification importante doit être appliquée au niveau de la matrice de
transmission de chacun de ces noeuds. En effet, si cette matrice est de taille (n, n) en
TD-TLM, où n est le nombre de lignes de branches dans le noeud, elle sera de taille
(N × n,N × n) en FD-TLM où N est le nombre total des noeud dans toute la struc-
ture à modéliser. La figure 1.6 montre la différence entre la matrice de répartition d’une
formulation temporelle et celle d’une formulation fréquentielle. Si l’on considère le sys-
tème (1.13) à résoudre, on aperçoit que les matrices [S] et [C] doivent avoir la même taille
et le même nombre de ligne que le vecteur des tensions incidentes [V i(ω)], ainsi, cette
transformation dans la structure de la matrice est également appliquée à la matrice de
connexion et aux vecteurs des tensions réfléchies et incidentes.
Figure 1.6 Structure de la matrice de répartition pour un noeud condensé à 12 bras.
(a) : dans le domaine temporel, (b) : dans le domaine fréquentiel.
1.4.6 Application : Le maillage variable et le noeud HSCN
Nous nous limitons dans cet exemple au maillage bidimensionnel sachant que l’ap-
plication à un maillage tridimensionnel est similaire. Dans ce cas, le noeud (SCN) dans
le vide comprend quatre bras dont chacun représente une ligne de transmission pola-
risée suivant une direction. Si le milieu est inhomogène où des stubs sont rajoutés, un
total de six tensions est obtenu pour le (SCN) alors que les noeuds (HSCN) et (SSCN)
comprennent respectivement cinq et quatre tensions. Le maillage variable en 2D TD-LM
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a été introduit par Saguet et al. [23] où un noeud rectangulaire a été mis en oeuvre. La
technique consiste à appliquer différentes tailles de noeud afin de rendre le maillage plus
adapté à la structure. En effet, un maillage plus fin est recommandé pour les zones où
le champ subit une variation brusque causé par un changement des paramètres du mi-
lieu ou l’insertion d’un obstacle. En contre partie, un maillage grossier est suffisant pour
le reste de la structure où le champ est uniforme. Plusieurs techniques étaient utilisées
pour introduire ce type de maillage, cependant, elles exigent, parfois, la manière avec la-
quelle le maillage peut varier. Dans les travaux de Saguet, par exemple, le rapport entre
les tailles des noeuds α = ∆y1/∆y2 doit être entier. De plus, Hoefer et al. [24] ont égale-
ment présenté un noeud 2D en TD-TLMutilisé pour unmaillage irrégulier sans l’ajout de
stubs, mais la taille de la maille dans un milieu dépend de celle dans le reste de la struc-
ture. Dans ce contexte Pena et Ney ont proposé un noeud HSCN permettant de varier
arbitrairement la taille de la cellule [25]. Dans le cas bidimensionnel, ce noeud possède
quatre branches et un seul stub assurant ainsi le synchronisme temporel. La matrice de
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où Yx, Yz et Ys sont respectivement les admittances des lignes de direction x, z et du
stub. Cette matrice prend en considération les pertes électriques et magnétiques à travers
les variables Gy et Rk qui sont fonction des conductivités électrique σe et magnétique σm
et dont les valeurs respectives sont :Z0(σe∆x∆y)/∆l et (1/Z0)(σm∆l∆j)/∆k avec (j, k) ∈
{(x, z), (z, x)} et ∆l est une valeur arbitraire du pas spatial. Une équation analogue à
(1.45) dans le cas d’un milieu isotrope bidimensionnel où (µrx = µry = µr) et (εrx =
εry = εr), permet de définir l’admittance du stub en fonction de la variation de la taille














Une fois la matrice de répartition [S] est déterminée, il ne reste qu’à définir les trans-
mission entre les lignes par la matrice de connexion [C] et d’insérer ces deux matrices
dans le système (1.12) pour obtenir la formulation fréquentielle.
Nous avons appliqué le maillage irrégulier pour modéliser un iris inductif dans un
guide d’onde rectangulaire homogène comme le montre la figure (1.7). En considérant
une excitation par le mode TE10, la modélisation de la structure peut être réduite à un
problème bidimensionnel car le champ est invariant suivant l’axe y.
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Figure 1.7 Iris inductif d’épaisseur négligeable dans un guide d’onde WR.28 (a =
7.112mm) avec un maillage uniforme.
Figure 1.8 Propagation du champ électrique du mode TE10 dans le guide d’onde
comportant l’iris à la fréquence f=30 GHz.
La figure (1.8) montre la distribution spatiale de la composante Ey du champ élec-
trique dans le cas d’une excitation avec le mode TE10. Il est clair que ce champ subit une
variation brusque au niveau de l’iris puis reprend son allure grâce aux frontières absor-
bantes (ABC : Absorbing Boundary Conditions) qui terminent le guide (voir chapitre 3).
En effet, l’iris est considéré comme un métal parfait qui réfléchit totalement l’onde inci-
dente. Un coefficient de réflexion ρ = −1 est inséré dans la matrice [C] au niveau des
noeuds se trouvant de la part et d’autre de l’iris. D’un autre côté, il faut assurer la conti-
nuité de la composante tangentielle des champs électrique et magnétique en insérant le
coefficient de réflexion adéquat entre les deux zones maillées. Notons par V (1)4 et V
(1)
2 les
tensions incidentes sur la frontière dans le milieu (1), et par V (2)4 et V
(2)
2 celles dans le
milieu (2). Ces quatre tensions peuvent être reliées selon l’expression (1.60) représentant






4 + (1− ρ11)V r(2)2 ,
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2 = (1 + ρ11)V
r(2)
4 − ρ11V r(2)2 ,
(1.60)















Afin d’améliorer la précision et d’optimiser la modélisation, la taille de la maille au
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alentour de l’iris est inférieure à celle dans le reste de la structure ou le champ est uni-
forme. Les résultats obtenus sont comparés avec la formulation analytique de Marcu-
vitz [26].
Le tableau (1.1) représente l’erreur relative moyenne sur le coefficient de réflexion
à une fréquence fixe pour chaque type de maillage. On déduit que l’utilisation d’un
maillage irrégulier présente une erreur minimale si la variation de la taille de maille n’est
pas brusque. En effet, les cellules couvrant la zone de discontinuité sont des cellule rec-
tangulaires dont la taille est réduite suivant la direction de propagation z . Si l’on veut
préserver un maillage carré, il est également nécessaire de diminuer la taille de la maille
suivant la direction x ce qui produit un maillage non structuré et donc une implémen-
tation plus compliquée. Afin de contourner ce problème, nous avons gardé les cellules
rectangulaires tout en évitant la variation rapide du paramètre α. Considérons la figure
(1.9) Il est possible, par exemple, de commencer par réduire la taille de la cellule à partir
de la région (2) où∆z2 = α2∆z1.
Figure 1.9 Maillage variable dans un guide d’onde avec iris inductif.




Type du maillage erreur relative
Maillage uniforme grossier 0.075
Maillage irréguler 1 : α1 = 1,α2 = 0.75 0.025
Maillage irrégulier 2 : α1 = 1, α2 = 0.8, α3 = 0.75 0.012
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1.5 Conclusion
Nous avons présenté dans ce chapitre les principes de base de la méthode tempo-
relle TLM (TD-TLM) qui ont servi, par la suite à l’implémentation de son homologue fré-
quentiel (FD-TLM). En effet, nous nous sommes intéressés, dans ce travail, à la relation
entre les deux formulations basée sur l’application de la tranformée de Fourier discrète.
Contrairement à la TD-TLM qui se base sur une discrétisation spatiale et temporelle, l’al-
gorithme FD-TLM n’effectue qu’une discrétisation spatiale. Dans ce contexte, nous avons
gardé le même principe du maillage qu’en temporel où nous avons présenté les princi-
paux noeuds condensés SCN, HSCN et SSCN. Des développements antérieurs de la FD-
TLM montrent que la condition de synchronisme n’est plus nécessaire et que les stubs
peuvent être ôtés. Cependant, comme nous l’avons expliqué dans ce chapitre, il s’agit de
partir d’une formulation temporelle où nous avons gardé les différents noeuds conden-
sés. Si les stubs n’ont pas une vraie signification physique dans le domaine fréquentiel,
ils agissent, toutefois, sur les résultats obtenus. Une comparaison de l’erreur engendrée
par les différents noeuds dans le domaine fréquentiel sera présenté au deuxième chapitre
où nous étudions la dispersion dans la méthode FD-TLM.
CHAPITRE




Lesméthodes numériques qui se basent sur une discrétisation de l’espace et du temps
subissent généralement un phénomène de dispersion numérique. Il s’agit de la dépen-
dance de la vitesse de propagation en fréquence, qui peut se traduire, également, par
la différence entre la vitesse de propagation du modèle numérique ou discrétisé et celle
du modèle physique. De plus, le modèle discrétisé peut présenter des modes parasites
(solutions non physiques) où certaines solutions générées par le modèle numérique ne
correspondent pas à la réalité physique. Nous développons, dans ce chapitre, une rela-
tion analytique exacte de la relation de dispersion en FD-TLM formulée à partir des équa-
tions de l’approche temporelle. En se basant sur cette relation, nous analysons le caractère
dispersif de la FD-TLM en fonction des paramètres du milieu et du modèle numérique.
Parmi ces paramètres, nous évoquerons l’importance du pas temporel. En effet, même si
l’approche fréquentielle ne se base que sur une discrétisation spatiale, le pas ∆t figure
dans la formulation utlisée de la FD-TLM et sa valeur doit être convenablement fixée.
Nous nous intéressons également à la taille du maillage qui, en TD-TLM, doit vérifier la
condition ∆l < (λ/10) afin de garantir une erreur de vitesse négligeable. Cette règle n’a
pas été développée ou démontrée dans le domaine fréquentiel. En plus de la dispersion,
l’erreur peut être liée à la résolution numérique du système linéaire contenant les ma-
trices de connexion et de répartition qui sont parfois mal conditionnées. Finalement, une
comparaison de l’erreur numérique des différents noeuds condensés en FD-TLM sera
présentée.
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2.2 Les travaux antérieurs sur la dispersion en TLM
La première analyse de dispersion en TLM était développée en 1980 par Taylor et
Johns [27]. Toutefois, cette analyse était limitée car elle demande une représentation du
noeud en circuit équivalent, ce qui n’était pas encore développé pour un SCN en trois di-
mensions. Ainsi, la relation générale de dispersion n’a été développée que pour certains
cas particuliers tels que la propagation suivant les trois axes (x, y, z) ou suivant la diago-
nale. Ce n’est qu’en 1991, que le cas général a été développé par Nielson et Hoefer [28]
présentant une analyse complète de la dispersion dans le noeud condensé SCN avec une
comparaison par rapport au noeud distribué et à la FDTD. Les résultats ont montré que
la dispersion du noeud TLM distribué n’est jamais nulle, elle augmente avec la fréquence
et est maximale suivant les axes et minimale suivant la diagonale, sans jamais s’annuler.
Le caractère dispersif de ce noeud est le même que celui de la méthode FDTD (cellule de
Yee) au pas temporel maximal.
Contrairement au noeud distribué, le noeud symétrique condensé SCN présente une
dispersion nulle suivant les directions axiales et maximale suivant la diagonale. De plus,
quand il s’agit d’une propagation suivant la diagonale, la méthode TLM est moins dis-
persive que la FDTD. Les mêmes auteurs se sont, plus tard, intéressés à la dispersion et
l’apparition des modes parasites dans la TLM 2D (noeuds série et parallèle) et les mailles
3D (condensées et distribuées) [29]. Ces modes peuvent être regroupés en modes hautes
fréquences et modes basses fréquences. Puisque le maillage en TLM présente un résul-
tat moins rigoureux dans les hautes fréquences, il est possible d’éliminer le premier type
de modes, et ainsi les modes parasites qui en sont engendrés, en plaçant un filtre passe-
bas. Les noeuds série et parallèle en 2D présentent des modes parasites assez particuliers
qui peuvent être évités en choisissant la bonne source d’excitation. Par exemple, pour
une structure linéaire, l’excitation harmonique ne fera pas apparaitre ce type de modes.
En 1995, Morente et al. [30] ont étudié les caractéristiques de dispersion du noeud SCN
en fonction des paramètres du milieu. Dans un diélectrique, par exemple, la dispersion
augmente (suivant aussi bien la diagonale que les directions axiales) si l’on augmente la
valeur de la permittivité.
L’étude de la dispersion n’a pas été limitée au noeud SCN. En effet, dès son appari-
tion en 1994, le noeud SSCN était soumis à cette étude. V. Trenkic et al. [31] ont présenté
une analyse de dispersion complète pour le noeud SSCN basée sur une formulation ana-
lytique exacte. Les auteurs ont démontré que ce noeud est plus dispersif que le SCN avec
stubs et le HSCN.
Toutes ces analyses dispersion ont concerné la TLM dans le domaine temporel. C’est
avec D. P. Johns et C. Christopoulos [33], qu’ont commencées les premières analyses de
dispersion de la FD-TLM en se focalisant sur le noeud 3D SCN sans stubs. Les calculs ont
montré que ce noeud est plus dispersif que le noeud SCN avec stubs en TD-TLM, surtout
quand il s’agit d’un maillage irrégulier. De plus, la taille de la maille respecte la même
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règle qu’en domaine temporel soit (∆l < λ/10).
2.3 Développement de la relation de dispersion
Afin de déterminer la relation de dispersion, nous considérons la propagation dans
un milieu infini isotrope sans pertes ayant une permittivité εr et une perméabilité µr.
Nous nous proposons de calculer la relation entre la pulsation ω et le vecteur d’onde nu-
mérique k′. La comparaison entre cette relation de dispersion numérique et la relation de
dispersion physique permet d’établir l’erreur de vitesse. Nous commençons, en premier
lieu, par le calcul de la relation de dispersion physique à partir des équations de Maxwell
en régime permanent qui s’écrivent :
∇× ~H = jωεrε0 ~E, (2.1)
∇× ~E = −jωµrµ0 ~H. (2.2)
La solution des équations (2.1) et (2.2), dans l’espace infini, est une onde plane de vec-
teur de propagation ~k(kx, ky, kz) dont les champs électrique et magnétique sont donnés
par les équations (2.3) et (2.4).
~E(~r, t) = ~E0e
j(ωt−~k~r), (2.3)
~H(~r, t) = ~H0e
j(ωt−~k~r). (2.4)
ou ~r = (∆x,∆y,∆z) est le vecteur position. Ainsi, la relation de dispersion en 3D est
donnée par :
k2 = εµω2. (2.5)








Dans un réseau TLM, la solution des équations de Maxwell est également une onde
plane de fréquence ω et de vecteur d’onde k′. Les tensions réfléchies au centre d’un noeud
de coordonnées (x, y, z) à l’instant t s’écrivent sous la forme :
~Vr(x, y, z, t) = ~V0e
jω∆te−j(k
′x∆x+k′y∆y+k′z∆z). (2.6)
De plus, d’après le principe de la TLM détaillé dans le chapitre 1, les tensions réflé-
chies dans un noeud sont obtenues par le transfert des tensions incidentes des noeuds
voisins tel que :
~Vr(x, x, z, (n − 1
2
∆t)) = [T ]~Vi(x, x, z, (n − 1
2
∆t)), (2.7)
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où [T ] est la matrice de transfert qui tient compte des déphasages entre le noeud de
coordonnées (x, y, z) et ses six voisins. C’est une matrice creuse dont les éléments non
nuls (dans le cas d’un noeud à douze branches) sont détaillés dans [15] et donnés par :
T (1, 12) = ejk
′
y∆y T (1, 12) = ejk
′
y∆y
T (2, 9) = ejk
′
z∆z T (1, 12) = ejk
′
y∆y
T (3, 11) = ejk
′
x∆x T (1, 12) = ejk
′
y∆y
T (4, 8) = ejk
′
z∆z T (1, 12) = ejk
′
y∆y
T (5, 7) = ejk
′
y∆y T (1, 12) = ejk
′
y∆y
T (6, 10) = ejk
′




En appliquant une transformée de Fourier à (2.7), nous obtenons la formulation fré-
quentielle reliant les tensions incidentes et réfléchies à la fréquence angulaire ω comme le
montre l’équation (2.9).
~Vr(x, x, z, ω)e
−jω∆t
2 = [T ]~Vi(x, x, z, ω)e
−jω∆t
2 . (2.9)
De plus, les tensions incidentes et réfléchies au centre de chaque noeud sont reliées par




∆t) = [S]~Vi(n− 1
2
∆t), (2.10)
dont la transformée de Fourier donne :
~Vr(ω)e
jω∆t
2 = [S] ~Vr(ω)e
−jω∆t
2 . (2.11)
La combinaison des équations (2.9) et (2.11) donne la relation (2.12) suivante :
~Vr(ω)e
jω∆t
2 = [S][T (k′)] ~Vr(ω)e
−jω∆t
2 . (2.12)










Après simplification de (2.13), nous obtenons :
~V0e
jω∆t = [S][T ] ~V0, (2.14)
qui peut sécrire sous la forme :
(ejω∆t[I]− [S][T ]) ~V0 = ~0. (2.15)
L’équation (2.15) représente la relation de dispersion en FD-TLM qui coïncide exacte-
ment avec celle développée en TD-TLM [32]. Cette équation dépend du vecteur de pro-
pagation ~k, de la fréquence angulaire ω, du pas temporel∆t et des propriétés dumilieu (à
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travers la définition de la matrice de répartition [S]). Ainsi, les noeuds ayant des matrices
de répartitions différentes auront forcément des relations de dispersion et des propriétés
numériques différentes. Il est à noter que la relation (2.15) est un problème au valeurs
propres dont la résolution revient, tout simplement, à trouver les solution de l’équation
(2.16).
det(ejω∆t[I]− [S][T ]) = 0. (2.16)
2.4 Evaluation et analyse de l’erreur de vitesse
L’erreur de vitesse peut être quantifiée à partir de la relation de dispersion en dé-







(εr/µr) et celui du vecteur d’onde numérique dans le réseau






z ). Ainsi, l’erreur sur le nombre d’onde est
définie par :
∆k = k′ − k, (2.17)








Nous allons évaluer cette erreur en terme des propriétés du milieu (εr, µr), de la taille
du maillage par rapport à la longueur d’onde ∆l/λ où λ = c/f = λ0
√
εrµr, du pas
temporel utilisé et du rapport du maillage α = ∆y/∆x.
2.4.1 Choix du pas temporel
Il suffit de considérer la relation de la FD-TLM (1.12), pour remarquer que le pas tem-
porel ∆t est un paramètre crucial dans la formulation de la FD-TLM et dont la valeur
doit être convenablement choisie. Dans la littérature cette valeur est généralement fixée
à ∆t = ∆tmax, sauf que ce choix n’a jamais été justifié dans le cas d’une formulation fré-
quentielle. Nous montrons dans ce qui suit qu’il est indispensable de considérer un pas
temporel exactement égal au pas temporel maximal dont la valeur sera donnée dans la
section (2.4.1). Dans le cas où ∆t < ∆tmax, cela produit une erreur de vitesse comme le
montre la figure (2.1) où nous considérons une propagation dans le plan kx = 0. En effet
la courbe k′z = f(k
′
y) décrit un cercle parfait de rayon égal à 1 signifiant une absence de












0 ou encore, |k′| = |k|.
C’est à dire que la constante de propagation physique est égale à la constante de propaga-
tion numérique. Dans les autres cas, où ∆t 6= ∆tmax, le modèle est dispersif et la courbe
obtenue est un cercle de rayon différent de 1 ce qui explique la présence d’une erreur
de vitesse identique quelle que soit la direction de propagation. Pour ∆t > ∆tmax, il a
été démontré que la TLM dans le domaine temporel est instable, alors qu’en FD-TLM la
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figure (2.2) montre qu’une solution existe toujours ce qui élimine toute hypothèse d’insta-
bilité de l’approche fréquentielle. Les écarts obtenus au niveau des courbes représentant
les deux directions axiales sont dus à des erreurs de résolutions qui apparaissent pour
des petites valeurs de∆t.
































Figure 2.1 Influence du pas temporel sur les caractéristiques de dispersion de la FD-
TLM.
2.4.1.1 Le pas temporel maximal pour chaque noeud
le noeud SCN
Le pas temporel maximal d’un noeud peut être calculé en se basant sur le fait que
les impédances Zsk (ou admittances Ysk) des stubs dans ce noeud ne doivent pas être








où (i, j, k) ∈ (x, y, z).
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Figure 2.2 Erreur de vitesse en fonction du pas temporel.
Dans le cas d’un maillage cubique (∆i = ∆j = ∆k = ∆l) et une propagation dans le
vide (εrk = µrk = 1), le pas temporel maximal du noeud symétrique condensé SCN est





Dans le cas d’un maillage non cubique où, par exemple,∆x < ∆y et∆y = ∆z, le pas






Le calcul du pas temporel maximal dans le noeud hybride (HSCN) se base sur le
même principe que le noeud (SCN) où l’on considère que les paramètres des stubs ne
doivent pas avoir des valeurs négatives. Ainsi, pour le noeud HSCN de type I, par
exemple, la condition Ysk ≥ 0 appliquée à l’équation(1.45) permet de définir le pas tem-
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Pour une propagation dans l’espace libre (εrk = µrj = µri = 1) où l’on suppose que
∆x > ∆y et∆y = ∆z = ∆l, le pas temporelmaximal dépend de la plus petite dimensions







En imposant la condition que la valeur de C ′ij donnée par (1.55) doit être réelle et
positive, nous obtenons la condition suivante :













−∆l ≥ 0. (2.26)
La relation (2.26) mène à la résolution d’une équation à racine cubique. Le calcul étant
lourd, nous nous contentons dans cette section de donner le résultat final présentant la























et F = 8∆x∆y∆z .
2.4.2 Etude de la dispersion suivant les caractéristiques du milieu
2.4.2.1 La taille du maillage
Nous considérons une propagation dans un milieu infini homogène maillé avec le
noeud SCN. D’après le figure (2.3), il est clair que l’erreur de vitesse est plus impor-
tante lorsque le maillage est grossier où la taille de la maille est de l’ordre de la longueur
d’onde. La courbe kz = f(ky) est elliptique avec une erreur plus importante suivant la
diagonale (kz = ky). L’erreur est négligeable pour∆l ' (λ/10), ce qui rejoint la condition
trouvée en TD-TLM. Toutefois, on remarque sur la figure (2.3) que pour un pas spatial
très inférieur devant la longueur d’onde, alors que nous devrions tendre vers l’absence
d’erreur de vitesse, des oscillations manifestement dues à un problème de bruit numé-
rique apparaissent. Ce phénomène sera discuté au paragraphe (2.5).
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Figure 2.3 Influence de la taille de la maille sur la dispersion dans le noeud SCN.
2.4.2.2 Influence des paramètres du milieu
Les études de dispersion en TD-TLM ont montré une forte relation entre les para-
mètre du milieu de propagation (εr, µr) et le caractère dispersif de la méthode [34]. Nous
nous proposons d’étudier l’effet de ces paramètres sur l’erreur de vitesse en FD-TLM.
Nous considérons une propagation dans le cas idéal où la condition sur le pas temporel
∆t = ∆tmax et celle sur la taille du maillage ∆l ≤ (λ/10) sont vérifiées. Nous nous li-
mitons au noeud SSCN, qui est plus simple à modéliser étant donné l’absence de stubs.
La comparaison entre le noeud SCN avec stub et le SSCN sans aucun stub sera présentée
par la suite dans le paragraphe (2.4.3). Si les paramètres dumilieu affectent directement la
constante de propagation physique k par la relation k = k0
√
εrµr, ils sont implicitement
introduits dans les impédances des lignes du noeud. La figure (2.4) montre que dans le
cas d’unmilieu diélectrique l’erreur de vitesse augmente avec la valeur de la permittivité.
Elle est négligeable pour une propagation suivant les axes et atteint son maximum sur la
diagonale.
2.4.3 Comparaison du caractère dispersif des noeuds SCN et SSCN
Afin de comparer l’erreur de vitesse des noeuds condensés SCN et SSCN, nous éloi-
gnons le cas classique d’une propagation dans le vide avec un maillage uniforme ou
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Figure 2.4 Influence de la permittivité sur la dispersion dans le noeud SSCN.
une cellule cubique où les trois noeuds sont similaires en absence de stubs. Nous nous
intéressons, par contre, à un milieu diélectrique ou encore à un maillage irrégulier. Les
figures (2.5) et (2.6) représentent le diagramme de dispersion correspondant à chacun de
ces noeuds dans le cas d’une propagation suivant la diagonale (k′y = k
′
z) et d’un maillage
non cubique (∆z = 2∆x). Dans un milieu non dispersif, la constante de propagation k
est proportionnelle à la fréquence angulaire ω, soit ω = kc. Toutefois, si le milieu est di-
électrique ou si le maillage est irrégulier, l’aspect de la courbe k = f(ω) n’est plus linéaire
avec des erreurs qui varient selon le noeud. En outre, à partir d’une certaine fréquence,
la condition ∆l < λ/10 n’est plus vérifiée ce qui provoque l’apparition d’oscillations. Fi-
nalement, Nous pouvons déduire que le noeud SCN avec stubs est moins dispersif que
le SSCN, ce qui confirme le résultat trouvé en TD-TLM [34].
Application : comparaison entre les noeud SCN et SSCNdans un guide présentant une
discontinuité diélectrique
La quantification de l’erreur est présentée dans un exemple où le noeud (SCN) com-
prend des stubs, afin de le comparer avec le (SSCN) et de voir l’effet des stubs sur le résul-
tat. Nous considérons, un guide d’onde rectangulaire métallique de largeur a = 70mm et
présentant une discontinuité diélectrique suivant sa section transverse comme le montre
la figure (2.7). Le guide est supposé infini, car l’onde est absorbée au niveau des terminai-
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Milieu diélectrique: noeud SCN
Milieu diélectrique: noeud SSCN
Figure 2.5 Diagramme de dispersion du modèle physique et des noeuds SCN et






















Milieu diélectrique: noeud SCN
Milieu diélectrique: noeud SSCN
Figure 2.6 Diagramme de dispersion du modèle physique et des noeuds SCN et
SSCN pour l’espace libre dans la direction axiale kz (k′x = k
′
y = 0).
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sons de la structure où l’on a placé des parois absorbantes. La variation diélectrique est
modélisée par l’ajout de trois bras réactifs en circuit ouverts au noeud SCN, ce qui le rend
identique au noeud (HSCN) de type I. Quant au noeud (SSCN) la discontinuité est mo-
délisée par la modification des impédances des lignes et l’insertion des conditions aux li-
mites qui assurent la continuité du champ lors du passage aumilieu diélectrique. Pour un
maillage cubique grossier ∆x = ∆y = ∆z = λ/20, Le coefficient de réflexion correspon-
dant à chacun des noeuds est tracé dans la figure (2.8). La méthode que nous avons adop-
tée pour calculer S11 est détaillée dans l’annexe B. Le (SSCN) donne la meilleur précision,
mais l’algorithme FD-TLM n’a pas encore convergé. En effet, la figure (2.9) représente le
même paramètre mais pour une taille de maille beaucoup plus petite, soit ∆l = a/60 où
la convergence est achevée. Les courbes obtenues avec les noeuds (SCN) avec stubs et le
(SSCN) sont quasiment confondues avec une erreur de 0.9% par rapport au résultat théo-
rique. Ainsi, comme les noeuds produisent presque les mêmes résultats, dans le cas d’un
maillage cubique, il est plus intéressant d’étudier la convergence de chacun en fonction
du maillage. Considérons, alors, la figure (2.10) qui représente la convergence de chaque
noeud en fonction de la taille du maillage. Il est clair que le noeud (SSCN) est plus effi-
cace dans un maillage cubique. Non seulement, ce noeud nécessite moins de temps de
calcul à cause de l’absence de stubs, mais aussi il converge rapidement avec une taille de
maille plus grande que celle utilisée pour le (SCN). Le gain en précision obtenu par le
SCN à la convergence est légèrement meilleur que celui obtenu par le SSCN. Cependant,
si l’on tient compte de la complexité de la modélisation des stubs et du temps de calcul
plus élevé par rapport au noeud (SSCN), l’avantage reste en faveur de ce dernier.
Figure 2.7 Guide d’onde rectangulaire avec une discontinuité diélectrique. a = 70
mm, d = 7 mm , r = 6. Une charge adaptée est insérée dans les 2 extrémité en tant
que conditions absorbantes (ABC). Le guide est excité par le mode TE10.
Dans le cas d’unmaillage non cubique où∆z 6= ∆y, c’est le noeud (SCN) qui présente
une meilleure précision avec une erreur de 0.099% par rapport à 1.2% pour le (SSCN)
comme on peut le remarquer sur la figure (2.11). Pour expliquer cette source d’erreur en
FD-TLM, il n’est pas cohérent de la ramener à un problème de synchronisme temporel où
l’on évoque la vitesse de l’onde au niveau des stubs. Toutefois, ces erreurs peuvent être
purement numérique et proviennent de l’inversion de la matrice A = [I]− γ[C][S].
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Figure 2.8 Amplitude en dB du coefficient de réflexion S11 pour les noeuds SCN et
SSCN avec un maillage uniforme cubique (∆l = a/20).






















Figure 2.9 Amplitude en dB du coefficient de réflexion S11 pour les noeuds SCN et
SSCN avec un maillage uniforme cubique (∆l = a/60).
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Figure 2.10 Convergence des noeuds SCN et SCCN en fonction du nombre de
noeuds pour un maillage cubique où ∆x = ∆y = ∆z. .























Figure 2.11 amplitude en dB du coefficient de réflexion S11 pour les noeuds SCN et
SSCN avec un maillage non cubique (∆x = ∆y = a/60) et∆z = 0.75∆x.
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2.5 L’erreur numérique dans la méthode FD-TLM
Les deux sources d’erreur qui interviennent systématiquement dans le calcul numé-
rique sont :
– Les erreurs de troncature ou de discrétisation qui proviennent de simplifications du
modèle mathématiques comme par exemple le remplacelement d’une dérivée par
une différence finie, le développement en série de Taylor limité, etc.
– Les erreurs d’arrondi qui proviennent du fait qu’il n’est pas possible de présenter
tous les réels de façon exacte sur ordinateur.
Quand il s’agit d’inverser une matrice, il est préférable de connaître son conditionne-
ment pour estimer l’erreur qui pourra être obtenue. Le conditionnement mesure la dé-
pendance d’un problème numérique par rapport aux données de ce problème, ceci afin
de contrôler la validité d’une solution calculée par rapport à ces données.
Dans le cadre de notre travail, nous optons pour les méthodes itératives pour la réso-
lution du système (1.12), plus particulièrement la méthode des moindres carrés moyens.
En débutant par le choix d’une valeur initiale considérée comme une première ébauche
de solution, la méthode procède par itérations au cours desquelles elle détermine une
succession de solutions approximatives qui se rapprochent graduellement de la solution
cherchée. Dans ce cas, un mauvais conditionnement implique une imprécision des solu-
tions et une convergence lente de la méthode.
En FD-TLM, la modélisation d’une structure se traduit en terme de matrice de
connexion [C] et de répartition [S]. Considérons le cas traité ci-dessus d’un maillage va-
riable et une discontinuité diélectrique dans un guide d’onde. Les modifications des pa-
ramètres d’un milieu affecte seulement la matrice de répartition [S] du noeud (SCN) où
l’on introduit les paramètres de stubs alors que pour le noeud (SSCN), les deux matrices
[C] et [S] sontmodifiées. En effet, En plus de la modification des impédances des lignes, le
noeud (SSCN) nécessite l’insertion des conditions aux limites au niveau du passage entre
deux milieux différents afin de garantir la continuité des composantes tangentielles des
champs. Ces conditions se traduisent par l’insertion du coefficient de réflexion approprié
et ainsi une modification des éléments de la matrice de connexion [C]. La figure (2.12),
montre le changement de formes des matrices [S] et[C] des noeuds (SCN) et (SSCN) lors-
qu’on introduit une discontinuité diélectrique où l’on considère encore la structure de la
figure (2.7).
Le calcul du conditionnement de la matrice résultante [A] = [I] − γ[C][S], représenté
à la figure (2.13), confirme les résultats trouvés dans la section (2.4.3). En effet, le condi-
tionnement de cette matrice est plus grand pour un noeud (SSCN) que pour un (SCN).
Sa valeur dépend de la permittivité du diélectrique inséré ainsi que de son épaisseur d.
En effet, la zone de discontinuité dans les matrices [S] et [C] augmente avec la valeur de
d et influe implicitement sur le conditionnement.
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(a) Matrice de répartition






















(b) Matrice de connexion
Figure 2.12 Effet de la discontinuité diélectrique sur la forme des matrices creuses
[S] et [C] dans un noeud (SSCN).





























Figure 2.13 Conditionnement des matrices de la matrice [A] des noeuds (SCN) et
(SSCN) pour différentes épaisseurs du diélectrique.
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2.6 Conclusion
Dans ce chapitre, nous nous sommes intéressés à l’analyse de l’erreur dans la méthode
FD-TLM. Une relation analytique décrivant l’erreur de vitesse a été développée à partir
des équations de la TLMdans le domaine temporel. Comme prévu, cette relation coïncide
parfaitement avec celle développée en TD-TLM. La dispersion a été étudiée en fonctions
de plusieurs paramètres tels que les propriétés du milieu, la taille du maillage et le pas
temporel. Ce dernier, qui, intuitivement n’intervient pas dans le domaine fréquentiel, a
un impact sur la précision des résultats. D’un autre côté, une étude comparative entre
les différents noeuds condensés à été menée. Nous avons pu constater que, dans le cas
général où les propriétés du milieu sont différentes de celles du vide avec un maillage
non uniforme, le noeud (SCN) avec stubs est le moins dispersif que le noeud SSCN. Fina-
lement, comme toute méthode numérique, la FD-TLM comporte une étape de résolution
d’un système matriciel qui apporte une erreur additionnelle. Une analyse du condition-
nement des matrices ainsi manipulées a été effectuée dans un exemple et montre que









Comme touteméthode numérique de type volumique, la FD-TLM nécessite l’applica-
tion des conditions aux limites absorbantes ABC (Absorbing boundary conditions) pour
pouvoir limiter le domaine de calcul. En effet, quand le domaine de calcul est ouvert sur
l’espace libre ou s’il faut adapter un circuit hyperfréquence (guide d’onde), les champs
devraient s’étendre théoriquement jusqu’à l’infini. Il faut donc tronquer cet espace par
des conditions qui n’affectent pas la solution dans le domaine de calcul ainsi limité. De
façon générale, ces conditions aux limites peuvent être classées en deux catégories : les
opérateurs de frontière et les couches absorbantes. Nous commençons, dans ce chapitre,
par présenter les performances des couches parfaitement adaptées (PML) dans le do-
maine fréquentiel, où nous avons étudié les cas des cellules PML-TLM 2D et 3D. Par la
suite, deux types d’opérateurs d’onde unidirectionnels sont établis à partir de leurs for-
mulations dans le domaine temporel. Il s’agit du développement en série de Taylor et des
conditions aux frontières d’Higdon.
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3.2 Etat de l’art sur les conditions absorbantes en TLM
3.2.1 L’impédance adaptée
L’impédance adaptée est la première frontière absorbante développée en TLM [35]
[36]. Elle consiste à terminer le réseau TLM par l’impédance caractéristique du milieu. Le
domaine est alors dit "adapté à l’impédance dumilieu". Si ce type de condition aux limites
est facilement mis en oeuvre en TLM, les frontières doivent être suffisamment distantes
des sources d’excitation et de tout type de discontinuité. Pour une incidence normale, le
coefficient de réflexion R s’écrit en fonction de l’angle d’incidence θ :
R(θ) =
cos θ − 1
cos θ + 1
(3.1)
Cette frontière est alors parfaite sous une incidence normale mais ses performances
se dégradent de manière significative pour des incidences quelconques. Si l’on connait,
a priori, l’angle d’incidence, il est possible de modifier l’impédance d’onde pour avoir
une absorption parfaite à cette incidence. Toutefois, si le milieu est dispersif, la valeur de
son impédance varie selon la fréquence et la valeur de R ne peut pas être fixée ce qui
révèle l’inconvénient de ce type d’ABC. Ainsi, l’application de l’impédance adaptée est
restreinte aux structures guidées avec une incidence normale dans un milieu non disper-
sif.
3.2.2 La matrice de Johns
La "matrice de Johns" est basée sur une technique de segmentation qui consiste à di-
viser le domaine de calcul en deux sous-régions : une région de calcul et une région rem-
placée par une frontière équivalente appelée "frontière de Johns". Cette dernière contient
la réponse impulsionnelle, spatio-temporel, du réseau TLM équivalent à la région à rem-
placer [37]. La technique convient parfaitement aux simulations où une partie du volume
de calcul reste inchangée, ce qui permet sa réutilisation. La matrice de Johns donne les
tensions incidentes au domaine de calcul en fonction des impulsions réfléchies en se ba-
sant sur une convolution spatio-temporelle. Cette méthode consomme beaucoup de mé-
moire pour le calcul et le stockage de la matrice de Johns, de plus, elle nécessite une bonne
technique de convolution. Malgré l’apparition d’autres approches à savoir l’interpolation
spatiale [38] et les techniques de convolutions récursives, dont la matrice modale adaptée
à la FDTD [39], la condition d’absorption parfaite reste limitée à certains cas particuliers.
3.2.3 L’approximation de l’équation d’onde
Les techniques basées sur les opérateurs d’onde ont été introduites en TLM en 1994
[40]. Connues également sous l’appellation anglaise "one-way wave equations", elles
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consistent à estimer les composantes du champ au niveau des frontières en fonction de
celles à l’intérieur du domaine de calcul. Il s’agit de développer une équation aux dérivées
partielles qui ne permet la propagation de l’onde que dans certaines directions. Ces tech-
niques diffèrent principalement par leurs façons de résoudre cette équation. Les travaux
de Chen [41] ont montré que les meilleures conditions absorbantes utilisant cette tech-
nique se basent les opérateurs de Taylor et de Higdon qui seront détaillés dans la suite de
ce chapitre. Il est à noter que la technique d’opérateur d’onde a présenté dans certains cas
de méthode temporelle (TD-TLM et FDTD) une instabilité numérique [42] qui s’aggrave
avec l’apparition des modes parasites et rajoute une autre source d’erreur [43].
3.2.4 La couche adaptée
La technique de la couche adaptée consiste à utiliser desmilieux n’ayant pas de réalité
physique car ils sont caractérisés par une conductivité électrique σe, une conductivité
magnétique σm et une permittivité εr . Le but est d’obtenir un milieu dont l’impédance
est égale à celle du milieu adjacent. Par exemple, si ce milieu est le vide, son impédance
vaut Z0 et la relation entre les paramètres du milieu caractérisant la couche adaptée doit







Figure 3.1 Géométrie de l’interface entre un milieu (εr, µr) et une couche absorbante
d’épaisseur δ et terminée par une paroi conductrice.
Une onde incidente arrivant sur la couche sera réfléchie avec un coefficient de ré-
flexion R (figure(3.1)) dont la valeur est détaillée dans l’annexe B. La figure (3.2) montre
la variation de R pour les modes TE et TM en fonction de l’angle d’incidence pour une
couche d’épaisseur λ/4. Si sin θ > 1, l’angle θ est complexe (θ = pi/2+ jx) d’où la compo-
sante du vecteur d’onde incident suivant la direction z (kz = k0 cos θ) est un imaginaire
pur et le mode est purement évanescent. Il est clair que ce type de modes n’est pas ab-
sorbé car le module du coefficient de réflexion est proche de l’unité. Par conséquent, la
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couche adaptée doit être placée loin des discontinuités ou des objets diffusants de façon
à laisser une distance suffisante pour que les modes évanescents soient atténués avant
qu’ils n’atteignent la paroi. D’un autre côté, les performances d’absorption se dégradent
si l’angle d’incidence n’est pas normal (θ 6= 0) puis l’onde subit une réflexion totale en
cas d’incidence rasante (θ ' pi/2).





















Figure 3.2 Module du coefficient de réflexion théorique pour une couche absorbante
d’épaisseur δ = λ/4.
Le coefficient de réflexion apparent (CRA) présente le rapport entre l’onde incidente
et celle réfléchie après un aller-retour dans la couche. Il est exprimé en dB par l’équation
(3.3).
CRA = 20 log(ρ = exp(−2δZmσe), (3.3)
où Zm est l’impédance de la couche. D’après cette relation, il est possible d’amélio-
rer l’absorption en modifiant l’impédance de la couche ou en augmentant son épaisseur.
Ceci dit, la couche adaptée présente quasiment les mêmes inconvénients que l’impédance
adaptée puisqu’elle n’est pas convenable en cas de présence de modes évanescents.
3.3 Les couches parfaitement adaptées de Bérenger
Les couches PML (Perfectly matched layers) sont une extension de la couche adaptée
où le milieu est caractérisé par une conductivité électrique σ(σx, σy, σz) et une conducti-




z). Le principe de cette technique se base sur la décomposi-
tion des champs en deux sous termes : Ei = Eij + Eik etHi = Hij +Hik [44].
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avec (i, j, k) ∈ (x, y, z) et i 6= j 6= k. Ceci mène, dans le cas général, à des équations de





























Considérons la figure (3.1), en remplaçant la couche adaptée par une couche parfai-
tement adaptée. C’est les conductivités σz , σ∗z qui vérifient la relation (3.2). Les autres
conductivités sont choisies nulles et il s’agit, dans ce cas d’un milieu uniaxe. En suivant
la méthodologie indiquée dans l’annexe (C) et détaillé dans [44] pour les couches d’im-
pédance adaptée, nous pouvons démontrer que le coefficient de réflexion de la couche
PML est donné par :
RTE = − exp(−j2δszk cos θ) (modes TE),
RTM = +exp(−j2δszk cos θ) (modes TM),
où sz = 1− jσz/(ωεrε0).
L’amplitude de ce coefficient de réflexion dépend de la nature de l’onde incidente
(propagée ou évanescente). L’angle d’incidence θ s’écrit de façon générale θ = y + jx
où y ∈ [0, pi/2[ et x ≥ 0. La composante du vecteur d’onde normale à l’interface vaut
kz = k cos θ = k coshx cos y − jk sinhx sin y. Ainsi, le module du coefficient de réflexion
est donné par :
|R| =
{
exp(−2δZmσz cosh x cos y) exp(−2δk sinhx sin y) si y ∈ [0, pi/2[, x ≥ 0
exp(−2δk sinhx) si θ = pi2 + jx, x ≥ 0.
(3.5)
D’après (3.5), la couche PML présente les mêmes qualités d’absorption que la couche
adaptée sauf pour les modes évanescents où l’onde incidente peut être absorbée en choi-
sissant une valeur convenable de la conductivité σ∗ et de l’épaisseur δ. Il est à noter que la
couche PML n’ajoute pas d’amortissement supplémentaire à celui qui est propre à la na-
ture évanescente du mode. Elle doit avoir une épaisseur suffisante permettant l’atténua-
tion de l’onde et être éloignée des discontinuités qui génèrent ce genre de modes [45] [46].
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3.3.1 Implémentation de la technique PML dans l’algorithme FD-TLM
3.3.2 Cas bidimensionnel
Comme la méthode FD-TLM nécessite la résolution du système linéaire ([I] −
γ[C][S])[V i] = [V (excit)], le développement des PMLs se base sur le calcul de la matrice
de répartition [S] et la matrice de connexion [C] du noeud PML-TLM. Considérons le cas
du mode transverse magnétique TM où les composantes des champs sont Ez , Hx, Hy
(le calcul que nous allons présenter est analogue pour les autre modes). Dans le milieu
PML (figure(3.3(a))), la composante Ez du champ électrique se décompose en deux sous
termes Ezx et Ezy. D’après les équations de Maxwell (3.4), les composantes des champs,






































Les équations (3.6c), (3.6d) et (3.7) représentent un milieu anisotrope avec des pertes
électriques et magnétiques. De plus, le terme (σy−σx)Ezy peut être considéré comme une
source de courant électrique contrôlée par les dérivées spatiales et temporelles du champ.
Ainsi, le noeud général hybride présenté dans (1.4.3) est convenable pour la modélisation
de ce type de milieu, car il permet la modélisation des pertes électriques et magnétiques
et des sources de courant.
3.3.2.1 La matrice de répartition [S] dans la couche PML
Comme nous l’avons développé dans le paragraphe (1.2.2), la matrice de répartition
[S] relie les tensions incidentes et réfléchies au centre du noeud. Afin de déterminer cette
relation dans un milieu PML, nous commençons par exprimer les champs au centre d’un
noeud à l’instant n∆t en fonction des ondes incidentes ai à l’instant précédent (n− 12)∆t
et de la source d’excitation. Les calcul détaillés dans [47] et [32] permettent d’écrire :
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(a) Interface entre le domaine de calcul TLM
et le milieu PML.
(b) Cellule 2D TLM-PML.






(a1 + a3) +
Ŷx
Ŷeq

































V (n)my ], (3.8c)
où Zx, Zy , sont respectivement les impédances des lignes de direction x et y. Ŷx, Ŷy ,
Ŷs sont respectivement les admittances normalisées (par rapport à l’admittance du vide










− Ŷx − Ŷy)
Ŷeq = 2Ŷx + 2Ŷy + Ŷs + Ĝez,
avec Ĝez = Z0σz∆x et ∆t est fixé à sa valeur maximale ∆tmax (voir chapitre 2). Finale-
ment R̂mx = 1Z0σ
∗
x∆x = 0 et R̂my =
1
Z0





D’un autre côté, d’après [6], les tensions réfléchies sont exprimées en fonction des
tension incidentes et des champs au centre par :
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En plus des cinq branches du noeud HSCN, deux bras supplémentaires sont ajoutés
pour modéliser l’effet de sources de courant. En effet, d’après (3.7), la source contrôlée
−σxEzy peut être exprimée en fonction des tensions des bras (6) et (7) [48] Ainsi, la ma-
trice de répartition [S] devient de taille (7×7) où les tensions supplémentaires incidentes

















































L’équation (3.11) est rajoutée au système (3.9) pour former le système d’équation gé-
néral d’un milieu PML utilisant un noeud HSCN en 2D. Finalement, les composantes des
champs dans (3.9) sont remplacées par leurs expressions données dans (3.8) pour donner
le vecteur tensions incidentes ~a relié à celui des tensions réfléchies ~b par la matrice de
répartition [S] qui s’écrit :
S =

αy − 1 αx αy αx αs d d
αy αx − c αy αx − d αs d d
αy αx αy − 1 αx αs d d
αy αx − d αy αx − c αs d d
αy αx αy αx αs − 1 d d
−e 0 e 0 0 1 0
e 0 −e 0 0 0 1

, (3.12)
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avec αx = 2Ŷx/Ŷeq, αy = 2Ŷy/Ŷeq , d = Ĝe/(Ĝe + 4), c = 4/(Ĝe + 4) et e = Zzy/Zy .
La sous-matrice de taille (5 × 5) du coin supérieur gauche revient à celle d’un milieu
anisotrope avec un maillage carré. Notons que la même procédure est appliquée pour
une interface normale à la direction y.
3.3.2.2 La matrice de connexion [C] dans la couche PML
La matrice de connexion relie les tensions incidentes à l’instant (n+1)∆t d’un noeud
donné, aux tensions réfléchies des noeuds adjacents à l’instant précédent n∆t. Comme
la condition de continuité des champs doit être respectée, des conditions aux frontières
doivent être insérées à l’interface PML-TLM où les propriétés du milieu changent. Rap-
pelons que le noeud (HSCN) contient cinq branches dans le domaine de calcul TLM et
sept branches dans le milieu PML. Quant aux cinq premières tensions, elles se propagent
de la même manière que dans un milieu classique TLM, alors que les tensions réfléchies
b6 et b7 dépendent des conditions imposées sur les premières. Pour mieux expliquer ce
phénomène, nous considérons un problème avec une interface normale à x comme le
montre la figure (3.4). Dans ce cas, la région (1) contient une seule tension réfléchie b(1)4
qui arrive sur l’interface, alors que de l’autre côté (région (2)), il existe deux tensions b(2)2
et b(2)6 réfléchies par les noeuds adjacents à l’interface.
Figure 3.4 Modélisation de la transmission au niveau d’une interface TLM-PML
(noeud 2D).
Les tensions b(2)2 et b
(1)
4 sont tout simplement transférée de manière classique à travers









4 ) = 1,
avec, a(1)noeud(i)j et a
(2)noeud(i)
j ) sont respectivement les tensions aj du i
ème noeud se
trouvant respectivement dans la région (1) et la région (2).
Cependant, la tension incidente a(2)6 doit être calculée. A ce niveau, notons que la
connaissance des tensions b(2)2 et b
(1)
4 permet de calculer les composantes tangentielles du
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4 − b(2)2 ) (3.13)














x par sa définition dans (3.13), nous obtenons la relation entre la
tension incidentes a(2)6 et réfléchie b
(2)
6 .















2 ) = −Zzy/Zy.
3.3.3 Cas tridimensionnel
Par analogie au cas bidimensionnel, les équations de Maxwell sont écrites en fonction































La source de courant électrique est exprimée par le terme (σy − σz)Exy dont la varia-
tion spatiale est décrite par (3.15b) ou par le terme (σz − σy)Exz dont la variation spatiale
est décrite par (3.15c). En suivant la procédure présentée dans (3.3.2), il est possible de
modifier tout noeud TLM en insérant des sources de courant pour représenter un mi-
lieu PML. la variation de ces sources est modélisée par l’ajout de nouvelles branches
au noeud. Dans cette section, nous considérons le noeud (SCN), l’extension aux autres
noeuds est similaire. Pour développer la relation entre les tensions incidentes et réflé-
chies au centre du noeud, nous commençons par exprimer les composantes des champs
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(a1 + a12 + a2 + a9 + Ŷsxa13)− Ĝ
4 + Ĝ




(a3 + a11 + a4 + a8 + Ŷsya14)− Ĝ
4 + Ĝ





























z = Dz(−a1 + a12 + a3 − a11 + Ẑsza18), (3.16f)
où Ĝ = Ĝez = Z0σez∆x et Am = 4/(4 + 12Z0min (∆x,∆y,∆z)). Les tensions ai, i =
1, ..26 sont données à l’instant (n− 12). Les tensions b1...b18 sont exprimées en fonction de
a1...a18 à travers la matrice de répartition classique du noeud SCN. Quant aux tensions

















































































































,Di = 2c∆t2µr∆j∆k , Bi =
4
4+R̂i
, avec (i, j, k) ∈ (x, y, z).
La combinaison de (3.16) et (3.17) donne la matrice de répartition [S].
Finalement, pour compléter le développement de l’algorithme 3D, il est nécessaire de
déterminer les tensions incidentes à l’interface PML-TLM. Dans le milieu PML, le noeud
(SCN) comprend 26 tensions alors que les noeuds dans le domaine de calcul TLM pré-
sentent seulement 18 tensions. Pour développer le phénomène de transfert de ces ten-
sions, nous considérons une interface normale à la direction z comme le montre la figure
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(3.5). dans ce cas, dans la région (1), deux tensions b(1)2 et b
(1)
4 arrivent à l’interface à l’ins-









Concernant les tensions (b(1)2 , b
(2)




8 ), elles sont transférées de façon classique,
alors que les tensions a(2)20 et a
(2)






























9 − b(1)2 ) (3.18b)
D’un autre côté les tensions a(2)20 et a
(2)



























) par leurs expressions dans (3.18), nous obtenons l’expression
des tensions incidentes supplémentaires a(2)20 et a
(2)
20 en fonction des autres tensions. Ces
conditions aux limites sont insérées dans lamatrice de connexion [C], de la mêmemanière
détaillée dans la section (3.3.2.2).
Figure 3.5 Modélisation de la transmission au niveau d’une interface TLM-PML
(Noeud SCN 3D).
3.3.4 Résultats de simulation
3.3.4.1 Exemple bidimensionnel
Afin d’évaluer les PMLs dans la méthode FD-TLM, la technique est utilisée pour
adapter, des deux extrémités, un guide d’onde rectangulaire comme le montre la figure
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(3.6). Cette structure classique est très utilisée et pertinente pour tester des conditions ab-
sorbantes. Le guide est excité par le mode TE10 et le coefficient de réflexion est mesuré
au point P. Nous considérons le noeud (HSCN) pour le maillage.
Figure 3.6 Guide d’onde WR28 terminé aux deux extrémités par des couches PMLs.
a = 7.112mm, b = 3.556mm, L = 60∆l.
Pour éviter la variation brusque de la conductivité entre le domaine de propagation
et le milieu PML, il est possible de choisir son profil de variation. En effet, si y est la
direction de propagation, la conductivité s’écrit σ(y) = σm(y/δ)n, où δ est l’épaisseur de
la couche PML. Ainsi, selon la valeur de n, différents profils peuvent être considérés : le
profil uniforme (n = 0), le profil parabolique (n = 2) et le profil géométrique (n > 1). la
figure (3.7) confirme les résultats trouvés en TD-TLM où le profil parabolique présente la
meilleure absorption.
Il est possible d’améliorer davantage les performances des PML en modifiant les
conditions aux limites de ces couches. En effet, contrairement à la méthode FDTD où
les PML sont toujours terminées par un mur électrique, nous pouvons choisir en TLM
le type de parois permettant d’obtenir le minimum de réflexion. Plusieurs types de ter-
minaisons sont testés et le résultat optimal est obtenu pour une terminaison de type im-
pédance adaptée où l’impédance des bras dans les noeuds PMLs est égale à celle dans
le domaine TLM Z = Zx. Cette modification parait très importante car elle permet de
réduire l’épaisseur de la couche PML. En effet, les résultats présentés dans la figure (3.8)
montrent qu’une épaisseur de trois noeuds est suffisante pour assurer une parfaite ab-
sorption, ce qui permet une grande réduction en terme de mémoire et de temps de calcul
comparés à la méthode TD-TLM où 25 cellules PML étaient requise pour la même struc-
ture [32].
3.3.4.2 Exemple tridimensionnel
Nous considérons la cellule (SCN) 3D pour modéliser un guide d’onde WR28 avec
un iris inductif comme le montre la figure (3.9). Les PMLs sont utilisées pour adapter le
guide des deux extrémités.
L’amplitude en dB du coefficient de réflexion S11 est représentée dans la figure (3.10)
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(a) Les différents profil de conductivité dans un
guide adapté des deux extrémités par des PMLs.
























(b) Coefficient de réflexion mesuré au point P.
Figure 3.7 Variation du coefficient de réflexion S11 selon le profil de conductivité
dans la couche PML, δ = 5∆l. La couche PML est terminée par une impédance
adaptée. Le noeud utlisé est le SCN.
















PML terminée par  par un mûr électrique (δ=10 ∆l)
PML terminée par Zx (δ=8 ∆l)
PML terminée par Zx (δ=5 ∆l)
PML terminée par Zx (δ=3  ∆l)
Figure 3.8 Variation du coefficient de réflexion S11 selon la terminaison de la couche
PML et son épaisseur δ, σm = 5. Le noeud utilisé est le SCN.
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Figure 3.9 Iris inductif dans un guide d’onde WR-28 terminé par des PML δ = 3∆l.
Le profil de conductivité est parabolique avec σm = 50 et le noeud utilisé est le SCN.
où la méthode FD-TLM est comparée à la TD-TLM et aux résultats deMarcuvitz considé-
rés comme référence [26]. Il est vrai que les courbes données par les deux approches tem-
porelle et fréquentielle coïncident parfaitement. Cependant, l’avantage de la FD-TLM ré-
side dans la réduction de l’épaisseur de la couche PML (δ = 3∆l) quand elle est terminée
par une impédance adaptée. En effet, la même structure a été modélisée avec δ = 30∆l
dans [49] et δ = 25∆l dans [50]. De plus, il est possible de rapprocher la paroi absorbante
de l’iris (d = 4∆l) où des modes évanescents sont présents sans perturber le résultat.
Figure 3.10 Coefficient de réflexion de l’iris dans le guide d’onde. Comparaison entre
la FD-TLM, la TD-TLM et les résultats de Marcuvitz. δ = 25∆l pour la TD-TLM
selon [51], δ = 3∆l pour la FD-TLM avec le noeud SCN.
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3.3.4.3 Application des PML dans la modélisation des structures périodiques
Nous considérons le même guide d’onde de l’exemple précédent avec des iris induc-
tifs insérés périodiquement dans la section transverse comme le montre la figure (3.11).
Figure 3.11 Guide d’onde WR28 contenant des iris inducifs placés périodiquement
à l’infini.
Figure 3.12 Modélisation d’une période du guide : un iris unductif avec des fron-
tières périodiques.
L’étude de cette structure peut être réduite à celle d’un seul iris (soit une période). En
effet, d’après le théorème de Floquet, la composante de champs F (z) s’écrit :
F (z) = eγf zφ(z), avec φ(z + l) = φ(z), (3.20)
Où γf est la constante de propagation de Floquet (γf = αf + jβf ) et L est la période
spatiale. Ainsi :
F (z + l) = eγf lF (z). (3.21)
L’exraction d’une période revient à étudier la structure de la figure (3.12) composée
de deux morceaux du guide de longueur L/2 et de l’iris. Chaque morceau de guide peut
être considéré comme une ligne de transmission caractérisée par la martice [M1] reliant















De plus, la tension V ′1 et le courant I
′
1 sont respectivement reliés à V1” et I1” par la
matrice [Miris] :

















D’un autre côté, l’application de l’équation (3.21), donne la relation entre V1, I1, V2 et


















(I −A) = 0, (3.25)
où : A = [M1][Miris][M1][MF ]−1.
Pour calculer le coefficient de réflexion ρ de l’iris, ce dernier est modélisé en insérant
des absorbants dans les deux extrémités du guide. En utlisant les PMLs, il est possible de
réduire considérablement la taille du domaine de calcul.
La résolution de (3.25) revient à retrouver les valeurs propres de la matrice (I − A).
Ainsi, en imposant la condition det(I − A) = 0 nous obtenons la valeur de la constante
de Floquet γf . Les figures (3.13(a)) et (3.13(b)) représentent respectivement la partie réelle
et la partie imaginaire de γf . Les courbes obtenues sont périodiques avec des bandes
passantes et des bandes interdites et sont en cohérence avec [52] où la même structure a
été modélisée.





























Figure 3.13 Diagramme de dispersion du guide d’onde périodique.
58
Les conditions absorbantes en FD-TLM : les couches parfaitement adaptées et les opérateurs d’onde
unidirectionnels
3.4 Les opérateurs d’onde unidirectionnels
Plusieurs conditions absorbantes basées sur l’approximation de l’équation d’onde
"one-way wave equation", qui, à l’origine, étaient développées dans la méthode FDTD,
ont été appliquées en TD-TLM mais aucune d’elles n’a été exportée dans l’approche fré-
quentielle FD-TLM.
L’équation d’onde unidirectionnelle est une équation différentielle qui permet la propa-
gation de l’onde dans une direction bien déterminée. La technique peut être résumée
d’une manière générale, en partant de l’équation d’onde en trois dimensions qui s’écrit
selon [53] :
LU = 0. (3.26)
où, L est l’opérateur d’onde et U représente une composante des champs en FDTD ou
une tension dans le cas d’un maillage TLM. L’opérateur L est décomposé en L+ et L−
tels que :
L+L−U = 0. (3.27)
L+U permet la propagation de l’onde à travers la paroi absorbante et L−U absorbe
toute onde incidente au niveau de cette interface. Plusieurs approximation proposées de
l’opérateur L−, ont mené à des formulations et des performances différentes des condi-
tions absorbantes. D’une manière générale, chacune de ces formulations peut s’écrire








ai,j,k,nU(x− i, y ± j, z ± k, t− n), (3.28)
où t est positif dans le domaine spatial Ω = (x, y, z) comme illustré dans la figure
(3.14). Nous supposons que le domaine de calcul se trouve dans la zone x < 0, le domaine
tronqué dans la zone x > 0 et l’interface absorbante se situe à x = 0. En se basant sur
une prédiction de la fonction d’onde, la condition d’absorption permet la propagation
de l’onde à travers l’interface avec le minimum de réflexion. Comme nous l’avons déjà
mentionné, deux approches sont utilisées dans ce travail, pour la première fois en FD-
TLM, afin de simplifier l’approximation de l’équation d’onde. Il s’agit du développement
en série de Taylor et de conditions absorbantes de Higdon, connues par leur simplicité de
mise en oeuvre et leurs bonnes performances d’absorption.
3.4.1 Le développement en série de Taylor
Si l’onde se propage suivant la direction x alors x− ct est une constante (t représente
le temps et c est la célérité de lumière). De plus, le rapport entre le pas temporel ∆t et
le pas spatial ∆x s’écrit : ∆x/∆t = c. Ainsi, l’équation d’onde U = U(x, y, z, t) peut être
développée en série de Taylor au niveau du plan x− ct =cst tel que :
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Figure 3.14 Domaine de calcul TLM tranché avec une paroi absorbante.





∂iU(0−∆x, y, z, t−∆t)
∂xi
(∆x)i, (3.29)
où l’entier p représente l’ordre du développement. En remplaçant U(x, y, z, t) par
nU(ix, iy, iz) = U(ix∆x, iy∆y, iz∆z, n∆t) et en approximant la dérivée partielle par une
différence finie, nous obtenons :





∇in−1U(0− 1, iy, iz)
∆xi
(∆x)i. (3.30)
L’équation (3.30), peut également être écrite sous la forme suivante :
nU(0, iy , iz) =
p∑
i=1
aii n−iU(0− i, iy , iz). (3.31)
En appliquant une transformée de Fourier discrète à l’équation (3.31) pour une fré-
quence angulaire ω, nous obtenons l’approximation de l’onde dans le domaine fréquen-
tiel :






U(0− i, iy, iz), (3.32)










U(0, i − y, iz) = 0, a00 = −1, (3.33)






F ) est l’approxi-
mation fréquentielle de l’opérateur unidirectionnel L−.
Finalement les opérateursD−iF etK
−i
F sont donnés par (3.34) et (3.35) tels que :
D−iF (x)U(ix, iy , iz) = U(ix − i, iy , iz), (3.34)
K−iF U(ix, iy , iz) =
e−jω(n−i)∆t
ejωn∆.t
U(ix, iy, iz) (3.35)
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3.4.2 Les conditions absorbantes de Higdon












U(x, y, z, t) = 0. (3.36)
Il s’agit de la condition aux limites optimisée pour plusieurs angles d’incidence θi, i =













2∆t (nU(0, iy , iz) + nU(0− 1, iy , iz)− n−1U(0, iy , iz)− n−1U(0− 1, iy, iz))] = 0.
(3.37)
L’équation (3.37) peut être également écrite sous la forme suivante :





ai1i2 n−i2U(0− i1, iy, iz). (3.38)
En appliquant une transformée de Fourier discrète à (3.38) pour une fréquence angu-
laire ω, l’indice n représentant le pas temporel disparaît et nous obtenons :



















U(0, iy , iz), a00 = −1, (3.40)
où D−iF and K
−i










F ) est l’approximation fréquentielle de l’opérateur de
Higdon. Quant aux coefficients ai1i2 modélisant les conditions aux limites, ils sont obte-
nus en identifiant l’équation différentielles (3.36) avec son approximation en différences
finies [41].
3.4.3 Mise en oeuvre des opérateurs d’onde unidirectionnels dans la méthode
3D FD-TLM
Considérons une paroi absorbante placée à z = 12 dans le domaine de calcul Ω comme
le montre la figure (3.15). Comme nous l’avons déjà expliqué dans (3.3.2.2), les condi-
tions aux limites sont introduites dans la matrice de connexion [C]. Ainsi, la première
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étape de mise en oeuvre consiste à établir la relation entre les tensions incidentes et ré-
fléchies au niveau de la paroi. Etant donné que chaque impulsion dans le réseau TLM
est une combinaison linéaire de champs électrique et magnétique qui satisfont l’équation
d’onde, la condition absorbante peut être directement appliquée à cette impulsion. En
d’autres termes, la fonction d’onde U peut représenter une tension V dans les lignes de
transmission du réseau TLM.
Figure 3.15 Paroi absorbante dans un maillage TLM.
Au niveau de la paroi, chaque noeud présente deux tensions incidentes, soient V i9 et
V i8 (nous considérons la numérotation de la figure (1.3) et une propagation suivant l’axe
z). Nous traitons dans ce qui suit la condition absorbante de Taylor sachant que le proces-
sus est identique dans le cas de la condition de Higdon. Les tensions V r9 et V
r
8 réfléchies










)∆tV r8,9(ix, iy, 0 +
1
2
) = 0, a00 = −1. (3.41)
Afin de mieux comprendre le phénomène de propagation de ces impulsions au ni-
veau de la paroi, nous proposons de revenir à la formulation temporelle de l’équation
(3.41) qui s’écrit :
n+ 1
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− iz), a00 = −1. (3.42)
Considérons, par exemple, un développement en série de Taylor de deuxième ordre (p =
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) = 0, (3.43)




8 (ix, iy,−32 ) = V
r(n−2)
8 , n étant l’indice du noeud.
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Pour introduire les tensions incidentes, nous nous basons sur le phénomène de trans-






En injectant la relation (3.44) dans (3.43) et en appliquant une transfromée de Fourier














Ainsi, pour modéliser la condition de Taylor d’ordre 2, il suffit d’insérer un coefficient
de réflexion R1 au niveau du noeud sur la paroi et un coefficient de réflexion R2 pour le
noeud qui lui est adjacent dans le domaine de calul, où R1 et R2 sont donnés par :
R1 = −a11
a00
e−2jω∆t, R2 = −a22
a00
e−4jω∆t. (3.46)
Dans le cas général, les tensions réfléchies au niveau de la paroi sont fonction linéaire













e−2kjω∆t, a00 = −1. (3.48)
En d’autres termes, l’ordre p du développement en série de Taylor indique le nombre
des noeuds antérieurs à considérer pour exprimer les tensions sur la paroi (voir figure
(3.16)).




















3.4.4 Résultats de simulations
Nous considérons la même structure que dans (3.3.4.1) avec une modélisation tridi-
mensionnelle, où un guide d’onde rectangulaire homogèneWR28 est adapté des deux ex-
trémités par des conditions absorbantes basées sur l’approximation de l’équation d’onde
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Figure 3.16 Description spatiale de la condition absorbante de l’approximation de
l’opérateur d’onde en FD-TLM.
de type Taylor et Higdon. Le noeud 3D SCN est utilisé pour un maillage uniforme cu-
bique avec une taille de maille inférieur à λ/10. Le coefficient de réflexion est calculé au
point de mesure P situé à d = 5∆l de la paroi absorbante. D’après les résultats présentés
dans les figures (3.17) et (3.18), les parois absorbantes présentent de bonnes performances
avec un coefficient de réflexion inférieur à −60dB pour un développement de Taylor de
troisième ordre et −200dB pour les conditions de Higdon de cinquième ordre. Ainsi,
la formulation fréquentielle de l’approximation de l’opérateur d’onde unidirectionnel
présente des meilleures performances d’absorption que la formulation temporelle. D’un
autre côté, en comparaison avec les PML, nous pouvons remarquer que l’opérateur unidi-
rectionnel de Higdon donne des meilleurs résultats à partir du deuxième ordre avec une
implémentation beaucoup plus simple. En effet, si les PML nécessitent la modélisation
d’un milieu non physique avec des propriétés différentes et une nouvelle cellule PML-
TLM, la modélisation de l’opérateur d’onde n’exige aucun changement des propriétés
du milieu. Ainsi, la matrice de répartition est identique pour toute la structure et il suffit
d’introduire les conditions aux limites adéquates au niveau de la paroi absorbante.
Afin de tester le comportement de ces conditions absorbantes en présence des modes
évanescents, nous considérons la même structure présentée dans (3.3.4.2) où un iris in-
ductif est placé dans la section transverse du guide et nous nous intéressons aux condi-
tions de types Higdon qui ont présenté les meilleures performances. Dans un premier
temps, nous éloignons l’iris de la paroi absorbante (soit une distance D = 20∆l). Les ré-
sultats obtenus se rapprochent de ceux de la formulation analytique de Marcuvitz [26]
et coïncident parfaitement avec cette référence jusqu’au cinquième ordre (figure(3.19)).
Dans un second temps, l’iris est placé assez proche de la paroi absorbante (D = 3∆l), les
mêmes performances sont obtenues avec une distorsion négligeable qui apparaît pour
le quatrième et le cinquième ordre en basses fréquences (figure(3.20)). Il est à noter que
la distance D est considérée à partir du dernier noeud impliqué dans la modélisation
de l’absorbant. Ainsi, si l’on considère, par exemple, l’approximation de Higdon au cin-
64
Les conditions absorbantes en FD-TLM : les couches parfaitement adaptées et les opérateurs d’onde
unidirectionnels
























Figure 3.17 Coefficient de réflexion pour un guide d’onde homogène WR-28 adapté
par des parois absorbantes basées sur l’approximation de l’opérateur d’onde par le
développement en série de Taylor.
























Figure 3.18 Coefficient de réflexion pour un guide d’onde homogène WR-28 adapté
par des parois absorbantes basées sur l’approximation de Higdon de l’opérateur
d’onde.
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quième ordre (figure (3.21)), l’iris doit, au minimum, être placé à 8∆l de l’extrémité (soit
5∆l pour la modélisation de la condition absorbante et 3∆l la distance minimale à partir
du dernier noeud impliqué dans la modélisation de la condition absorbante).
Figure 3.19 Description spatiale de la condition absorbante de l’approximation de
l’opérateur d’onde en FD-TLM.
Figure 3.20 Description spatiale de la condition absorbante de l’approximation de
l’opérateur d’onde en FD-TLM.
66
Les conditions absorbantes en FD-TLM : les couches parfaitement adaptées et les opérateurs d’onde
unidirectionnels
Figure 3.21 Iris inductif dans un guide d’onde WR28 terminé par la condition absor-
bante de Higdon à l’ordre 5.
3.5 Conclusion
Nous avons présenté dans ce chapitre une mise en oeuvre efficace des parois absor-
bantes dans la méthode FD-TLM. La technique des couches parfaitement adaptées PML
a été appliquée au moyen des noeuds PML-TLM dérivés de la formulation temporelle
de la TLM. Ces parois, utilisées pour adapter un guide d’onde WR28, ont montré de
bonnes qualités d’absorption sur une large bande de fréquence. Les performances des
PML sont meilleures lorsque ces couches sont terminées par une impédance adaptée au
lieu d’un mur électrique généralement utilisé en FDTD. De plus, leur épaisseur a été
réduite à seulement trois cellules tout en permettant d’absorber et d’atténuer les modes
évanescents. Dans la deuxième partie de ce chapitre, nous avons étudié la technique d’ab-
sorption basée sur l’approximation de l’équation d’onde. Les opérateurs d’onde de Taylor
puis de Higdon ont été reformulés pour s’adapter à l’approche fréquentielle de la TLM.
Les simulations, appliquées sur la même structure que pour les PML, ont montré l’effica-
cité de ce type de parois qui présente d’excellentes performances d’absorption avec une
modélisation beaucoup plus simple que celle requise pour les PML. De plus, nous avons
prouvé qu’il est possible d’atteindre le cinquième ordre dans la condition de Higdon,
permettant ainsi d’améliorer les performances de la paroi par rapport au développement
de Taylor (qui converge au troisième ordre) et aux couches PML.
CHAPITRE




Si la FD-TLM est très efficace dans la modélisation des structures à géométrie
complexe, son aspect volumique présente parfois un réel inconvénient en imposant le
maillage et la simulation de la structure entière. Ce problème est plus important quand
le domaine de calcul est large ou comporte une petite zone qui doit être modifiée à plu-
sieurs reprises dans le but d’une étude d’optimisation. Dans ce cas, la simulation devient
très coûteuse et implique un temps de calcul exhaustif. Le problème peut être résolu si la
partie qui subit les modifications est isolée pour être simulée séparément. C’est le prin-
cipe de la technique de segmentation connue, également, par son appellation anglophone
"diakoptics". Depuis son introduction dans l’approche fréquentielle de la TLM par Hang
Jin et al en 1992 [5], la technique a été rarement appliquée. Récemment, l’idée a été reprise
par K. Sung et al. [58] mais les auteurs mettent en valeurs les avantages d’un nouveau
noeud TLM au dépend de ceux de la "diakoptics" qui restait limitée à quelques exemples
de structures. Dans ce qui suit, nous détaillons le développement de la technique de seg-
mentation en FD-TLM où nous montrons que certaines modélisations nécessitent la véri-
fication de conditions aux frontières. Finalement, nous combinons les avantages de cette
méthode avec deux d’un maillage variable pour une modélisation optimale.
4.2 Principe de la segmentation en TLM dans le domaine tem-
porel
Le concept de "diakoptics" était introduit par Kron en 1963 [56] et exploité, plus tard,
en TD-TLM par Johns et al. [57]. Il consiste à décomposer le domaine de calcul en deux
sous-domaines (1) et (2) où l’un est très petit par rapport à l’autre et doit être modi-
fié plusieurs fois pour différentes simulations. En effet, c’est dans ces conditions que la
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technique offre des avantages : plus le rapport des sous-domaines est grand et plus la
gamme de paramètres est grande, plus la technique est efficace. Supposons que c’est le
sous-domaine (2) qui représente la petite portion. En TD-TLM, il faut, tout d’abord, cal-
culer et stocker la réponse impulsionnelle du grand sous-domaine (1). Par la suite, seule
la partie (2) sera discrétisée. Pour calculer la réponse impulsionnelle des branches du
sous-domaine (1) se trouvant à l’interface, les lignes de transmission sont terminées par
une impédance adaptée. L’interface séparant les deux sous-domaines est appelée "fron-
tière de Johns". La réponse impulsionnelle de la mième branche à l’instant t = k∆t due
à l’excitation de la nième branche est notée g(m,n, k). Ainsi, la réponse impulsionnelle
globale du sous-domaine (1) est représentée par une matrice tridimensionnelle de taille
(M ×N ×K), connue sous le nom de "matrice de Johns", oùK est le nombre d’itérations
etM = N est le nombre de branches à l’interface. Ensuite, pour simuler le sous-domaine
(1) isolé, les impulsions stockées dans cette matrice sont réinjectées dans le sous-domaine
(2) sur tous les noeuds se trouvant sur la frontière de Johns. En effet, les impulsions in-
cidentes du réseau TLM dans les N branches sur la frontière de Johns provoquent une






g(m,n, k) ∗ V i(n, k − k′). (4.1)
L’équation (4.1) est la base de l’algorithme "diakoptics" en TD-TLM. Elle nécessite le
calcul et le stockage de la matrice de Johns puis le calcul d’un produit de convolution.
Soit un nombre d’opération (N ×M) pour chaque instant k.
4.3 Implémentation de la diakoptic en FD-TLM
Le principe général de la "diakoptics" dans l’approche fréquentielle diffère de celui en
TD-TLM. En effet, il ne s’agit plus de stocker la matrice de Johns ou de calculer un produit
de convolution. La technique se base plutôt sur le calcul des matrices intrinsèques de
sous-domaine. Nous détaillons dans ce qui suit deux configurations de sous-domaines :
le sous-domaine à un seul accès et le sous-domaine à deux accès.
4.3.1 Cas d’un sous-domaine à un seul accès
Un sous-domaine à un accès ne peut être relié qu’à un seul sous-domaine. L’accès
permet de connecter les lignes de transmission des deux sous-domaines et d’échanger les
tensions externes incidentes et réfléchies notées respectivement [V ie ] et [V
r
e ] (voir figure
(4.1)). Ces tensions sont reliées par une matrice de répartition [A] et une matrice d’excita-
tion [B] intrinsèques au sous-domaine tel que :
[V re ] = [A][V
i
e ] + [B]. (4.2)
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Afin de calculer les matrices [A] et [B], nous classifions toutes les tensions du sous-
domaine en trois types : tensions internes [Vi], tensions externes [Ve] et tensions de stubs
[Vs]. Les tensions internes sont celles qui se propagent à l’intérieur du sous-domaine sui-
vant le phénomènes de réflexion et de transmission décrits dans (1.2.2). Ainsi, les tensions
internes incidentes [V ii ] subissent une réflexion au centre de chaque noeud pour générer
les tensions internes réfléchies [V ri ] qui seront transmises aux noeuds adjacents. En termes
de matrice et par analogie à (1.10) et (1.11), nous notons :
[V ri ] = [S11][V
i
i ], (4.3)
[V ii ] = γ[C][V
r
i ] + [V
(excit)], (4.4)
où γ = ejω∆t, [S11] est la matrice de répartition reliant les tensions internes du sous-
domaine et dépend de la nature du milieu et des caractéristiques du maillage, [C] est la
matrice de connexion et [V (excit)] est le vecteur représentant la source d’excitation. Quant
aux tensions des stubs [Vs], si elles existent, elles sont réinjectées dans le noeud après un
aller-retour dans le stub qui produit un déphasage∆t, soit :
[V is ] = γ[V
r
s ] (4.5)
Figure 4.1 Un sous-domaine à un accès.
De manière générale, il est possible de relier toutes les tensions d’un sous-domaine

















En combinant les équations (4.2), (4.4), (4.5) et (4.6), il est possible d’exprimer les
matrices intrinsèques [A] et [B] du sous-domaine en fonction des sous matrices Sii
(i ∈ {1, 2, 3}) et de la matrice de connexion [C] tel que :
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[A] = γS21C[I − γ[S11 + γS13[I − γS33]−1]C]−1 (4.7)
.[γS13[I − γS33]−1S32 + S12] + S22
+γS23[I − γ2[I − γS33]−1S31C[I − γS11C]−1S13]−1
.[I − γS33]−1[γS31C[I − γS11C]−1S12 + S32],
[B] = [γS21C[I − γ[S11 + γS13[I − γS33]−1S31]C]−1 (4.8)[





I − γ [S11 + γS13[I − γS33]−1S31]C]−1
[γS31C[I − γS11C]−1S11 + S31]]V (excit).
Une fois les matrices intrinsèques [A] et [B] calculées, elles sont injectées dans l’équa-
tion (4.2) pour retrouver les tensions externes réfléchies [V re ] du sous-domaine qui servent
par la suite au calcul des tensions internes. La procédure peut être résumée comme suit :
considérons une structure décomposée en deux sous-domaines (1) et (2) comme le montre
la figure (4.2). Nous supposons que les matrices [A1] et [B1] caractérisant le sous-domaine
(1) sont déjà calculées et stockées. Afin de retrouver les champs dans le sous-domaine (2),
il faut, tout d’abord, calculer ses matrices intrinsèques [A2] et [B2] puis résoudre l’équa-
tion (4.9) pour obtenir les tensions externes V i
e(2).
[I − γ2A1A2][V ie(2)] = γ2[A2B1] + γ[B2]. (4.9)
Figure 4.2 Deux sous-domaines connectés.
Finalement, les tensions internes du sous-domaine (2) sont déterminées à partir des
tensions externes par l’équation suivante :
[
I − γCS11 − γ2CS13[I − γS33]−1S31
]
[V ii(2)] = γC[S12+γS13[I−γS33]−1S32][V ie(2)]+V (excit).
(4.10)
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4.3.2 Cas d’un sous-domaine à deux accès
La figure (4.3) représente un sous-domaine à deux accès externes (accès A et accès B).
Afin de simplifier la modélisation, nous supposons que les noeuds utilisés ne comportent
pas de stubs. Ainsi, les tensions dans le sous-domaine sont classées en tensions internes
[V ii ], tension externes au niveau de l’accès A [
aV ie ] et tensions externes au niveau de l’accès
















Les sous-matrices [Sba] et [Sab] sont nulles puisque les deux accès externes A et B sont
complètement indépendants. En effet, les tensions incidentes d’un accès ne peuvent pas
être injectées dans le second accès. Le sous-domaine est, désormais, caractérisé par quatre
matrices intrinsèques [Aa], [Ab], [Ba] et [Bb]. La relation entre les tensions incidentes et
réfléchies à l’accès A s’écrit :
[aV re ] = [Aa][
aV ie ] + [Ba]. (4.12)
De même, au niveau de l’accès B, nous avons :
[bV re ] = [Ab][
bV ie ] + [Bb]. (4.13)
Quant aux tensions internes au sous-domaine, elles sont reliées par la matrice de
connexion [C] tel que :
[V ii ] = γ[C][V
r
i ] + [V
(excit)]. (4.14)
Figure 4.3 Sous-domaine à deux accès connecté par l’accès A au sous-domaine (1) et
par l’accès B au sous-domaine (2).
Supposons que le sous-domaine à deux accès soit connecté à un sous-domaine (1) par
l’accès A et un sous-domaine (2) par l’accès B comme lemontre la figure (4.3). Les tensions
incidentes et réfléchies à l’accès (1) sont respectivement celles réfléchies et incidentes à
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l’accès A soit :
[1V ie ] = γ[
aV re ], (4.15)
[1V re ] = γ
−1[aV ie ].
De même, pour l’accès B nous notons :
[2V ie ] = γ
−1[bV re ], (4.16)
[2V re ] = γ[
bV ie ].
La combinaison des équations (4.11), (4.12), (4.14) et (4.15) donne les expressions des
matrices [Aa] et [Ba] en fonction de la matrice de connexion [C] et des sous-matrices de
répartition qui s’écrivent :
[Aa] = Sa1[I − [I − γCS11]−1γ3CS1bA2Sb1]−1[I − γCS11]−1γCS1a (4.17)
[Ba] = Sa1[I − [I − γCS11]−1γ3CS1bA2Sb1]−1[I − γCS11]−1γ3CS1bB2 (4.18)
De même la combinaison des équations (4.11), (4.13), (4.14) et (4.16) donne :
[Ab] = Sb1[I − [I − γCS11]−1γCS1aA1Sa1]−1[I − γCS11]−1γCS1b, (4.19)
[Bb] = Sb1[I − [I − γCS11]−1γCS1aA1Sa1]−1[I − γCS11]−1γ3CS1aB1, (4.20)
oùA1,B1,A2 etB2 sont respectivement les matrices, déjà calculées et stockées, intrin-
sèques au sous-domaines (1) et (2).
Nous nous proposons de calculer les tensions internes au sous-domaine à deux accès,
sachant que :
[1V re ] = [A1][
1V ie ] + [B1], (4.21)
[2V re ] = [A2][
2V ie ] + [B2].
De plus, la combinaison de (4.11), (4.12) et (4.21) donne :
[I − γ2A1Aa][aV ie ] = γ2A1Ba + γB1, (4.22)
[I − γ2A2Ab][bV ie ] = γ2A2Bb + γB1.
Finalement, les tensions internes incidentes au sous-domaine dépendent des tensions
incidentes aux accès A et B et s’écrivent :
[I − γCS11][V ii ] = γC[S1a[aV ie ] + S1bbV ie ]]. (4.23)
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4.4 Optimisation de la synthèse d’un filtre par la technique de
segmentation
4.4.1 Application de la segmentation pour un guide d’onde à un iris inductif
Avant de passer à la synthèse du filtre, nous commençons par modéliser un guide
d’onde rectangulaire métallique adaptés des deux extrémités avec une discontinuité in-
troduite par un iris inductif. En appliquant la technique de segmentation, il est possible
de découper le guide en deux sous-guides dont le premier est homogène comportant la
source d’excitation et le deuxième contenant l’iris (voir figure(4.4)).
Figure 4.4 Guide d’onde découpé en deux sous-domaines.
La figure (4.5) représente l’allure du champ Ey du mode fondamental TE10. Nous
nous intéressons à la distributions du champ dans la sous-structure (2) dans le cas où le
guide entier est simulé puis, dans le cas où le guide est découpé et que seule la région
(2) est simulée. Les figures (4.5(a)) et (4.5(b)) montrent une parfaite correspondance entre
les deux distribution et une excellente performance de la technique de segmentation.
Ces résultats sont, également confirmés par la figure (4.6) où les courbes représentant le
champ au niveau de l’iris avec et sans segmentation sont identiques.
4.4.2 Application de la segmentation pour un guide d’onde à deux iris induc-
tifs
Nous considérons, dans ce deuxième exemple, la même structure de la figure (4.4) et
nous rajoutons un autre iris inductif dans le guide. La structure représente un filtre passe-
bande dont la réponse dépend de la taille des iris et de la distance qui les sépare. Dans un
premier temps nous découpons la structure en deux sous-domaines comme le montre la
figure (4.7). Le sous-domaine (1) contient l’iris (1) et le sous-domaine (2) contient l’iris (2).
L’allure du champ électrique Ey, dans le sous-domaine (2) est représentée dans la figure
(4.8(a)) lorsque toute la structure est simulée. Elle coïncide avec celle de la figure (4.8(b))
obtenue avec la méthode "diakoptics". Ces résultats sont confirmés par la figure (4.9) qui
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(a) Distribution du champ électrique dans le
guide entier.
(b) Distribution du champ électrique dans la ré-
gion (2) du guide
Figure 4.5 Comparaison de la distribution du champ électrique dans le guide d’onde
avec et sans segmentation.











Figure 4.6 Amplitude du champ électrique au niveau de l’iris.
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représente le champ au niveau de l’iris.
Figure 4.7 Vue de dessus d’un guide d’onde WR28 comportant deux iris inductifs et
découpé en deux sous-domaines. d1 = 7∆l, d2 = 8∆l, (∆l = a/20, avec a la largeur
du guide). Des conditions absorbantes (ABC) sont placées aux deux extrémités du
guide.
(a) Distribution du champ électrique dans le
guide entier
(b) Distribution du champ électrique dans le
sous-domaine (2)
Figure 4.8 Comparaison de la distribution du champ électrique dans le guide d’onde
avec et sans segmentation.
On note que, lorsque le sous-domaine (1) (déjà stocké) contient une discontinuité, il
est important d’effectuer le découpage à une distance suffisante (soit λg/2 où λg est la
longueur d’onde guidée) pour s’éloigner de la perturbation causée par les modes évanes-
cents. En effet, la frontière F n’est pas une paroi absorbante et les tensions réfléchies par
l’iris seront une excitation perturbante au sous-domaine (2), ce qui peut erroner le résul-
tat. Afin de contourner ce problème, il est préférable que toute discontinuité soit incluse
dans le sous-domaine à calculer. Ainsi, nous considérons la configuration présentée par la
figure (4.10) où les sous-domaines (1) et (3) sont homogènes et le sous-guide comportant
les deux iris est un sous-domaine à deux accès.
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Figure 4.9 Amplitude du champ électrique au niveau de l’iris (2).
Figure 4.10 vue de dessus d’un guide d’onde WR28 comportant deux iris inductifs
et découpé en deux sous-domaines. d1 = 7∆l, d2 = 8∆l, (∆l = a/20, avec a la largeur
du guide). Des conditions absorbantes (ABC) sont placées aux deux extrémités du
guide.
L’une des applications qui montrent l’efficacité de la "diakoptics" est la synthèse d’un
filtre coupe-bande à partir d’un gabarit donné. Nous nous proposons par exemple de
chercher la bonne distance D séparant les deux iris afin d’avoir une bande passante de
5 GHz comprise entre 17 GHz et 22 GHz et une atténuation maximale de 20 dB. Une
solution classique consiste à fixer l’iris (1) et de changer la position de l’iris (2) jusqu’à
obtenir la réponse désirée du filtre. Toutefois, le maillage et la simulation du guide entier
pour chaque valeur de D est une procédure très coûteuse en terme de mémoire et de
temps de calcul. Dans ce cas, la méthode de segmentation présente une bonne alternative
permettant d’extraire et de mailler uniquement le sous-domaine qui comporte les deux
iris et qui subit des modifications à chaque simulation. Les sous-domaines (1) et (3) sont
modélisés et simulés une seule fois, puis leurs matrices intrinsèques seront stockées et
réutilisées pour chaque simulation. De plus, étant donné que ces deux sous-domaines
sont homogènes et ne comportent aucune discontinuité, il est possible de rapprocher les
iris aux frontières de segmentation et de diminuer, par conséquent, la taille de l’espace à
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mailler.

















Figure 4.11 Coefficient de transmission du guide d’onde à deux iris.
Si (n×T ) représente le temps nécessaire pour simuler n différentes positions de l’iris,
l’application de la "diakoptics" permet de réduire ce temps à (T + (n − 1)t), où t est
le temps requis pour simuler le sous-domaine extrait et (t = (1/7)T ). En plus du gain
énorme en temps de calcul, nous gardons la même précision des résultats. En effet, la
figure (4.11) confirme que les réponses du filtres obtenues avec et sans segmentation sont
identiques et coïncident avec le gabarit désiré.
4.4.3 La diakoptic et le maillage variable
Pour une modélisation plus optimisée, la "diakoptic" est combinée à la technique du
maillage variable présentée dans (1.4.6). En effet, il est préférable d’appliquer unmaillage
plus fin au alentours des discontiuités où la variation des champs est brusque comme le
montre la figure (4.12). Ainsi, la taille de la maille suivant z dans le sous-domaine (2) est
légèrement inférieure à celle dans les sous-domaines (1) et (3) (∆z2 ≤ ∆z1et∆z2 ≤ ∆z3).
La figure (4.13) montre l’amélioration du résultat par rapport à un maillage régulier. Il
est à noter que le changement de taille du noeud est limitée à la direction de propaga-
tion z. Cela assure la coincidence des bras aux jonctions pour le maillage choisi dans les
sous-domaines (1) et (3). D’un autre côté, si le noeud HSCN ou SSCN est utilisé, il est in-
dispensable d’assurer la continuité des composantes tangentielles des champs électrique
et magnétique entre deux zones ayant des maillages différents, un coefficient de réflexion
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Figure 4.12 Maillage fin appliqué au sous-domaine (2).
















Avec diakoptic (maillage régulier)
Avec diakoptic (maillage variable)
Réponse désirée
Figure 4.13 Coefficient de transmission du guide d’onde à deux iris dans le cas d’un
maillage variable.
4.5 Conclusion
Nous avons appliqué, dans ce chapitre, la méthode de segmentation en FD-TLM afin
d’optimiser la modélisation d’un type de structures en hyperfréquences. La décomposi-
tion du domaine de calcul en sous-domaines qui peuvent être calculés et simulés sépa-
rément est une technique très pratique et utile dans le cas où la structure à modéliser
comporte une zone qui subit des modifications à chaque simulation. La "diakoptics" per-
met un énorme gain en ressourcesmémoires et temps de calcul tout en gardant une bonne
précision des résultats.
Conclusion générale
Bien que la TLM fût apparue comme méthode temporelle, la nécessité de modéli-
ser des problèmes à bandes étroites ou des milieux dispersifs a incité le développement
de l’approche fréquentielle de la TLM (FD-TLM). Chacune de ces approches a montré
de bonnes performances dans la modélisation électromagnétique surtout que leur aspect
volumique permet la modélisation plus facile des structures à géométrie complexe. Tou-
tefois, aucun lien ou comparaison entre les deux méthodes n’a été établi. La FD-TLM a
été généralement formulée à partir des équations de Maxwell dans le domaine fréquen-
tiel. La relation entre les deux approches a été dernièrement développée où la FD-TLM
peut être dérivée directement à partir de la TD-TLM en appliquant une transformée de
Fourier.
Dans ce mémoire, nous nous sommes basés sur ce lien direct entre les deux approches
pour développer la TLM dans le domaine fréquentiel. Par la suite, nous avons essayé de
mettre en relief plusieurs aspects de la méthode afin de montrer sa contribution dans la
modélisation des dispositifs en hyperfréquences. Pour commencer, nous nous sommes
intéressés aux caractéristiques du maillage où nous avons présenté les différents types
de noeuds utilisés. Comme l’approche adaptée de la FD-TLM est dérivée de la TLM tem-
porelle, nous avons gardé les mêmes noeuds déjà développés dans le domaine tempo-
rel, notamment les noeuds symétriques condensés à savoir le (SCN), le (HSCN) et le
(SSCN). Après avoir présenté la formulation générale de chacun de ces noeuds, nous
nous sommes intéressés aumaillage non uniforme qui présente un énorme avantage dans
la modélisation des structures présentant des discontinuités ou des détails fins. Dans un
second temps, nous avons étudié l’erreur de vitesse dans la méthode FD-TLM. Une re-
lation analytique exacte a été développé et a permis l’étude de l’effet de plusieurs para-
mètres sur le caractère dispersif de la FD-TLM. Nous avons particulièrement démontré
que le pas temporel est un paramètre crucial dans la formulation fréquentielle et que
sa valeur doit être convenablement choisie. Par la suite, nous avons comparé les perfor-
mances des noeuds condensés avec et sans stubs avant de passer à l’étude de l’erreur
numérique qui dépend de la structure à modéliser et du noeuds utilisé.
Un autre volet de notre mémoire a été consacré à l’étude des frontières absorbantes. En
effet, comme toute méthode numérique ayant un aspect volumique, la FD-TLM néces-
site le maillage de tout le domaine de calcul qui peut engendrer un coût informatique
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exhaustif en présence de structures ouvertes sur l’espace libre ou infinies (guides) qui,
théoriquement, requièrent un domaine de calcul infini. Il s’agit alors d’effectuer une tron-
cature de ce domaine par des conditions absorbantes qui ne perturbent la solution dans
le volume ainsi tronqué que de façon négligeable. Deux types de parois absorbantes sont
développés. Les couches parfaitement adaptées de Bérenger et les opérateurs d’onde uni-
drectionnels dont le développement en série de Taylor et les conditions de Higdon. Des
résultats importants ont été obtenus et ont montré qu’il est possible de réduire l’épais-
seur de la couche PML à seulement trois mailles permettant ainsi de réduire le temps de
calcul sans pertes de précision. Quant aux opérateurs d’onde, nous avons obtenu d’excel-
lentes performances avec les conditions de Higdon où la qualité d’absorption s’améliore
au cinquième ordre, contrairement à la TD-TLM où la méthode devient instable à partir
du troisième ordre.
La dernière partie de ce travail a porté sur l’optimisation de la modélisation des structures
par la méthode FD-TLM en appliquant la technique de segmentation (diakoptics) permet-
tant de décomposer la structure en plusieurs sous-domaines dont chacun est modélisé
séparément. Cette technique a été combinée à celle du maillage variable et un énorme
gain en temps de calcul a été obtenu avec une meilleure précision.
Comme suite à ce travail, nous pouvons étendre la FD-TLM a des problèmes à géomé-
trie plus complexes telle que les structures présentant des courbures. Dans ce contexte,
il est possible de s’affranchir du maillage approximé en marche d’escalier en utilisant, à
la place, un maillage non orthogonal [59] qui n’a pas encore été développé en FD-TLM.
De plus, nous pouvons envisager la modélisation des milieux plus généraux tels que
les matériaux dispersifs qui sont plutôt caractérisés dans le domaine fréquentiel. Enfin,
notre objectif serait d’améliorer les travaux déjà appliqués dans le domaine temporel en
mettant l’accent sur l’apport de l’approche fréquentielle par rapport à d’autres méthodes
numériques, notamment la TLM temporelle.
ANNEXE
A Calcul des composantes
des champs au centre du
noeud
En suivant la méthodologie présentée dans 3.8, les composantes des champs élec-
triques et magnétiques sont calculées à partir des tensions incidentes au centre du noeud.








































































































































Nous considérons le noeud HSCN de type II. Ainsi, l’expression du champ magné-
tique est identique à celle du noeud SSCN.
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– Noeud SCN
Hx = Lx(−V i4 + V i8 + V i5 − V i7 + Z ′sxV i16)
Hy = Ly(V
i
2 − V i9 − V i6 + V i10 + Z ′syV i17)
Hz = Lz(−V i1 + V i12 + V i3 − V i11 + Z ′szV i18)
– Noeuds HSCN et SSCN
Hx = Lx(−V i4 + V i8 + V i5 − V i7 )
Hy = Ly(V
i
2 − V i9 − V i6 + V i10)




















Il est à noter que les tensions V i sont obtenues avec un déphasage (n − 12 )∆t par
rapport au champ au centre du noeud calculés à l’instant n. Ce déphasage est traduit par
une multiplication par e−jω
∆
2 dans le domaine fréquentiel.
ANNEXE
B Le calcul du coefficient
de réflexion dans une
structure maillée en
TLM
On se propose de calculer le coefficient de réflexion en un point donné d’un réseau
TLM. On considère, alors, trois noeuds adjacents (1), (2) et (3) disposés suivant l’axe de
propagation z comme le montre la figure (B.1). Les relations reliant tensions incidentes et
Figure B.1 Une coupe suivant y présentant les impulsions incidentes et réfléchies
entre 3 noeuds placés suivant l’axe z










Qu’on peut également écrire :
Ei = Ey(2)− Er (1),
Ey(1) = Ey(2)e
+jβ∆l − Ere+jβ∆l + Ere−jβ∆l (2),
Ey(3) = Ey(2)e
−jβ∆l − Ere−jβ∆l + Ere+jβ∆l (3),
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(1) + (3)⇒ Ey(1) + Ey(3) = Ey(2)ejβ∆l + Ey(2) 1
ejβ∆l







On pose A = Ey(1)+Ey(3)
Ey(2)





α2 −Aα+ 1 = 0
La résolution de l’équation de sencond ordre ci-dessus permet d’obtenir la constante
de propagation β. Une fois β obtenue, on peut tirer le coefficient de réflexion ρ1
ANNEXE
C Calcul du coefficient de
réflexion d’une couche
d’impédance adaptée
Une onde plane incidente se propageant suivant la direction z peut être décompo-
sée en modes transverse électrique TEz et transverse magnétique TMz . Considérons, la









où ~E0i est un vecteur dans le plan (z = 0) et ~ki = [K sin θ cosφ,K sin θ sinφ, k cos θ]T
est le vesteur d’onde incidente avec k = (ω/c)
√
εrµr. Le vecteur ~r indique la position tel
que ~r = (x, y, z)T comme le montre la figure (C.1).
Figure C.1 Système de coordonnées (θ, φ) pour repérer la direction de propagation,
(0 ≤ φ ≤ 2pi et 0 ≤ θ ≤ pi.
De même, les tensions réflechies s’écrivent :










où RTE est le coefficient de réflexion et kr est le vecteur d’onde réfléchie donné par
~kr = [K sin θ cosφ,K sin θ sinφ,−k cos θ]T
Ainsi, en combinant les équations (C.1), (C.2), (C.3) et (C.4), les champs totaux dans le
milieu (1) sont donnés par :
~Et1 = ~E0ie
−jk sin θ(x cos φ+y sinφ)(e−jk(z cosφ) +RTEejk(z cosφ)) (C.5)
~Ht1 =
e−jk sin θ(x cosφ+y sinφ)
Zm

− cos θE0iy(e−jk(z cos θ) −RTEejk(z cos θ))
cos θE0ix(e
−jk(z cos θ) −RTEejk(z cos θ))
sin θ(cosφE0iy − sinφE0ix)(e−jk(z cos θ) +RTEejk(z cos θ))

(C.6)
où Zm = Z0
√
(µr/εr) est l’impédance intrinsèque du milieu.
Les champs totaux dans la couche absorbante sont la somme d’une onde progressive

























où A(+) et A(−) sont des constantes à determiner et les vecteurs d’onde ~k(+)c et ~k
(−)
c
sont associés respectivement à l’onde progressive et à l’onde évanescnente. De plus, les
composantes du vecteur d’onde tangentes à l’interface doivent être continues, ce qui im-
plique :
~k(+)c = [k sin θ cosφ k sin θ sinφ k2z]
T (C.9)
~k(−)c = [k sin θ cosφ k sin θ sinφ − k2z]T . (C.10)













1− b−2 sin2 θ = kbP (θ, b). (C.12)
De cette façons, nous pouvons exprimer les champs ~Et2 et ~Ht2 dans la couche par :
~Et2 = ~E0ie






e−jk sin θ(x cos φ+y sinφ)
Zm






(cosφE0iy − sinφE0ix)(A(+)e−jk2zz +A(−)e+jk2zz)

(C.14)
Finalement, grâce à la continuité des champs tangentiels à l’interface (z = 0), nous
obtenons les relations suivantes exprimons respectivement la continuté du champ élec-
trique et du champ magnétique :
A(+) +A(−) = 1 +RTE (C.15)
P (θ, b)(A(+) −A(−)) = (1−RTE) cos θ (C.16)
De plus, si nous tenons compte du fait qu’à z = δ, le champ tangent à la paroi électrique
est nul, nous pouvons écrire :
A(+)e−jk2zδ +A(−)ejk2zδ = 0 (C.17)
La combinaison des équations (C.15), (C.16) et (C.17) donne le coefficient de réflexion
RTE qui s’écrit :
RTE(θ) = −
√
(1− b−2) sin2 θ − j cos θ tan(kδ
√
(1− b−2) sin2 θ)√
(1− b−2) sin2 θ + j cos θ tan(kδ
√
(1− b−2) sin2 θ)
(C.18)
La même démarche est valable pour le mode TM où le coefficient de réflexion obtenu
RTM est donné par :
RTM(θ) = −−
√
(1− b−2) sin2 θ − j cos θ tan(kδ
√
(1− b−2) sin2 θ)
−
√
(1− b−2) sin2 θ + j cos θ tan(kδ
√
(1− b−2) sin2 θ)
(C.19)
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Résumé
La modélisation numérique est devenue un outil indispensable qui permet la prise en
compte de structures de plus en plus complexes. De nombreuses méthodes numériques
ont été développées puis évoluées pour être adaptées au problème à résoudre. Parmi
ces méthodes, la TLM (Transmission Line Matrix) est très connue par son efficacité dans
la modélisation des structures en hyperfréquence. Nous nous sommes intéressés dans ce
travail à la méthode FD-TLM, l’approche fréquentielle de la TLM. La formulation adoptée
est dérivée de la TLM dans le domaine temporel moyennant une transformée de Fourier.
Cette étude a englobé plusieurs aspects de la méthode en commençant par la présenta-
tion des principaux noeuds utilisés dans le maillage avant de passer à l’étude et l’analyse
de l’erreur de vitesse dans la FD-TLM. Par la suite, une grande partie de ce travail a été
consacrée à l’étude des parois absorbantes particulièrement les PML (Perfecly Matched
Layers) et les opérateurs d’onde unidirectionnels qui ont présenté d’excellentes perfor-
mances d’absorption. Finalement, dans le but d’une étude d’optimisation, la FD-TLM a
été combinée à la méthode de segmentation permettant de subdiviser la structure en plu-
sieurs sous-domaines qui peuvent être isolés et maillés séparément.
Mots clès : TLM, domaine fréquentiel, noeuds condensés, dispersion, parois absorbantes,
segmentation.
Abstarct
Numerical modeling has become an important tool allowing the study of structures
with complex geometries. Many numerical methods have been developed and improved
to suit the problem to be solved. Among these methods, the TLM (Transmission Line
Matrix) is very efficient in modeling microwave structures. In this work, we present the
FD-TLM, a frequency-domain approach of TLM. The formulation used is derived directly
from time-domain TLM by applying a Fourier transform. Different aspects of the method
have been considered. First of all, we present the principal nodes used to mesh the TLM
network. Then, our study focused on the dispersion analysis of the FD-TLM. After that,
a large part of this work is devoted to study absorbing boundary conditions, particularly
the perfectly matched layers (PML) and the one-way wave equations which have shown
excellent performances. Finally, an optimization study has been introduced using the seg-
mentation technique allowing the subdivision of the structure into several sub-domains
which can be computed separately.
Keywords : TLM, frequency domain, condensed nodes, dispersion, absorbing boundary,
segmentation.
