In this paper, a novel numerical scheme to set-membership interval state estimator design is proposed for the multiple-input-multiple-output (MIMO) linear time-varying (LTV) discrete-time systems using systems observability matrix and its past input/output values. The proposed method is more simple and efficient. First, an interval state estimator is designed that will generate a tight interval vector for the real state vector in a guaranteed way by employing interval analysis and consistency techniques for the single-inputsingle-output (SISO) systems. The proposed interval state estimator technique is then extended easily to the MIMO systems. Secondly, the estimation errors dynamics bounds are computed a-priori to measurements for the unknown but bounded uncertainties. Finally, the convergence of the width of the interval state vector towards a known value in finite time is provided to prove the boundedness of the interval state vector and estimation error that further quantify the accuracy of the developed technique. The performance and comparison with already existing techniques are highlighted through numerical examples.
I. INTRODUCTION
The unknown system states estimation is one of the most challenging and fundamental problem in many engineering fields, for instance, to design control laws or faults detection, all the state variables of the system must be available for measurements, and observers have the ability to estimate the unknown state variables efficiently [1] - [4] . Therefore, the problem of state reconstruction using observers and filters have received significant attention over the past decades [5] - [7] .
The Kalman/H ∞ filtering or Luenberger-type observers are stable mechanisms that estimate the states of a system The associate editor coordinating the review of this manuscript and approving it for publication was Gaolin Wang. from input/output data [8] - [10] . In the presence of the significantly small errors in the system parameters, this asymptotic estimation remains valid due to a stable mechanism. However, these estimators will give useful information about the unmeasured state variable during the transient periods is not guaranteed. In fact, in the presence of large uncertainties, these techniques may not provide us the component-wise estimation of the state vector all the time. Moreover, another important application of the state estimation is to monitor and detect faults in the system and the Luenberger-type observers do not guarantee monitoring and fault detection in the transient periods. Model complexity and model uncertainty is also an obstruction to design such estimators.
To overcome these kinds of problems and estimate the unknown states in the presence of large and fluctuating disturbances (parameter and/or model uncertainties), a new class of estimators have been developed recently known as set-membership state estimators and interval observers. The input and output values of the system are evaluated in a set of admissible values known as an interval. An upper and a lower bound is generated for each component of the state at each time instant and the difference between these bounds converge to zero in a guaranteed way. Such state estimators have been applied effectively to different fields such as fault diagnosis, isolation and control of nonlinear systems [11] - [14] . They are also used to cope with large uncertainties, for instance, biological models and have been successfully employed to many real-time challenges [15] , [16] . Therefore, in the case of uncertain systems, these state estimators get more attention (see [17] , [18] and the references therein).
Several approaches exist to design interval observers and set-membership state estimators for both linear and nonlinear systems [19] - [25] , which can be divided into two main classes. The first class of approaches is based on the monotone systems theory [38] . The basic idea of this approach is to design an interval observer such that the estimation error dynamics are nonnegative and bounded [20] , [26] , [27] . But it is not always possible to find an observer gain such that the estimation error dynamics are nonnegative and stable. To overcome this restriction, many techniques have been proposed based on coordinates transformation [17] , [26] - [28] . However, it is very difficult to find a transformation matrix and observer gain making the state estimation error dynamics positive and stable. Thus, the main limitation of these approaches is to find an observer gain such that the stability and cooperativity conditions are satisfied simultaneously. In addition, the width of the interval state estimation error depends upon the observer gain [18] , [20] , [21] . Therefore, in many cases, finding an observer gain that guarantees the positivity of the estimation error leads to too pessimistic state enclosures. Also, the impact of this gain on the transient regime, in particular on the size of the estimated state interval, is still not well examined. The second class, also known as the set-membership state estimator aims to generate compact sets based on the common prediction/correction principle that can enclose all the admissible values of the state. Several simple geometrical forms (ellipsoids, zonotopes or intervals, parallelotopes) have been used to developed set-membership state estimators [29] - [37] . Optimization algorithms are applied at each iteration in the design process that increases the computational time. The accuracy of such estimators mainly depend on the performance of these algorithms.
Comparing with the already existing methods, the contribution of this paper is that:
1. A novel set-membership interval state estimator design is proposed based on the observability matrix for MIMO linear time-varying discrete-time systems. The proposed interval estimator evaluates the real states of the system by employing the observability matrix along with the n (system dimension) latest available measured input-output values. To the best of our knowledge, the formulas proposed in this work have not been used to design set-membership state estimators in a bounded error context.
2. The proposed interval state estimator does not require an observer gain that overcomes the limitations mentioned above for the standard interval observers i.e., the cooperativity of the estimation error dynamics and the impact of the gain on the transient regime.
3. The proposed method computes the upper and lower bounds on the actual state of the system directly in a guaranteed way that reduces the computational time, particularly for high dimension systems as compared to the former setmembership state estimators [23] , [32] , [34] that uses the optimization algorithms at each iteration.
The finite-time convergence of the width of the estimated state vector towards a known value is also provided, which significantly improves the accuracy of the proposed technique. It shows that our technique is similar to the standard interval observers approach in the sense of stability analysis.
The paper is organized as follows. Some preliminaries are given in Section II. Problem is formulated in Section III. The main results are described in Section IV. Section V shows the efficiency of the proposed method through numerical simulations and a comparison with the earlier reported results.
II. PRELIMINARIES A. NOTATIONS
The set of real numbers, integers and natural numbers are respectively denoted by R, Z and N with R + = {τ ∈ R : τ ≥ 0} and Z + = Z ∩ R + . The discrete time sampling {k k + 1 k + 2 . . . k + n − 1} is denoted by k : k n with k n = k + n − 1. The integers sequence {1, ..., n} is denoted by 1, n. An identity matrix of dimension n × n and two matrices having all elements equal to 1 with dimension n × m and p × 1 are denoted by I n , E n×m and E p respectively. The two symbols λ min (A) and λ max (A) respectively represent the smallest and largest eigenvalues for a square matrix A ∈ R n×n . The L 2 induced matrix norm and the infinity norm is given by A 2 = λ max (A T A) and A ∞ = max 1≤i≤n n j=1 a ij respectively.
Definition 1: If |λ i | < 1 for all i = 1, n, then matrix A is called Schur stable, it is called nonnegative if all its elements are nonnegative (A ≥ 0). Any solution of the system x k+1 = Ax k + w k , w : Z + → R n + , t ∈ Z + with x ∈ R n and a nonnegative matrix A ∈ R n×n + is elementwise nonnegative for all t ≥ 0 provided that x 0 ≥ 0 [38] . Such systems are called cooperative (monotone) [38] .
B. INTERVAL ANALYSIS
For a matrix A ∈ R m×n we have A + = max{A, 0} and
The relations x 1 ≤ x 2 and A 1 ≤ A 2 are understood elementwise for two vectors x 1 , x 2 ∈ R n or matrices A 1 , A 2 ∈ R n×n . An interval vector x k ∈ R n can be defined as x k ≤ x k ≤ x k where x k and x k are the endpoints and the inequalities are understood elementwise.
Lemma 1 [17] : Let x k ∈ R n be a vector variable, x k ≤ x k ≤ x k for some x k , x k ∈ R n and A ∈ R m×n , then
Definition 2: Any real box or interval vector denoted by [x k ] ∈ R n is defined by [24] , [39] :
The width of a scalar interval [s] is defined by w(s) =s − s whereas the width of a real interval vector or box [x k ] with dimension n is given by [21] :
Definition 3:
A state α for any finite dimensional dynamic system in the absence of the exogenous signals is said to be unobservable over [0, T ) if with x 0 = α and for every u k over [0, T ) we get the same y k as we would with x 0 = 0, i.e., an unobservable initial condition cannot be distinguished from the zero initial condition. The dynamic system is called unobservable if it has an unobservable state, and otherwise, it is called observable.
III. PROBLEM STATEMENT
Consider the MIMO linear time-varying discrete-time system of the form:
where x k ∈ R n×1 is the state vector, u k ∈ R m×1 is the the input signal and y k ∈ R p×1 is the output signal available for measurements; f k ∈ R n×1 is the unknown input and ϕ k ∈ R p×1 is the measurement noise. A k , B k , C k and D k are timevarying matrices of appropriate dimensions. Let the observability matrix k ∈ R (np)×n for 1, n be defined as:
Then in the absence of the uncertainties (state disturbance and/or measurement noise), the system (4) can be expressed in terms of the input-output block state model by iterating it n − 1 times as:
where ζ B ∈ R n×m is the reachability matrix, ζ A ∈ R n×n is the state transition matrix, H u(k:k n ) is the n-block input vector and H y(k:k n ) is the n-block output vector over the time interval [k, k n ].
The matrix uk ∈ R np×mn can be computed using (11) , as shown at the bottom of this page. The main contribution of this work is to design a new set-membership interval state estimator based on the observability matrix for (4) overcoming the previous limitations. Assuming the uncertainties to be unknown but bounded with some known bounds, an interval state estimator is developed for the SISO systems that provide interval bounds on the real state of the system in a guaranteed way for all k ≥ n − 1. The proposed method is then extended to the MIMO case with some modifications. It is required to calculate two bounds x k , x k ∈ L n ∞ using the proposed interval state estimator, such that
In order to use the proposed interval state estimator, the first n − 1 values of the input and output of the system must be available. For tight initialization, an interval predictor is developed that will generate an interval vector for the
actual state vector for all k ≤ n − 2. It should be noted that the proposed interval state estimator does not require any additional assumption, for instance, the construction of a nonnegative matrix used in the design process of the standard interval observers. Finally, in order to show the boundedness of the proposed interval state estimator, the convergence of the width of the estimated state vectors W ([x k ]) to a given known value in finite time is provided. The following assumption will be used in this work.
Assumption 1 is basic in the literature of interval estimators where the initial condition x 0 , the disturbances f k and the measurement noise ϕ k are assumed bounded with known bounds. These bounds [x 0 , x 0 ], [f k , f k ] and [ϕ k , ϕ k ] determine the uncertainty of x 0 , f k and ϕ k respectively. It is worth noting that the boundedness assumption can be obtained easily. In fact, any physical signal on a finite time experimentation is bounded.
IV. SET-MEMBERSHIP INTERVAL STATE ESTIMATOR A. SISO SYSTEM
In this subsection, a set-membership interval state estimator for the system (4) with p = 1, m = 1 will be designed to estimate the upper and lower bounds on the real state of the system. Then, it is shown that the proposed designed technique is also applicable to the MIMO systems with some modification.
If the system (4) is observable (the observability matrix k has full column rank), then the state vector x k using (6) can be rewritten as:
where * k is the inverse of the observability matrix. It is worth noting that the observability matrix k is square and invertible for the SISO observable systems.
Therefore, in the absence of exogenous signals, the following state estimator is proposed to estimate the states of the system (4) for all 2k − k n ≥ 0 using past input and output values of the system:
The vectors H y(2k−k n :k) , H u(2k−k n :k) and the matrix uk are defined in (9), (10) and (11) respectively. The outputs matrix y k ∈ R n×(np) and the inputs matrix uk ∈ R n×(mn) are defined by:
The reachability matrix 1 ∈ R n×(mn) is given by (17), as shown at the bottom of this page. We denote the lower and upper bound estimates of the actual state x k by x k and x k respectively. Then, the interval estimation of x k can be obtained as:
with the upper k ∈ R n and lower k ∈ R n bounds on the unknown but bounded disturbances:
where f k ∈ R n×n(n−1) is the disturbance matrix, defined by:
such that
and f k is given by (22) , as shown at the bottom of this page.
The vector bounds f (n−1) ∈ R n(n−1) and f (n−1) ∈ R n(n−1) respectively represent the n − 1 concatenation of the upper and lower bounds on the vector f k , defined by:
Similarly, k , k ∈ R n denote the bounds on the measurement noise:
where vk ∈ R n×(np) is the noise matrix, that can be computed as:
and ϕ (n) , ϕ (n) ∈ R n.p is the n concatenation of the upper and lower bound of the vector ϕ k :
In this subsection, it is shown that the results obtained in (14) and (18) for the SISO systems can be applied to the general MIMO linear time-varying systems with some modifications. The only difference between the set-membership interval state estimator design proposed for the SISO systems compared to the MIMO systems is the computation of the inverse * k of the observability matrix k . Noting that, in the case of the MIMO systems, the output vector y k and the input vector u k are of dimension y k ∈ R p×1 and u k ∈ R m×1 respectively with p > 1 and/or m > 1. The observability matrix obtained in the MIMO case is not square and the foregoing n simultaneous values yield n·p equations for the n unknown state variables. Therefore, in order to get a unique set of solutions x 1k , x 2k , . . . , x nk from n·p equations, we must be able to write precisely n linearly independent equations among them. As assumed that the given system is observable which means that the observability matrix is of rank n i.e,. the columns of the observability matrix k are linearly independent and T k · k in invertible. So, we obtain the pseudo-inverse * k of the observability matrix with the following formula to obtain a unique set of solutions for x k : *
The main contribution of this paper can be summarized by the following theorem. Theorem 1: Let Assumption 1 hold for the observable system (4) and x ∈ L n ∞ , then (18) is an interval state estimator for (4) that provides the bounded interval sequence [x k ] = x k , x k such that the relations (12) are satisfied for all k ≥ n − 1 provided that x 0 ≤ x 0 ≤ x 0 .
Proof: First, we will use the well known expression for the solution of (4) for all k ∈ 1, n − 1, x 0 ∈ [x 0 ] and f k ∈ [f ] in order to prove that the interval sequence [x k ] generated by (18) contains the actual state vector x k of the system in a guaranteed way:
Then the state vector x k at any time instant k can be calculated from the knowledge of the system states at the previous time instants (2k − k n ) by: (27) Therefore, by theory of interval analysis [39] , the state vector x k belong to the interval vector [x k ] for all x 2k−k n ∈ [x 2k−k n ] and f (τ ) ∈ [f (τ )], τ ∈ {2k − k n , . . . , k − 1} as follows:
where 1 , 2 are given by (17) and (21), and
The available information of measurement vector and the input sequence are used to calculate the state enclosure [x 2k−k n ] in (28) . The generalized inverse of the observability matrix is used for the aforementioned purpose:
where
Replacing [x 2k−k n ] in (28) by (29) , one can write:
The vector bounds f k [f (n−1) ] and vk [ϕ n ] are defined in (19) and (23). This completes the proof for (18) .
Remark 1: As compared to already existing interval observer techniques, the proposed interval state estimator does not require the nonnegativity assumption. Moreover, the evolution of the system has no effect on the total error e T = e k + e k where e k = x k − x k and e k = x k − x k .
C. INTERVAL PREDICTOR
It should be noted that sometimes the first n − 1 values of the system input and output are not available that are necessary for running the proposed interval state estimator (18) . For this purpose, the following interval predictor is proposed for the system (4) that will generate [x k ] for all k ≤ n − 2 such that it contains the real state vector of the system. Proposition 1: Given a system described by (4) and let Assumption 1 be satisfied. Then, without using the system outputs, the interval iterative system described by (34) guaranteed that for all k ≤ n − 2 we have x k ∈ x k , x k .
where [α 0 ] = [f ] and β 0 = B 0 u 0 . Proof: We will use the mathematical induction to prove the given results. Considering the initial case k = 1 and the first iteration of the LTV system (4) for all x 0 ∈ x 0 , x 0 and f 0 ∈ f , f , we get:
Hence it is clear that (34) is true for k = 1. Now, we need to prove that (34) is true for all k ≤ n − 1. To do so, we assume that it is true for any k ∈ N. Now we need to show that it is true for all k + 1. Once again for x k ∈ [x k ] and f k ∈ [f ], consider the LTV system (4) as follows:
Thus it is clear from (37) that (34) holds for all k + 1. This completes our proof.
Remark 2: It should be noted that Proposition 1 is used only for initialization phase. One can apply any set-membership prediction-correction estimator for this initial phase.
Remark 3: An interesting feature of the proposed methodology for the set-membership interval sate estimator is that the upper and lower bounds on the disturbance, external noise and upper bound on the estimation error can be calculated a-priori to measurements.
D. CONVERGENCE OF W [X K ] WITHIN FINITE TIME
Our main concern about the proposed technique is to prove the convergence of the W ([x k ]). Therefore, this section is dedicated to the analysis of the convergence of the W ([ (18) is upper bounded by the following inequality:
). (38) for all k ≥ n − 1.
Proof: During the initialization phase, the interval iterative system (34) is used as a tight interval predictor to estimate the state vector for the LTV system (4) for all k ≤ n − 2. The width for these estimated states are increasing with time k that can be upper bounded by the inequality:
The interval estimator (18) is applied for all k ≥ n − 1, hence, (33) implies that:
Therefore, one gets
Remark 4: The proposed method can also be extended to finite-time control. The only problem which we meet in this way compared to [40] - [42] is that the dimension of the proposed interval estimator is two times larger than the dimension of the actual system i.e., the price to pay is that the dimension of the controller may become rather large.
V. NUMERICAL EXAMPLES A. EXAMPLE 1: COMPARATIVE STUDY
To show the efficiency of the proposed interval state estimator, we compare our results with interval observers technique based on monotone system theory [21] and Zonotopic based Segments Minimization Method (SMM) [31] .
Consider the discrete-time system described by (4) with the following time-varying matrices The disturbance f k = [0.3 cos(0.3k); 0.6 sin(0.1k)] and the measurement noise ϕ k = −0.2 cos(k) are assumed to be unknown but bounded for all k ≥ 0 and belong to:
The given system is of the order two and is observable. Therefore, the interval state estimator (18) is directly used to estimate the state vector of the system for all k ≥ 1. For n = 2, the output matrix y k can be calculated using (15) as:
with the generalized inverse * k of the observability matrix The matrix uk is calculated using Eq. (16) as:
Simulation results ((a): proposed method, (b): approach given in [21] .
Similarly, by evaluating (20) and (24) we obtain.
The upper and lower bounds on the state disturbance and measurement noise are computed respectively with (19) The simulation results for the proposed set-membership interval state estimator compared with the standard interval observer technique developed in [21] are given in Figure 1 . The bold line presents the actual state, the dashed lines present the interval computed by the proposed method and the solid lines present those obtained by the interval observer approach. It is shown that for the proposed method, both the states x 1 and x 2 are estimated in the original coordinates x k compared to the standard interval observer [21] , where an interval observer is designed based on the similarity transformation of coordinates. The stability and inclusion property for both the techniques are verified as shown in Figure. 1. The results show that despite of the uncertainties, the state is always inside the upper and lower trajectories. Moreover, to compare the accuracy of the estimated states for both the approaches, the interval estimation errors e k = x k − x k and e k = x k − x k are depicted in Figure. 2. It is clear that the bounds generated by the proposed set-membership interval state estimator are tighter and more accurate than the ones obtained through the approach given in [21] .
To further quantify the accuracy and performance of the proposed method, the convergence of the width of the estimated state interval is shown by Figure. 3. The given system is of the order two (n = 2), therefore after the first iteration, the width of the estimated interval W ([x k ]) converges to a value less than the upper bound values calculated by (38) . The difference ( k + k ) − ( k + k ) is the upper bound, whereas e 1 = x 1 − x 1 and e 2 = x 2 − x 2 denote the width of x 1 and x 2 respectively. 
b: SEGMENTS MINIMIZATION METHOD (SMM)
The results obtained through the proposed method is now compared with the SMM based on zonotopes [32] . As shown in the Figure. 4 , the state enclosure obtained in both cases are almost similar in terms of tightness. However, the proposed method is still more accurate compared to SMM. In order to show the accuracy of the proposed approach compared to the SMM, the volumes of the estimated state enclosure for both the cases are plotted in Figure. 5. It is clear that the volume of the estimated state enclosure obtained by the proposed technique is smaller than the one obtained through zonotopic estimator. Moreover, SMM is known as the fastest state estimator in terms of computation time. However, the proposed state estimator is faster than the SMM. The time elapsed in the case of the proposed state estimator is smaller (0.0013s) than the SMM based on the zonotopes (0.015s).
B. EXAMPLE 2: MIMO SYSTEM
To illustrate the performance of the proposed interval state estimator (18) and application of the interval predictor (34) used in the initialization phase, consider a third order MIMO VOLUME 7, 2019 linear time-varying discrete-time system described by: 
where a 11 = −0.32 cos(0.1k), a 12 = 0.9 sin(0.3k), The state disturbance f k = r k [1; 1; 1] is given with a uniformly distributed random numbers generator:
The system (4) is simulated with the multiple input signals u 1k = u 2k = 0.1sin(0.05k). To evaluate the interval state estimator, it is assumed that the initial state of the system and the state disturbance for all k ≥ 0 are unknown but belong to bounded feasible domains: As the given system is a third order (n = 3) system. So in order to use (18) , first, we need to find the first state interval [x 1 ] using (34) . The input matrix uk ∈ R 3×6 is given by: Given 2 ∈ R 3×6 , y k ∈ R 3×6 and f k ∈ R 6×6 in (41) for n = 3, then to calculate a-priori the upper and lower bounds on the state disturbance, the disturbance matrix f k ∈ R 3×6 can be expressed as in (42) . The pseudo-inverse * k ∈ R 3×6 of the observability matrix k ∈ R 6×3 is obtained by (24) ,
The results of simulations of the obtained interval state estimator are presented in Figure. 6 where solid lines correspond to the real state and dashed lines correspond to the estimated upper and lower bounds. The simulation results show that the designed state estimator can estimate an interval of the admissible values of the state in discrete time instants. Figure. 7 shows the interval state estimation error. From Figure. 7, it can be seen that the interval state estimation errors e k = x k − x k and e k = x k − x k are bounded and nonnegative and therefore, the relations x k ≤ x k ≤ x k , ∀k ≥ 0 are always verified.
VI. CONCLUSION
The design of set-membership interval state estimator based on observability matrix for the SISO and MIMO linear timevarying discrete-time systems is investigated in this paper.
Usually, such observers design is based on monotone system theory, which is hard to satisfy. For this purpose, a new method is introduced in this paper based on systems observability matrix and its past input and output values. First, an interval state estimator is proposed for the SISO systems. Then using the pseudo-inverse of the observability matrix, the given approach is extended to the MIMO systems. As compared to the already existing design methods for interval observers, this paper proposed a novel technique by using the observability matrix and generating an interval enclosure of the real state of the system from the feasible domains of the past measurements, relaxing some of the applicability conditions. Moreover, the proposed method is faster than the former set-membership state estimators in terms of the computational time. The finite time convergence of the width of the estimated state enclosure towards a known value is provided. Simulation results are provided in order to illustrate the efficiency and a comparison of the proposed method with the already existing techniques.
