Let {(X n , S n ), n ≥ 0} be a Markov random walk, in which X n takes values in a general state space and S n takes values in the real line R. In this paper, we present some results that are useful in the study of asymptotic approximations of boundary crossing problems for Markov random walks. The main result is asymptotic expansions on moments of the first ladder height in Markov random walks with small positive drift. In order to have the asymptotic expansions, we study a uniform Markov renewal theory which relates to the rate of convergence for the distribution of overshoot, and present an analysis of the covariance between the first passage time and the overshoot.
n t=1 ξ t with S 0 = ξ 0 = 0, taking values in the real line R, is adjoined to the chain such that {(X n , S n ), n ≥ 0} is a Markov chain on X × R with P {(X n , S n ) ∈ A × (B + s)|(X n−1 , S n−1 ) = (x, s)} (1.1) = P {(X 1 , S 1 ) ∈ A × B|(X 0 , S 0 ) = (x, 0)} = P (x, A × B), for all x ∈ X , s ∈ R, A ∈ A and B ∈ B (:= Borel σ-algebra on R). The chain {(X n , S n ), n ≥ 0} is called a Markov random walk. For an initial distribution ν on X 0 , let P ν denote the probability measure under the initial distribution ν on X 0 and let E ν denote the corresponding expectation. If ν is degenerate at x, we shall simply write P x (E x ) instead of P ν (E ν ). Suppose the Markov chain {X n , n ≥ 0} has an invariant probability π. Let τ = τ + = inf{n ≥ 1 : S n > 0} (1.2) be the first ascending ladder epoch of S n , and denote the first positive value taken by the Markov random walk, S τ+ , as the first ladder height. For given a > 0, we want to give asymptotic expansions, in terms of θ as θ → 0, of Here µ θ denotes the mean value, and E θ π+ denotes the expectation under invariant probability π + of the ladder Markov chain in a family of distributions indexed by θ, which will be defined precisely in Section 2.
The asymptotic expansions of (1.3) have important applications in deriving asymptotic approximations of boundary crossing problems for Markov random walks. In the case of simple random walks, Siegmund (1979 Siegmund ( , 1985 developed the so-called corrected diffusion approximations, by computing correction terms in the diffusion approximation, to approximate the first passage probabilities of S n , and the expected values of first ladder height appeared in (1.3) . That is, he considered the first ladder height in an exponential family of distributions {F θ : θ ∈ Θ}, which may be written in the form F θ (dx) = exp(θx − Λ(θ))F 0 (dx), where Λ(θ) is the cumulant generating function. Let P θ and E θ denote probability and expectation when the distribution of X n is F θ . Under some regularity conditions, Siegmund (1979) showed that for a > 0, 
, where c a is a constant depends on a, the distribution of overshoot, and the renewal function of the descending ladder random variables. Further refinements of (1.4) can be found in Lotov (1996) , and Chang and Peres (1997) for Gaussian random walks, to which the coefficients are related to the celebrated Riemann zeta function. In the case of a finite state ergodic Markov chain. Asmussen (1989b) derived a first-order corrected diffusion approximation for one-barrier ruin problems in risk theory, while Fuh (1997) studied one-barrier and two-barrier boundary crossing probabilities, and derived a second-order corrected diffusion approximation in Markov random walks. To have the approximations, they also derived first order asymptotic expansions of (1.3). For general account on ruin probabilities, the reader is refereed to Asmussen (2000) and references
therein.
An alternative approximation of the corrected diffusion approximation is the so-called large deviations approximation. In the case of Markov random walks. By using the idea of large deviations, and construct a Markov chain extension of the classical Wald martingale family. Miller (1962a,b) derived the asymptotic behavior of P {τ b < ∞|X 0 = x}, based on a Markov Wiener-Hopf factorization, where τ b = inf{n ≥ 1 : S n > b} for b > 0. This technique was further developed by Arndt (1980) , to study asymptotic properties of the distribution of the supremum of a random walk on a Markov chain. Local limit theorems for the joint distribution P {τ b = n, S τ b − b ≤ s, X τ b ∈ dy|X 0 = x} were derived by Lalley (1984) . Hoglund (1991) combined these techniques with the idea of large deviations, to study the ruin problems for a finite state Markov random walk. Chan and Lai (2003) provided saddle point approximations and nonlinear boundary crossing probabilities for a general state Markov random walk.
Our motivation of providing asymptotic expansions for (1.3) comes from the approximation of boundary crossing probabilities in reflected Markov random walks. That is, let W n = S n − min 0≤k≤n S k be the reflected Markov random walk with reflecting barrier at 0.
For b > 0 define the stopping time t = t b = inf{n : W n > b}. In a variety of contexts, for
given m ≤ ∞, we need to approximate the first passage probabilities
It is known that, with some proper identifications, the first part of (1.5) is the probability that at least one among the first (m) customers in a single server Markov-modulated queue have a waiting time exceeding b (cf. Burman and Smith, 1986 , and Asmussen, 1989a ,b, 2000 . And the approximation of (1.5) is an essential step to approximate the distribution of the run length of a CUSUM test in autoregressive models and state space models (cf. Basseville and Nikiforov, 1993, and Fuh, 2003) .
The remainder of the paper is organized as follows. In Section 2, we formulate the problem and state our main result: asymptotic expansions on moments of the first ladder height in Markov random walks with small positive drift. Due to the Markovian structure, we can characterize the constants appeared in the asymptotic expansions via expected values of the ladder heights, and solutions of the Poisson equations. As an application of our main result, we also give a asymptotic approximation of the first term in (1.5). Motivated by the approximations of (1.3), we study a uniform Markov renewal theory which relates to the rate of convergence for the distribution of overshoot in Section 3, and the rate of convergence for the covariance between first passage time and overshoot in Section 4. The proofs of our main result in Section 2 are given in Section 5.
Asymptotic expansions on moments of the first ladder height.
Let {(X n , S n ), n ≥ 0} be the Markov random walk on X × R defined in (1.1), with transition probability kernel P (x, A × B). The corresponding m-step transition kernel will be denoted by P m . For ease of notation, write P (x, A) = P (x, A × R) as the transition probability kernel of {X n , n ≥ 0}. For two transition probability kernels Q(x, A), K(x, A), x ∈ X , A ∈ A and for all measurable functions h(x), x ∈ X , define Qh and QK by Qh(x) = Q(x, dy)h(y) and QK(x, A) = K(x, dy)Q(y, A), respectively. Let N be the Banach space of measurable functions h : X → C (:= the set of complex numbers) with norm h < ∞. We also introduce the Banach space B of transition probability kernels Q such that the operator norm ||Q|| = sup{||Qg||; ||g|| ≤ 1} is finite. Some prototypical norms considered in the literature are the supremum norm, the L p norm, the weighted variation norm and the bounded Lipschitz norm, among others. The reader is referred to Kartashov (1996) , and Fuh (2004) for details. Define also the Césaro averages P (n) = n j=0 P j /n, where P j is a j-fold power of P , P 0 = P (0) = I and I is the identity operator on B. A Markov chain {X n , n ≥ 0} is said to be uniformly ergodic with respect to a given norm || · ||, if there exists a stochastic kernel Π such that P (n) → Π as n → ∞ in the induced operator norm in B. The Markov chain {X n , n ≥ 0} is called w-uniformly ergodic in the case of weighted variation norm.
The following assumptions will be used throughout this paper.
C1. Assume {X n , n ≥ 0} is aperiodic, irreducible (with respect to a maximal irreducible measure ϕ on (X , A)), and {(X n , S n ), n ≥ 0} satisfies the minorization condition (cf. Ney and Nummelin, 1987): there exist k ≥ 1, a probability measure Ψ on X × R, and a
and
C2. Assume {X n , n ≥ 0} is uniformly ergodic with respect to a given norm || · ||, and it has an invariant probability π.
C3. Assume sup
where ν is an initial distribution of the Markov chain {X n , n ≥ 0}.
Furthermore, we assume that there exists Θ ⊂ R containing an interval of zero such that
for some a > 0, and there exists ε > 0
C5. There exists a σ-finite measure M on (X , A) such that for all x ∈ X , the probability measure P x on (X , A) defined by P x (A) = P (X 1 ∈ A|X 0 = x) is absolutely continuous with
C6. Assume that for some n 0 ≥ 1,
Under Conditions C1 and C2, and ϕ is σ-finite, Theorem 1.1 of Kartashov (1996) shows that P has a unique stationary projector Π in the sense that Π 2 = Π = P Π = ΠP , and Π(x, A) = π(A) for all x ∈ X , A ∈ A. And Theorem 2.2 of Kartashov (1996) states that a Markov chain {X n , n ≥ 0} with transition kernel P is uniformly ergodic with respect to a given norm if and only if there exists 0 < ρ < 1 such that
2. C3 is a moment condition in the sense of the corresponding norm, of ξ 1 . C4 implies that E π S a+2 τ+ < ∞ for a > 0 (cf. Theorem 5 of Fuh and Lai, 1998). The existence of the transition probability density in C5 will be used to construct time-reversed Markov chains.
It holds in most applications.
3. C6 implies that for all n ≥ n 0 , S n has a bounded probability density function for given (2.1) and the residual at b is defined as
Under Conditions C1-C6, we can apply Corollary 2.2 of Alsmeyer (1994) to show that (Actually (1.5) of Alsmeyer (1994) is not properly stated, the correct statement is) as
for every A ∈ A and s > 0.
To state our main result, we need to consider time-reversed descending ladder Markov random walks, study solutions of Poisson equations, and define twist transformation of the transition probability operator. They are given in the following three paragraphs, respectively.
By Condition C5, the invariant probability measure π of the Markov chain {X n , n ≥ 0} has a positive density function with respect to M . Without any confusion, we still denote it as π here and in the sequel. As that in Section 4 of Fuh and Lai (1998), we consider the
Note that {(X n ,S n ), n ≥ 0} and {(X n , S n ), n ≥ 0} have the same invariant probability measure π. Letτ 0 − = 0, andτ − = inf{n ≥ 1 :S n ≤ 0}, and for n > 1 define the nth weakly descending ladder epoch asτ
The same assumptions will
for all A ∈ A and Borel subsets B ⊂ [0, ∞), and let
be the renewal function corresponding to the renewal process {−Sτn
Let g 1 : X → R be a solution of the Poisson equation
for almost every (with respect to M ) x ∈ X , with E π+ g 1 (X τ+ ) = 0, and let g 2 be a solution of the Poisson equation
for almost every x, with E π+ g 2 (X τ+ ) = 0. Note that under Conditions C1-C4, the solutions of (2.8) and (2. 
For z ∈ C, define linear operators P z , P, ν * and Q on N by (2004) showed that there exists sufficiently small δ > 0 such that for (2.13) where N 1 (z) is a one-dimensional subspace of N , λ(z) is the eigenvalue of P z with corresponding eigenspace N 1 (z) and Q z is the parallel projection of N onto the subspace
Proposition 1 of Fuh
. From (2.13), it follows that r(·; z) is an eigenfunction of P z associated with the eigenvalue λ(z), i.e., r(·; z) generates the one-dimensional eigenspace N 1 (z). In particular, when z = θ ∈ R such that there exists δ > 0 and |θ| ≤ δ. Define the "twisting"
Then P θ is the transition probability of a Markov random walk {(X θ n , S θ n ), n ≥ 0}, with invariant probability π θ . Let E θ ν be the expectation under P θ ν . The function Λ(θ) is normalized so that Λ(0) =Λ(0) = 0, whereΛ denotes the first derivative of Λ with respect to θ. Then P 0 = P is the transition probability of the Markov random walk {(X n , S n ), n ≥ 0} with invariant probability π. Here and in the sequel, we denote P θ ν as the probability measure of the Markov random walk {(X θ n , S θ n ), n ≥ 0} with transition probability kernel (2.14), and has initial distribution ν θ . For simplicity of notation, we denote ν θ := ν and π θ := π,
Since r(x; 0) = 1, the continuity property of r(x; θ) implies that there exists δ > 0, and for |θ| ≤ δ we have r(x; θ) > 0 (or 1/r(x; θ) < ∞) uniformly for all x ∈ X . For simplicity of notation, we let π θ + = π + be the invariant measure for the ascending ladder Markov random walk {(X
, n ≥ 0}. Note that π + has a probability density with respect to M , and abuse the notation a little bit, we denote it as π + again. (2004), it is known that Λ is a strictly convex and real analytic function for whichΛ
By Proposition 1 of Fuh
For any value θ = 0 and |θ| < δ, there is at most one value θ with |θ | < δ, necessarily of opposite sign, for which Λ(θ) = Λ(θ ). Assume such θ exists, we may let that θ 0 = min(θ, θ ) and θ 1 = max(θ, θ ) such that θ 0 < 0 < θ 1 and Λ(θ 0 ) = Λ(θ 1 ).
Denote ∆ = θ 1 − θ 0 . We also assume, without loss of generality, that σ 2 =Λ(0) = 1, wherë Λ denotes the second derivative of Λ with respect to θ.
Theorem 1
Let {(X n , S n ), n ≥ 0} be a Markov random walk satisfying C1-C6, and denote
Hence as θ ↓ 0, 
Since µ = 0, S n + α 1 (X n ) forms a martingale (cf. Theorem 17.4.3 of Meyn and Tweedie, 1993). And α 1 (X n ) = 0 in the case of simple random walk. Therefore, we may consider the extra constant α 1 (X τ+ ) is due to Markovian dependence, to reflect the martingale structure of Markov random walks. The same interpretation can also be applied to S 2 n + α 2 (X n ) which forms a quadratic martingale (cf. Theorem 3 of Fuh and Zhang, 2000) . Note that the constant α a depends on the distribution of overshoot, and the renewal function for the time-reversed descending ladder Markov chains.
By using the tilting formula (2.14) and Theorem 1, we give an asymptotic approximation of the first term in (1.5) as follows: Under the conditions as Theorem 1. Assume θ 0 ↑ 0, b → ∞ and m → ∞ in such a way that for some δ > 0 and some k we have
, and
Note the approximation (2.19) generalizes Theorem 3 of Sieqmund (1988) to the case of reflected Markov random walks. The formal proof of (2.19) along with a high order asymptotic approximation of (1.5), and its applications to CUSUM and other change point detection procedures will be published in a separate paper.
3. Rate of convergence for the distribution of overshoot. By using the same notations as those in Section 2, we define the renewal measure for Markov random walks as
where A ∈ A and B ∈ B. When ν is degenerated at x, we simple denote it as U x (A, ·).
Then under Condition C5, for fixed B ∈ B, U x (A, B) is absolutely continuous with respect to M , with density function u(y; x, B) so that U x (A, B) = A u(y; x, B)dM (y). It is simple to note that the measure P + (x, · × R) on (X , A) is also absolutely continuous with respect to M for every x ∈ X . Likewise, the renewal measure U x,+ , defined as (3.1), associated with the ascending ladder random walk initialized at (x, 0) also has density function u + (·; x, B)
, we simply denote it as u + (y; x, t). C5 also implies that for every x ∈ X , there exists p − (x; ·) such that
process {(X n ,S n ), n ≥ 0} and definep − andG − for the dual process in the same way as p − and 
and since by (2.3),
we have
and integration by parts gives
To 
Therefore, by (3.7) and (3.8), letting α 3 = min{α 1 , α 2 } and θ 
Combining (3.5), (3.10) and (3.11), we have the proof.
2
Recall θ 1 and θ 0 defined in the paragraph before Theorem 1, and denote ∆ = θ 1 − θ 0 . 
By using the fact of E
θ x R a b = a ∞ o s a−1 P θ x {X τ b ∈ X ,|E θ 1 x (e −∆R b ) − E θ 1 π+ (e −∆R∞ )| ≤ C∆e −rb
Covariance between first passage time and overshoot. For any u > 0, x ∈ X
and A ∈ A, let
We first present the following two lemmas which are necessary to study the rate of convergence for the covariance between first passage time and overshoot. Lemma 1 generalizes 
PROOF. First note that for any x, z ∈ X ,
Recall that τ m + be the mth ascending ladder epoch. Then
For given A ∈ X and B ∈ B((−∞, 0)), as shown by Fuh and Lai (1998, page 576),
Combining these representation with the rate of convergence for Markov renewal theorem r 1 (b−u) ). This yields (4.3).
Lemma 2 Let {(X n , S n ), n ≥ 0} be a Markov random walk satisfying C1-C6, and denote
, n ≥ 0} as the Markov random walk induced by (2.14) with E θ π S 1 > 0. Then, there exists θ * > 0 such that for all a > 0, and θ ∈ (0, θ * ),
When the initial distribution of X 0 is ν, (4.4) becomes that there exists a constant
REMARK: In the case of simple random walks, the upper bound (4.4) was given in Theorem 3 Let {(X n , S n ), n ≥ 0} be a Markov random walk satisfying C1-C6, and denote {(X θ n , S θ n ), n ≥ 0} as the Markov random walk induced by (2.14)
and define
Then there exist A, r > 0 and θ * > 0 such that
for all b and for all θ ∈ (0, θ * ].
PROOF. First, we note that it is sufficient to show that there exist A 1 , A 2 , r > 0 and
To prove (4.7), we assume θ > 0 is fixed, then
Next, (3.18) of Fuh and Lai (2001) showed (for the case of a = 1 but its generalizations to , dv; b) . From (4.8) and (4.9), and noting
To show the second term on the right hand side of (4.10) 
By making use of Wald's equation for Markov random walks, Lemma 2, and Corollary 1, we get
Next we show that the first term on the right hand side of (4.10) satisfies (4.7). For this purpose, we split the first integral in (4.10) into two subintervals:
The first part is
where we have used Q θ x (0 − ; b) = 0 = Q θ π+ (0 − ; ∞). However by Corollary 1 and Lemma 1, we have
, and this implies
Combining (4.14) and (4.15) shows that (4.13) satisfies (4.7).
Finally, for the integral over [b/2, ∞), we use Corollary 1 to write
It is easy to see that the last two integrals satisfy (4.7), using (4.17) and Lemma 3.1 of Fuh and Lai (2001), we prove the first term of (4.10) satisfies (4.7).
It remains to show that the third term on the right hand side of (4.10) satisfies (4.7).
By Corollary 1, we have that for any a > 0, there exist C, r > 0 and θ * > 0 such that
, and uniformly for z ∈ X . Using the same argument as (4.16) and (4.17), we have
And this completes the proof. 2
Theorem 4 Let {(X n , S n ), n ≥ 0} be a Markov random walk satisfying C1-C6, and denote 
for all b and for all θ 1 ∈ (0, θ * ].
PROOF. By using the same method for (4.10), we have
The rest of the proof is the same as those of Theorem 3. 2
Theorem 5
where
PROOF. For given θ > 0, by Wald's likelihood ratio identity for Markov random walks,
Using the dominated convergence theorem to interchange differentiation with expectation to obtaiṅ
where we have set E θ π S 1 =Λ(θ) and (4.24) , and rearrangement give 
Since K θ is bounded by Proposition 1 of Fuh (2004), using Corollary 1 and Theorem 3, it is easy to see that there exist A, r > 0 and θ * > 0 such that 
Hence as θ ↓ 0,
PROOF. To prove (5.2) hold for a > 0, we first assume θ > 0 is fixed. Recalling Applying duality to obtain Q θ x (dz, dv; 0) =Ũ θ z,− (dx, dv), and this implies that
. By making use of (5.6) and the definition of Cov θ π+ (τ + , S a τ+ ), we have
Note that the last equality in (5. 
. 
where α a x is defined in (2.7).
Next, we will show that J 1 and J 2 are O(θ) as θ ↓ 0 to complete the proof. 
x,− (db) , (5.14) where the second inequality follows from (5.12) and Lemma 4. Thus , n ≥ 0} under the condition of {τ − < ∞}. Let ν be an initial distribution degenerated at x, and h A (r) := I {x∈A} , we have
where 
Integrating x ∈ X with respect to π + in (5.22) to havė
Integrating x ∈ X with respect to π + in (5.24) to have 
Denote β 1 (X τ+ ) =ṙ(X τ+ ; 0) −ṙ(X 0 ; 0), (5.27) β 2 (X τ+ ) = (r(X τ+ ; 0) −ṙ 2 (X τ+ ; 0)) − (r(X 0 ; 0) −ṙ 2 (X 0 ; 0) To complete the proof, it remains to show that (2.15) and (2.16) still hold when β 1 (X τ+ ) and β 2 (X τ+ ) are replaced by α 1 (X τ+ ) and α 2 (X τ+ ) defined in (2.10) and (2.11), respectively. This will be shown in the next lemma.
Recalling g 1 and g 2 defined in (2.8) and (2.9), respectively. 
