On the Role of Context at Different Scales in Scene Parsing by Najafi, Mohammad
On the Role of Context at Different
Scales in Scene Parsing
Mohammad Najafi
A thesis submitted for the degree of
Doctor of Philosophy
The Australian National University
April 2017
c©Mohammad Najafi 2017
Declaration
I hereby declare that this thesis is my original work which has been done in collaboration
with other researchers. This document has not been submitted for any other degree or award
in any other university or educational institution. Parts of this thesis have been published in
collaboration with other researchers in international conferences as listed below:
• (Chapter 3) M. Najafi, S. Taghavi Namin, L. Petersson, Classification of Natural
Scene Multispectral Images using a New Enhanced CRF, IROS 2013.
• (Chapter 4) M. Najafi, S. Taghavi Namin, M. Salzmann, L. Petersson, Nonassocia-
tive Higher-order Markov Networks for Point Cloud Classification, ECCV 2014.
• (Chapter 5) M. Najafi, S. Taghavi Namin, M. Salzmann, L. Petersson, Sample and
Filter: Nonparametric Scene Parsing via Efficient Filtering, CVPR 2016.
Furthermore, I have contributed to the following works, which are related to my PhD topic,
though are not reported as the main contributions in this thesis:
• S. Taghavi Namin, M. Najafi, L. Petersson, Multiview terrain classification using
panoramic imagery and Lidar, IROS 2014.
• S. Taghavi Namin, M. Najafi, M. Salzmann, L. Petersson, A Multimodal Graphical
Model for Scene Analysis, WACV 2015.
• S. Taghavi Namin, M. Najafi, M. Salzmann, L. Petersson, Cutting Edge: Soft Corre-
spondences in Multimodal Scene Parsing, ICCV 2015.
Mohammad Najafi
26 April 2017
iii

to my dear family.

Acknowledgments
I would like to thank my supervisors, Dr. Lars Petersson and Dr. Mathieu Salzmann, for
the patient guidance, encouragement and advice they have provided throughout my PhD.
This thesis would not have been possible without their extraordinary support. I have been
extremely lucky to have supervisors who cared so much about my work, and who responded
to my questions and queries so promptly. I wish to thank my advisor, Prof. Richard Hartley,
whose support let me stay on the right track in my PhD. He has always been accessible and
willing to help me, and I feel honored to have him in my supervisory panel.
I would like to thank my many friends, even though their support and encouragement
were worth more than I can express on paper. I would especially like to thank my dearest
friend, Mohammad Esmaeilzadeh, who has been my main source of motivation in the past
wonderful decade of my life. I am deeply thankful of Sarah, who has been a great colleague,
a superb co-author, and above all, a dear friend.
I would like to thank my sources of financial support. Firstly, I would like to acknowl-
edge NICTA and the Australian National University for providing my PhD scholarship.
Moreover, I would like to thank my supervisor, the Australian National University and the
School of Engineering, and NICTA/Data61 for their financial support, which allowed me
to attend several conferences.
My warmest gratitude goes to my family who have been my fuel of success during
all my good times and bad times. I am particularly grateful of my dear parents for their
understanding, constant care and support, which have been my driving force and core of
strength. I am also thankful of my wonderful sisters and brothers for their unconditional
love and encouragement and support throughout all stages of my life.
Last but not least, I express my deep gratitude and appreciation to God Almighty, for
assisting me in times of distress and despair.
vii

Abstract
Scene parsing can be formulated as a labeling problem where each visual data element,
e.g., each pixel of an image or each 3D point in a point cloud, is assigned a semantic class
label. One can approach this problem by training a classifier and predicting a class label
for the data elements purely based on their local properties. This approach, however, does
not take into account any kind of contextual information between different elements in the
image or point cloud. For example, in an application where we are interested in labeling
roadside objects, the fact that most of the utility poles are connected to some power wires
can be very helpful in disambiguating them from other similar looking classes. Recurrence
of certain class combinations can be also considered as a good contextual hint since they
are very likely to co-occur again. These forms of high-level contextual information are
often formulated using pairwise and higher-order Conditional Random Fields (CRFs). A
CRF is a probabilistic graphical model that encodes the contextual relationships between
the data elements in a scene. In this thesis, we study the potential of contextual information
at different scales (ranges) in scene parsing problems.
First, we propose a model that utilizes the local context of the scene via a pairwise
CRF. Our model acquires contextual interactions between different classes by assessing
their misclassification rates using only the local properties of data. In other words, no
extra training is required for obtaining the class interaction information. Next, we expand
the context field of view from a local range to a longer range, and make use of higher-
order models to encode more complex contextual cues. More specifically, we introduce
a new model to employ geometric higher-order terms in a CRF for semantic labeling of
3D point cloud data. Despite the potential of the above models at capturing the contextual
cues in the scene, there are higher-level context cues that cannot be encoded via pairwise
and higher-order CRFs. For instance, a vehicle is very unlikely to appear in a sea scene,
or buildings are frequently observed in a street scene. Such information can be described
using scene context and are modeled using global image descriptors. In particular, through
an image retrieval procedure, we find images whose content is similar to that of the query
image, and use them for scene parsing. Another problem of the above methods is that
they rely on a computationally expensive training process for the classification using the
ix
xlocal properties of data elements, which needs to be repeated every time the training data is
modified. We address this issue by proposing a fast and efficient approach that exempts us
from the cumbersome training task, by transferring the ground-truth information directly
from the training data to the test data.
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Chapter 1
Introduction
This chapter provides an overview of the problem of scene parsing and the goal of this
thesis. By the end of this chapter the reader should have a general idea about the concept
of scene parsing, how the context of the scene helps to improve this task and how we
are going to leverage the contextual information to enhance the performance of the scene
parsing systems
1.1 General Overview
Visual scene parsing has become a very popular task in the past decade, especially in robotic
applications where a robot needs to get a grasp of its surrounding conditions (Fig. 1.1). In
this task, which may also be referred to as semantic segmentation or semantic labeling, the
recorded data from the scene is analyzed and some pre-defined class labels are assigned to
its elements. This procedure can be formulated as a classification problem1 where individ-
ual elements of the data are treated as random variables and each variable takes a class label
after an optimization process. In this thesis, we will investigate the potential of contextual
information at various ranges in 2D and 3D semantic labeling.
Classification of 2D and 3D data using local information only is very straightforward.
In this process, which is explained in more detail in Sec. 2.1, local information is extracted
from individual elements of the visual data (pixels or regions in image data, 3D points or
segments in 3D data), and is gathered in a structure called local descriptors. Then every
element is categorized into a particular class given a set of pre-defined classes. This is
in contrast to object recognition, where one is only interested in detecting the presence of
particular objects, Fig. 1.2. However, this approach does not take into account any kind of
contextual information between different elements in the image or point cloud data. For
1Identifying to which of a set of categories a new observation belongs, on the basis of a training set of data.
1
2 Introduction
Figure 1.1: Application of scene parsing in robotics (The robot image is courtesy of Wall-e movie).
example, in case we are interested in labeling data captured from a roadside environment,
the fact that most of the utility poles are connected to some power wires can be very helpful
in disambiguating them from other similar looking classes. Recurrence of certain class
combinations can be also considered a good contextual hint since they are likely to occur
again. In this thesis we study the potential of scene parsing methods that utilize contextual
information.
Context cues can be picked up at different scales in a scene. A simple way of extract-
ing such information is by inspecting the pairs of data elements that are connected to each
other, i.e., their pairwise distance is less than a pre-defined threshold. An intuitive deci-
sion when labeling these data pairs would be to assign them identical or consistent labels,
which accounts for spatial consistency of objects. This idea can be applied in the classi-
fication scheme using graphical models by modeling the data such that the label of each
element is predicted using the information about that element as well as the information of
its neighbors.
Here, graphical models are considered probabilistic models defined over all participat-
ing data elements in the labeling problem. The interactions between the data elements are
determined via the edges in the graphs. Graphical models enable the classification system
to find a good compromise between local evidence and contextual information. Various
formulations have been introduced, among which Markov Random Field (MRF) [47] and
§1.1 General Overview 3
Figure 1.2: Object recognition task (The robots images are courtesy of Wall-e movie).
Conditional Random Field (CRF) [58] have received more attention in the past. Although
these models are sometimes referred to interchangeably in the literature [49, 87, 51], they
are slightly different in the fact that, in CRF, all observations are incorporated into the
model to find a better compromise between the local and contextual information. However
in MRF, the observations are only used for computing the local evidence of the elements
and do not engage in finding the compromise between the local and contextual cues.
A simple form of a CRF can be built on a Potts model [116] where two adjacent ele-
ments are encouraged to take identical class labels, which in turn makes the CRF vulnera-
ble to over-smoothing [4, 81]. As a result, important details in the data may be lost, which
causes the performance of the system to be lowered. Especially in the case when there is
a very thin object surrounded by a bigger object of another class and the contrast of the
features in the pairwise potential is not big enough to discriminate them, they might merge
into a single object class. This problem can be addressed by embedding class-dependent
contextual information into the approach. The context between the classes can be set man-
ually by, e.g., assigning the degree of compatibility of different classes with each other,
which is very subjective and dependent of the application. We address this problem by in-
troducing context-aware CRFs, where the contextual cues are obtained by only inspecting
the performance of the local evidence, with no extra learning process required. In particu-
lar, the classifier that is built on the local information is applied to the data and a confusion
matrix is computed based on the classification results. This matrix implicitly encodes the
interactions between different pairs of classes and used in the class compatibility term in
our CRF formulation.
4 Introduction
In the above proposed model that features local context, the range of contextual clues
is restricted to the neighboring pairs of elements in the scene (pairwise model). This might
not be sufficient for describing more intricate context and class relationships in the scene.
For instance, one might be interested in modeling the co-relationships among multiple data
elements, which is not very straightforward using pairwise models. To address this issue,
more comprehensive interactions have been additionally taken into account for 2D semantic
labeling in previous works. In this thesis, we investigate the significance of these higher-
order relationships in 3D semantic segmentation by expanding the scale of the context
through a higher-order CRF formulation. Particularly, we present an approach that encodes
geometric higher-order relationships among data elements.
Despite the potential of graphical models in encoding contextual cues and boosting the
labeling accuracy of the system, the local classifier which relies on the local evidence of
the data elements, is still the primary component of the classification system and needs to
be trained properly for a satisfactory labeling output. This component is, however, very
expensive in terms of the required time and data for proper training. Moreover, if new
object categories or new data is added to the system, the whole training process needs to
be repeated from scratch. We combat this problem in this thesis by introducing a label-
transfer framework for scene parsing. In the label-transfer process, we utilize the context
of scenes in the training data that are similar to the query data, and the class labels of the
query image regions are predicted using the scene context at a larger scale. In other words,
the data elements in the training set are explored and their annotations are transferred to
their similar counterparts in the test set. This approach exempts us from the cumbersome
training process and directly transfers the annotations of the ground truth data to the query
data. However, this is done at the expense of the required time for query data analysis. We
address this problem and present a label-transfer method based on a fast Gaussian filtering
scheme, that is faster and more efficient than state-of-the-art methods.
1.2 Thesis Outline and Contributions
This thesis consists of six chapters that are briefly introduced here. The second chapter
elaborates on the existing methods for 2D and 3D semantic labeling. In particular we focus
on methods that utilize the contextual information of the scene at different scales, as it is
the main topic of this thesis. Among the various forms of probabilistic graphical models,
MRF and CRF are studied in detail in this chapter.
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Naive forms of graphical models simply encourage the neighboring data elements to
take similar class labels. A side-effect of this property is over-smoothing that degrades the
labeling accuracy of the semantic segmentation systems particularly on thin and narrow
classes and object boundaries. This issue is addressed in chapter three by increasing the
context awareness of a pairwise Conditional Random Field model. Our model automat-
ically acquires the contextual relationships between multiple classes by investigating the
performance of the local classifier (also known as unary classifier) on the training data.
The proposed algorithm is evaluated on a set of multispectral images captured from a road-
side environment. This work was published at IROS 2013.
The fourth chapter studies the semantic labeling problem in 3D point cloud data using
contextual information at a larger scale by employing higher-order graphical models. In
this chapter we present a new set of higher-order potentials that enable us to describe the
compatibility of different class labels in 3D data. As a result, more complex relationships
among object classes in the scenes can be modeled. The proposed model is evaluated on
multiple publicly available datasets and improves upon the state-of-the-art. This work was
published at ECCV 2014.
The training of the unary classifier is the most expensive part of the previous algorithms
in terms of computational costs. In other words, the training phase is often very demanding
in terms of required hardware and time. The main contribution of the fifth chapter is in
proposing a label transfer algorithm for utilizing the global context of the image data in
order to compute the local class information on the spot with no training required. This
approach builds on an efficient and fast filtering method that enables us to transfer the
annotation information of the training data to the unseen data much faster than the state-of-
the-art offline methods. This work is accepted for publication at CVPR 2016.
The last chapter includes some concluding remarks, sums up the primary contributions
and lists the possible extensions for further research.
6 Introduction
Chapter 2
Background and Related Work
This chapter presents an in depth explanation of scene parsing systems and their variations
used for different types of visual data. The fundamentals of various context modeling ap-
proaches including probabilistic graphical models, and more specifically, MRF and CRF
are described as they form a great body of this thesis. The last section provides a compre-
hensive literature review on 2D and 3D scene parsing methods.
2.1 Technical Background
A visual semantic segmentation system typically consists of a classifier in which the input
data is the visual observation collected from the environment and the output is the semantic
information of the objects present in the scenes. In this section, the fundamental compo-
nents of such a system are explained. A typical scene parsing framework is often comprised
of the following stages: I) Data collection, II) Unsupervised Segmentation, III) Feature ex-
traction and IV) Classification, which are described below.
2.1.1 Data Collection
The visual information can be collected from scenes via different imaging technologies. A
conventional way of recording such visual data is by capturing 2D images using normal
RGB cameras. They can record the information of different objects based on their colors,
textures and perspective shapes. Multispectral cameras have been utilized for outdoor scene
parsing due to their ability to capture image data in a broader light spectrum and especially
in infra-red spectral bands [61, 25, 102, 15, 82, 126]. For example, infra-red data reveal
some information about the objects (vegetation and human in particular) that is not available
in conventional RGB data.
The information within the 2D imagery data is, however, prone to some issues arising
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Figure 2.1: The general diagram of the scene parsing approaches presented in this thesis.
from poor natural light conditions, such as dark shadows and light saturation. These prob-
lems may cause the captured images to be less informative and influence the performance of
the semantic labeling system [82]. Hence, people have recently used 3D imaging technolo-
gies to obtain complementary information including the 3D shape cues of the environment
that are less sensitive to the above-mentioned problems [91, 11, 72, 8, 64, 83]. Light Detec-
tion and Ranging (Lidar) systems are very popular for outdoor 3D data collection as they
mostly feature fast capturing rates and large field of views.
2.1.2 Unsupervised Segmentation
2.1.2.1 2D
Pixels represent the finest elements of images, and most image processing and computer
vision functions typically operate on individual pixels. The main properties of the im-
age pixels are the color intensities and locations within the image. However, many pixels,
particularly the ones that are in proximity of each other, contain redundant information.
Unsupervised segmentation algorithms attempt to group pixels into semantically and per-
ceptually meaningful image regions (also known as superpixels). The high-level operations
can then be applied to superpixels instead of each individual pixel. Consequently the work
load of the system shrinks dramatically due to the rather small number of superpixels. On
the other hand, using unsupervised segmentation may degrade the performance of the sys-
tem because of granularity problems and inclusion of multiple semantic objects within one
single superpixel.
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Desirable properties of good unsupervised segmentation methods are: I) The resulting
superpixels should adhere well to the object boundaries, and II) The algorithm should work
at a satisfactory speed. Various methods have been proposed to address these points for
superpixel generation, such as Normalized cuts [97], Turbopixel [62], Graph-based [26],
Mean shift [20], Quick shift [109] and SLIC [1], each with some benefits and shortcomings
which make them better suited for some applications.
2.1.2.2 3D
Akin to the above-mentioned methods for 2D segmentation, a number of approaches have
been proposed for 3D unsupervised segmentation using K-means clustering [90], region
growing [90], surface normals [43], min-cut segmentation [31], and spatial voxel connec-
tivity [86]. The goal of all these methods is grouping nearby and similar 3D points into one
single segment.
2.1.3 Feature Extraction
The image perception in humans is performed by leveraging various visual cues, such as
luminance, color and texture. A visual semantic labeling system attempts to enable a com-
puter to understand visual data similarly, using this set of cues. This information can then
be computerized and provided to the computer in the form of feature vectors. The most
basic features of imagery data are the color and location information of image elements,
i.e., pixels or superpixels.
Semantic labeling normally requires local features to be extracted from the superpixels
or pixels in the image. The algorithm then distinguishes between different object categories
based on their feature vectors in a classification procedure. If the image is segmented into
superpixels, the feature vector of each region is computed using the information of the
pixels within the superpixel. Scale Invariant Feature Transform (SIFT) [71], Histogram
of Oriented Gradients (HOG) [22] and Local Binary Patterns (LBP) [84] are among the
features that have proven to be very descriptive for the scene parsing task. There are higher
level features called Global features that are more informative for some other tasks, such
as image retrieval, where the whole image is represented by one feature vector. All these
features are, however, manually designed and engineered and may not work consistently
well across a wide range of datasets.
A trend in the past few years has been to build scene parsing systems that learn image
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features instead of relying on hand-crafted feature extraction techniques. Most notably,
Deep Learning methods target this by stacking multiple layers of neurons, forming a neural
network and feeding it with a large number of input data. In particular Convolutional Neural
Networks (CNNs) are deep learning models that are specialized for computer vision tasks by
reducing the number of parameters using a spatial sharing scheme of the system parameters
[54, 24, 95, 70, 99].
2.1.4 Classification
A scene parsing system is not complete without a classifier that categorizes the image el-
ements into different semantic classes. The classifier assigns the most appropriate class
label to each element given its features. Some classification frameworks, e.g., Support Vec-
tor Machines (SVM) [21], involve a learning step where the classifier is initially trained.
The output of this process is a model that is equipped with learned parameters that can to a
good extent separate the unseen data into their relevant classes.
On the other hand, there are nonparametric classification approaches where no training
is involved. In other words, no parametric model is built and assignment of the test data
to different classes is conducted online [68, 23, 107, 80, 79, 100, 108]. Most of these
methods function based on the K-nearest neighbors (KNN) algorithm, where an unseen
data element is assumed to take the class label of its nearest neighbors in the training pool.
The distance between the data points are calculated by comparing their feature vectors.
Although nonparametric classifiers may not be generalizable enough to deal with unseen
data [28], the lack of training makes them suitable when the data size is very large and
training data is getting updated regularly.
2.1.5 Incorporating Structure and Context
In the classification process, the local feature vectors are fed to the classifier and a class
label is predicted for each data element. The algorithm that operates solely on these local
features is called a unary classifier which examines each element independently of the other
elements in the scene. On top of local information, humans usually leverage some higher-
level knowledge such as class compatibilities, long-range relationships in the scene, and
global scene information to percept images. This information is commonly referred to as
context cues and aims at improving the results achieved by the unary classifiers.
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Figure 2.2: The schematic of a simple graphical model, described in Sec. 2.1.5.1. The
neighbors of node y5 (set E5) are shown with crosshatch patterns. (Image is reproduced from
[34].)
2.1.5.1 Probabilistic Graphical Models
One approach to modeling contextual information consists of using probabilistic graphi-
cal models. Graphical models can account for the relationships between data elements by
considering connections between the neighboring scene elements.
Two popular graphical models that are often used for formulating the labeling problems
are MRF and CRF. There is no substantial difference between MRF and CRF except that
in CRF the contextual relationships of the class labels are conditioned on the entire scene
observations. In this section we explain the basics of CRF formulation as it is mainly used
in this thesis.
Conditional Random Fields
For semantic labeling, we denote the class label of each data element i ∈ V = {1, 2, . . . ,N}
by a random variableYi and its observation by xi, resulting in the sets Y = {Yi,Y2, . . . ,YN}
and x = {xi, x2, . . . , xN}, respectively. We then consider the problem of assigning a label
from a set of labels L = {1, 2, . . . , L} to each random variable. To account for the con-
textual relationships between elements, we represent this system with a graph where each
node in the graph denotes one random variable (Fig. 2.2). In this graph, the predicted label
of each node yi is dependent on its local evidence xi as well as the local evidence and label
state of its neighbors. The neighborhood system E of the model is defined by the sets of
Ei for each node i ∈ V , in which Ei lists the nodes that are neighbors of Yi. The neighbor-
hood field of each node may range from a local scale to a global scale where long-range
relationships are encoded in the model.
We now define the concept of a clique in a CRF. A clique c is a subset of random
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Figure 2.3: The left figure illustrates the predicted class labels (denoted by colors green and
red) for each node based on their local evidences. The right figure depicts the impact of the
simple pairwise CRF featuring a Kronecker delta term that encourages y5 to take the class
label of its neighbors.
variables Yc ⊆ Y that are conditionally dependent on each other. The nodes of a clique
are, however, conditionally independent of the nodes in other cliques and do not receive
any context information from them. In the simplest form, the cliques have only one node,
and the model reduces to a simple unary classifier. The number of nodes in each clique
determines its order. Higher-order cliques can encode complex relationships among the
nodes, but are more difficult to handle in the labeling process.
A possible assignment of labels for the random variables is denoted by y. The posterior
probability distribution of this label assignment is defined based on a Gibbs distribution [47]
as
P(y|x) = 1
Z
exp
(
− E(y|x)
)
, (2.1)
where Z is a constant normalization factor called partition function. In this equation, E(y)
is the Gibbs energy of the system which can be decomposed into the sum over the energies
of the cliques, E(y|x) = ∑c∈C Ψc(yc, xc), yc = {yi : i ∈ c}, xc = {xi : i ∈ c}, where C
is the entire set of cliques in the graph and Ψc(yc, xc) is the energy (potential) of the clique
c.
Performing inference in a CRF aims at finding Maximum a Posteriori (MAP) labeling
yˆ such that:
yˆ = arg max
y
P(y|x) = arg min
y
∑
c∈C
Ψc(yc, xc). (2.2)
Note that the partition function is dropped from the equations due to its constant form.
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Pairwise CRFs
A particular and very common case of conditional random field is pairwise CRF in which
the cliques have a maximum order of two. The energy function of this model can be written
as
E(y|x) = ∑
i∈V
Φi(yi, xi) + ∑
i∈V ,j∈Ei
Ψij(yi, yj, xi, xj). (2.3)
The first term in Eq. 2.3 represents the unary potential which indicates the cost of assigning
class yi to variable Yi. This cost can be computed by taking the negative logarithm of the
unary probability of node i to take the class label yi, Φi(yi, xi) = −log
(
pi(yi|xi)
)
. One
can obtain the probability pi(yi|xi) using a unary classifier (e.g., SVM).
The second term in Eq. 2.3 encodes the pairwise relationships between the neighbor-
ing nodes in the graph. In the most basic form, this term features a Kronecker-Delta func-
tion [112] that encourages the adjacent nodes to take identical class labels,Ψij(yi, yj, xi, xj) =
δ(yi 6= yj) (Fig. 2.3). However, this simple model cannot encode complex relationships
between various scene elements and hence, other forms of pairwise functions have been
proposed and are discussed in Sec. 2.2.
Higher-order CRFs
An inherent limitation of pairwise functions is that they are unable to model the mutual
dependencies among more than two elements in a scene. It motivates us to utilize higher-
order CRFs to encode such dependencies in the graph.
E(y|x) = ∑
i∈V
Φi(yi, xi) + ∑
i∈V ,j∈Ei
Ψij(yi, yj, xi, xj) + ∑
c∈C>2
Ψc(yc, xc), (2.4)
where C>2 denotes the cliques that are comprised of more than two nodes. This formulation
enables us to use more complex context cues and account for the relationships of data
elements at a larger perspective. The number of nodes within a clique is referred to as the
order of that clique. As the order of cliques in the graph is increased, so does the complexity
of the system which makes the optimization process more demanding.
Associative Markov Networks
The graphical models that hold association property among their nodes, i.e., encourage
the nodes within their pairwise or higher-order cliques to take identical labels, are often
called Associative Markov Networks (AMN) [103]. This restriction, however, is not imposed
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on non-AMN graphical models and they can encode more complex contextual cues by
modeling geometric class compatibility information, where nodes in the cliques can take
different labels depending on their geometric relationships.
Inference
The goal of inference is to find the most probable labeling for the graph nodes, i.e., data
elements. At the inference phase, the aggregate cost of the unary and contextual potentials
is jointly minimized for all the elements in the scene parsing problem.
The brute-force approach to inference consists of checking all possible label assign-
ments for the nodes [73]. This method, however, has an exponential complexity and does
not suit most real world problems. Therefore, more efficient methods have been proposed to
facilitate the inference process. For instance, some binary labeling problems can be solved
using the Graph-Cut method [37] that tries to find the maximum-flow/min-cut of the cor-
responding graph [47]. This method, however, can only be applied to the problems whose
contextual terms satisfy the submodularity constraint [47]:
Ψij(0, 0) +Ψij(1, 1) ≤ Ψij(1, 0) +Ψij(0, 1), (2.5)
and more general problems can not be approached using this method. This issue has been
addressed by reparameterization of the CRF terms through an algorithm called Quadratic
Pseudo-Boolean Optimization (QPBO) [48]. In order to generalize the above-mentioned
methods to multi-label inference, approximate techniques based on Graph-Cut such as α-
expansion [14] and αβ-swap [14] have been proposed, that break down the multi-label
inference task into binary inference problems.
On the other hand, problems with a tree-shaped graph can be inferred exactly via ap-
proaches based on message-passing [47] such as Belief Propagation (BP) [88]. The BP
method infers the most likely class label of each node by inspecting the local evidence of
that node as well as the messages that are received from other nodes in the graph, altogether.
The main problem of BP is that it does not guarantee convergence in cyclic (loopy) graphs,
whereas almost all computer vision problems have to deal with loopy graphs. Nonetheless,
it is shown that if we apply it to loopy graphs for a sufficient number of iterations, it often
performs well in practice (loopy BP [78]).
One of the simplest forms of approximate inference techniques is called Iterated Con-
ditional Modes (ICM) [12], where at each iteration, the state of each node is updated, given
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the previous state of all the nodes in the graph. While ICM is fast and easy to imple-
ment, its restricted and over-simplified updates makes it under-perform for many computer
vision problems. There is another approximate inference method, called mean-field infer-
ence, where the probability distribution of the original graphical model is approximated by
a simpler distribution in order to simplify the inference process [47]. An approach that is
often used in mean-field inference is to factorize the joint probability distribution of the
graph into the node marginals. It may, however, lead to poor inference results since the
graph structure is collapsed [17].
2.2 Related Work
In this section the most relevant works on semantic labeling and scene parsing are reviewed,
with more focus on the use of context. We first discuss the related work on 2D scene
parsing, and then move on to the literature survey on 3D scene parsing.
2.2.1 Image Labeling
Image data can be described at the lowest level using the color information of the pixels.
However, this information may be easily affected by natural conditions, such as shadowy
or gloomy weather. Hence, more discriminative image features have been proposed to rec-
ognize objects more reliably and provide more cues on the image elements compared to
what the pixel colors convey. However, classifying the pixels or regions independently and
only based on their local descriptors, overlooks the contextual information of the scenes.
One approach for exploiting this kind of information is to leverage CRFs, which have been
widely used in a number of scene parsing systems [98, 126, 125, 124, 123, 113]. Shotton et
al. [98] used a set of weak features based on color, location and texture information to com-
pute the unary potential in their CRF framework and modeled the pairwise potential using
a contrast sensitive Potts model [116]. Yang et al. in [124, 123] used a similar pairwise
model but in a hierarchical CRF model. More specifically, they modeled pairwise con-
nections between different image elements from different scales (pixels, superpixels, and
large superpixels) in their CRF. Zhong and Jia [126] applied a contrast sensitive pairwise
potential to the spectral features of the neighboring pixels in multispectral images. Wojek
et al. [114] applied pairwise CRF to temporal data to enhance video scene parsing. Their
work like other above-mentioned works involves pixel-based processing which makes it
somewhat inefficient to apply to big images and large image datasets.
16 Background and Related Work
As discussed in Sec. 2.1.2, the number of superpixels in an image is much smaller than
the number of pixels, which makes them suited for approaches with complex inference
[33, 40, 56]. Hoiem et al. investigated multiple unsupervised segmentations to find the
most appropriate set of superpixels for geometric representation of the image [40]. Gould
et al. generated superpixels at different scales to make up for the granularity problem, and
allowed pixels to detach from their initial surrounding superpixels and adjoin to other, more
reasonable, superpixels in the inference process [33]. Ladicky et al. integrated the pixel-
level and superpixel-level scene parsing systems in a hierarchical CRF to achieve a high
performance, especially at the object boundaries [56].
These works mostly attempt to assign identical labels to the neighboring elements in
the scene. In consequence, many important details might be lost and the real class of small
and narrow elements may be dissolved into the class of their surrounding objects.
To tackle this problem, more complex context information has been encoded in the
pairwise term in recent years. Rabinovich et al. [89] leveraged simple co-occurrence statis-
tics and adapted them as a cost term in their pairwise CRF. The co-occurrence information
indicates how likely two classes can occur together in an image. For instance, cars are
mostly observed with roads rather than with boats. Krähenbühl and Koltun in [53] pro-
posed a method to learn the label compatibility that can be applied to a fully-connected
CRF. Unlike these works, we propose a method in the third chapter for modeling the local
context based on the interaction of the class pairs with no learning required for the class
compatibility parameters.
In contrast to the pairwise CRF, higher-order models [45, 46, 111, 50, 55, 110] can
be used to capture the complex relationships in the scene that cannot be described using
pairwise models. Kohli et al. [45] introduced Pn Potts model to encode higher-order rela-
tionships in a CRF, which favores similar class labels for all the pixels within one image
patch (superpixel). Kohli et al. [46] relaxed this constraint by proposing a robust higher-
order model which could recover pixels from inappropriate superpixels (particularly from
the superpixels that span multiple semantic classes). Wegner et al. [111] employed the Pn
Potts model to extract the road networks from aerial imagery. Komodakis and Paragios [50]
presented a tractable family of higher-order models named Pattern-based potentials. In
their model, higher-order cliques are encouraged to follow one of the patterns within a
pattern dictionary, whose items are defined (or learned) previously. Ladicky et al. [55] pro-
posed a tractable Graph-cut inference for higher-order models defined on all variables via
co-occurrence statistics. Vineet et al. [110] presented an efficient inference for dense ran-
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dom fields, that features higher-order models defined based on Pattern-based potentials or
co-occurrence potentials.
Although the local and higher-order contextual information provide useful cues for en-
coding the objects’ relationships in an image, they might not be sufficient to describe the
global scene context. Ladicky et al. in [57] addressed this issue by imposing co-occurrence
statistics as the global context to produce more reliable context cues. They introduced a
global penalty term in their CRF that penalized multiple incompatible labels (the classes
with a low co-occurrence rate) in the image. Alvarez et al. [6] expanded the context field of
view and proposed a supervised co-labeling approach, where they built a graph on the su-
perpixels from multiple images. They constructed a CRF on this graph to perform inference
on all the superpixels simultaneously. They utilized the method proposed in [53] to con-
duct an efficient inference on their large-scale model. While their inference scheme is rather
fast, their CRF model still requires the dense unary cues of all the pixels which should be
computed using a previously trained pixel-wise classifier. Horne et al. [41] addressed this
problem by exploiting sparse unary cues in the image (i.e., computing the unary evidences
for a selected set of pixels), though it comes at the cost of a drop in their per-pixel accuracy.
A more meaningful set of context cues can be deployed by leveraging the semantic
information of the training images that are apparently similar to the query image [68, 23,
107, 80, 79, 100, 108]. In particular, the contextual relationships for the query image are
computed from a limited context space which has been computed using the semantic clues
of similar training data. This type of scene context is more reliable than the co-occurrence
statistics, since it is built on multiple sources of information from different images.
The relationships between the data elements and their surrounding environment can also
be encoded by exploiting the local evidence of each element as an additional cue for the
neighboring elements alongside their own local evidences [74]. More specifically, Munoz
et al. [74] incorporated contextual information in their image parsing work by building
multiple classifiers at different image scales (pixels, superpixels, hyperpixels), and passed
the classification information at each scale as features to the classifiers at other scales. They
repeated this through a back and forth process until convergence.
In general, most of the approaches discussed in this section rely on a training step in
which the CRF parameters (including the parameters of the unary classifier) need to be
trained. Apart from the long training time required for these methods, if new classes or
training data are added to these systems, the training process must be repeated all over
again. Hence, some researchers have recently switched to methods based on label transfer
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which do not feature any training step. Liu et al. proposed the dense SIFT flow algorithm
for dense matching between the elements of two images [68]. They retrieved a group of
similar images from the training data and transferred the annotations of the top matches to
the query image according to their SIFT flow correspondences. They treated the multiple
annotation suggestions from the top matches as different unary cues and aggregated them
using an MRF. In [36], Gould & Zhang built on the efficient PatchMatch algorithm [9, 10],
which allowed them to bypass the retrieval step and build a graph over the entire training
set to perform label transfer. For the algorithm to remain tractable, however, the degree of
the vertices in the graph had to be kept low, which, in turn, affected the labeling accuracy.
Tighe & Lazebnik proposed a technique named Superparsing where the entire set of train-
ing and test images are decomposed into superpixels and label assignments is performed via
a label transfer approach [105]. In particular, they initially retrieved similar images from
the training pool and then computed the class likelihood of each superpixel by finding the
closest superpixels (in terms of their features) in the retrieved images. Inspired by [107],
Eigen & Fergus [23] and Singh & Kosecka [100] proposed to learn weights for the different
superpixel features; Myeong et al. [79, 80] incorporated pairwise and higher-order contex-
tual relationships among the object categories into the Superparsing framework; Tung &
Little [108] proposed to reason at the level of complete objects, obtained by an objectness
criterion, instead of relying on superpixels. The objectness measure determines how likely
it is for a window to contain a foreground object rather than a background texture [5]. While
all these modifications of Superparsing have indeed led to higher segmentation accuracy,
they also come at a higher computational cost. Furthermore, and more importantly, all these
methods, including Superparsing, make an initial strong decision to reject a large number of
labeled images, many of which might still contain valuable information for the query. We
address these problems using an efficient label-transfer method that is described in detail in
Chaper five.
2.2.2 3D Semantic Labeling
There is a considerable amount of literature on point cloud classification. In particular,
over the years, there has been a strong focus on designing 3D feature types, such as Fast
Point Feature Histogram (FPFH) [91], histogram descriptors [11], hierarchical kernel de-
scriptors [13], and on adapting geometric and shape-based features [32, 59] to improve the
performance of point cloud classification systems. As with RGB images, the performance
of local features can typically be improved by exploiting the context of the scene via a
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graphical model.
A number of works [8, 72, 64, 83] have studied the impact of pairwise graphical mod-
els on point cloud classification and have demonstrated that adding a label consistency
constraint between neighboring nodes improves the classification accuracy significantly.
Anguelov et al. [8] addressed the problem of 3D semantic segmentation using an Associa-
tive pairwise Markov network and trained its parameters via a Max-Margin [104] frame-
work. Lu and Rasmussen [72] avoided a pairwise parameter training step by modeling
the pairwise potential based on the distance of the 3D points from each other. Lim and
Suter [64] constructed a multi-scale pairwise CRF on the 3D segments at different scales.
Niemeyer et al. [83] formulated the pairwise potential based on a linear model and Random
Forest (RF) classifier. However, these models mostly define an AMN, where the pairs of
nodes in the pairwise connections are encouraged to take identical labels. In consequence,
these models often suffer from the drawback of over-smoothing the labeling.
To address this problem, the authors of [93, 7, 65] investigated the use of pairwise
non-AMNs for point cloud labeling. Non-AMNs can exploit the complex contextual in-
formation existing between the objects in the scene by exploring various combinations of
classes rather than just enforcing homogeneous labeling to the graph nodes. For instance,
the observation that A is "above" B cannot be modeled with an AMN, whereas non-AMNs
can encode this information. While existing non-AMNs have proven useful for both indoor
[7, 65] and outdoor [93] point cloud classification, they are mostly restricted to pairwise
models.
Higher-order models have not been studied in many works in 3D semantic labeling. In
terms of higher-order context, in [76, 77], Munoz et al. exploited Pn Potts potentials [45]
on groups of multiple 3D points. In [44], a Voxel-CRF framework was introduced to tackle
the occlusion and 2D-3D mismatch problems by utilizing a higher-order model based on
Hough voting and categorical object detection. In both cases, however, the resulting higher-
order graphical model is an AMN, and is thus limited to encoding simple label consistency
potentials.
Some recent works on point cloud labeling have proposed to incorporate contextual
information without using a graphical model [121, 42, 75]. In particular, in [121] the au-
thors used a sequence of hierarchical classifiers at different scales, i.e., at point level and at
segment level. Due to the non-standard form of their model, they had to design a special
inference method.
Chapter four proposes a non-AMN higher-order graphical model that better describes
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the long range contextual relationships in the scene and thus yields improved 3D point
cloud classification. Our higher-order potentials belong to the category of pattern-based
potentials [50] and we can leverage the vast research on inference in higher-order graphical
models to present a principled approach to point cloud classification. In contrast to most
instances in this category (e.g., Pn Potts model, co-occurrence potentials), our potentials
account for the geometric context that exists in the scene, and thus form a non-AMN.
Chapter 3
Semantic Labeling using Local
Context
3.1 Introduction
As discussed in Chapter 2, we use CRF to encode the local contextual relationships be-
tween pairs of adjacent elements. However, a simple pairwise potential often enforces two
neighboring elements in the scene to take an identical class label, which deteriorates the
results of the underlying unary classifier in areas with fine detail. This chapter addresses
this issue by using local context in CRF and more specifically, by embedding rich contex-
tual information in the pairwise potential. We propose a pairwise potential that encodes the
local context by inspecting the performance of the unary classifier on the training data. In
other words, the functional interactions of the classes is taken into account as an indicator
of the class compatibility. This can be achieved by embedding the confusion matrix of the
unary classifier into the pairwise function.
Furthermore, ICM [12] is used as our inference method due to its simplicity and speed,
as mentioned in Sec. 2.1.5.1. However it updates the state of each node in the CRF based on
only the absolute label of the neighbors, regardless of their probabilities and uncertainties.
This may lead to spread of errors and in turn, an undesirable context inference [35, 39].
In this chapter, we propose to enrich the pairwise potential by equipping it with the class
probabilities of the data elements. As a result, each node in the CRF will be aware of the
uncertainties of the messages that are received from its neighbors.
We are going to apply the proposed approach to multispectral images captured from
road and roadside environment. A multispectral image can reveal some of the properties
of objects and materials, which can not otherwise be observed using conventional cameras,
thanks to additional bands in the visible and invisible parts of the spectrum. Such an ability
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makes this type of data a great asset for object and material classification tasks. With the
advent of multispectral imaging in the past decades, a vast number of applications have ben-
efited from the potential of this powerful imaging modality. In this chapter, we use 7-band
terrestrial multispectral imaging for the experiments due to its potential in distinguishing
between different materials and classes.
Multispectral imaging has been widely used in land cover and environment classifica-
tion using aerial surveying [61, 25], but there are also a limited number of works on terrain
classification, in which, terrestrial multispectral images have been employed. In [102, 15]
the Normalized Difference Vegetation Index (NDVI) feature was used to detect vegetation in
the environment. Terrain classification was investigated in more detail by Taghavi et al. in
[82], where the road side objects and materials were classified into 10 categories, using 7-
band terrestrial multispectral images. They utilized pixel-wise texture features such as the
Gray-level Co-occurrence Matrix (GLCM) and Fourier spectrum to make the system more
robust to varying lighting conditions. However, the pixel-wise nature of their work has
made their system vulnerable to noise and also somewhat slow and inefficient, especially
for working with high resolution images. These issues can be addressed by combining sim-
ilar pixels into regions and also benefiting from the information of the nearby regions using
a CRF.
CRFs have been applied to aerial spectral images in [126] and [125], but as it was
stated by the authors, the undesired smoothing property of CRF with a simple Potts model
is a challenging problem, and it is even worse for terrestrial images, which embody much
more detail. Other groups have tried to enrich the pairwise potential with some discrimi-
native terms to make it more “intelligent” in dealing with more complex scenes. Yang and
Forstner in [124], worked on a region-wise building facade classification task for detection
and recognition of different categories such as road, vegetation, sky, pavement, etc. They
embedded the image location and appearance information into their pairwise potential and
then further improved it by proposing a hierarchical CRF framework [123]. However, their
approach suffers from a low performance on small and narrow categories, a problem that is
addressed via the proposed approach in this chapter.
In this work, instead of working on image pixels (as in [82]), we partition each im-
age into superpixels to reduce the computation time of the algorithm and also get more
meaningful context information. Moreover, we present a new method for describing the
neighborhood graph of the CRF in a region-based scene parsing problem. Then we extract
the features of each superpixel and classify them into different material categories using
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Figure 3.1: The overall view of the approach in this chapter. After the segmentation step,
some discriminative features are extracted from the image regions. Then, the regions are
classified using a probabilistic SVM classifier. Next the proposed CRF is applied to the
unary results and finally, appropriate class labels are assigned to the Saturated and Vague
regions.
an SVM classifier [117]. Finally we use the SVM results as input to the proposed CRF
which takes the local context into account, thereby further improving the semantic labeling
system.
3.2 Approach
Given a multispectral image of seven channels, our goal is to parse it into a set of pre-defined
semantic class labels. Our approach is comprised of the following main steps. Initially, the
images undergo a region segmentation process. Then, the appropriate features are extracted
from each region. In the next step, the regions are classified into a set of predefined labels
using a probabilistic SVM classifier. Subsequently, a new CRF formulation is devised and
applied to the system to gain the final classification results. At the end, saturated and
vague regions in the image are classified into the most relevant categories. The steps of our
approach are depicted in Fig. 3.1.
3.2.1 CRF Model
Let y = {y1, y2, . . . , yN} be the set of data labels to be predicted, X = {x1, x2, . . . , xN}
the set of features extracted from the data elements, and N the number of data elements.
We use a CRF with unary and pairwise terms which is expressed with the standard equation
P(y|X, φ,ψ) =
exp
(
−∑Ni=1
[
Φ(yi, xi, φ) +∑j∈Ei Ψ(yi, yj, xi, xj,ψ)
])
Z(φ,ψ,X)
, (3.1)
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where Z is the partition function, Ei is the neighborhood set of data element i, and Φ and Ψ
are the unary and pairwise potentials with φ and ψ their weighting parameters, respectively.
The unary term associates the data features with the labeling set. In other words, it
indicates the compatibility of a label with a data item, solely given the features of that item.
In contrast, the pairwise potential determines how the labels of neighboring data elements
can impact each other.
The ultimate goal is to find the best compromise between these two terms to maximize
the probability of the classification results (the probability in Eq. 3.1). This problem turns
into an energy minimization problem by taking the negative logarithm of this probability.
The energy can be written as
E(y|X, φ,ψ) =
N
∑
i=1
[
Φ(yi, xi, φ) + ∑
j∈Ei
Ψ(yi, yj, xi, xj,ψ)
]
. (3.2)
The above energy or cost will be minimized for the optimal labeling of the data.
Neighborhood Graph
The CRF operates on a graph describing the connectivity between neighboring regions.
This connectivity graph is built using an approach based on GLCM to find the neighbors.
First, an identical and unique intensity is given to all the pixels within each region. The
result will be an image with N different gray levels, where N is the number of regions.
The GLCM of this image indicates the number of occurrences of the adjacencies between
each pair of gray level intensities. Since each region is represented by a unique inten-
sity, the neighborhood relationships of the regions can also be determined using the com-
puted GLCM. By performing this process for both horizontal and vertical adjacencies using
GLCM and comparing the adjacency values for a pair of neighboring regions in the two re-
sulting GLCMs, one can determine if the two regions are largely horizontally or vertically
adjacent. These two different modes of adjacency are treated differently which provides
direction dependent context information. Fig. 3.2 demonstrates the process of finding the
neighborhood graph for an example image with 9 regions. A sample GLCM for horizontal
neighborhood is illustrated in this figure.
Unary Potential
The unary term computes the cost of selecting a label for each region based on its features.
This cost should be higher for labels that have a lower class probability. Here we take the
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Figure 3.2: The procedure of finding the horizontal neighborhood graph for the segmented
regions. a) A sample image segmented into 9 regions. A unique gray-level intensity is
assigned to the pixels of each region. b) The horizontal GLCM of the image reveals the
number of occurrences of horizontal adjacencies between each pair of gray-level intensities,
which in turn indicates the neighborhood of the regions (Vertical GLCM is not shown). c)
The CRF graph for region 5. The adjacency direction between each pair of regions (V or H)
is computed by comparing the number of adjacent pixels in each direction, or comparing
their corresponding horizontal GLCM and vertical GLCM value.
negative logarithm of the probabilistic output of the SVM classification to adapt it as the
unary cost function. This gives
Φ(yi, xi) = − log(P(yi|xi) + e). (3.3)
The probability score is generated using the approach presented in [117]. An e is added to
the equation to ensure a non-zero value as the input of the logarithm.
Pairwise Potential
In this chapter, we introduce the pairwise potential
Ψ(yi, yj, xi, xj) =
( ψ1Dji
1+ ‖(xi − xj)‖
)
δ(yi 6= yj) + ψ2
(
(1− Pi(yi|xi))(1− Pj(yj|xj))
)
,
(3.4)
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which takes into account several factors as described below.
i) Smoothing term: δ(yi 6= yj) acts as a smoothing term which prefers identical labeling
for neighboring regions.
δ(yi 6= yj) =
1 (yi 6= yj)0 otherwise (3.5)
ii) Feature similarity: The term 11+‖xi−xj‖ considers the feature difference between two
regions. As a result, a higher cost will be assigned if regions with similar features are
assigned different labels.
iii) Uncertainty of the neighboring labels (Pj): The major problem which is raised by
the delta function is that the algorithm favors the labels of the adjacent regions to be the
same, regardless of how certain we are about their state. In other words, it assumes that
all the nodes are correctly labeled, which may lead to over smoothing in some regions. To
tackle this problem, we insert (1− P(y|x)) as a function of unary probability in the pair-
wise term to make it more knowledgeable about the region of interest and the surrounding
regions. Therefore, the system gives higher cost to identical labeling of adjacent regions
that have a rather low class probability.
iv) Local context matrix (D): The image context provides a rich source of information
which can be used in the pairwise potential to improve the classification accuracy. For this
purpose, a local contextual cost matrix can be devised in order to take the relationships
between the neighboring regions with different class labels into account. Such a matrix can
be designed by setting variable parameters and finding their optimal values via a minimiza-
tion process. However, it might lead to over-fitting due to the large number of parameters
and also the high level of complexity in our image dataset. These parameters can also be
assigned manually, but it requires a deep knowledge of the application and also much trial
and error.
Here, we simplify this problem by using the confusion matrix of the SVM classifier to
build a contextual cost matrix. The confusion matrix indicates the number of misclassifi-
cations for each pair of labels. A large value for a non-diagonal component (yi, yj) shows
that these two labels have a significant conflict with each other. In order to diminish this
misclassification error, a large cost, proportional to the conflict rate, is needed for the in-
teraction of these labels. We embed this type of cost in the pairwise potential using the
normalized confusion matrix, and denote it with the local context term D.
For instance, in our experiments, there might be some regions on grass that are incor-
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rectly classified into leaves and should be turned into grass using the CRF. A possible side
effect of this process is disappearing of, e.g., a thin sign pole beside the grass due to over
smoothing, if a similar cost is assigned to all pairs. This problem can be addressed by in-
corporating the matrix D into the CRF. If the misclassification rate of grass and leaves is
higher than that of grass and the sign pole (which is in our experiments), the smoothing
effect of the CRF would be more significant on leaves rather than on the sign pole, and the
pole is more likely to be preserved.
v) Horizontal and vertical pairwise potentials: We consider two types of horizontal
and vertical neighborhoods for the regions. Hence, we have two pairwise potentials that
consider the interactions of the region with the horizontal and vertical neighbors, separately.
This gives an energy of the form
E =
N
∑
i=1
[
Φ(i) + ∑
j∈EiH
ΨH(i, j) + ∑
j∈EiV
ΨV(i, j)
]
. (3.6)
The aggregate pairwise potential is very flexible and superior over a simple model CRF
in terms of classification accuracy. It can compromize very well between preserving cor-
rectly classified details and smoothing out the wrongly classified regions.
CRF Training
In the training step, the aim is to optimize the CRF parameters in a way that the true labels
become the most probable labels in the training data (Eq. 3.1). In other words, the energy
in Eq. 3.2 should be minimized for the training data.
One of the most notable approaches for this type of optimization is maximum log-
likelihood. However, the problem with this method is that the computation of the parti-
tion function Z(φ,ψ1,ψ2,X) is intractable [47]. In order to tackle this problem, various
approximations have been proposed [63], among which, maximum pseudo-likelihood has
been reported to be one of the most efficient approaches to training with satisfactory results
[63]. This method relies on a pseudo-likelihood objective function written as
P(Y|X) '
N
∏
i=1
Pi =
N
∏
i=1
exp
[−Φ(yi, xi)−∑j∈Ei Ψ(yi, yj, xi, xj)]
∑L exp
[−Φ(yixi)−∑j∈Ei Ψ(yi, yj, xi, xj)] , (3.7)
which is maximized. In the limit, this results in similar values of parameters as maximum
log-likelihood.
The optimal parameters can be computed by taking the negative logarithm of this prob-
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Figure 3.3: a) An example of saturation in the image, where no information about the
material can be extracted from these regions (extracted from the center of Fig 3.7-a). b)
Sample vague regions around the tree branches.
Figure 3.4: A manually labeled image with color codes for 12 classes as used in the classi-
fication system (Table 3.1).
ability function and then performing an energy minimization process on the training data.
We use the trust-region-reflective algorithm [16] in MATLABTM to find the optimal values
for CRF parameters.
CRF Inference
This step uses the previously learnt CRF model to predict the labels of unseen regions. Due
to the non-submodularity of our pairwise function (refer to Sec. 2.1.5.1), we use the ICM
approach for inference. The following procedure (inspired by [96]) is chosen due to its
straightforward inference concept and also its high convergence speed.
1. Set the probabilistic outputs of the SVM as the initial probabilities of regions. Also
set the SVM labeling outputs as the initial labeling of the regions.
2. Update the probabilities Pi from Eq. 3.7 for all regions in the image and also update
the region labels by finding their maximum class probability.
3. Repeat step 2 until no change in the labels of the regions is observed or the maximum
number of iterations is reached.
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Figure 3.5: A sample panoramic image segmented into superpixels using the method de-
scribe in Sec. 3.2.2.
3.2.2 Unsupervised Segmentation
In this section, we explain the procedure for producing the superpixels that are fed to our
scene parsing system. The images are segmented into regions covering uniform areas, so
called superpixels. The reason for this is twofold; First, contextual information is more
prominent considering larger regions of similar appearance rather than just looking at indi-
vidual pixels and their neighbors only. Second, if the number of regions for which a label
needs to be estimated can be reduced significantly, it also means that the overall computa-
tional cost is similarly shrunk.
We first segment the whole image into two major parts of vegetation and non-vegetation
using the NDVI feature [102] in order to achieve more consistent regions. Afterwards,
we sub-segment the two extracted images into superpixels using the Mean Shift algorithm
[20]. The algorithm is tuned to produce around 2000 to 3000 regions in total for each
multispectral image. A sample of a segmented image is shown in Fig. 3.5.
3.2.3 Feature Extraction
We now explain the three types of features that are incorporated into our system.
Mean and Standard Deviation
The first 14 features are the mean and standard deviation of the intensity values of each
region, computed for each band. Note that all the features undergo a normalization process
to have a mean of zero and a standard deviation of one.
GLCM
There are different techniques for extracting the texture of an image, among which, GLCM
[38] has been one of the most popular methods in the past decades. This algorithm is very
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powerful and easy to implement. The advantage of this matrix is that it is independent of
gray level scaling, which makes it very useful in recognizing similar textures under different
lighting conditions [82]. Each component of GLCM stands for the number of occurrences
of a specific adjacency for a pair of gray levels. Here we consider vertical and horizontal
pixel adjacencies within each region and extract three properties of contrast, energy and
homogeneity from each of the two computed GLCMs. Contrast, returns a measure of the
intensity contrast between pixel and its neighbor over the whole image. This property is
zero for a group of pixels with similar gray level intensities. Energy computes the sum of
squared elements in the GLCM, and homogeneity measures the similarity of the distribution
of elements in the GLCM to a diagonal GLCM. In total, 6 features from each spectral band
are obtained for each region, which results in 42 GLCM features.
Histogram of Hough Orientations
Among the roadside material categories that we consider, there are some classes like Light
Poles and Road Guards and also White Lines which typically contain parallel lines in the
images. This property can be exploited as a clue for detection and recognition of these types
of categories. For this purpose, the Hough Transform is applied to an image region and after
setting a relative threshold (50%) on the intensity in Hough space, the main orientations of
the local edges inside the region are identified. Then a 7-bin histogram of these orientations
ranging from 0 to 180 degrees is calculated for the region. A uniform histogram indicates
that there is no major set of parallel edges in the region. Conversely, a sparse histogram
implies that the region contains an object or part of an object with a significant set of
parallel boundaries.
3.2.4 SVM Classification
An SVM can be used to categorize non-linearly separable data points by using appropriate
kernels. We use SVM with an RBF (Radial Basis Function) kernel [101]. We employ the
method presented in [117] to compute the SVM probabilistic outputs. The LIBSVM toolbox
[18] in MATLABTM is used for the training and evaluation of SVM.
3.2.5 Saturated and Vague Regions
We ultimately aim to parse the images into the first 10 prominent categories in Table 3.1.
However, as it is apparent in Fig. 3.3-a, there are some saturated regions in the image (such
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as the mid parts of the road) which do not convey any useful information about the scene.
This makes it very hard for the classifier to recognize the real materials and objects in those
regions. In order to handle this issue, we define a new class for these saturated regions to
discriminate them from other parts of the image.
In addition, there are some vague regions between different adjacent materials in the
images. This is due to the partial averaging effect of the pixels in these areas, predominantly
found around leaves and tree branches. Fig. 3.3-b shows an example of such vague regions
where it is uncertain if the pixels belong to sky or tree branches. Labeling these uncertain
regions as belonging to one or the other class is often impossible, even manually, so we
assign a new label to take them into account.
The above class labels do not represent any real world object or material, so we leverage
the information of their neighborhood to identify them. To this aim, once the classification
of all 12 classes is finished, the actual materials in the saturated and vague regions are
inferred using the information of their surrounding regions that have real world class labels.
This is done by applying a majority voting rule to the labels of adjacent pixels from the
neighboring regions.
3.3 Dataset
We tested our approach on terrestrial multispectral images of road and road side scenes,
captured in seven frequency bands including six visible bands and one NIR band, which is
the same setup as in [82]. The imaging system is composed of a FluxDataTM camera along
with a panoramic mirror (GoPano+) which provides a full 360 degree view. The resulting
panoramic images are then dewarped using a post-processing software which is included
in the GoPano+ package. The output of this step are multispectral images of 1241×4176
pixels (Fig. 3.6).
3.4 Experiments
We labeled the materials in the environment into 10 primary classes and also dedicated
two extra classes to the saturated and vague regions (Table 3.1). Fig. 3.4 displays a manual
labeling for a sample image in which colors of the classes are chosen according to Table 3.1.
Although texture features are to some extent tolerant against different lighting conditions,
we introduced two classes for Shadow on Grass and Shadow on Road to facilitate the
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Figure 3.6: A sample 7 band multispectral image. a) Three band RGB image. b) Three
band shifted RGB image in the visible part of the spectrum. c) NIR image in the invisible
part of the spectrum.
Table 3.1: The list of the targets in the classification system
1 - Tree Trunks: Dark Brown 7 - Shadow on Road: Yellow
2 - Light Poles,Road Guards: Blue 8 - Leaves: Green
3 - Shadow on Grass: Dark Blue 9 - Sky: Light Blue
4 - Grass: Dark Green 10 - Lake: Gray
5 - Road: Brown 11 - Saturated Regions: Purple
6 - White Lines on Road: Red 12 - Vague Regions: Orange
classification [82].
For this experiment, 90 multispectral images were randomly selected and the perfor-
mance of the proposed approach was investigated using a three-fold cross-validation. The
images were divided into 3 random partitions of 30 images and three validation runs were
performed.
Initially, the images underwent a segmentation process using the NDVI feature and
Mean Shift algorithm, where each image was segmented into 2500 regions on average. Af-
ter the segmentation process, manual labeling was performed for some selected regions in
all the images to constitute the dataset. Then, 1041 regions from each class were randomly
selected for the classification process. Thereafter, a feature extraction process was applied
to these data items to obtain 70 features from each region as described in Section 3.2.3.
In the next step, three-fold cross-validation using the SVM classifier (C = 3, gamma =
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Table 3.2: The confusion matrix computed using SVM applied to the validation data (Re-
sults are in percent and rounded)
1 2 3 4 5 6 7 8 9 10 11 12
1 79 2 2 2 0 1 2 7 0 0 1 4
2 8 74 1 0 1 5 4 0 0 3 1 3
3 2 2 75 0 0 0 6 11 0 0 0 4
4 0 1 1 91 0 1 0 3 0 0 0 3
5 0 3 0 3 83 1 2 0 1 5 1 1
6 1 9 0 1 0 87 1 0 0 0 0 1
7 2 2 5 0 2 0 88 0 0 0 0 1
8 1 0 2 3 0 0 0 89 0 0 0 5
9 0 0 0 0 0 0 0 0 93 2 2 3
10 1 4 0 0 4 1 0 1 4 83 0 2
11 1 1 0 0 0 0 0 0 2 0 94 2
12 1 1 0 0 0 0 0 3 2 3 0 90
0.019) was performed on the above data, which resulted in an average accuracy1 of 84.2%
for the ten primary classes. Note that in each fold, the same number of samples from each
class were taken into account. Table 3.2 presents the confusion matrix which was computed
by the SVM classification.
The approach was followed by applying the proposed CRF to the SVM results. The
confusion matrix that was calculated during the SVM training was used to compute matrix
D in the pairwise potential. Next, 10 new images were randomly picked and were seg-
mented and then the resulting regions were manually labeled for the CRF training. The
CRF model was applied to the results of SVM classification through the inference process
with a maximum of 20 iterations. The maximum number of iterations for the inference
was determined in a validation process on the training data. The average accuracy of the
CRF output was 88.9% for the ten primary classes and the computed confusion matrix can
be seen in Table 3.3. The rest of saturated and vague regions were then investigated and
classified into one of the 10 primary classes using the rules presented in 3.2.5.
Furthermore, the system was re-evaluated using a naive formulation of CRF by disre-
garding the introduced terms in the pairwise potential; neighbor certainty and local context
matrix. The average accuracy of the system that featured a traditionally formulated CRF
was 71.5% which is dramatically lower than the accuracy of our system. Note that this
result is worse than the accuracy of a pure SVM classifier. The main reason behind this
outcome is the presence of some detailed objects such as power poles and road guards in
the images which have been smoothed out by the naive CRF. Since the number of samples
from each category in the evaluation process were equal (1041 samples drawn from each
1Accuracy: The number of correctly classified data divided by the total number of data
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Figure 3.7: The results of four main steps of the proposed approach: a) The output of seg-
mentation using the Mean Shift method. b) The result of SVM classification (12 classes).
c) The result after applying CRF. d) The final classification result after reducing the number
of classes to 10. The SVM result in Fig. (b), contains many misclassifications which have
been resolved using CRF in Fig. (c). For example, it is apparent that some parts of the
Road are misclassified with Road Guards, Lake, Sky and Grass using SVM, while CRF
has been able to classify these regions correctly. As can be seen in Fig. (d), the results of
classification for the saturated and vague regions are satisfactory.
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Table 3.3: The confusion matrix computed using CRF applied to the validation data (Re-
sults are in percent and rounded)
1 2 3 4 5 6 7 8 9 10 11 12
1 80 3 3 2 0 0 1 8 0 0 0 3
2 6 82 1 0 2 2 4 1 0 1 0 1
3 2 1 89 1 0 0 3 3 0 0 0 1
4 0 1 1 94 0 0 1 2 0 0 0 1
5 0 2 0 2 92 1 1 0 0 1 0 1
6 1 2 0 1 6 85 5 0 0 0 0 0
7 0 2 3 0 1 0 93 0 0 0 0 1
8 1 0 1 2 0 0 0 93 0 0 0 3
9 0 0 0 0 0 0 0 0 92 1 4 3
10 2 1 0 0 2 1 0 2 2 89 0 1
11 1 1 0 0 2 0 0 0 5 0 88 3
12 2 1 2 1 1 0 0 8 4 1 1 79
class, as noted before), low classification rate in such classes led to a poor per-pixel classi-
fication performance. Another reason for this accuracy drop could be due to the choice of
inference method (ICM), which tends to smooth out many details. We combat this problem
by augmenting the pairwise potential with the uncertainties of the neighboring nodes. This
result illustrates the potential of the proposed pairwise function, especially in the classifi-
cation of elements with fine details.
The proposed algorithm was applied to the entire set of image regions to get a fully
labeled classification result. Fig. 3.7 demonstrates the results of subsequent steps of the
algorithm for a sample image. It can be seen that a significant improvement has been made
by applying our CRF formulation to the SVM results. As evident in Fig. 3.7, the degree of
smoothness is controlled very well in most regions and many fine details are still present in
the final result.
3.5 Summary and Discussion
We proposed a novel pairwise model for incorporating local context in the scene to address
the issue of over smoothing and loss of fine details in CRF Potts model. We employed the
confusion matrix of the unary classifier to compute the local context matrix and embedded
it into our pairwise function to encode contextual information. Our method is very efficient
for taking into account the class relationships, as it removes the need for training a large
number of context parameters. Since no knowledge of the dataset is needed to design this
matrix, it can easily be applied to a variety of tasks.
The presence of several misclassified neighbors might result in an erroneous inference
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in the CRF. To address this issue, we equipped the pairwise function with the class prob-
abilities of the neighboring regions. According to Eq. 3.4, we give more cost to the cases
where the neighboring labels have a lower degree of certainty.
Moreover, we specified two more classes for the saturated parts and vague boundaries
of the image. Due to the lack of useful information in these regions, putting them in one
of the primary classes will degrade the classification performance. The results demonstrate
that these regions were successfully identified using the probabilistic SVM (Fig. 3.7-b) and
then converted to the relevant classes (Fig. 3.7-d).
The primary advantage of region-wise processing is the significant increase in the com-
putation speed compared to a pixel-wise algorithm with context awareness. The number
of regions for each image is around 2500 on average, which is considerably less than the
number of image pixels (more than 2 millions). This huge difference makes a pixel-wise
classification much more demanding than our implementation. Apart from the computa-
tion time, the regions present more locally consistent information about the materials and
objects in the image, so they can provide more reliable context information, compared to
individual pixels.
A major limitation of our work was in the segmentation step. Although we attempted
to improve the superpixels using the information in the NIR band, there were still some
regions that expanded over two or more objects and materials. Since the regions are the
basic blocks of input to our work, we intend to improve this step in the future and also test
our approach on some publicly available datasets.
Despite the potential of our method in encoding the contextual information, we are
constrained by the local context in the scene. In other words, some valuable context cues
that describe the scene at a larger perspective, as well as long-range relationships between
data elements are not presented in our model. Furthermore, our CRF can only encode
the relationships between pairs of data elements, and is unable to model more complex
context cues among multiple elements. In the next chapter we address these shortcomings
by proposing a non-AMN higher-order CRF.
Chapter 4
Nonassociative Higher-order CRF
for Modeling the Long Range 3D
Context
4.1 Introduction
The method proposed in Chapter 3 leveraged the local context cues in the scene to improve
the performance of a scene parsing system. It was, however, limited by the following
constraints: I) The model could encode only pairwise connections, and was unable to take
into account rich complex relationships among multiple data elements, and II) The model
included only local context information, and long range contextual relationships were not
modeled. In this chapter, we introduce a nonassociative higher-order graphical model to
tackle these problems for an application of 3D semantic labeling, by encoding long range
and complex contextual cues in the scene.
Semantic labeling of 3D point clouds remains a very challenging task, despite recent
advances in the field. In particular, outdoor environments are very irregular in nature and
often present complex relationships between the different elements in the scene. Further-
more, the substantial presence of noise in data captured outdoors makes labeling even more
difficult.
In the past few years, pairwise graphical models have been frequently used for point
cloud labeling [8, 120, 93, 72, 7, 65, 94]. However, as noted above, pairwise networks
can generally not adequately describe the complex contextual information that exists in
natural scenes. In contrast, higher-order networks enable us to better model this information
and take into account the structural relationships and long-range context present between
groups of elements in the data. In the context of 3D point cloud classification, a handful of
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approaches have exploited higher-order models in the form of AMN [76, 77]. While AMNs
consider groups of multiple neighboring nodes jointly, they only encourage these nodes to
have an identical label. Therefore, AMNs cannot describe complex relationships between
different classes in the scene and, as a result, have only limited ability to encode contextual
information.
We address this issue by devising a set of nonassociative context patterns that describe
higher-order geometric relationships between different class labels within the cliques. To
this end, we propose a method to extract informative cliques in 3D point clouds that provide
more knowledge about the context of the scene. This lets us exploit more information than
local pairwise models or associative higher-order models to describe the semantic structure
of the scene. As a consequence, our model typically yields more accurate labeling. Our
higher-order potentials belong to the category of pattern-based potentials [50]. However, in
contrast to most instances in this category (e.g., Pn Potts model, co-occurrence potentials),
our potentials account for the geometric context that exists in the scene, and thus form a
non-AMN.
More specifically, we build a graph in which each node represents a segment (i.e.,
group) of 3D points. We then build higher-order cliques by projecting the 3D segments
to the ground plane and grouping the segments with substantial overlap. Intuitively, in out-
door scenes, grouping segments along the vertical direction will carry more information
than along horizontal ones (e.g., leaves are above tree trunks, which are above the ground).
To model this information, we devise four geometric context patterns that describe nonas-
sociative relationships between the segments in the cliques. Importantly, these context
patterns are independent of the number and size of the segments inside the cliques.
We evaluate our model on three benchmark point cloud datasets (VMR-Oakland-V2,
RSE-RSS and GML-PCV). Our approach outperforms state-of-the-art point cloud labeling
techniques, which evidences the importance of modeling the complex higher-order relations
of the classes in the scene.
4.2 Approach
In this section, we introduce our approach to point cloud labeling. To this end, we first
present our higher-order CRF. For a comprehensive discussion of CRFs, we refer the reader
to 2.1.5.1.
Given N 3D point segments X = [x1, x2, . . . , xN ] obtained from a point cloud, our goal
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is to assign a label yi ∈ [1, · · · , L] to each segment xi. To this end, we construct a CRF over
the labels, where each node corresponds to a segment. In this CRF, the joint distribution of
the labels of all nodes given the segments can be expressed as
P(y|X) = 1
Z
exp
− N∑
i=1
Φ(yi, xi)− ∑
(ij)∈E
Ψp(yi, yj, xi, xj)− ∑
c∈C>2
Ψc(yc, xc)
 , (4.1)
where Z is the partition function, E is the set of second-order (pairwise) edges and C>2 is
the set of higher-order cliques (cliques with more than two nodes) in the graph. The unary
potential function Φ expresses the likelihood of an individual segment to be assigned to
each class. The pairwise potentialΨp imposes consistent labeling to the neighboring nodes.
In contrast, the clique potential Ψc encodes the compatibility of the different possible class
assignments of multiple segments. As will be shown later, we make use of this clique
potential to encode the geometric relationships between groups of segments.
To obtain the best labeling for the problem at hand, we seek to compute a MAP estimate
of the labels given by arg max
y
P(y|X). This can be achieved by minimizing the energy
corresponding to the CRF, given by
E(y|X) =
N
∑
i=1
Φ(yi, xi) + ∑
(ij)∈E
Ψp(yi, yj, xi, xj) + ∑
c∈C>2
Ψc(yc, xc). (4.2)
Minimizing this energy is achieved by performing inference in the CRF. To this end, here,
we employ Loopy Belief Propagation [78] .
In the remainder of this section, we present the potentials that we use in the energy
of Eq. 4.2. In particular, we introduce new pattern-based potentials that, as opposed to
most existing pattern-based potentials, let us model complex geometric relationships across
groups of segments.
4.2.1 Higher-order Context-Based Potentials
Clique Structure. To be able to capture informative semantic context patterns, we con-
struct cliques from segments that are located in the same vertical structures in the point
cloud. The intuition behind this is that the horizontal placement of objects in outdoor scenes
is often arbitrary (e.g., a car can be located anywhere near a building) and thus conveys less
geometric information. By contrast, the relative vertical positioning of objects is often well-
constrained (e.g., leaves are above tree-trunks which are above the ground). To build our
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cliques, we therefore project the segments to the ground plane (which is achieved by re-
moving the z-coordinate of all the points) and find the overlapping segments on this ground
plane. More specifically, we create a clique for each segment i and add any segment with a
significant overlap with i (i.e., more than 50% overlap) to this clique. Cliques containing a
single segment are then discarded. This strategy to create cliques is illustrated in Fig.4.1-a.
While one could think of using a simple grid-based technique to determine the base of the
vertical structure of the cliques, in the presence of thin segments such as tree trunks and
utility poles, this approach would be very sensitive to the exact placement of the grid. By
contrast, in our scheme all the segments are completely surrounded by at least one clique
structure.
Pattern-Based Potentials. As mentioned earlier, in this work we design new pattern-
based potentials to encode the geometric relationships within the cliques of our graph.
In their general form, pattern-based potentials were introduced by Komodakis and Para-
gios [50] as potential functions defined as
Ψc(P) =
H(P) P ∈ PHmax otherwise, (4.3)
where P is a context pattern vector which describes the clique, P is the set of all pattern
vectors that are considered valid and Hmax is the cost assigned to the patterns that are not
listed in P (i.e., invalid patterns). This formulation is very general and only imposes that
Hmax ≥ H(P). However, most existing methods employ such potentials to define simple
label consistency constraints, such as Pn Potts and co-occurrence potentials.
Here, we make use of these potentials to define much more complex relationships be-
tween the segments in a clique. In particular, we compute four higher-order patterns defined
as P1: Simple Co-occurrence, P2: Geometric Co-occurrence, P3: Within Clique Adjacency
and P4: Height Signature. Our complete context pattern is then obtained by concatenating
these patterns as
P = [P1ᵀ,P2ᵀ,P3ᵀ,P4ᵀ]ᵀ. (4.4)
As will be shown below, the primary advantage of our context patterns is that they are de-
fined based on the class labels of the segments. In other words, we analyze the relationships
of the abstract class labels rather than that of the specific segments inside the cliques. This
property makes our patterns invariant to the size and number of the segments from each
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a) The vertical structure of a clique in our model. The cliques
are created by analyzing every individual segment and check-
ing whether its projection on the ground plane overlaps with
the projection of other segments in the point cloud. Here for
instance, the projection of the leaves covers the tree trunk and
has a substantial overlap with the ground. Hence, a clique
from these three segments is formed and our context patterns
are extracted from this vertical structure.
L
evel1
L
evel2
L
evel3
c) Height signature pattern. The vertical
structure of the clique (shown in Fig.4.1-
a) is cut horizontally into K levels (here
K = 3). Then each level is explored
to check if any of the L class labels is
present. The resulting pattern vector for
this example is given in Fig.4.1-d.
Geometric Co-occurrence
W P G L T B V
W 0 0 0 0 0 0 0
P 0 0 0 0 0 0 0
G 0 0 0 0 0 0 0
L 0 0 1 0 1 0 0
T 0 0 1 0 0 0 0
B 0 0 0 0 0 0 0
V 0 0 0 0 0 0 0
e) The geometric co-occurrence pattern indicates how the class
labels are vertically located inside the clique. Element (i,j) of
this matrix is 1 if there is at least one segment with label i,
above another segment with label j.
Within Clique Adjacency
W P G L T B V
W - 0 0 0 0 0 0
P - - 0 0 0 0 0
G - - - 0 1 0 0
L - - - - 1 0 0
T - - - - - 0 0
B - - - - - - 0
V - - - - - - -
f) The within clique adjacency in-
dicates which class labels are con-
nected to each other inside the
clique.
Simple Co-occurrence
W P G L T B V
0 0 1 1 1 0 0
b) The simple co-occurrence
pattern records the class labels
that are found within the verti-
cal structure.
Height Signature (3 levels)
W P G L T B V W P G L T B V W P G L T B V
0 0 1 0 1 0 0 0 0 0 1 1 0 0 0 0 0 1 0 0 0
Level 1 Level 2 Level 3
d) The height signature pattern shows how the class labels inside the
clique are spread vertically. The pattern vector is computed according
to Fig. 4.1-c.
Figure 4.1: Extracting the cliques and the higher-order context patterns from the point
cloud. Here, the classes are {W:wire, P:pole, G:ground, L:leaves, T:tree trunk, B:building,
V:vehicle}.
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class [55]. In our work, to create the set of valid patterns, we make use of the training data
and record all the observed context patterns. The collection of observed patterns along with
their number of occurrences forms the codebook P . In practice, we ignore cliques of order
6 or higher to keep inference computationally tractable. Furthermore, we take into account
all the patterns regardless of their number of occurrences. The intuition is that even patterns
that have been observed a small number of times can be important. We set H(P) = 0 in
Eq. 4.3, which means that we assign no higher-order cost to the valid patterns. The op-
timization algorithm then tries to find a labeling of the cliques such that they form valid
patterns, while also having low unary and pairwise costs.
In the following, we describe the four different patterns that we employ in more detail.
Simple Co-occurrence. Label co-occurrence is a pattern vector that indicates which
classes are present inside a higher-order clique. We represent the co-occurrence pattern by
P1 : {pi1}i=1:L which is a binary vector with L elements, where L is the number of class
labels. If a segment with class label i is present inside the clique, pi1 is set to 1 (see Fig.
4.1-b).
Geometric Co-occurrence. The main drawback of simple co-occurrence is that it just
provides us with a symmetric description of the clique and cannot capture the geometric
relationships between the nodes. For instance, the label configuration of tree trunk above
leaves is undesirable, but the simple co-occurrence pattern vector for this clique will make
it a valid configuration. To address this problem, we utilize nonassociative features to
build a geometric co-occurrence pattern. To this end, we project all the 3D segments onto
the ground. Then, for each clique, all segment pairs with a significant projection overlap
(larger than 50%) are recorded, and the segment with a higher centroid is considered to be
above the other one. We encode the above relationships between any pair of class labels
within the clique as an L× L binary matrix (Fig. 4.1-e), which can then form the pattern
P2 : {pi2}i=1:L2 . Note that, while we compare pairs of segments inside the cliques, the
final pattern vector considers all the pairs jointly. Therefore, our geometric co-occurrence
potential cannot be expressed as a pairwise potential.
Within Clique Adjacency. To make the context pattern more informative, we check
whether there is a spatial connection between any pair of class labels within the clique.
Here, we consider that two 3D segments are spatially connected if the shortest Euclidean
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distance between any two of their points is lower than a pre-defined threshold (in practice
0.6m). This pattern can be stored in the L(L− 1)/2 dimensional vector P3 : {pi3}i=1:L(L−1)/2
(see Fig. 4.1-f).
Height Signature. This context pattern acts as a vertical location prior in our classifi-
cation framework. It indicates whether a specific class label is observed in a certain range
of height above the ground. To compute this pattern, we partition the point cloud inside
each clique into K horizontal levels. At each level, we then record the presence of any
of the L classes. This results in the pattern of height signature P4 : {pi4}i=1:LK (see Fig.
4.1-(c,d)). In practice, we divide the vertical space into K = 3 partitions whose boundaries
are determined during training.
4.2.2 Pairwise Potential
In addition to the higher-order terms, we also encode pairwise potentials in our graphical
model. In particular, we specify a pairwise link for each pair of 3D segments that are
neighbors. Two segments are treated as neighbors if the shortest distance between any two
of their points is less than a pre-defined threshold (in practice 0.6m). We then define a
pairwise potential that depends on the class labels of the segments, as well as on their local
shape features. This potential can be expressed as
Ψp(yi, yj, θi, θj) =

1
1+|θi−θj|/T (yi 6= yj)
0 otherwise
(4.5)
where T is a normalization factor set to 90◦ in practice, and θ is the angle between the
direction of the normal vector of the segment and the direction of the vertical axis. Here,
the normal vector of a segment is computed by taking the average of the normal vectors
of all its points. Intuitively, this potential favors assigning identical labels to two segments
if their normal vectors have a similar deviation from the vertical axis. This formulation
resembles the combination of the feature similarity term and smoothness term in Sec. 3.2.1,
where a higher cost is assigned to a pairwise connection if the neighboring nodes with
similar feature vectors are assigned different class labels.
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4.2.3 Unary Potential
Feature Set. Our unary potential relies on a classifier applied to features extracted at each
point of the cloud. In particular, we use the following features: (i) FPFH descriptors that
describe the geometric relationships between a point and its neighbors in terms of distance
and normal vector orientations [91]; (ii) Eigenvalue features that provide us with measures
of scatter, linearity and planarity of a point distribution. (iii) Deviation of the normal vector
direction of each point from the z-axis, which helps distinguishing between the horizontal
and vertical planar surfaces; (iv) Height of the point.
The FPFH and Eigenvalue features are computed over two local neighborhoods around
the point of interest. To obtain the height of each point, a proper estimation of the ground
level is essential. As the ground points are not evenly distributed on a horizontal surface,
particularly in complex outdoor environments, we perform local approximations of the
ground by considering horizontal patches in the point cloud and taking the lowest point
as a part of the ground.
Point-Wise Classification. Given the aforementioned features, we employ a proba-
bilistic SVM classifier [66, 18] to compute the class probabilities for each 3D point. We
then compute the class probability vector of each segment by averaging over the class prob-
abilities of all its constituent 3D points. The unary potential in our graphical model is
obtained by taking the negative logarithm of this probability vector. In practice, we used an
RBF kernel in our SVM classifier, and set the hyper-parameters of the SVM to C = 5 and
γ = 0.1.
4.2.4 Segmentation
We use point segments as nodes in our graphical model. This lets us effectively handle very
large point clouds. To obtain these segments, we first apply the efficient fully connected
CRF (DenseCRF) [52] to the results of the point-wise classifier using Gaussian kernels on
3D positions and surface normals (implemented in PCL [92]). This allows us to reduce the
noise and produce point classification results that are better suited to segmentation. The
final segments are computed by dividing the entire set into L distinct groups, corresponding
to the labeling of the Dense-CRF, and clustering each group into smaller segments via k-
means clustering. We found that this two-step segmentation scheme yields a cleaner set
of segments than directly applying k-means clustering to the point cloud. The number
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of segments, k, is determined by the k-means algorithm of PCL (about 300 segments in
practice).
4.3 Experiments
We evaluated the performance of our method using the same three datasets as in [121].
The first dataset, VMR-Oakland-V21, represents street scenes collected using a terres-
trial laser scanner. It is composed of approximately 3 million 3D points separated into 36
point cloud blocks (pcd-files). The points are labeled according to seven categories of out-
door objects, i.e., wire, pole, ground, leaves, tree trunk, building and vehicle. The number
of points belonging to each class is strongly unbalanced, which makes training very chal-
lenging. To facilitate the comparison with previously-reported results on this dataset, we
follow the evaluation procedure of [121], which sets aside 6 pcd-files to tune the parame-
ters of the classifier and defines 30 pcd-files to train and test the model. These 30 files are
further split into 5 sets, which let us perform 5-fold cross-validation.
Table 4.1 reports the performance of our approach and of state-of-the-art point cloud
labeling baselines in terms of the precision, recall and F1-score (F1 = precision×recall×2precision+recall ) for
each class. Our approach yields an average F1-score of 0.79, which is higher than the
state-of-the-art on this dataset [42]. Note that the performance of the unary potentials is
0.63, which was impressively improved by our nonassociative higher-order model. This
confirms the importance of our context-aware higher-order potentials. Note that we also
computed the F1-scores of the nonassociative pairwise model (NA-pairwise) incorporating
all our pattern potentials, but computed only on pairwise cliques (formed using our region
overlap criterion). This model achieved an average F1-score of 0.73, which shows that,
while it yields a better performance than the simple associative pairwise model (0.65), it is
outperformed by our higher-order model. In addition, we performed an ablation study in
which the results of our model using a single type of higher-order potential at a time were
computed. This led to the average F1-scores of 0.74, 0.75, 0.75 and 0.72 for P1, P2, P3 and
P4, respectively.
Fig. 4.2 illustrates how our method can improve the results of the unary potential. For
a more detailed analysis, we magnified one of the regions of Fig. 4.2-a in Fig. 4.3-a. Note
that the segment located underneath the tree leaves was originally incorrectly classified as
vehicle by the unary potential. Since the pattern {leaves-above & adjacent-vehicle-above & adj.-
1http://www.cs.cmu.edu/~vmr/datasets/oakland_3d/
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Table 4.1: Classification results for VMR-Oakland-V2. We report the results of: Nonas-
sociative higher-order model (NAHO, our method), Stacked 3D Parsing (S3DP) [121], the
efficient inference method of Hu et al. [42], Nonassociative pairwise model (NA-pairwise),
simple associative pairwise model and our unary potentials.
Wir
e
Pol
e
Gro
und
Lea
ves
Tre
e Tr
unk
Bui
ldin
g
Veh
icle
avg
NAHO (ours) .89 .56 .99 .94 .49 .94 .87
Hu et al. [42] .61 .62 .98 .95 .30 .97 .72
Recall S3DP [121] .75 .67 .98 .93 .41 .93 .74
NA-Pairwise .85 .48 .99 .97 .25 .93 .78
Pairwise .78 .54 .98 .92 .32 .90 .52
Unary Potential .73 .60 .99 .91 .38 .89 .49
NAHO (ours) .66 .70 .99 .95 .52 .91 .75
Hu et al. [42] .86 .72 .97 .96 .72 .92 .85
Precision S3DP [121] .73 .51 .99 .96 .65 .83 .79
NA-Pairwise .40 .70 .99 .93 .61 .94 .76
Pairwise .30 .37 .99 .95 .41 .83 .52
Unary Potential .34 .25 .99 .96 .37 .81 .47
NAHO (ours) .76 .62 .99 .94 .50 .92 .81 .79
Hu et al. [42] .72 .67 .98 .96 .43 .94 .78 .78
F1-score S3DP [121] .74 .58 .98 .94 .50 .88 .76 .76
NA-Pairwise .54 .57 .99 .95 .35 .93 .77 .73
Pairwise .43 .44 .98 .93 .36 .87 .53 .65
Unary Potential .46 .35 .99 .93 .37 .85 .48 .63
ground} does not occur in the codebook P generated from the training data, it is penalized
in our nonassociative graphical model. As depicted in Fig. 4.3, our labeling yields the
valid (and correct) pattern {leaves-above & adj.-trunk-above & adj.-ground}. Fig. 4.3 illustrates
other cases where our nonassociative higher-order model has leveraged the geometrical
relationships between several clusters in a clique to find the correct labels of the nodes.
Fig. 4.4 illustrates a failure case of our approach. In this image, the unary potential
has classified the top of the building as vegetation. This resulted in the pattern p0: {leaves-
above & adj.-building} which does not exist in the training pattern codebook P . Since the
building pillars look very similar to the tree trunk class and are beneath and connected to
the top segment labeled as leaves, the model matches the pattern p1: {leaves-above & adj.-
trunk} to this pair of segments. In addition, trees with the same height as this building have
been observed in the training data, which means that the height signature context is also
supporting the undesirable pattern p1 for this clique. The final decision is thus left to the
unary classifier, which due to the similarity of the building pillar to a tree trunk assigns
the wrong labels to these segments. A similar situation is shown in Fig. 4.3-d, where, in
contrast, the problem was resolved, thanks to the considerable height of the building pillars.
As a second experiment, we used the GML-PCV2 dataset. This dataset consists of two
separate aerial point clouds A and B, each of which contains about 2M points and is divided
2http://graphics.cs.msu.ru/en/node/922
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Figure 4.2: Qualitative results of four different scenes in VMR-Oakland-V2. For each
scene, we show the results of (top) our unary potentials, (middle) our full model. Ground-
truth labels are shown in the bottom image. The classes are colored as {wire: white, pole:
blue, ground: gray, leaves: green, tree trunk: yellow, building: brown, vehicle: pink}.
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Figure 4.3: Examples of misclassifications of the unary potentials (left image) which are
fixed using our higher-order model (right image). Context pattern vectors that are not found
in the pattern codebook are penalized and thus corrected by our approach. The classes are
color-coded as in Fig. 4.2.
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unary ours
Figure 4.4: Example where context was not sufficient to correct the unary results. The
presence of leaves on top of the building in conjunction with the similarity of the building
pillars to the class of tree trunk has caused the higher-order model to consider this scene as
leaves-above-trunk. Note that some other regions of this point cloud were corrected by our
model. Class labels are color-coded as in Fig. 4.2.
into two approximately equally-sized splits for training and test. The object classes present
in this dataset are ground, building, vehicle, bushes/low vegetation and trees/high vegeta-
tion. Due to the lack of samples from the vehicles class in dataset B, this class is commonly
dropped from the evaluation procedure. Table 4.2 provides the results of our approach and
state-of-the-art baselines on this dataset. Note that, as before, our system outperforms the
state of the art ([121]) on this dataset.
GML-PCV is probably the most challenging dataset in our study, due to the presence
of many steep slopes and hills, which incur large variations of the ground height. This
issue adversely affects our context patterns that are extracted from the clique structures.
To address this problem, we performed ground estimation in small patches of 5m× 5m.
Furthermore, note that this aerial data provides us with a bird’s eye view of the scenes which
yields much fewer informative vertical patterns. Therefore, most of the extracted cliques
contain only two segments. Nonetheless, our approach managed to extract the relevant
information from the data (e.g., height signature) to overcome these problems. Qualitative
results on this dataset are depicted in Fig. 4.5-a, where the nonassociative higher-order
model was able to recover some of the buildings and disambiguate low-vegetation from
high-vegetation in some regions.
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Table 4.2: Classification results for the dataset GML-PCV using different approaches:
Nonassociative higher-order model (NAHO, our method), Stacked 3D Parsing (S3DP) [121],
nonassociative pairwise model (NA-pairwise) and Unary Potentials.
Dataset A Gro
und
Bui
ldin
g
Veh
icle
Hig
h V
eg
Low
Veg
avg
NAHO (ours) .94 .72 .38 .97 .72
Recall S3DP [121] .98 .77 .10 .98 .36
NA-pairwise .93 .70 .37 .97 .74
Unary Potential .90 .73 .40 .96 .73
NAHO (ours) .97 .81 .42 .98 .17
Precision S3DP [121] .95 .91 .54 .99 .31
NA-pairwise .96 .76 .41 .98 .17
Unary Potential .98 .49 .40 .99 .13
NAHO (ours) .95 .76 .40 .98 .28 .67
F1-score S3DP [121] .96 .83 .17 .98 .33 .66
NA-pairwise .94 .73 .39 .97 .28 .66
Unary Potential .94 .59 .40 .97 .22 .62
Dataset B Gro
und
Bui
ldin
g
Hig
h V
eg
Low
Veg
avg
NAHO (ours) .99 .93 .97 .55
Recall S3DP [121] .99 .92 .97 .52
NA-pairwise .99 .83 .93 .54
Unary Potential .99 .77 .96 .37
NAHO (ours) .99 .91 .97 .57
Precision S3DP [121] .99 .83 .97 .53
NA-pairwise .99 .86 .97 .51
Unary Potential .98 .90 .94 .40
NAHO (ours) .99 .92 .97 .56 .86
F1-score S3DP [121] .99 .87 .97 .52 .84
NA-pairwise .99 .84 .95 .52 .83
Unary Potential .98 .83 .95 .38 .79
Table 4.3: Classification results for the dataset RSE-RSS using different approaches:
Nonassociative higher-order model (NAHO, our method), Stacked 3D Parsing (S3DP) [121],
nonassociative pairwise model (NA-pairwise) and Unary Potentials.
Bac
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Veh
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avg
NAHO (ours) .81 .51 .93 .75 .81 .61 .39 .49
Recall NA-pairwise .83 .25 .93 .74 .81 .27 .44 .43
Unary Potential .78 .41 .92 .69 .82 .51 .57 .43
NAHO (ours) .96 .12 .91 .68 .88 .27 .18 .44
Precision NA-pairwise .92 .04 .92 .66 .86 .40 .25 .41
Unary Potential .97 .07 .93 .67 .82 .32 .10 .40
NAHO (ours) .88 .19 .92 .71 .84 .37 .25 .46 .58
F1-score S3DP [121] .79 .28 .94 .66 .83 .31 .20 .49 .56
NA-pairwise .87 .07 .92 .70 .83 .32 .32 .42 .56
Unary Potential .86 .12 .92 .68 .82 .39 .17 .41 .54
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Figure 4.5: Qualitative results of two scenes from GML-PCV (a) and RSE-RSS (b). For
each scene, we show the results of (top) our unary potentials, and (middle) our full model.
Ground-truth is shown in the bottom image. The highlighted frames indicate the regions
whose labels were corrected using our model. Color codes for (a): {ground: gray, building:
brown, high-vegetation: dark green, low-vegetation: bright green}, and for (b): {back-
ground: yellow, street signs: blue, ground: gray, tree: green, building: brown, person: red,
vehicle: pink}.
Finally, we evaluated our model on the RSE-RSS3 dataset [60], which contains 10
blocks of point clouds from urban scenes, captured using a terrestrial LIDAR scanner. The
dataset is composed of 3D points from eight object categories: street sign, ground, tree,
building, fence, person, vehicle and background, which includes every object not belonging
to the previous classes. Table 4.3 reports the performance of our method obtained using the
evaluation procedure of [121].
As discussed in [121], it is very difficult to record descriptive context patterns from this
3http://www.cs.washington.edu/homes/kevinlai/datasets.html
52 Nonassociative Higher-order CRF for Modeling the Long Range 3D Context
dataset. Nevertheless, as depicted in Table 4.3, our higher-order model has improved the
F1-scores of the unary classifier significantly. This improvement is mostly noticeable in
the classes street sign, tree, person and vehicle. One reason behind this improvement could
be the size of these objects and the fact that they are more likely to be included in clique
structures (Fig. 4.1) with descriptive context information. Fig. 4.5-b provides qualitative
results of our method on one scene of this dataset.
4.4 Summary
This chapter introduced a nonassociative higher-order CRF to address the problem of se-
mantic 3D point classification. In contrast to many conventional higher-order models,
which simply favor identical labeling of the nodes inside the cliques, our model accounts
for complex relationships between the different class labels. To model such contextual
information we have introduced a set of new higher-order pattern-based potentials. We
have evaluated our method on three challenging outdoor point cloud datasets and achieved
superior results compared to state-of-the-art techniques. This indicates the importance of
exploiting nonassociative higher-order models to encode the geometric relationships be-
tween objects in outdoor scenes. Moreover, we conducted similar experiments with a pair-
wise CRF and the results illustrated the superiority of our approach over a simple pairwise
model.
The benefits of the higher-order CRF comes, however, at the expense of some extra
computational costs. Higher-order models demand more time and memory for the inference
process. For example, in our experiments, we constrained our cliques to contain no more
than five nodes.
The context cues that were incorporated into the CRF framework in this chapter were
extracted from a larger scale, compared to the investigated local context in Chapter 3. They
are however still limited to see only a portion of the scene (the vertical clique structures).
By contrast, a more comprehensive context information at a broader range that relates all
elements in the scene together, could provide more cues to the scene parsing system. We
handle this issue in the next chapter by representing the global scene context via a set of
global descriptors.
A major problem of the methods presented in Chapter 3 and Chapter 4 is that they both
have to build on a first stage classifier that provides unary information. The unary classifier
requires a training procedure that is often very time consuming and computationally expen-
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sive. Furthermore, if at any time, training data are updated with newer data or a newer set of
class labels, the training procedure must be repeated from scratch. We address this problem
in the next chapter by proposing a novel method based on label transfer that exempts us
from the training of a unary classifier.
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Chapter 5
Scene Parsing Based on Global
Context via Efficient Filtering
5.1 Introduction
In the previous chapters, the contextual relationships among the scene elements were taken
into account in forms of local and higher-order context potentials in a CRF. In this chapter,
we expand the utility of context to a higher level and attempt to model the scene context as
a whole. In other words, we build a scene parsing system based on global descriptors that
encode the scene context as a whole.
This problem has been addressed by introducing global context terms into CRF frame-
works to assess all elements in the scene together. For instance, co-occurrence methods
have been proposed to penalize inconsistent sets of labels in an image[57]. However, the
scene understanding systems based on these methods as well as the ones presented in the
previous chapters relied only on the contextual knowledge collected from the query data
itself. In this chapter we model global context by acquiring context cues from the data in
the training set that look similar to the query data.
Another drawback of the methods presented in the previous chapters comes from their
parametric nature. These methods, and generally most parametric methods, are scene pars-
ing frameworks that consist of having a separate training phase that learns a model, which
will then be applied to the test data [98, 56, 46, 33, 55, 53, 67, 106, 122, 30, 24, 95, 70, 99].
While effective, these approaches do not account for the dynamic nature of our world,
where images are constantly being acquired. Indeed, as new training data becomes avail-
able, these models need to be re-trained. Unfortunately, this process is generally very time-
consuming; for example, training a state-of-the-art Convolutional Neural Network (CNN)
can take several days.
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Nonparametric methods have recently emerged as an alternative to address this draw-
back [68, 23, 36, 107, 80, 79, 100, 108]. Rather than training a model, these techniques aim
at directly transferring the semantics of labeled images to the test data. As such, they can
readily incorporate new labeled images as they become available. In addition, the global
context of the scene can be implicitly taken into account by analyzing the transferred se-
mantic information.
Most nonparametric methods [68, 23, 107, 80, 79, 100, 108] follow a two-stage pro-
cedure: They first retrieve a set of images similar to the query image, and then transfer
the labels of these retrieved images to the query. The retrieval step plays two important
roles. First, it discards the labeled images that are irrelevant to the query. In other words,
it shrinks the global context space by eliminating the label combinations that belong to dis-
similar training images. Second, by reducing the amount of data to take into account, it
effectively speeds up the transfer step. While the benefits of the former point are undeni-
able, the latter one is inconclusive and mostly motivated by the relative lack of speed of
the transfer step. Indeed, to remain fast, existing techniques typically throw away images
which might still contain valuable information. This particularly causes problems when the
classes are unbalanced, since the less-frequent classes might not even appear in the retrieved
images.
The approach to scene parsing proposed in this chapter follows a so called sample-and-
filter strategy. Specifically, instead of retrieving a fixed number of similar training images,
we randomly sample the labeled superpixels from the training data according to an image-
similarity score. We then formulate label transfer as a Gaussian filtering procedure, which
computes the label of a query superpixel from the labels of sampled superpixels. Thanks to
the efficiency of our filtering procedure and to our sampling strategy, our approach lets us
(i) make use of more labeled superpixels than existing retrieval-based techniques; and (ii)
obtain a set of labeled samples that is more balanced in terms of class frequency.
We evaluate our method on two large-scale benchmark datasets, SIFTFlow [68] and
LM-SUN [107]. Our experiments evidence the benefits of our approach in terms of both ac-
curacy and computation time over state-of-the-art nonparametric scene parsing techniques.
5.2 Method
We now introduce our nonparametric approach to scene parsing. To this end, let X ′ =
{x′1, x′2, . . . , x′Nt} denote the set of feature vectors x′j representing the training superpix-
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els, with corresponding ground-truth labels Y′ = {y′1, y′2, . . . , y′Nt}, y′i ∈ {1, . . . , L}. Our
goal is to transfer these labels to a set of query superpixels encoded by their feature vectors
X = {x1, x2, . . . , xNq}. As mentioned above, here, we follow a sample-and-filter approach,
which first randomly samples a balanced set of relevant training superpixels, and then per-
forms label transfer via efficient Gaussian filtering. In the remainder of this section, we
present these two steps in detail.
5.2.1 Sampling Balanced Superpixels
It is undeniable that, as suggested by other nonparametric approaches [107, 23, 100, 108],
many images from the training data are irrelevant to label the query image. Following this
intuition and common practice, we therefore first rank the training images according to their
similarity to the query image using the method explained in Section 5.2.1.1. At this stage,
state-of-the-art nonparametric scene parsing algorithms [107, 23, 100, 108] simply discard
the images beyond a pre-defined rank. This, however, typically discards many images with
relevant information because of noise in the ranking process and because the pre-defined
rank is usually chosen so as to keep only a few images. Furthermore, with this process, the
number of retrieved superpixels belonging to each class is typically unbalanced.
By contrast, here, we propose to make use of the ranks to randomly sample training
superpixels. To this end, we assign a dissimilarity value
dj ∈
{
1
Nt
,
1
Nt − 1, . . . , 1
}
(5.1)
to each training superpixel according to the rank of its corresponding image. Note that the
superpixels in the image with the highest rank, i.e., the image most similar to the query, will
be assigned the lowest dissimilarity value. From these dissimilarity values, we compute a
score for each superpixel as
pj = exp
(
−
d2j
σd
)
, ∀ j ∈ {1, 2 . . . ,Nt} . (5.2)
We then use this score to randomly sample the superpixels using the method proposed in
[115]. Ultimately, while superpixels with larger values pj are more likely to be picked, this
still potentially allows any superpixel to be selected.
Furthermore, and more importantly, since we randomly sample superpixels, and each
superpixel is assigned a class label, we can enforce having a balanced set of training data
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by sampling the same number of superpixels for each class. Note that, in practice, this is
not always possible, since some classes truly occur very rarely in the training data. This
will be addressed in the label transfer step of our approach. Nevertheless, our sampling
procedure produces a more balanced set of superpixels than the simple image retrieval
strategy. Furthermore, thanks to our efficient filtering approach to label transfer, discussed
below, we can exploit more labeled superpixels than state-of-the-art nonparametric scene
parsing techniques.
5.2.1.1 Image Ranking
As mentioned above, our sampling strategy relies on an image ranking procedure that re-
flects the similarity between each training image and the query. This procedure works as
follows. We extract three global image descriptors, i.e., spatial pyramid of color histograms,
GIST [85] and Histogram of Oriented Gradients (HOG) visual words [119], from each im-
age in the training set and from the query. We then produce three rankings according to the
similarity of each of these descriptors using the χ2 distance metric. The final rank of the
images are then obtained by sorting their average ranks over these three rankings.
5.2.2 Label Transfer via Efficient Filtering
The sampling procedure of Section 5.2.1 produces a balanced set of Ns training superpixels
encoded by feature vectors {x′1, x′2, . . . , x′Ns}. Our goal now is to transfer the labels of these
superpixels to those of the query image. Here, we propose to formulate label transfer as an
efficient Gaussian filtering operation.
To this end, let q′j be the L-dimensional binary vector encoding the label of the j
th
training superpixel as
q′j(l) =
1 y
′
j = l
0 otherwise ,
(5.3)
where q′j(l) indicates the l
th element of q′j. We then propose to estimate the label of the
query superpixels as
qi =
Ns
∑
j=1
k(xi, x′j)q
′
j , ∀ i ∈ {1, 2, . . . ,Nq} (5.4)
where k(xi, x′j) is a Gaussian kernel that encodes how similar two superpixels are in terms of
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their feature vectors xi and x′j, and thus how strongly we believe that these two superpixels
should have the same label. The specific form of kernel used in our experiments is given in
Section 5.2.2.1.
Since Eq. 5.4 involves Ns summations for every query superpixel, the total computa-
tional complexity for a query image would be O(NsNq). For large numbers of retrieved
superpixels, which is what we advocate for here, this approach would thus be prohibitively
costly. However, Eq. 5.4 corresponds to a Gaussian filtering operation, for which fast and
accurate approximations have been proposed [2, 29, 3]. In particular, here, we make use
of the permutohedral lattice-based formulation of [2]. This method relies on three steps,
illustrated in Fig. 5.1. The first step is Splatting, which, in our case, consists of mapping
the training data to the permutohedral lattice and computing the values at the vertices of
the lattice. More specifically, the label vectors of the training superpixels are soft-assigned
to the lattice vertices according to the barycentric coordinates of the feature vectors (i.e.,
the value at a vertex is computed as a linear combination of its surrounding label vectors).
In the Blurring step, which approximates the Gaussian filter locally, Gaussian blurring is
performed on the vertices along each axis of the lattice. The blurring process is truncated,
such that the value at each vertex is only affected by its direct neighbors. The last step
is Slicing, which, in our case, consists of mapping the query superpixels to the lattice by
computing the barycentric coordinates of their feature vectors. The label of a query point is
obtained as a linear combination of the values at the vertices, using its barycentric coordi-
nates. The first two steps, which only involve the training data, can be performed in O(Ns).
For each query superpixel, slicing can be done in constant time, i.e., linearly dependent on
the feature dimension, but not on Ns. Altogether, this therefore yields a total computational
complexity of O(Ns + Nq).
5.2.2.1 Kernels
In this work, we define the kernel of Eq. 5.4 as
k(xi, x′j) = w1k1(xi, x
′
j) + w2k2(xi, x
′
j) , (5.5)
where k1 and k2 are two Gaussian kernels defined below. Note that the filtering algo-
rithm described above translates easily to the two-kernel case by simply making use of two
permutohedral lattices, and, for each query superpixel, combining the two predicted label
vectors.
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Figure 5.1: Schematic view of the filtering process on the permutohedral lattice. The
block structures represent label vectors, and the gray-level intensities in each vector denote
the likelihoods of different classes. Fig. 5.1(a) shows how the binary label vector q′j (defined
in Eq. 5.3) is mapped onto the lattice vertices. The blurring step is depicted in Fig. 5.1(b),
where Gaussian blurring is applied locally to the verrtices. Fig. 5.1(c) illustrates the slicing
step, where a query data receives label information from the lattice vertices.
In practice, as a first kernel, we make use of a color-based Gaussian, expressed as
k1(xi, x′j) = exp
(
−
‖ci − c′j‖2
σ2c
−
|ti − t′j|2
σ2t
−
|si − s′j|2
σ2s
−
|di − d′j|2
σ2d
)
, (5.6)
where c is the vector of average RGB intensities of a superpixel, s is the standard deviation
of the gray-level intensities in the superpixel, t is the minimum distance of the superpixel
to the top of the image, and d is the dissimilarity value defined in Eq. 5.1. Note that we set
di = 0 for the query superpixels.
The second kernel relies on the image gradient and is defined as
k2(xi, x′j) = exp
(
−
‖hi − h′j‖2
σ2h
−
|ti − t′j|2
σ2t
−
|si − s′j|2
σ2s
−
|di − d′j|2
σ2d
)
, (5.7)
where h is the 6-bin HOG descriptor of the superpixel.
In our experiments, the standard deviations σc, σt, σs, σd and σh, and the weights w1
and w2 were obtained using a validation set.
5.2.2.2 Handling Rare Classes
As mentioned in Section 5.2.1, while we aim at selecting a balanced set of training super-
pixels, having exactly an equal number for each class is not always possible, due to the
insufficient number of superpixels in some rare classes. As a matter of fact, this problem
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occurs frequently in large-scale datasets, and would have a negative impact on the filtering
procedure. Indeed, in Eq. 5.4, the contribution of a superpixel belonging to a rare class and
highly similar to the query superpixel could easily be dominated by the combined contri-
butions of superpixels from a common class, even if they are not too similar to the query.
To address this problem, we propose to modify the definition of q′j in Eq. 5.3 as
q′j(l) =
λ(l) y
′
j = l
0 otherwise ,
(5.8)
where λ(l) = Nmax/N(l), with Nmax the maximum number of samples picked from any
class, and N(l) the number of samples picked from class l. The term λ approaches 1 for
the frequent categories, whereas it increases the contribution of the superpixels belonging
to rare classes in the filtering process. Note that, in the perfectly balanced case, all classes
have again the same influence.
Algorithm 1: Sample & Filter Strategy for Nonparametric Label Transfer
Data: Query image + entire set of training images
Rank the training images based on their similarity to the query image
(Section 5.2.1.1)
Randomly sample training superpixels according to their dissimilarity values (dj)
(Section 5.2.1)
for i = 1 to Nq do
qi = ∑
Nt
j=1 k(xi, x
′
j)q
′
j ; // Filtering the training superpixels
end
ui = −log(q˜i) ; // Compute a unary term based on the
normalized filtered labels
Compute the pixel-wise location prior (Section 5.2.3)
Perform inference in a dense pixel-wise CRF (Section 5.2.3)
return Dense pixel-wise labeling of the query image
5.2.3 CRF
The semantic information transferred to the query superpixels by our approach is of course
prone to error. As is commonly done in nonparamaetric scene parsing methods [107, 100,
79, 80, 23, 108, 36], we therefore make use of a CRF to further smooth these initial predic-
tions. More precisely, our predictions act as unary terms in a CRF defined over the pixels
of the query image, which thus prevents us from having to train a classifier.
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Specifically, let q˜i be the normalized version of the qi obtained from Eq. 5.4. We then
define the unary potential of each superpixel i as the negative logarithm of q˜i, and assign
this unary potential to all the pixels within superpixel i. We further combine this unary
potential with a location prior computed as a class histogram built for each pixel from the
top 15 images in our ranking. The location prior encodes the probability of finding class
labels at different image locations. We then make use of the fully-connected CRF model of
Krähenbühl & Koltun [53], which relies on an efficient mean-field-based inference strategy
to produce a pixel-wise labeling of the query image.
The main steps of our nonparametric scene parsing approach are summarized in Algo-
rithm 1.
5.3 Experiments
We evaluated our method on two large-scale datasets, SIFTFlow [68] and LM-SUN [107].
Below, we compare our results with those of state-of-the-art nonparametric scene parsing
algorithms. In all our experiments, we obtained the superpixels using the same unsuper-
vised segmentation method (graph-based segmentation [26]) as Superparsing.
5.3.1 SIFTFlow Dataset
SIFTFlow [68] consists of 2,688 images taken from outdoor scenes and annotated with 33
different class labels. The standard partition of this dataset includes 2,488 training images
and 200 test images. As noted in [107], this is a difficult dataset due to the large number
of rare classes. For this dataset, we sampled a maximum of 2500 superpixels of each class.
Note, however, that because of rarity, some classes had much fewer samples. Fig. 5.2
illustrates the class label distribution of the drawn samples.
In Table 5.1, we compare our results with those of state-of-the-art nonparametric scene
parsing methods in terms of per-pixel and average per-class accuracy. Our approach per-
forms on par with the baselines in per-pixel accuracy, but outperforms most of them in
per-class accuracy. This, we believe is due to the more balanced samples that we obtain.
To verify this, we replaced our sampling strategy with a fixed retrieval set consisting of all
the superpixels of the top 200 images in our ranking.1 Running our filtering-based label
transfer procedure on these superpixels resulted in 73.6% per-pixel accuracy and 22.2%
per-class accuracy. As expected, while the effect on per-pixel accuracy is relatively small,
1We used 200 because it corresponds to the number of images retrieved by the baselines.
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Figure 5.2: Label distribution of the superpixels drawn from the training pool in SIFT-
Flow. The number of samples was capped at 2500. Note, however, that some rare classes
only have much fewer available samples, leading to a very imbalanced class distribution.
Table 5.1: Comparison of our approach (Sample & Filter) with the state-of-the-art nonpara-
metric methods on SIFTFlow. We report the per-pixel and average per-class accuracies, as
well as the average time to process one image. For the baselines, a > indicates that the
reported runtimes do not include the entire processing time.
per-pixel per-class run-time
Sample & Filter 74.5 35.5 2.0s
Sample & Filter (with CRF) 76.6 35.0 4.2s
Superparsing (with CRF) [107] 76.2 29.1 >5.9s
Eigen et al. (with CRF) [23] 77.1 32.5 >16.6s
Myeong et al. (with CRF) [79] 77.1 32.3 >23s
SIFTFlow (with CRF) [69] 76.7 - >25mins
WAKNN (with CRF) [100] 79.2 33.8 >70s
CollageParsing (with CRF) [108] 77.1 41.1 2mins
the per-class accuracy decreases dramatically. This clearly evidences the importance of
getting as balanced as possible a set of labeled superpixels. Fig. 5.3 provides a qualitative
comparison of our results with those of Superparsing.
Note that, in Table 5.1, the highest per-class accuracy is achieved by [108]. This
method, however, relies on an expensive procedure, thus requiring several minutes to pro-
cess an image. By contrast, thanks to our efficient filtering approach, our algorithm only
requires roughly 4 seconds, which outperforms all the baselines.
Note that our runtimes were obtained on a standard desktop with an Intel 3.07GHz six-
core processor and 12 GB RAM. Our algorithm was implemented mostly in Matlab, with
the exception of the filtering step, which was built upon the C++ code of [53]. This leaves
room for speed improvement. While we do not know the exact setup of the baselines,
we believe that, since we used a mid-range platform compared to e.g. what is used by
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Table 5.2: Comparison of our approach (Sample & Filter) with Superparsing using an ideal
image ranking on SIFTFlow.
per-pixel per-class
Sample & Filter (with CRF) 83.1 44.3
Superparsing (with CRF) [107] 80.2 33.6
Figure 5.3: Qualitative comparison of our results with those of Superparsing [107] on SIFT-
Flow. 1st row: Query image; 2nd row: Superparsing; 3rd row: Our approach; 4th row:
Ground-truth.
Superparsing algorithm [107], the runtime comparison remains fair.
To further evaluate the potential of our approach, and following the analysis performed
in [107], we performed an additional experiment based on an ideal image ranking strategy.
To this end, and following [107], retrieval was achieved using histograms of ground-truth
class labels, both for the training and test images. The idea here is to try to evaluate the
best possible performance of our approach. The results of this experiment are reported
in Table 5.2, where we compare our approach with the results of [107] obtained in the
same ideal setting. These results indicate that, given a better image similarity measure, our
method has the potential to achieve higher accuracy than Superparsing, especially in terms
of per-class accuracy.
To study the influence of the number of superpixels sampled from each class on our
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Max	  No.	  SP per-­‐pixel	  acc. per-­‐class	  acc.
500 70.7 31.5
1000 73.2 33.4
1500 74.9 33.7
2000 76 33.9
2500 76.6 35
3000 76.6 34.7
3500 76 34.5
4000 75.6 34.2
4500 75.1 34
5000 75 33.6
Max	  No.	  SP IOU	  acc.
500 20.8
1000 21.7
1500 23
2000 23.6
2500 24.4
3000 24.1
3500 23.3
4000 22.8
4500 22.5
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Figure 5.4: Per-pixel and per-class performances of our system on SIFTFlow dataset as a function
of the maximum number of superpixels sampled from each class.Awning 485
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Figure 5.5: IOU performance of our system on SIFTFlow dataset as a function of the maximum
number of superpixels sampled from each class.
results, we ran our approach with Ns ranging from 500 to 5000. In Fig. 5.4, we report the
per-pixel and per-class accuracies as a function of Ns, which shows that our approach yields
good results in the range 2000-3500. In Fig. 5.5, we report the Intersection over Union
(IOU) of our results w.r.t. ground-truth as a function of Ns. As a comparison, the IOU of
Superparsing [107], computed from their results available online, is 21.1. This shows that
our approach (IOU = 24.4 at Ns = 2500) also outperforms this baseline according to this
error metric. Note that the IoU results of the other baselines are not publicly available.
Our approach handles the class imbalance problem by varying the impact of different
classes in the filtering process according to their frequency in the training samples. Treating
all classes equally (replacing Eq. 5.8 with Eq. 5.3) in our method yields per-pixel and per-
class accuracies of (77.2%, 24.4%). This shows that our strategy significantly improves the
per-class accuracy at only a negligible cost in terms of per-pixel accuracy.
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Figure 5.6: Failure case. The first image is the query and the next six images are the
top ranked training images. The last two images denote our results and the ground-truth,
respectively. Note that the top images in the ranking are semantically irrelevant, which
leads to inaccurate labeling. As suggested by Table 5.2, however, a better image ranking
would yield a significant improvement of our results.
We further performed an ablation study to study the influence of different parameters
in our model. For instance, replacing our filtering process with a KNN classifier gave
accuracies of (75.1%, 23.5%), which evidences the benefits of our filtering-based approach.
Furthermore, removing ti, si, or di from the kernels led to accuracies of (76.2%, 28.9%),
(75%, 33%) and (64.4%, 36.7%), respectively, which indicates that all these features are
beneficial.
Fig. 5.6 shows a failure case of our method. This figure depicts a query image followed
by the top six images in the similarity ranking, the result of our algorithm and the ground-
truth. In this case, the image ranking strategy retrieved a semantically irrelevant group of
images. As suggested by Table 5.2, improving the image similarity metric would address
this problem.
Our method scales linearly with the number of labeled images due to the initial KNN
retrieval step. Note that this could be sped up by using an approximate NN scheme. The
remaining steps scale linearly with the number of sampled superpixels, as discussed in
Section 5.2.2.
5.3.2 LM-SUN Dataset
The LM-Sun dataset [107] is one of the most challenging benchmarks available for scene
parsing. It includes 45,676 images, among which, following the standard partition, 500
images are taken as test data. The ground-truth annotations of this dataset are comprised
of 232 different categories. In this case, we sampled a maximum of 25,000 superpixels
per class.
In Table 5.3, we compare our results with those of [107], which constitutes the state-
of-the-art on this dataset. To the best of our knowledge, Superparsing [107] is the only
nonparametric approach that has been evaluated on this large-scale dataset. As a matter
of fact, the scale of this dataset causes most nonparametric methods to be intractable. By
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Table 5.3: Comparison of our approach (Sample & Filter) with Superparsing on LM-SUN.
per-pixel per-class
Sample & Filter 54.6 6.7
Sample & Filter (with CRF) 55.1 6.6
Superparsing [107] 50.6 7.1
Superparsing (with CRF) [107] 54.4 6.8
Table 5.4: Comparison of our approach (Sample & Filter) with Superparsing using an ideal
image ranking on LM-SUN.
per-pixel per-class
Sample & Filter (Ideal retrieval) 69.3 15
Superparsing [107] (Ideal retrieval) 66 13.2
contrast, our efficient algorithm can still yield state-of-the-art accuracies in a reasonable
time. In particular, our Sample & Filter procedure takes 3.7 seconds per image on aver-
age, versus 13.1 seconds for Superparsing to transfer the labels. Furthermore, for each
query image, our algorithm performs filtering on 367,080 superpixels on average, which
is about 10 times larger than the 35,600 superpixels (200 retrieved images, each contain-
ing approximately 178 superpixels) analyzed by Superparsing. In other words, not only is
our approach faster than Superparsing, but it can also exploit more labeled data. Fig. 5.7
provides a qualitative comparison of our results with those of Superparsing.
As in the previous section, we conducted an additional experiment using an ideal image
ranking by making use of histograms of ground-truth annotations. Table 5.4 provides the
results of this experiment. Note that, again, our approach has higher potential for improve-
ment given a better image similarity measure.
5.4 Summary
In this chapter, we have introduced a nonparametric approach to scene parsing based on the
concept of sampling and filtering. Instead of using a fixed retrieval set of images, our ap-
proach samples labeled superpixels, thus allowing us to obtain a more balanced set of data.
This, in conjunction with our efficient filtering-based label transfer procedure, has proven
effective at handling large-scale datasets. In particular, our approach has achieved accura-
cies that are competitive with the state-of-the-art nonparametric methods, while being faster
than them.
Unlike the approaches presented in previous chapters, the nonparametric method pro-
posed in this chapter does not involve any training procedure, which makes it a proper
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Figure 5.7: Qualitative comparison of our results with those of Superparsing [107] on
LM-SUN. 1st row: Query image; 2nd row: Superparsing; 3rd row: Our approach; 4th
row: Ground-truth.
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choice when training data is regularly updated with new images or new class labels. By
contrast, parametric methods need to undergo training procedures frequently at these cir-
cumstances. This problem becomes even more challenging when dealing with large-scale
datasets, where training is computationally expensive.
In the last chapter, we summarize the main contributions of this thesis and provide the
concluding remarks. Furthermore, a number of potential future works are listed.
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Chapter 6
Conclusion
In this thesis, we have investigated the potential of contextual cues for the task of scene
parsing. This work goes beyond the conventional pairwise graphical models that is typically
used for encoding the relationships between the data elements in the scene. We aimed at
modeling the context at different scales, ranging from the compatibility of adjacent objects,
to the compatibility of scenes across multiple images. The proposed models were applied to
various 2D and 3D scene parsing datasets and indicated the potential of utilizing contextual
information in the semantic labeling task.
The major contributions of this thesis are listed below:
i) We proposed a new pairwise graphical model applied to the problem of semantic
segmentation of multispectral images from road scenes, where the role of context is high-
lighted by incorporating the confusion rate of different object classes into the CRF formu-
lation. Thanks to our model, the CRF mostly influences the misclassifications of the unary
classifier. In other words, the pairwise links that connect the correctly classified nodes are
left untouched by the CRF, which to a good extent prevents over-smoothing in the labeling
results. Moreover, the proposed formulation accounts for the reliability of the neighboring
nodes in the graph, and the nodes with a low unary confidence score are restrained from
a large contribution in the pairwise message passing process. This encourages the CRF to
propagate more reliable context cues in the graph. This work was published in IROS 2013,
Tokyo.
ii) We presented a higher-order CRF to take into account the contextual relationships
at a longer range for parsing 3D Lidar data. The main difference between this work and
the previous counterparts is in using nonassociative relationships between multiple objects
and also in encoding this information in the form of a set of context patterns. This enables
us to utilize the well known pattern-based potentials in our CRF formulation and present
a tractable higher-order model for 3D scene parsing. This work was published in ECCV
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Context Models and Out-of-context Objects
Myung Jin Choi, Antonio Torralba, Alan S. Willsky
Abstract
The context of an image encapsulates rich information about how natural scenes and objects are related to each other. Such
contextual information has the potential to enable a coherent understanding of natural scenes and images. However, context models
have been evaluated mostly based on the improvement of object recognition performance even though it is only one of many ways
to exploit contextual information. In this paper, we present a new scene understanding problem for evaluating and applying context
models. We are interested in finding scenes and objects that are “out-of-context”. Detecting “out-of-context” objects and scenes is
challenging because context violations can be detected only if the relationships between objects are carefully and precisely modeled.
To address this problem, we evaluate different sources of context information, and present a graphical model that combines these
sources. We show that physical support relationships between objects can provide useful contextual information for both object
recognition and out-of-context detection.
Keywords:
1. Introduction
The context encapsulates rich information about how nat-
ural scenes and objects are related to each other, whether it
be relative positions of objects with respect to a scene or co-
occurrence of objects within a scene. Using such contextual
information to improve object recognition has recently become
popular [1, 2, 3, 4, 5, 6, 7, 8, 9] because contextual informa-
tion can enforce a coherent scene interpretation, and eliminate
false positives. Based on this success, context models have been
evaluated on how much the context model improves the object
recognition performance. However, comparing context models
solely based on object recognition can be misleading because
object recognition is only one of many ways to exploit the con-
text information, and object recognition cannot adequately eval-
uate some of the dimensions in which the context model can be
useful.
For example, context information can help predict the pres-
ence of occluded objects, which can be useful for robotics ap-
plications in which a robot can move to view occluded objects.
Context information can also help predict the absence of impor-
tant objects such as a TV missing in a living room. We can also
use contextual information to suggest places to store objects,
which can be useful when a robot tries to decide where to place
a TV in a living room. We cannot evaluate the effectiveness of
different context models in these scenarios just by evaluating
the context models on object recognition tasks.
In this work, we are interested in finding scenes and objects
that are “out-of-context”. This application can be amenable to
evaluating dimensions of context models not adequately eval-
uated by object recognition tasks. Fig.1 shows several out-of-
context images with objects in unexpected scenes or in unex-
pected locations. Detecting out-of-context images is different
from detecting changes in surveillance applications because the
 
 
Figure 1: Examples of objects out of context (violations of support, probability,
position, or size).
goal in surveillance is to identify the presence or absence of
certain objects in a known scene, most likely with video data.
In our problem setting, the task is detecting an object that is
unusual for a given scene in a single image, even if the scene
has not been observed before. Therefore, we need contextual
relationships between objects to solve this problem. Detecting
out-of-context objects can be challenging because contextual
violations can be detected only if the relationships between ob-
jects are carefully and precisely modeled. For example, in the
second image in Fig.1, many elements are in correct locations,
but because a road sign appears next to an airplane, the airplane
is out of context.
In addition to providing a new application of context models,
Preprint submitted to Elsevier September 3, 2011
Figure 6.1: Sample pictures containing out-of-context objects [19].
2014, Zürich.
iii) We proposed a novel approach for parsing of 2D image data based on the concept
of nonparametric label transfer. In this work we expanded our perspective for encoding the
contextual knowledge and utiliz d the sc ne context as a whole to enh nce the labeling re-
sults. We initially ranked the training images based on the similarity of their global context
to that of the query image. We proposed a sample & filter approach that efficiently explores
the training data and transfers the annotation information of the training images to the query
image. We demonstr t d that our method achieves accuracies that are competitive with the
state- f-the-art nonparametric methods, while being much faster than them. This work is
accepted for publicati n at CVPR 2016, Las Vegas.
In summary, we demonstrated the utility of context cues for scene parsing. There are,
however, cases where our context models may not work as well. For instance, as depicted
in Fig. 6.1, when objects are found in irrelevant scenes, or when their regular physical
supports or sizes are violated, using our context models may deteriorate the results of the
unary classifier. Therefore, more complex models may be required for these challenging
situations.
6.1 Future Work
This thesis primarily focused on incorporating contextual knowledge at different scales into
the scene parsing framework. Some potential future directions are listed below:
i) A natural extension of this work would be to aggregate the contextual cues at different
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scales to encode the scene context more comprehensively. One can first use the scene
context to retrieve visually similar images and refine the possible labeling sets for the test
image based on the dense labelings of the retrieved images. Then local context and higher-
order context within the test image are restricted to the contextual relationships that are
observed in the retrieved images.
ii) The local, higher-order and scene contextual cues are defined via a set of hand-
crafted descriptors in this work as well as in other works in the literature. We believe it
is possible to learn these features using recent deep learning based methods and obtain a
more informative context knowledge about the data. For example, instead of retrieving
similar images based on engineered global descriptors such as GIST and pyramids of SIFT
and HOG and color histograms, one can employ deep global descriptors to retrieve a more
relevant set of images.
iii) Another research direction would be to aim towards a real-time nonparametric scene
parsing system. As shown in Chapter 5, our system can parse images with a satisfactory
performance under just 5 seconds, despite being partially implemented in MATLAB. Given
the potential of the efficient filtering method for parallelization and with the advent of GPUs
for massively parallel processing, our approach can be deployed in real-time scene parsing
systems.
iv) The proposed method for nonparametric image parsing can be extended to be applied
to 3D point cloud data. To this aim, recent approaches to 3D scene retrieval ([118, 27]) can
be utilized to incorporate scene context and discard the training data that are irrelevant to
the query data. As a result, the pattern codebook that is built on the retrieved training data
will be sparser and more accurate.
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