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Abstract
Fuzzy-model-based (FMB) control scheme is an efficient approach to conduct stabil-
ity analysis for nonlinear systems. Both Takagi-Sugeno (T-S) FMB and polynomial
fuzzy-model-based (PFMB) control systems have been widely investigated. In this
thesis, the stability analysis of FMB control systems is conducted via Lyapunov
stability theory. The main contribution of the thesis is improving the applicabil-
ity of T-S FMB and PFMB control strategies by relaxing stability conditions and
designing fuzzy observer-controller, which is presented in the following three parts:
1) The stability conditions of FMB control systems are relaxed such that the
FMB control strategy can be applied to a wider range of nonlinear systems.
For T-S FMB control systems, higher order derivatives of Lyapunov func-
tion (HODLF) are employed, which generalizes the commonly used first order
derivative. For PFMB control systems, Taylor series membership functions
(TSMF) are brought into stability conditions such that the relation between
membership grades and system states is expressed.
2) Two types of T-S fuzzy observer-controller are designed such that the T-S
FMB control strategy can be applied to systems with unmeasurable states.
For the first type, the T-S fuzzy observer with unmeasurable premise variables
is designed to estimate the system states and then the estimated states are
employed for state-feedback control of nonlinear systems. Convex stability
conditions are obtained through matrix decoupling technique. For the second
type, the T-S fuzzy functional observer is designed to directly estimate the
control input instead of the system states, which can reduce the order of the
observer. A new form of fuzzy functional observer is proposed to facilitate
the stability analysis such that the observer gains can be numerically obtained
and the stability can be guaranteed simultaneously.
3) The polynomial fuzzy observer-controller with unmeasurable premise variables
is designed for systems with unmeasurable states. Although the consideration
of the polynomial fuzzy model and unmeasurable premise variables enhances
the applicability of the FMB control strategy, it leads to non-convex stability
conditions. Therefore, two methods are applied to derive convex stability con-
ditions: refined completing square approach and matrix decoupling technique.
3
Additionally, the designed polynomial fuzzy observer-controller is extended for
systems where only sampled-output measurements are available. Furthermore,
the membership functions of the designed polynomial observer-controller are
optimized by the improved gradient descent method.







List of Publication 8
List of Figures 10
List of Tables 13
Acronyms 14
1 Overview 15
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.2 Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.2.1 FMB Control System . . . . . . . . . . . . . . . . . . . . . . . 16
1.2.2 Relaxation of Stability Conditions . . . . . . . . . . . . . . . . 17
1.2.3 Extensions of FMB Control Strategy . . . . . . . . . . . . . . 19
1.2.4 Optimization of Membership Functions . . . . . . . . . . . . . 22
1.3 Objectives and Organization . . . . . . . . . . . . . . . . . . . . . . . 22
2 Preliminary 24
2.1 Notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2 Sector Nonlinearity Technique . . . . . . . . . . . . . . . . . . . . . . 24
2.3 T-S FMB Control System . . . . . . . . . . . . . . . . . . . . . . . . 26
2.3.1 T-S Fuzzy Model . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.3.2 T-S Fuzzy Controller . . . . . . . . . . . . . . . . . . . . . . . 27
2.3.3 T-S FMB Control System . . . . . . . . . . . . . . . . . . . . 28
2.4 PFMB Control System . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.4.1 Polynomial Fuzzy Model . . . . . . . . . . . . . . . . . . . . . 28
2.4.2 Polynomial Fuzzy Controller . . . . . . . . . . . . . . . . . . . 29
2.4.3 PFMB Control System . . . . . . . . . . . . . . . . . . . . . . 29
2.5 Lyapunov Stability Theory . . . . . . . . . . . . . . . . . . . . . . . . 30
5
2.6 LMI/SOS Stability Conditions . . . . . . . . . . . . . . . . . . . . . . 31
2.7 Useful Lemmas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3 Relaxation of Stability Conditions 34
3.1 Higher Order Derivatives of Lyapunov Function for T-S FMB Control
Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.1.2 Stability Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.1.3 Simulation Examples . . . . . . . . . . . . . . . . . . . . . . . 40
3.1.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2 Taylor Series Membership Functions for PFMB Control Systems . . . 43
3.2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.2.2 Preliminary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.2.3 Stability Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.2.4 Simulation Examples . . . . . . . . . . . . . . . . . . . . . . . 52
3.2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4 Design of T-S Fuzzy Observer-Controller 58
4.1 Design of Relaxed T-S Fuzzy Observer-Controller with Unmeasurable
Premise Variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.1.2 Preliminary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.1.3 Stability Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.1.4 Simulation Examples . . . . . . . . . . . . . . . . . . . . . . . 65
4.1.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.2 Design of T-S Fuzzy Functional Observer . . . . . . . . . . . . . . . . 70
4.2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.2.2 Stability Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.2.3 Simulation Examples . . . . . . . . . . . . . . . . . . . . . . . 76
4.2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5 Design of Polynomial Fuzzy Observer-Controller 81
5.1 Design of Polynomial Fuzzy Observer-Controller Using Matrix De-
coupling Technique . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.1.1 Preliminary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.1.2 Stability Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.1.3 Simulation Examples . . . . . . . . . . . . . . . . . . . . . . . 88
5.1.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.2 Design of Polynomial Fuzzy Observer-Controller Using Completing
Square Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.2.2 Preliminary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
6
5.2.3 Stability Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.3 Combination with Sampled-Output Measurement . . . . . . . . . . . 104
5.3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.3.2 Stability Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.3.3 Simulation Examples . . . . . . . . . . . . . . . . . . . . . . . 113
5.3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5.4 Optimization of Membership Functions . . . . . . . . . . . . . . . . . 117
5.4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5.4.2 Algorithm Design . . . . . . . . . . . . . . . . . . . . . . . . . 118
5.4.3 Simulation Examples . . . . . . . . . . . . . . . . . . . . . . . 123
5.4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
6 Conclusion and Future Work 140
6.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
6.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
A Proof of (4.58) 146
B Boundary Information for Examples in Subsection 4.1.4 147





[1] Hugo Araujo, Bo Xiao, Chuang Liu, Yanbin Zhao and H.K. Lam, “Design
of type-1 and interval type-2 fuzzy PID control for anesthesia using genetic
algorithms,” Journal of Intelligent Learning Systems and Applications, vol. 6,
no. 2, pp. 70-93, May 2014.
[2] Chuang Liu and H.K. Lam, “Design of polynomial fuzzy observer-controller
with sampled-output measurements for nonlinear systems considering unmea-
surable premise variables,” IEEE Transactions on Fuzzy Systems, vol. 23, no.
6, pp. 2067-2079, Dec. 2015.
[3] H.K. Lam, Chuang Liu, Ligang Wu and Xudong Zhao, “Polynomial fuzzy-
model-based control systems: stability analysis via approximated membership
functions considering sector nonlinearity of control input,” IEEE Transactions
on Fuzzy Systems, vol. 23, no. 6, pp. 2202-2214, Dec. 2015.
[4] Chuang Liu, H.K. Lam, Xiaojun Ban and Xudong Zhao, “Design of poly-
nomial fuzzy observer-controller with optimized membership functions con-
sidering unmeasurable premise variables for nonlinear systems,” Information
Sciences, vol. 355-356, pp. 186-207, Aug. 2016.
[5] Chuang Liu, H.K. Lam, Tyrone Fernando and H.H.C. Iu, “Design of fuzzy
functional observer-controller via higher order derivatives of Lyapunov func-
tion for nonlinear systems,” IEEE Transactions on Cybernetics, 2016 (DOI:
10.1109/TCYB.2016.2554141).
[6] Peng Qi, Chuang Liu, Ahmad Ataka, H.K. Lam, and Kaspar Althoefer,
“Kinematic control of continuum manipulators using a fuzzy-model-based ap-




[7] Chuang Liu, H.K. Lam, Xian Zhang, Hongyi Li and Sai Ho Ling, “Re-
laxed stability conditions based on Taylor series membership functions for
polynomial fuzzy-model-based control systems,” in 2014 IEEE International
Conference on Fuzzy Systems (FUZZ-IEEE), 6-11 July, 2014, Beijing, China,
pp.2111-2118.
[8] Yanbin Zhao, Bo Xiao, Chuang Liu, Hongyi Li and H.K. Lam, “Relaxed LMI-
based stability conditions for fuzzy-model-based control systems under imper-
fect premise matching: approximated membership function approach,” in 11th
World Congress on Intelligent Control and Automation (WCICA 2014), 29
June - 4 July, 2014, Shenyang, China.
[9] Xiaomiao Li, Chuang Liu, H.K. Lam, Fucai Liu and Xudong Zhao, “Sta-
bility analysis of fuzzy polynomial positive systems with time delay,” in 2014
International Conference on Fuzzy Theory and Its Applications (iFuzzy2014),
November 26-28, 2014, Kaohsiung, Taiwan, pp. 53-57. (received “Best Paper
in Theory Award”)
[10] Peng Qi, Chuang Liu, Linan Zhang, Shuxin Wang, H.K. Lam and Kaspar
Althoefer, “Fuzzy logic control of a continuum manipulator for surgical appli-
cations,” in 2014 IEEE International Conference on Robotics and Biomimetics
(ROBIO 2014), December 5-10, 2014, Bali, Indonesia, pp. 413-418.
[11] Chuang Liu, H.K. Lam, Shun-Hung Tsai and Chin-Sheng Chen, “Control
of nonlinear systems by fuzzy observer-controller with unmeasurable premise
variables,” in 2015 International Conference on Advanced Robotics and Intel-
ligent System (ARIS 2015), 29-31 May, 2015, Taipei, Taiwan, pp.1-6.
9
List of Figures
1.1 Intelligent control methods. . . . . . . . . . . . . . . . . . . . . . . . 16
1.2 Procedure of FMB control design extended from [1]. . . . . . . . . . . 17
1.3 Sources of conservativeness. . . . . . . . . . . . . . . . . . . . . . . . 18
1.4 Techniques for T-S fuzzy observer. . . . . . . . . . . . . . . . . . . . 20
1.5 Relation of main chapters. . . . . . . . . . . . . . . . . . . . . . . . . 23
2.1 Procedure of sector nonlinearity technique. . . . . . . . . . . . . . . . 25
2.2 A block diagram of FMB control systems. . . . . . . . . . . . . . . . 26
2.3 A simplified block diagram of FMB control systems. . . . . . . . . . . 27
2.4 Geometric meaning of Lyapunov functions. . . . . . . . . . . . . . . . 30
3.1 Procedure of proof for Theorem 1. . . . . . . . . . . . . . . . . . . . . 37
3.2 Stabilization regions obtained from Theorem 1 (“©” and “+”), The-
orem 6 in [2] (“×”) and Theorem 7 in [2] (“”). . . . . . . . . . . . . 41
3.3 Phase plot of x1(t) and x2(t) for a = 5 and b = −40 in “©” in Fig.
3.2 where the initial conditions are indicated by “◦”. . . . . . . . . . 42
3.4 Phase plot of x1(t) and x2(t) for a = 1 and b = −42 in “+” in Fig.
3.2 where the initial conditions are indicated by “◦”. . . . . . . . . . 43
3.5 Procedure of proof for Theorem 2. . . . . . . . . . . . . . . . . . . . . 47
3.6 Stabilization regions obtained from Theorem 2 with only Yij(x1),
indicated by “×” for Case 1, “+” for Case 2, “” for Case 3 and “◦”
for Case 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.7 Stabilization regions obtained from Theorem 2 with only Yij(x1),
Wij(x1) and Wij(x1), indicated by “×” for Case 1, “+” for Case 2,
“” for Case 3 and “◦” for Case 4. . . . . . . . . . . . . . . . . . . . 55
3.8 Stabilization regions obtained from Theorem 2 with only Yij(x1),
Wij(x1), Wij(x1) and L(x1), indicated by “×” for Case 1, “+” for
Case 2, “” for Case 3 and “◦” for Case 4. . . . . . . . . . . . . . . . 56
3.9 Stabilization regions obtained from Theorem 2 with all slack matrices
(Yij(x1), Wij(x1), Wij(x1) , L(x1) and K(x1)), indicated by “×” for
Case 1, “+” for Case 2, “” for Case 3 and “◦” for Case 4. . . . . . . 56
3.10 Phase plot of x1(t) and x2(t) for a = 10 and b = 220 in Case 4. . . . . 57
10
3.11 Transient response of x(t) and control input u(t) for a = 10 and
b = 220 in Case 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.1 A block diagram of FMB observer-control systems. . . . . . . . . . . 61
4.2 Procedure of the proof for Theorem 3. . . . . . . . . . . . . . . . . . 63
4.3 Time responses of system states x1(t) and x2(t) and estimated states
x˘1(t) and x˘2(t). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.4 Time responses of system states x1(t) and x2(t) and estimated states
x˘1(t) and x˘2(t). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.5 A block diagram of FMB functional observer-control systems. . . . . 72
4.6 Procedure of proof for Theorem 4. . . . . . . . . . . . . . . . . . . . . 74
4.7 The inverted pendulum on a cart. . . . . . . . . . . . . . . . . . . . . 77
4.8 Time response of system state x1(t) with z1(0) = z2(0) = 0. . . . . . . 78
4.9 Time response of system state x2(t) with z1(0) = z2(0) = 0. . . . . . . 79
4.10 Time response of objective control input u(t) and estimated control
input u˘(t) with x(0) = [80pi
180
0]T and z1(0) = z2(0) = 0. . . . . . . . . 80
5.1 Procedure of the proof for Theorem 5. . . . . . . . . . . . . . . . . . 86
5.2 Time response of system states of the inverted pendulum with 4 dif-
ferent initial conditions. . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.3 Time response of system states and estimated states for x(0) =
[70pi
180
0]T . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.4 Time response of control input u(t) for x(0) = [70pi
180
0]T . . . . . . . . 92
5.5 The nonlinear mass-spring-damper system. . . . . . . . . . . . . . . . 93
5.6 Time response of system states of the mass-spring-damper system
with 4 different initial conditions. . . . . . . . . . . . . . . . . . . . . 94
5.7 Time response of system states and estimated states for x(0) = [1 0]T . 95
5.8 Procedure of the proof for Theorem 6. . . . . . . . . . . . . . . . . . 100
5.9 A block diagram of PFMB observer-control systems with sampled-
output measurement. . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.10 Procedure of the proof for Theorem 7. . . . . . . . . . . . . . . . . . 109
5.11 Time response of system states of the inverted pendulum with 4 dif-
ferent initial conditions. . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.12 Time response of system states and estimated states for x(0) =
[70pi
180
0]T . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.13 Time response of sampled output, estimated sampled output and con-
trol input for x(0) = [70pi
180
0]T . . . . . . . . . . . . . . . . . . . . . . 116
5.14 Procedure of proof for Theorem 8. . . . . . . . . . . . . . . . . . . . . 120
5.15 The descent of the gradient ∇J(α), where the arrow indicates the
direction of the gradient descent and the contour indicates the value
of the cost J(α). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
11
5.16 Membership functions. . . . . . . . . . . . . . . . . . . . . . . . . . . 126
5.17 Time response of system state x1, its estimation x˘1 and its counterpart
by PDC approach. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
5.18 Time response of system state x2, its estimation x˘2 and its counterpart
by PDC approach. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
5.19 Time response of the control input u and its counterpart by PDC
approach. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
5.20 The descent of the gradient ∇J(α), where the arrow indicates the
direction of the gradient descent and the contour indicates the value
of the cost J(α). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
5.21 Membership functions. . . . . . . . . . . . . . . . . . . . . . . . . . . 131
5.22 Time response of system state x1, its estimation x˘1 and its counterpart
by PDC approach. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
5.23 Time response of system state x2, its estimation x˘2 and its counterpart
by PDC approach. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
5.24 Time response of the control input u and its counterpart by PDC
approach. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
5.25 The ball-and-beam system . . . . . . . . . . . . . . . . . . . . . . . . 135
5.26 Time response of system state x1, its estimation x˘1 and its counterpart
by PDC approach. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
5.27 Time response of system state x2, its estimation x˘2 and its counterpart
by PDC approach. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
5.28 The unicycle model. . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
5.29 The trajectory of the mobile robot where “×” indicates the initial
position and “” indicates the obstacle position. . . . . . . . . . . . . 139
12
List of Tables
3.1 Comparison of different orders of TSMFs and intervals of expansion
points. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.1 Numerical complexity of Theorem 6. . . . . . . . . . . . . . . . . . . 136
5.2 Numerical complexity of Theorem 8. . . . . . . . . . . . . . . . . . . 137
5.3 Comparison of optimization algorithms. . . . . . . . . . . . . . . . . . 138
6.1 Comparison between the proposed HODLF and existing methods. . . 141
6.2 Comparison between the proposed TSMF and existing methods. . . . 141
6.3 Comparison between the proposed relaxed T-S fuzzy observer and
existing methods. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
6.4 Comparison between the proposed T-S fuzzy functional observer and
existing methods. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
6.5 Comparison between the proposed polynomial fuzzy observer and ex-
isting methods. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
6.6 Comparison between the proposed polynomial fuzzy observer using
matrix decoupling technique and competing square approach. . . . . 143
6.7 Comparison between the proposed polynomial fuzzy observer under
sampled-output measurement and existing methods. . . . . . . . . . . 144
6.8 Comparison between the proposed optimization algorithm and exist-
ing methods. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
B.1 The upper bounds of membership functions for Example 4.1.4.1. . . . 147





LMI Linear matrix inequality
SOS Sum of squares
PDC Parallel distributed compensation
HODLF Higher order derivatives of Lyapunov function
PFMB Polynomial fuzzy-model-based






Stability analysis is a mathematical and systematic process proving the feasibility
of designed controllers for stabilizing dynamic systems. For nonlinear systems, the
stability analysis is very challenging even though mathematical models of systems
are known beforehand. On one hand, some nonlinear control methods can only be
applicable to specific systems. On the other hand, some practical control strategies
lack of rigorous stability analysis. Consequently, when traditional nonlinear con-
trol methods fail in some cases, a more general control methodology with rigorous
stability analysis is necessarily investigated.
Fuzzy control approach, being one of the intelligent control methods as shown in
Fig. 1.1, has been widely applied for nonlinear systems. Fuzzy control has become
one of the strong candidates for nonlinear control. The advantage of fuzzy control
is that the linear control techniques can be employed for nonlinear systems. The
fuzzy control was initially proposed as a model-free approach. Although it is easy to
be implemented since the model of the system is not required, this approach lacks
of rigorous stability analysis. As a result, the model-based fuzzy control has been
developed. With the help of modern control theory and convex optimization tech-
nique, the rigorous stability analysis can be achieved for general nonlinear systems
and controller can be numerically designed. Apart from fuzzy control approach,
other intelligent control methods in Fig. 1.1 can also be employed for complex sys-
tems. Evolutionary computation allows adaptation without human intervention and
can be applied for automatic learning of nonlinear mappings and multi-objective op-
timization problems. Neural networks takes advantage of human brain capabilities
and can be trained to perform complex mappings. Hybrid methods can take ad-
vantage of the merits of the above intelligent control methods and eliminate their
drawbacks.
In this thesis, the model-based fuzzy control approach is applied for stabilizing









Figure 1.1: Intelligent control methods.
ity analysis. The main contribution of the thesis is improving the applicability of
this control strategy by relaxing stability conditions and designing fuzzy observer-
controller. Convex stability conditions will be derived for each case. Users can
easily apply the derived stability conditions to design their controllers for stabilizing
nonlinear systems and do not need to continually derive the stability conditions.
Simulation examples will be provided to demonstrate the design procedure.
1.2 Literature Review
1.2.1 FMB Control System
Stability analysis and control synthesis for nonlinear systems are difficult to be
systematically conducted. Polynomial fuzzy model [3,4] is one of the effective tools
to model and analyze nonlinear systems, which is a generalization of Takagi-Sugeno
(T-S) fuzzy model [5,6] in terms of modeling capability. The nonlinear systems can
be divided to several linear subsystems which are smoothly combined by membership
functions. In this way, linear control techniques such as state-feedback control can
be applied and extended to fuzzy state-feedback controller for nonlinear systems.
Both of T-S and polynomial fuzzy models are employed in fuzzy-model-based
(FMB) control strategies, which means that the stability analysis and control syn-
thesis are carried out based on the fuzzy model instead of the nonlinear system [7].
Several techniques are widely employed under the FMB control scheme. First, the
sector nonlinearity technique [8, 9] (or other modeling methods such as fuzzy iden-
tification method [10]) is employed to represent fuzzy model of a nonlinear system.
Second, Lyapunov stability theory [1] is applied to provide sufficient stability con-
ditions. Third, linear matrix inequality (LMI) [8,11] and sum of squares (SOS) ap-
proaches [12] are used to describe the stability conditions for a T-S fuzzy model and














Figure 1.2: Procedure of FMB control design extended from [1].
techniques. The SOS conditions can be converted into semidefinite programming
problem by SOSTOOLS [13] and then solved by SeDuMi [14]. Furthermore, the
parallel distributed compensation (PDC) [1] is implemented for the control synthe-
sis. The feasibility of applying FMB control scheme, especially the polynomial fuzzy
model and SOS approach, has been demonstrated by existing literature [15–17].
Once the stability conditions are available, users may follow the procedure of
FMB control design as shown in Fig. 1.2. Given a nonlinear system, one can obtain
a mathematical model either by physical modeling or input-output data. Next, the
fuzzy modeling methods such as sector nonlinearity technique [8, 9] is employed to
establish a fuzzy model. Then by PDC approach, the form of the fuzzy controller is
settled. Subsequently, by numerically solving the LMI/SOS stability conditions via
convex programming techniques, if a feasible solution exists, the feedback gains in
the fuzzy controller will be obtained and the stability of the closed-loop nonlinear
system will be guaranteed simultaneously. Finally, users can apply the designed
fuzzy controller to stabilize the nonlinear systems.
1.2.2 Relaxation of Stability Conditions
In the development of FMB control scheme, the conservativeness of stability con-
ditions is a critical problem which attracts researchers’ attention [18, 19]. When
solving stability conditions, even though system is controllable, the conservative-
ness results in infeasible solutions, which means feedback gains cannot be obtained.
It restricts the applicability of FMB control scheme. There are several sources of
conservativeness as listed in Fig. 1.3, which will be discussed in the following para-
graphs. To relax the stability conditions (that is to reduce the conservativeness),
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Conservativeness
Form of Lyapunov Functions
Information of Membership Functions
Dimensions of Fuzzy Summations
Figure 1.3: Sources of conservativeness.
slack matrices (or Positivstellensatz multipliers) are added to stability conditions
through S-procedure [20], which brings more freedom for satisfying the conditions.
In other words, the free variables in the slack matrices will be chosen such that
feasible solutions to stability conditions are obtained.
1.2.2.1 Dimensions of Fuzzy Summations
The first source of conservativeness is the fuzzy summations. Since the FMB control
system is in the form of fuzzy summations, the way of grouping the subsystems that
have the same membership grades affects the conservativeness of stability conditions.
To relax the stability conditions, the fuzzy summations were investigated in [21,22]
and further generalized by Po´lya’s theory in [23, 24]. Po´lya’s theory was applied
to investigate higher dimensions of fuzzy summations, which offers progressively
necessary and sufficient conditions.
1.2.2.2 Information of Membership Functions
Another source is the information of membership functions. Due to the abandon of
membership functions during the analysis, the stability conditions are membership-
function-independent, which means that the stability conditions do not depend
on the membership functions under consideration. Therefore, the membership-
function-dependent approach is exploited to make the stability conditions consider
the specific membership functions, which can reduce the conservativeness. With re-
gard to the information of membership functions, symbolic variables were employed
to represent membership functions [9, 25, 26] such that they can remain in SOS-
based conditions. Moreover, approximated membership functions were exploited to
directly bring the information into stability analysis [27, 28] such that the relation
between membership grades and system states is expressed rather than the infor-
mation independent of system states. In [27], polynomial membership functions
were proposed to approximate the original membership functions in each operating
sub-domain. Whereas, there was no systematic way to determine approximated
membership functions. In [28], a piecewise linear membership function was pro-
posed to achieve the approximation of membership functions in stability analysis.
Nonetheless, the approximation errors need to be improved due to the limited ex-
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pression capability of the linear functions. Consequently, a systematic method of
approximating membership functions is required for reducing the conservativeness
of stability conditions. Other types of information of membership functions have
also been investigated [29–32].
1.2.2.3 Form of Lyapunov Functions
Apart from the above two sources, the form of Lyapunov function affects the conser-
vativeness meanwhile. The quadratic Lyapunov function and its first order derivative
are commonly investigated in the stability analysis [1]. To relax the stability condi-
tions, more general types of Lyapunov function candidates have been employed such
as piecewise linear Lyapunov function [33, 34], switching Lyapunov function [35],
fuzzy Lyapunov function [2, 36, 37] and polynomial Lyapunov function [35]. Fur-
thermore, instead of using the first order derivative, higher order derivatives of Lya-
punov function (HODLF) have been considered to relax the stability conditions. The
HODLF was proposed in [38], and later generalized by [39]. One of the advantages
in [39] is that the stability conditions are convex which can be numerically solved by
convex programming techniques. However, only specific types of nonlinear systems
were studied such as polynomial systems. Due to the universal approximation capa-
bility of fuzzy models [8], the HODLF should be combined with FMB control scheme
such that general nonlinear systems can be dealt with. In discrete-time FMB control
system, the non-monotonic Lyapunov function [40–42] and the multi-step Lyapunov
function were investigated [43–46]. Similar to HODLF, they involve the difference
of Lyapunov function in more steps instead of only one step. To the best of the
author’s knowledge, the HODLF has not been applied to continuous-time FMB
control system. In continuous-time FMB control system, the HODLF is difficult to
be exploited to relax the stability conditions due to the existence of the derivative
of membership functions. The combination of HODLF and continuous-time FMB
control system is important since it improves the applicability of both HODLF and
FMB control scheme, which is a worth investigation.
1.2.3 Extensions of FMB Control Strategy
With relaxed stability conditions being extensively investigated, FMB control strat-
egy is applied to various control problems, for instance, output feedback [47], un-
certainty [48] and sampled-data system [49,50].
1.2.3.1 T-S Fuzzy Observer
As one of the output feedback control schemes, fuzzy observer was proposed to esti-
mate system states according to the system outputs [11]. If measurable premise vari-









Measurable Premise Separation Principle
Figure 1.4: Techniques for T-S fuzzy observer.
to independently design the fuzzy controller and the fuzzy observer. However, the
assumption of measurable premise variables is only valid for a limited class of non-
linear systems. To increase the applicability of the fuzzy observer, membership func-
tions depending on unmeasurable states were considered in [52], where a two-step
procedure was required due to the non-convex stability conditions [52]. Therefore,
several techniques were proposed to transform the non-convex stability conditions to
convex ones, for example, completing square [53], matrix decoupling [54], Finsler’s
lemma [55] and descriptor representation [56]. These techniques are summarized in
Fig. 1.4. In [54], the convex conditions are achieved by successfully applying the
matrix decoupling technique. However, there are a number of scalars to be prede-
fined by users or other numerical methods such as genetic algorithm due to complex
control problems considered in [54]. Furthermore, the conditions are conservative
resulting from approximations of non-convex terms. If only the observer is consid-
ered and other complex control problems in [54] are not considered, the analysis
can be adjusted to achieve less number of predefined scalars and less conservative
conditions.
1.2.3.2 T-S Fuzzy Functional Observer
While the fuzzy observer is widely studied, the fuzzy functional observer receives
relatively less attention. Since the ultimate goal of estimating the system states
is for state-feedback control, it is more straightforward to estimate the control in-
put instead of the system states. Moreover, the order of the functional observer is
lower than the traditional observer, which reduces the complexity of the observer.
In [57], the fuzzy functional observer was proposed. Although the separation prin-
ciple can be exploited to separately design the fuzzy controller and fuzzy observer,
a number of observer gains have to be manually designed. To ease the design pro-
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cedure, the technique for linear functional observer [58] was employed to design the
fuzzy functional observer in [59]. Nevertheless, the stability of the FMB functional
observer-control system has to be checked after designing the feedback gains due
to the non-convex stability conditions. To the best of the author’s knowledge, the
one-step design, which means the stability can be guaranteed while the feedback
gains are acquired, has not been developed.
1.2.3.3 Polynomial Fuzzy Observer
While the T-S fuzzy observer is widely studied, the polynomial fuzzy observer re-
ceives relatively less attention. The polynomial fuzzy observer was proposed in [60]
which generalizes the T-S fuzzy observer. The polynomial system matrices and
polynomial input matrices are allowed to exist in the polynomial fuzzy observer,
and the observer gains can also be polynomial. Nonetheless, the polynomial fuzzy
observer-controller is designed by two steps. The polynomial controller gains have
to be obtained first by assuming all system states are measurable. The polynomial
observer gains can be subsequently determined. Moreover, only measurable premise
variables and constant output matrices are considered, which narrow the applicabil-
ity. To the best of the author’s knowledge, the polynomial fuzzy observer-controller
with one-step design, unmeasurable premise variables and polynomial output ma-
trices has not been investigated.
1.2.3.4 Sampled-Data Control
Sampled-data control system is a control system whose states are measured only at
the sampling instants. The zero-order-hold unit keeps the control signal constant
between sampling instants, which complicates the system dynamics and makes the
stability analysis much more difficult. Various methods were proposed to investigate
the stability of sampled-data control system such as lifting technique [61], hybrid
discrete/continuous approach [62], input-delay approach [63] and exact discrete-time
design approach [64]. Among these approaches, input-delay approach represents
the discrete-time input measurements into time-delayed input measurements, and
makes continuous-time stability analysis applicable to sampled-data control systems.
Combined with FMB control, fruitful results were obtained [65–69] for full-state
feedback case. Sampled-data fuzzy observer-controller receives much less attention
because of its complexities on stability analysis. Fuzzy observer [70–72] or dynamic
output feedback [73, 74] using sampled-output measurements can be found in the
literature for nonlinear systems represented by T-S fuzzy models. To the best of
the author’s knowledge, polynomial fuzzy observer has not been applied to systems
with sampled-output measurements.
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1.2.4 Optimization of Membership Functions
Under the FMB control strategy, while the PDC approach is mainly employed to
design the membership functions for the fuzzy controller, few works have been car-
ried out to optimize the membership functions. Given a performance index (cost
function) to evaluate the time response of the system, the membership functions
from PDC approach may not be the optimal membership functions to offer the
best time response. In [75], the optimal membership functions were designed un-
der the frequency domain such that a desired closed-loop behavior is guaranteed
throughout the entire operating domain. However, in some cases, only approximate
optimal membership functions can be obtained. In [76–78], a systematic method
for designing optimal membership functions was proposed in a general setting. The
variational method is employed to acquire the gradient of the cost function with
respect to design parameters in the membership functions, and the gradient descent
approach is used to obtain the stationary point of the cost function. Nevertheless,
the cost function does not take the control input into account, and the summation-
one property of the membership functions is not considered resulting in imprecise
calculation of the dynamics of the closed-loop system and the gradients. To the
best of the author’s knowledge, the optimization of membership functions has only
been investigated for fuzzy controllers and it has not been investigated for fuzzy
observer-controllers.
1.3 Objectives and Organization
The main objective of the thesis is improving the applicability of FMB control
strategy by relaxing stability conditions and designing fuzzy observer-controller,
which is detailed as follows:
1) Relax stability conditions by HODLF for T-S FMB control systems and by
Taylor series membership functions (TSMFs) for polynomial fuzzy-model-
based (PFMB) control systems.
2) Design relaxed T-S fuzzy observer-controller with unmeasurable premise vari-
ables and T-S fuzzy functional observer.
3) Design polynomial fuzzy observer-controller with unmeasurable premise vari-
ables, combine it with sampled-output measurement and optimize its mem-
bership functions.
According to these objectives, this thesis is separated to three main chapters as
shown in Fig. 1.5. The relaxation of stability conditions is discussed in a single
chapter. The fuzzy observer is separated into two chapters. One is for T-S fuzzy
observer, and the other is for polynomial fuzzy observer which generalizes the T-S






Relax Stability Conditions (Chapter 3)
Figure 1.5: Relation of main chapters.
• In Chapter 2, the method for fuzzy modeling is given first. Next, the basic
formulation of T-S FMB control systems and PFMB control systems are pro-
vided. The Lyapunov stability theory and LMI/SOS stability conditions are
introduced. Moreover, some useful lemmas are presented. These contents are
the background knowledge of the subsequent chapters.
• In Chapter 3, the relaxation of stability conditions of FMB control systems
are proposed. The HODLF is employed for T-S FMB control systems, and
TSMFs are applied for PFMB control systems.
• In Chapter 4, the T-S fuzzy observer is considered and two types of T-S fuzzy
observer-controller are designed. One is relaxed T-S fuzzy observer-controller
with unmeasurable premise variables. Another is T-S fuzzy functional ob-
server, which estimates the control input directly.
• In Chapter 5, the polynomial fuzzy observer-controller with unmeasurable
premise variables is designed, which is a generalization of T-S fuzzy observer-
controller . Two methods are applied to derive convex stability conditions:
matrix decoupling technique and refined completing square approach. Ad-
ditionally, the designed polynomial fuzzy observer-controller is extended for
systems where only sampled-output measurements are available. The mem-
bership functions of the designed polynomial observer-controller are optimized
by the improved gradient descent method for better performance.
• In Chapter 6, the conclusion of this thesis is drawn and the some potential
research problems are proposed for future work. The comparisons between the





The following notation is employed throughout this thesis [12]. The expressions of
M > 0,M ≥ 0,M < 0 and M ≤ 0 denote the positive, semi-positive, negative and
semi-negative definite matrices M, respectively. The symbol “*” in a matrix repre-
sents the transposed element in the corresponding position. The symbol “diag{· · · }”
stands for a block-diagonal matrix. The superscript “−T” represents the inverse of
the transpose. The superscript “+” stands for the Moore-Penrose generalized in-
verse.
A monomial in x(t) = [x1(t), x2(t), . . . , xn(t)]
T is a function of the form
xd11 (t)x
d2
2 (t) · · ·xdnn (t), where di ≥ 0, i = 1, 2, . . . , n, are integers. The degree of
a monomial is d =
∑n
i=1 di. A polynomial p(x(t)) is a finite linear combination of




2, where qj(x(t)) is a polynomial and m is a nonnegative
integer. It can be concluded that if p(x(t)) is an SOS, then p(x(t)) ≥ 0.
Other mathematical fonts are in standard format: scalars are in italic fonts;
vectors are in bold fonts; and matrices are in bold and capital fonts.
In some figures, readers may wish to look at the changes at the beginning of time
more closely. To save space, we will put such “zoom-in” figures at the empty space
within the original figures.
2.2 Sector Nonlinearity Technique
The general nonlinear system investigated in this thesis is the autonomous (not
explicitly depend on time t) input-affine system in the following state-space form:
x˙(t) = A(x(t))x(t) + B(x(t))u(t), (2.1)
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Choose a Nonlinear Term
Calculate Upper and Lower Bounds
Calculate Grades of Membership
Figure 2.1: Procedure of sector nonlinearity technique.
where t is the continuous time in seconds; x(t) is the system state vector; A(x(t))
is the system matrix; B(x(t)) is the input matrix; and u(t) is control input.
The fuzzy modeling process in this thesis is achieved by sector nonlinearity tech-
nique [1,8]. The sector nonlinearity technique is employed to represent each nonlin-
ear term in A(x(t)) and B(x(t)). The procedure is shown in Fig. 2.1.
For example (time t is omitted in this example), if the nonlinear term is chosen
to be f1(x), we have the upper and lower bounds f1max , f1min . Conceptually, we use
following fuzzy rules to interpret the modeling process:
Rule 1 : IF f1(x) is around f1min ,
THEN f1(x) = f1min ,
Rule 2 : IF f1(x) is around f1max ,
THEN f1(x) = f1max .
The membership functions are employed to combine the fuzzy rules. To calculate
the grades of membership, we employ the following relations:
f1(x) = µM11 (x)f1min + µM21 (x)f1max ,
µM11 (x) + µM21 (x) = 1,
where µM11 (x) and µM21 (x) are the grades of membership corresponding to the fuzzy
terms M11 and M
2









, µM21 (x) = 1− µM11 (x).
By representing each nonlinear term in the nonlinear system, a fuzzy model is
eventually established. The overall form of the fuzzy model will be introduced in
the following sections.








r(t)− e(t) u(t) y(t)
ym(t)
Figure 2.2: A block diagram of FMB control systems.
1) The nonlinear terms can be chosen in different ways, and thus the fuzzy model
is not unique. For example, treat two single terms “sin(x) + cos(x)” as a
whole term. Note that a single nonlinear term cannot be separately repre-
sented. Taking “(sin(x))2” for instance, it is not allowed to represent “sin(x)”
twice. The reason is that if separately represented the grade of membership
for each nonlinear term cannot be factored out to form the overall membership
functions.
2) If a nonlinear term is unbounded, the region of interest (that is the domain of
system states) has to be assumed such that the nonlinear term can be bounded.
3) The grades of membership as well as the over membership functions have
non-negative and summation-one properties.
Due to the occurrence of polynomial fuzzy model, the sector nonlinearity tech-
nique was extended using Taylor series expansion [9] to establish progressively pre-
cise polynomial fuzzy models. Since this more advanced technique is not applied in
this thesis, the technical details will be omitted here.
2.3 T-S FMB Control System
A general structure of the FMB control system is shown in Fig. 2.2, where r(t) is
the reference signal, e(t) = ym(t)−r(t) is error between the reference signal and the
measured output, u(t) is the control input, y(t) is the system output, and ym(t) is
the measured output.
In this thesis, without losing generality, we consider the stabilization of systems
at the equilibrium point x(t) = 0 where x(t) is the system state vector. Then the
reference signal is r(t) = 0 ∀t. If the equilibrium point is not zero in some cases, one
can apply the coordinate transformation such that the equilibrium point becomes
zero at the new coordinates.
Additionally, in this section, we introduce a simplified case, that is the full-state
feedback ym(t) = y(t) = x(t) ∀t. Note that this assumption will be changed when
considering other control problems such as observer and sampled-output measure-








Figure 2.3: A simplified block diagram of FMB control systems.
2.3.1 T-S Fuzzy Model
T-S fuzzy model [5,6] has been widely used as a modeling tool for nonlinear systems.
It represents nonlinear systems as a combination of local linear subsystems weighted
by membership functions. This particular modeling structure allows analysis tech-
niques and control methods used for linear systems to be applied.
The ith rule of the T-S fuzzy model [5,6] representing a nonlinear plant is given
as follows:
Rule i : IF f1(x(t)) is M
i
1 AND · · ·AND fΨ(x(t)) is M iΨ,
THEN x˙(t) = Aix(t) + Biu(t),
where x(t) = [x1(t), x2(t), . . . , xn(t)]
T is the state vector, and n is the dimension
of the nonlinear system; fη(x(t)) is the premise variable corresponding to its fuzzy
term M iη in rule i, η = 1, 2, . . . ,Ψ, and Ψ is a positive integer; Ai ∈ <n×n and
Bi ∈ <n×m are the known system and input matrices, respectively; u(t) ∈ <m is
the control input vector. The dynamics of the nonlinear system is described by the
















, wi(x(t)) ≥ 0, i = 1, 2, . . . , p, and∑p
i=1 wi(x(t)) = 1; µM iη(fη(x(t))), η = 1, 2, . . . ,Ψ, are the grades of membership
corresponding to the fuzzy term M iη. Note that if the sector nonlinearity tech-
nique is used for fuzzy modeling, no normalization is required, that is wi(x(t)) =∏Ψ




η=1 µMkη (fη(x(t))) = 1.
2.3.2 T-S Fuzzy Controller
Using the PDC approach [1], the jth rule of the fuzzy controller is described as
follows:
Rule j : IF f1(x(t)) is M
j
1 AND · · ·AND fΨ(x(t)) is M jΨ,
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THEN u(t) = Gjx(t),
where Gj ∈ <m×n is the controller gain. The fuzzy controller, which is to control





The PDC approach means that the fuzzy controller shares the same membership
functions as the fuzzy model. Although he concept is straightforward and the con-
servativeness is less, the flexibility, the complexity and the performance of the fuzzy
controller are not taken into account. In this thesis, the non-PDC approach is also
considered for some cases.
2.3.3 T-S FMB Control System
The T-S FMB control system consisting of the T-S fuzzy model (2.2) and the T-S






wi(x(t))wj(x(t))(Ai + BiGj)x(t). (2.4)
This system is simply formed by substituting the fuzzy controller (2.3) into the fuzzy
model (2.2).
2.4 PFMB Control System
Since the PFMB control system was proposed [3, 4] to generalize the T-S FMB
control system, the forms of PFMB control systems are similar to the T-S ones.
The overall structure is the same as the one in Fig. 2.3.
2.4.1 Polynomial Fuzzy Model
With the enhanced modeling capability of the polynomial fuzzy model, the poly-
nomial terms do not need to be modeled by the sector nonlinearity technique. It
reduces the number of fuzzy rules and provides global stability instead of local stabil-
ity in some cases. Moreover, polynomials can be used to approximate the nonlinear
terms to establish approximated fuzzy model.
The ith rule of the polynomial fuzzy model for the nonlinear plant is presented
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as follows [3]:
Rule i :IF f1(x(t)) is M
i
1 AND · · ·AND fΨ(x(t)) is M iΨ
THEN x˙(t) = Ai(x(t))xˆ(x(t)) + Bi(x(t))u(t),
where x(t) = [x1(t), x2(t), . . . , xn(t)]
T is the state vector, and n is the dimension
of the nonlinear plant; fα(x(t)) is the premise variable corresponding to its fuzzy
term M iα in rule i, α = 1, 2, . . . ,Ψ, and Ψ is a positive integer; Ai(x(t)) ∈ <n×N and
Bi(x(t)) ∈ <n×m are the known polynomial system and input matrices, respectively;
xˆ(t) = [xˆ1(t), xˆ2(t), . . . , xˆN(t)]
T is a vector of monomials in x(t), and it is assumed
that xˆ(t) = 0, iff x(t) = 0; u(t) ∈ <m is the control input vector. Thus, the









where p is the number of rules in the polynomial fuzzy model; wi(x(t)) is the normal-
ized grade of membership, wi(x(t)) =
∏Ψ




, wi(x(t)) ≥ 0, i =
1, 2, . . . , p, and
∑p
i=1 wi(x(t)) = 1; µM iα(fα(x(t))), α = 1, 2, . . . ,Ψ, are grades of
membership corresponding to the fuzzy term M iα.
2.4.2 Polynomial Fuzzy Controller
The jth rule of the polynomial fuzzy controller is presented as follows:
Rule j :IF f1(x(t)) is M
j
1 AND · · ·AND fΨ(x(t)) is M jΨ
THEN u(t) = Gj(x(t))xˆ(x(t)),
where Gj(x(t)) ∈ <m×N is the polynomial feedback gain in rule j. Thus, the
following polynomial fuzzy controller is applied to the nonlinear plant represented





2.4.3 PFMB Control System
The PFMB control system formed by the polynomial fuzzy model (2.5) and the

































Figure 2.4: Geometric meaning of Lyapunov functions.
This system is simply formed by substituting the polynomial fuzzy controller (2.6)
into the polynomial fuzzy model (2.5).
2.5 Lyapunov Stability Theory
The Lyapunov stability theory is a useful tool to investigate the stability of dynamic
system in time domain. The nonlinear system x˙(t) = f(x(t)) (f : <n → <n has an
equilibrium point at the origin) is guaranteed to be asymptotically stable if there
exist a Lyapunov function V (x(t)) such that the following conditions are satisfied
[79]:
V (x(t) = 0) = 0,
V (x(t)) > 0 ∀x(t) 6= 0,
V˙ (x(t)) < 0 ∀x(t) 6= 0.
The Lyapunov function V (x(t)) describes the energy of a dynamic system, which
can be chosen as different forms. Fig. 2.4 shows the geometric meaning of Lyapunov
functions. The blue lines indicate the energy levels of the Lyapunov function. The
red line indicates the trajectory of system states. As time goes by, the system
states reach the equilibrium point (the origin) and the energy level of the Lyapunov
function decays to zero at the same time. Consequently, to ensure the stability of
the system, we only need to ensure the decay of the Lyapunov function.
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2.6 LMI/SOS Stability Conditions
The Lyapunov stability theory results in the development of LMI problem in history
since the stability conditions become a set of LMIs [20]. For example, the linear
system x˙(t) = Ax(t) is stable if and only if there exists a matrix P with appropriate
dimensions such that
P > 0,
ATP + PA < 0,
In these LMIs, the variables are matrices and the inequalities represent the posi-
tive or negative definite matrices. More importantly, the inequalities are linear (con-
vex) in matrix variable P, which can be solved via MATLAB LMI toolbox. However,
for FMB control systems, the inequalities are often nonlinear (non-convex) in ma-
trix variables. Due to the limitation of current convex programming technique, only
LMIs and some related problems can be numerically solved with tractable results
from both theoretical and practical viewpoints [20]. Therefore, how to transform
non-convex stability conditions into convex ones is a critical problem for FMB con-
trol strategy. In addition, how to introduce less conservativeness during the trans-
formation is also a crucial problem. Consequently, in this thesis, the main effort is
put into the derivation of convex stability conditions and the relaxation of stability
conditions.
The SOS approach is a generalization of LMI approach. Not only can it deal
with constant matrices, it can also tackle polynomial matrices. For this reason, it
is widely applied to polynomial systems and polynomial fuzzy systems. To prove
a symmetric polynomial matrix P(x(t)) to be positive semidefinite, the following
relation is employed to establish SOS stability conditions [12]:
ν(t)TP(x(t))ν(t) is an SOS
=⇒P(x(t)) ≥ 0 ∀ x(t)
where ν is an arbitrary vector independent of x. The SOS conditions can be con-
verted into semidefinite programming problem by SOSTOOLS [13] and then solved
by SeDuMi [14]. Both of them are third party MATLAB toolboxes. For some
complex SOS conditions, the numerical solutions are not absolutely reliable due to
the numerical error. The time response of the system or eigenvalues of the local
linearized system need to be checked after obtaining the solutions.
2.7 Useful Lemmas
The following lemmas are employed in the chapters to follow.
31
Lemma 1 (Schur complement) With matrices A, B and C of appropriate di-




> 0⇐⇒ C > 0,A−BC−1BT > 0
Lemma 2 (S-procedure) With symmetric matrices T0, . . . ,Tp and vector v of
appropriate dimensions, the following relation holds [20]:




=⇒vTT0v > 0 holds for all v 6= 0 that satisfy vTTiv > 0, i = 1, 2, . . . , p.
Lemma 3 (HODLF) The nonlinear system x˙(t) = f(x(t)) (f : <n → <n has
an equilibrium point at the origin) is guaranteed to be asymptotically stable if there
exist Lyapunov functions V1(x(t)) and V2(x(t)) such that the following conditions
are satisfied [39]:
W (0) = V˙2(0) + V1(0) = 0, (2.8)
W (x(t)) = V˙2(x(t)) + V1(x(t)) > 0 ∀x(t) 6= 0, (2.9)
W˙ (x(t)) = V¨2(x(t)) + V˙1(x(t)) < 0 ∀x(t) 6= 0. (2.10)
Lemma 4 (completing square) With matrices X and Y of appropriate dimen-
sions and scalar β > 0, the following inequality holds [80]:
XTY + YTX ≤ βXTX + 1
β
YTY.
Lemma 5 (completing square) With P,Q of appropriate dimension, Q > 0 and
a scalar γ, the following inequality holds [80]:
−PTQ−1P ≤ γ2Q− γ(PT + P).
Lemma 6 (Jensen’s inequality) With x(t),Q of appropriate dimension, Q > 0





≤− (x(t)− x(t− h))TQ(x(t)− x(t− h)).
Lemma 7 For any invertible polynomial matrix X(y) where y = [y1, y2, . . . , yn]
T ,
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Relaxation of Stability Conditions
When solving the stability conditions, even though the system is controllable, the
conservativeness leads to infeasible solutions, which means the feedback gains cannot
be obtained. It restricts the applicability of FMB control scheme. To improve the
applicability of FMB control strategy, the conservativeness of stability conditions
needs to be reduced. In this chapter, the relaxation of stability conditions of FMB
control systems is proposed. The HODLF is employed for T-S FMB control systems,
and TSMFs are applied for PFMB control systems.
3.1 Higher Order Derivatives of Lyapunov Func-
tion for T-S FMB Control Systems
3.1.1 Introduction
In this section, we aim to enhance the applicability of T-S FMB control scheme by
relaxing the stability conditions. The HODLF in [39] is exploited to achieve the
relaxation of stability analysis when designing the fuzzy controller. To tackle the
difficulty of the derivative of membership functions and obtaining convex stabil-
ity conditions, the technique used in [2] is employed and improved in this section.
First, more properties of membership functions and the dynamics of FMB control
system are utilized to derive convex conditions due to the occurrence of higher order
terms. Second, the lower bound of the derivative of membership functions is al-
lowed to be different from the upper bound, which leads to more relaxed conditions.
Compared with existing work in discrete time [40–46], this is the first attempt to
consider HODLF in continuous-time FMB control systems. Also, it can be demon-
strated from the simulation that the proposed stability conditions from HODLF are
more relaxed than those from the fuzzy Lyapunov function in [2] by comparing the
stabilization region. Note that the boundary requirement of the derivative of mem-
bership functions may not be met in some cases [37]. More advanced techniques
such as [36, 37] may be applied in the future to meet the boundary requirement or
34
to provide more relaxed conditions.
This section is organized as follows. Stability analysis of FMB control system is
conducted via HODLF in Subsection 3.1.2. Simulation examples are given in Sub-
section 3.1.3 to demonstrate the proposed design procedure. Finally, a conclusion is
drawn in Subsection 3.1.4.
3.1.2 Stability Analysis
In this section, we conduct the stability analysis for T-S FMB control systems. The
stability conditions are derived via HODLF.
For brevity, time t is dropped without ambiguity and the membership function
wi(x) is denoted as wi. The FMB control system consisting of the T-S fuzzy model






hij(Ai + BiGj)x, (3.1)
where hij ≡ wiwj.
The control objective is to make the T-S FMB control system (3.1) asymptoti-
cally stable, i.e., x→ 0 as time t→∞, by determining the feedback gain Gj.
Theorem 1 The FMB control system (3.1) with differentiable membership func-
tions is guaranteed to be asymptotically stable if there exist an invertible matrix
X ∈ <n×n, matrices P˜1i = P˜T1i ∈ <n×n, P˜2 = P˜T2 ∈ <n×n, Y˜1 = Y˜T1 ∈ <n×n, Y˜2 ∈
<n×n, S˜i = S˜Ti ∈ <n×n,Nj ∈ <m×n, and predefined scalars βij > 0, µ1, µ2, . . . , µ6, i, j =
1, 2, . . . , p such that the following LMI-based conditions are satisfied:
Θ˜ij + Θ˜ji > 0 ∀i ≤ j, (3.2)
P˜1i − Y˜1 ≤ S˜i ∀i, (3.3)
S˜i ≥ 0 ∀i, (3.4)















ij = P˜1i + µ1(AiX





ij = P˜2 − µ1X + µ2(AiXT + BiNj),




Ξ˜ij ∗ ∗ ∗ · · · ∗
Υ˜ Ψ(22) ∗ ∗ · · · ∗
Ω˜11 0 −β11I ∗ · · · ∗







Ω˜pp 0 0 0 · · · −βppI

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T + BiNj)− µ5X,














and φi are the lower and upper bounds of w˙i, respectively; ρij is the upper bound
of |h˙ij|; and the controller gains are obtained by Gj = NjX−T ∀j.
Proof To ensure the stability of (3.1), we employ the HODLF (Lemma 3).




quadratic Lyapunov function candidate V2(x) = x
TP2x where P1i ∈ <n×n ∀i and
P2 ∈ <n×n are symmetric matrices, condition (2.8) in Lemma 3 is satisfied.
Remark 1 In general, the Lyapunov functions V1(x) and V2(x) can be chosen as
any candidates by users. In this section, we aim to compare the HODLF with exist-
ing fuzzy Lyapunov function. Consequently, we choose V1(x) as a fuzzy Lyapunov
function candidate. It can be seen that the additional matrix P2 may lead W (x) to
provide more relaxed stability conditions than only employing fuzzy Lyapunov func-
tion V1(x). Note that the HODLF is not strictly relaxed than the compared one due
to the introduction of conservativeness in the analysis.
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HODLF (Lemma 3)
Non-convex condition (2.9) Non-convex condition (2.10)







Figure 3.1: Procedure of proof for Theorem 1.
To satisfy conditions (2.9) and (2.10) and facilitate stability analysis, the follow-





































h˙rsY2 = 0, (3.9)
where M ∈ <n×n is an invertible matrix; µkl ∀kl are arbitrary scalars; Y1 ∈ <n×n is
a symmetric matrix; and Y2 ∈ <n×n is an arbitrary matrix.
Remark 2 In [2], only properties (3.6) and (3.8) are used in the analysis. In this
section, however, the terms x¨ and h˙rs appear in the analysis resulted from applying
HODLF. Therefore, properties (3.7) and (3.9) are added to handle this more complex
situation.
To make the proof more readable, we present the procedure in Fig. 3.1 first.
As can be seen, the proof is separated into two parts and convex conditions will be
obtained in both parts.
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Defining the augmented vector z1 = [x
T x˙T ]T and using property (3.6) with
k1 = 1 and k2 = 2, we have































ij = P2 − µ1MT + µ2M(Ai + BiGj),
Θ(22) = −µ2(M + MT ),
and µ1 and µ2 are arbitrary scalars.




j=1 hijΘij > 0. By congruence trans-
form with pre-multiplying diag{X,X} and post-multiplying diag{XT ,XT} where
X = M−1, denoting Nj = GjXT , P˜1i = XP1iXT , P˜2 = XP2XT , and grouping the
terms with the same membership functions, we obtain the stability condition (3.2).
To eliminate the term w˙i in the following analysis, using property (3.8) and
assuming φ
i
≤ w˙i ≤ φi,P1i−Y1 ≤ Si ∀i where Si ≥ 0, the time derivative of W (x)
is






= Λ + xT
( p∑
r=1

























Remark 3 In [2], it is required that −φi ≤ w˙i ≤ φi ∀i. However, it is not necessary
to require the lower bound of w˙i to be φi = −φi. Therefore, in this section, we
consider a more general case that φ
i
≤ w˙i ≤ φi. By introducing the information
of the lower bound φ
i
and corresponding slack matrix Si in (3.11), more relaxed
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stability conditions can be obtained.
Defining the augmented vector z2 = [x
T x˙T x¨T ]T and using properties (3.6),
(3.7) and (3.9) on (3.11) with k2 = 3, k3 = 4, k4 = 5, k5 = 6 and µk1 = 1 (same
as [2], it is redundant to keep all µkl as variables due to the existence of matrix



















































ij = P1i −MT + µ3M(Ai + BiGj)




ij = 2P2 − µ3(M + MT ) + µ5M(Ai + BiGj)
+ µ5(Ai + BiGj)
TMT
Ξ(31) = P2 − µ4MT
Ξ
(32)
ij = µ6M(Ai + BiGj)− µ5MT











h˙ij(Ai + BiGj −Y2) 0 0
]
,
and µ3, µ4, µ5, µ6 are arbitrary scalars.
To eliminate the term h˙ij in Ωij, assuming |h˙ij| ≤ ρij and using Lemma 4 and


























































ρij(Ai + BiGj −Y2) 0 0
]
,
and βij > 0 ∀i, j.
Remark 4 We have the relation that |h˙ij| = |w˙iwj+wiw˙j| ≤ |w˙iwj|+|wiw˙j| ≤ |w˙i|+
|w˙j|. The upper bound of |h˙ij| can be approximated by the bounds of w˙i. However,
it is very conservative to apply this relation to choose ρij. More relaxed stability
conditions can be obtained by choosing smaller ρij. The assumption |h˙ij| ≤ ρij as
well as φ
i
≤ w˙i ≤ φi can be verified after the stability analysis.
By congruence transform with pre-multiplying diag{X,X,X} and post-multiplying
diag{XT ,XT ,XT} to (3.13), denoting Y˜1 = XY1XT , Y˜2 = Y2XT , S˜i = XSiXT ,
using Schur complement and grouping the terms with the same membership func-
tions, we obtain stability condition (3.5).
This completes the proof.
3.1.3 Simulation Examples
A numerical model is presented for comparison of the conservativeness. Consider












B1 = [−0.45 − 3]T ,B2 = [−b − 3]T ,
where a and b are constant parameters to be determined. The region of stabilization
will be revealed with a and b being chosen in the range of 0 ≤ a ≤ 10 and −44 ≤
b ≤ −24 at the interval of 1 and 2, respectively.
The region of interest is defined as x1 ∈ [−0.2, 0.2] and x2 ∈ [−0.5, 0.5] where
x = [x1 x2]





18 and w2(x1) = 1− w1(x1).
Theorem 1 is employed to design the fuzzy controller to stabilize the system.




= −1, φi = 1, ρ11 = ρ22 = 1, ρ12 = ρ21 = 0.1, i, j = 1, 2. Finding the
solution using MATLAB LMI toolbox, the stabilization region is indicated by “©”
in Fig. 3.2.
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Figure 3.2: Stabilization regions obtained from Theorem 1 (“©” and “+”), Theorem
6 in [2] (“×”) and Theorem 7 in [2] (“”).
Remark 5 To our experience, the predefined parameters βij > 0, µ1, µ2, . . ., µ6,
i, j = 1, 2, . . ., p in Theorem 1 can be determined in the following way in order to
obtain more relaxed results. According the conditions in Theorem 1, the sign of µ2
should be opposite to those of µ3 and µ6. Users can start choosing the magnitudes of
µ1, µ2, . . ., µ6 very small such as 10
−6, and then gradually increase the magnitudes.
For βij, start from large values and gradually reduce them. The reason is that by
starting with these settings, the conditions are similar to those in [2] using fuzzy
Lyapunov function. Then the adjustment enlarges the effect of HODLF.
To show the influence of adding the information of the lower bound φ
i
and
corresponding slack matrix Si in the proposed analysis, we consider another case
where φ
i
6= −φi. We choose φ1 = −0.4, φ2 = 0.4 and keep other parameters the
same, the corresponding stabilization region is obtained as “+” in Fig. 3.2. It can
be seen that the slack matrix leads to more relaxed results.
Remark 6 To compare the proposed stability conditions with those derived from the
fuzzy Lyapunov function [2], we consider two set of conditions: time-derivative de-
pendent conditions (Theorem 6) and time-derivative independent conditions (The-
orem 7). We apply Theorem 6 in [2] by choosing µ = 0.04 and φ1,2 = 1. Also,
Theorem 7 in [2] is employed by choosing µ = 0.04 and all possible substructures
of decision matrices. Finding the solution using MATLAB LMI toolbox, the stabi-
lization region is obtained and indicated by “×” and “” in Fig. 3.2. It is shown
that the HODLF in this section provides more relaxed stability conditions than fuzzy
Lyapunov function [2].
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Figure 3.3: Phase plot of x1(t) and x2(t) for a = 5 and b = −40 in “©” in Fig. 3.2
where the initial conditions are indicated by “◦”.
To verify the stabilization results, we consider two cases by choosing a = 5 and
b = −40 in “©” and a = 1 and b = −42 in “+”. The controller feedback gains are
obtained as G1 = [−1.0335× 10 2.6297], G2 = [8.0449× 10−2 3.2949× 10−2] and
G1 = [−1.1608× 10 2.9394], G2 = [−1.9578× 10−1 7.6306× 10−2], respectively,
for both cases. With the initial conditions indicated by “◦”, the phase plots of x1(t)
and x2(t) are shown in Fig. 3.3 and Fig. 3.4. It can be seen that all the trajectories
asymptotically reach the equilibrium point x = 0. Furthermore, we check that the
constraints φ
i
≤ w˙i ≤ φi and |h˙ij| ≤ ρij are satisfied for these two cases. For a = 5
and b = −40 in “©”, we have −6.0569 × 10−2 ≤ w˙1 ≤ 6.4402 × 10−3, −6.4402 ×
10−3 ≤ w˙2 ≤ 6.0569 × 10−2, |h˙11| ≤ 1.2087 × 10−1, |h˙12|, |h˙21| ≤ 6.0300 × 10−2
and |h˙22| ≤ 2.6890 × 10−4. Similarly for a = 1 and b = −42 in “+”, we have
−6.3499 × 10−2 ≤ w˙1 ≤ 6.6410 × 10−3, −6.6410 × 10−3 ≤ w˙2 ≤ 6.3499 × 10−2,
|h˙11| ≤ 1.2672 × 10−1, |h˙12|, |h˙21| ≤ 6.3217 × 10−2 and |h˙22| ≤ 2.8191 × 10−4.
Therefore, the constraints are all satisfied for these two cases.
3.1.4 Conclusion
In this section, the applicability of T-S FMB control scheme has been improved
by relaxing stability conditions. First, the HODLF is employed to obtain relaxed
stability conditions. To derive convex conditions, the properties of membership
functions and the dynamics of the FMB control system have been exploited. Next,
more information of the derivative of membership functions has been utilized to
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Figure 3.4: Phase plot of x1(t) and x2(t) for a = 1 and b = −42 in “+” in Fig. 3.2
where the initial conditions are indicated by “◦”.
further relax the stability conditions. A simulation example has been presented
to verify the relaxation. In the future, more advanced techniques may be applied
to meet the boundary requirement of the derivative of membership functions or to
provide more relaxed conditions.
3.2 Taylor Series Membership Functions for PFMB
Control Systems
3.2.1 Introduction
In this section, we aim to relax stability conditions for PFMB control systems by
considering the information of membership functions. Inspired by [28], we extend
the piecewise linear membership functions to more systematic approximated mem-
bership functions with the consideration of approximation error. As an example,
Taylor series expansion is chosen to implement the approximation. The advantage
of Taylor series is that it yields polynomials which can be handled in SOS-based
conditions and it provides the truncation order and expansion points to be deter-
mined by users. Based on TSMFs, stability conditions can be progressively relaxed
as the truncation order increases and the interval of expansion points decreases.
Meanwhile, we consider the following information: the boundary of membership
functions, the property of membership functions, and the boundary of operating
domain, which can further relax the SOS conditions.
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This section is organized as follows. In Subsection 3.2.2, the formulation of
non-PDC polynomial fuzzy controller is presented. In Subsection 3.2.3, TSMFs
and relaxed SOS-based conditions are proposed. In Subsection 3.2.4, simulation
examples are offered to show the improvement of designed controllers. In Subsection
3.2.5, a conclusion is drawn.
3.2.2 Preliminary
3.2.2.1 Polynomial Fuzzy Controller
The polynomial fuzzy model and controller in this section do not share the same
membership functions, meaning non-PDC design is employed which improves the
design flexibility and reduces the complexity of the controller [82].
The jth rule of the polynomial fuzzy controller is presented as follows:
Rule j :IF g1(x(t)) is N
j
1 AND · · ·AND gΩ(x(t)) is N jΩ
THEN u(t) = Gj(x(t))xˆ(x(t)), (3.14)
where gβ(x(t)) is the premise variable corresponding to its fuzzy term N
j
β in rule
j, β = 1, 2, . . . ,Ω, and Ω is a positive integer; Gj(x(t)) ∈ <m×N is the polynomial
feedback gain in rule j. Thus, the following polynomial fuzzy controller is applied





where c is the number of rules in the polynomial fuzzy controller; mj(x(t)) is the








0, j = 1, 2, . . . , c, and
∑c
j=1 mj(x(t)) = 1; µNjβ
(gβ(x(t))), β = 1, 2, . . . ,Ω, are grades
of membership corresponding to the fuzzy term N jβ.
3.2.3 Stability Analysis
3.2.3.1 Taylor Series Membership Function
In this section, TSMFs are introduced to approximate the original membership
functions such that they can be brought into stability conditions. In the following
analysis, for brevity, x(t) and xˆ(x(t)) are denoted as x and xˆ respectively. Without
losing generality, we assume that membership functions depend on all system states
x.
Since the approximation is carried out in each substate space, the overall state
space which is denoted as ψ is divided into s connected but non-overlapping substate
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spaces (hypercubes) which are denoted as ψl, l = 1, 2, . . . , s. Specifically, in each
dimension of x = [x1, x2, . . . , xn]
T , xr, r = 1, 2, . . . , n, are divided into sr connected





r=1 sr. Note that these substate spaces share the same boundaries but
are not overlapped, that is ψl1
⋂
ψl2 = ∅ where l1, l2 = 1, 2, . . . , s.
Sample points are exploited to implement the segmentation of state space. There-
fore, in each substate space ψl, we have 2 sample points denoted as xr1l (lower bound)
and xr2l (upper bound) in each dimension xr, and 2
n sample points in all. In what
follows, these sample points are exploited as expansion points for Taylor series. The
approximation of original membership functions is achieved by fuzzy blending of the
membership grades at samples points in each substate space.
Let us define hij(x) = wi(x)mj(x), and denote the approximation of hij(x) as














where σl(x) is a scalar index of substate spaces, satisfying σl(x) = 1,x ∈ ψl, l =
1, 2, . . . , s; otherwise, σl(x) = 0; δiji1i2···inl(x) is a predefined scalar polynomial of x as
grades of membership function hij(x) at sample points xr = xrirl, r = 1, 2, . . . , n, ir =
1, 2, in substate space ψl; vrirl(xr) is the membership function corresponding to fuzzy
term δiji1i2···inl(x), exhibiting the following properties: 0 ≤ vrirl(xr) ≤ 1, vr1l(xr) +





· · ·∑2in=1∏nr=1 vrirl(xr) = 1
(Readers may refer to [28] for further examples of obtaining (3.16), which are some
special cases of (3.16)).
Remark 7 There are different approaches to define membership grades of sample
points δiji1i2···inl(x) in (3.16). In this section, particularly, the method of Taylor
series expansion is employed to define δiji1i2···inl(x). The general form of multi-












where f(x) is an arbitrary function of x; xr0, r = 1, 2, . . . , n, are expansion points;
∂
∂xr
f(x)|(xr=xr0,r=1,2,...,n) is a constant calculated by taking the partial derivative of
f(x) and then substituting x by xr = xr0. From the Taylor series expansion (3.17),















∀i, j, i1, i2, . . . , in, l,x ∈ ψl, (3.18)
where λ is the predefined truncation order, which means the polynomial with the
order λ − 1 is applied for approximation. The TSMF is obtained by substituting
(3.18) into (3.16). It is noted that the membership function hij(x) is required to be
differentiable if TSMFs are employed.
3.2.3.2 PFMB Control Systems
In this section, the stability of the PFMB control system is analyzed. Without any
ambiguity, wi(x(t)), mj(x(t)) hij(x) and hij(x) are denoted as wi , mj, hij and hij,
respectively. The PFMB control system formed by the polynomial fuzzy model (2.5)











The control objective is to make the PFMB control system (3.19) asymptotically
stable i.e., x(t)→ 0 as time t→∞, by determining the polynomial feedback gains
Gj(x(t)).

















where A˜i(x) = T(x)Ai(x), B˜i(x) = T(x)Bi(x), T(x) ∈ <N×n with its (i, j)th el-
ement defined as Tij(x) = ∂xˆi(x)/∂xj. Due to the assumption that xˆ(t) = 0, iff
x(t) = 0, the stability of control system (3.20) implies that of (3.19).
The structure of the following analysis is shown in Fig. 3.5 first. As can be seen,
relaxed conditions will be obtained by bringing in the approximated membership
function and the information of membership function. The theorem will be given
immediately after the analysis.
We investigate the stability of (3.20) by employing the following polynomial
Lyapunov function candidate:









Information of membership function
S-procedure
Figure 3.5: Procedure of proof for Theorem 2.
where 0 < X(x˜) = X(x˜)T ∈ <N×N ; x˜ is defined in Assumption 1 in the following.
From (3.20) and (3.21), we have
























Assumption 1 ( [3, 12]) To deal with the term dX(x˜)
−1
dt
in (3.22), we define K =
{ζ1, ζ2, . . . , ζs} as the set of row numbers that entries of the entire row of Bi(x)
are all zeros for all i, and x˜ = [xζ1 , xζ2 , . . . , xζs ]










i (x)xˆ, where A
ζ
i (x) ∈ <N is the ζth row of Ai(x). Although
this assumption is widely employed, it restricts the capability of polynomial Lyapunov
function and further development can be achieved by removing this assumption [84].














Let us denote z = X(x˜)−1xˆ and Gj(x) = Nj(x)X(x˜)−1, where Nj(x) ∈ <m×N , j =
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where Qij(x) = A˜i(x)X(x˜) + X(x˜)A˜i(x)
T + B˜i(x)Nj(x) + Nj(x)
T B˜i(x)
T
−∑ζ∈K ∂X(x˜)∂xζ Aζi (x)xˆ for i = 1, 2, . . . , p, j = 1, 2, . . . , c.
Remark 8 From the Lyapunov stability theory, the asymptotic stability of (3.20)
is guaranteed by V (x) > 0 and V˙ (x) < 0 (excluding x = 0), which can be implied by
Qij(x) < 0 for all i, j. However, the information of membership functions wi and
mj are not considered leading to very conservative stability conditions.
3.2.3.3 Relaxed SOS-based Stability Conditions
In the following, we firstly present a general approach for relaxing the non-PDC SOS-
based stability conditions with approximated membership functions. Then detailed
information to implement this approach is provided. For brevity, σl(x) is denoted
as σl.
In order to relax the stability conditions, we bring the approximated membership
functions (3.16) into stability conditions by considering the boundary information
of approximation error ∆hijl = hij − hij for all i, j, l,x ∈ ψl. The local lower
and upper bounds of ∆hijl are denoted as γijl and γijl, respectively, which means
γ
ijl
≤ ∆hijl ≤ γijl for all i, j, l,x ∈ ψl. Meanwhile, slack polynomial matrices
0 < Yijl(x) = Yijl(x)
T ∈ <N×N for x ∈ ψl are introduced, which can be formulated
by
∑s
l=1 σlYijl(x) > 0. Moreover, it is required that
∑s
l=1 σlYijl(x) ≥ Qij(x) for all
i, j. Recalling that σl(x) = 1 for x ∈ ψl (otherwise σl(x) = 0), the above inequalities
can be implied by Yijl(x) > 0 and Yijl(x) − Qij(x) ≥ 0 for all i, j, l. Based



































































+ (γijl − γijl)Yijl(x)
)
z. (3.25)
To further relax stability conditions, we exploit the following information [26]:
the boundary information of membership grades (with corresponding slack matrix
R1ρ1(x)) and the property of membership functions (R2ρ2(x))). Additionally, aim-
ing at the information of substate spaces, we propose another type of information,
namely the boundary of operating domain (R3ρ3(x)). From (3.25), by S-procedure,
we have





















where φ1ρ1(x) ≥ 0, φ2ρ2(x) = 0 and φ3ρ3(x) ≥ 0, ρk = 1, 2, . . . , Pk, k = 1, 2, . . . , 3,
are predefined scalar polynomial functions; R2ρ2(x) = R2ρ2(x)
T ∈ <N×N is an
arbitrary polynomial matrix; 0 < R1ρ1(x) = R1ρ1(x)
T ∈ <N×N and 0 < R3ρ3(x) =
R3ρ3(x)
T ∈ <N×N are polynomial matrices.
In what follows, the details concerning the three pieces of information are dis-
cussed. Since the membership functions vrirl(xr) in (3.16) can be either linear or
nonlinear, and nonlinear functions cannot be solved in SOS-based stability condi-
tions, we consider vrirl(xr) not exist in final stability conditions for this section.
Remark 9 If vrirl(xr) is predefined as linear functions for x ∈ (−∞,∞), it can
remain in SOS-based stability conditions. For this linear case, bringing vrirl(xr)
into stability conditions has potential to further relax the conditions. Future work
can be done following this idea as a comparison with this section.
Boundary Information of Membership Grades Since the approximated mem-
bership functions hij have been brought into stability conditions, we can directly
exploit their boundary information. We have η
ijl
≤ hij ≤ ηijl for all i, j, x ∈ ψl,
where η
ijl
and ηijl are lower and upper bounds of approximated membership mem-
bership grades hij in substate space ψl, respectively. Then we have
s∑
l=1




σl(ηijl − hij)Wijl(x) ≥ 0 ∀i, j, (3.28)
where 0 < Wijl(x) = Wijl(x)
T ∈ <N×N and 0 < Wijl(x) = Wijl(x)T ∈ <N×N for
x ∈ ψl are polynomial matrices.






· · ·∑2in=1∏nr=1 vrirl(xr) = 1. Since we consider
vrirl(xr) not exist in final stability conditions, this information is lost. Therefore,
we aim to bring such information into stability conditions. However, it is difficult
to provide general equalities or inequalities representing such information due to
different selection of function vrirl(xr). In this section, we provide an example by
defining vr1l(xr) = (xr2l−xr)/(xr2l−xr1l) and vr2l(xr) = 1−vr1l(xr) for all r, l,x ∈ ψl,
where xr1l and xr2l are lower and upper bounds of xr in substate space ψl.












− χi1i2···inl)Kl(x) = 0, (3.29)





· · ·∑2in=1∏nr=1 vrirl(xr)(χ(x)−χi1i2···inl) =
0; χ(x) is a monomials linear in xr, r = 1, 2, . . . , n; χi1i2···inl = χ(x)|xr=xrirl is the
value of χ(x) at sample points xr = xrirl in substate space ψl; Kl(x) = Kl(x)
T ∈
<N×N is an arbitrary polynomial matrix. It is noted that χ(x) is not necessarily a
monomial in all system states xr.
Boundary Information of Operating Domain Once SOS-based stability con-
ditions are satisfied, they hold for all x ∈ (−∞,∞). In practice, however, we
usually only need to guarantee the satisfaction for a certain domain of x, that is
xk ∈ [xk1, xk2], k = 1, 2, . . . , n. In this section, we only need to satisfy the local
operating domain xk ∈ [xk1l, xk2l] for each substate space ψl. For this reason, we






(xk − xk1l)(xk2l − xk)Lkl(x) ≥ 0, (3.30)
where 0 < Lkl(x) = Lkl(x)
T ∈ <N×N for x ∈ ψl is a polynomial matrix.
Now we substitute the approximated membership function hij in (3.26) by (3.16),






· · ·∑2in=1∏nr=1 vrirl(xr) = 1 and vrirl(xr) is independent of rule
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i, j, we have
















× ((δiji1i2···inl(x) + γijl)Qij(x)
+ (γijl − γijl)Yijl(x)
+ (δiji1i2···inl(x)− ηijl)Wijl(x)




(xk − xk1l)(xk2l − xk)Lkl(x)
)
z. (3.31)












< 0 for all i1, i2, . . . , in, l. The above stability anal-
ysis result is summarized in the following theorem.
Theorem 2 The PFMB system (3.19), which is formed by the polynomial fuzzy
model (2.5) and the polynomial fuzzy controller (3.15) connected in a closed loop, is
guaranteed to be asymptotically stable if there exist polynomial matrices Yijl(x) =
Yijl(x)
T ∈ <N×N , Wijl(x) = Wijl(x)T ∈ <N×N , Wijl(x) = Wijl(x)T ∈ <N×N ,
Lkl(x) = Lkl(x)
T ∈ <N×N , Nj(x) ∈ <m×N , i = 1, 2, . . . , p, j = 1, 2, . . . , c, k =
1, 2, . . . , n, l = 1, 2, . . . , s, and X(x˜) = X(x˜)T ∈ <N×N such that the following SOS-
based conditions are satisfied:
νT (X(x˜)− ε1(x˜)I)ν is SOS;
νT (Yijl(x)− ε2(x)I)ν is SOS ∀i, j, l;
νT (Yijl(x)−Qij(x)− ε3(x)I)ν is SOS ∀i, j, l;
νT (Wijl(x)− ε4(x)I)ν is SOS ∀i, j, l;
νT (Wijl(x)− ε5(x)I)ν is SOS ∀i, j, l;








+ (γijl − γijl)Yijl(x)
+ (δiji1i2···inl(x)− ηijl)Wijl(x)








ν is SOS ∀i1, i2, . . . , in, l; (3.32)
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where ν ∈ <N is an arbitrary vector independent of x; δiji1i2···inl(x) is a prede-
fined scalar polynomial of x in (3.16); γ
ijl
, γijl, ηijl, ηijl, xk1l, and xk2l are predefined
constant scalars satisfying ∆hij = hij − hij, γijl ≤ ∆hij ≤ γijl, ηijl ≤ hij ≤ ηijl,
and xk1l ≤ xk ≤ xk2l for all i, j, k, l,x ∈ ψl; ε1(x˜) > 0, ε2(x) > 0, . . . , ε7(x) >
0, are predefined scalar polynomials; the feedback gains are defined as Gj(x) =
Nj(x)X(x˜)
−1, j = 1, 2, . . . , c.
Remark 10 Referring to Theorem 2, the number of decision matrix variables is
1 + c+ 3pcs+ ns, and the number of SOS conditions is 1 + 4pcs+ ns+ 2ns. When
membership function vrirl(xr) is defined as vr1l(xr) = (xr2l − xr)/(xr2l − xr1l) and
vr2l(xr) = 1− vr1l(xr) for all r, l,x ∈ ψl, where xr1l ≤ xr ≤ xr2l, the information of
the property of vrirl(xr) can be brought into stability conditions. The SOS condition








+ (γijl − γijl)Yijl(x)
+ (δiji1i2···inl(x)− ηijl)Wijl(x)









ν is SOS ∀i1, i2, . . . , in, l; (3.33)
where χ(x) is a monomials linear in xr, r = 1, 2, . . . , n; χi1i2···inl = χ(x)|xr=xrirl;
Kl(x) = Kl(x)
T ∈ <N×N is an arbitrary polynomial matrix. In this case, the
number of variables are 1 + c + 3pcs + ns + s, and the number of SOS conditions
remains the same.
3.2.4 Simulation Examples
In the following, a 3-rule polynomial fuzzy model with the form of (2.5) is investi-
gated to implement the designed controller. The system states are xˆ(t) = x(t) =
[x1(t) x2(t)]
T , and system matrices and input matrices are
A1(x1) =
[











Table 3.1: Comparison of different orders of TSMFs and intervals of expansion
points.
Case Order λ Interval Expansion points
1 1 4 x1 = {−10,−6, . . . , 6, 10}
2 1 2 x1 = {−10,−8, . . . , 8, 10}
3 3 4 x1 = {−10,−6, . . . , 6, 10}
4 3 2 x1 = {−10,−8, . . . , 8, 10}
A3(x1) =
[




















where a and b are predefined constant parameters in the range of 0 ≤ a ≤ 10 and 0 ≤
b ≤ 200 at the interval of 1 and 20, respectively. The operating domain we consider
for this model is x1 ∈ [−10, 10]. The membership functions of this polynomial fuzzy
model are selected as w1(x1) = 1−1/(1+e−(x1+4)), w2(x1) = 1−w1(x1)−w3(x1) and
w3(x1) = 1/(1 + e
−(x1−4)). To achieve the stabilization, a 2-rule polynomial fuzzy
controller with the form of (3.15) is employed, with membership functions defined
as m1(x1) = e
−x21/12 and m2(x1) = 1−m1(x1).
Theorem 2 is applied to design the feedback gains of polynomial fuzzy controller.
TSMFs (3.16) and (3.18) are exploited as approximated membership functions. In
order to demonstrate the influence of different orders of TSMFs and intervals of
expansion points, we make the comparison as shown in Table 3.1. Without losing
generality, we choose membership function vrirl(xr) in (3.16) as v11l(x1) = (x12l −
x1)/(x12l − x11l) and v12l(x1) = 1 − v11l(x1), for all l, x1 ∈ ψl, where x11l ≤ x1 ≤
x12l. It is noted that we remove the terms in Taylor series with the magnitude of
coefficients less than 1 × 10−6 such that the computational efficiency is improved.
Based on original membership functions and TSMFs, the predefined constant scalars
γ
ijl
, γijl, ηijl, and ηijl are obtained for Cases 1-4.
Due the selection of membership function vrirl(xr), the SOS condition (3.32) in
Theorem 2 is replaced by (3.33) in Remark 10. To further reduce the computational
burden, the number of slack matrices is decreased by Yijl(x1) = Yij(x1),Wijl(x1) =
Wij(x1),Wijl(x1) = Wij(x1),Kl(x1) = K(x1),Lkl(x1) = L(x1). Other parameters
are chosen as follows: ε1 = ε2 = · · · = ε7 = 1×10−3, X of degree 0, Yij(x1) of degree
8, Wij(x1) and Wij(x1) of degree 6, K(x1) of degree 7 and L(x1) of degree 6. The
SOS-based stability conditions are solved numerically by the third-party MATLAB
toolbox SOSTOOLS [13].
To demonstrate the effect of each type of slack matrices, the stabilization region
obtained with only Yij(x1), with only Yij(x1), Wij(x1) and Wij(x1), with only
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Figure 3.6: Stabilization regions obtained from Theorem 2 with only Yij(x1), indi-
cated by “×” for Case 1, “+” for Case 2, “” for Case 3 and “◦” for Case 4.
Yij(x1), Wij(x1), Wij(x1) and L(x1), and with all slack matrices (Yij(x1), Wij(x1),
Wij(x1) , L(x1) and K(x1)) are shown in Fig. 3.6-3.9, respectively. The stabilization
region is indicated by “×” for Case 1, “+” for Case 2, “” for Case 3 and “◦” for
Case 4.
From Fig. 3.6-3.9, it can be found that the stabilization region grows for all
cases with the number of slack matrices increasing. It shows that these information
of membership functions and operating domain as well as their corresponding slack
matrices are effective for relaxing stability conditions. Moreover, by comparing
Case 1 to Case 4, it is indicated that higher order and smaller interval lead to
larger stabilization region. Additionally, when the interval is large, both the interval
and the order play an important role; when the interval is small, they become less
influential. It complies with what we expect because these SOS-based stability
conditions are close to sufficient and necessary conditions as the interval is small.
However, when higher order TSMFs are employed, corresponding higher order slack
matrices are required simultaneously, which leads to unaffordable computational
cost and makes sufficient and necessary conditions unattainable.
To verify the stabilization, we provide an example by choosing a = 10 and b = 220
in Case 4. The polynomial feedback gains are obtained that G1(x1) = [0.0158x
2
1 +
0.0138x1−0.1312 0.0720x21+0.1453x1−0.4839] and G2(x1) = [0.0058x21+0.0000x1−
0.0459 0.0154x21 − 0.0021x1 − 0.0158]. With initial conditions indicated by “◦”,
the phase plot of x1(t) and x2(t) is shown in Fig. 3.10. With initial conditions
x(0) = [10 10]T , the transient response of x(t) and control input u(t) are shown
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Figure 3.7: Stabilization regions obtained from Theorem 2 with only Yij(x1),
Wij(x1) and Wij(x1), indicated by “×” for Case 1, “+” for Case 2, “” for Case 3
and “◦” for Case 4.
in Fig. 3.11. It can been seen that the PFMB control system is guaranteed to be
asymptotically stable in the domain x1 ∈ [−10, 10].
Compared with stability conditions in Remark 8 without any information of
membership functions, there is no stabilization region within the same domain of
parameters a and b. Since the polynomial fuzzy model and controller in this ex-
ample do not share the same membership functions, PDC SOS-based stability con-
ditions [3, 4, 9] in general cannot be applied. Users have more flexibility to choose
the membership functions for fuzzy controllers instead of PDC approach. Accord-
ingly, the relaxation and flexibility of the proposed method are exhibited from the
comparison.
3.2.5 Conclusion
The stability analysis of PFMB control systems has been carried out. In favor of
reducing the conservativeness, TSMFs have been proposed to approximate original
membership functions. More information including the boundary of membership
functions, the property of membership functions, and the boundary of operating
domain, have been brought into stability conditions such that SOS-based conditions
can be further relaxed. Future work can be done to bring specific membership
function vrirl(xr) into stability conditions, which has potential to further reduce the
conservativeness.
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Figure 3.8: Stabilization regions obtained from Theorem 2 with only Yij(x1),
Wij(x1), Wij(x1) and L(x1), indicated by “×” for Case 1, “+” for Case 2, “”
for Case 3 and “◦” for Case 4.















Figure 3.9: Stabilization regions obtained from Theorem 2 with all slack matrices
(Yij(x1), Wij(x1), Wij(x1) , L(x1) and K(x1)), indicated by “×” for Case 1, “+”
for Case 2, “” for Case 3 and “◦” for Case 4.
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Figure 3.10: Phase plot of x1(t) and x2(t) for a = 10 and b = 220 in Case 4.
































































Design of T-S Fuzzy
Observer-Controller
To further improve the applicability of FMB control strategy, not only should con-
servativeness be considered, other control problems such as observers should also
be investigated. When the system states are unmeasurable, the full-state feedback
used in FMB control strategy cannot be applied. If an observer is used to estimate
the system states, then the FMB observer-control strategy can be applied instead.
In this chapter, the T-S fuzzy observer is considered and two types of T-S fuzzy
observer-controller are designed. One is relaxed T-S fuzzy observer-controller with
unmeasurable premise variables. Another is T-S fuzzy functional observer, which
estimates the control input directly.
4.1 Design of Relaxed T-S Fuzzy Observer-Controller
with Unmeasurable Premise Variables
4.1.1 Introduction
Since both relaxation and membership functions in unmeasurable premise variables
are important for widening the applicability of FMB observer-control scheme, it mo-
tivates the author to investigate relaxed stability conditions for T-S FMB observer-
control systems with unmeasurable premise variables in this section. To achieve
convex stability conditions, the matrix decoupling technique [54] is employed. Dif-
ferent from [54], the augmented vector is adequately chosen such that no more ap-
proximated transformation (such as completing square) is required before applying
the decoupling technique. As a result, the number of predefined scalars can be re-
duced. However, the stability conditions are still conservative without applying any
relaxation techniques. Consequently, membership-function-dependent approach is
applied to bring the upper bounds of membership functions into stability conditions
through slack matrices. For the proposed fuzzy observer-controller, only two scalars
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are required to be predefined by users and the fuzzy observer cannot be replaced by
the linear observer.
This section is organized as follows. In Subsection 4.1.2, with the consideration of
observer, the new formulation of T-S fuzzy model, T-S fuzzy observer and T-S fuzzy
controller are presented. In Subsection 4.1.3, stability analysis is carried out for T-S
FMB observer-control system. In Subsection 4.1.4, simulation examples are provided
to show the advantages of proposed fuzzy observer-controller. In Subsection 4.1.5,
a conclusion is drawn.
4.1.2 Preliminary
With the consideration of observer, the new formulation of T-S fuzzy model, T-S
fuzzy observer and T-S fuzzy controller are presented first.
4.1.2.1 T-S Fuzzy Model
The ith rule of the T-S fuzzy model is [5]:
Rule i : IF f1(x(t)) is M
i
1 AND · · ·AND fΨ(x(t)) is M iΨ,
THEN x˙(t) = Aix(t) + Biu(t),
y(t) = Cx(t),
where x(t) = [x1(t), x2(t), . . . , xn(t)]
T is the state vector, and n is the dimension
of the nonlinear system; fη(x(t)) is the premise variable corresponding to its fuzzy
term M iη in rule i, η = 1, 2, . . . ,Ψ, and Ψ is a positive integer; Ai ∈ <n×n and
Bi ∈ <n×m are the known system and input matrices, respectively; u(t) ∈ <m is the
control input vector; y(t) ∈ <l is the output vector; C ∈ <l×n is the output matrix.









y(t) = Cx(t), (4.1)







, wi(x(t)) ≥ 0, i = 1, 2, . . . , p, and∑p
i=1 wi(x(t)) = 1; µM iη(fη(x(t))), η = 1, 2, . . . ,Ψ, are grades of membership corre-
sponding to the fuzzy term M iη.
4.1.2.2 T-S Fuzzy Observer
For brevity, time t is dropped for variables from now. Considering the premise
variable fη(x) depending on unmeasurable states, we apply the T-S fuzzy observer
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with its ith rule described as follows:
Rule i : IF f1(x˘) is M
i
1 AND · · ·AND fΨ(x˘) is M iΨ,
THEN ˙˘x = Aix˘ + Biu + Li(y − y˘),
y˘ = Cx˘,
where x˘ ∈ <n is the estimated state x; y˘ ∈ <l is the estimated output y; Li ∈ <n×l






Aix˘ + Biu + Li(y − y˘)
)
,
y˘ = Cx˘. (4.2)
4.1.2.3 T-S Fuzzy Controller
Using the PDC approach [1], the ith rule of the T-S fuzzy controller is:
Rule i : IF f1(x˘) is M
i
1 AND · · ·AND fΨ(x˘) is M iΨ,
THEN u = Gix˘,






In this section, stability analysis is conducted for T-S FMB observer-control systems.
The closed-loop systems are provided first. Then based on the augmented systems
and the Lyapunov stability theory, we derive the convex stability conditions by
matrix decoupling technique. Finally, the membership-function-dependent approach
is applied to relax the stability conditions.
The estimation error is defined as e = x− x˘, and then we have the closed-loop











































Figure 4.1: A block diagram of FMB observer-control systems.
Theorem 3 The augmented T-S FMB observer-control system (formed by (4.5) and
(4.6)) is guaranteed to be asymptotically stable if there exist matrices X ∈ <n×n,Y ∈
<n×n,Nk ∈ <m×n,Mj ∈ <n×l,Rijk = Rikj ∈ <3n×3n,Sij ∈ <3n×3n, i, j, k = 1, 2, . . . , p,
and predefined scalers α1 > 0, α2 > 0 such that the following LMI-based conditions
are satisfied:
X > 0; (4.7)
Y > 0; (4.8)
Rijk ≥ 0 ∀i and j ≤ k; (4.9)
Sij ≥ 0 ∀i, j; (4.10)








∀i and j ≤ k; (4.11)
























∗ Ξ˜(22)ij + Ξ˜(22)Tij Y






jk = AjX + BjNk, (4.15)
Ξˆ
(21)
ijk = (Ai −Aj)X + (Bi −Bj)Nk, (4.16)
Ξ˜
(12)
j = MjC, (4.17)
Ξ˜
(22)
ij = YAi −MjC, (4.18)
γijk and γij are the upper bounds of membership functions wi(x)wj(x˘)wk(x˘) and
wi(x)wj(x˘), respectively; and the controller and observer gains are given by Gk =
NkX
−1 and Lj = Y−1Mj, respectively.
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Proof Defining the augmented vector z = [x˘T eT ]T and denote wi(x)wj(x˘)wk(x˘)



























jk = Aj + BjGk, (4.21)
Ξ
(21)
ijk = Ai −Aj + (Bi −Bj)Gk, (4.22)
Ξ
(12)
j = LjC, (4.23)
Ξ
(22)
ij = Ai − LjC. (4.24)
Remark 11 In this section, we employ the augmented vector z = [x˘T eT ]T rather
than z = [xT eT ]T in [54]. This is in favor of the following derivation by directly
separating the controller-related decision matrices from the observer-related decision
matrices. In this way, the matrix decoupling technique [54] can be applied without
any other approximated transformation. As a result, the number of predefined scalars
is reduced.
The procedure of the proof is shown in Fig. 4.2. As can be seen, the matrix de-
coupling technique will separate the conditions into two parts and convex conditions
will be obtained for both parts.
The following Lyapunov function candidate is employed to investigate the sta-
bility of the augmented T-S FMB observer-control system (4.19):






,X > 0,Y > 0, and thus P > 0. The time derivative of









T (PΞijk + Ξ
T
ijkP)z. (4.26)













Controller-related matrices Observer-related matrices
Convex conditions Convex conditions







Figure 4.2: Procedure of the proof for Theorem 3.
Remark 12 The augmented T-S FMB observer-control system (4.19) is guaranteed
to be asymptotically stable if V (z) > 0 and V˙ (z) < 0 excluding z = 0. To ensure
V˙ (z) < 0, in the following, the congruence transformation is employed first, which
is in favor of matrix decoupling.











































ijk are defined in (4.15) and (4.16), respectively.
Remark 13 The stability contritions (4.28) are non-convex, which cannot be solved
by current convex programming toolboxes. Note that the controller-related decision
matrices X and Gk are separated from the observer-related decision matrices Y and
Lj, and only the observer-related matrices are non-convex. Therefore, the matrix
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decoupling technique [54] is exploited in the following such that more transformation
can be enforced on the observer-related matrices without affecting controller-related
matrices.
Using matrix decoupling technique [54] to further separate decision variables in





















∗ Ξˆ(22)ij + Ξˆ(22)Tij + α2I
]
. (4.34)












hijΛij < 0. (4.36)
Performing congruence transformation to (4.36) by pre-multiplying and post-
multiplying diag{Y,Y} to both sides, denoting Mj = YLj, and then applying












hijΘij < 0, (4.38)
where Φijk and Θij are defined in (4.13) and (4.14), respectively.
Remark 14 Although the stability contritions (4.37) and (4.38) are convex now,
they are conservative since they are membership-function-independent. Moreover,
if there exists Mj ∀j such that (4.38) is satisfied, then one can let Mj = M1 ∀j
such that (4.38) is also satisfied. It means that the fuzzy observer can be replaced
by a linear observer, and there is no need to use a fuzzy observer. In the following,
we try to relax the stability conditions by considering the information of member-
ship functions. In this way, the advantage of fuzzy observer over linear observer is
revealed.
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Defining the upper bounds of membership functions hijk and hij as γijk and γij,
respectively, we have γijk − hijk ≥ 0 and γij − hij ≥ 0. Adding these information





















































































Therefore, V˙ (z) < 0 can be achieved by satisfying conditions (4.11) and (4.12).
The proof is completed.
4.1.4 Simulation Examples
Two simulation examples are provided to show the advantages of the proposed
fuzzy observer-controller. In the first example, we compare the proposed stability
conditions with those without slack matrices to demonstrate the merit of relaxation.
In the second example, we compare the fuzzy observer with the linear observer to
exhibit the improved applicability of the fuzzy observer as well as the effect of slack
matrices.
4.1.4.1 Example 1


































where the membership functions are w1(x1) = 1 − 1/(1 + e−(x1+0.8)), w2(x1) =
1−w1(x1)−w3(x1) and w3(x1) = 1/(1 + e−(x1−0.8)). Defining the region of interest
as x1 ∈ [−10, 10], we obtain the upper bounds of membership functions as shown in
Table B.1.
This example shows that the proposed stability conditions are more relaxed
than [54] which does not include any slack matrices. Choosing α1 = 5.7, α2 = 1
and applying Theorem 3, we obtain a feasible solution. The controller gains are
G1 = [−1.3609 × 101 2.8117 × 10−2], G2 = [−1.5259 × 101 1.3524 × 10−3] and
G3 = [−1.3798× 101 − 6.4585× 10−2], and the observer gains are L1 = [6.3479×
10−1 − 3.2689 × 10−1]T , L2 = [6.3371 × 10−1 − 3.2541 × 10−1]T and L3 =
[6.3479× 10−1 − 3.2689× 10−1]T . Choosing the initial conditions x(0) = [9 9]T
and x˘(0) = [0 0]T , the responses of system and estimated states are shown in Fig.
4.3.
For comparison purposes, we set Rijk = 0 and Sij = 0 ∀i, j, k in Theorem 3
to investigate how the slack matrix variables influence the conservativeness of the
stability conditions. While other settings are the same, no feasible solutions can
be found. Consequently, the proposed stability conditions are more relaxed due to
exploiting the information of membership functions.
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(a) System state x1(t) and estimated state x˘1(t).
(b) System state x2(t) and estimated state x˘2(t).






























1 − w1(x2). Defining the region of interest as x2 ∈ [−1.8, 1.8], we obtain the upper
bounds as shown in Table B.2.
In this example, we aim to demonstrate that the proposed fuzzy observer cannot
be replaced by the linear observer. Choosing α1 = 5.0001, α2 = 1 and applying
Theorem 3, we obtain a feasible solution with controller gains as G1 = [−2.2459×
103 3.9537 × 10−3] and G2 = [−2.3983 × 103 4.2161 × 10−3] and observer gains
as L1 = [5.7609× 10−1 − 3.8037× 10−1]T and L2 = [5.7610× 10−1 − 3.8044×
10−1]T . Choosing the initial conditions x(0) = [1 1.8]T and x˘(0) = [0 0]T , the
corresponding time responses are shown in Fig. 4.4.
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(a) System state x1(t) and estimated state x˘1(t).
(b) System state x2(t) and estimated state x˘2(t).
Figure 4.4: Time responses of system states x1(t) and x2(t) and estimated states
x˘1(t) and x˘2(t).
To design the linear observer, we let Mj = M ∀j in Theorem 3 and keep other
settings the same. However, no feasible solutions can be found. It indicates that the
proposed fuzzy observer is more general than the linear observer, which is attributed
to the additional slack matrices.
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4.1.5 Conclusion
The stability of T-S FMB observer-control system has been investigated. Both the
unmeasurable premise variables and membership-function-dependent approach have
been considered to widen the applicability of the designed fuzzy observer-controller.
Matrix decoupling technique has been employed to obtain convex stability condi-
tions. The number of predefined scalars has been reduced by adequately choosing
the augmented vector which is in favor of applying matrix decoupling technique.
Simulation examples have been offered to demonstrate the relaxation of proposed
observer-controller.
4.2 Design of T-S Fuzzy Functional Observer
4.2.1 Introduction
Other than the T-S fuzzy observer, we design the fuzzy functional observer to es-
timate the control input directly, which can reduce the order of the observer. We
extend the technique for linear functional observer [58] to design the fuzzy func-
tional observer since similar problems will be handled and observer gains can ob-
tained with guaranteed stability in [58]. To ease the analysis, we propose a new
form of fuzzy functional observer. Based on the proposed form, the separation prin-
ciple [85] is applied to design the fuzzy functional observer separately from the fuzzy
controller. In addition, convex stability conditions are derived. Compared with ex-
isting fuzzy functional observers [57, 59], the proposed fuzzy functional observer is
designed by numerically solving the stability conditions and the stability of FMB
observer-control system is guaranteed simultaneously.
This section is organized as follows. Stability analysis of FMB functional observer-
control system is conducted in Subsection 4.2.2. Simulation examples are given in
Subsection 4.2.3 to demonstrate the proposed design procedure. Finally, a conclu-
sion is drawn in Subsection 4.2.4.
4.2.2 Stability Analysis
In this section, the fuzzy functional observer is proposed to estimate the control
input when only system output y is measurable instead of system state x. A new
form of the fuzzy functional observer will be proposed to make the augmented system
in triangular form such that the separation principle can be applied. For brevity,
time t is dropped without ambiguity.






y = Cx, (4.41)
where u˘ ∈ <m is the estimated control input; y ∈ <l is the system output and










where uj = Gjx ∈ <m is the control input in the jth rule. Without loss of generality,
we assume rank(C) = l and rank(Gj) = m [58], which means C and Gj are of full
row rank.







Nijzj + Jijy + Hiju˘
)
∀j,





where zj ∈ <m is the observer state; u˘j ∈ <m is the estimated control input in the
jth rule; Nij ∈ <m×m, Jij ∈ <m×l, Hij ∈ <m×m and Ej ∈ <m×l are observer gains
to be designed.
Remark 15 The proposed form of fuzzy functional observer is different from those
in [57, 59]. In what follows, the separation principle [85] will be applied to sepa-
rately design the fuzzy controller and fuzzy functional observer. Furthermore, the
technique in [58] and [86] for linear functional observer will be extended to design
the fuzzy functional observer. To achieve these two tasks, we choose such form of
fuzzy functional observer.
For brevity, the membership function wi(y) is denoted as wi. The estimation
error is defined as ej = uj−u˘j = Gjx−(zj+Ejy) = Qjx−zj where Qj = Gj−EjC,
and then we have the closed-loop system (shown in Fig. 4.5) consisting of the T-S













































































where hil ≡ wiwl,Φij = QjAi −NijQj − JijC,Λij = QjBi −Hij.
The control objective is to make the augmented FMB functional observer-control
system (formed by (4.44) and (4.45)) asymptotically stable, i.e., x → 0 and ej →
0 ∀j as time t→∞, by determining the controller gain Gj and observer gains Nij,
Jij, Hij, Ej.
In order to apply the separation principle [85] to design the controller and ob-
server separately, the following constraints can be imposed:
Φij = 0 ∀i, j, (4.46)
Λij = 0 ∀i, j. (4.47)
Defining the augmented vector xa = [x
T eT1 e
T
2 · · · eTp ]T , the augmented











Ai + BiGl −Biw1 −Biw2 · · · −Biwp
0 Ni1 0 · · · 0






0 0 0 · · · Nip

.
Remark 16 It has been justified in [85] that the separation principle can be applied
to the system in triangular form (4.48). In other words, the fuzzy controller and
the fuzzy functional observer can be designed separately. The controller gain Gj can
be obtained by existing methods (for example, Theorem 1 in this thesis). Then the
obtained Gj is employed to design the fuzzy functional observer.
To design the fuzzy functional observer, the objective is to find observer gains





are asymptotically stable and the constraints (4.46) and (4.47) are satisfied.
In what follows, we first propose the stability conditions ensuring the stability
of the error systems (4.49) and facilitating the satisfaction of constraints (4.46) and
(4.47). Then a design procedure is presented to obtain all observer gains while
satisfying constraints (4.46) and (4.47).
Theorem 4 The error systems (4.49) are guaranteed to be asymptotically stable if
there exist matrices X = XT ∈ <m×m,Yij ∈ <m×2l, i, j = 1, 2, . . . , p such that the
following LMI-based conditions are satisfied:
X > 0; (4.50)
XFij −YijMij + FTijX−MTijYTij < 0 ∀i, j; (4.51)
































General solution of linear matrix equation
Figure 4.6: Procedure of proof for Theorem 4.
Cj = C(I−G+j Gj); (4.57)
the controller gain Gj is determined by Theorem 1; E˜ij in (4.52) is obtained by
[E˜ij K˜ij] = XGjAijΣ
+
ij + Yij(I−ΣijΣ+ij); and Zij = X−1Yij.
Proof The structure of the following analysis is shown in Fig. 4.6. As can
be seen, in order to apply Lyapunov stability theory, the constraint (4.46) will be
utilized with some equivalent transformation. With the help of mathematical tech-
niques, convex conditions will be obtained such that the stability and the satisfaction
of constraints can be guaranteed simultaneously.
The constraint (4.46) is equivalent to
Φij[G
+
j I−G+j Gj] = 0 ∀i, j, (4.58)
where G+j is the Moore-Penrose generalized inverse of Gj. The proof of (4.58) is
shown in Appendix A. From (4.58), we get ΦijG
+
j = 0 and Φij(I −G+j Gj) = 0.
Substituting Qj = Gj − EjC into Φij, we have
(
(Gj − EjC)Ai −Nij(Gj − EjC)− JijC
)
G+j = 0 ∀i, j, (4.59)(
(Gj − EjC)Ai −Nij(Gj − EjC)− JijC
)
× (I−G+j Gj) = 0 ∀i, j. (4.60)
Since Gj is of full row rank, we have GjG
+
j = I. Using this property, we simplify
(4.59) and (4.60) to
Nij =GjAiG
+
j − EjCAiG+j − (Jij −NijEj)CG+j ∀i, j, (4.61)
EjCAi(I−G+j Gj) + (Jij −NijEj)C(I−G+j Gj)
=GjAi(I−G+j Gj) ∀i, j. (4.62)
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Writing (4.61) and (4.62) into compact forms, we obtain
Nij = GjAiG
+








[Ej Kij]Σij = GjAij ∀i, j, (4.64)
where
Kij = Jij −NijEj, (4.65)
and Aij and Σij are defined in (4.55) and (4.56), respectively.
According to [87], the general solution of linear matrix equation (4.64) is
[Ej Kij] = GjAijΣ
+
ij + Zij(I−ΣijΣ+ij) ∀i, j, (4.66)
where Zij ∈ <m×2l ∀i, j are arbitrary matrices.
Remark 17 In [58], Ej and Kij can be obtained in (4.66) once Zij is determined
for linear functional observer. However, in fuzzy functional observer case, since Zij
varies with rule i and Ej is obtained from Zij, Ej will also vary with rule i. That is
to say, we will get Eij rather than Ej as follows:
[Eij Kij] = GjAijΣ
+
ij + Zij(I−ΣijΣ+ij) ∀i, j, (4.67)
where Eij is obtained by giving Zij. In order to make Ej not vary with rule i,
the following constraints need to be imposed: Ei1j = Ei2j,∀i1, i2. Defining 0 <
X = XT ∈ <m×m, then Ei1j = Ei2j is equivalent to stability condition (4.52), where
E˜ij = XEij. E˜ij in (4.52) is obtained by [E˜ij K˜ij] = XGjAijΣ
+
ij+Yij(I−ΣijΣ+ij),
where Yij = XZij.












Writing (4.68) into a compact form, we obtain
Nij = Fij − ZijMij ∀i, j, (4.69)
where Fij and Mij are defined in (4.53) and (4.54), respectively. Therefore, the
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Applying the Lyapunov function V (ej) = e
T
j Xej to investigate the stability of








XFij −YijMij + FTijX−MTijYTij
)
ej,
where Yij = XZij. V˙ (ej) < 0 holds if the stability condition (4.51) is satisfied.
This completes the proof.
With Zij obtained from Theorem 4, the following procedure [58] is employed to
determine the observer gains such that the constraints (4.46) and (4.47) are satisfied:
1) Nij can be obtained from (4.69);
2) Ej and the intermediate variable Kij are given by (4.66);
3) Jij can be obtained from (4.65);
4) Hij is given by (4.47).
Remark 18 The stability conditions in Theorem 4 are convex, which can be numer-
ically solved by convex programming techniques. Once Zij is obtained from Theorem
4, all observer gains are determined and the stability of the error system is guaran-
teed. Compared with [57, 59], in this section, there is no need to manually design
any observer gains or check the stability after designing the gains.
4.2.3 Simulation Examples
In this example, we consider an inverted pendulum on a cart as shown in Fig. 4.7
in the following state-space form [1]:
x˙1 = x2,
x˙2 =
g sin(x1)− ampLx22 sin(x1) cos(x1)− a cos(x1)u
4L/3− ampL cos2(x1) , (4.71)
where x = [x1 x2]
T are the system states; g = 9.8m/s2 is the acceleration of
gravity; mp = 2kg and Mc = 8kg are the mass of the pendulum and the cart,
respectively; a = 1/(mp + Mc); 2L = 1m is the length of the pendulum; u is the
control input force imposed on the cart.
The region of interest is defined as x1 ∈ [−80pi180 , 80pi180 ]. The dynamics of the in-
verted pendulum (4.71) is represented by a 2-rule fuzzy model [1] with the following
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B1 = [0 − a4L
3
− ampL




C = [1 0],
where β = cos (80pi
180





w2(x1) = 1− w1(x1).
To design the proposed fuzzy functional observer-controller, Theorem 1 is em-
ployed to design the fuzzy controller first. We choose βij = 1, i, j = 1, 2, µ1 = −10−2,
µ2 = −10−4, µ3 = 0.04, µ4 = −10−3, µ5 = 10−4, µ6 = 10−6, φ1 = −5, φ1 = 10, φ2 =
−10, φ2 = 5, ρ11 = ρ22 = 15 and ρ12 = ρ21 = 6. The controller feedback gains are
obtained as G1 = [3.8334×102 1.1677×102] and G2 = [1.2092×103 4.0828×102]
using MATLAB LMI toolbox.
After obtaining the controller feedback gains from Theorem 1, Theorem 4 and
the design procedure are employed to design the fuzzy functional observer using
MATLAB toolbox SOSTOOLS [12]. The observer gains are obtained as N11 =
−5.4762, N12 = −2.3765, N21 = −5.4762, N22 = −2.3765, H11 = −2.0606 × 10,
H12 = −7.2049 × 10, H21 = −3.0554, H22 = −1.0683 × 10, J11 = −1.4823 × 103,
J12 = 4.7550 × 103, J21 = −2.4040 × 103, J22 = 1.5323 × 103, E1 = 1.0228 × 103
and E2 = 2.1795 × 103. In this example, we verify the satisfaction of constraints
(4.46) and (4.47). By substituting these gains into constraints (4.46) and (4.47),
we have Φij ≈ 0 (the magnitude of all values is less than 10−6) and Λij = 0 ∀i, j.
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x(0) = [ 80pi180 0]
T
x(0) = [−80pi180 0]
T
x(0) = [ 40pi180 0]
T
x(0) = [−40pi180 0]
T
Figure 4.8: Time response of system state x1(t) with z1(0) = z2(0) = 0.
Accordingly, these constraints are satisfied as proved in the theory.
The designed controller gains and observer gains are applied to the original
dynamic system of the inverted pendulum (4.71). Considering 4 different initial
conditions, the time response of system states are shown in Fig. 4.8 and Fig. 4.9.
The initial conditions for the observer states are chosen as z1(0) = z2(0) = 0. It
is demonstrated that the inverted pendulum can be successfully stabilized by the
proposed fuzzy functional observer-controller.
Choosing initiation conditions x(0) = [80pi
180
0]T for further demonstration, the
objective control input u(t) and estimated control input u˘(t) are shown in Fig. 4.10.
Under this case, we also check that the constraints φ
i
≤ w˙i ≤ φi and |h˙ij| ≤ ρij are
satisfied. It can be numerically calculated that −1.9179 ≤ w˙1 ≤ 8.9285, −8.9285 ≤
w˙2 ≤ 1.9179, |h˙11| ≤ 1.1197 × 10, |h˙12|, |h˙21| ≤ 3.8055 and |h˙22| ≤ 1.0785 × 10.
Therefore, the constraints are satisfied according to the previous settings.
Remark 19 Instead of estimating the system states, the fuzzy functional observer
can estimate the control input directly, which reduces the order of fuzzy observer [11,
53–55] from 2 to 1. Additionally, we compare the proposed fuzzy functional observer
with the one in [59]. The closed-loop poles are chosen as −2 and −5 for controller
design and −3 for observer design in all rules. The controller gains are obtained
as K1 = [1.5467 × 102 3.9667 × 10] and K2 = [7.4146 × 102 2.6753 × 102]. The
observer gains are F1 = F2 = −3. Applying Theorem 2 in [59], however, no feasible
common matrix P is found. Consequently, the stability cannot be guaranteed. This
comparison demonstrates the superiority of the proposed method that the stability is
guaranteed while the feedback gains are obtained.
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x(0) = [ 80pi180 0]
T
x(0) = [−80pi180 0]
T
x(0) = [ 40pi180 0]
T
x(0) = [−40pi180 0]
T
Figure 4.9: Time response of system state x2(t) with z1(0) = z2(0) = 0.
4.2.4 Conclusion
In this section, the applicability of FMB control scheme has been improved by
considering unmeasurable system states. The fuzzy functional observer has been
designed to estimate the control input rather than the system states, which can
reduce the order of the observer by one in the simulation example. A new form
of fuzzy functional observer has been proposed which is in favor of applying the
separation principle and deriving convex stability conditions. Based on the proposed
fuzzy functional observer, users can easily obtain the observer gains while ensuring
the stability. Simulation examples have been presented to verify the validity of
designed fuzzy functional observer-controller. In the future, the discrete-time fuzzy
functional observer can also be investigated by extending the technique in discrete-
time linear functional observer.
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Figure 4.10: Time response of objective control input u(t) and estimated control
input u˘(t) with x(0) = [80pi
180
0]T and z1(0) = z2(0) = 0.
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Chapter 5
Design of Polynomial Fuzzy
Observer-Controller
Apart from T-S fuzzy observer, the polynomial fuzzy observer has also been de-
veloped for PFMB control system, which generalizes the T-S one. In this chap-
ter, the polynomial fuzzy observer-controller with unmeasurable premise variables
is designed. Two methods are applied to derive convex stability conditions: re-
fined completing square approach and matrix decoupling technique. Additionally,
the designed polynomial fuzzy observer-controller is extended for systems where
only sampled-output measurements are available. The membership functions of
the designed polynomial observer-controller are optimized by the improved gradient
descent method for better performance.
5.1 Design of Polynomial Fuzzy Observer-Controller
Using Matrix Decoupling Technique
The polynomial fuzzy observer-controller can be employed for PFMB control sys-
tems when full states are not available for performing feedback control. It motivates
the author to investigate the system stability of PFMB observer-control systems.
We consider the polynomial fuzzy controller and polynomial fuzzy observer whose
premise membership functions depend on estimated premise variables. Matrix de-
coupling technique [54] is employed to achieve convex SOS-based stability conditions.
Compared with [60], we obtain the polynomial observer gains and controller gains
in one step rather than two steps. The premise variables are unmeasurable which
are more general than measurable premise variables, and the output matrices are
allowed to be polynomial matrices instead of constant matrices.
This section is organized as follows. In Subsection 5.1.1, the new formulation
of polynomial fuzzy model, polynomial fuzzy observer and polynomial fuzzy con-
troller are described. In Subsection 5.1.2, stability analysis is conducted for PFMB
observer-control system. In Subsection 5.1.3, simulation examples are provided to
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demonstrate the feasibility and validity of stability conditions. In Subsection 5.1.4,
a conclusion is drawn.
5.1.1 Preliminary
Due to the consideration of unmeasurable system states, the monomial form xˆ(x(t))
in (2.5) is difficult to be taken into account. Therefore, the new formulation of
polynomial fuzzy model, polynomial fuzzy observer and polynomial fuzzy controller
are described first.
5.1.1.1 Polynomial Fuzzy Model
The ith rule of the polynomial fuzzy model for the nonlinear system is presented as
follows [3]:
Rule i : IF f1(x(t)) is M
i
1 AND · · ·AND fΨ(x(t)) is M iΨ,
THEN x˙(t) = Ai(x(t))x(t) + Bi(x(t))u(t),
y(t) = Ci(x(t))x(t),
where x(t) = [x1(t), x2(t), . . . , xn(t)]
T is the state vector, and n is the dimension
of the nonlinear system; fη(x(t)) is the premise variable corresponding to its fuzzy
term M iη in rule i, η = 1, 2, . . . ,Ψ, and Ψ is a positive integer; Ai(x(t)) ∈ <n×n and
Bi(x(t)) ∈ <n×m are the known polynomial system and input matrices, respectively;
u(t) ∈ <m is the control input vector; y(t) ∈ <l is the output vector; Ci(x(t)) ∈ <l×n













where p is the number of rules in the polynomial fuzzy model; wi(x(t)) is the nor-







0, i = 1, 2, . . . , p, and
∑p
i=1wi(x(t)) = 1; µM iη(fη(x(t))), η = 1, 2, . . . ,Ψ, are grades
of membership corresponding to the fuzzy term M iη.
5.1.1.2 Polynomial Fuzzy Observer
For brevity, time t is dropped from now. Considering premise variable fη(x) depend-
ing on unmeasurable states x, we apply the following polynomial fuzzy observer to
estimate the states in (5.1). The ith rule of the polynomial fuzzy observer is described
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as follows:
Rule i : IF f1(x˘) is M
i
1 AND · · ·AND fΨ(x˘) is M iΨ,
THEN ˙˘x = Ai(x˘)x˘ + Bi(x˘)u + Li(x˘)(y − y˘),
y˘ = Ci(x˘)x˘,
where x˘ ∈ <n is the estimated state x; y˘ ∈ <l is the estimated output y; Li(x˘) ∈













It can be seen from (5.2) that the membership functions of polynomial fuzzy observer
depend on estimated system states x˘ rather than original system states x.
5.1.1.3 Polynomial Fuzzy Controller
With PDC design approach [1, 3], the ith rule of the polynomial fuzzy controller is
described as follows:
Rule i : IF f1(x˘) is M
i
1 AND · · ·AND fΨ(x˘) is M iΨ,
THEN u = Gi(x˘)x˘,
where Gi(x˘) ∈ <m×N is the polynomial controller gain. The polynomial fuzzy





Note that in (5.3) both the premise variable and the controller gain depend on
estimated states x˘.
5.1.2 Stability Analysis
In this section, the stability analysis is carried out for PFMB observer-control sys-
tems. The formulation of closed-loop PFMB observer-control systems are provided
first. Then based on Lyapunov stability theory, stability conditions are obtained in
terms of SOS. Matrix decoupling technique is employed to obtain convex SOS-based
stability conditions.
The estimation error is defined as e = x− x˘, and then we have the closed-loop
system (shown in Fig. 4.1) consisting of the polynomial fuzzy model (5.1), the
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The control objective is to make the augmented observer-control system ((5.5)
and (5.6)) asymptotically stable, i.e., x˘ → 0 and e → 0 as time t → ∞, by deter-
mining the polynomial controller gain Gk(x˘) and polynomial observer gain Lj(x˘).
Theorem 5 The augmented PFMB observer-control system (formed by (5.5) and
(5.6)) is guaranteed to be asymptotically stable if there exist matrices X ∈ <n×n,Y ∈
<n×n,Nk(x˘) ∈ <m×n,Mj(x˘) ∈ <n×l, k = 1, 2, . . . , p, j = 1, 2, . . . , p, and predefined
scalers α1 > 0, α2 > 0, β > 0 such that the following SOS-based conditions are
satisfied:
νT (X− ε1I)ν is SOS; (5.7)
νT (Y − ε2I)ν is SOS; (5.8)
− νT (Φijk(x, x˘) + Φikj(x, x˘) + ε3(x, x˘)I)ν is SOS
∀i, j ≤ k; (5.9)
− νT (Θijk(x, x˘) + Θikj(x, x˘) + ε4(x, x˘)I)ν is SOS
∀i, j ≤ k; (5.10)
where
Φijk(x, x˘) =




































−α1Y Ξ˜(12)ij (x, x˘)
∗ Ξ˜(22)ij (x, x˘) + Ξ˜(22)ij (x, x˘)T
]
, (5.14)
Φ(12) = [I 0]T , (5.15)
Φ(13) = [X 0]T , (5.16)
Θ(12) = [0 Y]T , (5.17)
Θ˜
(13)
ijk (x, x˘) = [H˜ijk(x, x˘)
T − H˜ijk(x, x˘)T ]T , (5.18)
Ξˆ
(11)
jk (x˘) = Aj(x˘)X + Bj(x˘)Nk(x˘), (5.19)
Ξˆ
(21)




ij (x, x˘) = Mj(x˘)Ci(x), (5.21)
Ξ˜
(22)
ij (x, x˘) = YAi(x)−Mj(x˘)Ci(x), (5.22)
H˜ijk(x, x˘) = Mj(x˘)(Ci(x)−Ck(x˘)); (5.23)
ν is an arbitrary vector independent of x with appropriate dimensions; ε1 > 0, ε2 >
0, ε3(x, x˘) > 0 and ε4(x, x˘) > 0 are predefined scalar polynomials; and the polyno-
mial controller and observer gains are given by Gk(x˘) = Nk(x˘)X
−1 and Lj(x˘) =
Y−1Mj(x˘), respectively.







k=1wi(x)wj(x˘)wk(x˘), the augmented PFMB observer-




















jk (x˘) = Aj(x˘) + Bj(x˘)Gk(x˘), (5.26)
Ξ
(21)
ijk (x, x˘) = Ai(x)−Aj(x˘) + (Bi(x)−Bj(x˘))Gk(x˘), (5.27)
Ξ
(12)
ij (x, x˘) = Lj(x˘)Ci(x), (5.28)
Ξ
(22)
ij (x, x˘) = Ai(x)− Lj(x˘)Ci(x), (5.29)
Hijk(x, x˘) = Lj(x˘)(Ci(x)−Ck(x˘)). (5.30)
The procedure of the proof is shown in Fig. 5.1. As can be seen, the matrix de-
coupling technique will separate the conditions into two parts and convex conditions




Controller-related matrices Observer-related matrices







Figure 5.1: Procedure of the proof for Theorem 5.
The following Lyapunov function candidate is employed to investigate the sta-
bility of the augmented PFMB observer-control system (5.24):












T (PΞijk(x, x˘) + Ξijk(x, x˘)
TP)z. (5.32)
Therefore, V˙ (z) < 0 holds if
p∑
i,j,k=1
w˜ijk(PΞijk(x, x˘) + Ξijk(x, x˘)
TP) < 0. (5.33)
Remark 20 The augmented PFMB observer-control system (5.24) is guaranteed to
be asymptotically stable if V (z) > 0 by satisfying P > 0 and V˙ (z) < 0 by satisfying
(5.33) excluding x = 0. It should be noted that the condition (5.33) is not convex.
If the condition (5.33) is applied, the polynomial fuzzy controller gain Gk(x˘) and
polynomial fuzzy observer gain Lj(x˘) are needed to be pre-determined.
In the following, we apply congruence transformation and matrix decoupling
technique to obtain convex SOS stability conditions such that the polynomial fuzzy
controller gain Gk(x˘) and polynomial fuzzy observer gain Lj(x˘) can be obtained
using convex programming techniques.
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w˜ijk(Ξˆijk(x, x˘) + Ξˆijk(x, x˘)




















ij (x, x˘) = Ai(x)Y
−1 − Lj(x˘)Ci(x)Y−1, (5.37)
Ξˆ
(11)
jk (x˘) and Ξˆ
(21)
ijk (x, x˘) are defined in (5.19) and (5.20), respectively.
Applying Lemma 4, we have
p∑
i,j,k=1











































ijk (x, x˘) = [Hijk(x, x˘)
T −Hijk(x, x˘)T ]T , (5.40)
Φ(13) is defined in (5.16).
Using matrix decoupling technique [54] to further separate decision variables in
order to obtain convex SOS stability conditions, we rewrite Υijk(x, x˘) as follows:


















−α1Y−1 Ξˆ(12)ij (x, x˘)
∗ Ξˆ(22)ij (x, x˘) + α2I
]
. (5.43)
Remark 21 The decoupled matrix in (5.42) is related to the polynomial fuzzy con-
troller gain Gk(x˘) while the one in (5.43) is related to the polynomial fuzzy observer
gain Lj(x˘). In this case, more arrangement can be imposed on (5.43) without affect-
ing (5.42) which is already a convex problem. Other techniques such as completing
square (Lemma 4 and Lemma 5) [53] and Finsler’s lemma [55] can also be used
to further separate decision variables instead of matrix decoupling technique [54].
However, they increase the dimension of matrices or increase the number of deci-
sion variables resulting in higher computational demand. In contrast, using matrix
decoupling technique leads to smaller dimension of matrices or less number of deci-
sion variables at the expense of larger number of stability conditions.




























Performing congruence transformation to (5.45) by pre-multiplying and post-
multiplying diag{Y,Y} to both sides, denoting Mj(x˘) = YLj(x˘), and then applying
Schur complement to both (5.44) and (5.45), we obtain
p∑
i,j,k=1
w˜ijkΦijk(x, x˘) < 0, (5.46)
p∑
i,j,k=1
w˜ijkΘijk(x, x˘) < 0, (5.47)
where Φijk(x, x˘) and Θijk(x, x˘) are defined in (5.11) and (5.12), respectively. By
grouping terms with same membership functions, V˙ (z) < 0 can be achieved by
satisfying conditions (5.9) and (5.10). The proof is completed.
5.1.3 Simulation Examples
In this section, two simulation examples are provided to validate the proposed sta-
bility conditions. In the first example, we consider the stabilization control problem
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for an inverted pendulum using the proposed PFMB observer-controller. In the
second example, a nonlinear mass-spring-damper system is also stabilized by the
designed PFMB observer-controller.
5.1.3.1 Inverted Pendulum
In this example, we consider the same inverted pendulum on a cart as in (4.71).
Defining the region of interest as x1 ∈ [−70pi180 , 70pi180 ], the nonlinear term f1(x1) =
cos(x1)
4L/3−ampL cos2(x1) is represented by sector nonlinearity technique [9] as follows: f1(x1) =
µM11 (x1)f1min+µM21 (x1)f1max , where µM11 (x1) =
f1(x1)−f1max
f1min−f1max
, µM21 (x1) = 1−µM11 (x1), f1min =
0.5222, f1max = 1.7647. To reduce computational burden, other nonlinear terms
sin(x1) and tan(x1) are approximated by polynomials: sin(x1) ≈ s1x1 and tan(x1) ≈
t1x1, where s1 = 0.8578 and t1 = 1.5534. As a result, the inverted pendulum is de-
scribed by a 2-rule polynomial fuzzy model. The system and input matrices in




















. The measurement of output provided by sen-
sors may be affected by some physical influence such as the angular velocity of
the inverted pendulum. Therefore, similar to the example in [54], we suppose
the output is a function of system states: y = x1 + 0.01x1x2. Then the output
matrices are C1(x2) = C2(x2) = [1 + 0.01x2 0]. The membership functions are
w1(x1) = µM11 (x1) and w2(x1) = µM21 (x1). It is assumed that both system states x1
and x2 are unmeasurable.
It can be seen that the premise variable f1(x1) and the output matrix Ci(x2) all
depend on unmeasurable system states x1 or x2, and thus Theorem 5 is employed to
obtain a PFMB observer-controller to stabilize the inverted pendulum. We choose
α1 = 1×103, α2 = 1×106, β = 1×10−2, Nk(x˘2) of degree 0 and 2, Mj(x˘2) of degree 0
and 1, ε1 = ε2 = 1×10−3 and ε3 = ε4 = 1×10−7. The polynomial controller gains are
obtained as G1(x˘2) = [−1.1623×10−2x˘22 +1.5144×103 2.5661×10−2x˘22 +1.6857×
102] and G2(x˘2) = [−1.2124×10−1x˘22 +7.7898×102 2.7568×10−2x˘22 +1.0284×102],
and the polynomial observer gains are obtained as L1(x˘2) = [−6.0760 × 10−2x˘2 +
1.1223×102 −3.5682×10−2x˘2 +1.2580×102]T and L2(x˘2) = [−6.0760×10−2x˘2 +
1.1223× 102 − 3.5682× 10−2x˘2 + 1.2580× 102]T .
We apply the above polynomial controller gains and polynomial observer gains to
the original dynamic system of the inverted pendulum (4.71). Considering 4 different
initial conditions, the inverted pendulum is successfully stabilized where the time
response of system states are shown in Fig. 5.2. To demonstrate the estimated
system states offered by the polynomial fuzzy observer, we choose one of the above
initial conditions x(0) = [70pi
180
0]T and x˘(0) = [35pi
180
0]T for demonstration purposes
and the estimated system states are shown in Fig. 5.3. The corresponding control
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input is shown in Fig. 5.4. It can be seen that the proposed polynomial fuzzy
observer is an effective tool for nonlinear systems to observe unmeasurable states.

























x(0) = [ 70pi180 0]
T
x(0) = [ 35pi180 0]
T
x(0) = [− 35pi180 0]
T
x(0) = [− 70pi180 0]
T
(a) Time response of x1(t).

























x(0) = [ 70pi180 0]
T
x(0) = [ 35pi180 0]
T
x(0) = [− 35pi180 0]
T
x(0) = [− 70pi180 0]
T
(b) Time response of x2(t).
Figure 5.2: Time response of system states of the inverted pendulum with 4 different
initial conditions.
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(a) Time response of x1(t) and x˘1(t).
























(b) Time response of x2(t) and x˘2(t).
Figure 5.3: Time response of system states and estimated states for x(0) = [70pi
180
0]T .
5.1.3.2 Nonlinear Mass-Spring-Damper System
We follow the same control strategy in previous example to stabilize a nonlinear
mass-spring-damper system as shown in Fig. 5.5 whose dynamics is given by [88]
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Figure 5.4: Time response of control input u(t) for x(0) = [70pi
180
0]T .
and stated as follows:
Mx¨(t) + g(x(t), x˙(t)) + f(x(t)) = φ(x˙(t))u(t), (5.48)
where M is the mass; g(x(t), x˙(t)) = D(c1x(t) + c2x˙(t)
3 + c3(t)x˙(t)), f(x(t)) =
K(c4x(t) + c5x(t)
3 + c6x(t)) and φ(x˙(t)) = 1.4387 + c7x˙(t)
2 + c8 cos (5x˙(t)) are the
damper nonlinearity, the spring nonlinearity and the input nonlinearity, respectively;
M = D = K = 1, c1 = 0, c2 = 1, c3 = −0.3, c4 = 0.01, c5 = 0.1, c6 = 0.3, c7 =
−0.03, c8 = 0.2; and u(t) is the force.
Time t is dropped from now for simplicity. Denoting x1 and x2 as x and x˙,
respectively, and x = [x1 x2]





(−g(x1, x2)− f(x1) + φ(x2)u). (5.49)
The nonlinear term f1(x2) = cos (5x2) is represented by sector nonlinearity
technique [9] as follows: f1(x2) = µM11 (x2)f1min + µM21 (x2)f1max , where µM11 (x2) =
f1(x2)−f1max
f1min−f1max
, µM21 (x2) = 1−µM11 (x2), f1min = −1, f1max = 1. As a result, the nonlinear
mass-spring-damper system is described by a 2-rule polynomial fuzzy model. The






B1(x2) = [0 b1(x2)]
T , and B2(x2) = [0 b2(x2)]
T , where a1(x1) = − 1M (Dc1+K(c4+
c6) + Kc5x
2
1), a2(x2) = − 1M (Dc3 + Dc2x22), b1(x2) = 1M (1.4387 + c7x22 + c8f1min),
92






2+c8f1max). In addition, the output matrices are C1 = C2 =
[1 0]. The membership functions are w1(x2) = µM11 (x2) and w2(x2) = µM21 (x2).
It can be seen that the premise variable f1(x2) depends on unmeasurable system
state x2, and thus Theorem 5 is employed to design a PFMB observer-controller to
stabilize the nonlinear mass-spring-damper system. We choose Nk(x˘1) of degree 0
and 2, Mj(x˘1) of degree 0 and 2, and keep other settings the same as Example 5.1.3.1.
The polynomial controller gains are obtained as G1(x˘1) = [−1.4754 × 10−1x˘21 −
1.0447× 10 − 4.8074× 10−2x˘21 − 3.3439× 10] and G2(x˘1) = [−6.4731× 10−2x˘21 −
9.8315×10 −3.9791×10−2x˘21−3.3442×10], and the polynomial observer gains are
obtained as L1(x˘2) = [4.1689×10−3x˘21+9.2052×102 4.1692×10−3x˘21+1.0648×103]T
and L2(x˘2) = [4.1689× 10−3x˘21 + 9.2052× 102 4.1692× 10−3x˘21 + 1.0648× 103]T .
Considering 4 different initial conditions, the time response of system states are
shown in Fig. 5.6 which shows that the nonlinear mass-spring-damper system can be
stabilized by the designed polynomial fuzzy observer-controller. Choosing initiation
conditions x(0) = [1 0]T and x˘(0) = [0 0]T as an example, the estimated system
states are shown in Fig. 5.7. Consequently, it is feasible to apply the proposed
PFMB observer-control strategy for stabilization of nonlinear systems. Note that
in Fig. 5.7(a), the estimated state follows the original state quickly and it can only
been seen in the zoom-in figure.
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x(0) = [1 0]T
x(0) = [0.5 0]T
x(0) = [−0.5 0]T
x(0) = [−1 0]T

























x(0) = [1 0]T
x(0) = [0.5 0]T
x(0) = [−0.5 0]T
x(0) = [−1 0]T
(b) Time response of x2(t).
Figure 5.6: Time response of system states of the mass-spring-damper system with
4 different initial conditions.
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(a) Time response of x1(t) and x˘1(t).
























(b) Time response of x2(t) and x˘2(t).
Figure 5.7: Time response of system states and estimated states for x(0) = [1 0]T .
5.1.4 Conclusion
In this section, the stability of PFMB observer-control system has been investigated.
The polynomial controller gains and polynomial observer gains are allowed to be
a function of estimated states. Moreover, the premise variables are allowed to be
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unmeasurable which complicates the stability analysis but enhances the applicability
of the proposed PFMB observer-control scheme. Matrix decoupling technique has
been employed in the stability analysis to obtain convex SOS stability conditions.
Simulation examples have been presented to verify the stability analysis results and
demonstrate the effectiveness of the proposed PFMB observer-control scheme.
5.2 Design of Polynomial Fuzzy Observer-Controller
Using Completing Square Approach
5.2.1 Introduction
In this section, we design PFMB observer-controller using completing square ap-
proach instead of matrix decoupling technique. Compared with [60], we obtain the
polynomial observer gains and controller gains in one step rather than two steps.
The premise variables are unmeasurable which are more general than measurable
premise variables, and the output matrices are allowed to be polynomial matrices
instead of constant matrices. To achieve the one-step design, the completing square
approach refining the one in [53] is employed to derive the convex stability con-
ditions in terms of SOS. Compared with [53], the number of manually designed
parameters is reduced from 4 to 3, and the polynomial fuzzy model considered in
this section is more general than the T-S fuzzy model. Compared with matrix
decoupling technique, the completing square approach leads to smaller number of
stability conditions at the expense of larger dimension of matrices.
This section is organized as follows. The formulation of non-PDC polynomial
fuzzy observer and polynomial fuzzy controller is presented in Subsection 5.2.2.
Stability analysis of the PFMB observer-control system is conducted in Subsection
5.2.3. Finally, a conclusion is drawn in Subsection 5.2.4. Note that simulation
examples will be presented together with an optimization method in Subsection
5.4.3.
5.2.2 Preliminary
The PDC approach is not applied in this section for observer-controller design since
the membership functions will be optimized in the following sections. Therefore,
we provide the non-PDC form of the polynomial fuzzy observer and the polynomial
fuzzy controller here. Note that PDC approach can also be applied and we will
compare this optimization method with PDC approach in the simulation examples.
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5.2.2.1 Polynomial Fuzzy Observer
For brevity, time t is dropped from now. Define x˘ ∈ <n as the estimated system
state vector and y˘ ∈ <l as the estimated system output vector. The following













where Li(x˘) ∈ <n×l is the polynomial observer gain; mi(x˘) is the membership
function to be chosen and optimized, which satisfies
∑p
i=1mi(x˘) = 1.
Remark 22 Since we consider unmeasurable premise variables fη(x) for the poly-
nomial fuzzy model, the membership functions of the polynomial fuzzy observer mi(x˘)
should be allowed to depend on estimated system states x˘ rather than the original
system states x. Furthermore, the system output matrix Ci(x) is allowed to be a
function of system states x instead of constant matrix Ci. The above settings include
those in [60] as particular cases.
5.2.2.2 Polynomial Fuzzy Controller
With the obtained estimated system states x˘ from (5.50), The polynomial fuzzy





where Gi(x˘) ∈ <m×n is the polynomial controller gain.
Remark 23 The PDC approach with mi(x˘) = wi(x˘), i = 1, 2, . . . , p is not neces-
sarily applied in this section. Instead, the membership function of the polynomial
fuzzy observer-controller mi(x˘) will be optimized in the following sections such that
the performance of the closed-loop system is better than when using PDC approach.
Furthermore, the shapes of the membership function mi(x˘) can be chosen freely by
users for different purposes. For example, the shapes can be chosen to be simpler
than those of wi(x) to reduce the complexity of the observer-controller, or chosen
to include the PDC approach as a special case for the comparison of performance
during the optimization.
5.2.3 Stability Analysis
In this section, we conduct the stability analysis for PFMB observer-control systems.
In the following, the dynamics of the closed-loop system is given first. Then, the
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stability conditions are derived based on the Lyapunov stability theory. The control
synthesis is achieved by solving the stability conditions.
The estimation error is defined as e = x − x˘, and then we have the closed-
loop system (shown in Fig. 4.1) consisting of the polynomial fuzzy model (5.1),






































+ (Aj(x˘)− (Bi(x)−Bj(x˘))Gk(x˘)− Lj(x˘)Ck(x))e
)
. (5.54)
The control objective is to make the augmented PFMB observer-control system
(formed by (5.52) and (5.54)) asymptotically stable, i.e., x → 0 and e → 0 as
time t→∞, by determining the polynomial controller gain Gk(x˘) and polynomial
observer gain Lj(x˘).
Theorem 6 The augmented PFMB observer-control system (formed by (5.52) and
(5.54)) is guaranteed to be asymptotically stable if there exist matrices X ∈ <n×n,Y ∈
<n×n,Nk(x˘) ∈ <m×n,Mj(x˘) ∈ <n×l, k, j ∈ {1, 2, . . . , p} and predefined scalars
γ1 > 0, γ2 > 0, γ3 such that the following SOS-based conditions are satisfied:
νT1 (X− ε1I)ν1 is SOS; (5.55)
νT2 (Y − ε2I)ν2 is SOS; (5.56)
− νT3 (Φijk(x, x˘) + Φikj(x, x˘) + ε3(x, x˘)I)ν3 is SOS
∀i, j ≤ k; (5.57)
where
Φijk(x, x˘) =
















ijk (x, x˘) Θ˜
(13)
ik (x, x˘) Θ
(14)
∗ −γ1I 0 0
∗ ∗ −γ2I 0















Φ˜(12) = [0n×(3n+l) Y]T , (5.61)
Φ˜
(13)
j (x˘) = [0l×(3n+l) Mj(x˘)
T ]T , (5.62)
Θ˜
(12)




ik (x, x˘) = [(Ci(x)−Ck(x˘))X 0l×n]T , (5.64)
Θ(14) = [0n×n γ3I]T , (5.65)
Θ
(44)
jk (x˘) = Ξˆ
(22)






ik (x, x˘) = Ai(x)X + Bi(x)Nk(x˘), (5.67)
Ξ˜
(12)
ik (x, x˘) = −Bi(x)Nk(x˘), (5.68)
Ξˆ
(22)
jk (x˘) = YAj(x˘)−Mj(x˘)Ck(x˘), (5.69)
H˜ijk(x, x˘) = (Ai(x)−Aj(x˘))X + (Bi(x)−Bj(x˘))Nk(x˘), (5.70)
K˜ijk(x, x˘) = −(Bi(x)−Bj(x˘))Nk(x˘); (5.71)
ν1, ν2, ν3 are arbitrary vectors independent of x and x˘ with appropriate dimensions;
ε1 > 0, ε2 > 0 and ε3(x, x˘) > 0 are predefined scalar polynomials; and the polyno-
mial controller and observer gains are given by Gk(x˘) = Nk(x˘)X
−1 and Lj(x˘) =
Y−1Mj(x˘), respectively. The number of decision variables is n2 + n+ pnt(mn+ nl)
where nt is the number of terms in each entry of the polynomial matrices Nk(x˘) and
Mj(x˘). The number of SOS conditions is
1
2
(p3 + p2) + 2.







k=1wi(x)mj(x˘)mk(x˘), the augmented PFMB observer-














ijk (x, x˘) + Hijk(x, x˘) Ξ
(22)





ik (x, x˘) = Ai(x) + Bi(x)Gk(x˘), (5.74)
Ξ
(21)









Figure 5.8: Procedure of the proof for Theorem 6.
Ξ
(12)
ik (x, x˘) = −Bi(x)Gk(x˘), (5.76)
Ξ
(22)
jk (x˘) = Aj(x˘)− Lj(x˘)Ck(x˘), (5.77)
Hijk(x, x˘) = Ai(x)−Aj(x˘) + (Bi(x)−Bj(x˘))Gk(x˘), (5.78)
Kijk(x, x˘) = −(Bi(x)−Bj(x˘))Gk(x˘). (5.79)
The procedure of the proof is shown in Fig. 5.8. As can be seen, the completing
square approach (Lemmas 4 and 5) will be applied to obtain convex conditions.
The following Lyapunov function candidate is employed to investigate the sta-
bility of the augmented PFMB observer-control system (5.72):






,X > 0,Y > 0, and thus P > 0.





T (PΞijk(x, x˘) + Ξijk(x, x˘)
TP)z. (5.81)
Therefore, V˙ (z) < 0 holds if (the conservativeness is introduced)
p∑
i,j,k=1
w˜ijk(PΞijk(x, x˘) + Ξijk(x, x˘)
TP) < 0. (5.82)
The augmented PFMB observer-control system (5.72) is guaranteed to be asymp-
totically stable if V (z) > 0 by satisfying P > 0 and V˙ (z) < 0 by satisfying (5.82)
excluding x = 0. However, the condition (5.82) is not convex, which cannot be
solved by convex programming technique. In what follows, we apply the refined
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completing square approach (Lemmas 4 and 5) and congruence transformation to
derive (conservatively) convex SOS conditions such that the polynomial controller
gain Gk(x˘) and the polynomial observer gain Lj(x˘) can be obtained in one step.
Denoting Mj(x˘) = YLj(x˘) , (5.82) becomes
p∑
i,j,k=1
w˜ijk(Ξˆijk(x, x˘) + Ξˆijk(x, x˘)
T ) < 0, (5.83)
where
Ξˆijk(x, x˘) =[




ijk (x, x˘) + YHijk(x, x˘) Ξˆ
(22)





ijk (x, x˘) = −Mj(x˘)(Ci(x)−Ck(x˘)), (5.85)
and Ξˆ
(22)
jk (x˘) is defined in (5.69).
Applying Lemma 4, we have
p∑
i,j,k=1














































































































ik (x, x˘) X
−1Ξ(12)ik (x, x˘)





ik (x, x˘) = X
−1Ξ(11)ik (x, x˘) + (X
−1Ξ(11)ik (x, x˘))
T , (5.88)
Φ(12) = [0n×n Y]T , (5.89)
Φ
(13)
j (x˘) = [0l×n Mj(x˘)
T ]T , (5.90)
Θ
(12)















jk (x˘) = Ξˆ
(22)













and γ1 and γ2 are positive scalars.
There are two purposes of applying Lemma 4. One is separating matrix Y
from other unknown matrices. Another is leaving some convex (or convex after
Schur complement) terms into Υˆ
(22)
jk (x˘) in (5.94). Subsequently, the purpose of
applying Lemma 5 is exactly to preserve the convex terms in Υˆ
(22)
jk (x˘) from being
affected by the following congruence transformation. When separating matrix Y,
other unknown matrices can all be grouped into Θ
(12)
ijk (x, x˘) in (5.91) such that only
one design parameter is required, which is the reason that the number of design
parameters is less than that in [53]. Note that the conservativeness is introduced by
Lemmas 4 and 5.
Performing congruence transformation to both sides of (5.86) by pre-multiplying


















































ijk (x, x˘), Θ˜
(13)
ik (x, x˘), Ξ˜
(11)
ik (x, x˘) and Ξ˜
(12)
ik (x, x˘), are defined in (5.63), (5.64),
(5.67) and (5.68), respectively.




































Applying Lemma 5 to the term X(Υˆ
(22)
jk (x˘) + Υˆ
(22)
kj (x˘))X (the conservativeness
is introduced), we have
X(Υˆ
(22)











≤2(− γ23(Υˆ(22)jk (x˘) + Υˆ(22)kj (x˘)2 )−1 − 2γ3X), (5.98)
where γ3 is an arbitrary scalar.





Γijk(x, x˘) + Γikj(x, x˘)


































where Γijk(x, x˘) and Θ
(14) are defined in (5.60) and (5.65).
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Φijk(x, x˘) + Φikj(x, x˘)
)
< 0, (5.100)
where Φijk(x, x˘) is defined in (5.58).
Therefore, V˙ (z) < 0 if condition (5.97) holds which can be achieved by satisfying
condition (5.57). Note that the conservativeness is introduced [3, 12] by using SOS
conditions . The proof is completed.
5.2.4 Conclusion
In this section, the polynomial fuzzy observer with unmeasurable premise variable
has been designed based on the polynomial fuzzy model using refined completing
square approach. To draw a distinction from existing papers [53, 60], more general
settings (polynomial fuzzy model, unmeasurable premise variables), less design steps
and parameters have been attained in this section. Note that simulation examples
will be presented together with an optimization method in Subsection 5.4.3. In
the future, the problems of applying polynomial Lyapunov function in the fuzzy
observer-control system are left to be solved.
5.3 Combination with Sampled-Output Measure-
ment
5.3.1 Introduction
Although sampled-data polynomial fuzzy observer-controller are relatively less inves-
tigated, it is vital to the nonlinear control systems when full states are not available
for performing feedback control. In this section, we consider the polynomial fuzzy
observer using sampled-output measurements for state estimation. Input-delay ap-
proach [63] is employed to investigate the system stability. Compared with [70–72]
with T-S fuzzy observer using sampled-output measurements, the proposed polyno-
mial fuzzy observer has more of the general form.
This section is organized as follows. In Subsection 5.3.2, stability analysis is
conducted for PFMB observer-control system under sampled-output measurements.
In Subsection 5.3.3, simulation examples are provided to demonstrate the feasibility
and validity of stability conditions. In Subsection 5.3.4, a conclusion is drawn.
5.3.2 Stability Analysis
In Subsection 5.1.2, matrix decoupling technique is employed to obtain convex SOS-
based stability conditions. In this section, using similar techniques, we extend the
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stability analysis to PFMB observer-control systems with sampled-output measure-
ment.
Considering premise variable fη(x) depending on unmeasurable system states
x and output matrix Ci not depending on system states x, we denote sampled
output y as ys, where ys = y(ts˜), ts˜, s˜ = 1, 2, . . . ,∞, is the sampling time and
ts˜+1 − ts˜ ≤ h. The input-delay approach [63] is employed to represent the sampling
behavior. Denoting τ(t) = t − ts˜ < h for ts˜ ≤ t < ts˜+1, the sampled output vector
can be written as ys = y(t − τ(t)). Similarly, the sampled system state vector can
be written as xs = x(t− τ(t)).
Remark 24 In case using sampled-output measurements, the output matrix Ci does
not depend on system states x. If Ci(x) is considered to be a polynomial matrix of
x, Ci(xs) and Ci(x˘s) will exist in the stability analysis which is more difficult to be
handled. Therefore, constant output matrix Ci is considered in this section to ease
the design and analysis.


















where x˘s ∈ <n and y˘s ∈ <l are the estimated sampled system states and output,
respectively.
With the PDC design approach [1, 3], the polynomial fuzzy controller is given
in (5.3). Recalling that the estimation error is defined as e = x − x˘, we define the
sampled estimation error as es = xs − x˘s, and then we have the closed-loop system
(shown in Fig. 5.9) consisting of the polynomial fuzzy model (5.1), the polynomial























































+ Am(x)e− Lj(x˘)(Ci −Cl)x˘s − Lj(x˘)Cies
)
. (5.104)
The control objective is to make the augmented observer-control system ((5.103)
and (5.104)) asymptotically stable, i.e., x˘ → 0 and e → 0 as time t → ∞, by
determining the polynomial controller gain Gk(x˘) and polynomial observer gain
Lj(x˘).
Theorem 7 The augmented PFMB observer-control system (formed by (5.103) and
(5.104)) is guaranteed to be asymptotically stable if there exist matrices X ∈ <n×n,Y ∈
<n×n, Q˜ ∈ <2n×2n,Nk(x˘) ∈ <m×n,Mj(x˘) ∈ <n×l, k = 1, 2, . . . , p, j = 1, 2, . . . , p, and
predefined scalers α1 > 0, α2 > 0, α3 > 0, α4 > 0, β > 0 and γ such that the following
SOS-based conditions are satisfied:
νT (X− ε1I)ν is SOS; (5.105)
νT (Y − ε2I)ν is SOS; (5.106)
νT (Q˜− ε3I)ν is SOS; (5.107)
− νT (Φjkm(x, x˘) + Φkjm(x, x˘) + ε4(x, x˘)I)ν is SOS
∀m, j ≤ k; (5.108)
− νT (Θijlm(x, x˘) + ε5(x, x˘)I)ν is SOS ∀i, j, l,m; (5.109)
where
Φjkm(x, x˘) =


















I 0 0 0
∗ ∗ − 1
α4
I 0 0
∗ ∗ ∗ − 1
α3
I 0











Φ˜(12) = [0N×2N X 0N×2N ]T , (5.113)




m (x)− Q˜ Λ˜(12)ij (x˘) + Q˜ 0 Λ˜(14)m (x)
∗ −2Q˜ Q˜ Λ˜(24)ij (x˘)
∗ ∗ −Q˜ 0
∗ ∗ ∗ γ2Q˜ + Λ˜(44)
 , (5.115)
Θ(12) = [0N×N Y 0N×6N ]T , (5.116)
Θ(13) = [0N×2N Y 0N×5N ]T , (5.117)
Θ(14) = [0N×7N Y]T , (5.118)
Θ˜
(15)
ijl (x˘) = [H˜ijl(x˘)
T − H˜ijl(x˘)T 0N×4N
hH˜ijl(x˘)




















































































jkm(x, x˘) = (Am(x)−Aj(x˘))X
+ (Bm(x)−Bj(x˘))Nk(x˘), (5.129)
Ξ˜(22)m (x) = YAm(x), (5.130)
K˜ij(x˘) = Mj(x˘)Ci, (5.131)
H˜ijl(x˘) = Mj(x˘)(Ci −Cl); (5.132)
ν is an arbitrary vector independent of x with appropriate dimensions; ε1 > 0, ε2 >
0, ε3 > 0, ε4(x, x˘) > 0 and ε5(x, x˘) > 0 are predefined scalar polynomials; and
the polynomial controller and polynomial observer gains are given by Gk(x˘) =
Nk(x˘)X
−1 and Lj(x˘) = Y−1Mj(x˘), respectively.

















































jk (x˘) = Aj(x˘) + Bj(x˘)Gk(x˘), (5.136)
Ξ
(21)
jkm(x, x˘) = Am(x)−Aj(x˘) + (Bm(x)−Bj(x˘))Gk(x˘), (5.137)
Ξ(22)m (x) = Am(x), (5.138)
Kij(x˘) = Lj(x˘)Ci, (5.139)
Hijl(x˘) = Lj(x˘)(Ci −Cl). (5.140)
The procedure of the proof is shown in Fig. 5.10. As can be seen, the matrix de-
coupling technique will separate the conditions into two parts and convex conditions
will be obtained for both parts.
The following Lyapunov function candidate is employed to investigate the sta-
bility of the augmented PFMB observer-control system with sampled-output mea-
surements (5.133):
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Figure 5.10: Procedure of the proof for Theorem 7.





,X > 0,Y > 0, and thus P > 0. The time
derivative of V (z) is obtained as follows:




Denoting augmented vectors zh = [x˘(t − h)T e(t − h)T ]T ,Z = [zT zTs zTh ]T ,





≤− (z− zs)TQ(z− zs)− (zs − zh)TQ(zs − zh). (5.143)
Then V˙ (z) becomes


























 Ω(x, x˘) PBˆijl(x, x˘) + Q 0∗ −2Q Q
∗ ∗ −Q
 , (5.145)




ijklm(x, x˘) = [hPAˆjkm(x, x˘) hPBˆijl(x, x˘) 0]
T . (5.147)
Using Schur complement, V˙ (z) < 0 holds if
p∑
i,j,k,l,m=1












Applying Lemma 5 to the term −PQ−1P and then performing congruence trans-









jkm(x, x˘)− Qˆ Υˆ(12)ijl (x˘) + Qˆ 0 Υˆ(14)jkm(x, x˘)
∗ −2Qˆ Qˆ Υˆ(24)ijl (x˘)
∗ ∗ −Q˜ 0






























































Qˆ = P−1QP−1, (5.159)
Ξˆ
(11)
jk (x˘) and Ξˆ
(21)
jkm(x, x˘) are defined in (5.128) and (5.129), respectively.
Similar to the development in Subsection 5.1.2, applying Lemma 4 and matrix






























Φ(12) = [0N×2N X 0N×5N ]T , (5.161)
Θ
(15)
ijl (x˘) = [Hijl(x˘)
T −Hijl(x˘)T 0N×4N
hHijl(x˘)





jkm(x, x˘) 0 0 Γ
(14)
jkm(x, x˘)
∗ Γ(22) 0 0
∗ ∗ 0 0

















m (x)− Qˆ Λ(12)ij (x˘) + Qˆ 0 Λ(14)m (x)
∗ Λ(22) − 2Qˆ Qˆ Λ(24)ij (x˘)
∗ ∗ −Qˆ 0








m (x) + Ξˆ
(22)












































jkm(x, x˘) are defined in (5.120) and (5.121), respectively.
















































Performing congruence transformation to (5.174) by pre-multiplying and post-
multiplying diag{Y,Y,Y,Y,Y,Y,Y,Y} to both sides and applying Schur com-
plement to both (5.173) and (5.174), we obtain
p∑
j,k,m=1
w˜jkmΦjkm(x, x˘) < 0, (5.175)
p∑
i,j,l,m=1











,Φjkm(x, x˘) and Θijlm(x, x˘) are defined in (5.110)
and (5.111), respectively. By grouping terms with same membership functions,
V˙ (z) < 0 if conditions (5.108) and (5.109) hold. The proof is completed.
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5.3.3 Simulation Examples
In this example, we consider the same inverted pendulum on a cart as in (4.71).
In addition, sampled-output measurements are employed for the design of PFMB
observer-controller where the sampling interval is chosen to be h = 0.05 seconds. The
output is assumed to be a function of system states: y = −0.161f1(x1) + 1.1841.
Consequently, the output matrices are C1 = [1.1 0] and C2 = [0.9 0]. Other
settings such as the fuzzy modeling are the same as Example 5.1.3.1.
Theorem 7 is employed for the design of PFMB observer-controller. We choose
α1 = 1× 106, α2 = 1× 105, α3 = 1× 103, α4 = 1× 103, β = 1× 10−2, γ = 1× 10−1,
Nk(x˘2) of degree 0 and 2, Mj(x˘2) of degree 0 and 2, ε1 = ε2 = ε3 = 1 × 10−3,
and ε4 = ε5 = 1× 10−7. The polynomial controller gains are obtained as G1(x˘2) =
[−2.1745 × 10−1x˘22 + 1.1463 × 103 3.8649 × 10−2x˘22 + 4.6925 × 102] and G2(x˘2) =
[−2.6277×10−1x˘22+5.6804×102 7.7914×10−2x˘22+1.9794×102], and the polynomial
observer gains are obtained as L1(x˘2) = [8.3334× 10−13x˘22 + 1.5901× 10 1.8529×
10−11x˘22 + 2.3319 × 10]T and L2(x˘2) = [6.6685 × 10−12x˘22 + 1.5901 × 10 3.0865 ×
10−11x˘22 + 2.3319× 10]T .
The above polynomial controller gains and polynomial observer gains are applied
to the original dynamic system of the inverted pendulum (4.71). Considering 4
different initial conditions, the time response of system states are shown in Fig. 5.11
which shows that the inverted pendulum can be successfully stabilized. Choosing
initiation conditions x(0) = [70pi
180
0]T and x˘(0) = [35pi
180
0]T for demonstration, the
estimated system states are shown in Fig. 5.12. The corresponding sampled output
and control input are shown in Fig. 5.13. As is exhibited in Fig. 5.13(a), the
measured output is kept to be constant during the sampling interval. Although the
sampling activity increases the difficulty of controlling the inverted pendulum, the
proposed polynomial fuzzy observer-controller can successfully stabilize the inverted



























x(0) = [ 70pi180 0]
T
x(0) = [ 35pi180 0]
T
x(0) = [− 35pi180 0]
T
x(0) = [− 70pi180 0]
T

























x(0) = [ 70pi180 0]
T
x(0) = [ 35pi180 0]
T
x(0) = [−35pi180 0]
T
x(0) = [−70pi180 0]
T
(b) Time response of x2(t).




















































(b) Time response of x2(t) and x˘2(t).




































































(b) Time response of u(t).
Figure 5.13: Time response of sampled output, estimated sampled output and con-
trol input for x(0) = [70pi
180
0]T .
To compare the proposed control strategy with some relevant published papers,
the polynomial fuzzy model used to represent the inverted pendulum is more general
than T-S fuzzy model considered in [70–72]. The unmeasurable premise variables
appeared in these examples provide more freedom for designing polynomial fuzzy
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model than measurable premise variables in [60]. Furthermore, one step design of the
observer-controller is achieved instead of two steps [60] or iterative procedure [66].
The controller is allowed to be polynomial and the output matrix C is allowed to
be different in each fuzzy rule, both of which are more general than what proposed
in [69]. Additionally, the maximum sampling interval 0.018 seconds achieved in [66]
for the inverted pendulum is exceeded to 0.05 seconds in this section benefited from
the continuous-time polynomial fuzzy observer. Note that 0.05 seconds may not
be the maximum sampling interval for this method since the interval can become
larger achieved by adjusting the predefined parameters or the degree of polynomial
matrices in the theorem.
5.3.4 Conclusion
In this section, the stability of PFMB observer-control system with sampled-output
measurements has been investigated. Matrix decoupling technique has been em-
ployed in the stability analysis to obtain convex SOS stability conditions. Sim-
ulation examples have been presented to verify the stability analysis results and
demonstrate the effectiveness of the proposed PFMB observer-control scheme.
5.4 Optimization of Membership Functions
5.4.1 Introduction
In this section, we aim to improve the performance of the PFMB observer-control
system by optimizing the membership functions of the polynomial fuzzy observer-
controller. The optimal membership functions in this section are understood in
the following way: given a cost function, a set of linear (or polynomial) observer-
controllers, and the form of membership function with some parameters to be op-
timized, the optimal membership functions are the ones that combine the linear
observer-controllers to form a fuzzy observer-controller which provides the lowest
cost subject to the system stability. The gradient descent approach improving the
one in [76] is exploited to achieve the optimization, which provides better perfor-
mance than PDC approach. Compared with [76], the observer-based system is
considered in this section and the cost function is generalized by taking into ac-
count the control input. More precise gradients are obtained by considering the
summation-one property of the membership functions.
This section is organized as follows. The optimization of membership functions
of the polynomial observer-controller is carried out in Subsection 5.4.2. Simulation
examples demonstrate the proposed design and optimization method in Subsection
5.4.3. Finally, a conclusion is drawn in Subsection 5.4.4.
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5.4.2 Algorithm Design
After designing the polynomial observer-controller gains from Subsection 5.2.3, the
subsequent objective is to optimize the membership functions of the polynomial
fuzzy observer-controller mi(x˘) in (5.50) and (5.51).
It is assumed that 0 ≤ mi(x˘, αi) ≤ 1 is designed as any differentiable functions
with respect to both x˘ and αi, where αi = [αi1 αi2 · · · αiqi ]T , i = 1, 2, . . . , p− 1
(p is the number of fuzzy rules), are parameters to be optimized (e.g. Gaussian
membership functions with mean and standard deviation to be determined). Then
all parameters to be optimized are denoted as α = [αT1 α
T
2 · · · αTp−1]T . It is
noted that the last membership function is defined as mp(x˘, α1, . . . , αp−1) = 1 −∑p−1
i=1 mi(x˘, αi) such that the condition
∑p
i=1mi(x˘, αi) = 1 is satisfied. For brevity,
we denote αp = f(α1, . . . , αp−1) and mp(x˘, α1, . . . , αp−1) = mp(x˘, αp).





ϕ(x(t), x˘(t), α)dt+ ψ(x(Tt), x˘(Tt), α), (5.177)
where Tt is the total time; ϕ and ψ are any differentiable functions with respect to
x, x˘ and α.
Remark 25 In (5.177), the term
∫ Tt
0
ϕ(x(t), x˘(t), α)dt reflects the performance through-
out time 0 to Tt and the term ψ(x(Tt), x˘(Tt), α) addresses the final state of the system
at time Tt. Since we consider the equilibrium point to be x = 0, these two terms are
normally chosen to be non-negative such that the minimum is J(α) = 0 when x = 0.
Both of these two terms are functions of x, x˘ and α such that the estimated states
x˘ and the control input u(x˘, α) are allowed to exist in the cost function, which are
more general than [76–78].
The constraint of the optimization is the dynamics of the closed-loop system









mi(x˘, αi)mj(x˘, αj)gij(x, x˘),
x(0) = x0, x˘(0) = x˘0, (5.178)













ijk (x, x˘) = Ak(x)x + Bk(x)Gi(x˘)x˘,
g
(21)
ijk (x, x˘) = (Aj(x˘)+Bj(x˘)Gi(x˘))x˘+Lj(x˘)(Ck(x)x−Ci(x˘)x˘); polynomial observer-
controller gains Gi(x˘) and Lj(x˘) are obtained from Section 5.2.3. It is also assumed
that the initial condition x0 is known such that the optimization can be carried out
oﬄine.
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Remark 26 Under the condition
∑p
i=1 mi(x˘, αi) = 1, the calculated dynamics of
the PFMB system (5.178) is equivalent to the dynamics of the original nonlinear
system. In [76], however, the calculated dynamics is different from the dynamics
of the original nonlinear system without considering the summation-one condition.
Since the gradients will be calculated based on the obtained dynamics, the gradients
calculated in this section will be more precise than those in [76].
The task is to optimize α according to the given performance index (5.177) under
the constraint (5.178). In what follows, we propose sufficient conditions for the
stationary points of the cost function, and then apply the gradient descent method
to find the parameters achieving the local minimum.
Applying the Lagrange multiplier λ(t) ∈ <1×2n to combine the constraint (5.178)











mi(x˘, αi)mj(x˘, αi)gij(x, x˘)
− [x˙T ˙˘xT ]T ))dt+ ψ(x(Tt), x˘(Tt), α). (5.179)
Note that the constraint (5.178) is placed in the integration from time 0 to Tt such
that λ can be determined to eliminate some unknown variables in the following.
Theorem 8 A stationary point of the cost function (5.179) is obtained when the
parameters α = [αT1 α
T
2 · · · αTp−1]T (where αi = [αi1 αi2 · · · αiqi ]T , i =


























=0, ∀k = 1, 2, . . . , p− 1, l = 1, 2, . . . , qk, (5.180)
where x and x˘ are given by the constraint (5.178) and the Lagrange multiplier λ(t)
is chosen such that




























J˜(α, λ) and ∂J˜(α,λ)∂αkl
Choosing λ

















Proof The structure of the following analysis is shown in Fig. 5.14 first. The
variational method [76] is employed to obtain ∂J˜(α,λ)
∂αkl
in (5.180), since it is difficult
to calculate the partial derivative directly. In other words, the perturbation and
directional derivative will be obtained first instead of the partial derivative.
Denoting the perturbed parameters as α = α+
−→
θ kl = [α
T
1 , · · · , αTk, · · · , αTp−1]T ,
where   1 and −→θ kl = [0, · · · , 0, θkl, 0, · · · , 0]T , k = 1, 2, . . . , p − 1, l = 1, 2, . . . , qk,
the resulting variation in the dynamics of the system becomes x = x + η1(t) and
x˘ = x˘ + η2(t). Note that in parameters α, only the l
th entry of αk is perturbed.
Also, η1(0) = η2(0) = 0 since the initial conditions x(0) = x(0) = x0, x˘(0) =
x˘(0) = x˘0 are unchanged. For brevity, we denote αp = f(α1, . . . , αk, . . . , αp−1).






ϕ(x, x˘, α) + λ
(
m1(x˘, α1)m1(x˘, α1)g11(x, x˘)
+ · · ·+m1(x˘, α1)mk(x˘, αk)g1k(x, x˘)
+ · · ·+mp(x˘, αp)mp(x˘, αp)gpp(x, x˘)
− [x˙T ˙˘xT ]T
))
dt+ ψ(x(Tt), x˘(Tt), α). (5.182)
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Taking the directional derivative of J˜(α, λ) along the direction
−→

































































(gip(x, x˘) + gpi(x, x˘))
)
θkl













In (5.183), to deal with
∫ Tt
0
−λ[η˙T1 η˙T2 ]Tdt, we exploit integration by parts.
Defining η = [ηT1 η
T
2 ]
T and recalling that η1(0) = η2(0) = 0 , we have∫ Tt
0


























































(gik(x, x˘) + gki(x, x˘)) +
∂mp(x˘, αp)
∂αkl






















To find the relation between ∇−→
θ kl





















By choosing λ as in (5.181) and substituting (5.186) into (5.185), we can eliminate




The proof is completed.
The following gradient descent algorithm [76] is employed to optimize the pa-
rameters α at each iteration i:
Initialize the counter i, the step size β(i) and the parameters α(i)
while stopping criteria are not met do
compute x and x˘ forward from time 0 to Tt by (5.178);
compute λ backward from time Tt to 0 by (5.181);














update the parameters α(i+1) = α(i) − β(i)∇J˜(α(i));
i← i+ 1
end
Result: optimal parameters α
The algorithm terminates when the stopping criteria are met, for instance, the
change of the gradient |∇J˜(α(i+1))−∇J˜(α(i))| is smaller than a limit or the maximum
number of iterations is reached.
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5.4.3 Simulation Examples
In this section, four examples are provided to show the procedure of applying the
design and optimization methods to control nonlinear systems. A numerical model
is handled first, followed by three physical models.
5.4.3.1 Numerical Example
Consider the nonlinear system extended from [60]:
x˙1 = sin(x1) + 5x2 + (x
2
2 + 5)u,
x˙2 = −x1 − x32,
y = x1 + 0.1x1x
2
2.
Defining the region of interest as x1 ∈ (−∞,∞), the nonlinear term f1(x1) =
sin(x1)
x1
is represented by sector nonlinearity technique [9] as follows: f1(x1) = µM11 (x1)f1max+
µM21 (x1)f1min , where µM11 (x1) =
f1(x1)−f1min
f1max−f1min
, µM21 (x1) = 1−µM11 (x1), f1min = −0.2172, f1max =













where x = [x1 x2]














T , and C1(x2) = C2(x2) = [1+0.1x
2
2 0]; the membership func-
tions are wi(x1) = µM i1(x1), i = 1, 2. It is assumed that both system states x1 and
x2 are unmeasurable. Note that with the enhanced modeling capability of the poly-
nomial fuzzy model, the polynomial term x22 does not need to be modeled by the
sector nonlinearity technique. Otherwise, 2 more rules are required and the only
local stability in x2 can be guaranteed.
Theorem 6 is employed to design the PFMB observer-controller to stabilize the
system. We choose γ1 = 1 × 10−3, γ2 = 1 × 10−4, γ3 = 1, Nk(x˘2) of degree 0
and 2 in x˘2, Mj(x˘2) of degree 0 and 2 in x˘2, and ε1 = ε2 = ε3 = 1 × 10−4.
The polynomial controller gains are obtained as G1(x˘2) = [−1.7202 × 10−1x˘22 −
3.5836 × 10−1 − 6.0958 × 10−2x˘22 − 3.0850 × 10−1] and G2(x˘2) = [−1.8171 ×
10−1x˘22 − 4.1202 × 10−1 − 7.9720 × 10−2x˘22 − 2.6510 × 10−1], and the polynomial
observer gains are obtained as L1(x˘2) = [3.8483x˘2 + 6.7683 1.2525x˘2 + 2.9268]
T
and L2(x˘2) = [3.8713x˘2 + 5.6684 1.2599x˘2 + 2.8682]
T .
Remark 27 When users cannot manually determine the predefined parameters in
Theorem 6 to find solutions, some algorithms such as genetic algorithm can be em-
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ployed to search for feasible parameters. Moreover, less conservative form of the
completing square approach can be applied, which however requires more predefined
parameters.
To optimize the membership functions mi(x˘1) of the polynomial fuzzy observer-
controller, the Gaussian membership function is applied: m1(x˘1, α1) = e
− (x˘1−α11)2
2α212
and m2(x˘1, α1) = 1−m1(x˘1, α1), where α = [αT1 ]T = [α11 α12]T are the parameters
to be optimized. We consider ϕ(x, x˘, α) = xTQx+u(x˘, α)TRu(x˘, α), ψ(x(Tt), x˘(Tt), α) =
x(Tt)











The total time is Tt = 10 seconds, and the initial conditions are x0 = [5 0]
T , x˘0 =
[0 0]T . The stopping criterion is that the change of the gradient |∇J˜(α(i+1)) −
∇J˜(α(i))| is less than 0.01. Choosing the step size β(i) = 5 (moderate step size
should be chosen to avoid divergence and slow convergence speed) for all iterations
i and initializing the parameters α(0) = [0 1]T , we obtain the optimized results
α11 = 2.3137, α12 = 1.1873 and corresponding cost J(α) = 6.7519. Comparing with
the cost J = 7.1428 obtained by PDC approach (mi(x˘1) = wi(x˘1), i = 1, 2), the
optimized membership functions provide better performance.
To verify the optimized membership functions and cost, the gradient ∇J(α) is
shown in Fig. 5.15 generated by sampling parameters α. It can be seen that the
lower costs occur when α11 is around 2.5 and α12 is around ±1.5, which coincides
with the optimized parameters.
Figure 5.15: The descent of the gradient ∇J(α), where the arrow indicates the
direction of the gradient descent and the contour indicates the value of the cost
J(α).
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The original membership function wi(x1) for the polynomial fuzzy model and the
optimized membership function mi(x˘1) for the polynomial fuzzy observer-controller
are shown in Fig. 5.16(a) and Fig. 5.16(b), respectively. As shown in the figures, the
optimized membership functions are different from the original membership function
of the polynomial fuzzy model, which results in different performance compared with
the PDC approach. It is noted that the stability is still guaranteed since the pre-
viously employed positive and summation-one properties of membership functions
remain unchanged.
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(a) wi(x1) for the polynomial fuzzy model.
(b) Optimized mi(x˘1) for the polynomial fuzzy observer-controller.
Figure 5.16: Membership functions.
Applying the designed polynomial observer-controller gains and the optimized
membership functions to control the nonlinear system, the responses of system
states, estimated states and their counterparts by PDC approach are shown in Fig.
5.17 and Fig. 5.18. The control input is shown in Fig. 5.19. The optimized mem-
bership functions perform better than the PDC approach with less overshoot and
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Figure 5.17: Time response of system state x1, its estimation x˘1 and its counterpart
by PDC approach.
settling time.
5.4.3.2 Nonlinear Mass-Spring-Damper System
Following the same procedure in Example 5.4.3.1, we try to stabilize a nonlinear
mass-spring-damper system as in (5.48). Denoting x1 and x2 as x and x˙, respectively,





(−g(x1, x2)− f(x1) + φ(x2)u),
y = x1.
The nonlinear term f1(x2) = cos (5x2) is represented by sector nonlinearity
technique [9] as follows: f1(x2) = µM11 (x2)f1min + µM21 (x2)f1max , where µM11 (x2) =
f1(x2)−f1max
f1min−f1max
, µM21 (x2) = 1 − µM11 (x2), f1min = −1, f1max = 1. Therefore, the nonlin-















Figure 5.18: Time response of system state x2, its estimation x˘2 and its counterpart
by PDC approach.
where x = [x1 x2]





, a1(x1) = − 1M (Dc1 +
K(c4 + c6) +Kc5x
2
1), a2(x2) = − 1M (Dc3 +Dc2x22); B1(x2) = [0 b1(x2)]T , B2(x2) =
[0 b2(x2)]











C1 = C2 = [1 0]; the membership functions are wi(x2) = µM i1(x2), i = 1, 2. Again,
the polynomial fuzzy model demonstrates its superiority by keeping polynomial
terms x21 and x
2
2. Otherwise, 2
3 = 8 rules in total are required to precisely model
the nonlinear mass-spring-damper system with only local stability in both x1 and
x2.
It is implied that the premise variable f1(x2) depends on unmeasurable system
state x2, and thus Theorem 6 is employed to design the PFMB observer-controller
with unmeasurable premise variables. We choose γ1 = 1× 106, γ2 = 1× 10−3, γ3 =
1×10−2, Nk(x˘1) of degree 0 and 2 in x˘1, Mj(x˘1) of degree 0 and 2 in x˘1, ε1 = ε2 = 1×
10−4, and ε3 = 1× 10−6. The polynomial controller gains are obtained as G1(x˘1) =
[−4.3492× 10−1x˘21− 8.3374× 10−2 − 2.7182x˘21− 1.0842] and G2(x˘1) = [−4.2491×
10−1x˘21−2.8176×10−1 −2.7888x˘21−1.4408], and the polynomial observer gains are
obtained as L1(x˘2) = [7.4229×10−3x˘21+2.1987×102 4.9731×10−2x˘21+6.0260×102]T
and L2(x˘2) = [7.4219× 10−3x˘21 + 2.1987× 102 4.9577× 10−2x˘21 + 6.0218× 102]T .
Remark 28 The existing polynomial fuzzy observer [60] fails to deal with Examples
5.4.3.1 and 5.4.3.2 since it requires the premise variable to be measurable. To further
compare with the two-step procedure in [60], we simplify the model in Example 5.4.3.2
by assuming the premise variable is measurable. However, by choosing the degree of
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Figure 5.19: Time response of the control input u and its counterpart by PDC
approach.
polynomial matrix variables the same as those in this section, no feasible solution is
found. Consequently, the proposed polynomial fuzzy observer with one-step design is
less conservative than the two-step procedure in [60].
To optimize the membership functions, in this example, we choose the sinusoidal




sin (α11x˘2 + α12) + 1
)
and m2(x˘2, α1) = 1 −
m1(x˘2, α1), where α = [α
T
1 ]
T = [α11 α12]
T are the parameters to be optimized.
The cost function, total time and stopping criteria are the same as in Example
5.4.3.1. The initial conditions are x0 = [1 0]
T , x˘0 = [0 0]
T . Choosing the step
size β(i) = 2 for all iterations i and initializing the parameters α(0) = [0 0]T , we
obtain the optimized results α11 = 0.5347, α12 = 0.5747 and corresponding cost
J(α) = 6.4968, which is still better than the cost J = 6.6349 obtained by PDC
approach (mi(x˘2) = wi(x˘2), i = 1, 2).
To show the mechanism of the optimization, the descent of the gradient ∇J(α) is
shown in Fig. 5.20 and the original membership function wi(x2) and the optimized
membership function mi(x˘2) are exhibited in Figs. 5.21(a) and 5.21(b), respectively.
It can be summarized that the local minima appear periodically in terms of the
phase α12, which is consistent of the property of the sinusoidal function. The PDC
approach is included in the optimization by considering α11 = 5, α12 = −pi2 . As can
be seen, the cost value of this point in Fig. 5.20 is larger than the one found by the
optimization.
Remark 29 When the optimization is non-convex, the local minima may be found
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Figure 5.20: The descent of the gradient ∇J(α), where the arrow indicates the
direction of the gradient descent and the contour indicates the value of the cost
J(α).
by the gradient descent approach instead of the global minima. Therefore, the result-
ing performance depends on the initial conditions of the optimization. However, a
better performance than PDC approach can still be guaranteed by setting the initial
condition of the optimization as the PDC approach, namely choosing the form of
mi(x˘, αi) and α
(0) such that mi(x˘, αi) = wi(x˘). In this way, the optimized perfor-
mance is better than or at least equal to the PDC approach.
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(a) wi(x2) for the polynomial fuzzy model.
(b) Optimized mi(x˘2) for the polynomial fuzzy observer-controller.
Figure 5.21: Membership functions.
Applying the designed polynomial observer-controller gains and the optimized
membership functions to control the nonlinear mass-spring-damping system, the re-
sponses of system states, estimated states and their counterparts by PDC approach
are shown in Figs. 5.22 and 5.23. The response of the control input is shown in Fig.
5.24. Although the optimized membership functions lead to slightly more overshoot
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Figure 5.22: Time response of system state x1, its estimation x˘1 and its counterpart
by PDC approach.
in x1, they save much more control energy
1 in u. In other words, the optimiza-
tion finds a better trade-off between the performance of the system states and the
control energy, which results in a lower overall cost. In short, the proposed design
and optimization of polynomial fuzzy observer-controller are feasible for controlling
nonlinear systems. Note that in Fig. 5.22, the estimated state follows the original
state quickly and it can only been seen in the zoom-in figure.
5.4.3.3 Ball-and-Beam System
In this example, we further test the proposed approach on a system with higher





4 − g sin(x3)),
x˙3 = x4,
x˙4 = u,
y = [x1 x2 x4]
T .
where x1 and x2 are the position and velocity of the ball, respectively; x3 and x4
are the angle and angular velocity of the beam, respectively; u is the control input;
1Defined as a quadratic term u(x˘, α)TRu(x˘, α) in the cost function for this example.
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Figure 5.23: Time response of system state x2, its estimation x˘2 and its counterpart
by PDC approach.
y is the output vector; B = 0.6; g = 10m/s2.
Defining the region of interest as x3 ∈ [−20pi180 , 20pi180 ], the nonlinear term f1(x3) =
sin(x3)
x3
is represented by sector nonlinearity technique [9] as follows: f1(x3) = µM11 (x3)f1min+
µM21 (x3)f1max , where µM11 (x3) =
f1max−f1(x3)
f1max−f1min
, µM21 (x3) = 1−µM11 (x3), f1min = 0.9798, f1max =


















0 1 0 0
Bx24 0 −Bgf1min 0
0 0 0 1
0 0 0 0
 ,A2(x4) =

0 1 0 0
Bx24 0 −Bgf1max 0
0 0 0 1
0 0 0 0
 ,
B1 = B2 = [0 0 0 1]
T ,C1 = C2 =
 1 0 0 00 1 0 0
0 0 0 1
 ;
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Figure 5.24: Time response of the control input u and its counterpart by PDC
approach.
the membership functions are wi(x3) = µM i1(x3), i = 1, 2. Again, the polynomial
fuzzy model demonstrates its superiority by keeping the polynomial term x24. Oth-
erwise, 22 = 4 rules are required by T-S fuzzy model in [88].
It is implied that the premise variable f1(x3) depends on unmeasurable system
state x3, and thus Theorem 6 is employed to design the PFMB observer-controller
with unmeasurable premise variables. We choose γ1 = 1×10−6, γ2 = 1×10−2, γ3 = 2,
Nk(x˘4) of degree 0 and 2 in x˘4, Mj(x˘4) of degree 0 and 2 in x˘4, ε1 = ε2 = 1× 10−4
and ε3 = 1 × 10−6. Note that the predefined parameters γ1, γ2, γ3 are chosen by
trial-and-error. Users can try different magnitudes until a feasible solution is found.
The obtained polynomial observer-controller gains are:
G1(x˘4) = [3.3079× 10−1x˘24 + 2.6902 7.6596× 10−2x˘24 + 2.5305
− 2.1583× 10−1x˘24 − 1.0746× 10 − 6.5337× 10−2x˘24 − 4.3596],
G2(x˘4) = [3.3078× 10−1x˘24 + 2.7261 7.6595× 10−2x˘24 + 2.5393
− 2.1583× 10−1x˘24 − 1.0765× 10 − 6.5337× 10−2x˘24 − 4.3655],
L1(x˘4) =
2.16× 10−2x˘24 + 5.57 1.97× 10−1x˘24 + 5.18× 10 −3.74× 10−4x˘24 − 2.11× 10−1
2.01× 10−1x˘24 + 5.07× 10 2.85x˘24 + 7.52× 102 −4.99× 10−3x˘24 − 3.37
−6.39× 10−3x˘24 − 1.55 −1.14× 10−1x˘24 − 3.00× 10 8.18× 10−4x˘24 + 3.00× 10−1




Figure 5.25: The ball-and-beam system .

2.16× 10−2x˘24 + 5.57 1.97× 10−1x˘24 + 5.18× 10 −3.74× 10−4x˘24 − 2.12× 10−1
2.01× 10−1x˘24 + 5.07× 10 2.85x˘24 + 7.52× 102 −4.99× 10−3x˘24 − 3.39
−6.39× 10−3x˘24 − 1.55 −1.14× 10−1x˘24 − 3.00× 10 8.18× 10−4x˘24 + 3.01× 10−1
−2.95× 10−4x˘24 − 7.18× 10−2 −5.16× 10−3x˘24 − 1.35 4.72× 10−5x˘24 + 1.63× 10−2
.
To optimize the membership functions mi(x˘3) of the polynomial fuzzy observer-
controller, the Gaussian membership function is applied: m1(x˘3, α1) = e
− (x˘3−α11)2
2α212
and m2(x˘3, α1) = 1−m1(x˘3, α1), where α = [αT1 ]T = [α11 α12]T are the parameters
to be optimized. The cost function, total time and stopping criteria are the same
as in Example 5.4.3.1. The initial conditions are x0 = [0.25 0 0.1 0]
T , x˘0 =
[0.25 0 0 0]T . Choosing the step size β(i) = 1 for all iterations i and initial-
izing the parameters α(0) = [0.1 0.1]T , we obtain the optimized results α11 =
−0.0872, α12 = 0.3147 and the corresponding cost J(α) = 1.5068, which is still bet-
ter than the cost J = 1.5266 obtained by PDC approach (mi(x˘3) = wi(x˘3), i = 1, 2).
Applying the designed polynomial observer-controller gains and the optimized
membership functions to control the ball-and-beam system, the responses of system
states and estimated states are shown in Figs. 5.26 and 5.27. Again, the example
demonstrates the applicability of the proposed design and optimization strategy.
Remark 30 The numerical complexity of applying Theorems 6 and 8 are shown in
Tables 5.1 and 5.2, respectively. For Theorem 6, the computational time increases
as the number of polynomial terms, the polynomial degrees, the dimension of the
system and the number of fuzzy rules increase. As is known, the computational
demand is relatively higher for the SOS technique compared with the LMI technique.
For Theorem 8, the computational time also increases when the system is more
complicated. This limitation makes the proposed optimization method only applicable
oﬄine instead of online.
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Figure 5.26: Time response of system state x1, its estimation x˘1 and its counterpart
by PDC approach.









Example 5.4.3.1 1 22 8 1.6
Example 5.4.3.2 2 22 8 66.0
Example 5.4.3.3 1 84 8 21.4
5.4.3.4 Mobile Robot Navigation
In this example, we try to compare the proposed optimization scheme with the
existing method in [76]. The following unicycle model (an idealized two-wheeled
robot cart moving in a two-dimensional world) as shown in Fig. 5.28 is employed to
study the mobile robot navigation problem [76]:
x˙1 = v cos(x3),
x˙2 = v sin(x3),
x˙3 = u,
where (x1, x2) is the Cartesian coordinate of the center of the unicycle; x3 ∈ (−pi, pi]
is its orientation with respect to the x1-axis; v = 1; u is the control input. Defining
x = [x1 x2 x3]
T and z = [x1 x2]
T , the control objective is to navigate the mobile
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Figure 5.27: Time response of system state x2, its estimation x˘2 and its counterpart
by PDC approach.




Example 5.4.3.1 4.5 6
Example 5.4.3.2 26.5 7
Example 5.4.3.3 92.1 4
robot from initial position x0 = [−1.5 0 0]T to goal position zg = [x1g x2g]T =
[3 0]T and avoid the obstacle za = [x1a x2a]
T = [0 0]T .
Since the method in [76] cannot deal with fuzzy observer, we only employ fuzzy





where m1(x1, α1) = 1 − e−α11(x1−x1a)2 and m2(x1, α1) = 1 − m1(x1, α1) are the
membership functions with parameter α = [αT1 ]
T = α11 to be optimized; u1 =
Cg(φg(z) − x3) and u2 = Ca(pi + φa(z) − x3) are predefined control laws for be-
haviors “go-to-goal” and “avoid-obstacle”, respectively; Cg = 10, Ca = 1; φg(z) =
arctan(x2g − x2, x1g − x1) and φa(z) = arctan(x2a − x2, x1a − x1) can be understood
as angles from the goal position and the obstacle respectively to the robot when the
robot is oriented to x1-axis.
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Figure 5.28: The unicycle model.







Theorem 8 0.5590 1 1.5 10
[76] 0.6013 2 3.4 5
We consider ϕ(x, x˘, α) = ae−b||z−za||
2
+ c||z− zg||2, ψ(x(Tt), x˘(Tt), α) = 0 in the
cost function (5.177), where a = 2, b = 10, c = 0.01. The first part ae−b||z−za||
2
is used
to drive the mobile robot away from the obstacle, and the second part c||z − zg||2
is used to drive the mobile robot to the goal position. The total time and stopping
criteria are the same as in Example 5.4.3.1. Choosing the step size β(i) = 1 for all
iterations i and initializing the parameters α(0) = 1, we obtain the optimized results
α11 = 0.7200 and the trajectory of the mobile robot is shown in Fig. 5.29. Since
the robot rotates and translates simultaneously, the robot does not move exactly
towards the goal, which results in oscillation around the goal. The oscillation can
be reduced by increasing the rotating coefficient Cg or decreasing the translating
coefficient v.
Remark 31 The comparison with [76] is summarized in Table 5.3. The settings






and α11, α21 ∈ [0.1, 10]. Using these settings, it can be seen that
m2(x1, α2) is independent of m1(x1, α1) and thus
∑2
i=1mi(x1, αi) 6= 1 during the cal-





, this is not considered in the algorithm and the calculated
gradient is imprecise. Therefore, compared with existing approach, Theorem 8 pro-
vides more accurate gradient and less number of parameters to be optimized, which
leads to lower cost and less computational time.
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Figure 5.29: The trajectory of the mobile robot where “×” indicates the initial
position and “” indicates the obstacle position.
5.4.4 Conclusion
In this section, the performance of FMB control strategy have been improved. The
membership functions of the polynomial observer-controller have been optimized to
minimize a general performance index. To draw a distinction from existing papers,
more general settings (cost function) and more precise gradients have been attained
in this section. Simulation examples have been provided to demonstrate the en-
hanced performance. In the future, shortening the optimization time to meet the
requirement of online application can be further investigated.
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Chapter 6
Conclusion and Future Work
6.1 Conclusion
In this thesis, the stability conditions of FMB control systems have been relaxed such
that the applicability of FMB control scheme is improved. For T-S fuzzy model,
the HODLF is employed to reduce the conservativeness of stability conditions. The
HODLF generalizes the commonly used first order derivative. By exploiting the
properties of membership functions and the dynamics of the FMB control system,
convex and relaxed stability conditions can be derived. The comparison between
the proposed HODLF and existing methods is summarized in Table 6.1. As shown
in the table, the proposed HODLF exhibits lower conservativeness. Note that the
two compared methods in [2] provide the same results in this thesis.
For polynomial fuzzy model, a general form of approximated membership func-
tions is proposed, which is implemented by Taylor series expansion. TSMFs can
be brought into stability conditions such that the relation between membership
functions and system states is expressed. To further reduce the conservativeness,
different types of information are taken into account: the boundary of membership
functions, the property of membership functions and the boundary of operating
domain. The comparison between the proposed TSMF and existing methods is
summarized in Table 6.2. As shown in the table, the proposed TSMF exhibits lower
conservativeness and more general form. Note that the analysis in [28] exploits some
properties that cannot be implemented in this thesis and thus the proposed TSMF
is not strictly relaxed than the method in [28].
Additionally, the applicability of FMB control scheme is also improved by con-
sidering fuzzy observer. Two types of T-S fuzzy observer have been designed for the
case where system states are not measurable for state-feedback control. The first
type is the relaxed T-S fuzzy observer. Premise membership functions depending
on unmeasurable premise variables are considered to enhance the flexibility and ap-
plicability of the fuzzy observer-controller. Convex stability conditions are obtained
through matrix decoupling technique. The proposed analysis is able to reduce the
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Proposed HODLF Low Required
Theorem 6 in [2]
(fuzzy Lyapunov function)
High Required
Theorem 7 in [2]
(fuzzy Lyapunov function)
High Not required











number of predefined scalars by adequately choosing the augmented vector. The
stability conditions are relaxed by membership-function-dependent approach which
takes the information of membership functions into consideration in the stability
analysis. The comparison between the proposed relaxed T-S fuzzy observer and
existing methods is summarized in Table 6.3. As shown in the table, the proposed
relaxed T-S fuzzy observer exhibits lower conservativeness and smaller number of
predefined scalars. Note that the augmented vector is chosen differently from [54]
and thus the proposed fuzzy observer is not strictly relaxed than the method in [54].
Also, the number of predefined scalars can be larger than 3 in [54] if other control
problems are involved.
The second type is T-S fuzzy functional observer, which is designed to directly es-
timate the control input instead of the system states. A new form of fuzzy functional
observer is proposed to facilitate the stability analysis such that the observer gains
can be numerically obtained and the stability can be guaranteed simultaneously.
The proposed form is also in favor of applying separation principle to separately
design the fuzzy controller and the fuzzy functional observer. The comparison be-
tween the proposed relaxed T-S fuzzy functional observer and existing methods is
summarized in Table 6.4. As shown in the table, the proposed T-S fuzzy functional
observer exhibits lower order and guaranteed stability.
Apart from the T-S fuzzy observer, the polynomial fuzzy observer has also been
designed to generalize the T-S fuzzy observer. Premise membership functions de-
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Linear observer High N/A
















pending on unmeasurable premise variables are also considered. The matrix decou-
pling technique and the refined completing square approach are employed to achieve
convex stability conditions. The comparison between the proposed polynomial fuzzy
observer and existing methods is summarized in Table 6.5. As shown in the table,
the proposed polynomial fuzzy observer exhibits less design steps and more general
form. In addition, the comparison between the two proposed polynomial fuzzy ob-
servers is summarized in Table 6.6. As shown in the table, both methods have their
own advantages on the complexity of stability conditions.
We further extend the design and analysis to polynomial fuzzy observer-controller
using sampled-data technique for nonlinear systems where only sampled-output mea-
surements are available. The comparison between the proposed polynomial fuzzy
observer under sampled-output measurement and existing methods is summarized
in Table 6.7. As shown in the table, the proposed method exhibits more general
form.
Moreover, the membership functions of the polynomial observer-controller are
optimized by the improved gradient descent method, which outperforms the widely
applied PDC approach according to a general performance index. The comparison
between the proposed optimization algorithm and existing methods is summarized
in Table 6.8. As shown in the table, the proposed method exhibits more general
form and precise gradients.
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observer (by matrix decoupling)
One Unmeasurable Polynomial
Proposed polynomial fuzzy
observer (by completing square)
One Unmeasurable Polynomial
Polynomial fuzzy observer [60] Two Measurable T-S
Table 6.6: Comparison between the proposed polynomial fuzzy observer using ma-













Simulation examples have been provided to demonstrate the relaxation of the
proposed stability conditions and the feasibility of designed fuzzy observer-controllers.
6.2 Future Work
The potential research directions are listed as follows:
1) Since the bounds of the derivative of membership functions are required for the
proposed HODLF, more advanced techniques may be applied to meet or elim-
inate the boundary requirement of the derivative of membership functions. If
there is no boundary requirement, the users will not need to check the deriva-
tive of membership functions which is more convenient to use. However, these
advanced techniques may complicate the stability analysis, which need further
investigation. Additionally, only up to second order derivatives are considered
for HODLF, more terms with higher order derivatives can be employed. More-
over, the analysis for HODLF is still conservative which makes it not strictly
relaxed than traditional Lyapunov functions. How to make it strictly relaxed
than the traditional ones is an open problem for future work.
2) During the derivation using proposed TSMFs, the conservativeness is still in-
troduced. Future work can be done to bring specific membership function
vrirl(xr) into stability conditions if vrirl(xr) is chosen to be polynomials, which
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Table 6.7: Comparison between the proposed polynomial fuzzy observer under









Proposed method Polynomial Polynomial T-S Observer
[69] Polynomial T-S Constant Static
[70–72] T-S T-S T-S Observer







Proposed method Polynomial Yes Precise
[76] N/A No Not precise
has potential to further reduce the conservativeness. Except using Taylor
series expansion to approximate the original membership functions, other ap-
proximation methods can also be applied such as some fitting algorithms. A
comparison can be made for different approximation methods to show how the
approximation errors influence the conservativeness. Apart from the theoreti-
cal points, the numerical errors and computational demands for applying this
method need to be reduced. Perhaps computers with more powerful hardware
should be employed.
3) The relaxation of T-S FMB observer-control systems is very preliminary since
few work has been done for relaxation involving fuzzy observers. Other ad-
vanced methods of relaxation can be applied for systems involving fuzzy ob-
server. The difficulty is that the premise variables in the membership functions
are unmeasurable. In order to apply existing methods of relaxation for sys-
tems involving fuzzy observer, some modification should be made on existing
methods to overcome the difficult of unmeasurable premise variables. Also,
the same problems can be investigated for PFMB observer-control systems.
4) Only continuous-time system is investigated in this thesis. In discrete time, for
example, the discrete-time T-S fuzzy functional observer can be investigated
by extending existing discrete-time linear functional observer. The technique
for discrete-time linear functional observer has already been developed, which
is similar to continuous-time one. With existing technique, it will be straight-
forward to investigate discrete-time T-S fuzzy functional observer.
5) Only quadratic Lyapunov function is employed for the proposed polynomial
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fuzzy observer. If polynomial Lyapunov function is employed, the conditions
will be non-convex unless some strong assumptions are made on the input
and output matrices of the fuzzy model. However, using polynomial Lya-
punov function can relax the stability conditions since it is more general than
quadratic Lyapunov function. The problems of applying polynomial Lyapunov
function in the fuzzy observer-control system are left to be solved. Regarding
to the non-convex conditions, there exist some algorithms for directly solving
them. However, there is no guarantee that a feasible solution can be found
even if there exists one. If a more effective algorithm with theoretical proof can
be developed, the non-convex stability conditions can be directly used without
any transformation or predefined parameters.
6) The proposed optimization of membership function for fuzzy observer-control
systems can only be conducted oﬄine due to the computational burden. How
to shorten the time of optimization to meet the requirement of online appli-
cation can be further investigated. The time of optimization comes from the
iterative process of the gradient decent approach. If the optimal solution can
be analytically calculated or the iterative process can be simplified, it will save
much computational time.
7) The theoretical meaning of this work is to improve the applicability of FMB
control approach. Only simulation examples have been provided to demon-
strate the theoretical work. Therefore, it would be more persuasive if a real
model can be employed for demonstration. To start with, some simple models
such as the inverted pendulum, the ball-and-plate system and the memristor
can be built. After a preliminary model has been built, some improvement
can be made to reduce the errors between the real system and the simulated
system. In this way, we can find out whether the proposed methods are ef-
fective to solve practical problems or whether they suffer from the practical
environment such as modeling errors and uncertainties. Furthermore, since
robotics and artificial intelligence are very popular in the modern world, the
proposed methods can be applied to systems such as manipulators and mobile
robots. The traditional methods for controlling manipulators highly rely on
the real-time computation of Jacobian matrices. If FMB control approach can
be applied, such real-time process may be eliminated to save time. Therefore,
future collaboration with researchers from this field can be made in order to




Consider the following two matrices:







where In is n × n identity matrix. Due to Gj ∈ <m×n and G+j ∈ <n×m, we have
rank(P) = n and rank(Q) = m+ n where Q is of full rank.
Therefore, we have
rank(PQ) = rank(P) = n,
where PQ = [G+j In −G+j Gj]. Due to [G+j In −G+j Gj] ∈ <n×(m+n), [G+j In −
G+j Gj] is of full row rank.
According to the rank-nullity property [89], the rank of the left nullspace of
[G+j In −G+j Gj] is 0. Then we can get the equivalent relation:
Φij[G
+




Examples in Subsection 4.1.4
Table B.1: The upper bounds of membership functions for Example 4.1.4.1.
γ111 = 9.9970× 10−1 γ121 = 1.6970× 10−1 γ131 = 9.6106× 10−2
γ211 = 3.7987× 10−1 γ221 = 6.4484× 10−2 γ231 = 3.6519× 10−2
γ311 = 9.9970× 10−1 γ321 = 1.6970× 10−1 γ331 = 9.6106× 10−2
γ112 = 1.6970× 10−1 γ122 = 1.4435× 10−1 γ132 = 1.6970× 10−1
γ212 = 6.4484× 10−2 γ222 = 5.4850× 10−2 γ232 = 6.4484× 10−2
γ312 = 1.6970× 10−1 γ322 = 1.4435× 10−1 γ332 = 1.6970× 10−1
γ113 = 9.6106× 10−2 γ123 = 1.6970× 10−1 γ133 = 9.9970× 10−1
γ213 = 3.6519× 10−2 γ223 = 6.4484× 10−2 γ233 = 3.7987× 10−1
γ313 = 9.6106× 10−2 γ323 = 1.6970× 10−1 γ333 = 9.9970× 10−1
γ11 = 9.9980× 10−1 γ12 = 3.7991× 10−1 γ13 = 9.9980× 10−1
γ21 = 3.7991× 10−1 γ22 = 1.4436× 10−1 γ23 = 3.7991× 10−1
γ31 = 9.9980× 10−1 γ32 = 3.7991× 10−1 γ33 = 9.9980× 10−1
Table B.2: The upper bounds of membership functions for Example 4.1.4.2.
γ112 = 3.1283× 10−2 γ122 = 1.7340× 10−1
γ212 = 1.4850× 10−1 γ222 = 8.2310× 10−1
γ11 = 3.8979× 10−2 γ12 = 1.8503× 10−1




The MATLAB codes for simulation examples in Subsection 5.3.3 can be downloaded
by the following link: http://www.inf.kcl.ac.uk/staff/hklam/docs/
MatlabCodes(paper105).zip. Readers may use the codes to easily implement the
proposed polynomial fuzzy observer-controllers.
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