Abstract A new full approximation storage multigrid method has been developed for Euler equations. Instead of the usual approach of using frozen s (the relative truncation error between ®ne and coarse grid levels), the relative truncation error is distributed over coarse grids based on the solution of a set of model equations at every time step. This allows for more number of sweeps at coarse grid level. As a result, the present multigrid method is able to accelerate the solution at much faster rate than the conventional multigrid method. A ®rst order Steger and Warming¯ux vector splitting strategy has been used here for solving Euler equations as well as the model equations for s. Results are presented to demonstrate the ability of the present multigrid method.
Introduction
As the ®eld of Computational Fluid Dynamics is getting matured, the algorithms are becoming more sophisticated to achieve high computational reliability. Upwind approach based on¯ux-splitting of Euler equations is one such example. Most often, the advantages of such algorithms are obtained at the cost of increased computational work in comparison to ordinary methods. In order to offset the additional expense, it is highly desirable to accelerate convergence so that their applications in solving large practical problems become feasible.
Multigrid method is one of the most effective ways to accelerate convergence. Although multigrid method has been originally developed and found to be very successful for elliptic problems, it has been shown in several references (Ni, 1982; Jameson, 1983 ) that this method can also greatly accelerate the convergence of numerical schemes used for solving Euler equations. In case of Euler equations, the emphasis has been on the speed at which disturbances are propagated through the domain on coarse grids by allowing for large time step while keeping ®ne grid accuracy. Furthermore, the number of variables being smaller, the requirement of computational time is comparatively less when it is iterated on coarse grid level. It is, therefore, imperative to have more number of sweeps on the coasest grid level to derive maximum bene®t from multigrid application. Unfortunately, there is restriction on the number of sweeps on coarse grid levels for Euler equations. Usually, the multigrid methods for Euler equations restrict the number of sweeps to one at coarse grid levels (Anderson and Whit®eld, 1988) .
Generally, multigrid algorithms based on Full Approximate Storage (FAS) concept is used for solving Euler equations. In this type of approach, usually`frozen s' strategy of Brandt (1980) is adopted (Anderson and Whit®eld, 1988; Meinke and Ha Ènel, 1991) to maintain ®ne grid level accuracy while working on coarse grid levels; where s is the`relative truncation error' between the ®ne and coarse grid levels that drives the solution on coarse grid. It is termed`frozen s', because s is kept ®xed at its value in a previous time step so long as solution is evolving on coarse grid (Brandt, 1980 ). Working on a coarser level with s frozen at its value in a previous time step implies ignoring changes in high frequency components of errors; whereas the high frequency components themselves are not neglected (Brandt, 1980) . It has been found for Euler equations that arbitrarily more number of sweeps on coarse grid level results in a loss of accuracy and deterioration of convergence rate. The loss of accuracy and deterioration in convergence rate occur due to freezing the relative truncation error s. It has been found that best results are obtained when s value is updated as often as possible and one sweep is done on all intermediate grid levels between two successive interpolations and restrictions (Meinke and Ha Ènel, 1991) . This updating is done by making frequent visit to the ®nest grid level, which is combersome and time consuming.
One way out of this problem is to redistribute s on the coarse grid itself to take care of the changes in the high frequency error components while the solution is evolving on it. This will avoid frequent visit to the ®nest grid level and thus allowing for more number of sweeps on the course grid level in one multigrid cycle. The redistribution of s are performed here by solving a set of model equations for s on the coarse grid level itself without revisiting the ®nest grid level. In this approach, the correction term on coarse level is varied such that the new value of the correction term approximates the value that could have been obtained from the actual ®ne grid information.
In this paper, we solve the Euler equations and the set of s equations using same upwind method, so that the variations in the correction terms for high frequency error components always match with the evolution of the solution of the Euler equations at any grid level. A few test cases have been considered to evaluate the performance of the present multigrid algorithm. A signi®cant amount of improvement in the convergence rate has been shown to achieve using the present multigrid method.
Discretization of Euler equations
The Euler equations in integral form in an arbitrary twodimensional domain X is given by X oU ot oF ox oG oy dX 0 1 which can further be written as
where n x and n y denotes the Cartesian components of unit normal vectors on the elemental surface dS bounding the ®nite volume X. The ®eld and¯ux vectors are
The discretized form of the Euler equations (2), using ®nite volume method, can be written as
where R ij is the residual due to the¯ux imbalances inside a control volume X ij that eventually goes to zero on acheiving steady state. The residual R ij is evaluated as
where summation is over all the faces S k , k 1Y XXY n, that constitute the boundary of the control volume X ij . In the present case, quadrilateral (i.e. n 4) shaped control volumes have been considered. At the k-th face S k , Fn x Gn y k is evaluated based on ®rst order Steger and Warming (1981) ¯ux vector splitting strategy.
Multigrid approach
The basic idea behind multigrid strategy is to accelerate convergence to steady state using a series of coarse grids to produce corrections to the solution on the ®nest grid. The use of coarse grids in a multigrid scheme transmits informations to the boundaries of the domain with signi®-cantly less computational effort than would be required on the ®ne grid. In this work, the full approximation storage (FAS) scheme of Brandt (1980) has been used. Consider a sequence of grids G k , k 1Y F F F Y N, where G N denotes the ®nest grid from which successively coarser grids can be formed by deleting every other mesh line in each direction. Let the ®nite volume approximation given by Eq. (6) on the ®nest grid be written in the operator form as
If the solution on the ®nest grid is suf®ciently smooth with respect to the high frequency solution components, the Eq. (8) can be approximated on a coarse grid G k by a modi®ed difference approximation,
where s N k is the`relative truncation error' between G k and G N . When the coarse grid G k is reached from the ®nest grid G N , the relative truncation error s N k is evaluated for the ®rst sweep using the de®nition,
where I k k1 and I k k1 are respectively restriction operators (described in Sect. 4) used to restrict the¯ow variables U k1 and the ®nite volume approximation L k1 U k1 from grid G k1 to G k . If immediately further sweeps are desired on the same coarse grid G k , then s N k must be updated to account for changes in high frequency components in the solution. This is obtained by solving model equations for s N k as described in Sects. 5 and 6.
Solution procedure
The solution sequence may use any cycle, e.g, V-, S-or W-cycles (Briggs, 1987) . In every case, it starts with the solution of Eq. (8) on the ®nest grid G N . Repeatedly the transfer Eq. (10) to the coarse grid G k is carried out whenever Eq. (9) is solved for the ®rst time after the transfer. If more than one sweep is desired at coarse grid G k , s is updated to a new value at every time step by solving a set of model equations described later. This new distribution of s takes care of the changes in high frequency solution components at the coarse level without revisiting the ®nest grid.
In contrast, other multigrid methods continue to use the same value of s that is obtained from the de®nition (10) so long as the solution is evolving on the coarse grid; that is, s is frozen at its previous value instead of allowing for its variation with time step. Since the FAS algorithm ensures ®ne grid accuracy on coarse grid level, the solution process should be made to evolve mostly on coarse grid level in order to increase the convergence rate. However, it has been observed that the solution process starts diverging after some sweeps at coarse grid in the`frozen s' approach. This may be attributed to the negligence of changes in high frequency components by`freezing s' during the iteration process. Thus the ®ne grid is required to be revisited to update s after some sweeps on the coarse grid in case of`frozen s' approach. This decreases the computational ef®ciency of multigrid process. In order to have more number of sweeps on coarse grid level, s N k values should be updated on coarse grid itself alongwith evolution of Euler solutions. Hence, a modi®ed FAS scheme is developed, with`updating s', to track the solution of Euler equations for longer time on coarse grid level.
Once the solution at the k-th level (coarse) grid is obtained after desired number of time steps, the correction between the``old'' ®ne grid solution U old k1 and the``new'' coarse grid solution U k is interpolated to the ®ne grid to update U old k1 :
where dU k is the correction at the k-th grid level,
and I k1 k is the interpolation operator described in the following section.
Grid transfer operators
In the present method, ®nite volume computations are performed on the physical plane, where different levels of nonuniform grids required in multigrid approach do not always overlap each other completely. In such a situation, conventional restriction and interpolation (bilinear) operators are not readily applicable, because certain amount of information is lost from the nonoverlapping part of the cell during transfer. When the coarser grid levels are generated by the agglomeration of ®ne grid control volumes, the simplicity of the basic solver is lost. Hence, the coarser grid levels are generated here by connecting the grid points left after eliminating the alternate ®ne grid points, in a structured manner. The coarser volumes thus generated on the basis of grid points alone, looses the ®ne grid details. Thus, the coarse volumes obtained may not match with the volumes obtained after amalgamation of ®ne grid cells. As a result, ensuring the conservation of dependent variables is nontrivial. We use an area weighted transfer rule, similar to that of Mavriplis (1988) , to transfer ow variables and residuals from the ®ne grid to the coarse grid and transfer correction from the coarse grid back to the ®ne grid. This procedure is conservative and for a sequence of Cartesian nested meshes reduces to conventional operators. A signi®cant improvement in the convergence rate has been observed (Mandal and Rajput, 1998) when above grid transfer operators are used as compared to conventional operators.
Restriction operators
If X fc represents the area of intersection between a coarse and a ®ne grid cell and when both are superimposed, thē ow variables on the coarse grid are given as
where subscripts k and k 1 indicate coarse and ®ne grid levels respectively. The summation is taken over all the ®ne grid cells which are the immediate neighbours of ®ne grid cells which comprise the coarse grid cell in a completely overlapped grid. Similarly, the residuals are transferred to the coarse grid as,
where subscripts refer to the ®ne and coarse grid values.
Interpolation operator
The transfer of corrections from coarse grid to ®ne grid is completed in the following two steps: A sn x B sn y k S k 20
where summation is over all the faces S k , k 1Y F F F Y n, that constitute the boundary of the control volume X ij . The term Asn x Bsn y k at any face S k is evaluated based on the signs of the eigenvalues of the matrix An x Bn y k , as it is done for Steger and Warming (1981) ¯ux splitting method for the Euler equations. It may be noted that the s-equations must be solved using the same upwind scheme as that of Euler equations to get best results.
Results and discussion
At ®rst, two test cases (Ni, 1982) , one involving subsonic (M I 0X5)¯ow and the other involving transonic (M I 0X675)¯ow, have been considered to ®nd the ef®cacy of the present multigrid method. In both of these cases, the¯ows in a channel with 10% thick circular arc bump in the lower wall are computed. The width of the channel is equal to the bump. The geometry and details are identical to the test cases used by Ni (1982) . A grid shown in Fig. 1(a) composed of 65 Â 17 points are used for both subsonic and transonic cases. For both the calculations, the¯ow in the channel is set initially uniform having the far upstream¯ow properties and then the¯ow tangency condition for the walls are applied after each time step. Since the inlet¯ow Mach number is less than unity in both the cases, only one¯ow variable can be extrapolated from inside the domain and other three variables are to be speci®ed at the inlet boundary (Hirsch, 1990) . We specify total pressure, total temperature and¯ow angle at the inlet boundary and density is extrapolated from inside. At the outlet,¯ow being subsonic, a set of exit conditions are derived by prescribing only static pressure p, extrapolating qu, qv, e, and computing q from the energy equation. The boundary conditions for s are speci®ed matching with the speci®cation of boundary conditions for¯ow variables. At the inlet, s corresponding to density is extrapolated from interior and other three s values are set to zero. At the out¯ow boundary, s corresponding to density is prescribed zero and rest of the s values are extrapolated from interior. An explicit ®rst order ®nite volume method based on Steger and Warming (1981) ¯ux vector splitting strategy is used for the solutions. In all the computations, CFL number of 0.9 is used and the solution is assumed to reach steady state when L 2 -norm of error of normalized x-momentum (qu) is less than 1X0 Â 10 À12 . The CPU time calculations here are based on ALPHA 3000-300 AXP 22 MFLOPS rating machine.
Since the number of time steps (sweeps) at different grid levels in the present multigrid method could be chosen arbitrarily, a set of experiments have been conducted to ®nd out optimum combination of sweeps at each grid level to achieve maximum convergence rate. For V cycle, Figs. 2, 3 show the total CPU time taken to converge to the steady state for various combinations of sweeps at different grid levels. In these ®gures, the solid line represents the CPU time variation for one sweep each on ®rst and second grid levels and varying number of sweeps on third level. It is observed, as depicted by the broken lines, the increase in the number of sweeps at intermediate grid level increases the CPU time required to reach the steady state, for any speci®ed number of sweeps on coarsest grid level, except for very low values of sweeps on the coarsest grid level. However, for some ®xed number of sweeps on ®rst two levels, there is one value of sweep on coarsest level for which the CPU time is minimum. Similar trends are observed while using W and S multigrid cycles.
Figures 4, 5 show the relative performance of different multigrid cycles for subsonic and transonic¯ows respectively. It is observed in the ®gures, V cycle gives better convergence rate for one sweep each on every grid levels. When the number of sweeps are increased to optimum value for each cycle, Sawtooth cycles take the minimum computational time to reach steady state. An optimum performance in terms of computational time is obtained when the number of sweeps on coarsest level (in S cycle) is around 8 for subsonic and around 6 for transonic problem with 65 Â 17 grid. This results in maximum savings of 92.452 and 90.88 in CPU time when compared with single grid solver for subsonic and transonic cases respectively.
As 65 Â 17 grid chosen earlier are quite coarse, we next consider 129 Â 33 (double size) grid, shown in Fig. 1(b) , to study the performance of the present multigrid method and solve for the subsonic (M I 0X5) problem. Figures 9±11 show the relative performance among a single (®nest) grid solver, a multigrid solver with`frozen s' (i.e., conventional method) and the present multigrid solver. For a convergence of 1X0 Â 10 À12 accuracy, a speed up of 10 to 21 times as compared to single (®nest) grid Fig. 4 . Effect of multigrid cycles on total CPU time for subsonic¯ow. Number of sweeps on ®rst and second grid levels are ®xed at unity Fig. 5 . Effect of multigrid cycles on total CPU time for transonic¯ow. Number of sweeps on ®rst and second grid levels are ®xed at unity Fig. 6 . Effect of varying sweeps at coarsest level on total CPU time for subsonic¯ow in a three level V multigrid cycle. Number of sweeps on ®nest level is unity Fig. 3 . Effect of varying sweeps at coarsest level on total CPU time for transonic¯ow in a three level V multigrid cycle. Number of sweeps on ®nest level is unity solver and 2.5 to 4.75 times as compared to the`frozen s' multigrid method have been achieved by the present multigrid method. It may be noted that maximum number of sweeps used at each grid level in`frozen s' multigrid approach is one; as it diverges in case of more sweeps at the coarsest level.
Concluding remarks
In any multigrid method, it is desirable to have more number of sweeps on coarsest grid level for achieving best acceleration rate. But, this could not be achieved by conventional multigrid methods, where the relative truncation error (s) between coarse and the ®ne grid levels as a correction to the coarse grid equations is kept frozen. When more than one sweep is sought to be spend on coarse level with s frozen at its value in a previous time step, the changes in high frequency components of solution are ignored. This necessitates updating of s by making frequent visit to the ®ne grid to avoid loss of accuracy of solution and deterioration of convergence rate. In this paper, an improved multigrid method has been suggested, wherein s is updated at the coarse grid itself with the help of model equations that approximately model the behaviour of s that would have been obtained from the actual ®ne grid informations. This avoid frequent visit to the ®ne grid and thus allowing for more number of sweeps on coarse grid level. The additional computational effort for solving s-equations is more than offset by the saving in computational time resulting from longer stay on the coarse grid level.
The pattern of evolution of¯ow variables and s being identical, for similar upwind approach based on identical eigenvalues being used for their solutions, number of sweeps at coarsest level could be increased almost inde®- nitely without affecting the accuracy of the ®nal converged solutions. The residue fall upto 1X0 Â 10 À12 accuracy has been possible in all the cases. Even though a large number of sweeps are possible at the coarsest grid level, there exists an optimum number of sweep for best convergence rate. The convergence rate starts decreasing as number of sweeps at the coarsest grid level is increased beyond this optimum value. This may be attributed to the local linearization approach used for deriving the model s-equations, which are actually nonlinear in nature. Furthermore, the s-equations only model the variations of relative truncation errors, the exact behavior of which are not known.
Finally, for a steady state convergence of 1X0 Â 10 À12 accuracy, a speed up of about 10 to 21 times as compared to single grid code and about 2.5 to 4.75 times compared to conventional multigrid method have been achieved by the present multigrid method for inviscid¯ows in the subsonic and transonic regime.
