Swiftness and robustness of natural communication is tied to the redundancy and complementarity found in our multimodal communication. Swiftness and robustness of human-computer interaction (HCI) is also a key to the success of a virtual reality (VR) environment. The interpretation of multimodal interaction signals has therefore been considered a high goal in VR research, e.g. following the visions of Bolt's put-that-there in 1980 [1] .
INTRODUCTION
In the following, we will concentrate on object selection as a very fundamental interaction task. Similar considerations can be made for other interaction tasks as well. This work has two contributions. First, we will classify object selection from a linguistic perspective and thus introduce the relevant terminology used in this scientific discipline. As we expect the reader to be familiar with the basic literature on 3D user interaction (see [2] for an introduction), we focus on providing reference to relevant work in linguistics. Second, we provide examples from different studies to show similarities of findings between the fields and thus stress the comparability of the areas and to highlight insights from human-human interaction that could prove valuable for user interface design.
THE LINGUISTIC PERSPECTIVE ON OBJECT SELECTION
In VR, object selection is a common task, which requires the user to refer to a specific object (geometry) in the virtual environment with an appropriate interaction technique. * e-mail: tpfeiffe@techfak.uni-bielefeld.de Figure 1 : Deictic expressions are used to refer to objects in the world. In the example depicted above, the interlocutor makes an underspecified deictic expression. The intended referent object is the bolt close to the center. The potential extension of the deictic expression in the speech alone covers a set of possible referent objects. The manual pointing gesture adds the required information to further restrict the potential extension to the intended object, the referent of the multimodal deictic expression.
In linguistics, the term reference can be found both in semantics and pragmatics (see [10] for an overview). It refers to the relation between an expression, for example a noun, and the entities that are named by such an expression. First, there is the potential meaning tied to the expression (semantics) and second, there is at least one entity that is linked to such a referential expression, the referent (pragmatics). Intuitively, the referent of an expression depends on the context. The term extension refers to the set of referents of an expression, given a specific context (see Figure 1) . If an expression is underspecified, only a potential extension with a set of alternative potential referents might be found. Analogously to extension in pragmatics, denotation refers to the constant meaning of an expression in semantics.
Deixis subsumes referential expressions used to locate and identify concrete or abstract entities within a certain context. Different categories of deixis can be identified [6, 11] : place deixis, time deixis, person deixis, social deixis, and discourse deixis. The selection of object is part of place deixis, i.e., referring to the location of objects in space.
In addition, one can distinguish symbolic and gestural usages of deixis. If general knowledge is sufficient to establish the reference, it is called symbolic usage. If an active sensory process is needed to understand the deictic expression, it is called gestural usage. A typical case are deictic expressions that comprise a pointing gesture using the index finger, accompanied by a verbal expression like "this X". Besides such pointing gestures, the direction of gaze may also be part of a gestural usage of deixis. According to Buehler [3] , place deixis is one of the most basic means of human communication. It establishes the link between internal symbols and the entities in the exterior world.
IEEE Virtual Reality 2012 4-8 March, Orange County, CA, USA 978-1-4673-1246-2/12/$31.00 ©2012 IEEE From a linguistic perspective it is thus not surprising to find that object selection is a basic interaction task in VR environments. The user communicates his concepts, which can be thought of as the symbols of his mind, by linking them via a pointing -or selection -act with the objects presented in the VR environment. The system then has to interpret the user's selection and will finally come up with a symbolic representation suitable for further processing in the system. Most interfaces implementing an object selection technique are based on such a gestural usage of deixis.
EXAMPLES FOR RELEVANT LINGUISTIC FINDINGS

Ray Casting vs. Flashlight
Typical object selection techniques are ray casting and flashlight [9] . The latter uses a cone for object selection, which shows a better performance, e.g., with objects of small visual appearance (because of object distance or size). Butterworth and Itakura showed in a series of experiments [5] that the precision with which humans can differentiate between target objects when looking in the same direction as the pointing interlocutor is between 10 • and 15 • . The human addressee thus also seems to use a model for the interpretation of a pointing gesture similar to the flashlight model described by [9] . In a follow-up paper Butterworth concludes that the precision of a vector-based interpretation of pointing is not sufficient to single out the referent and additional cues are required [4] . Kranstedt et.al. [8] substantiated this model of human interpretation of pointing when presenting their pointing cone. Thus cone-based models, such as flashlight or aperture-based selection [7] , have a broader applicability beyond 3D user interfaces.
Timing of Pointing Gestures
An example of a human-oriented approach is the work of MuellerTomfelde [12] on dwell-based pointing. In two studies he investigated whether there is a natural dwell time in human pointing actions. In the first study, the participants were told to use dwellbased pointing without feedback in a way, that they expect another person to understand the gesture (imagined human-human interaction). In the second study, participants were shown animated examples from the first study and confirmed the pointing gestures. The median dwell time used by the participants in the first study was about 1 s while the median response time in the second study was about 0.43 s. In a subsequent technical experiment (without an imagined interaction partner as addressee), he confirmed that the median 0.43 s to be reasonable as an average of a natural dwell time. Mueller-Tomfelde especially stressed the different quality of the findings compared to previous work, emphasizing that they were based only on empirical evidence without any technical constraints.
The Direction of Pointing and the Role of Gaze
In our own work (see [13] ), we focused on manual pointing gestures in dyadic interactions. We found an interaction between speech and gesture, which suggests that humans are aware of the loss of precision with increasing distance and have different strategies to compensate for that. We found an increased use of words in the verbal description (cross-modal compensation) or, for participants who were not allowed to speak, a set of strategies used to adapt the gestures aiming at a higher precision (uni-modal compensation). We also found that the direction of pointing was best described by a ray originating in the dominant eye of the speaker aiming over the extended index finger towards the target. As an optimal opening angle for a pointing cone we found 14 • for distal pointing and found orthogonal distances to provide better means to identify pointing targets in the proximal area (reaching space).
CONCLUSION
Approaching typical user interface problems from a technologyoriented and a human-oriented perspective could be beneficial. The examples show, e.g., that there has been some parallel research on the issues of object selection/pointing in the different fields. The advantages of the technology-oriented community are precise measuring instruments, where most linguists are still bound to the annotation of 2D video recordings. On the other hand, the linguistic perspective is more holistic, considering multimodality and the embedding of the interaction in the visual context (density of objects, etc.) and in the history of interaction, e.g., the dialog context in communication. The introduction of the relevant terms in Linguistics can be a starting point for own research in this field.
In technical applications for experts, the precision required for unimodal selection or manipulation tasks highly motivates the design of specific tools, such as a pointing devices, and the performance of the interactions designed for these devices exceeds the capabilities of a human interaction partner. However, with the escalating dissemination of VR and congeneric technologies, more casual interfaces are of interest, where users just step in and start interacting -without a more or less steep learning curve and ideally without attaching or using any artificial tracking or interaction devices. Much could be learned for the design of such interfaces by studying human-human interactions, as it is done in other fields, such as Linguistics or Psychology. In our framework for deictic reference in virtual reality (DRIVE) [13] , we follow the proposed approach aiming at a linguistically motivated framework for object selection/object deixis in VR.
