ABSTRACT
INTRODUCTION
As the genome of many organisms including humans has been sequenced, it is time to develop genome-scale models for elucidating biological systems (Allen and Palsson, 2003) . Complex biological systems are not just the sum of their * To whom correspondence should be addressed. individual parts; they function through networks (Colwell, 2003; Winnacker, 2003) .
Increasingly, efforts have been taken to develop experimental and computational methods for defining the organization and function of the networks. A genetic network is a dynamic system. Although dynamic models of genetic networks can reveal important information on how a biological process changes from one state to another, or how to respond to environmental stimuli, they require extensive quantitative information, which is currently not generally available in practice (Gardner et al., 2003) . The development of dynamic models of genetic networks is severely compromised by a lack of experimental techniques to measure the dynamic quantities of genetic networks. In practice, a large number of steady-state gene expression measurement data (e.g. gene expression profiles in normal and abnormal tissues) are available. Therefore, revealing information of steady states or quasi steady states of genetic networks using gene expression profiles is of great interest.
A first step toward studying complex biological systems is to develop a general mathematical framework for studying steady states of networks (Datta, 2001) . Over the past several years, many attempts to use convex analysis as a mathematical framework for analysis of metabolic networks have been made. Mass balances on all the metabolites and the stoichiometric matrix define a homogeneous system and lead to deriving Kirchhoff's first law in metabolic networks, which defines mass balance equations. These equality constraints along with inequality constraints imposed by enzyme capacity, available metabolites, thermodynamics and environmental conditions generate a convex cone, which defines a solution space. Convex analysis can be used as a tool to search a set of extreme directions, biologically referred to as 'extreme pathway' (Price et al., 2000) or 'elementary flux modes' (Schuster et al., 2000) whose combinations can represent all possible functions of the metabolic network. The network-based approach to metabolic pathway modeling has proved successful in metabolic network analysis (Alm and Arkin, 2003) .
It would be very useful to extend convex analysis and network-based pathway approach of the metabolic networks in studying genetic networks. A key to using convex analysis as a mathematic framework for genetic network analysis is to establish Kirchhoff's first law in genetic networks. To accomplish this task, we decompose a regulatory coefficient matrix into a product of a node-edge incidence matrix and a 'conductance' matrix, and introduce a concept of gene regulatory flows. The node-edge incidence matrix along with gene regulatory flows allow us to balance regulatory flows around each gene, which define a homogeneous system and hence provide theoretic foundations for decomposing genetic networks into extreme regulatory pathways. Extreme regulatory pathways are essential structural and functional components of genetic networks. To facilitate genetic network analysis, we present an intuitive characterization of extreme pathway and develop a simple algorithm to identify a set of extreme regulatory pathways. We provide a unified framework for functional and structural analysis of both metabolic and genetic networks, which will increase the ability to integrate different sources of data sets, to analyze and to interpret functions of biological systems.
MODEL
A genetic network can be described by a directed graph. A node of the graph represents a gene in the network. Let g i be the expression level of the gene i that is associated with the node i in the graph. A directed edge in the graph specifies the regulation relationship between two connected genes, and indicates direct influence of one gene on another. An edge directed from node i to node j is denoted by (i, j). With each edge (i, j) in the network, we associate a flow that measures the amount of expression of the gene i transported through the edge (i, j). We also assign a regulatory coefficient which measures the regulatory strength between two connected genes, to the edge (i, j). Let V k be a flow through the edge (i, j) . Its determination will be discussed later. A system boundary can be drawn around a network. Therefore, the flows can be classified as exchange and internal flows. Exchange flows, which serve to allow a gene to enter or exit the theoretic system boundary, can be thought of as representing inputs and outputs to the system. For example, the initiators of the genetic network can be thought of as the inputs to the system.
Let n I be the number of internal flows, and let the k-th internal flow be denoted by V k . Let n E be the total number of exchange flows, and let the l-th exchange flow be denoted by b l . All internal flows are positive. The exchange flows can be of positive, negative or no sign (i.e. either positive or negative), depending on whether the gene enters, exits or either enters or exits the system.
Let g be a vector of expression levels of the genes in the network and f be a vector of non-linear functions. Then, the time evolution of the expression levels of the genes in the network can be described by a set of ordinary differential equations (Gardner et al., 2003; Xiong et al., 2004) :
where u is a set of transcriptional perturbations. For small perturbation, the above non-linear system of equations near a steady-state point can be approximated by the following linear system of equations:
The structure of the network can be mathematically described by a node-edge incidence matrix. The column in the matrix associated with edge (i, j) contains a '−1' in row i, a '+1' in row j , and zeros elsewhere. If the edge is connected to only one node, then the corresponding column in the matrix contains either '−1' or a '+1', depending on whether the edge exits or enters the node, respectively. Let B be the node-edge incidence matrix. If we assume the rank of the matrix B to be equal to the number of the genes in the network, then we can decompose the matrix A into
To observe this, we assume that the network is a connected graph, and that at least one exchange flow enters the network and at least one exchange flow exits the network. Then, the number of the edges in the network is larger than the number of the nodes. Assume that the number of genes is m, the number of transcriptional perturbations is k and the number of total internal and exchange flows is n. Then, matrix A has dimensions: m×(m+k), matrix B has dimensions: m×n and matrix
Since matrix B has rank m, and then the Equations (4) has a solution (Graybill, 1969; Theorem 7.2.4) . Therefore, if the matrix B has rank m, we can always find a matrix Y satisfying the Equation (3). Since the number of the columns in the node-incidence matrix is typically larger than the number of rows, the above decomposition may not be unique. Let V = Y X. The vector V that consists of internal and exchange flows is referred to as a vector of flows. The l-th exchange flows in vector V will be denoted by b l . The element of matrix Y plays a role similar to that of a conductance in an electric circuit. Therefore, matrix Y is referred to as a conductance matrix. Substituting matrix A in Equation (3) into Equation (2) yields
Equation (5) denotes that the change of the expression levels of the gene over time equals the sum of the flows into and out of the nodes. Under steady-state assumption, the time derivative in Equation (5) vanishes. Equation (5) is then reduced to
which implies that the flows into the node equal the flows out of the node. It is apparent that all internal flows must be non-negative, i.e.
For the exchange flows, we consider three cases: (1) if the flows enter the network, then the flows must be non-negative, i.e. b l ≥ 0; (2) if the flows exit the network, then the flows must be non-positive, i.e. b l ≤ 0; (3) if the exchange flows are bidirectional, i.e. they can either enter or exit the networks, no constraints will be imposed to the flows, i.e. −∞ ≤ b l ≤ +∞.
For convenience of presentation, we arrange the nodeincidence matrix so that the first series of columns represent the internal flows and the remaining columns represent the exchange flows.
An example of genetic networks modeled by linear structural equations
To illustrate these concepts we present an example of genetic network. The genetic network is modeled by linear structural equations (Xiong et al., 2004; Bollen, 1989) . A directed graph is a graphical representation of a system of structural equations and will be used to describe graphically genetic networks as shown in Figure 1 . The nodes of the graph correspond to variables. The directed edges between nodes denote the direction of the regulatory relationship between the nodes (variables) connected by the edges, and indicate a directed regulatory influence of one gene on another. The directed edges can represent either activation (positive control) or inhibition (negative control).
Most observed variables (e.g. gene expression levels) in the graph are random. Some observed variables may be nonrandom or control variables (e.g. drug doses) whose values remain the same in repeated random sampling or might be manipulated by the experimenter. The observed variables will be classified into exogenous variables (transcriptional perturbations) denoted by b, which lie outside the model, and endogenous variables denoted by g, whose values are determined through joint interaction with other variables within the system. All non-random variables and some of the gene expression data (e.g. initiators of pathway) can be viewed as exogenous variables. Most of the gene expression data are viewed as endogenous variables. The terms exogenous and endogenous are model specific. It may be that an exogenous variable in one model is endogenous in another.
Let g be a vector of the m endogenous variables and u be a vector of k exogenous variables. Occasionally, one or more of the us are non-random. We denote the errors by e. We assume that E[e] = 0 and that e is uncorrelated with the exogenous variables in u. We also assume that e i is homoskedastic and non-autocorrelated (Bollen, 1989) . Then, the structural equations for modeling gene expressions in the genetic network are given by
where H is a m × m matrix and is a m × k matrix. The elements of the coefficient matrices H and describe the regulatory effects of one gene on the another, or a non-random variable on the gene, which are a direct regulatory influence of one variable on the other. Therefore, the matrices H and are referred to as the regulatory matrices. Since the genetic networks are not fully connected, many elements in the matrices H and will be zero. The matrices H and are, in general, sparse. The estimation of the parameters and identification of the structure of the network are much involved. Interested readers can consult with Xiong et al. (2004) .
The genetic network in Figure 1 that was reconstructed from yeast cell cycle data using linear structural equations (Xiong et al., 2004) involves six genes. They play an important role in the M/G 1 phase of the budding yeast cell cycle. 
When the system is in equilibrium or in near equilibrium, the structural equations for the genetic network are given by
Since the decomposition of matrix A into matrices B and Y is not unique, the number of matrix Y is infinite. However, the node-incidence matrix B is unique (Kennington and Helgason, 1980) . The flow balance equations for the network are given by 
where
Convex cone and extreme pathways
The node-edge incidence matrix B plays a role in genetic networks similar to that of the stoichiometric S in metabolic networks (Schilling and Palsson, 1998; Schilling et al., 2000) Similar to the S ij element of the stoichiometric matrix corresponding to the stoichiometric coefficient of the i-reactant in the reaction j , the b ij element of the node-edge incidence matrix is the coefficient of the i-th gene in the regulatory process j . The concentration of the gene and gene flow in the genetic network correspond to the concentration of the metabolite and the metabolic flux in the metabolic network, respectively. The presence of linear inequality limits the use of the concept of the linear equation and leads to the use of convex analysis, which can treat inequality. Equation (6), along with a set of linear inequalities V ≥ 0, which are often referred to as a homogeneous system, defines a convex polyhedral cone (Bazara et al., 1990) . All possible solutions (distribution of gene flows) to the homogeneous system will be located in the convex cone. Therefore, we refer to the convex cone as the gene flow cone. Similar to the flux cone in the metabolic network, which includes all potential flux distribution operating on the network, the gene flow cone contains all possible gene flows in the genetic network. Like flux cone in the metabolic network (Schilling et al., 2000) , the gene flow cone represents the regulatory capabilities of the genetic network. It describes the essential structural and functional properties of the genetic networks.
To employ gene flow cone as a useful tool for studying genetic networks, we need to characterize convex cone and uncover the relationship between the structural properties of the convex cone and the operational rules of the genetic networks. A convex cone consists of directions that are non-zero vectors satisfying a homogeneous system. It can be characterized by extreme directions that cannot be written as a positive linear combination of two distinct directions residing in the convex cone and correspond to edges of the cone. The set of extreme directions forms the conical hull of the cone and is a minimal set to generate the cone. Some authors (Schilling et al., 2000; Schuster et al., 2000) have developed algorithms to generate extreme directions and have intuitively established the relationship between the extreme direction and metabolic extreme pathway or elementary flux modes, which determine the metabolic route that leads from a particular starting material to give products (Schuster et al., 2000) . These results for metabolic networks can be used for genetic network analysis. In this report, we further give a rigorous explanation for interpreting extreme directions as extreme pathways and develop a simple algorithm for generating these pathways for genetic networks.
In Appendix A, we show that a direction in the convex cone corresponds to a cycle or a path, from the gene with entering exchange flow to the gene with exiting exchange flow. Any cycle or a path having a starting point with entering exchange flow and an ending point with exiting exchange flow is an extreme direction, and, hence, is referred to as an extreme regulatory pathway. The set of all possible extreme directions (pathways) is a minimal set of directions required to generate the convex cone. For the sake of convenience, a node with the entering exchange flow on the path is referred to as an entering root of the path and a node with the exiting exchange flow on the path is referred to as an exiting root of the path. The set of extreme regulatory pathways can be generated by simply searching all cycles and paths with an entering root and an exiting root which can be implemented by breadth-first search algorithm (Cormen et al., 2001) , and is presented in Appendix B. Therefore, for genetic networks with small and middle size, we can easily find extreme regulatory pathways. An extreme pathway determines a regulatory route leading from the transcription of a given gene with an entering exchange flow to the transcription of another given gene with an exiting exchange flow through a sequence of transcription events of the intermediate genes forming a connected path in the network. Optimization theory (Bazara et al., 1990) showed that any direction in the convex cone could be represented by a nonnegative linear combination of its extreme directions. Any steady state of a genetic network can be geometrically represented by a direction of the convex cone and hence can be represented by a non-negative linear combination of the extreme pathways, i.e. gene flows at the steady state are superposition of the gene flows on a set of extreme regulatory pathways and distributed among them.
To illustrate these concepts, we present Figure 2 showing extreme pathways of the genetic network depicted in Figure 1 . The genes Cdc28 and Clb1 have an entering exchange flow. Therefore, b 1 and b 2 are entering roots. Since regulatory coefficient of the gene Clb3 on the gene Mcm2 is negative, the actual gene flow should be from the gene Mcm2 to the gene Clb3. From Equation (7), we have V 4 + b 3 = 0 which implies that the exchange flow b 3 is negative. Therefore, the exchange flow b 3 is an exiting root. Similarly, to keep the balance of the gene flow at the gene Swi4, the actual sign of the exchange flow b 4 is negative. As a consequence, the exchange flow b 4 is also an exiting root. There are five possible paths from the genes Cdc28 and Clb1 to the genes Clb3 and Swi4. These five paths are extreme regulatory pathways in the network. We also use the algorithms developed by Schilling et al. (2000) for the metabolic networks for generating extreme pathways. The algorithms generate the following pathway matrix whose five columns denote the extreme pathways. It is clear that extreme pathways generated by these two algorithms are the same.
.
RESULTS
To illustrate the basic concepts of network-based definition of regulatory pathways, we consider a genetic network representing a part of apoptosis regulation shown in Figure 3 . Apoptotic cell death is induced by activating members of the caspase family (Zheng and Flavell, 2000) . Caspases are generally divided into two classes: initiator and effecter. Initiators include CASP8, CASP9 and CASP10 and the effecters primarily are CASP3, CASP6 and CASP7. The proposed algorithms generate 54 extreme regulatory pathways that are listed in Table 1 . Figure 4 shows two extreme regulatory pathways which are also two major experimentally confirmed pathways (extrinsic and intrinsic apoptosis pathways) for caspase activation (Shivapurkar et al., 2003) . One major pathway involves response to binding of death ligands to their receptor FasL, which triggers apoptosis via activating FADD and CASP8. Activation of complex of ligand receptor, FADD and CASP8 leads to the formation of a deathinducing signaling complex (DISC), which in turn activates downstream effecters CASP7 and DFF45, resulting in DNA fragmentation. Another major apoptotic initiator pathway is induced by the formation of cytochrome c (Cytc) released from mitochondria with the adaptor Apaf-1, which in turn activates CASP9 and CASP3. The gene CASP3 will again trigger DNA fragmentation factor DFF45 and lead to DNA fragmentation. The structure is the most essential feature of the networks (Bray, 2003) . It can provide information to assess the function of the gene. To identify key components of the network structure and evaluate the relative importance of the gene in the network, we present Table 2 which lists the number of extreme pathways that each regulatory flow involves. From Table 2 , we can see that the total number of extreme pathways, which the flows from gene Fas to gene FADD and from TRADD to FADD are part of, is 44 and accounts for 81.48% of the total extreme regulatory pathways of major apoptosis process. This shows that these flows may play an important role in apoptosis. It was reported that the flows from the gene Fas to the gene FADD and from the gene TRADD to the gene FADD involve responses to DISC (Shivapurkar et al., 2003) . Binding of death ligands to their receptor FADD activates the genes CASP8 and CASP10 and initiates a major extrinsic pathway.
Network-based pathway analysis can be used to study the vulnerability of the network under environmental attack. The network performance will be decreased due to removal of genes. The meaningful purpose for the robustness study of genetic networks is to reveal mechanism of the diseases and to discover their treatments. Next, we illustrate how the most important genes, removal of which would lead to malfunction of the whole network, can be identified by extreme pathway analysis. Table 3 lists the number of extreme pathways lost in apoptosis network due to the deletion of the corresponding gene. Table 3 shows that genes CASP3, FADD, CASP8 and CASP10 are essential in apoptosis. Indeed, gene CASP3 is a major effecter gene and carries out the majority of substrate proteolysis during apoptosis (Shivapurkar et al., 2003) . FADD, CASP8 and CASP10 participate in DISC formation and play important roles in apoptosis initiation (Kischkel et al., 2001) .
DISCUSSION
In this report, we presented a mathematical framework for defining a network-based regulatory pathway. Regulatory pathway is not a new concept. A traditional regulatory pathway is a sequence of transcription events forming a connected path in the network and is discovered step by step. The traditional concept of regulatory pathway allows us to investigate cascade regulation of gene expressions and provides a basis for genetic network reconstruction. However, traditional definition of regulatory pathway has its limitations . It involves only an isolated part of the network and ignores network-wide interactions. Therefore, the use of traditional regulatory pathway analysis is difficult for assessing the robustness of networks and evaluation of systemic properties of the networks. FasL-> Fas->FADD->RIP->RAIDD->CASP2 2 FAP-1->Fas->FADD->RIP->RAIDD->CASP2 3
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Genetic networks and metabolic networks share some features. Over the past several years, as advances of reconstruction of genome-wide metabolic networks have been made, network-based definition of metabolic pathways have been developed and successfully applied to metabolic network analysis . To facilitate genetic network analysis, in this report, we extended the concept of network-based metabolic pathway to genetic networks.
An essential part of defining network-based pathway is mathematically characterizing the topology of the network. The topology of the metabolic network is mathematically characterized by a stoichiometric matrix. A geometric representation of the genetic network is a graph. A natural mathematical characterization of the genetic network is the node-edge incidence matrix. The essential step for defining network-based regulatory pathway is to decompose a regulatory coefficient matrix into a product of the node-edge incidence matrix and another matrix (conductance matrix), and to introduce a concept of regulatory flow. Thus, the genetic network is represented by a node-edge incidence matrix that describes the relationship between genes and their regulatory interactions. The node-edge matrix and regulatory flows define a homogeneous system which specifies the balance of flows at each gene. A set of equality and inequality constraints on the flows defines a convex cone. The flow cone can be represented as the set of points in a high-dimensional space that corresponds to allowable regulatory flows in the genetic network. A convex cone can be geometrically characterized by a set of extreme directions or the edges of the flow cone and is referred to as extreme regulatory pathway, which corresponds to gene regulatory routes. Any direction, which corresponds to the distribution of regulatory flows in the genetic network, is a non-negative combination of extreme directions. This implies that the distribution of regulatory flows in the network is the superposition of flows in the extreme regulatory pathways.
Enumeration of extreme regulatory pathways for a network is an NP-complete problem Garey and Johnson, 1983) . Developing efficient algorithms for searching all extreme regulatory pathways is important to genetic network analysis. In this report, we showed that an extreme regulatory pathway corresponds to a cycle or a direct path with entering and exiting exchange flows. This geometrical characterization of extreme regulatory pathway allows us to manually draw extreme regulatory pathways in small or even middle size genetic networks without any computation, which is very helpful for biologists. This characterization may also open a new way to develop algorithms for searching all possible regulatory pathways.
Advantages of network-based pathway analysis are its ability to study systemic properties and functions of the networks. We did not intend to investigate how the network-based pathway is applied to analysis of biological systems. In this report, we only use apoptosis network as an example to illustrate the power of network-based pathway analysis for functional studies of genetic networks. The number of extreme regulatory pathways is a measure of flexibility and robustness, and determines the performance and functions of the networks. We used this measure to assess the decrease in network functionality due to deletion of the genes, and to identify the most important genes for apoptosis. The most important of the identified genes, FADD, CASP8 and CASP9 for apoptosis by network-based pathway analysis, are indeed inducers of a major apoptotic initiator pathway involving response to death-inducing signals. 
A prior requirement for network-based pathway analysis is that the structure of genetic networks is known. Reconstruction of genetic networks is still a challenging task. Recent advances in the high-throughput experimental technologies and the development of computational methods for genetic network modeling will facilitate reconstruction of genetic networks (Gardner et al., 2003; Stark et al., 2003; Xiong et al., 2004) . We can expect that as more and more genetic networks are reconstructed, the network-based pathway analysis will gradually emerge as an important paradigm for studies of complex biological systems. In this report, we presented the similar mathematical formalism for network-based regulatory pathway analysis as that for metabolic pathway networks. This lays down the basis of a unified model for genetic and metabolic networks. A unified model for both genetic and metabolic networks will facilitate integration of different sources of data such as gene expressions, metabolites, hierarchically organized genetic and metabolic networks and allows joint analysis of genetic and metabolic networks. Traditionally, genetic and metabolic networks have been investigated separately. Such strategy will ignore common rules underlying structure and function of genetic and metabolic networks. A unified model allows us to use tools that are successfully applied to one type of networks for analysis of another. Next, we show that if the path is a cycle or its end has an entering exchange flow and its other end has an exiting exchange flow, then such a path is a direction. Let ε i denote a vector with the i-th component being 1 and other components being 0.
If the path is a cycle, then
This shows that V 0 is a direction. If the path is not a cycle, we assume that the node S 1 has an entering exchange flow and the node S n+1 has an exiting exchange flow. Then, we have BV 0 = ε s 1 − ε s 1 + ε s 2 − ε s 2 +· · ·+ε s n − ε s n + ε s n+1 − ε s n+1 = 0 which implies that V 0 is a direction.
We show that the direction geometrically corresponds to cycles or paths with entering exchange flows and exiting exchange flows. Biologically, a path determines the route of gene regulation that leads from transcription of a particular starting gene to transcription of a given gene and is referred to as a regular pathway. We show above that the regulatory pathway, which is either a cycle or a path with entering exchange flow and exiting exchange flow, is a direction of the convex cone.
Any single pathway is also an extreme direction. Indeed, any single pathway cannot be positive combinations of two other different pathways, and hence is called an extreme regulatory pathway.
APPENDIX B
We adapt the breadth-first search algorithms described in the book (Cormen et al., 2001) to search for the set of extreme regulatory pathways. We begin with introducing the adjacency-list representation of a graph G = (D, E) , where D denotes the set of the nodes in the graph and E denotes the set of edges. For each u ∈ D, the adjacency list Adj [u] contains all the nodes d ∈ D such that there is an edge (u, d) ∈ E.
Let S be a set of nodes with the entering exchange flow, which is referred to as the set of source nodes, and H be a set of nodes with the exiting exchange flow, which is referred to as the set of sink nodes. Breadth-first search systematically explores the edges of G to discover every node in the sink set that is reachable from a node s ∈ S. In order to trace the process, we color each node white, gray or black to indicate the state of the node.
Let d [w] denote the distance between the node w and a source node. Breadth-first search algorithm discovers all nodes at a distance k from s before discovering any nodes at a distance k + 1.
Breadth-first search algorithm proceeds with the source node which is taken as discovered node and painted as gray color. Then, whenever a white node w is discovered in scanning the neighboring nodes of the discovered node u, the node w and the edge (u, w) will be included in the tree. The node u is referred to as the parent of the node w, and is denoted by π[w] = u. If the node w has no parent, then π[w] = NIL. A pseudo-code for breadth-first search algorithm is given as follows. To illustrate the algorithm, we also present a simple example shown in Figure B1 . 
