Abstract-In this paper, we present a technique for addressing 3-dimensional face recognition in presence of facial expressions using a bilinear model. The bilinear model allows decoupling the impact of identity and expression on face appearance and encoding their contribution in separate control parameters. This is achieved by first representing faces as parametric surface models described by a fixed length parameter vector. A generic face model is fitted to each face based on a novel technique that relies on geodesic distances to find implicitly corresponding facial landmarks between the model and the face in hand. Model parameters are then used for bilinear decomposition. The experimental results on the publicly available BU-3DFE face database demonstrate the effectiveness of our technique.
I. INTRODUCTION
This paper describes a novel technique for expressioninvariant 3D face recognition based on a bilinear model. Bilinear models were introduced by Tenenbaum and Freeman [1] to describe two-factor observations, where concepts like the "content" and "style" of observations should be analyzed and manipulated separately from each other. In this paper, we use a symmetric bilinear model [1] to decouple the impact of identity and expression on the appearance of the face surface and encode quantitatively their contribution in independent control parameters. These parameters are then used for expression-invariant face recognition.
The bilinear decomposition may be applied to vector representations of faces with the same dimensions. Thus a deformable face model is fitted to each face and then the parameters of this model are used for the bilinear decomposition. Model fitting must be carried so that corresponding anatomical features between the model and the face be aligned. Therefore, we follow an iterative optimization scheme that minimizes the model-surface Euclidean distance and also leads to similar mappings onto the geodesic polar coordinate plane [2] .
In the following, we present a brief review of some representative works related to our own and discuss their limitations that motivated our technique. In Section II, we describe the technique for fitting the deformable face model to a face surface using their geodesic polar representations, while in Section III, we recognition and experiments performed on the BU-3DFE [3] database are presented in Section IV, while final conclusions are drawn in Section V.
A. Related work
Over the past years, a great number of different 3D face recognition techniques have been reported in literature (see [4] for an extensive survey). Recently though, it became evident that the presence of facial expressions limits the performance of 3D face recognition and thus several researchers sought to address this problem. The majority of works detect the deformable regions of the face and then try to suppress their contribution during matching. [5] and [6] are representative works falling into this category. In [5] , Kakadiaris et al. recognize faces based on the wavelet coefficients of rigid facial parts, which are found by fitting an Annotated Face Model to the face. In [6] on the other hand, Chang et al. follow a multi-region technique in which multiple overlapping regions around the nose are matched using the Iterative Closest Point algorithm (ICP).
The disadvantage of the previous approaches is that they reject deformable parts of the face that still encompass discriminative information. To avoid this, other researchers use features and face representations that are invariant to deformations of the face surface due to expressions. In this framework, Li and Zhang [7] classify faces using descriptors based on surface curvature, geodesic distance and attributes of a 3D mesh fitted to the face. Bronstein et al. [8] can be used unaltered for facial expression recognition as well, which could be useful if, apart from the identity of the individual, an estimation of his/her psychological state is also important. To our knowledge, there are no published studies about 3D face recognition following this approach. Only few researchers have investigated it and they have used 2D imagery for this purpose. In general, they decouple appearance components by applying Singular Value Decomposition (SVD) to matrices formed from flattening data tensors. For instance, Vasilescu and Terzopoulos [9] use the N-mode SVD tensor decomposition to separate the influence of identity, pose, illumination and expression, while Wang and Ahuja [10] use Higher-Order SVD to recognize and synthesize facial expressions.
Our work is motivated by the work of Tenenbaum and Freeman in [1] and related publications, who used bilinear models to describe two-factor observations such as the font and the letters of a text or the accent and the meaning of a spoken word. Bilinear models are linear in either factor when the other is held constant and as such they share almost all the advantages of linear models: they are simple in structure, computation and implementation; they can be trained with well known algorithms; and their complexity can be easily adjusted by their dimensionality. Despite their simplicity however, they can model subtle interactions by allowing factors to modulate each other's contribution multiplicatively [1] .
II. ESTABLISHMENT OF ANATOMICAL CORRESPONDENCE AND VECTOR REPRESENTATION OF FACES
The bilinear modelling of the face manifold requires face surfaces be given in a vector form. This is achieved by fitting a parameterized deformable 3D face model to each sample surface. Its parameters define bijectively its configuration and therefore they can be used for the vector representation of the face. However, this is true only if the fit of the model satisfies the constraint of anatomical correspondence.
Fitting begins by defining a 3D mesh Mo with N vertices vi (see Fig. 1 ). This base-mesh is subdivided using the Loop subdivision scheme [11] to give a more smooth and dense mesh. At each subdivision step, each triangle is subdivided into 4 sub-triangles with the introduction of new vertices on its edges. Each vertex of the resulting 3D mesh may be written as a linear combination of the vertices of the previous level mesh and eventually of the initial mesh Mo.
Theoretically, after an infinite number of subdivisions the mesh converges to a continuous smooth surface, which is a function of the initial mesh and the subdivision rule. In practice however, we do not make infinite subdivisions, since after a few levels (e.g. 3 in our experiments) the mesh becomes dense enough to approximate the subdivision surface. This final mesh, called subdivision-mesh, serves as the deformable model, while the vertices of the base-mesh that define its form comprise the vector representation of the face.
Let (2) However, this energy term alone leads to an underconstrained problem whose solution may not represent a plausible human face (e.g. vertices may be set to disparate points and fold the triangles of the mesh). Therefore, a regularization or smoothness term that tries to prevent the model from distorting is also added to the energy formulation. Smoothness is defined as a measure of the elastic energy of the base-mesh that penalizes non-parallel displacements of the edges and is given by Given a surface S and two points P, Q on it, as shown in Fig. 2 , there is an infinite number of curves that belong to S and connect P with Q. The curve g with the minimum length is called geodesic path and its length geodesic distance of the two points. We also define the geodesic circle as the geometric locus of the surface points that are at constant geodesic distance r from a given reference point called geodesic pole. Now, let P be the geodesic pole. Let also G be the set of all geodesic paths that pass through P and go a geodesic path selected arbitrarily from G and used as reference. If the surface is smooth and without holes, then there exists a region around P, where P is the only common intersection point of any two geodesic paths of G. Q may then be defined bijectively by the geodesic distance r from P and the polar angle a between g and go. (r, q) form the geodesic polar coordinates of Q.
Mpiperis et al. [2] showed that geodesic polar coordinates are preserved during expressions and used them to build expression-invariant attribute images. They also proposed a modification of geodesic polar coordinates that can handle the mouth hole. Here, we use them to define a correspondence field between the model and the face. That is, we add an extra energy term s 3c = E (Vi-Pc(i))2 (4) it 1 where we assume that surface points pi correspond to model vertices vi (correspondence is given by function c(.)), if they have the same geodesic polar coordinates. Again, this may result to poor anatomical correspondence if the model is too different from the face. To handle both this problem and the similar one regarding nearest points above, we adopt an iterative approach.
In each iteration, we compute the geodesic polar coordinates of the surface points and the subdivision-mesh vertices and we form the couples with the same coordinates. We also form the couples of vertices and their nearest points on the surface, i.e. we build functions c(.) and mc(.) participating in 
where a' and b' are the control parameters that control expression and identity respectively', while Wijk are the coefficients that model the interaction of the factors2. Using matrix notation (7) (10) 1Dimensionalities I and J of a' and bp respectively will be discussed later.
2Equation (7) (12) , (10) and (11) respectively. To ensure the stability of the solution, updating is performed progressively according to the rule (14) where r1 is the step size usually chosen in [0.2, 0.8], X[n] stands for the final value of ax, bP or Wk in the n-th iteration, and X[n] stands for the value resulting from (10), (11) or (12) respectively.
Convergence depends on the dimensionalities I of ax, and J of bK, which control the exactness of the training data reproduction. Convergence is guaranteed if I and J are less than or equal to T, and Tp, the number of expressions and the number of individuals respectively. If I is equal to T, and J is equal to Tp, training data are reproduced exactly, while more coarse but also more compact representations result if these dimensionalities are decreased.
The minimization of the total squared error through equations (10), (11) and (12) presented here differs from the optimization scheme proposed by Tenenbaum and Freeman in [1] and their previous work. There, minimization is achieved by means of SVD applied to a mean observation block matrix. That technique relies on evenly distributed data across expression and identity, which may not be valid in practice. Even worse, there may not be available data for a particular expression-identity combination. In such cases the mean observation matrix has indeterminate entries and SVD is not directly applicable. In [1] the authors propose filling the missing entries with the mean values of the appropriate expression and identity, but this substitution does not guarantee the global minimization of the error. In contrast, our method may be applied directly without any assumptions for the data distribution, but at the expense of computational complexity. 
IV. FACE RECOGNITION
In this section, we present an application of the deformable and bilinear model to expression-invariant face recognition using the BU-3DFE face database [3] . BU-3DFE contains 2,500 face scans of 100 subjects, 56 female and 44 male with a variety of ethnic/racial ancestries, who display the six universal expressions of anger, fear, disgust, happiness, sadness and surprise. To demonstrate the effectiveness of our technique, we adopt a procedure that simulates a realistic application scenario and we compare it with Mpiperis et al.'s work [2] .
First, we split the database into two parts based on subject identity. The first part serves as a bootstrap set and is used for training the bilinear model. The rest of the data, the test set, is further split into the gallery set that contains a single 3D image per subject (neutral or non-neutral), and the probe set that contains the images to be classified (various facial expressions).
The bootstrap set is comprised of 50 subjects chosen randomly from the database while the gallery and probe set are comprised of the rest 50 subjects. Faces in the bootstrap set are set into correspondence and then they are used to train the symmetric bilinear model. The dimension of vectors bP and ax are set to 45 and 5 respectively. ax, bP and Wk are initialized randomly and then they are optimized by iterating equations (10) , (11) and (12) . Optimization terminates when the relative change in their Frobenius norm gets below a threshold (0.01) or a maximum number of iterations (150-180) is reached.
Then we proceed with gallery image processing and probe image classification. Gallery and probe images are first set into correspondence and then their expression and identity control vectors are extracted using the optimal mixing matrices Wk found from the bootstrap set. Control vectors ax and bP are obtained by minimizing the reconstruction squared
Minimization is achieved similarly to the minimization of the total squared error in (9) 
Now that ax and bP are known, we may proceed to matching probe images against each gallery image. To account for expression, we force the probe and gallery image to display a common expression, that defined by gallery image's expression control vector ax. Classification can then be easily performed based on the Euclidean distance between probe and gallery face vector representations in a nearest neighbor framework.
The above experiments are repeated on several randomly chosen subdivisions of bootstrap and test sets, under the constraint that all subjects are included at least once in the test set. The recognition results are averaged and presented in the form of a cumulative match characteristic and a receiver operating characteristic in Fig. 4 . Fig. 4 includes also the results obtained by [2] , where the authors use geodesic polar coordinates to build expression-invariant attribute images that are used for recognition. The increase in the recognition rate shows that our deformable and bilinear model may deal well with expressions, which are one of the main limitations of current 3D face recognition systems. V. CONCLUSION In this paper, we have demonstrated the application of bilinear models to expression-invariant face recognition, obtaining improved classification results. One of the advantages of our techniques is that it can be used also for identityinvariant facial expression recognition simply by interchanging the roles of identity and expression. However, there are still some issues that limit performance and provide room for further investigation.
In our experiments, we observed that poor correspondence affects substantially recognition performance. The problem is twofold: During training, the bilinear model cannot learn the true identity-expression manifold implying errors in coefficient estimation. During testing, expression manipulation is actually applied on a slightly (or quite) different face. This error is further amplified by inaccurate bilinear parameters and leads to a distorted facial surface.
Another limitation is the need of a large bootstrap set, which should also be annotated with respect to facial expressions. The more different expressions are present in the bootstrap set, the better is the estimation of the interaction matrices Wk and the better is the fit to novel faces. Training with a few expressions leads to unbalanced generalization ability in favour of identity, which in turn leads to better surface approximation but poorer expression control.
Considering the above remarks, the improvement of the point correspondence is the most challenging problem and this is where we will focus our future efforts.
