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Abstract
In the Multi-Team Formation problem, we are given a ground set C of n candidates, each of
which is characterized by a d-dimensional attribute vector in Rd, and two positive integers α and β
satisfying αβ ≤ n. The goal is to form α disjoint teams T1, ..., Tα ⊆ C, each of which consists of β
candidates in C, such that the total score of the teams is maximized, where the score of a team T is
the sum of the hj maximum values of the j-th attributes of the candidates in T , for all j ∈ {1, ..., d}.
Our main result is an 22
O(d)
nO(1)-time algorithm for Multi-Team Formation. This bound is
ETH-tight since a 22
d/c
nO(1)-time algorithm for any constant c > 12 can be shown to violate the
Exponential Time Hypothesis (ETH). Our algorithm runs in polynomial time for all dimensions
up to d = c log log n for a sufficiently small constant c > 0. Prior to our work, the existence of a
polynomial time algorithm was an open problem even for d = 3.
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1 Introduction
The problem of team formation arises in many organizational settings – project management,
product development, team sports, academic committees, legal defence teams, to name a few
– and remains an important area of research in mathematical social sciences [12, 16, 22, 24].
Within computer science and operations research, several application domains – distributed
robotics, AI, multi-agent systems, online crowdsourcing, databases – also use team formation
models for execution of complex tasks that require cooperation or coalition of multiple agents
with different capabilities [5, 18, 21, 23]. The basic setting of a Team Formation problem
includes a ground set C of n candidates and a number β ≤ n. The goal is to form a team
T ⊆ C of a size β such that scr(T ) is maximized, where scr(·) is a pre-defined scoring function.
A concrete example of a scoring function frequently used in the literature [11, 25] (often in
conjunction with other, more complex measures of team performance) is the skill coverage
function. There is a set U of useful skills, each candidate a ∈ C has a subset Sa of these skills,
and we evaluate the team by the number of different skills covered by the team members.
In other words, scr(T ) = |
⋃
a∈T Sa|. It is easy to see that Team Formation with the skill
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coverage scoring function is equivalent to the-well studied Maximum Coverage problem,
which is NP -complete [7], admits a (1 − 1e )-approximation algorithm [15], and is NP -hard
to approximate [4] within any factor smaller than 1 − 1e .
A natural generalization of Team Formation is the Multi-team Formation problem,
where we want to form α disjoint teams T1, . . . , Tα ⊆ C each of size β that collectively
maximize the total score
∑α
i=1 scr(Ti). This generalization is well-motivated in practice:
in many applications, we want to form multiple teams from a common pool of candidates,
where candidate can belong to at most one team. Multi-team Formation has some
resemblance to the coalition structure generation problem in multi-agent systems and AI,
where the goal is to partition a set of candidates into groups, called coalitions [19]. However,
in these applications, the scoring function for evaluating a coalition is assumed to be an
arbitrary black box function. As a result, the size of each team (coalition) is not explicitly
specified but rather determined by the objective function of maximizing the total coalition
structure value – e.g. if putting all the candidates into a single coalition maximizes the
total value, then that is the optimal solution. In [14], a dynamic programming algorithm is
described for computing an optimal coalition structure in time O(3n). Unlike the (single)
Team Formation problem, Multi-team Formation has not yet received much attention,
and beyond the exponential bound of Michalak et al. [14], no algorithmic result appears to
be known for forming multiple teams except for the recent work of Schibler et al. [20].
In this paper, we follow Schibler et al. [20] and investigate Multi-team Formation
with a fundamental scoring function, called sum-of-maxima scoring, to be defined below.
A common model for characterizing a candidate is a multi-dimensional attribute vector in
which each entry measures a certain performance of the candidate. For instance, in college
admissions, such a vector may include scores of different standardized tests, grade point
averages, etc. In project management, the categories may include various technical skills
as well as non-technical attributes such as leadership qualities. Following Page’s influential
work on team performance [16], it is generally acknowledged that simply adding up all the
scores is a poor measure of team performance – instead, strength in multiple dimensions
(skill diversity) is essential. When the candidates are characterized by attribute vectors,
one natural scoring is to take the best attribute of the candidates in the team T in each
dimension and set the score of T to be the sum of these best attributes. Kleinberg and
Raghu [8], in their work on team performance metrics and testing, suggested extending this
further to sum-of-top-h scores in each dimension, for some h ≤ β, ensuring both coverage of
all the skills (dimensions) and robustness (no single point of failure). We allow a slightly
more general scoring rule, where for each dimension j, a possibly different number hj of top
attributes are considered. We call this the sum-of-maxima scoring. Formally, each candidate
a ∈ C is characterized by a d-dimensional attribute vector (κ1(a), . . . , κd(a)) ∈ Rd. For a




maxhj {κj(a) : a ∈ T}, (1)
where the notation maxhj S denotes the sum of the largest hj numbers in the multiset S of
numbers (if |S| < hj , then maxhj S is the sum of all numbers in S). It is easy to see that
the sum-of-maxima scoring function generalizes skill coverage. In particular, the Maximum
Coverage problem is a special case of Multi-team Formation where h is the vector of
all 1’s, all the candidate attributes are binary, and α = 1.
In the rest of the paper, the Multi-team Formation problem we discuss is always with
respect to sum-of-maxima scoring. Since Multi-team Formation generalizes Maximum
Coverage, it is clearly NP -hard (when the dimension d is unbounded). Schibler et al. [20]
D. Lokshtanov, S. Saurabh, S. Suri, and J. Xue 28:3
proved that Multi-team Formation is NP -hard when d = Θ(log n), even with binary
attributes and team size β ≥ 4. These hardness claims, however, depend on the rather
unrealistic assumption that the dimension d of attribute vectors must be quite large – in
most applications, the number of attributes (e.g., standardized test scores) is much more
modest. Therefore, it is interesting to study the complexity of Multi-team Formation
when d is small. Indeed, Schibler et al. [20] gave a polynomial-time algorithm for the case of
d = 2 and leave as an open problem whether the problem is polynomial time solvable for any
constant d ≥ 3. Our main result is a new algorithm for Multi-team Formation, which
runs in polynomial time for any d ≤ c · log log n where c > 0 is a sufficiently small constant
(and hence for any constant d). Specifically, we prove the following theorem.
▶ Theorem 1. There exists a 22O(d)nO(1)-time algorithm for Multi-team Formation.
In the view of Parameterized Complexity, this is the first Fixed-Parameter Tractable
(FPT) algorithm for Multi-team Formation parameterized by the dimension d. The
analysis of the algorithm of Theorem 1 involves a novel application of Graver Bases, a notion
that has successfully been applied to yield fixed parameter tractability results for a number
of problems in Mathematical Programming. To the best of our understanding, however,
none of the existing state-of-the art results [3, 6, 9] can be applied in a black box fashion to
yield an FPT algorithm for Multi-team Formation parameterized by d. It remains an
interesting research question to generalize Theorem 1 to an FPT algorithm for solving a class
of mathematical programs that is powerful enough to encompass Multi-team Formation.
The time complexity of our algorithm grows double exponentially with d and, under
plausible complexity theoretic assumptions, it cannot be substantially improved. In particular,
a fresh look at the NP -hardness reduction of Schibler et al. [20] reveals that any algorithm
that solves Multi-team Formation in 22d/c · nO(1) time for a sufficiently large constant c
will violate the Exponential Time Hypothesis (ETH).
▶ Theorem 2. The existence of a 22d/cnO(1)-time algorithm for Multi-team Formation
with any constant c > 12 violates the Exponential Time Hypothesis (ETH).
Therefore, our algorithm is ETH-tight, and adds Multi-team Formation to the small
club of problems (together with Edge Clique Cover [2] and Distinct Vectors [17]) for
which both a double exponential time algorithm and a double exponential time lower bound
were known.
2 An ETH-tight algorithm
In this section, we present our algorithm for Multi-team Formation in Theorem 1, and
also prove Theorem 2 (which is easy). We begin by introducing some basic notations. Let
N, Z, Z+, R to denote the set of natural numbers (including 0), integers, positive integers,
and real numbers, respectively. For two vectors u, v of the same dimension, we use ⟨u, v⟩ to
denote the inner product of u, v. For a number k ∈ {0, . . . , 2d − 1}, let bin(k) be the d-bit
binary representation of k, which is a d-dimensional binary vector, and binj(k) be the j-th
entry of bin(k), i.e., the j-th (highest) digit of the d-bit binary representation of k.
Recall that in Multi-team Formation, the input includes a set C of n candidates where
each a ∈ C is characterized by a d-dimensional attribute vector κ(a) = (κ1(a), . . . , κd(a)) ∈
Rd, a vector h = (h1, . . . , hd) ∈ Zd+ used for defining the scoring function somh, and two
integers α, β > 0 satisfying αβ ≤ n. The goal is to form α disjoint teams T1, . . . , Tα ⊆ C of
size β such that
∑α
i=1 somh(Ti) is maximized. Without loss of generality, we may assume
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that hj ≤ β for all j ∈ {1, . . . , d}, because somh(T ) remains unchanged for all T ⊆ C with
|T | = β if we replace all hj > β with β, as one can easily verified. Let opt denote the
optimum of the input instance.
Consider a solution T1, . . . , Tα ⊆ C of the problem. The total score of this solution,∑α
i=1 somh(Ti), is the sum of some attributes κj(a) for a ∈
⋃α
i=1 Ti. For each team Ti, each
candidate a ∈ Ti contributes to the score somh(Ti) in a certain way. Specifically, for each
dimension j ∈ {1, . . . , d}, the candidate a is either among the top hj candidates in Ti in
that dimension, in which case it contributes κj(a), or it is not, in which case it contributes
01. The information of how the d attributes of a ∈ Ti contribute to the score somh(Ti) can
be depicted by a number k ∈ {0, . . . , 2d − 1} (or equivalently, a d-bit binary string) where
binj(k) = 1 if κj(a) contributes to somh(Ti) and binj(k) = 0 if κj(a) does not contribute, for
j ∈ {1, . . . , d}. We call k the type of the candidate a in the solution T1, . . . , Tα. Now every
candidate in
⋃α
i=1 Ti has its type, which is a number in {0, . . . , 2d − 1}. For the unassigned
candidates, i.e., the candidates in C\
⋃α
i=1 Ti, we simply say their type is □ (in the solution
T1, . . . , Tα). In this way, we give every candidate in C a type in the solution, which is an
element in Γ = {0, . . . , 2d − 1} ∪ {□}. We then define the type assignment (or assignment
for short) of the solution T1, . . . , Tα as the function π : C → Γ that maps each candidate to
its type in the solution.
We consider the following question: for a solution T1, . . . , Tα ⊆ C, if we were only given
its type assignment π : C → Γ without the original teams T1, . . . , Tα, how much information
about T1, . . . , Tα can we recover from π? Observe first that we can easily recover the total
score
∑α
i=1 somh(Ti) of the solution, simply because the types of the candidates record how











which we call the score of π, then it is clear that
∑α
i=1 somh(Ti) = scr(π). At the same
time, however, we cannot recover the teams T1, . . . , Tα from π, because it can happen that
different solutions share the same type assignment (for example, there are situations where
two candidates with the same attributes, but in different teams, could be swapped without
changing their type, leading to a different solution with the same type assignment).
We say a solution T1, . . . , Tα ⊆ C realizes a type assignment function π : C → Γ if π is
the type assignment of T1, . . . , Tα. Thus, for a type assignment function π : C → Γ , there
could be zero, one, or more solutions that realize it, and all such solutions have the same
total score. We say π is realizable if there exists at least one solution that realizes π. What
we want is essentially a realizable π : C → Γ that maximizes scr(π).
Note that there are too many (type assignment) functions π : C → Γ to go over all of
them; indeed, the number of such functions is (2d + 1)n. Furthermore, it turns out to be
difficult to check whether a given π is realizable, and even if we know π is realizable, it is
not clear how to find a witness solution T1, . . . , Tα ⊆ C that realizes π. For this reason,
our algorithm does not work on type assignment functions directly. Instead, we only guess
some distinguishing features of the type assignment of an optimal solution. Perhaps the
most natural distinguishing feature is “how many candidates are there of each type”. We
1 Here we assume that the “sum-of-top-hj” function maxhj in Equation 1 breaks ties in a certain way
(e.g., take the attributes of the candidates with smaller indices first, etc.) so that the contributing
attributes of each candidate in the team is uniquely defined.
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formalize this as follows. The configuration of a function π : C → Γ is a 2d-dimensional
vector conf(π) = (c0, . . . , c2d−1) ∈ N2
d where ck = |π−1({k})| for k ∈ {0, . . . , 2d − 1}. In
other words, the k-th entry ck of the vector conf(π) records the number of candidates assigned
to type k by π.
Clearly, not every vector in N2d can be the configuration of some realizable function.
Next, we establish a simple necessary (but not sufficient) condition for a vector to be the
configuration of some realizable function. Suppose c = (c0, . . . , c2d−1) is the configuration of
a realization function π : C → Γ and let T1, . . . , Tα ⊆ C be the solution that realizes π, i.e.,
π is the type assignment of T1, . . . , Tα. For i ∈ {1, . . . , α} and k ∈ {0, . . . , 2d − 1}, let vi,k
be the number of candidates in Ti which are mapped to k by π, i.e., vi,k = |π−1({k}) ∩ Ti|.
Since π maps all candidates in C\(
⋃α
i=1 Ti) to □, we have ck = |π−1({k})| =
∑α
i=1 vi,k for all
k ∈ {0, . . . , 2d − 1} and hence c =
∑α
i=1 vi where vi = (vi,0, . . . , vi,2d−1). Now what are the
conditions that each vi has to satisfy? First, since |Ti| = β and π maps all candidates in Ti
to {0, . . . , 2d − 1}, the sum of all entries of vi is equal to β, i.e.,
∑2d−1
k=0 vi,k = β. Second, for
each j ∈ {1, . . . , d}, the number of candidates in Ti which contribute in the j-th dimension is
precisely hj , and thus the sum of the entries of vi corresponding to types k which contribute
in the j-th dimension, i.e., binj(k) = 1, is equal to hj , i.e.,
∑2d−1
k=0 vi,k · binj(k) = hj . To
summarize, in order to be the configuration of some realizable function, a vector c must be
the sum of α vectors each of which satisfies the above two conditions. This is exactly the
necessary condition we want. Formally, we give the following definition.
▶ Definition 3 (legal vectors). A vector v = (v0, . . . , v2d−1) ∈ N2
d is (β, h)-legal (or simply
legal when β and h are all clear from the context) if
∑2d−1
k=0 vk = β and
∑2d−1
k=0 vk ·binj(k) = hj
for all j ∈ {1, . . . , d}.
▶ Fact 4. If π : C → Γ is realizable, then conf(π) is the sum of α legal vectors.
Note that the converse of the above fact is not true, i.e., it is possible that conf(π) is the
sum of α legal vectors but π is not the type assignment of any solution. However, we have
the following nice property.
▶ Lemma 5. If π : C → Γ is a function such that conf(π) is the sum of α legal vectors,
then scr(π) ≤ opt. Furthermore, given π and a decomposition conf(π) =
∑α
i=1 vi into legal




Proof. Suppose conf(π) = (c0, . . . , c2d−1) =
∑α
i=1 vi, where each vi = (vi,0, . . . , vi,2d−1)
is a legal vector. For k ∈ {0, . . . , 2d − 1}, we arbitrarily partition the ck candidates in
π−1({k}) into α groups G1,k, . . . , Gα,k such that |Gi,k| = vi,k; this is possible because
ck =
∑α
i=1 vi,k. We then define Ti =
⋃2d−1
k=0 Gi,k for i ∈ {1, . . . , α}. It is clear that T1, . . . , Tα
are disjoint subsets of C with size β. Therefore,
∑α
i=1 somh(Ti) ≤ opt. It suffices to
show scr(π) ≤
∑α
i=1 somh(Ti). Note that π(a) ∈ {0, . . . , 2d − 1} for all a ∈
⋃α
i=1 Ti and
π(a) = □ for all a ∈ C\(
⋃α













a∈Ti,j κj(a), where Ti,j = {a ∈ Ti : binj(π(a)) = 1}.
Since v1, . . . , vα are (β, h)-legal, we have |Ti,j | = hj for all i ∈ {1, . . . , α} and j ∈ {1, . . . , d}.
Thus,
∑
a∈Ti,j κj(a) ≤ max
hj {κj(a) : a ∈ Ti} (recall that maxhj S denotes the sum of the

















Therefore, scr(π) ≤ opt. If we are given π and the legal vectors v1, . . . , vα, then the teams
T1, . . . , Tα can clearly be constructed in O(n + 2d) time. ◀
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With the above lemma in hand, it now suffices to compute a function π∗ : C → Γ with
the maximum scr(π∗) such that conf(π∗) is the sum of α legal vectors and a decomposition
conf(π∗) =
∑α
i=1 vi into legal vectors. Indeed, once we have the function π∗ and the
decomposition conf(π∗) =
∑α
i=1 vi, we can apply the above lemma to obtain a solution
T ∗1 , . . . , T
∗
α ⊆ C satisfying scr(π∗) ≤
∑α
i=1 somh(T ∗i ). Note that Fact 4 guarantees scr(π∗) ≥
opt, which implies
∑α
i=1 somh(T ∗i ) ≥ opt, i.e., T ∗1 , . . . , T ∗α is an optimal solution.
Next, we show how to compute the function π∗ and the decomposition efficiently. To this
end, we formulate the problem as an integer linear programming (ILP) instance. For each
candidate a ∈ C, we define 2d + 1 variables u0(a), . . . , u2d−1(a), u□(a). These variables are
used to encode the information of π∗. Specifically, the variable uk(a) will indicate whether
π∗(a) = k: uk(a) = 1 if π∗(a) = k and uk(a) = 0 if π∗(a) ̸= k. Therefore, the values of these
variables are in {0, 1} and must satisfy the constraints
∑
k∈Γ uk(a) = 1 for all a ∈ C. Our




k=0 uk(a) · ⟨bin(k), κ(a)⟩,
according to the formula of Equation 2. In addition, we need variables and constraints to
guarantee that conf(π∗) is the sum of α legal vectors. Note that conf(π∗) can be expressed
as
∑
a∈C u(a), where u(a) = (u0(a), . . . , u2d−1(a)). We introduce variables vi,0, . . . , vi,2d−1
for all i ∈ {1, . . . , α}. Each vector vi = (vi,0, . . . , vi,2d−1) is supposed to be a legal vector. So
we include the constraints
∑2d−1
k=0 vi,k = β and
∑2d−1
k=0 vi,k · binj(k) = hj for all j ∈ {1, . . . , d}.




i=1 vi to ensure that conf(π∗) is the sum of






uk(a) · ⟨bin(k), κ(a)⟩
s.t.
∑
k∈Γ uk(a) = 1 for all a ∈ C,∑2d−1
k=0 vi,k = β for all i ∈ {1, . . . , α},∑2d−1




0 ≤ u(a) ≤ 1 for all a ∈ C and vi ≥ 0 for all i ∈ {1, . . . , α}.
(3)
The above ILP instance has (2d + 1)n + 2dα variables, thus we cannot apply any general
ILP solver to solve it in time polynomial in n. Fortunately, this ILP instance has some nice
structural property which we can exploit. In order to describe the property, we need to first
introduce the notion of N -fold ILP. In an N -fold ILP instance, the linear constraints on the
variable vector x can be represented as xlow ≤ x ≤ xhigh and Ax = b where
A =

M1 M2 · · · MN
M ′1 0 · · · 0





0 0 · · · M ′N
 . (4)
Let r be the maximum number of rows of the matrices M1, . . . , MN and M ′1, . . . , M ′N , and t
be the maximum number of columns of the matrices M ′1, . . . , M ′N . It was shown in [10] that
the N -fold ILP instance can be solved in ∆O(r3)(Nt)O(1) time, where ∆ = max{2, ∥A∥∞}.
We observe that our ILP instance in Equation 3 is in fact an N -fold ILP instance with
N = n + α, r = 2d, t = 2d + 1, and ∆ = 2. To this end, we classify our variables into n + α
groups. For each a ∈ C, we have a group Ga = {uk(a) : k ∈ Γ} of 2d + 1 variables. For
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each i ∈ {1, . . . , α}, we have a group G′i = {vi,0, . . . , vi,2d−1} of 2d variables. We obtain our
variable vector x by permuting all (2d + 1)n + 2dα variables such that the variables in each
group are consecutive in the permutation. Now notice that the constraint
∑
k∈Γ uk(a) = 1 is
only for the variables in Ga, while the constraints
∑2d−1
k=0 vi,k = β and
∑2d−1
k=0 vi,k ·binj(k) = hj
for j ∈ {1, . . . , d} are only for the variables in G′i. We call these constraints local constraints.
Local constraints can be realized using the M ′-matrices in Equation 4; the number of rows of
these matrices is at most d + 1 because we have one local constraint for each group Ga and
d + 1 local constraints for each group G′i, and the number of columns of these matrices is at





i=1 vi. Since the dimension of the vectors u(a) and vi is 2d, the
global constraints can be expressed as Mx = 0 for some 2d-row matrix M , which can be
in turn realized using matrices M1, . . . , MN in Equation 4. To summarize, the constraints
of our ILP instance of Equation 3 can be written as Ax = b, where A is of the form of
Equation 4 in which N = n + α and the maximum number of rows (resp., columns) of the
matrices M1, . . . , MN , M ′1, . . . , M ′N is 2d (resp., 2d + 1). Also, as one can easily verified, the
entries of A are all in {−1, 0, 1}, which implies ∥A∥∞ ≤ 1 and ∆ = 2. Therefore, applying
the algorithm of [10] solves our ILP instance in 22O(d)nO(1) time.
After solving the ILP instance of Equation 3, we obtain the desired function π∗ : C → Γ
by setting π∗(a) to be the (unique) element k ∈ Γ satisfying uk(a) = 1, and a decomposition
conf(π∗) =
∑α
i=1 vi into legal vectors. As argued before, we can then use Lemma 5 to
compute an optimal solution for the problem in O(n) time. The overall running time of our
algorithm is 22O(d)nO(1). This proves Theorem 1, which we restate below.
▶ Theorem 1. There exists a 22O(d)nO(1)-time algorithm for Multi-team Formation.
Although the running time of our algorithm depends double exponentially on d, it is
ETH-tight and hence unlikely to be substantially improved. The lower bound follows readily
from the reduction in [20] and the ETH lower bound in [1] for 3-dimensional Matching.
▶ Theorem 2. The existence of a 22d/cnO(1)-time algorithm for Multi-team Formation
with any constant c > 12 violates the Exponential Time Hypothesis (ETH).
Proof. Let c > 12 be a constant. Schibler et al. [20] described a polynomial-time reduction
from 3-dimensional Matching to Multi-team Formation with n = O(m) and d =
12 log m + O(1), where m is the size of the 3-dimensional Matching instance. Therefore, a
22d/cnO(1)-time algorithm for Multi-team Formation implies a 2m12/cmO(1)-time algorithm
for 3-dimensional Matching. However, it was shown in [1] that any algorithm with running
time 2o(m) for 3-dimensional Matching violates the ETH. ◀
3 Conclusion and future work
In this paper, we considered Multi-team Formation under the natural sum-of-maxima
scoring rule, and presented an algorithm that runs in 22O(d) · nO(1) time, which is ETH-tight
since a 22d/c · nO(1)-time algorithm, for any constant c > 12, would violate the ETH.
A direction for future work is approximation algorithms for Multi-team Formation.
Exploiting the submodularity of the sum-of-maxima scoring function, one can easily formu-
late Multi-team Formation as a submodular maximization problem with two matroid
constraints, which leads to a polynomial-time (0.5 − ε)-approximation algorithm for any
constant ε > 0 using the algorithm of [13]. Whether one can achieve a better approximation
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