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De statistische literatuur over de Poisson-verdeling en 
verwante onderwerpen is over een groat aantal artikelen ver-
spreid. Systematische studies zijn op dit gebied niet versche-
nen. De karte beschouwingen in de handboeken over statistiek 
zijn verre van valledig. Dlt maakte het wenselijk de belangrijk-
ste onderwerpen uit deze stof samen te vatten in de varm van een 
averzicht, waarbij een literatuurlijst is gevoegd ten behoeve 
van diegenen, die meer over het behandelde willen weten. Naar 
deze literatuurlijst wardt in de tekst verwezen door nummers 
tussen teksthaken. 
Enkele belangrijke wiskundige bewijzen warden in extenso 
gegeven,van andere wordt alleen het verlaap geschetst of aange-
geven waar het bewijs te vinden is. Elementaire begrippen uit 
de wiskundige statistiek warden belcend verondersteld. Voor zover 
nodig zijn ter verduidelijking in een appendix formuleringen van 
in de tekst voarkomende begrippen gegeven. Naar deze appendix 
wordt verwezen door nummers tussen ronde haken. 
0.1. Het Poisson-model. 
De wiskundige statistiek is de theorie van de toepassing 
van de waarschijnlijkheidsrekeni~g in de practijk. Alle wiskun-
dige formules en theorie~n, die gebruikt warden in de statistiek, 
krijgen zo in ieder geval van toepassing ook een practische be-
tekenis. Er wordt een ge!dealiseerd model van de werkelijkheid 
gemaakt, waarmee gerekend kan warden. De resultaten van deze 
berekening moeten weer omgezet worden in uitspraken over het be-
schouwde experiment. Het is zo steeds van belang zich duidelijk 
bewust te zijn in welke gevallen een bepaald type verdelings-
functie als model gebruikt kan warden. Voor de Poisson-verdeling 
zullen wij daarom het wiskundige model op verschillende manieren 
opbouwen, die elk een bepaald type van toepassing karakterise-
ren. Aan enige (vaak klassieke) voarbeelden zal de rechtvaardi-
ging van de keuze van het Poisson-model ge!llustreerd warden. 
We zullen in het volgende stochastische grootheden (1) aan-
geven door onderstreepte symbolen; dezelfde symbolen, niet on-
derstreept, gebruiken wij voor door de stochastische grootheden 
aangenomen waarden. 
De variabele .£. bezi t een Poisson-verdeling ( 2) wanneer 
X := 0, I, 2 > ...... 
Dit geeft dus de kans aan, dai; de stochastische grootheid ~ 
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de waarde :x aanneemt; /l 1s het gemiddelde, of de verwachting 
van x en tevens de variantie ( 2). De stochastische grootheid 
-;t;_ kan bij deze verdeling alleen de natuurlijke getallen door-
lopen. Het is daarom aannemelijk, dat alleen bij experimenten, 
waarbij aantallen beschouwd worden, het Poisson-model gebruikt 
kan worden; p [~ = x] gee ft dan de leans weer dat een bepaald 
aantal per tijds-, lengte-, of ruimteeenheid aangetroffen wordt. 
Neemt men het gemiddelde van een groot aantal waarnemingen van 
x, dan zal dit gemiddelde weinig van f-L afwijken. Er bestaan 
andere typen verdelingsfuncties, die deze eigenschappen ook be-
zitten (deze zullen in hoofdstuk 2 besproken worden). 
Wanneer het Poisson-model in de practijk gebruikt kan war-
den is a.an twee wiskundige afleidingen te zien. 
In de eerste plaats is de uitdrukking voor de Poisson-ver 
deling de limiet van de uitdrukking voor de binomiale verdeling. 
Men heeft (3) 
-p [:!. = x] = _f;_,n {~) P x i -,,_x. = e -J-';/ 
f ➔ c x! 
'Yl--t co 
Ylf -t,)L 
Wanneer dus een binomiale verdeling met kleine kans p op 
succes en grote steekproefomvang ~ als model gekozen zou war-
den, \.can men dit vervangen door het Poisson-model zonder noe-
menswaard verlies aan nauwkeurigheid. Dus wanneer de kans op het 
aantreffen van een bepaald element maar erg klein is (b,v. 0.01;, 
is de keuze van het Poisson-model te rechtvaardigen. B.v. bij 
tellingen van bloedlichaampjes, verlrne:rsongelukken e. d. 
De Poisson-verdeling is ook op te vatten als limietgeval 
van enkele andere verdelingsfunctie, die in hoofdstuk 2 bespro-
ken zullen worden. 
Een tweede wiskundige afleiding voor de uitdrukking van de 
Poisson-verdeling vindt deze als oplossing van een systeem van 
differentiaalvergelijkingen. In de statistische literatuur duir.~ 
men gevallen die hiermee te karakterise:ren zijn aan met de naam 
Poisson-proces (W .FELLER [1 ], [2]). De voorwaarden, die leiden 
tot het opstellen van dit systeem differentiaalvergelijkingen 
kan men nu gebruiken om de gevallen van toepassing van het 
Poisson-model te karakteriseren. 
Wanneer Ph (o, t) de kans voorstel t op n gebeurtenissen in 
de periode (o,t) 1 ), dan luiden de voorwaarden: 
1) Voor het Poisson-proces is het niet essentieel, dat de tijd 
optreedt (zie vb B4); een lengte 2 oppervlak of volume kan zor-
der bezwaar als parameter i.p.v. de tijd optreden. 
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.:!_;_ Onafhankelijk van het aantal malen, dat de beschouwd12 
gebeurtenis optreedt in het interval ( o, t) , is de kans, dat de 
r, ~ 
gebeurtenis eenmaal optreedt in het interval(t,t+~): Ai+ Cf(-ff) CI, 
waarin ~ een constante is; 
£.!. de kans, dat de gebeurtenis meer dan een maal optreedt 
in het interval (t,t.{) is van kleiner grootte-orde dan ~, dus 
(1 (-f,). 
Een voorbeeld is het aantal of.. --deeltjes uitgezonden door een 
radioactief praeparaat. Dit verschijnsel blijkt zeer nauwkeurig 
door de Poisson-verdeling beschreven te kunnen warden, terwijl 
de theorie der radioactiviteit ook aangeeft, dat de bovenstaandc 
onderstellingen vermeld zijn, waarmee dus langs statistische weg 
ook een bevestiging van de theorie der radioactieve verschijnse-
len wordt verkregen. 
In [1] en in [24] vindt men de Poisson-ve~deling als bij-
zonder geval van een klasse van discrete verdelingen met bepaal-
de eigenschappen; dit is een derde wiskundige afleiding vonr de 
Poisson-uitdrukking (de voorbeelden A6 en B6 zijn eigenlijk toe-
passingen hiervan). 
Nu zullen enige voorbeelden besproken warden, waarbij ook 
beschouwd wordt met welk doel statistische methoden gebruikt war-
den in het beschreven geval. De bovenstannde typen•van toep~~ 
sing zijn niet altijd scherp te onderscheiden. Tech zullen wij de 
voorbeelden in twee groepen splitsen, corresponderend met de 
besproken twee wiskundige gevallen van afleiding. 
A. De Poisson-verdeling als limiet van de binomiale verdeling. 
1. Tellingen van bloedlichaampjes. 
Een bloedmons~er van een proefpersoon wordt na verdunning 
ender de microscoop bekeken. Het gezichtsveld is in gelijke vier-
kantjes verdeeld. In elk van deze vierkantjes wordt het aantal 
bloecUichaampjes geteld. Deze aantallen zijn nu te beschouwen r lB 
trekkingen uit een Poisson-verdeling, Het gemiddelde van deze 
Poisson-verdeling zou men willen kennen om zo te weten te komen 
hoeveel bloedlichaampjes voorkomen in het onderzochte bleed. 
Dat het Poisson-model hier als limietgeval bruikbaar is, is 
als volgt in te zien. 
Uit de totale hoeveelheid bloed, V, van de proefpersoon 
wordt een hoeveelheid ~v in een telvierkantjes aangetroffen. Stel 
dat de proefpersoon in het totaal N bloedlichaampjes in zijn 
--------------------
2) Het symbool d(fi) betekent van kleiner grootte-orde dan -R vnr 
j -➔ O , 
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bloed heeft, dan is de kan:3 dat in het monster 11 bloecl.l ichaamp-
jes zitten: 
nl. een binomiale verdeling met in dit geval een zeer klelne 
kans AJ en zeer grote N , zodat het gebruik van de Poisson-
benadering gerechtvaardigd is (zie [1]). 
2. Tellingen van bacteri~n. 
Dit is eenzelfde geval als onc1er punt .1· In een klein mon-· 
ster warden de aantallen bacteri~n per oppervlakte-eenheid ge-
teld. Deze aantallen volgen evenals de aantallen uit voorbeeld 
1. een Poisson-verdeling. 
In deze eerste twee voorbeelden kan het nog voorkomen, dat 
het Poisson-model niet juist is. De bloedlichaampjes en bacteri~n 
hebben nl. een eigen volume, zodat er ook een ma~imaal aantal 
is, dat per volume-eenheid kan voorkomen. Ligt het gemiddelde 
aantal bloedlichaampjes of bacteri~n in de buurt van dit maxi-
male aantal, dan is het Poisson-model niet juist meer, want 
waarden van het aantal welke niet al te ver boven het gemiddelde 
liggen zijn clan niet meer mogelijk. 
Wordt vermoed dat dit het geval isJ dan zal men statistirch 
kunnen toetsen of het Poisson-model nog bruikbaar is; is dit 
niet het geval, dan wordt een andere verdeling aangepast als mo-
del. Deze toetsingsmethoden zijn beschreven in hoofdstuk 2 van 
dit rapport. 
3. Insecticiden. 
Van een insectendodend middel wil men bepalen hoe doeltref-
fend het is, d.w.z. men wil weten hoeveel procent van de insec-
ten de toepassing van het middel nog zal overleven. Bij een be-
paald soort insecticide gaat men veelal als volgt te werk. 
Een proefveld wordt verdeeld in een aantal gelijke vakken. 
Op het proefveld heeft een bepaald insect legsels eieren gedepo-
neerd. Het insectendodend middel wordt over het proefveld ver-
deeld en de aantallen larven die per vak in leven blijven worden 
geteld. Als alle vakken ongeveer evenveel eieren bevatten volgt 
dit aantal een Poisson-verdeling. Immers voor elk vak :Ls het mid-
del hetzelfde en dus de overlevingskans, p, voor ieder insect 
dezelfde. Stel dat een zeer groat aantal eieren, N, per vak 
vcorkomen en dat de kans op overleving van de behandeling zeer 
klein is (wat bij een goed middel het geval is), dan bezit het 
aantal overlevende insecten per vak dus bij benadering een Pois-
son--verdeling. 
In de practijk zal het aantal eieren per vak soms een stuk 
uiteenlopen. Vaak leggen insecten immers grate aantallen eieren 
in legsels bij elkaar. In dit geval zullen de aantallen dan oak 
niet trekkingen zijn uit eenzelfde Poisson-verdeling. Andere 
verdelingsfuncties kunnen weer een betere aansluiting aan de 
practijk geven. Statistische toetsing kan weer uitmaken wanneer 
het Poisson--model nog bruikbaar is en wanneer het beter is een 
ander model te kiezen (zie hoofdstuk 2 par. 3). 
4. Verkeersongevallen. 
Men beschouwt het aantal ongevallen met auto's voor perio-
den, waarin evenveel, 'Yl 1 , auto's een bepaald kruispunt passeren 
(b.v. de spitsuren). Men onderstelt, dat voor iedere auto de kans 
op een ongeluk in deze periodeJ p,, dezelfde is. Men verwaarloost 
de mogelijkheid, dat ~~n ongelulc meer tot gevolg kan hebben. Het 
aantal ongelukken zal dan voo1"' de beschouwde periode een b1nom1a-
le verdeling met zeer kleine kans, A, hebben, zodat gebruik van 
het Poisson--model gerechtvaardigd is. 
Beschouwt men overeenkomstige perioden in verschillende 
maanden, dan kan men weer met de toetsen uit par. 1.1 en par. 1.2 
uitmaken of de kans op een ongeluk is gestegen of gedaald. 
Voor algemenere gevallen is het model iets ingewikkelder. 
Men beschouwt nu perioden, waarvoor het aantal auto's dat het 
kruispunt passeert per tijdseenheid fluctueert over de beschouwde 
periode. We onderstellen nu stochastisch met een bepaalde waar-
schijnlijkheidsverdeling en komen niet tot het model van een Pois-
son-verdeling, maar tot dat van een samengestelde Poisson-verde-
ling. Hiermee kan op overeenkomstige wijze warden getoetst (zie 
par. 2.3). 
5. Kwaliteitsbeheersing. 
BiJ massaproductie worden steeds defecte exemplaren miast 
goede geproduceerd. In de meeste gevallen is het aantal defecten 
gering, de kans op een defect exemplaar is meestal klein. 
Beschouw de productie van een aantal exemplaren -n; de kans 
op een aantal defecten x onder deze n exemplaren wordt, wanneer 
geen series defecten achter elkaar tengevolge van storing in het 
proces voorkomen, weergegeven door de Poisson-verdeling. 
Bij een productieproces komt het echter vaak voor, dat de 
waarnemingen .!_1_1_1::_~. onafhankelJ.Jk zijn: wanneer een defect exemplaar 
waargenomen is, dan is de kansJ dater meer zullen volgen vaak gra-
ter dan na een deugdelijk exemplaar. Dit is b.v. het geval wanneer 
machines ontregeld raken of wanneer snelle slijtage van een onder-
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deel optreedt, Het Poisson .. moc3.cl is dan voor groepen van op el-
kaar volgende exemplaren niet meer bruikbaar. In het algemeen 
zal men dus willen toetsen of aan het Poisson-model nog voldaan 
wordt. Bovendien kan het zijn, dat men niet weet hoe groat de 
kans op een defect exemplaar is. Men zal dan uit een aantal waar-
nemingen van het aantal defecte exemplaren per~ geproduceerde 
een betrouwbaarheidsinterval (4) of schatting voor deze kans 
willen bepalen, zodat bekencl wordt hoe nauwkeurig het productie-
proces werkt. In hoofdstuk 3 warden deze schattingsmethoden be--
sproken. 
Het geval van massaproductie is ook op te vatten als een 
Poisson-proces. Onder de voorbeelden van het Poisson-proces zal 
het nogmaals besproken warden. 
6. Chromosoom-mutaties. 
Onder invloed van Rc:5ntgenbestraling treden in de chromoso-
men in de celkern mutaties op. Wordt een aantal cellen gedurende 
een zekere tijd met X-stralen bestraald, dan zullen in een aan-
tal cellen k mutaties zijn opgetreden, in een ander aantal e 
enz. Het aantal mutaties per eel is nu bij benadering volgens 
Poisson verdeeld. Immers de kans op een mutatie, p , is gering, 
terwijl het aantal mogelijke mutaties, N, zeer groat is. Verder 
moet dan aangenomen warden, dat de mutaties onafhankelijk van 
elkaar optreden. 
In een dergelijk geval zal men b.v. de onafhankelijkheid van 
de mutaties in een celkern willen onderzoeken,of de invloed van 
een bepaalde soort X--stralen op de kans op het optreden van een 
mutatie. In het eerste geval wil men dus onderzoeken of het Pois-
son-model Juist is, dus of het optreden van een mutatle onafhan-
kelijk is van het optreden van een andere. In het tweede geval 
w1l men we ten hoe groot de kans op een mutatie is. De methoden uit 
hoofdstuk 3 kunnen voor het laatste geval gebruikt warden. 
Evenals in het 5e voorbeeld kan ook hier het evenement be-
schouwd warden al,3 een Poisson--proces. Onder de volgende voorbeel-
den zal het daarom nog eens besproken worden. 
B. Het Poisson-proces. 
1. Arbeidsongevallen. 
De leiding van e8n fabriek wil weten of het aantal ongevallen 
van arbeiders gedurende een bcpaalde tijdsperiode, 'T, in verhou-
ding tot het totaal aantal arbe1ders, dat in de fabriek werkzaam 
is, is toegenomen of afgenomen. 
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Het wiskundige model wordt verkregen door het aantal onge•• 
vallen per arbeider te beschouwen en te onderstellen, dat dit 
voldoet aan de eisen van het Poisson-proces voor een bepaalde 
korte periode. Men verdeelt nu de periode Tin dergelijke korte. 
deelperioden: 'T,, ..•. • ·r:.,. Voor iedere deelperiode T;_ ( i = 1, .•. ;m) 
geldt nu, dat het totaal aantal ongelukken weer een Poisson-ver-
deling bezit, omdat dit aantal de som is van de aantallen onge-
lukken voor de arbeiders afzonderlijk (6). Is het gemiddelde aan-
tal ongelukken voor• iedere arbeider in de periode T,. het zelfde: 
~~, dan heeft het totale aantal ongelukken een Poisson-verdeling 
met parameter 11; >-~ ( 'YI, is het totale aantal arbeiders in de i • 
periode). Men wil nu dus toetsen of de A~ voor iedere periode 
hetzelfde zijn, dus of de parameters van de Poissonverdelingen 
voor de verschillende deelpertoden zich verhouden als de aantal-
len arbeiders werkzaam in die deelperiode. Het een en ander kan 
getoetst warden met de toets besproken in par. 1.2. 
2. Radioactiviteit. 
Zoals al opgemerkt werd volgt in bepaalde gevallen van ra-
dioactieve uiteenvalling het aantal per tijdseenheid uitgezonden 
deeltjes nauwkeurig een Poisson-ver~eling. In tabel 0.1 is door 
een voorbeeld aangegeven hoe nauw de aansluiting is; k is het 
aantal deeltjes waargenomen per periode, Nk is het aantal perio-
den waarin k deel tjes werden waargenomen. f\/. P (~"' k} is de ver-
wacht1.ng van Nk op grand van het Poisson-model, waarbij de p.sra-
meter van de Poisson-verdeling geschat is door middel van het 
steekproefgemiddelde. Met een X1-toets voor aanpassing (5) 1s 
getoetst hoe nauwkeurig de overeenstemming tussen practijk en 
model is. Deze toets gaf een overschrijdingskans van 17% bij een 
totaal aantal waarnemingen van 2608. Het geschatte ~emiddelde 1s 
3,870, 
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3) 0vergenomen uit W .FELLER [1]. 
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Dit geval 1s oak een typisch voorbeeld van een Poisson-
proces. Aan de onderstellingen van het Poisson-proces is op 
grand van theoretische overwegingen voldaan. De onafhankelijk-
heid wordt gegarandeerd door de theoretische onderstelling, dat 
de atomen onafhankelijk van elkaar desintegreren. (B1j iedere 
desintegratie ontstaat een uitgezonden deeltjeJ 
Voor een bepaald atoom is de voorwaarde 
waarin het linkerlid de kans op desintegratie tussen de tijd-
stippen t en t+ I. voorstelt, indien het deeltje op het tijd-
stip t neg intact is, vervuld op grand van quantum-mechani-
sche overwegingen. Voor een praeparaat, dat ui t N intac te at o-
men bestaat, geldt dus, daar een atoom maar eenmaal kan desin-
tegreren, dat de kans op een desintegratie bij kleine -I? vol-
doet aan: 
P, {t, t,f.)= N(>i '-{!, +t! {-f)) (1_)i '-t - rr(-R>f-'= >,-~ • (f {-R), 
met A= N.A 1 , zodat oak dan de voorwaarde vervuld is. Verder 
geldt voor de kans op twee integraties: 
112 { l-1 ~ {t.-1:.--1:)=(~){>.'li+ff(-CJ1 ,_>.'~- oaJ1 = oO), 
zodat oak aan de tweede voorwaarde voldaan is. De waarnemingen, 
die een goede overeenstemming met de Poisson-verdeling geven, 
leveren zo dus een bevestiging van de theorie. 
De schattingsmethoden voor de parameter van de Poisson-
verdeling kunnen gebruikt warden als men van een onbekend prae-
paraat wil weten wat de sterkte der radio-actieve desintegra-
tie is. 
2. Kosmische stralen. 
In Geiger-Mtiller-tellers wordt het aantal deeltjes geteld, 
dat hoofdzakelijk uit de bovenste luchtlagen op de aarde komt. 
Per tijdsinterval heeft dit aantal een Poisson-verdeling. Immers 
volgens de theorie ontstaan deze deeltjes uit zwaardere deeltjes 
en deze uit weer zwaardere door desintegratie of door botsing. 
Het verschijnsel heeft dus een dergeliJke achtergrond als de 
radioactiviteit. Het ontstaan van een deeltje 
hankelijk van dat van een ander deeltje, Dat 
is meestal onaf-
--tm "P.(t,t+~) =r\' 
fi_,,o ---J: 
is, volgt uit quantum-mechanische beschouwingen over desintegra-
tie en disintegratie bij botsing van deeltjes. Dat de andere 
eis vervuld is, is niet eenvoudig aan te geven, maar volgt ook 
uit de theorie. 
- 9 -
Men wil vaak constateren of verhoogde activiteit van kosmi-
sche stralen optreedt, tengevolge van b.v. zonnevlekkenactiviteit. 
Men wil dan dus toetsen of de parameter fL van de Poisson-verde-
ling verschillend is voor twee of meer verschillende perioden, 
3, Verkeersdichtheid in een telefooncentrale, 
Om te bepalen hoeveel kabels nodig zijn voor een bepaalde 
interlocale verbinding of om te bepalen hoeveel apparatuur op 
een centrale nodig is, onderzoekt men het aantal telefoongesprek-
ken, dat binnenkomt in een bepaalde periode. Dit aantal kan be-
schouwd warden als een trekking uit een Poisson-verdeling, als 
de abonne's gesprekken aanvragen op een w1jze, die aan bepaalde 
voorwaarden voldoet. Dat hieraan voldaan is, is n1et te bewij-
zen, maar wel intu!tief aanvaardbaar te maken. 
Wanneer elke abonne onafhankelijk van de ander een telefoon-
gesprek aanvraagt, wanneer de kans, dat een bepaalde abonne een 
gesprek aanvraagt in een bepaalde periode p is en wanneer de 
kans dat een abonne in deelperiode van lengte :!,- opbel t ~ is, 
dan is de kans dat in de deelperiode -k een gesprek wordt aange-
vraagd 
( 1) 
waarin N het totaal aantal abonne' s is. Verder 1s nog onder-
steld, dat een abonne geen twee gesprekken aanvraagt in de perio-
de van lengte ~. 
Uit (1) volgt 
-lm 'n ~ (~) = N; 
'11- co 
Bovendien geldt voor de kans op in totaal t aanvragen in de pe-
riode van lengte -fi : _ . 
~ {i)={1)(-:,T(-¾)N-~ ) 
dus 
voor 
zodat aan beide voorwaarden van het Poisson-proces voldaan is. 
Deze beschrijving van het gedrag van de abonne lijkt rede-
lijk; het impliceert, dat in de beschouwde periode het aantal aan-
vragen van een bepaalde abonne ook een Poisson-verdeling volgt. 
Dus het aantal aanvragen op de controle is niet anders dan de 
som van N volgens Poisson verdeelde grootheden en derhalve vol-
gens een bekende stelling weer volgens Poisson verdeeld (6). Ook 
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op deze laatste wijze kan hier het Poisson-model·aannemelijk ge-
maakt worden. 
Bij onze beschouwingen is afgezien van spitsuren, omdat 
in de practijk alleen die periode beschouwd worden. Bovendien 
is geen rekening gehouden met de duur van een gesprek. 
In de practijk blijkt het Poisson-model in dit geval heel 
goed te voldoen, zodat ondanks weinig concrete onderstellingen 
toch een goed model verkregen is. 
4. Sterkte van wollen draden. 
In de textielindustrie is het belangrijk het garen zo te 
spinnen, dat het gedurende de productie zo weinig mogelijk breekt, 
Iedere breuk levert een vertraging en verlies van materiaal op. 
Om dit verschijnsel meer in de hand te hebben is gepoogd het 
statistisch te beschrijven. Hierbij wordt ·gebruik gemaakt van 
het model van het Poisson-proces voor het aantal vezels van de 
draad, dat begint in een bepaald sequent van gegeven lengte. 
De voorwaarden voor het Poisson-proces luiden voor dit ge-
val: 
1. Onafhankelijk van het aantal vezels dat begint in het 
sequent (o,~), is de kans dat een vezel begint in het sequent 
({..f,S) gegeven door 1£:+6(6), 
I' , £:. terwijl de kans, dat meer dan een vezel begint in het 
sequent (l.--f~ €) van 1J ( S) is. 
Dat aan deze voorwaarden voldaan is, is intuitief wel dui-
delijk. Wanneer tf erg klein wordt, zal de kans dat een vezel 
er begint veel grater zijn, dan de kans, dater meer dan een be-
gint. Was dit niet het geval, dan zou het mogelijk zijn ook voo~ 
heel kleine t, dat een groot aantal vezels in dat kleine se-
quentje begonnen, wat niet overeenstemt met een intu!tief gevoel 
voor de homogeniteit van het proces. 
Het model blijkt in de practijk goed te voldoen. Om te ko-
men tot de kans op een breuk, dient men de kans uit te rekenen, 
dat in een bepaald segment de draad minder dan een bepaald aan-
tal vezels bevat. De berekening van deze kans leidt tot ingewi~ 
kelde beschouwingen. 
5. Chromosoom-mutaties. 
Deze werden al besproken als een bijzonder geval van de 
Poisson-benadering voor de binomiale verdeling, Het verschijn-
sel is echter ook als een Poisson-proces op te vatten. 
Beschouw nl. de duur van bestraling als variabele en ga d8~ 
na of aan de voorwaarden van het Poisson-proces voldaan is. Dat 
dit het geval is, is aannemelijk, want weer is de kans dat in 
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een klein interval een mutatie optreedt ~ i • r!(i) _en de kans, 
dat meer mutaties optreden zeker van kleinere orde. Er is echter 
een bezwaar. Wordt de periode van bestraling erg lang gemaakt, 
dan zullen andere verschijnselen op gaan treden dan de mutaties; 
bovendien is het aantal mogelijke mutaties eindig, zodat een 
soort afgeknotte Poisson-verdeling een beter model zou zijn, In 
de practijk zal dus het Poisson-model in dit laatste geval niet 
meer bruikbaar zijn. Mogelijk zou voor deze gevallen de binomia-
le verdeling een goed model zijn. 
6. Kwaliteitsbeheersing. 
Ook in dit geval is het productieproces ender zekere beper-
kende voorwaarden als een Poisson-proces te beschouwen. Deze be-
perkingen zijn hierin gelegen, dat het productieproces op vaste 
aequidistante tijdstippen exemplaren aflevert, die ofwel goed 
ofwel defect kunnen zijn. In een interval van bepaalde lengte 
kunnen dus niet meer dan een bepaald aantal defecten geprodu-
ceerd worden. Bovendien geldt de voorwaarde 
~ (t, L{ )= >,J, ~ tf (-f.) , 
niet als -It steeds kleiner wordt; dit geldt wel als -K niet 
kleiner wordt dan de tijdsduur t. ; die verloopt tussen de pro-
ductie van twee exemplaren. Wijzigt men de voorwaarden in die 
zin, dan blijkt daaruit toch nog de uitdrukking voor de Poisson-
verdeling te vinden te zijn, als t. maar klein genoeg is. 
1...:.. Er zijn nog vele andere toepassingen van de Poisson-verdeling, 
Een belangrijke categorie wordt gevormd door de wachttijdproble-
~- De tijdstippen van een aankomst worden dan ondersteld een 
Poisson-verdeling te volgen. Komen in een bepaalde periode meer 
dan een bepaald aantal individuen aan, dan kunnen deze niet meer 
verwerkt warden en moeten zij wachten. 
Voorbeelden hiervan zijn: wachttijden bij loketten, wachttijden 
van vliegtuigen voor landing mogelijk is e.d. 
0.2. De inhoud van dit rapport - notatie. 
Dit rapport is verdeeld in 3 hoofdstukken. De eerste twee 
behandelen toetsingsproblemen; het laatste geeft methoden voor 
schatting en bepaling van betrouwbaarheidsintervallen voor de 
parameter/L van een Poisson-verdeling. 
De toetsingsmethoden geven toetsen voor de nulhypothesen, 
dat alle waarnemingen uit Poisson-verdelingen komen met een gege-
ven onderlinge verhouding hunner parameters, metals alternatie-
ven, dat de waarnemingen uit andere Poissonverdelingen komen 
(hoofdstuk 1) of metals alternatieven, c1at de waarnemingen uit 
verdelingen van een ander type komen. Beschouwin&eno,er het 
Poisson-proces en eigenschappen daarvan zijn achterwege. gelaten. 
Ten behoeve van de demonstratie van de toetsingsmethoden 
wordt van twee notatieschema 1 s gebruik gemaakt. 
a) Gegeven zijn de waarnemingen 
x, , .......... ,Jen 
trekkingen ui t Poisson-verdelingen met parameters resp ·f';• .... ,j'-,,· 
Het steekproefgemiddelde wordt aangegeven met x. 
b) ~egeven zijn de waarnemingen 
)C 
.,,, l x .. I 
'J 
)C'h'lr' . , ) 
X , .. , 
met het bijbehorende schema der parameters: 
/1',,' .. '/7j' .... '/, .. , 
A.l • .. ' µ • ... , ,,U. 
/ - '\1-11 / t»j / 'n, ,,...,, 







"P [x lj ~ x,J (,, j)] 













i. =, j:I x .. < J 
(1.-,/) betekent: "voor alle i en j 11 • B.v. 
betekent: 11 de kans dat de stochastische groot-
de waarden x.,j aEmnemen voor alle i." , •.... , "rn 
en alle j= , ...... ,,..; 
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HOOFDSTUK 1 
Het toetsen van hypothesen betreffende de parameters van ver-
schillende Poisson-verdelingen. 
1.1. Toetsen met behulp van de dispersie-index. 
1.1.1. Inleiding. 
Laat bij een of ander experiment het onderstaande schema 
met waarnemingen warden gebruikt. 
x,,, x, ... 
met 




x .. is bijvoorbeeld het aantal oproepen per uur in een 
•J 
telefooncentrale. Zie ook voorbeeld B4 van de inleiding. Wij 
onderstellen steeds, dat alle waarnemingen onderling onafhanke-
lijk zijn. 
Verder wordt aangenomen dat de waarnemingen x,j (~: 1, ... , 11'1; 





~'i ( 2). 
Men kan 
0 ,, 
zowel de verwachting, t.~Li, als de variantie,va.-i:.~q , 
nu verschillende hypothesenbetreffende de onder-
linge verhouding van de waarden van de parameters )-~l opstellen. 
Vervolgens kan men een zo 1 n hypothese kiezen om deze te toetsen 
tegen een bepaalde verzameling van a~ternatieve hypothesen van 
soortgelijke aard. Bijvoorbeeld zouden wij de hypothese, dat 
alle waarnemingen uit eenzelfde Poisson-verdeling komen kunnen 
toetsen tegen de alternatieve hypotheseJ dat de waarnemingen 
uit verschillende Poisson-verdelingen komen. 
Een andere hypothese die wij kunnen toetsen is, dat alle 
waarnemingen van een rij uit eenzelfde Poisson-verdeling komen. 
Dat wil dus zeggen, dat elke rij een steekproef is uit eenzelf-
de Poisson-verdeling. Als alternatieve hypothese komen hier in 
aanmerking: de waarnemingen uit een rij komen uit ve~schillende 
Poisson-verdelingen. De verzameling van alternatieve hypothesen 
is hier dus dezelfde als die uit het voorgaande voorbeeld. Ten 
slotte kunnen weals alternatieven nemen: de rijen zijn steek-
proeven uit verschillende Poisson-verdelingen en de hypothese 
toetsenJ dat alle rijen waarnemingen eenzelfde Poisson-verdeling 
bezitten. In dit laatste geval is de te toetsen hypothese dezelf-
de als in het eer.ste voorbeeld, terwijl de klasse van alterna-
tieven een andere is. 
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Wij beschouwen nu de parameterruimte, die w~j met M~ aan-
geven. Dit is in ons geval het 1e "2' 1-ant 11 (den -dimensionale 
generalisatie van een kwadrant) van de 'l1 (= Tn~) -dimensionale 
ruimte met de ,u,__ als coordinaten, daar ,u_ > o is voor alle 
/ 'J / ·t 
Len j. De bij iedere toetsing beschouwde toegelaten hypothesen 
(i.e. de te toetsen hypothese - de nulhypothese - en de alterna-
tieve hypothesen) vormen deelruimten van de parameterruimte 
evenals uiteraard de nulhypothesen zelf. De alternatieven uit 
het eerste voorbeeld omvatten de gehele parameterruimte met uit-
zondering van de nulhypothese. Deze nulhypothese kunnen we voor-
stellen door: /Llj = /-~~ voor alle i , j , -I en -e. In de para-
meterruimte M bestaat de nulhypothese dus uit alle punten 
jl.{jl-=-{,A,,-···~ .. --,_/'-...,,,,,.,}) van de lijn -i, die door de oor-
sprong gaat en gelijke hoeken maakt met de coordinaatassen. Van 
deze lijn komt verder uiteraard alleen dat deel in aanmerking, 
dat in het eerste "2 00-ant 11 ligt. De lijn -l stelt dus een deel-
ruimte van M voor, die we in het hieronder volgende met M ~ I 
zullen aangeven. Bij de hypothesen: elke rij is een steekproef 
uit een Poisson-verdeling, waarbij deze Poisson-verdelingen on-
derling verschillend kunnen zijn, hoort ook een deelruimte H-t: 
van f1.., 1'11; wordt bepaald door de voorwaarden: /'-.)=-/\ii: voor 
iedere i., j en -f • Deze voorwaarden bepalen een m dimens ionale 
deelruimte. Opmerking verdient nog, dat de bij de boven bespro-
ken deelruimten behorende hypothesen samengestelde hl:Pothesen 
zijn (i.e. dat de deelruimten van de parameterruimte, die deze 
hypothesen bepalen meer dan een punt bevatten). 
In tabel 1.1 zijn de deelruimten met de bijbehorende hypo-
thesen nog eens schematisch weergegeven. 
Tabel 1.1 
Verschillende hypothesen,voorgesteld als deelruimten van de para-
meterruimte M . 
'YI 




voor alJ.e ling met parameter /-1-, j ; 
i. en j ! = I• ........ -n, _; i....=: (a···--·J 'YY). 
/Lq = ,,r'-. -1, De rijen waarnemingen zijn steekproeven uit 
M.,.., voor alle Poisson-verdelingen 
L > i en -1 
Ai"' 11-u Alle waarnemingen komen uit eenzelfde Poisson-
M voor alle verdeling 
I 
i, , j , { en-l. 
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De bij de bovenbeschreven toetsen beschouwde .hypothesen, 
zowel de nulhypothese als de alternatieve hypothesen, kunnen 
door bovenstaande deelruimten volledig worden beschreven, Deze 
hypothesen zijn van hetzelfde type als die welke in de variantie-
analyse worden beschouwd, nl. lineaire hypothesen (7). Er is ook 
verder een grote analogie tussen de enkelvoudige variantie-ana-
lyse en de in deze en de volgende paragraaf te behandelen theo-
rie. Zoals bekend, zijn de toetsen uit de variantie-analyse in 
wezen .A -•toetsen ( likelihood-ratio tests ( 8)). In de volgende 
paragraaf zal blijken, dat de hier te bespreken toetsen asympto-
tisch aequivalent zijn met~ -toetsen. 
1.1.2. Afleiding van de toetsingsgrootheden en de asymptotische 
verdeling. 
Wij zullen in deze paragraaf toetsingsgrootheden afleiden 
voor de reeds beschreven drie toetsen (de nulhypothesen zijn aan-
gegeven met 1-f. , de toegelaten hypothesen door H ; de bij de in 
tabel 1.1 vermelde deelruimten t1..., " M-f< en M, behorende verza-





~: Alle waarnemingen komen uit eenzelfde Poisson-verde-
ling ( H, ) ; 
H: Alle waarnemingen komen uit Poisson-verdelingen, die 




H: De rijen waarnemingen z1Jn steekproeven uit eventu-
eel verschillende Poisson-verdelingen ( H=). 
I{: H..,,, 
H: H ..... 
Beschouw de toets T . Onder de nulhypothese, H, , komen 
-n, I 
de waarnemingen uit een Poisson-verdeling met onbekende parameter 
/'-· De simultane waarschijnlijkhej_dsverdeling van de x. 11 is dus 
(zie voor de notatie par. 0.2): 
(1.1) 
Ook X bezit ender~ een 
meter 3/'- (6); dus: 
( 1. 2) p [ X: X l H,] = 
-"',f-l X 
-e. /I: 
Tr x .. ., 
~~i • J 
Poisson-verdeling en wel met para-
Wij beschouwen nu de voorwaardelijke simultane waarschijn-
lijkheidsverdeling van de ~ onder de voorwaarde, dat de som 
X de in het experiment gevonden waarde X aanneemt en onder de 
hypothese H,. Deze voorwaardelijke verdeling wordt, zoals ge-
makkelijk is in te zien, door het quoti~nt van (1.~) en (1.2) 
gegeven (9). Wij vinden zo: 
p {:x - X. ( ',j·) l X = X ' H J == 
--•} - 'J - > l 
(1.3) 
xi X 
- . (~) 
IT x. .. I 
~.j "l 
In deze uitdrukking voor de voorwaardelijke verdeling komt 
de parameter),'-- niet meer voor. Verder blijkt het laatste lid 
van (1.3) juist gelijk te zijn aan de kans, dat bij een multi-
nomiale verdeling met gelijke kansen op n gebeurtenissen ge-
nummerd met de indices paren ( i, j ), de gebeurtenissen (i,j) bij 
X waarnemingen juist 
kend, dat 






! (~{j - x. .. ) 
2. X--::» =, verdeeld is als ;(_ met (-n _ , ) vri j-
Wij merken opJ dat Jc in deze uitdrukking niet stochastisch 
::(· 
is. Immers (1.4) is; zoals uit de afleiding blijkt, verdeeld als 
• 2 X , ender de voorwaarde ;f. .. = x.. • Het is echter eenvoudig te 
bewijzen, dat de uitdrukking (1.4), ook wanneer men de voorwaar-
2. de x .. = x.. laat vallen, asymptotisch ( voor /'-,, = ) een 't -
verdeling met (rn- ,) vrijheidsgraden bezit. Immers, is c._>, o , 
dan geldt, als f ( ?J de verdelingsdichtheid van X 1 voorstelt 
( zie ( 9) ) : 
=> P[! (~q-x .. f ~c.J~,l-P[~ .. =x. .. 1~J= 
x.. <,J x.. -
(1,5) ~ l1a.1 cl t F l' [ ~ = "-. 1 H,] = 
0 
want de eerste factoren uit de producten van het tweede lid zijn 
volgens ( 1.4) voor elke .X.. asymptotisch verdeeld als x2 en dus 
asymptotisch gelijk en onafhankelijk van de :x ... Ui t ( 1. 5) volgt, 
dat ook onvoorwaardelijk 
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( 1, 4) z 
--- -n,, 
asymptoti::::ch (voor r- co ) een ~ 1 •-verdeling met (m_,) vrij-
heidsgraden bezit. 
Met behulp van een vrijwel analoge redenering blijkt 3 dat 
voor de toet[; J onder de nulhypothese H , de grootheid .,,, 
( 1.6) z = 2- c~q -~ .. r-
---n,""" . . )t. • 
c,j -,, .'J/1 
asymptotisch ( voor /u. ---?w ( i.. = ,, .....• 'l'Y\ ) ) verdeeld is als 'l 
met ~-~) vrijheidsgraden. Immers vrijwel analoog aan het zo-
juist gevondene heeft men, dat 
2 <~~j - ~;_.f 
) .:'!::.. .-. . 
asymptotisch ( voor A_--::¾~') verdeeld is als .. ~t met (-n,- 1) vrij-
heidsgraden, onder de nulhypothese: 11 de waarnemingen uit de te 
ri j komen ui t eenzelfde Poisson--verdeling". Deze ui tdrukkingen 
zijn voor verschillende waarden van C: onafhankelijk verdeeld., 
omdat ieder der groothec1en :i! .. slechts in een ervan voorkomt. 
--) y2. 
Uit de additieve eigenschap voor de ~ -verdeling (11) volgt nu, 
dat de groothe1d (1.6) asymptotisch verdeeld is als ~L met 
2. (fYJ_ -1) = -n-~-" vr.qheidsgraden. 
L 
De afJ.eic'l.in~ vcm een toetsingsgrootheid voor de toets Tyyi,, 
verloopt op cen dergeJ.1Jke wijze, 
De s1muJ.tnne W,'J;:1rschijnJ.ijkheidsverdeling van de X. onder 
' ti is 
l 
( 1 . 7) 
Onder 1-/ 1 be zit Y een Poisson--verdeling met parameter 11 /t ( 6), 
clus 
( 1, 8) 
Voo1 le simultane waarschijnlijkheidsverdeling van de X. 
--, 
ender de vc01.,,·:,"'"~de _){= X en de hypothese 1-1< , vinden w:LJ dan 
weer 
( 1, 9) 
Het rechterlid van (1.9) is juist gelijk aan de kans, dat 
bi,j een multinom1aJ.e verdeling met kansen ~ ( ~ 1 m) op 1') l = , ... ·• I 
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m gebeurtenissen, genummerd van 1 tot en met ')rn , bij X waarne-
mingen, de i." gebeu:·:>tenis X. keer optreedt (i. = ,, •..... , ,,,,.,) • HJ.er-
uit volgt, c1at onde"-~ H geldt ( 8) s dat 
I 
( 1 . 10) 
asymptotisch (voor /a-?ec,) verdeeld is als {1.met (,m-1) vrij-
heidsgraden. Hierbij werd gebruik gemaakt van eenzelfde redene-
ring als onder (1.5) om over te gaan van de voorwaardelijke ver-
deling onder voorwaarde X ::::. X op de onvoorwaardelijke verdelinr; .. 
De grootheden (1.4), (1.6) en (1.10) worden dispersie-in9_3:.-
ces genoemd en warden gebruikt als toetsingsgrootheden voor de 
toetsen 1";,, 1 , ,:,.,,,1 , resp. 'T:.,,., 
In tabel 1.2 zijn de verschillende toetsen met de daarbij 
beschouwde hypothescn en de toehiingsgrootheden, de dispersie--
indices met de asymptotische verdelingen schematisch weergegevcn. 
Tabel 1.2 
Toetsen, waarbij_gebruik wordt gemaakt van de dispersie-inde~. 
toets nulhypothese en t hypot! ,:·::,e 
----------·-·-----
~: Alle waarnsmi 
uit c,en:::,0 lfde 
verclel'.i ·,,g ( H 
H : Alle wa2r:,emi 
uit even'.;ueel 
lende Poisson 
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2. ,.,,, c~ .. -~--r t (--r-n - •) i. ~--
, ... ~ 
(x. __ :,,._ J2" •, '.I. L X -lJ -i.• l (-n - •~,) 
.:, j ~~-
·~-'--· 
In hoeverre het gebruik van d2 grootheden (1.4), (1.6) 2n 
(1.10) als toetsingsgrootheden vcor toetsen met de beschouw~~ 
alternatieve hypotl1esen gerechtvaardigd is, zal in par. 1.3 ~e-
sproken warden. Dat deze m2thoden voor de gestelde alternatt~.~ 
- 19 -
hypothesen asymptotisch onderscheidend zullen zijn is wel in te 
zien. Immers in het algemeen zal de som van de kw~draten van de 
afwijkingen van het steekproefgemiddelde grater zijn, wanneer de 
waarnemingen niet uit eenzelfde verdeling komen. 
Deze toetsingsproblemen zijn beschreven door P.V.SUKHATME 
[3] en R.A.FISHER [4]. In [25] en [21] warden deze en aanverwan-
te toetsingsmethoden besproken; het onderscheidingsvermogen en 
de nauwkeurigheid van de .{ 4-benadering warden ook beschouwd; 
[25] is een van de eerste publicaties over dit onderwerp. In [2j 
warden drie verwante toetsingsmethoden vergeleken. Een korte be-
schrijving van de toetsen vindt men in [27] en [28]. 
1.2. Het toetsen met behulp van de dispersie-index. Generalisa-
tie. 
Het is mogelijk de hypothesen H, en H- algemener te formu-
leren en toetsingsgrootheden voor de zo gegeneraliseerde toetsen 
I I ' 
'T , 'T en T af te leiden, die van eenzelfde gedaante 
"11,J ™• I 't"I,,.,, 
zijn als de dispersie-indices. Deze generalisatie wordt verkre-
gen door, waar in de hypo the sen 1-1 en H verondersteld wordt, 
I ""' 
dat waarnemingen uit eenzelfde Poisson-verdeling komen, dit te 
vervangen door de onderstelling dat de parameters van deze Pois-
son-verdelingen niet gelijk zijn, maar een bekende verhoudin~ 
bezitten. 1-1"' blijft onveranderd. 
De generalisatie van de hypothese 1-l, wordt zo: 
~,: Alle waarnemingen komen uit Poissonverdelingen met bL-
kende onderlinge verhoudingen der parameters A-L .. (d.w.z. 
/ "J 
als v:,j = ~~; , dan zijn de 1{1 gegeven onder I·".' ) . 
I pl In de parameterruimte M"' stelt H, weer een lijn,.., ,door 
de oorsprong voor, die nu echter geen gelijke hoeken met de co-
ordinaatassen behoeft te maken. 
Hieronder zal de afleiding van de toetsingsgrootheid voor 
T' I de met cor·rcz;::ionoisrcnde toe ts 'T gegeven warden, Voor 
I '1,I 1-i-t ,-,,, 1 
de met T'Yn,, en I,,._,,, corresponderende toetsen rr_:,, en ~.:111 zal 
alleen het resultaat vermeld worden, daar de afleiding geen nieu-
we gezichtspunten geeft. 
I 
De toets 'T' toetst de nulhypothese H,' met als toegela-
.... , I 
ten hypothesen H • 
l't 
Beschouw weer de waarnemingen ~v; deze zijn onder ~• af-
komstig uit Po~:son 7:idelingen met bekende onderlinge verhou-
dingen, v.1 > der parameters /"-iJ • De simult ane waarschijnlijkheids-
verdeling der '.ll . is nu 
'J 
= X. ij 
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JC. •• TT. µ_J •) 
'-,J / -c-
lT )'.. __ I 
... "J ') 
De som der .x.,j, X bezit een Poisson-verdeling met para--
, 
meter M onder de hypothese 1-1, 
-e-M M X 
Xl 
Wij vormen weer de voorwaardelijke verdeling der ~~ onder 
I 
de voorwaarde X = X en onder de hypothese H, 
( 1, 3 I ) r[x .. = x: .. (i:,n/x =X,H'] = X ! 
-•} •J - I 1T 
.. Jc .. I 
<,j ') . 
X. . . lT v- •j 
i.,f ~j 










onder de voorwaarde X == X asymptotisch ( voor X ~ &.:i ) ver--
. 2. -
deeld ts als t met ( ... 1_ ,) vrijheidsgraden. Met behulp van een 
analoga redenering als (1.5) volgt, dat ook onvoorwaardelljk 
(1.4 1 ) een "X 1 --verdcling met ('Y)_,) vrijheidsgraden bezit. (1. 1~') 
gaat over in ( 1 .4), wanneer alle .u.... gelijk zijn ( onder H, ) _; 
. / •J 
de v.. zi,Jn dan al:.e gelijk aan ..L • 
~ . ~ 
Analoge uitbreid.ingen zijn te geven aan de toetsen T -r,,,i 
en T . De geger:sralir:1eerde hypo these H' luidt: 
i1l 'W\ "n, 
H Alle wnarnemingen ui t de i. ... rij ( ~:: , •...... , 'YY\ ) komen ,.,., 
uit Polsson-verdelingen met bekende onderlinge verhoudin-
gen cler 
..,,u. ,j (CloW.ZoJ als u~J == r .. j 
' 
dan zijn de u.. .. 
I-( H._ • J gegeven ender ) . 
"' 
Voor de toets 'Tl moet de 
w,I 
hypothese 1--1 I iets anders ge--
I 
formuleerd worden 1 omdat de onderlinge verhoudingen der ~t .. in / LJ 
iedere rij ender de toegelaten hypothesen H' al vastgelegd zljn. 
,,..,, 
De getoets te hypoth:')se if; in di t geval: 
H/' : Alle wa9·_,,,:::., 1 r,:;:::n lwmen ui t Poisson-verdel ingen met 
bekcnclP 01:.e:er .:Lnge verhouchngen der /tq (d.w.z,; a1s 
v = er Lt. = /Ls,_ 
ij l •j f'' i cl.an zi,in bell:alve de u. .. 
'J 
dus de v.. ge cs 3Ven) , 
'J 
ook de -v 
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De toets T toetst nu bovenstaande hypothese 
n, I 
als toegelaten hy~othesen H 1 • De toetsingsgrootheid 
"" 
'I II ~ met 
I 
(1.10') 
v2 is asymptotisch verdeeld als /l met (m- 1) vrijheldsgraden; 
I 
z. gaat v!e13r over in z als v. = 2:!.. , wat juist tot de 
-mi, _,'\"'I., .. "r'l 
toe ts T leidt. Men heeft nl. slechts dan 'l.f,. = -:_, als alle 
"\'Till q 
LL - ...L en dus de v:. = ..L zi jn. i.J - ,.,t •j .., 
I 
De toe ts 'T' toets t J-1 met aJs toegelaten hypo the sen /--/ . 
""•""' \"'"' '" 
De toetsingsgrootheid 
2 I = ;[ 
i (x ··, - t.t., 11. X · ) 
-t.,J "J \,-t.• 
-1"\"'r'"n .. 
<.J u,j 'Y1; ~;. 
is asympto i.,:i ,-, rd 1 ·11,.Jrdeeld als )( 2 met (-n- =) vri jheidsgraden en 
gaat voor LL_.= _L j_n z over. Bij deze laatste toets 1 toetst 
L( 'Yl• -'Y\,'\"11"\ I 
men eigenlijl-c he.rhaalde malen met (1.4'L d,w.z. de toets T 
--n, I 
wordt als het ware op elk der rijen toegepast, maar men let er 
daarbij niet op of voor el..ke rij afzonderlijk de nulhypothese ver--
worpen kan wor~en, maar wel of dit voor alle rijen tezamen kan. 
Zo is het mo~eli~k, dat bij toetsing volgens (1.4 1 ) ender de~~ 
toetsingen e,'.>:' ,· · m8len verworpen rnoet warden warden, terwijl 
(1.6 1 ) nie'.~ tr;:: vsrwerping leidt. Mutatis mutandis gelc1t dit oak 
voor de toe'~:''. ·-r . Tabel 1.3 geefc een overzicht van de zo-
1~,"'IY\ 
juist besprGi~~ G2neralisaties. 
Tabel 1.3 
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Ter illustratie van de toepassing van deze gegeneraliseerde 
toets geven wij een voorbeeld (zie ook voorbeeld B1 uit de in-
leiding). 
De bedrijfsleiding van een fabriek wil onderzoeken of het 
aantal ongelukken van arbeiders over een lange periode 2 L, con-
stant is gebleven, afgezien van toevallige fluctuaties. 
Onde1~ H~ vrnrc1t on'·,erste1d, (;c",i:: het ,i,:-ntr.l onge\>a11en per arbeicler VJOr 
pei1ioc'.cn van_ ieclere Jengte een Poisson-verdeling L::ez:i.t met parameter /\ 
en dst elle ar•beider-s even 11 ,;-:-,:t':x:,:r 11 zijn voor ongelul-(ke,1 (zie voorbeeld 
1+, p:~r" ?,1 en [39]), d,w,~:. dathet gemiddelc1e 13;:mt:21 ongelukken 
voor ::_eclere or;)eLder hetze'.i.::·;c, ·1.s. (De complicatie, dat bij een 
ongeluk meerdere arbeiders betrokken kunnen zijn, laten wij, ter 
wille van de eenvoud van het voorbeeld, buiten beschouwing.) 
Wanneer het totaal aantal arbeiders n , gedurende de perio-
de L niet veranderd is, kan men deze periode in~ geliJke de-
len verdelen: L , . -. -.... J L en voor ieder van die deelperioden het I Yn 
aantal bij ongelukken betrokken arbeiders ~ ........ ,x~ waarnemen. 
De grootheden X.: (i -=', ....... , 'l'Yl) hebben, zoals opgemerkt, een 
Poisson-ve1~deling, Het gemL<cJc:\e is -{ 'Yl A; { 1s hJ.erin de lenp;te 
van de perioden ~. n is hct 22ntal arbeider~. Met de toets1ng. 
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grootheid ~~• kan men nu toetsen of de deelperio0en al1e h8t · 
zeJ.T(!e gemiclc1eJ.de hebben oi: ., H,,,t op hetzelfde neer\:onrtp de \u,,i~; p 
voor 8lle deelperioden dezcJi(~ was. 
In het algemeen zal, wanneer de periode L lang gcmoeg ls, 
het aantal arbeiders niet constant zijn. In een deelperiode wer-
ken meer arbeiders in de fabriek dan in een andere. Stellen we 
het aantal arbeiders in de periode L. door ;,~ voor, dan is lS..,. 
dus verdeeld met gemiddelde -I.,,, f' , Wil men nu toetsen of de p '::3 
voor alle deelperioden dezelfde zijn, dan moet men dus toetsen 
of de gemiddelden van de Poisson-verdelingen van de opeenvolgen-
de deelperioden zich verhouden als 'Yl, : n,. : ..... : 1·1,.,., • Men toetst 
nu dus met .z. ~. 1 , waarbij de v.:j de verhoudingen 'n,/L ri, zi Jn. 
De methode van indeling in 'Yl'1, eventueel ook ongeliJlrn, 
deelperioden, wordt bepaald door het effect dat men verwacht te 
vinden. Verwacht men b.v. dat het aantal ongelukken periodiek 
is, met periode -f, dan zal men, wanneer men de lengte der de;el-· 
perioden = f neemt. niets vinden; neemt men echter de lengte 
der deelperioden =.L -l, dan is te verwachten, dat deze periodie-
2. 
ke afwijking wel aan het licht komt, Voor ieder geval apart dient 
dus met zorg de indeling in deelperioden bepaald te_worden om 
een juiste interpretatie van de uitkomsten mogelijk te maken. 
Opmerking: Wannecr in enn gev~l vRn benr(cring v8n de b1 
nomL,de c:oor rle Po.1.::1son verc':eJ.; ng de kans p zo groot geonrclc,:,ld 
wor(t d;:,t ,.:e Pr.n:,son benadc1·:i.,··r, n.1.et goed z;:, 1 ::,:L Jll 2 ln,n 1net c,,::-n 
ecnvm.1.C:.:i..g.e genc::t' '~ .-~ L, ,. t "a. c 'i' ,1 ,:' e· :.,e\{ende b inorn:i. a le cl :•.:3 per.:'- i e - ). n-
Gex tost" getoetst warden (12), nl. met: 
i:_ = f ( !:_" - ~ X f 
.,,. X ( X ) i::I :[-..: . .L / __ 
'- l- Y\: 
cl is weer verdeeld als ~ 2 met 'Yr!-/ vrijheidsgraden en is de-
zelfde toetsingsgrootheid als gebruikt wordt voor toetsing in 
een 2 x 1 -tabel met ongelijke kolomtotalen; dis niet zo een-
voudig te berekenen als z' , ma8r steeds is z' / cl.. • Aam1 c--
--,, I -n I '----. - '·' 
zien beide onder H0 bij bena0dering clezelfde verde0ling hebben, 
~ l. 
zal d. bij het gebruik van dezc )(. -.verdcling als benadering va-
ker tot verwerping van ~ leiden dan z 1 , Daar weinia bekend 
" C t --.,,I c 
is over de nauwkeurigheid van de )( --benadering in be:Lcle gevnl--
len ( zie par. '1. 5), va1t voor kleine r , mede we gens de eenvoud 
cler berekening, het gobruik van z 1.,.,, 1 boven dat van cl. te prefe-
reren. 
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1.3. Asymptotische aequivalentie van de voorgaande toetsingG 
methoden en de overeenkomstige \ -toets ingsmethoden. 
In de vorig•e paragraaf werden voor de toetsen T • 'T~,, 
-n,, 
en T' dispersie-indices als toetsingsgrootheden gekozen. Hi<2r-
..,,,.,,,._ 
bij bleek, dat deze dispersie-indices asymptotisch een ~ 1 -ver-
deling bezitten. Over de eigenschappen (onderscheidingsvermogen, 
zuiverheid e.d.) werd in het voorgaande niets gezegd. In het 
hieronder volgende zal echter blijken, dat deze toetsen asymp-
totisch aequivalent zijn met ~ -toetsen, die volgens de toet:1·1 ne::;-
theorie van J.NEYMAN en E.S.PEARSON (zie ook A.WALD [32]) nsJtnP·· 
totisch zekere optimale eigenschappen bezitten (8), 
Het een en ander zal alleen uitgewerkt warden voor de ge-
generaliseerde toets T' . De afleiding is voor de ander·e toet •-
.... ,, 
sen analoog. 
Een ander bewijs voor deze asymptotische aequivalentie 
wordt gegeven in [5] door KOLODZIEJCZYK. 
Beschouw de waarnemingen xij ( i = , ..... , ,,,., ; 
uit de vorige paragraaf. Onder de hypothese 
verdel1ng der x.j : 
(1.11) 
P [ d!:. .. = )L_. { ~. o l wJ = 1T 
<J 'l I i.,j 
-/ X TT {-u-.. )x.,j 
= -e _,.,/4-1- 'I 
i.,;· x .. I 
•J ' 
5= 1, ...... , 'YI,) 
1-./.' :Ls de sirn1.1.J.1· . .::n-:c 
Onder de toegelaten hypothesen H is de stmultane veru2. 
'n 
ling der x .. : 
-cj 
(1.12) 
Om tot een .>i -toets te lrnmen, moet men nu ( 1, 11) maximaltserc:, 
als functie van/ en ( 1 .12) als functie der _,/-1-1.j • Men rn0et u, .. s 
de meest aannemelijke schattingen ( 13) "n1 voor /L en .,,,,.".i voo:· 
/L,1 bepalen en substitueren in (1.11) en (1.12). Deze worden, 
zeals gemalctcelijk na te rekenen is 
..,,..,=X (1.13) en 
"""' == x. .. 
i, j <J ( i = ,, •..... ' 'm ; j :::- ,, ...... , 'l\ ) 
De ..>. --toetsingsgrootheid vrordt nu gevormd door het quo L •. ,::,t 
van (1.11) en (1.12) na substLutie van de aannemelijkste sc:~.: .. ".:-
tingen (1.13). Men vindt zo: 
(1.14) 
In [29], blz. 211 en 259, 
re algemene voorwaarden -2. !u1 ~ 
)( 2 met (n _,) vrijheidsgraden. 
deze voorwaarden voldaan, zodat 
met (n_ ,) vr:tJheidsgraden. 
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wordt aangegeven, dat ender zeke-
asymptotisch verdeeld is als 
In het bovenstaande geval is aan 
yl 
-2 I, 1 0 verdeeld is als ,~ 
Om deze .>. --toets te vergelijken met de dispersie-index-
toets, zullen wij eerst een .>. --toets afleiden voor dezelfde hy-
pothesen, maar ender de voorwaarde X = X • In par. 1 . 2 vonden 
wij reeds de voorwaardelijke simultane verdeling der ~ 9 onder 
de hypo these /-I' en de voorwaarde X = X in formule ( 1. 3') . De 
I 
v;j zijn in (1.3') bekende grootheden en er treden geen andere 
parameters op, zodat deze uitdrukking niet meer gemaximaliseerd 
behoeft te warden. De simultane verdeling der A-- ender de hypo-
') 
these H~ en de genoemde voorwaarde is 
Xl 
7T ~ I i.,j •j • 
waarin de v:. nu onbekend zi,jn. 
•) 
Deze uitdrukking is maximaal voor 
A .)(. .. 
'I( = __:.L.. 
·J X 
en wij vinden voor de voorwaardelijke l -toetsingsgrootheid: 
(1.15) ~ = 1T {v:. L)~-1 
-v . . " 'V • t,.,J - -"'-i.J 
l. 
- 1-fo;, >.,.,. is weer asymptotisch verdeeld als )( met (n -1) vrij-
heidsgraden, zodat ook onvoorwaardelijk hetzelfde geldt volgens 
(1.5). De uitdrul{kingen (1.14) en (1.15) blijken dus tot dezelf-
de toets te leiden, zodat nog slechts aangetoond behoeft te war-
den, dat ~v asymptotisch gelijk is aan de dispersie-index z 
-n,1 
Nu kunnen wij, met weglating de1" onderstrepingen, _,\v- als 
volgt schriJven: 
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k Xl TT 'V Xtj 
- 1T x .. 1 i.,J '-' 
•.j •) . 
} is dus op de factor k na gelijk aan de kans op de waargeno-
.., 
men aantallen x9 bij X waarnemingen van een mul tinomiale ver-
deling met kansen v: .. Voor deze mult:inomiale verdeling kunnen 
•) 
wij nu de meerdimensionale normals benadering gebruiken (zie ook 
[29] blz 270-273); wij krijgen dan (vgl. (1.4 1 )): 
(1.17) _J._ z: 1 ( )YI -e ,. . ~ 
Schrijft men nu met behulp van de formule van STIRLING K 
in machten, dan volgt 
' 
(1.18) -+~ ...... 
-e 
Nu geldt 1 ender de te toetsen hypo these, voor grote )( : 
waarbij E.. ( ) o) van te voren gekozen wordt, terwijl X zo 
groot gekozen kan wo:rden, dat ( 1, 19) geldt, d .w. z ~..t.i.. conver-
X 
geert in waarschijnlijkheid naar v,j . Hieruit volgt dus, dat 
I 
lu-in waarschijnlijkheid naar -e. -f ~ .... , convergeert. 
En asymptotisch geldt 
(1.20) 
terwijl beiden asym~totisch verdeeld zijn als 
heidsgraden. 
Hiermee is de asymptotische aequivalentie aangetoond van 
de dispersie-index-toets en de .>i -toets. 
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Om verschillende redenen zal men bij voorkeur de dispersie-
index in plaats van de ~ -toets gebruiken voor het toetsen van 
de beschouwde hypothesen: 
.1:. Het is mogelijk met behulp van de voorwaardelijke verde-
ling, b.v. (1.3), voor kleine ~ 'X.q en n een exacte toetsings-
methode op te stellen (zie par. 1.4). Dit maakt het tevens moge-
1 lijk de nauwkeurigheid van de -X. --benadering te onder~oeken voor 
kleine waarden van n en X ( zie par. 1. 5) • 
~ De berekening van ). , de toetsingsgrootheid bij toepass in~ 
van de ~ -toets, is veel bewerkelijker dan die van de dispersie-
index voor hetzelfde geval. 
1.4. Exacte toetsen voor ZE:er kleine_ waarden van~<-. 
van 
Voor zeer kleine waarden van ,U.. zijn de toetsingsmethod'3n 
. / ~1 
de vorige paragrafen minder goed bruikbaar. De~ ~ -benade-
ringen voor de verdelingen van de verschillende toetsingsgrooc-
heden zijn dan in de regel niet voldoende nauwkeurig (zie pa,•. 
1.5). Het is echter mogelijk voor deze gevallen exacte toetsen 
aan te geven. Deze methoden berusten op de formules (1.3), (1,); 
en (1,3') van de vorige paragrafen. Beperken wij ons eerst tot 
(1,3). (1,3) iaat zien, dat de voorw8ardelijke simultane ver~P,-
ling van de )l.. ender de hypothese H , dat de waarnemingen )L .. 
-•) I 'J 
uit eenzelfde Poisson-verdeling komen en de voorwaarde, dat de 
som X de waarde X aanneemt, die bij het experiement is gevon-
den, een multinomiale verdeling met gelijke kansen is. Deze exac-
te voorwaardelijke verdeling is dus onafhankelijk van,)-{- en vol-
ledig bekend. Beschou~en wij nu de steekproefruimte. Deze steek-
proefruimte is in ons geval de rcostcrpuntenver~ameling, die ver-
kregen wordt door in c'e 11 -cHmsnsionale Euclidische ruimte ui t-
slui tend gehele niet-nc~at1eve waarden voor de coerdinaten toe 
te laten. Toetsing onjer de voorwaarde X = X betekent nu, dat 
in de roosterpunt 1.r,3rza:neling van elk vlak X = -1/:. ( -J, = O, 1, 2, J, ... j 
een kritiek gebied gel:ozen moet warden. Uit de voorgaande para-
graaf bleek, dat p;rot,~ waarden van 2 (x.J_:- i" .. ),. als kri tie'.ce 
i.,j x .. 
punten beschouwd ·cunn0n warden. De voorwaardelijke kritieke ge-
bieden zullen w1.i nu Z.) kiezen, dat zij de punten bevatten met cl~ 
grootste waarde •roor 2· (;<9 - x . .)'- of, wat in di t geval op het--
~.j x 
zelfde neerkomt, met de ~~oo~st: 
. Worden c:2 
mogelijke ui tko rs ten, dl e alle X = X hebben, opgeschreven i. n 
volgorde van da ~ ende wr ur,'len van S = --,- v_2, ~ - en is de van te vo-
.:,j •J 
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ren gekozen onbetrouwbaarheld gelijk aan o<.., dan wordt c1e voor--
waardelijke kri ti eke zone ( met als voorwaarde X -== X ) gevormcl 
door de punten in deze volgorde biJeen te garen t~tdat de onbe-
trouwbaarheidsdrempel r;;1.. nog juist niet overschreden wordt. Voor 
elke X ( X == O, 1, 2, .•• ) wordt zo een voorwaardelijk kritiek ge-
bied gevormd met onbetrouwbaarheid L ol.. en zo dicht mogelijk bij 
oC Het kri ti eke gebiec1 heeft dus het karakter van een II similar 
region" (1!J.) (zie ook [31]). Al deze voorwaardelijk kritieke 
gebieden tezamen vormen dus een onvoorwaardelijk kritiek gebied 
met onbetrouwbaarheid ..c. o( wat ool-c c1e waarde van de onbekende ps-
rameter /1- zij. 
Immers geven wij de voorwaaraelijke kritieke gebieden in 
de vlakken X = X aan met 7- X , het onvoorwaardelijl<e kritieke 
gebied met ~ en het stochast,ische punt f 2f,j} met .E , de onbe--
trouwbaarheid van de onvoorwaardelijke toets met oL-' en di.e van 





en di t is < d..., als c,<_, 1 < o( voor iedere .J , 
~" 
Ter verduidelijking van het bovenstaande zetten wij de 
exacte toetsingsprocedure nos eens aan een eenvoudig concreet 
voorbeeld uiteen. Veronder~tel, dater 6 waarnemingen zijn en 
dat de som der waarnemingen 8 is; dur:, 11 = 6 en X = 8, W:i.j schr·i j-
ven nu alle splitsingen van het getal 8 in 6 getallen ~ ...... , xi 
opJ waarbij echter alleen die splitsingen genoteerd warden, 
waarvoor geldt 
( '1 • 21) 
Wij krijgen dan tabel '1.4; de gevolgde systematiek is d~i-
delijk. 
T 1•)el '1 )!-
-- "'··-,·,----
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Tabel 1.4 (vervolgJ 
split sing x1 x2 " X4 X5 x6 ~~3 
no. 
6 5 2 1 0 0 .Q 
7 5 1 1 1 0 0 
8 lJ 4 0 0 0 0 
9 ~- 3 '1 0 0 0 
10 4 2 'J ,_ 0 0 0 
11 4. 2 1 1 0 0 
12 4 1 1 1 1 0 
13 3 3 2 0 0 0 
14- 3 3 1 1 0 0 
15 3 2 2 1 0 0 
16 3 2 1 1 1 0 
17 3 1 1 1 1 1 
18 2 2 2 2 0 0 
19 2 2 2 1 1 0 
20 2 2 1 1 1 1 
Elke splitsing, d.w.z. elke regel bevat een aantal groepen 
van gelijke getallen. Noem de aantallen gelijke getallen in el~ 
van de regels: -1,, .... ... ,.J-l. In de eerste regel.i b.v., is /4..=, 
en .J.. - 5 , in de tweede 1 = 1 • -I = 1 , --£, = ,. • Iedere regel l- ,., . t .,. l ~ "-1 , 
vertegenwoordigt, indien v1ij de voorwaarde ( 1 .21) opheffen, een 
aantal splitsingen met dezelfde waarde van x, als in deze regel 
aange.geVl?n staan, maar nu J.n alle mogelijke volgorden, Het aantal 
splitsingen behorend bij een regel i c• • .~. 
(1.22) k= ')'1! 
l,.I ...... ✓1t/ 
Nu wordt bij elk van de splitsingen uit tabel 1.4 de daarbij be-
horende kans P uit (1,3) berekend en vermenigvuldigd met de 
met die regel corresponderende K. Voor iedere regel wordt op 
die wijze een getal verkregen, dat, ender ~, en ender de voor-
waarde X= X de kans voorstelt op een der door die regel ver-
tegenwoordigde splitsingen. De zo verkregen kansen worden ver-




; dit is uitgevoerd in tabel 1.5, 
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Tabel 1.5 
Voorbeeld van de exacte toets voor 1-/, ( vervolg). 
splltsing 
no,, s K 105 .P 10~ K,P. 
1 64 6 0 0 
2 50 30 0 1 
3 40 30 2 51 
4 38 60 3 198 
5 34 30 3 99 
8 32 15 4 62 
6 30 120 10 1200 
7 28 60 20 1200 
9 26 120 17 2004 
10 24 60 25 1501 
13 22 60 33 1998 
11 22 180 50 9004 
14 20 90 67 6003 
12 20 30 100 3001 
Cl15 18 180 100 18007 
18 16 15 150 2251 
16 16 120 200 24010 
19 14 60 300 18007 
17 14 6 400 2401 
20 12 15 600 9005 
Er dient nag opgemerkt te worden, dat bij versch1llende 
splitsingen gelijke waarden van 5 kunnen behoren; in dat geval 
is gerangschikt naar opklimmende mH.irden van "P. Een kri tieke 
zone met onbetrouwbaarheid o'-. wordt nu gevormd door de splitsin-
gen in de volgorde van tabel 1,5 bij elkaar te nemen tot o<. nag 
juist niet overschreven wordt. Als voorbeeld nemen wij ~=0J05. 
Wij sommeren nu de kansen in de laatste kolom van tabel 1.5 tot 
en met de kans, waarbij de gevormde som nog juist niet groter 
dan 0,05 is; in ons geval behoort de laatste kans,die nog gesom-
meerd wordt, bij de splitsing met nummer 9. De splitsingen boven 
de stippellijn en de splitsingen die hieruit ontstaan door indi-
ces-verwisseling vormen nu de kritieke zone. De juiste onbetrouw-
baarheid is iets kleiner dan 0,05 en wel 0,048. De kritieke zone 
bestaat dus in de eerste plaats uit grate waarden van S, ter-
wijl van twee regels met gelijke 5 het eerst de regel met de 
kleinste ~ bij de kritieke zone genomen wordt. 
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Vergelijl<en wij deze exacte toets iret de dispersie••:Lnclex-
toets, dan blijkt voor splitsing 9 -;ys =11,5 te ~ijn,; hierbij 
hoort een overschrijdingskans OJ0~·2. Dus een kleinere over-
, 
schrijdingskans met de ~ -toets dan met de exacte toets voor 
een even groat kritiek gebied. Het verschii tussen beide metho-
den blijkt in dit geval echter gering, terwijl de schatting voor 
~ vrij klein is ( x.= 1,3) en de uitgebreidheid van de steek-
proef ook gering is (nl, 6). Het een en ander stemt overeen met 
de resultaten van par. 1.5. 
Een soortgelijke exacte voorwaardelijke toetsingsmethode 
als zojuist beschreven voor de toets 1,,,,,, kan gegeven warden 
voor de toets T met dezelfde nulhypothese als T.,.., , maar 
'YY'l,t f 
een andere verzameling van toegelaten hypothesen (zie par, 1.1.1) 
Deze exacte toets berust op formule (1.9). De wijze van construe-
tie van de kritieke zone is analoog met de zojuist beschrevene. 
Wij construeren weer een tabel van alle mogelijke split □ ingen 
van X in m getallen, waarbij nu wel op de volgorde van deze ge-
tallen gelet wordt, tenminste als de getallen ~· , die in ( 1. 9) 
optreden., niet alle aan elkaar geliJ1c zijn. Bij elk van cteze 
splitsingen wordt weer de daarbij behorende kans uit (1.9) bere-
kend. Verder warden de splitsingen geplaatst in volgorde van da-
. )1.. 
lende wnarden van 2 'Y1, (x~. -X.. • Een kri tieke zone met 
i. X 
,,.-grootte .:=:. o<. wordt gevormd door in deze volgorde de kansen te 
sommeren totdat D<'.. nog juist niet wordt overschreden, De split-
singen., die behoren bij de gesommeercle kansen vormen nu ons kri-
tiek gebied, Daar deze toetsingsmethode na het voorgaande wel 
duidelijk zal zijn, laten wij de bespreking van een voorbeeld 
achterwege. Het 1s duidelijk, dat wanneer de steekproeven aiet 
even groot zijn, deze ex8cte toetsingsmethode in de regel veel 
rekenwerk vereist. Zijn ze alle even groat, dan kunnen wij weer 
volstaan met~leen die splitsingen in de tabel op te nemen., die 
voldoen aan voarwaarde (1.21). Verder behoeven dan alleen de kan-
sen,die bij deze splitsingen behoren, berekend te warden en daar-
na vermenigvuldigd te warden met de getallen K 1 • In het /~·'······ 1/ 
geval van steekproeven van versc.hil1ende ui tgebreidheid moeten 
veel meer splitsingen beschouwd worden en dientengevolge ook veel 
meer waarschijnlijkheden berekend warden. 
Een exacte toetfli ng'.:'"1 ":'t;hr.r1e .... or·responderend met T van 
'Y'll')"Yl 
tabel 1. 2 is in wezen identiek met die voor 'T'YI, 1 • Een exaote 
toetsingsmethode voor de nulhypothese I-I'm , dat elke steekproef 
ui t een Poisson--verdeling komt ~ wordt o .m. verkregen door voor 
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elke steelcproef afzonderJ.i,jl-c r:,.e hypothese 1-1, , dat de steekproe.f 
uit een Poisson-verdeling komt, te toetsen en daarna de over-
schriJdingskansen te combineren. Zijn de overschrijdingskansen 
-1,, ~ ....... ,J.,..,,, dan heeft -2 -lo7 I, ... ..... J.,,,, ender de te toe ts en 
hypothese bij benadering een ~ 2 -verdeling met l'YM vrijheidsgra-
den [30]. De kritieke zone met onbetrouwbaarheid o( bestaat dan 
uit de wasrden voor Y 2 met X2 .> xi. j )C, kan uit een tabel yl -'\_ ~ ,.,(_ "' 
voor de /'l_ -verdeling bepaald warden. Hiermee zijn voor elk der 
toetsen van tabel 1.2 exacte toetsingsmethoden aangegeven. 
• t ' ' 
Voor de gegeneraliseerde toetsen ~., , --r:,.,..., en 7::,,, is in 
analogie met de methode aangegeven voor de toets T een exacte 
""'·' 
toets te geven; de kansen op de verschillende permutaties van 
een splitsing zijn dan ook bekend, maar ongelijk (zie b.v. 1.3'). 
De bovenbeschreven kritieke zones zijn in overeenstemming 
met die der dispersie-index-toets gekozen en zij zijn dus ook 
asymptotisch aequivalent met de kritieke zones van de overeen-
komstige ~ -toets. Of deze keuze het meest onderscheidende kri-
tieke gebied voor de beschouwde alternatieve hypothesen oplevert 
voor de kleine waarden, waarvoor de exacte toets gebruikt wordt, 
is moeilijk uit te maken. Behalve bovenstaand argument van de 
asymptotische gelijkheid is echter heuristisch wel in te zien dat 
de keuze van het kritieke ge½ied een goede is. Immers grote waar--
den van ;[ xt corresponderen ,-:;teed:::; met spli tsingen, waarin de 
waarden van de waarnemingen ver uiteenliggen. Onder een der al-
ternatieve hypothesen zijn deze splitsingen veel waarschijnlij-
ker dan ender de nulhypothese. 
Voor een verdere beschrijving der exacte toetsen en toetsen, 
die hiermee verwant zijn, zi.j verwezen naar [6] en naar [26] voor 
het eenvoudigste geval, dater slechts twee waarnemingen ~, en 
2; 2 ZiJn. 
De twee w:::iarnemingen ~. en ~, stellen in dit geval vaak het 
aanta1 11 successen 11 voor bij twee reeksen onderling onafhankelijl<:e 
experimenten, waarbij de kans op succes bij ~~n experiment klein 
is. Beschouwt men ieder der reeksen experimenten als een steek-
proef, dan kan men de beschreven toets dus ook een toets voor 
twee steekproeven noemen. Dit zijn dan echter geen steekproeven 
uit Poisson-verdelingen; wel kan men natuurlijk x, als een steek-
proef van omvang 1 uit een Poisson-verdeling beschouwen en xt 
eveneens. 
Voor dit geval van twee waarnemingen is over de eigenschappen 
van de exacte toets veel meer te zeggen. De voorwaardelijke ver-
deling van ~,, onder voorwaarde ~, ➔·-~2. = X en de nulhypothese is 
dan de binomia1e verdeling met kans P= +, die in tegenstelling 
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Vergelijking van de momenten van de verdeling van z "'' ender 
Y1 , met die van de ){1-verdeling met (ryi - ,) vrijheidsgraden ~ 
1'1 _,/4l R1 R2 R3 R~_ 
3 25 1,00 0.,99 0,97 1,01 
5 5 1,00 0,96 0,94 1, Ot 
2 1,00 1,00 1, 25 1, oc 
10 2 1,00 0,95 1,05 1,1S 
5 2 1,00 0,89 o,85 1,21 
25 1 1,00 0,96 1,34 1, 2f 
10 1 1,00 0,89 1,10 1, 3~ 
5 1 1,00 0,76 0,70 1,44 
KATHIRGAMATAMBY [14] benadert de verdeling van Z-n,r onder 
H., met een Pearson-kromme, een Gram--Charlier-ontwikkeling en een 
van een type ontwikkeld door JOHNSON. Bij deze benaderingen war-
den meer parameters aangepast dan bij gebruik van de X2 -benade-
ring, zodat men mag aannemen, dat zij, tezamen beschouwd, een 
betrouwbaarder beeld van de werkelijke verdeling geven. Dat men 
toch de )( 1 -benadering liever gebruikt, berust natuurlijk op de 
vereenvoudiging der berekeningen, die men dan bereikt. Bij de 
waarde van )(1. voor het 5%-punt rekent hij nu de overschri,id:Lngs-
kansen voor de drie bovengenoemde typen van benaderingsverdelin-
gen uit voor _/--L = 1, 5 en 10 en rn = 6, 11, 51, 101 en 201. De 
afwijkingen van 0,05 zijn gering (± 0,002) behalve voor ~= 6. 
De conclusie luidt dan ook, dat voor _,.,J...t.), 1 en 1-i > 10 de benade-
• 2 
ring met de )( --verdeling redelijk is. Enkele van de benadering2 
verdelingen geven een hogere wasrde dan 0,05 en andere een la-
gere, zodat niet te zeggen is of de X1 --verdeling over- of onder-
schat is voor het 0,05-punt. Voor /L=1 geven alle genoemde )( ,. typen een hogere waarde dan 0,05, zodat voor kleine /L de . -
benadering vermoedelijk de overschriJdingskans onderschat. Exac-
te berekening. met behulp van de exacte toets (par. 1.5) zou dit 
kunnen:b8vest1~en. 
Een nadeel van de hier beschreven methode is dat niets ge-
zegd wordt over de nauwkeurigheid van benadering van de ware ver-
cleling van 2 "Yl,, door de gekozen benac1eringsverdelingen. Di t maakt 
de resultaten min of meer onzeker. 
KATHIRGAMATAMBY beschouw-c ten slotte nag het onderscheiding13--
vermogen van de toets t.o.v. de klasse van alternatieven gevormd 
door samengestelde Poisson-verdelingen (zie par. 2.3). 
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Door exacte berekening is voor kle1ne waarden van 'Yl 
( 11= 2,3,1~,5) en van L xt = X.: de voorwaardelijke exacte toets 
vergeleken met de A1 -toets door LANCASTER [15]~ COCHRAN [16], 
NEYMAN en PEARSON [17]., SHANAWANY [18] en door PERYBOROWSKI en 
WILENSKI [19], 
COCHRAN beschouwt het geval x .. = 2 en 11 = 4 en oordeelt 
de )(_ 2 -benadering voor dit geval slecht. 
NEYMAN en PEARSON [17] en SHANAWANY [18] beschouwen een ge-
, 
val van de gegeneraliseerde toetsingsgrootheid ~-r,, met 
'lf=0,2, 0,3 en 0,5 ( '-= 1,2.,3), X. = 10 en 'Yl= 3, Zij vinden 
i "' l 
goede overeenstemming tussen de X .. benadering en de exacte ver-
deling. 
PRZYBOROWSKI en WILENSKI [19] hebben voor "f'l = 2 en 
Xt=1 t/m So de exacte voorwaardelijke verdeling vergeleken met 
de )( -benadering; [19 J gee ft de resul tat en in de vorm van ta-
bellen. Wanneer ~ = 2, is de voorwaardelijke exacte verdeling 
de binomiale verdeling, zodat met behulp van een tabel van de 
binomiale verdeling alle in [19] ontbrekende gevallen eenvoudig 
na te gaan ziJn. PRZYBOROWSKI en WILENSKI geven een beschouwing 
2 . 
over de continurteitscorrectie voor de )( -benadering en nomogram-
men over het onderscheidingsvermogen. 
LANCASTER [15] heeft ten slotte een groter aantal gevallen 
. l 
behandeld, waarbiJ hij echter de ;( -benadering vrij ruw verge-
lijkt met de exacte verdeling. Hij berekent exact de kans dat 
de toetsingsgrootheid ligt in de intervallen aangegeven door 
quantJ.le--punten O; 0,1; 0,3; 0,5; 0,7; 0,9 en 1,0 van de )(1-
verdeling en vergeliJkt deze met de bijbehorende kansen van de 
\ 2 -verdeling: 10%, 20%, 20%, 20%, 20%, 10%. De gevallen ~= 3 
en X. = 6, ... , 19, 'YI = 4 en X. = 6, ..• , 16 en ,., = 5 en X. = 6, ... 
' ' ' 
••• , 10 worden behandeld, Voor ''r'l = 3 en X. '" 6 is de benadering l ,/' 
redeliJ~, de X -benadering overschat de overschrijdingskans, 
als deze 1::lein is, voor lcle:i.ne X. Is X.) 10, dan is voor ()'l = 4 
' ' 
en 'YI= 5 de oenadering ook rec;_elijk. 
Voor X. =- 16 onderzocht LANCASTER bovendien nog de invloed 
' 
van c1e variatie van Y1 op de ;)enadering. De resul ta ten zijn wei-
nig overzichteli.jk, maar mo[;,elijk voor verder onC:erzoek bruik--
baar .. 
Om het omvangrijl<e rekenwerl< nodig voor de hierboven beschre-
ven methode te ·.1ermijden hebben SUKHATME 1 207 e.a. experimenteel 
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de nauwkeurigheid van de X._ •-benadering onderzocht, door zeer 
veel trekkingen u:tt een aantal Poisson-verdelingen met dezelfde 
paremeterwaarde te doen en hieruit de frequentiecurve van z 
--n,1 
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te bepalen. Deze frequentiecurve wordt vervolgens vergeleken 
met de { 1-verdeling. Bij voldoend grate aantallen zal deze me-
thode tot betrouwbare uitkomsten kunnen leiden. SUKHATME vindt, 
dat voor 'YI) 10 of 11) 15 en /-> 1 de benadering redelijk is 0 
Hoewel elk van de bovenbeschreven methoden gebruik maakt 
van benaderingen of verwaarlozingen, suggereert de onderlinge 
overeenstemming tussen de gevonden conclusies, dat de gebruikte 
methoden zeker voldoende nauwkeurig zijn. 
Samenvattend kan gezegd warden, dat voor z voor kleine 
-n,1 
~ en n, elk geval afzonderlijk beschouwd moet worden, waarbij 
het reeds gepubliceerde van dienst kan zijn. Voor grate waarden 
van X, of n of voor beide ziJn algemenere regels te geven. Voor 
-n) 10 en _,,1-c.> 1, zal in het algemeen de )(' 1 -benadering redelijk 
zijn. 
De andere dispersieindices z1Jn nog niet onderzocht op de 
nauwkeurigheid van de )( 2 --benadering, eC'-hter 2,DJ v cm bovenbe.,. 
schreven methoden gebruik kunnen warden gemaakt om voor speciale 
in de praktijk voorkomende gevallen de nauwkeurigheid van de 
verdeling te onderzoeken. NEYMAN en PEARSON [17] en SHAN AW ANY 
[18J beschouwen een geval van .3~.,. 
Iets algemenere literatuur over deze toetsingsmethoden, hPt 
onderscheidingsvermogen en de nauwkeurigheid van de ,{ 1. -benade-
ring is te vinden in [21] en [22]. 
1.6. Een asymptotische toetsingsmethode, die berust op het aan--
tal nullen onder de waar-nemingen. 
Beschouwen wij nog eens formule (1.3). Wij zagen daar, dat 
de voorwaardeliJ'ke verdeling van de x_. een multinomiale verde-
-LJ 
ling met gelijke kansen is. Wij kunnen dit resultaat enigszins 
anders interpreteren: (1.3) ia ook gelijk aan de kans, dater bij 
aselecte verdeling ( 14) van X voorwerpen over n vakken met ge-
lijke kansen voor ieder vak, -~ i.J dingen in het vak met nummers 
0,J) terecht komen. Het aantal lege vakken, d.w.z. het aantal 
nullen onder de warc,rnemingen, is een stochastische grootheid i/_, 
De exacte verdeling van -f., wordt gegeven door: 
De afleiding van deze formule is op verschillende plaatsen in de 
literatuur· te vinden, o.a. [1J (pp. 69-74), [23]. Nemen -n, het 
aantal waarnemingen, en X, de som van de waarnemingen onbeperkt 
t t . ·1 8 ..o-f,X b , oe, erw1J 1 = n ~ egrensd blijft, dan geldt: 
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( '1 . 24) 
•· ·1 ---13 -1 p I J, = -i - __ :fl ___ j}. ___ _ L- .-1 P . 
-r, I 
D 
Voor het bewijs van deze stalling verwijzen wij weer naar ['1] 
(pp. 69 .. 71.f) en [ 23]; --/? be zit clus, ender de te toetsen hypo the: ·J, 
asymptotisch een Poissonverdeling met parameter 
_LX 
; =1'l-€'. "1 
In het voorgaande hebben wij waarnemingsresultaten met een grate 
spreiding in de waarnemingen tot de kritieke zones gerekend. E~n 
relatief groot aantal nullen onder de waarnemingen wijst eveneer::3 
op een grate spreiding in de waarnemingen. In overeenstemming 
hiermee stellen wij nu de kritieke zone samen uit grate waarden 
van .-f!, • Op die wijze verkri jgen wij een toe ts 9 waarvan wiJ onc!er-
scheidingsvermogen kunnen verwachten met betrekking tot dezelfde 
alternatieve hypothesen als die va~ de eerder beschreven toetsen. 
Bij gegeven onbetrouwbaarhe1d o( wordt de kritieke zone clan ge-
vormd door de waarden -/? > -{, waarbij -fi.,1.. het kleinste getal i:,; 
waarvoor geldt: 
~- --F J;' 
2-~y--<c>< 
-Ii=•{" 
_..J.... X , {/3 = ·n -e n ) 
-1?, lrnn gemaklcelijk met behulp van een tabel voor de termen va··, 
~ - . 
de Po1ssonverdeling bepaald warden, Wij zullen later zien, a~~ 
de kans op nullen ondRr de waarnemingen bij vele discrete verdc-
lingen, o,a. bij alle samengestelde Poissonverdelingen (zie 
hoofdstuk 2) groter is dan de kans op nullen bij een gewone Pois-
sonverdeling met hetzelfde gemiddelde, Ten opzichte van al deze 
verdelingen zal dus deze toetsingsmethode eveneens onderschei-
dend zijn. Aan de andere kant is het op intuttieve gronden wel 
duidelijk, dat deze methode ten achter zal staan bij de toetsir~s 
methoden beschreven in de voorgaande paragrafen, daar veel min-
der eigenschappen van de waarnemingen bij de toetsing gebruikt 
warden. Hiermee correspondeert, dat de schatting van de parame-
ter P- , die berus t op het a ant al null en onder de waarnemingen 1 :l :~ 
/ 
zel-cere zin "minder geed" is clan de meest aannemelijke schattinc; 
('13) =ic .. voor,,..A.t.... Zie hiervoor par. J.'1. 
De benadering ('1.24) voor de exacte verdeling van J' ('1.23' 
is alleen voldoende nauwkeurig voor grote waarden van~ en Y. B~i-
de moeten b.v. grater dan 100 zijn. 
\. !. 
Deze methode is dus bru:i.lcl,aar 1n die gevallen, waarin de .'\ _ 
benadering ~oor de dispersie--index-toetsen mogelijk niet voldoc·t: 
~, groat en n groat, terwljl -~- klein is t.6.v. 1~ dus in gev~l 
er veel meer lege dan niet lege vakken zijn. 
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HOOFDSTUK 2 
Toetsingsproblemen met speciale typen van verdelingsfuncties als 
alternatieve hypothesen. 
2.1. Inleiding, 
Wanneer men een bepaalde hypothese wenst te toetsen, moet 
men bij de keuze van de toetsingsgrootheid en van het kritieke 
gebied rekening houden met de alternatieve hypothesen, waartegen 
men die hypothese wenst te toetsen. Men tracht deze lrnuze zo tc:: 
doen, dat de verkregen toets zekere optimale eigenschappen be-
zit; in het bijzonder zal men proberen het onderscheidingsvermo-
gen zo groot mogelijk te maken voor de gekozen alternatieven. 
De toetsingstheorie leert, dat de .\ -toets een toetsings--
methode is, die in het algemeen asymptotisch dergelijke optimale 
eigenschappen heeft. In hoofdstuk 1 werd van de daar bespraken 
toetsen aangetaond, dat deze. met betrekking tot de daar taege-
laten klasse van hypothesen, asymptatisch aequivalent zijn met 
~-toetsen. De toetsingsgroatheden waren daarbij oorspronkelijk 
op intuftieve gronden gekozen. 
In het volgende zal, eveneens op intu!tieve wijze. aanvaard-
baar gemaakt warden, dat de toetsingsgrootheden uit hoafdstuk 1 
ook onderscheidend zijn voor andere alternatieven. Vervolgens 
zal voor deze alternatieven bewezen worden, dat de toetsen asymp-
totisch onderscheidend (16) ziJn. 
Beschouw de toetsingsgrootheden uit de tabellen 1.2 en 1.3 
(resp. in par. 1.1 en par. 1.2). Deze hebben alle op een canstan 
te factor na de gedaante van de geschatte variantie gedeeld door 
een geschat gemiddelde. Voor de Poissonverdeling is de verwach-
ting van deze verhauding gelijk aan 1 (2). Beschouwt men nu als 
alternatieven types verdelingsfuncties met verhouding van varian 
tie en gemiddelde ,> 1 of < 1, dan is te verwachten, dat een toe. 
met een dergelijke toetsingsgrootheid asymptotisch anderschei-
dend zal zijn voor deze alternatieven; dit wordt dan ook in per. 
2,2, ender zwakke onderstellingen, aangetoond. Of de taets de 
meest anderscheidende (15) is, meet hier in het midden gelaten 
worden. 
Voorbeelden: Het quotient van variantie en gemiddelde is vaar de 
binamiale verdeling met parameters ~/en p gelijk aan L_p en dus 
< 1, zodat verwacht mag warden, dat voor een binomiale verdel1ng 
met gegeven parameters de besproken toets, linkseenzijdig taege-
past, asymp.totisch onderscheidend is. Di t zal verderop dan aok 
bewezen worden ( zie ook [33]). Daar de Poissonverdeling apgevat 
kan warden als limiet (j-' .. _:,.O, N---,•·.,.,, terwijlNp~/-(..) van de bi--
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nomiale verdeling is het du:1.delijk., dat het onderscbeidings-
vermogen afneemt, naarmate p bij vaste N kleiner wordt, Voor 
gegeven N en pis de toets echter steeds asymptotisch onder-
scheidend. 
Voor de hierna te bespreken samengestelde Poissonverdelin--
gen (zie par. 2.4) is het quotient van variantie en gemiddelde 
I+ V."t:L./4:k. 
'f_ ,,_A._,t_, 
waarin Vc,.1t~ de variantie van de hier stochastische parameter 
/~ van de Poissonverdeling voorstelt en ift het gemiddelde daar-
van. Beide grootheden zijn posit1ef, zodat het quotient van va-
riantie en gemiddelde) 1 is, De toetsen gebaseerd op de disper-
sie-inaices, in dit geval rechtseenzijdig toegepast, zijn 
ook asymptotisch onderscheidendvoor samengestelde Poissonverde-
lingen als alternatieven. WiJ beschouwen in par. 2,3 in het bij-
zonder een bepaalde klasse van deze verdelingen, het z.g. type 
A van NEYMAN ( 11 teratuur: [34], [35], [14]) . 
De bovenbeschreven toetsen zijn eenzijdige toetsen. Men k3n 
echter de twee toetsen samenstellen tot een tweezijdige. De al-
ternatieven bestaan dan uit "verdelingsfunctie met verhouding 
van variantie en gemiddelde _> 1 of < 1 11 • In de practijk wordt 
meestal een afwiJking naar een van deze groepen verdelingsfunc-
ties verwacht, zodat meestal eenzijdig getoetst wordt. 
Enkele p~actische voorbeelden mogen het nut van dergelijke 
toetsingsmethoden toelichten ( zie ook [22] en de inleiding): 
.1.:.. Men telt in verschillencle even grate volumina van een-
zelfde bloedmonster het aantal rode bloedlichaampjes. Op grand 
van de eigenschappen van het experiment zou men besluiten tot het 
model van de Polssonverdeling., als benadering voor een binomiale 
verdeling met kleine kansen (zie voorbeeld A 1 van de inleiding). 
Echter beperkt het volume van het rode bloedlichaampje het tota-
le aantal blocdlichaampjes, dat in een ~egeven volume kan voor-
komen. Is het gemiddelde acmtal bloedlichaampjes per beschouwd 
volume klein ~en opzichte van deze bovengrens (b.v, ten gevolge 
van verdunning van het bloed), dan heeft deze beperking weinig 
invloed en zal het model der Poissonverdeling gewoonlijk voldoen. 
Wanneer echter het gemiddelde aantal bloedlichaampjes dicht bij 
de genoemde Lovengrens ligt, dan moet men verwachten, dat af-
wijking van 5e PoisRonverdeling optreedt en wel zal de werkelij-
ke verdeling 2en quotient van variantie en gemiddelde <1 hebben, 
daar de blcie·:1ichac1mpjes elkaa:r gaan rrverdringen 11 ; waarden, die 
lets grater jan het gemiddelde zijn, zijn dan reeds niet meer 
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mogelijk en de variantie wordt hierdoor verkleind. In dit geval 
zal men willen toetsen of het Poissonmodel verworpen moet warden 
of niet en men zal dan dus linl<seenzijdig toetsen. BERKSON [33] 
bespreekt dit geval en verwerpt in een concreet geval de nulhy-
pothese ten gunste van een binomiale verdeling voor het aantal 
bloedlichaampjes in een vakje. 
b_ Eenzelfde geval doet zich voor wanneer men de verdelings-
functie beschouwt van de aantallen vliegtuigen, die in een ze-
kere periode op een vliegveld landen. Ook dit aantal is beperkt 
doordat ieder vliegtuig een zekere landingstijd nodig heeft ge-
durende welke tijd geen ander vliegtuig kan landen. Komen er dan 
ook zoveel vliegtuigen bij het vliegveld aan, dat het gemiddel-
de aantal van de orde van grootte van het maximum aantal is, dat 
per tijdseenheid kan landen, dan zal het model van de Poisson-
verdeling, dat bij kleine verkeersdichtheid veelal goed voldoet, 
vervangen moeten worden door een met quotient van variantie en 
gemiddelde <1. Toetsing kan dan uitmaken wanneer aan het Pois-
sonmodel niet meer voldaan wordt • 
.l:,_ Een zoveel mogelijk homogeen proefveld wordt verdeeld 
in een aantal proefvelden van gelijk oppervlak. Op het proefveld 
deponeert een bepaald insect legsels eieren, waaruit larven ko-
men in een bepaald jaargetijde. Op deze larven wordt een insec-
tendodend middel beproefd. Korte tijd nadat het middel is toe-
gepast wordt het aantal overlevende larven per vierkant geteld. 
Is het middel goed, dan is de kans, dat een larve in leven blijft 
klein. Het aantal eieren per vierkant is groot, zodat het model 
van de binomiale verdeling voor de verdeling van de aantallen 
overlevenden per vierkant vervangen kan worden door dat van de 
Poissonverdeling (zie voorbeeld A 3 van de inleiding). Wanneer 
alle vierkanten evenveel, ~l.eieren zouden bevatten en de overle-
vingskans pis, zijn alle aantallen Poisson-verdeeld met eenzelf-
de gemiddelde Np. De insecten leggen de eieren echter in legsels 
van grote hoeveelheden bij elkaar, zodat N niet voor alle vicr-
kanten gelijk zal zijn, maar sterk uiteen zal lopen. 
Het aantal legsels per vierkant is als een stochastische groot-
heid te beschouwen. De waarnemingen van het totale aantal over-
levende larven per vierkant zullen nu in het algemeen geen Poj~ 
sonverdeling bezitten, maar een samengestelde Poissonverdeling, 
d.w.~;. een Pofasonve:r··.,eling met een parameterwaarde /.::!:: die zelf een 
waarschijnlijkheidsverdeling bezit. · 
Door r-echtseenzijdige toetsing met behulp van de dispersie-
index kan men-~ nagaan of het model van de Poissonverdeling in 
een bepaald geval verworpan moet worden ten gunste van de samen-
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gestelde Poissonverdeling of niet. 
~ Een zeer belangrijke toepassing is de statistische be-
schrijving van ongevallen van arbeiders (zie par. 1,2 en de in-
leiding voorbeeld B 1). In [39] wordt hieraan een uitvoerige be-
schouwing gewijd, Het begrip van de individuele 11 vatbaarheid 11 
van arbeiders voor ongevallen komt hierbij naar voren (in het 
Engels wordt dit "accident proneness" genoemd). De bedrijfs-
leiding wil vaak weten welke arbeiders steeds veel ongelukken 
hebben, Deze "vatbaarheid" voor ongevallen van een a:r.beider l{an 
ook met de tijd vari~ren: 6~n arbeider kan in een bepaald tijds-
interval veel "vatbaarder" zijn voor ongevallen dan in een an-
der interval. 
Voor vorming van een statistisch model kunnen weals volgt 
te werlc gaan. Onderstel, dat voor een zeer korte periode(t,i+dt) 
het aantal ongelukken voor een arbeider (de i de) een Poisson-
verdeling heeft met parameter ~,. Van deze parameter onderstel-
len we, dat deze een verdelingsfunctie ( (~i) bezit over de be-
schouwde tijdsintervallen. Voor e&n arbeider is dan het aantal 
ongevallen in een bepaalde periode een trekking uit een samen-
gestelde Poissonverdeling. Voor n arbeiders heeft het aantal on-
gevallen in de korte periode (t,t~di) eveneens een Poisson-
verdeling met parameter /\ ,=£ ), . . Deze parameter > heeft 
,':/ (. 
weer een verdelingsfunctie F(N, zodat voor n arbeiders het tota-
le aantal ongevallen eveneens een samengestelde Poissonverdeling 
bezit. Voor veel gevallen is dit model een veel beter model dan 
dat van de Poissonverdeling, die hiervoor in de voorbeelclen van 
de inleiding (B 1) en par. 1.2 werden gegeven. Vaak zal door 
toetsing uitgemaakt moeten warden of het model van de Poisson-
verdeling verworpen moet warden. Is dit laatste het gevalj clan 
kan vaak een samengestelde Poissonverdeling als model goed di8nst 
doen. 
2.2. Het onderscheidingsvermogen van de dispersie-index-toets~n 
T voor de al ternatieven: discrete verdelingen met quotien-
van variantie en gemidclelde <. 1 of > 1. In het bijzonder: 
de binomiale verdeling als alternatief. 
In deze paragraaf zal bewezen warden, dat een der dispersie-
index-toetsen 'T"J ui t de tabellcn 2 en 3 onderscheidend is voor 
de aangegcven alternatieven. Voor de andere toetsen is de metho-
de van het bewijs hetzelfGe. Als voorbeeld nemen wij hier voor 
de eenvoud .1T~,.,_,. 
De toetsingsg~ootheid 
- 1.~2 -
( 1.1.q :z. _, ) ,, _____ 1·1 ' I -~ •. L.-
z. (A: -- R) 
heeft onder de nulhypothese asymptotisch een )( 2 --verdeling met 
(,,,_ ,) vriJheidsgraden. Asymptobsch geldt dus 
'P C. Z =-n-1 
-- ·n,1 
( 2, 1) 
o { z ·1 = 'J2 ( 1) - , ) ~ -- n,1J 
zodat volgens de ongeliJkheid van Bienaym~-Tchebycheff (15a) 
( -- ':i. L, ·- Y:.) 
( 2. 2) 
·,-1 .. / 
·11- I 
K 
onder de nulhypthese voor rn-,'> <XI in waarschijnlijkheid conver-
geert naar 1. 
We zullen nu bewijzen, clat 2_ onder ieder der bovenstaande 
al ternatieve hypothesen H voor -n._,, c--a in waarschijnlijl{heid 





en voor (-)) 1 
o< l< I - 8 
o< c.< 0 - 1 
(2,3) geeft aan dat het asymptotische onderscheidingsver-
mogen 1 is. 
Onderstel, cJ.at onder de alternatieve hypothese I··-/ de waar--
nemingen kansen uit discrete verdelingen met dezelfde gemiddel-
den,./-1.., eindige eventueel ongelijke varianties cs/(i.-=t,. ,'YI), 
eindige eventueel ongelijke gereduceerde vierde momenten 
r;---:,,· (i= I, .... )))) terwijl 
bestaat en ...L =I= 1 /L 
Nu is, onder deze hypothese H; 
~e s:-- __ (_!:_.:._~-_i=J.1- =---- 'Ee:'_ ./·•. 
C. .• ,•·'.'.. 'YI - i -
( 2'., ,· - __ ,,((/ 
'n-1 
1., Y.L (K - .. .u)2 = ]].,/ /. 
(2.5) 
<:;_- (').~ 
- 'f=__l.::..._t __ _ 
rr;, ~- I 
De voorlaatste stap maakt gebruik van de onderlinge onafhanke-
lijkheid der waarnemingen, zoc"lat f fr.:: -/')(2!':.(/1) -= o voor i. :::f- { 
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( - ,:z. Verder vinden we de variantie van ~ -~, ·- ~"'-) onder ✓-- n_, H als 
volgt: 
<' J > c~. __ x. l 2 o-; _ '{-) r - - 2. ]2. ( :1..)' 
,_ I_-'-- ·,1 -· I - --.,,,- -
( 2 .6) 
De eerste drie termen uit (2.6) zullen we afzonderlijk be-
rekenen: 
.,., - / 
:i. !I. 
+ ~ o'. . <>:· 
. L_ ____ _..!_~--
. . ( ),. 
~*J ,'l'J-/ 
De voorlaatste stap weer op grond der onafhankelijkheid van x, 
en xj voor i. -=t= j . Voor de tweec1e term uit ( 2 .6) vinden we 
z t T {2':..; -__,/4Lt 
i- '"n-/ 
(f ( ~ J - _.,.u.) t ::= 
'Yl('l'1-J) 
- - ~~ t2_ (°ii, -_,;1-rf __ [;f <~j-;J:')\i¼1<xr/')(2i.r/1)1 -
i 'y'J __ / '11(--r,_,) 
-- 2 
- - -:;, 
De laatste overgang is boven reeds berekend; de tweede term uit 
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de vlerde stap verdwijnt, omdat xi en x 1 onafhankelijk zijn. 
Voor de derde term uit (2,6) vinden we 
=( 
Met behulp van de laatste drie resultaten kunnen we voor 
(2.6) schrijven: 
21--- ( - '-} --·' ~L-~) --(5 2- ------------ -
" ?1 -- I 
> ~~; 
~j G:2.cr' 
~,-....,,: ~ 'J. 
,_ 
2.~; 0-: . o, :::-~~i,_ + ' -' 12-,,u.., j -1-·- (-11 - ,y (,,-, ·- I) 'J. 'nh1_,)'I. 'n (,1'l_ I J2 
( 2. 7) 
.,-.._. l r---- l •.:. (2- ~,.r L _µ,, + 3 2- if. (5'. -+- _ _£=!-~ __ l__ -
·:;;y ';-:;yx- 'Yl'(,, __ ,)'l. 11 l. 
We hebben dus in die gevallen, waarin deze som voor •1'1 --.:.. v, 
tot nul daal t ( b. v. als ...--:z..,' en o, begrensd zijn of als de groot-
s te der ,>ii~,; en de groats te der ( 11 6 (,,) zijn) : 
(2.8) 
Met behulp van de ongelijkheid van Bienayme-Tchebycheff 
volgt dan uit ( 2 ,lt), ( 2.5) en ( 2 .8), dat onder H 
(2,9) ?'. ,;;-- (X_. - ·y: )-1. -··L1.,rn ,L._ , __ , .•• -- ___ __ L. 
/rt~ 1.· •yi ··- / 
·}'7 -·-i--· 0~ 
Voor de noemer van (2.2) geldt ender H zeals gemakkelijk 
in te zien is: 
en 
(2.10) 






zodat men volgens de ongelijkheid van B!ENAYME-TCHEJ3YCHEFF heef't 
(2.11) 
derhalve geldt ook: 
(2.12) .,£.,n ,,,.,, Z ::."';.- /4" ]}1 
- 1•'(. 
2. y <1:, -· gJ 
.,____ •1 I - f 
')1 _;. ('...-:, '71--;, l'\.,,_'1. 
z convergeert dus onder de alternatieve hypothese H naar een 
waarde:=-1=--1, terwijl :z ender H,> tot de waarde 1 convergeert; de 
toets is dus asymptotisch onderscheidend voor deze alternatieven. 
Di tzelfde geldt dan ui teraard inc1ien _z ., 1_,= (n-1) z.. als toet-
singsgrootheid gebruikt wordt, daar de toets hierdoor niet ver-
andert. 
De bewijzen voor de andere toetsen uit de tabellen 2 en 3 
verlopen geheel analoog onder dezelfde voorwaardenvoor de eerste 
vier momenten, 
De binorniale verdeling is een voorbeeld van een discrete 
verdelingsfunctie, waarvoor f ~-<~1, dus t .2;:-n,, <:: ,,1 - J. Het bewijs 
dat boven gegeven is zegt nog niets over de snelheid van con-
vergentie, dus over de grootte van het onderscheidingsvermogen 
als functie van -,1 • Voor de binomiale verdeling val t hierover 
wel iets te zeggen, wanneer de parameter A/ van deze verdeling 
maar groot genoeg is. 
Immers onder de hypothese, dat alle waarnemingen uit een-
zelfde binomiale verdeling met parameters N en p komen, is be-
kend dat 
j_ 
oL _ ~ J !:.~.:-~~ X = -=--12.L 
~ (I - -N ) I - -{; 
asymptotisch een X2.-verdeling met (n-1) vri jheidsgraden bezi t. 
Nu is 
~.//:~n {I - .1~v>) = 1-p , P't.. N--;.c-., 
zodat asymptotisch voor grate N geldt: 
(2.13) 
De ve~deling van i is bekend, dus ook de verdeling van 
_;?::.n,, ender de alternatieve hypothese 1-I , dat de waarnemingen 
uit eenzelfde binomiale verdeling (~p) komen. 
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In grafiek 2.1 is voor verschillende waarden van~ het op 
deze wijze benaderde onderscheidingsvermogen als functie van F 
• i 
weergegeven. Kleine waarden van~ zijn weggelaten, omdat de X -
benadering alleen geed is voor grate~. 
Het onderscheidingsvermogen volgens de grafiek is dus geen-
·, 7. 
zins exact. De ,1' -benadering voor de verdeling van d is geed 
als Np groot is en 11 groat is, terwijl N groot meet zijn opdat 
(2.13) geldt. Voor Np,.'-5 en 'n). 10 is volgens HOEL [13] de )(1-
benadering al goed_; ( 2 .13) is een goede benadering als N > 20 
en p < O, 5. De grafiek is dus bruikbaar voor practische geval--
len, waarvoor N > 20; }' < O, 5; N /) ). 5 en 'Yl > 10, 
Grafiek 2,1 
Het benaderde onderscheidingsvermogen van z~, wanneer de bino-




1. In een discussie tussen BERKSON en CAMP wordt deze toet-
sing met z uitvoerig besproken met een binomiale verdellng 
--'l1,I 
als alternatief (BERKSON [33] ). 
2. De toetsingsgrootheid d wordt als toetsingsgrootheid 
gebruikt om homogenitei t te to;tsen in een 2 x ·k-tabel. De toet-
singsgrootheid is ook te gebruiken om te toetsen of de parame-
terwaarde N van een binomiale verdeling gelijk is aan f\l,, met 
als alternatieven N)N0 en als limietgeval de Poissonverdeling. 
HOEL beschrijft dit in [37]. De toets blijkt voor dj_t geval 
asymptotisch een beste kritieke zone te hebben. 
2.3, De samengestelde Poissonverdeling met twee parameters; het 
type A van NEYMAN als alternatieve verdeling. 
Veronderstel dat de parameter.,,/4-1., van een Poissonverdeling 
verschillende waarden /~l- ( J-'" 0, 1, 2, ..• ) kan aannemen met kan-
sen PJ • Dus /1., is stochadtisch en : 
CJ= 0,1,2, ...... ) 
Dan geldt: 
en 
T [ ·1 ~ _·-f:-_·-(J X r) ~ ,= )( . = I b_ - - /,u; 
- -d 'd x ! (x. = 0, / 1 2, .. ) 
De verdeling (2.14) wordt een samengestelde Poissonverde-
ling genoemd. Heeft/L ook een Poissonverdeling (gewoonlijk op 
een schaalverandering na), dan noemt men de verdeling van x wel 
een dubbele Poissonverdeling. NEYMAN, zie [38], heeft in ver-
band met bepaalde besmettingsproblemen, verdelingen van het type 
(2.14) en aanverwante verdelingen onderzocht. In zijn schema 
wordt ( 2 .14), wanneer /..I.- op een schaalverandering na een Poisson-
verdeling bezit, aangeduid met samengestelde Poissonverdeling 
met twee parameters, type A. Ook deze naam komt men in de lite-
ratuur veel tegen. Voor deze verdeling geldt: 
,ti.I.. = I . J,!, 
_/ d ( / 
(2.14) wordt dan: 




Zoals w1J zien komen in ( 2 .15) twee parameters J. en/(. voor. 
(2.15) levert voor vele biologische en physische processen een 
goed waarschijnlijkheidstheoretisch model en is daarom van 
groot belang (zie voorbeeld over insecticiden uit par. 2,1 en 
uit de algemene inleiding). Op eenvoudige wijze kan worden aan-
getoond, dat geldt: 
en 
( 2. 16) 
Zie hier·voor par. 2.4: (2.19), (2.20) en (2.21). 
Ui t ( 2. 16) volgt, dat de verhouding V~ ~ = ,., /(,) I is. 
f ~ Volgens par. 2.2 is dus de toets met z als toetsingsgroot-
-,,,, 
heid, rechtscenzijdig toegepast, asymptotisch onderscheidend 
voor deze alternatieven. 
P.G.HOEL heeft gebruik makend van een door R.A.FISHER ont-
wikkelde techniek de eerste 4 momenten van 7 berekend voor 
. .....:::.11,, 
het geval, dat de .;,'f_ 1 ( i. = 1, ... , -1) uit een Poissonverdeling ko-
men [3], Op deze wijze was het hem mog~l~jk een oordeel te ver-
krijgen over de nauwkeurigheid vc1n de { -benadering voor _;?;_ 11 , 1 
(zie par. 1.5). G.J.BATEMAN 34 heeft op dezelfde wijze de eer-
ste ~- momenten van .:z. 11 _1 berekend voor het geval, dat de .K, 
( i. = 1, , .• , -{) uit een dubbele Po:Lssonverdeling komen. Voor 
'f . \ L £ = ~/u. groot vindt hij: 
(2.17) 
,/l'·_, ( £c r,, 1 ) v- fJ (/ - I) ( I 1/ ;3 
/\ ( ~ "'·') '/· i1. (l - ,)(.f + j) (1.i-/lJY 
De rechterleden van (2.17) ziJn juist de eerste 4 momenten van 
v 2. 'i (1+/) I\. , waarbiJ >( · (f!_J vriJhetdsgraden bezit. ~ 11., zal due 
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in het geval van een dubbele Poissonverdeling voor grate lp bij 
, \ 2 , 
benadering verdeeld zijn als (1~•.r) { (L,) • Het is nu dus moge--
lijk om 1 bij een gegeven onbetrouwbaarheidsdrempel ~, het on-
derscheidingsvermogen te benaderen van deze toets, metals ge-
toetste hypothese de hypothese, dat de waarnemingen xi 
( i"" 1, ..• , ~1) uit een Poissonverdeling komen, en als alterna-
tief, dat de :Y.. afkomstig zijn uit een dubbele Poissonverdeling. 
Dit onderscheidingsvermogen zal, zeals uit het wegvallen van\ 
in ( 2 .17) bli ;jkt, ui tslui tend afhangen van ,u , en natuurlijk 
van -1, de uitgebreidheid van de steekproef. In grafiek 2.2 is 
voor 0 < == 0,05 en voor verschillende waarden van .-/. het onder-
scheidend vermogen als functie van //J..,l. weergegeven. 
Gratielc 2. 2 
Het onderscheidingsvermogen van_ 2:- ,.,_,, met een dub be le Poisson-
verdeling als alternatieve hypothese. 
i 
o.o ---+-•-----~~---------1-----------~ -,:"";--~-~~-----~-...._ _____ _ 
1,0 l,1. f,•r 1,6 !,/! J,t> 1,J_ 2.'t 1,6 !.~ l,& J.2 J, 41 3,6 1,6' 
/ + µ. 
/ 
- 50 -
KATHIRGAMATAMBY [11~] heeft J.angs een andere weg ( zie par. 
1.5) het onderscheidingsvermogen uitgerekend voor de gevallen 
l= 51, 101; )=1, 5, 10;_,,1.c.= 0,5 en 1 en een l<:ritiek gebied 
met onbetrouwbaarheid 0,05, De oenadering van KATHIRGAMATAMBY 
• 2.. 
is zeker nauwkeuriger dan de (,~,µ-) { -benadering. Voor de geval-
len., die KATHIRGAMATAMBY berekende: bleek het onde:r.ascheidingsver-
mogen steeds iets grater dan door BATEMAN berekend is. Verder 
bleek voor deze gevallen het type van samengestelde Poissonver-
deling (zie par. 2.4)., dat als alternatief beschouwd werd, van 
geringe invloed op het onderscheidingsvermogen, dat vrijwel uit-
sl_uitend afhangt van e:,'zf.'"J 
C. ~-
Met behulp van het onderscheJ.dingsvermogen is het nu gemak-
kelijk om de minimale grootte van de steekproef te bepalen bij 
een bepaald alternatief, dus een bepaalde waarde van -i, zodat 
een voldoend groat onderscheidingsvermogen wordt verkregen. 
G.J .BATEMAN heeft, om een in<lruk te krijgen van de nauwkeu-
righeid van de r~-benadering, voor verschillende wa~rden van~, 
/~- en l de verhoudingen R, , R2. , R en R4 van de eerste 4 momen-
. ~ j 
ten van z 1 ,, 1 en die van (1-,._JA,) { berekend. Enige resul ta ten 
da2rvan zijn in tabel 2.3 vervat. Uit deze tabel blijkt, dat 
steeds c1e ee~ste ~e7c1e momenten van ~ 11 _, zeer weinig vel'.'schillen 
van die van (1-t·,,.a-) ,Y , R, verschil t voor kleine w:arden van \~A., 
echter aanmerkeli,Jk van 1. Voor -A_J-L.> 10 is de )(_ -benadering in 
het algemeen voldoende nauwkeurig, 
Tabel 2.3 
De verhoudingen R,, R2 , R1 en R4 voor de eerste 4 momenten van / v 1- . ·v 1- (. v ) 2 ·n,1 en c 1-1-.,M) 1 , waE,rin _ A -r... - , vrijheidsgraden heeft. 
j_)L == 5 >-_1u == 20 
.. f. f-'-- R1 H R3 I / R1., R1 R2 R R4 ! 2 ,· 3 .. 
0,5 5 0,9864 0,932 0,92 1,40 0:19966 0,983 0,99 1,09 
10 0)9933 0,993 1,15 1,35 0,9983 0,998 1,04 1,08 
50 0:9987 1,043 1., 35 1,1D 0,9997 1,011 1,09 1,04 
1 1,0556 1,3969 1,111!-2 1 1,0139 1,0981 1,02801 
1,0 5 0,9792 0,903 o,87 1,57 0,9949 0,975 0;98 1,12 
20 0,9949 1,031 1,36 , 1, 37 0,9987 1,008 1., 10 1,08 
100 0,9990 1,066 I 0,9998 1,51 11,21 1,017 1,13 1,05 
1 1,0750 1,5456 1,556 1 1,0188 'I, 13~-9 1,03791 
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Opmerking: 
De c1ispersie-inc1ex _?_ 11_1 is nu ook te gebruiken om de nulhy-
pothese te toetsen 3 dat de waarnemingen komen uit een dubbele 
Poissonverdeling met _/l =::/,._,, J waai'in/00 een gegeven waarde van//-(, 
voorstelt. Analoge redenering als in par. 2.2 gebruikt, leidt 
dan tot de uitspraak dat deze toets asymptotisch onderscheidend 
is voor een al ternatief _./'-- =/•.L, ==1= /• en als _/a,>,;-c 0 resp /'-, < /-u,, , 
ook voor de klasse van al ternatieven /1.-;,yL, respect ievel ijk /,lL< /'1. 
2.4. Enkele belangrijke discrete verdelingen als b1jzondere 
gevallen van de samengestelde Poissonverdeling. 
In par, 2.3 hebben wij de dubbele Poissonverdeling als een 
speciaal type van een samengestelde Poissonverdeling leren ken-
nen. Wij beschouwden daar vercler alleen het geval, datft een 
discrete grootheid is, d,w.z. hoogstens aftelbaar veel waarden 
aanneemt. 
Algemener wordt nu gedefinieerd: 
~- bezit een samengestelde Poissonverdeling als geldt: 
t'/.> 
(2.18) P [:2-:: ~ x 7 -= Jr -e-,J--<- Ax cl F(;l) . 
- -- -X _I ·' 
(x=(,,/,2, ...... ) 
0 
Hierbij is F~J...) de verdelingsfunc'cie van fl . De integraal in 
(2.18) moet in de zin van een Stieltjes-integraal opgevat worden. 
Is F~) een stapfunctie, dus /-1.. discreet, dan gaat ( 2 .18) over 
in (2.14), De naam "samengestelde Poissonverdeling" is afkomstig 
van GREENWOOD en YULE [39], In tegenstelling hiermee noemt men 
de 11 gewone" Poissonverdeling dan wel enkelvoudig. Wij tonen nu 
eerst een paar belangrijke eigenschappen van de samengestelde 
Poissonverdeling aan, waaruit volgt, dat de toetsen in het vori-
ge hoofdstuk beschreven, in het algemeen asymptot1sch onderschei-
dend zullen zijn voor het alternatief van dit type verdelingen, 
Daarna laten wij ~en, dat enkele belangrijke verdelingen, door 
een speciale keuze voor r(;s), als bj_jzondere gevallen van samen-
gestelde Poissonverdelingen beschouwd kunnen worden. De bovenge-
noemde toetsen zullen dan dus oak asymptotisch onderscheidend 
zijn voor deze discrete verdelingen als alternatief. 
Wij merkten reeds op, dat voor de dubbele Poissonverdeling 
geldt: \«5>~ _§:._ =· 1 + ,A.l '> I • Di t bh jl{t nu een eigenschap van de }' ~·- / , 
samengestelde Poissonverdeling in het algemeen te zijn. Want nu 
geldt: 




(2.19) V Q/t, i:_ == I + 
,() 
t }£. 
Het bewijs hiervan is als volgt: 
-··/A- J(. 
-e, ./4l. 





Uit (2.20) en (2.21) volgt (2.19). 
Is Vll./t, /..!: * o, dan 1s dus volgens par. 2. 2 de toets met 
~ ,.1,, als toetsingsgrootheid asymptotisch onderscheidend voor 
deze alternatieven. 
WiJ leiden nu nog een tweec1e eigenschap af die betrekking, 
heeft op het a ant al nullen onde1~ de waarnemingen. Het b1ijkt, 
dat in vergelijking met een enke1voudige Poissonverdeling met 
hetzelfde gemiddelde, de waarnemingen ult een samengestelde 
Poissonverdeling relatief een grater aantal nullen bevatten; 
(':_, 
pr!! = (;1 = I .. e, -:/'- cl r 1,,,1,i.J __ 
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{2.22) 
- t ,5.;·'~"' 1: :.!, ? 
. - ·-B -e c( r (/-': ) 
0 .• 
-t"!, 
-e, 1,· de kans, dat 1S. =o is, wanneer ?:.:-. uit een enkelvoudige 
Poissonverdeling komt met parameter 't_ JS ; hier is t ~ de ver-
wachting van?:::. als £ uit een samengestelde Poissonverdeling 
komt. De kans, dat ~ =' o is, is dus groter in het geval van een 
samengestelde Poissonverdeling dan wanneer het een enkelvoudige 
Poissonverdeling betreft met hetzelfde gemiddelde. 
In par. 1.4 werd een toets beschreven metals toetsings-
groothe1d het aantal nullen onder de waarnemingen. Waarnemingen 
met een relatief groat aantal nullen werden hierbij tot de kri-
tieke zone gerekend, Uit het bovenstaande volgt nu, dat ook deze 
toets asymptotisch onderscheidend zal zijn voor het alternatief 
van een samengestelde Poissonverdeling. 
Wij gaan nu over tot de bespreking van enkele belangrijl<e 
discrete verdelingen, die als bijzondere gevallen van de samen-
gestelde Poissonverdeling te bschouwen zijn. Een van deze ver-
delingen, de dubbele Poissonverdeling is al in de vorige para-
graaf besproken. Deze dubbele Poissonverdeling werd verkregen 
door voor F(/9 een Poissonverdeling te nemen. Wij beschouwen nu 
nog enkele andere speciale gevallen. In de eerste plaats: 
(2.23) 
Deze verdeling van/_!:- staat bekend onder de naam: verdelinG 
van PEARSON, type III. (Pearson 1 s systeem van verdelingen [4o]). 
Voor de verdeling van x krijgen wij nu: 
C/0 
-r f --,hi.. :,(_ ,,;. '1.-1 -e<~ p ~x;_ == x7 = .--e _/ (=( . -:, o< - ,,.M-, e cl ,µ., "" 
.. " X. I{'(,)., ./ 
(2.24) 
Schri jven wi j voor 0 : _ nog p en voor _1_ 
l-1-d. /t-<A 
t , dan wordt (2.24): 
(2.25) 
In (2.25) komen evenals in de aubbele Poissonverdeling twee par~ 
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meters,. nl. 'i en p voor. ( 2. 25) kan ge '.l'.nterpreteerd word en 
als de kans, dat bij een binomiale verdeling met kansen pen 7. 
het -r t1 11 succes" plaats vindt bij de ('Y-+'t.}~ proef; anders gezegd 
de kansJ> dat er y_ mislukkingen plaatsvinden, voordat het ''l""- suc-
ces optreedt. Deze verdeling staat in de literatuur bekend onder 
de namen: PASCAL-verdeling en negatieve binomiale verdeling. 
Een andere belangrijke discrete verdeling in dit verband 
is de POLYA-EGGENBERGER-verdeling [lt1, 42, 43]. Deze verdeling 
wordt gegeven door: 
(2.26) 
Deze verdeling bevat 3 parameters nl. n , p en 2f • Het vol-
gende model leidt tot deze verdeling. Beschouw een bak met in 
totaal N voorwerpen van 2 soorten: A en B. Laat de fractie met 
kenmerk A van het to tale aantal voorwerpen p bedragen. Er warden 
nun trekkingen met teruglegging uitgevoerd en wel zo, dat wan-
neer een bepaalde trekking een voorwerp A oplevert er aan de 
bak yN voorwerpen A warden toegevoegd; 1s het getrokken voor-
werp een B, dan worden er evenzo fN voorwerpen B aan de bak toe-
gevoegd. Zi.in in de eerste -,.7' trek1-<:1ngen y_ A's en ·n'.-x B I s ge-
' • . q trokken., dan zijn de voorwaarde1ij1rn kansen., dat in de (·n',.,)-
trekking een A resp. een B getrokken wordt dus: 
( 2. 27) resp. J ... .;. ('11 ~- -,:)J" 
J+--r,';r 
Uit (2.27) volgt nu onmiddellijk (2.26). (2.26) is dus nu de 
kans, dat J.n de eers te ·n trekkingen x voorwerpen met kenmerk 
A voorkomen. Het zojuist beschreven waarschijnlijkheidsmodel, 
dat tot (2.26) leidtj is oorspronkelijk door POLYA, EGGENBERGER 
etc. opgesteld voor de analyse en beschrijving van besmettings-
verschijnselen, Bij deze verscl1iJnselen vergroot het optreden 
van een bepaalde gebeurtenis de kans, dat deze gebeurtenis nog 
eens optreedt. 
Voor (2.26) kan nu een belangrijke asymptotische verdeJ.ing 
afgeleid warden. Voor 11._ .. ~ c,:, i }:i __ . .,, o, )'-> o en wel z6, dat 
'l'ljJ _ _:;. ,\ en. rlr-;,. r·' gaat (2,26) OVer in: 
(2.28) 
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Vergelijking van (2.23) met (2.2!~) doet zien, dat deze asympto-
tische verdeling een PASCAL-verdeling (negatieve binomiale ver-
deling) is. De analogie met de asymptotische overgang van een 
binomiale verdeling in een Poissonverdeling is duidelijk. 
(2.28) wordt ook vaak een POLYA~verdeling genoemd. De verwach-
ting en variantie van~ in het geval van een PASCAL-verdeling 
zijn eenvoudig met behulp van (2.19) te vinden. Wij krijgen~ 
( 2. 29) 
( 2. 30.) 
Uit (2.29) en (2.30) volgt dan: 
(2.31) _ _:1:__1._ ::5L= ..L > I ,.,,.. p p 
Deze verhouding is dus uitsluitend afhankelijk van;:, J of 
wat op hetzelfde neerkomt van oZ. Het onderscheidingsvermogen 
zal dus ook grotendeels bepaald warden door de waarde van p of 
~ en niet zozeer door~ . In (2.28) stemt f overeen met~ en 
,\ ) met 'Y.. • De verhouding .v7 ~ is dus voor een POLYA-verdeling 
L, 2S. 
onafhanl<elijk van ), • Dit is weer een analogie met de Poisson-
verdeling. Het onderscheidingsvermogen zal groot zijn voor klei-
ne waarden van p; in het geval van de POLYA-verdeling dus voor 
kleine waarden van y. -f is een maat voor de besmetting; het 
. ) 
onderscheidingsvermogen, zoals te verwachten neemt toe met de 
graad van de besmetting. Voor ver-dere bijzonderheden betreffende 
de PASCAL-verdeling en toepassingen er van, verwijzen wij naar 
[44] en [q.5]. 
Nog een paar andere speciale gevallen van F(!'-) zijn o.a.: 
.103,J..!:: bezit een normale verdeling, d,w.z.: / 
-· 56 -· 
( 2. 32) 
De verdeling van~ is dan: 
(2.33) 
Deze verdeling werd beschouwd door PRESTON [46] en GRUNDY 
[47]. Verder: 
1r;;; bezit een Pearsonverdeling type III. Deze verdeling is af-V;-
komstig van R.A.FISHER, en wordt daarom wel aangegeven met 
FISHER I s ~/./? -verdeling [44]. 
Wij beperken ons tot deze voorbeelden van samengestelde 
Poissonverdelingen. De literatuur over samengestelde Poisson-
verdelingen is zeer uitgebreid. Wij verwijzen hiervoor verder 
naar de literatuuropgaven. Hetzelfde geldt voor de theorie van 
de gegeneraliseerde Poissonverdeling ( [49] - [51]) . 
De inhoud van deze paragraaf is voor een groot deel ont-
leend aan [48]. In [1_] zijn veel belangrijke opmerking,en over 
deze stof vervat op de pagina's 83, 128, 174, 181, 188, 210, 
217, 218, 221, 233, 237, 297, 295. 
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HOOFDSTUK 3 
Schattingen en betrouwbaarheidsintervallen voor de parameter 
van een Poissonverdeling. 
3 .1. Schattingen voor de parameter /v(; van een Poissonverdeling. 
? 
In par. 1.4 zagen wij, dat de simultane verdelingsfunctie 
van de waarnemingen :L. ( ,: = 1, ... , 11 ), wanneer de 15:; alle ui t 
' ' .,., 
eenzelfde Poissonverdeling komen, ender de voorwaarde ~~ L:= 
=-- L"' x. , onafhankelijl-c is van de waarde van de param~ter /-i.. • 
,· :::J ,.. . 
Het volgende bleek nl, vergelijk (1.3) en (1,9): 
.,,, .,., J P{z. = x .. ( i = 1, 2, ...... , n) ) X :>::, = ?- ,r... = 
t t t.=I L=I 
'fl . j ( S- x) 
== ___ ... i;;'i t. . 
!.t(~ .. I) 
Door deze eigenschap was het mogelijk om voor het toetsen van 
de hypothese, dat de x., uit een Poissonverdeling komen, "simi-
lar critical regions'' [14] te vinden. Deze eigenschap is nu ook 
in een ander opzicht van belang; deze impliceert nl. het volgen-





== ___ L ) 
·J] •::~ I 
dan blijkt deze schatting de eigenschap te bezitten, dat voor 
elke anc1ere schatting :'2'!..., de voonrnardelijke verdelingsfunctie 
F(?:!_! / ?.'JJ,:: -;n,) onafhankeli,ik van/ ts. 
Schattingen, die deze eigenschap bezitten, ZlJn boven elke 
andere scbattingte ve;rkiezen. In c'\e Angelsaksische literatuur 
wordt deze eigenschap met "sufficiency" aangeduid. ?n, is dan 
een "sufficient estimate" (17) van /l· De bijzondere waarde van 
een "sufficient estimate" ligt daarin, dat zij alle informatie, 
die de steekproef bevat benut; of in de terminologie van R.A. 
FISHER: "a sufficient estimate exhausts the information contain-
ed in the sample". 
De r;chatting ,11 1 voor/-l. bezit nag andere belangriJke eigen--
schappen, In de eerste plaats ism, een zuivere schatting (18) 
( unbiasec.'!. estimate). Hlern:ee ·:1ordt bedoeld, dat de verwachting 
van 'm, gelijk aan/',., 1s. Deze elgenschap volgt ui t: 
(3.2) 
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Verder is 212, de meest aannemelijke schatting (13) voor/ (ma-
ximum likelihood estimate). Dat wil zeggen, dat voor een gege-
ven groep waarnemingen :r., ( i,, = 1, ••• , n ) m, die waarde van de 
parameterris, waarvoor -P [)!,,.;= x.~( C:=1, ••• ,n )~Jals functie 
van_/-V zo.groot mogelijk is. Dat m, deze eigenschap bezit, 
blijkt als volgt. 
~ Pf~i=x. .. (i==1,1., ...... ')?)~]= 
= _ 3/ r (#, x.)/4J/& _ t, 1 (x:/) 
Differentiatie naar /& geeft verder: 
;) /4, Pr~.=- x. r,· = ,. 2 •..... 11):faJ = 
0 0 
= 
Het maximum van P [ x. = x., ( i = 1, ... , ,,., ) ;/0 als functie van 
wordt dus verkregen voor: 
(3,3) 
~ is dus inderdaad de meest aannemelijke schatting voor /'• 
Het is nu bekend, dat dit type schattingen onder zeer algemen2 
voorwaarden, zie hiervoor [29, 52], verschillende belangrijke 
eigenschappen bezit. Daar deze voorwaarden in ons geval vervuld 
zijn, geldt voor m, ondermeer: dat \{n'(~1/") asymptotisch nor-
maal verdeeld is met verwachting (gemiddelde) Oen variantie 
(spreidingskwadraat) C(i=/. Verder geldt voor elke andere 
schatting m van/" met de eigenschap, dat vn (m-;,fo) asympto-
tisch normaal verdeeld is, dat de variantie 6), ~ 1 = / is. Men 
spreekt in dit geval van een "meest doeltreffende schatting" van 
_/-'-("efficient estimate") (19), De eigenschap het meest doel-
treffend te zijn impliceert, dat Va.t'l ( w,)~ 0 gaat voor ~~= . 
Immers vl74 (vn ( w., -;,,P-)➔1-'- voor 11----,). CX) , dus Va,,-c.(n1., -_/1 = 
= VM'.:. {m, )-=4 ~ o voor -n ~ c-o • Men zegt nu, dat m, een brui 1,:- .. 
bare schatting va~ is ( "consistent estimate") (20). Uit al 
deze eigenschappen van m, volgt nu wel, dat deze schatting Mn 
practisch alle eisen die aan een schatting te stellen zijn vol-
doet. 
'YI 
m,=-.} f, x,. is daarom en mede vanwege de eenvoudige berel{ening 
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in de regel boven elke andere schatting van;u te verkiezen. Wel 
wordt nog even opgemerkt, dat m, niet een mediaan-zuivere schat-
ting van,;-1.,is; d.w.z. -Pf '.!!.'-,)~]==i=-P[/Y"t"l,V0· Dit houdt verband 
met het feit, dat de verdeling van de~~ niet symmetrisch is. Zij 
is natuurli,jk wel asymptotisch mediaan-zuiver. 
Een tweede schatting, Yr1 2 , van/l- berust op een 11 kleinste 
vierkantenmethodet1. Laat 'Yl ,,_ de frequentie van het aantal ~" 
( i = 1, ..• ; 11 ) zijn, die de waarde x aannemen. n,,_, zonder on-
derstreping, dus het werkelijk wasrgenomen aantal x, met de 
waarde ;y_ • Er geldt dus 2. --n = "Yl • 
")<.. 'X. 




Stel nu naar 2,~in]Pirling van (3.5) 
(3.6) "n_ = -6!::- 'Y1 + tx. 
X.e I 'x.+t :t 
' 2. Een sch'1 ~ ~j ng, voor µ, wordt nu gevonden door L t 
./ )C_ "X 
te minim;:, .. 
liscrcn. 
(3.7) -L-E=L YI - o/1 ~ 2 --. f l 2 X. X X. .-'.+I ~ JC_ 
Di.fferentj 8tie nanr/L en gelijkstelling aan nul gee.ft: 
-~ [ 11Y-+/ - ~ 'Y)XJ ;r~ = Q 
waaruit vo1gt: 
( 3 .8) 
Deze schatting --rn2. van /L is l. ruikbaar. Er geldt nl.: 
en voo:c teller en n,Jemer g,aai" ·:0 r_,;,r-ej_d:lng naar o voor n .-;,-
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Defini~ren wij als de relatieve doeltreffendheid van ffl2 
ten opzichte van m,: 
(3.9) .D .fl -
"(.&{., 
dan laat een numerieke berekening zien, dat geldt: 
Tabel 3.1 
Relatieve doeltreffendheid: _D . IJ = \hr(,, r w..,) 
u,e Vl\/'l. {Wt.) 
~ o,o 0,5 j 1, 0 1,5 2,0 I 3,0 14,o 5,0 10,0 I C<:l 
D 1 re . 1 O, 492~0, 36/1~ o, 318:.: O, 35L!-,O, 448110, 5215 0,558: 0,59110,6495 
Verder wordt nag opgemerkt, dat m 2 niet het karakter van 
11 sufficiency 11 bezit (zie [53]). 
Als derde schatting geven wij ten slotte nog een bekende 
schatting die berust op het aantal nullen ender de waarnemingen. 
Het a ant al nullen ender de n waarnemingen x. ( i = 1, ..• , "Yl ) is 
een stochastische grootheid -i, -:C_ bezit een b~nomiale verdeling 
t k . D -/C -/-'- D • me ans en f1 = 7:- en f = 1 _ --e · • us . 
) --R( )"'- I, (3.10) Pf 1f =--t] ==(J)(e7' ,_-e-,,µ 
In plaats van_,,,(,(. rechtstreelrn te schatten, schat men in eerstc 
instantie b = -e-/-1: J;_ is, zoals gernakkelijk is na te gaan, een r n 
meest aannemelijke en dientengevolge een meest doeltreffende 
schatting voor ;:) = e--:1--1.., ·n1, =-~-.-!~. ::C_ is nu een schatting voor 
. 0 11 
_.,u. Daar deze schatting slechts gebruik maakt van het aantal 
nullen ender de waarnerningen, zal deze schatting tenachter 
staan bij ,-,;, en -m2 • Voor verdere bijzonderheden in verband met 
deze schatt1ng verwijzen wij rn:181' [23]. 
3 .2. Betrou~?~a_r:!1.e.~~ds_~"Q~~!'~allen voor de parameter J.:l- van de 
r .,_.,,.._, 
Poissonverdel1ng. 
Een eenzijdig naar beneden begrensd betrouwbaarheidsinter--
val met een onbetrouwbaarheid ex. , gebaseerd op een enkele WcW]'•• 
neming x kan als volgt bepaald warden. 
-P[x.), x. ;,/-c] == ✓/' 0} is een monotoon stijgende functie van 
/1.,· Bepalen wi j van de groats te waorde /S van/(.. , waarvoor n,,g 
juist geldt: 
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dan is _A 91.. (.,Z) een eenzijdig., naar beneden begrensd, betrouw-
baaFheidsinterval voor ~ met een onbetrouwbaarheid ~ :'<{ • De kans, 
dat het geconstrueerde interval de werkelijke waarde van de pa-
rameter,/-'· zal bevatten is_,)-J-o<'.. . 
Op analoge wijze kan men een naar boven begrensd betrouw-
baarheidsinterval voor _/l- bepalen. "P[:!:.~-"- ;/-] = j;_ (/-) is een 
monotoon dalende functie van/. Word_t nu de kleinste waarde_)-'-1 
van _/.-1-- bepaald, waarvoor nog juist geldt: p [x. ~ x ;_,)-t.27 = 
=;: (_/'-1 ), o1., dan is o ~/1/1..2 een eenzijdig naar bove-n be-
grensd betrouwbaarheids interval met onbetrouwbaarheid ~ o<. • 
~ <)-t. 9,2 is, zoals duidelijk is, een tweezijdig be-
grensd betrouwbaarheidsinterval met een onbetrouwbaarheid <. 2 ,,(. 
Beschikken wij over -n· waarnemingen x. ( i = 1, .•• , 11), dan 
. ..... 
is de situatie in wezen precies dezelfde. Immers L x. bezit 
l=' c. 
nu een Poissonverdeling met parameter -n/L (6). Wij bepalen nu 
eerst een betrouwbaarheidsinterval met onbetrouwbaarheid rA voor 
o/'"· Vinden wij hiervoor het interval (j-~ 1,/L11), dan is (<.', ~~1)= 
:=f/1,'/1) een betrouwbaarheidsinterval voor / en wel met de-
zelfde onbetrouwbaarheid. 
De grenzen /l, en,r,_ kunnen met behulp van een tafel voor 
de gecumuleerde termen van een Poissonreeks bepaald warden; 
zoals b.v. de tafel van E.C.MOLINA [101. Ook de tafel van 
H.O.HARTLEY and E.S.PEARSON, zie [11], is voor dit doel handig. 
Beschikt men niet over een tafel voor de gecumuleerde termen 
van een Poissonreeks, dan kan men voor dit doel ook gebruik ma-
ken van een tabel voor de )( 1 -verdeling. Deze toepassing van 
de tabel ·voor de X2 -verdeling berust op de bekende betrekking: 
(3 .11) 0,:, 
=J-e-t~ dt 
X I ;.,,i-~ . 
De juistheid van deze betrekking tussen de som van de eerste x 
termen van de Poissonreeks en de onvolledige r -functie blijkt 




.11. Jc,:, t' 
- 2 --y 
2 -P. 






Dus is P [ x ~ -x. :;-J == P [ l~ > 2/"] 
waarbij J1. verdeeld is als J2 met 11=1x~-2 vrijheidsgraden . 
.,, 
Een eenzijdig naar beneden begrensd betrouwbaarheidsinter-
val met onbetrouwbaarheidsdrempel o1. bij een gegeven waarneming 
)'; vinden wij dus door/'-, te bepalen uit: 
Pf-x'., x.:,u..J=°" 
. -,P° '/ I 
of 
(3.13) 
Het gezochte betrouwbaarheidsinterval is dan: /L,:{,./1,1, < v.:,, 
Een e~nzijdig naar boven begrensd interval met drempeld 
vinden wij op analoge wijze uit: 
(3.14) 
o -~/-'9°'-i is nu het gezochte interval._,,,µ,.!!{. ./<-l~2 is dan ver-
der een tweezijdig betrouwbaarheidsinterval met drempel 2 o<, 
Opgemer-kt wordt neg, dat de tafel van H.O.HARTLEY and 
E.S .PEARSON een combinatie is van een tabel voor de )( 2-verde-
ling en de sommen voor de eerste termen van een Poissonreeks. 
De mogelijkheid hiervoor volgt uit (3.11) en (3.12). 
Voor het gaval, dat ook geen {':.tabel beschikbaar is, wor•-
c:len hier nog twee tabel::.en gegeven en wel voor tweezijdig be-
grensde betrouwbaarheidsintervallen en voor eenzijdig naar bo-
ven begrensde i~tervallen voor verschillende waarden vano(., de 
drempelwaarde. Deze tabellen zijn resp. ontleend aan (54] en [55] . 
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Tabel 3.2 
Tweezijdig begrensde betrouwbaarheidsintervallen voor/--L , 
--·--. I 
betrouwbaarheidsco~ffici~nt betrouwbaarheidscoeffici0nt 
J.l 0,99 0,95 / 
0,99 0,95 
ben,- boven- ben.- boven- ben.- boven- ben.- boven-
grens grens grens grens grens grens grens grens 
-·-·~-
0 o,o 5,3 o,o 3,7 
1 o,o 7,4 0,1 5,6 26 14,7 42,2 17,0 38,J 
2 0,1 9,3 0,2 7,2 27 15,4 43,5 17,8 39,2 
3 0,3 11,0 o,6 8,8 28 16,2 44,8 18,6 40, · .. 4 o,6 12,6 -1,0 10,2 29 17,0 46,o 19,4 4-1,6 
5 1,0 14,1 1,6 11, 7 30 17,7 47,2 20,2 42,d 
I 
6 1,5 15,6 2,2 13,1 3·1 18,5 48,4 21,0 ~ ': :J 
7 2,0 17,1 2,8 14,4 32 19,3 49,6 21,8 /., i;:, ; ·~ ." . 
8 2,5 18,5 3,4 15,8 33 20,0 50,8 22,7 4G, ·:; I I 
9 3,1 20,0 4,o 17,1 34 20,8 52,1 23,5 l.~7., j I 
10 3,7 21,3 4,7 18,4 35 21,6 53,3 24,3 1~-8, 7 I 
11 4,3 22,6 5,4 19,7 36 22,4 54,5 25,1 4::/.: tl 
I 12 4,9 24,o 6,2 21,0 37 23,2 55,7 26,0 )1,n 
! 13 5,5 25,4 6,9 22,3 38 24,0 56,9 26,8 ,- ..... •') _.. c_ .. ·~ 
!14 6,2 26,7 7,7 23,5 39 24,8 58, 1 27,7 ,:·~ ) _, -· 
: 15 6,8 28,1 8,4 24.,8 i.~o 25,6 59,3 28,6 ~4.:-:· I , 
I 
· 16 7,5 29,4 9,2 26,0 J+1 26,4 60,5 29,4 5:"i ~ '-~ 
111 8,2 30,7 9,9 27,2 l.!-2 27,2 61,7 30,3 r=r: I ~.,_ 1 ~· • 18 8,9 32,0 10,7 28,4 l~ 3 28,0 62,9 31,1 ,:::·-., !19 :J; L 9,6 33,3 11,5 29,6 l!-1{ 28,8 64,1 32,0 :: ~}, 0 
120 10,3 34,6 12,2 30,8 4-5 29,6 65,3 32,8 6u, ~= 
I 
1 21 11,0 35,9 13,0 32,0 1+6 30,4 66,5 33,6 61., 3 
22 11,8 37,2 13,8 33,2 4-7 31,2 67,7 34,5 62, 5 i 
23 12,5 3B,4- 14,6 34,4 li-8 32,0 68,9 35,3 63_,6 I 24 13,2 39,7 15,4 35,6 49 32,8 70,1 36, 1 




Eenzijdig naar boven begrensde betrouwbaarheids intervallen voo1;,,1..l: 
betrouwbaarheidscoefficient 
JJ-- 0,9 0,95 0,98 I 0,99 ! O, 995 0,999 ?' 
I 
0 2,3 3,0 3,9 4,6 5,3 6,9 0 
1 3,9 4,7 5,8 6,6 7, lj. 9,2 1 
2 5,3 6,3 7,5 8, J+ 9,3 11, 2 2 
3 6,7 7,8 9,1 10,0 11,0 13,1 3 
4 8,o 9,2 10,6 11,6 12,6 14,8 4 
5 9,3 10,5 12,0 13,1 14,2 16,5 5 
6 10,5 11,8 13, lj. 11+, 6 15,7 1e, 1 6 
7 11,8 13,1 14,8 16,0 17,1 19,6 7 
8 13,0 14,4 16,2 17, lj. 18,6 21,2 8 
9 14,2 15,7 17,5 '18,8 20,0 22,7 9 
10 15,~- '17,0 18,8 20,2 21,4 24,1 10 
11 16,6 18,2 20)1 21,5 22,8 25,6 11 
12 '17,8 19,4 21, lj. 22,B 24, 1 27,0 12 
13 19,0 20,7 22,7 211., '1 25,5 28,4 13 
14 20,1 2'1, 9 24,o 25,5 26,8 29,9 1 !j. 
15 21,3 23, 1 25,2 26,7 28, 2 31,2 '15 
16 22,5 24,3 26, 5 2D,o 29,5 32,6 16 
17 23,6 25,5 27,8 29,3 30,8 34,o 17 
'18 24,8 26,7 29,0 30,6 32,1 35,4 18 
19 25,9 27,9 30,2 31, 9 33,4 36,7 19 
20 27,0 29,1 31,5 33, 1 34,7 38,0 20 
21 28,2 30,2 32,7 311-, ~- 36,0 39,4 21 
22 29,3 31,4 33,9 35,6 37,2 40,7 22 
23 30,5 32,6 35,1 36,8 38,5 1+2, 0 23 
24 31,6 33,8 36,3 J(J, 1 39,8 43,3 24 
25 32,7 311-' 9 37,5 39,3 lJ.1, 0 44,6 25 26 33,8 36, 1 38,7 1-1-0,5 42,3 45,9 26 
27 35,0 37,2 39,9 1!-1, 8 43,5 47,2 27 28 36,1 30,4 41, 1 11-3, 0 1~4, 7 48,5 28 
29 37,2 39,5 ~-2, 3 1'. l.!., 2 46,o 49,8 29 30 38,3 l+o, 7 43,5 lJ.5, l_j. 47.,2 51, 1 30 
31 39, 1l lJ."1, 8 4LJ., 7 lf6,6 48,4 52.,3 31 
32 40.,6 43,0 45,8 J.1.7 ,8 11-9, 7 53,6 32 
33 4-1, 7 4-4, 1 47,0 119, 0 50,9 54,9 33 34 1f2,8 1f5, 3 48,2 50,2 52,1 56,2 34 
35 1l3, 9 46, l+ 49, 4- :')'I, 4 53,3 57,4 35 36 1-1-5, 0 i+7, 5 50,5 52,G 54- .,6 58,7 36 
37 46,1 48,7 51,7 53,8 55.,@ 59,9 37 38 47,2 49,8 52,9 55,0 57,0 61~2 38 
39 1-1-s, 3 50,9 91-' 0 56, 2 58,2 62, 4- 39 4-o l-1-9, l-t- 52,1 55,2 57, ~- 59,4 63.,7 1.\-0 
41 50.,5 53,2 56,4 58,5 60.,6 61f, 9 l-'c 1 
4-2 51,6 54,3 57,5 59,7 61,8 66,1 42 
43 52,7 55,5 58,7 60,9 63,0 67, lj. 43 44 53,8 56,6 59,8 ,:::2., 1 64,2 68,6 44 
45 54,g 57,7 61,0 63,2 65.,4 69,8 45 46 56,o 58,8 62, 1 :jl\, 4 66,5 71,'1 46 
47 57.,1 59,9 63,3 t>S,6 67, 7 72,3 47 iw 58,2 61, 1 64., l.j. 66,8 68,9 73,5 l.[8 
11-9 59,3 62,2 65,6 67,9 70,1 74,7 1f9 50 6o,4 63.,3 66,7 69,1 71,3 76,0 50 
Voor waarden van x> 50 lrnn v8rcter met voordee1 gebruik 
gemaakt warden van het fei t, dat ~<:.. asymptotisch normaal ver-
\/;7 
deeld is met verwachting Oen variantie 1. 
Voor het practisch gebruik geven wij hier voor twee drem-
pelwaarden oZ= 0,05 en o< = 0,01 twceziJdige intervallen 
(3.15) 
fo( == o, OS 
lo<= o, DI 
X. ;- I, 9 2 _:!:_ / 1 9 6 0 V-x. +- I, o 1 
Vergelijking met de op exacte wijze verkregen intervallen 
voor x = 50 doet verder zten, dat deze benaderingsmethode voor 
x> 50 voor de meeste doeleindcn zeer bruikbaar is. Er geldt 
nl.: 
Tabel 3 .J-1-
Betrouwbaarheidsinterval met behulp van de normale benaderinfi• 
X= 50 
d = 0,05 o< == 0, 01 
/-'-, __,A-l '- _/-l, ./,,-1..(.2. 
asymptotisch 




_I 37.,0 33,6 71,3 
Al deze methoden zijn in eerste instantie weer gebaseerd 
op een enkele waarncming. Heeft men~ waarnemingen X. 
' ( i. = 1, ••. , 11) dan bepaalt 1nen weer een betrouwbaarheidsintcr-
..,~ 
val voor ...,;I-'- door miclc1el vnn :~ x. == x . Vindt men hie11 voor 
het interv,,l ( /-1.//J.../) dan is (~:', ~.;. )c:.:(/li, J.l) weer een betrouw-
,... ")-1 'YJ/ . I/ 1 
baarheidsj_nterval voor/,1., met c~cze1fde cnbctrouwbaarheidsdrem-
pel. 
Aan betrouwbc1;:11°J-w'u1~tntE.rvc1llen 9 evenals aan toetsen en 
schattingen kunnen verschillende eiscn gesLeld warden. Een be-
langrijke eigenschap in verband hi~rmae is o.a., dat voor een 
gegeven drempelwaardc o< ; de genn.c1d.e 1 :'lr-, 1 e:igte van het betrouw-• 
baarhetclsinterval zo klein moge1 i ~Jk i2. S .s, 1:'!ILKS [56] heeft 
nu aangetoond dat 
(,.i:, ~. ) v--·, 
_ .. ,_, -' - rl J.i--
-·-~__,,<-l --· / ______ _.. --
\/ ,--;-
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asymptotisch normaal verdeeld is met verwachting Oen variantie 
1, en verder, dat het betrouwbaarheidsinterval hierop gebaseerd 
onder een grate klasse van andere betrouwbaarheidsintervallen ge-
middeld de kortste lengte bezit. Verdere uitwerking voor het ge-
val ,;,<= 0 3 05 geeft: 
(3.16) 
Vergelijking van (3.16) met (3.15) voor ~-0,05 doet zien, 
dat deze grenzen in beide gevallen identiek zijn. (3.15) geeft 
dus eveneens gemiddeld kortste intervallen, 
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Appendix. 
(1) Een variabele x, die verschillende waarden kan aannemen 
met bepaalde kansen, wordt een stochastische grootheid genoemd. 
De eigenschap van een variabele stochastisch te zijn wordt door 
onderstreping aangegeven ( ;t,.). De waarden, die x kan aannemen, 
warden weergegeven door x, zonder onderstreping. Met elke sto-
chastische grootheid correspondeert een zogenaamde verdelings-
functie F(x.)= Pfa,(x.], dit is de kans, dat de stochastische 
grootheid x hoogstens gelijk is aen x.. 
Onder de voortbrengende functie g(~ van een verdeling ver-
staan wij een functie,die bij ontwikkeling naar s, als co~ffi-
ci~nt van .sX, de kans geeft, dat de stochastische variabeJe ~" 
gelijk is aan :r:(P[~,cx.J)· 
(2) x bezit een Poissonverdeling als 
p [ ~- = X J = f'_ -/J>~ X • 
x' 
X=0,1,2., ....... . 
De verwachting, c ~, en de variantie, Va."(, ~ , zijn op eenvoudigc 
wijze te vinden met behulp van de voortbrengende functie van c~,:, 
verdeling 
{i7' ( 3) = f S x -e_-/'-_,A..L-;_ = -e -/· 1/LS 
(} >:.=<, x.1 
Volgens de theorie der voortbrengende functies geldt: 
I 





= SJ{,) 7 g (1) = /ll 2 /L 
dus 
(3) Een grootheid x bezit een binomiale verdeling als geldt 
X = 0, I, ..... , ')? 





Immers voor de binomiale uitdru'cicing is te schrijven: 
Hieruit volgt: 
(n) " '11->< 
·,r /' ? = ~-,m (:1,;x 
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,,/1/m 1.(1-f;) .... (!- \,')· 
'l'I/J-'> /' ...,.,,~C? 
( )
'n-l<'. / _ ·np = 
'l'I 
rn_.;,.C'J 
,..,, p --7 /
" _,u. ~/4<. X 
_ _,,,-u- .1.-e-:,., = -e./ c-
- -.:;y- X.. I 
Dit betekent o.a,p dat het aantal 11 successen 11 onder een ran-
tal onafhankelijke experimenten, bij ieder waarvan de kans op een 
succes eenzelfde kleine waarde bezit, bij benadering een Pois-
sonverdeling bezit. Van deze eigenschap wordt bij toepassingen 
vaak gebruik gemaakt. 
(4) Een betrouwbaarheidsinterval, berekend op grand van een aan-
tal waarnemingen x,, ..... , x..,,, voor de onbekende parameter () vHn 
een verdeling. F()(. 0) , wordt gevormd door al die waarden 01 van 
D , waarbi j toetsing van de hypothese f):. 0 1 niet tot verwerping 
leidt. De onbetrouwbaarheid van het betrouwbaarheidsinterval is 
gelijk aon de onbetrouwbaarheid van de daarbij gebruikte toets. 
Bepalen wij betrouwba::,rheidsintervallen met onbetrouwbaarheid o'. 
op grond v2n een groat aantal onafhankelijke steekproeven, dan 
zal bij bemidering in een fractie (1 _ d.) van de gevallen het in-
terval de werkelijke parameterwaarde bevatten. 
( 5) De -) 7. 1 -toets voor aanpassing geeft de kans aan, dat het ge-
vonden waarnemingsmateriaal of onwaarschijnlijker uitkomsten 
trekkingen zijn uit deals model gekozen verdelingsf'uncties, Is 
deze kans zeer klein; dan wordt aangen0rnen, dat de keuze van het 
model niet goed was. De hypothese, dat het waarnemingsmateriaal 
werd voortgebracht door de beschouwde verdelingsf'unctie wordt 
verworpen ( zie c29], p. 273) . 
(6) Zijn x 1 , •.. , ~"-,., onafhankelijk verdeeld en 
sonverdelingen met parameters /1;, .... . /,,i.1~,, dan 
~, 




i. .: I 
zij Pois-
X 
-- ~ een 
( 7) Een lineair.e hypothese houdt in, dat er bepaalde line a ire 
betrokkingen tussen de onbekende parameters bestaan. In de regres-
sieanalyse (waarvan de variantie-analyse een speciaal geval is) 
ziJn deze parameters de regressieco~ffici~nten. In ons geval zijn 
het de .,,1L .• • 
/ 'J 
(8) ~ -toets. De kans op een bepaald waarnemingsresultaat 
.i:;, ......• x.,, kan warden beschouwd als een functie van de onbekende 
parameters 0,.. . . . . . , 0,-l van de verdeling, waarui t de x.1 ( i" 1, .... n) 
komen. De te toetsen hypothese en de toegelaten hypothesen car-
responderen met deelruimten van de parameterruimte. De parameter-
ruimte is de -1 -dimensionale ruimte met coordinaten ~ ....... e.1 . 
De deelruimte, die met de toegelaten hypathesen correspondeert, 
wordt aangegeven met _Q , di.e behorende bij de te toetsen hypo-
these, /-10 , met w . vaj bepalen het maximum van 
p [ ;!,_ i = x, ( i = I, .... ' ?1) I &, ..... ) 0 -I ] 
als functie van 0,, ..... i 01:_ in c.v en .fl ; ). wordt nu gedefinicerd 
door: 
A= tlCvx.. P[:&,=x;_{i=l, ..... ,-n) I 0,,····· ····,&-i-J 
rvr-·P[~i=L.(i=f, .... ,'Yl))e, ......... ,01] 
Daar w .. S2. , geldt: o{ \ ~ / . Ji is nu een functie van de 
waarnern1ngen x, { 1: ::I, ..... , n) en beschouwen wij deze weer 
stochastisch, dan is~ dus zelf aak stachastisch. Kleine waarden 
van J zijn onder de te toetsen hypothese onwaarschijnlijk. De 
kritieke zone met onbetrouwbaarheid ~ wordt gevormd door het in-
terval o ~ ), .:(_ .Ao< " waarbi ,j -P[l < -\~< / r-t J = d-. • 
De verdeling van _ 2 .fog). _t~, ander de te t?etsen hypoth<:;se 
asymptotisch ( voo1° grate 'l1) de ,t •Verde ling met (J_ "l) vrijheid::3-
graden, al;:,; .D_ .J/: -dimem,ionaal en 0J ~ -dimensionaal is [29]. In 
het algemeen bezi tten >. --toetsen asymptatisch zekere aptimale 
eigenschappen ( z.Le [Yl] en [32] ) . 
(9) Laten 1;, ....... ,An een aantal ellrnar uitsluitende gebeurtenis-
sen zijn, waarvan er zeker ~~n optreedt. Voar een willekeurige 
andere gebeurten 1 s A geldt d~n: 





.I: /), ~ I 
<!'-:I 
en 
i. = I 
'YI. == -n 
' 
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Nu geldt dat 
./ ( 2. L n.- -np,) 
,:,,., -n p~ 
asymptotisch verdeeld is als { z. met (J _,) vrijheidsgraden [17] . 
Zijn alle P,.:: f $ dan wordt n I', = T ; hetgeen bij de door ( 1. 3: 
gegeven voorwaardelijke verdeling overeenkomt met ~--. 
(11) Zijn twee stochastische grootheden onafhankelijk verdeeJ.d 
als 1,,2. met 11 respectievelijk na vrijheidsgraden, dan is hun 1. I 2. 
som verdeeld als { met {n, +- n,.) vrijheidsgraden. 
(12) De afleiding van de binomiale dispersie-index wordt gege-
ven in [37]. De vermelde uitdrukking is een eenvoudige generali-
satie. De binomiale dispersie-index wordt gebruikt om in een zgn. 
2x{ -tabcl te toetsen of t -waarnemingen van binomiale verdelln-
gen met verschillende waarden van de parameter~ , ~~nzelfde 
waarde van de parameter p hebben. 
('\31 P[ y_;,.= x..{i::::: 1, .... ,-n);(),, ... ,0.,R] is een functie van 
0,, .... , 0-1- ( zie ( 6)). De meest aannemelijke schattingen 
t, , ... , "t van 0., .... , O; zijn die waarden van &, , .... , 0,1, waarvcc~~ 




Men wil i:uetsen of een steekproef x. ..... , >t uit een verctr:-
' I '17 
F ( x; 0,, ... , Oil) \{Otnt., waarbij de 0.- ( i ::1, ..... , -{) onbekend 
Een lcr:: 1·.1eke zone 3 waarvan de onbetrouwbaarheid onafhanke-
is v.:-;:1 de i.•.;a:=ird-::n van 0,, ..... , ()-1/ is nu een "similar region 11 • 
( 15 J Ecn toc!·:;s voor de hypo these H0 is ten opzichte van de al-
ternatieve hy.)othcse H meest onderscheidend, wanneer de kans op 
verwerping van I-(, wanneer 1-/ geldt, maximaal is in vergelijking 
met alle andtre toetsen van 1-1 tegen 1-/ met dezelfde onbetrouw-
. 0 
ba3r~05.d. Ir een toets voor de hypothese H0 voor elke alterna-
tieve 1--:ypotlt"' se H van esn klasse van alternatieve hypothesen 
meest onder:i ;heh~end, dar:. i.1eet de toets voor deze klasse van a~L-
ternatieve hypotheD0t1 g8~.1jkmat1g het meest onderscheidencl, 
(15a) De o:1gehjlcheid -qm Tchebychef geldt voor iedere contin11n 
VE::r-0~0 1; r.c:,.Ci., y,-:., tlc /_(x) '-' n luidt: 
p { IX~ F- )-< ~ {j'} < :'r 
hierin is /1 de verwacht:i. "lg van x. en cr-- 2 de variantie. 
Voor hv..:; bewijs ZiJ verwezen naar [29], p. 135. 
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(16) Een toets is asymptotisch onderscheidend, wanneer, voor de 
beschouwde collectie alternatieven, het onderscheidingsvermogen 
1 tot limiet heeft als de steekproefuitgebreidheid onbegrensd 
toeneemt. 
(17) t is een voldoende schatting van fl ("sufficient estimate''.), 
wanneer voor elke andere schatting t' van 0 geldt, dat de voor-
waardelijke verdeling F ( i._ 1 I!== t) onafhankelijk van & is, 
( 18) i is een zuivere schatting van 0 ( "unbiased estimate")!) 
als (. 1. == 0 . 
( 19) t is een me est doel treffende schatting van 0 ( 11 efficient 
estimate") als fi_ = 0 en, als i.. ender alle zuivere schattingen 
de kleinste spreiding heeft. 
(20) t is een bruikbare schatting van 0 (11 consistent estimate"), 
als 
-/in, P[/i-0/>cf} =o 
-i-0 
voor iedere d), o . Hierin stelt -/ de ui tgebreidheid van de 
steekproef voor op grand waarvan t berekend wordt. 
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