Abstract-We study the problem of in-network processing and queries of trajectories of moving targets in a sensor network. The main idea is to exploit the spatial coherence of target trajectories for opportunistic information dissemination with no or small extra communication cost, as well as for efficient probabilistic queries searching for a given target signature in a real-time manner. Sensors near a moving target are waken up to record information about this target and take the communication opportunities to exchange their knowledge with preceding and descending sensor nodes along the trajectory. Thus a moving target's information is naturally detected, recorded, and disseminated along its trajectory, as well as the motion trajectories that enter the sensor field afterwards.
I. INTRODUCTION
The development of wireless sensor networks has enabled the possibility of large-scale and long-term environmental monitoring. One driving application for such technologies is the tracking of targets with embedded sensor nodes in an unobtrusive manner, with the targets being rare animals (e.g., Petrel birds on great duck island [18] , [30] ) in habitat monitoring, or vehicles/humans in security applications. There has been a lot of prior work on tracking moving targets by distributed sensors (see [10] , [14] , [27] , [31] and references therein). A few tracking systems have also been deployed and evaluated in real testbeds [2] , [11] , [26] .
A closely related problem for target tracking is the design of the interface with which the target trajectories are accessed by the users. In habitat monitoring, the most adopted approach has the sensors that detect a target record the detection event in the data logger or report it to a base station, where the target trajectories are assembled from the individual detections for post-experiment analysis. The deployment of such a monitoring network is often one-time experiment with the goal of collecting a sufficient amount of scientific data.
In this paper we are mainly motivated by the deployment of sensor nodes for long-term monitoring in a civil environment with the goal of creating an intelligent environment to support real-time sensing, situation understanding and knowledge extraction. The detected data needs to be processed in a timely manner, and accessed by users residing in the same physical space, sometimes with stringent delay requirements. Opportunistic information dissemination: sensors waken up by a moving target will record this detected event and help to disseminate information about other trajectories they have learned so far to the descending sensor nodes. In this case, target T 2 enters the sensor field after target T 1 . The nodes in the trajectory T 2 after the junction node j will learn the information of both T 1 and T 2 . A query message from q that visits one such node (p) is able to discover T 1 as well.
The approach of reporting detection events to a base station in this case has not fully explored the potential of collaborative information processing enabled by a large number of networked sensor nodes. Further, storing all the data at a central server has the problem that the central server represents a single point of failure, and the communication cost for trajectory reporting for each individual detection can be high when the number of moving targets is large. Our approach. In this paper we explore the potential of an orthogonal approach and employ a low-cost processing and storage scheme for target trajectories in the network, as well as an in-network query algorithm to retrieve the detected trajectories. As a target moves, nearby sensors are triggered to record the signal signature (e.g., visual or acoustic signatures) and the time stamp when the target was detected. Users live in the same physical space and may inject queries to the network searching for the existence of a particular target and its recent moving trails:
• Existence query: was there a red-color truck moving in the field in the past half an hour? • Trajectory report query: Report the trajectory of the redcolor truck if it ever appeared in the past half an hour. The problem we study in this paper involves how to store and process the moving trajectories and how to answer queries efficiently with low delay for these moving targets.
We exploit two naturally available opportunities to help with efficient in-network trajectory query: (i) the continuity of the motion trajectory suggests that the detection of one sensor on the trajectory allows us to locally follow the trajectory and discover the entire path; (ii) the hand-over of nearby sensors that detect the same target provides communication opportunities to exchange their respective knowledge of previously This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE INFOCOM 2009 proceedings.
978-1-4244-3513-5/09/$25.00 ©2009 IEEEdetected targets. Thus, as a motion trajectory for a given target 'ages', i.e., as more motion trajectories are detected afterwards, this target trajectory becomes easier to find as its information is possibly widely disseminated along the trajectories that newly develop. See the example in Figure 1 . The trajectory T 2 arrives later than trajectory T 1 . As a sensor near T 2 is waken up anyway to record the signal signature of T 2 , it also communicates with the nearby precedent and descent sensors for trajectory hand-over, and exchanges the signal signatures of target trajectories each has learned so far. In particular, after the junction node j located near both trajectories is triggered by T 2 , the information j knows (in this case both T 1 and T 2 ) will be carried along the nodes near trajectory T 2 afterwards 1 . We call this opportunistic information dissemination.
From a sensor node's point of view, its task on information storage and processing is extremely simple. When it is waken up by a target in its neighborhood it will be activated to record the information of this particular target, as well as the information carried over by the precedent sensor node along this trajectory. As time goes by the information a target knows will accumulate. As trajectories that are too old are becoming increasingly not interesting in many applications, we can also associate an expiration time for each target trajectory. Trajectories that are too old will be removed from the storage space of a node and a node only keep the K newest trajectories sorted by their time stamps.
To query for a target with a given acoustic signature, we again exploit the spatial and temporal coherence of the motion trajectories. The query algorithm is probabilistic and initiates query messages, each traveling along a random direction from the query node (similar to rumor routing [4] and implemented by greedy geographical routing, e.g., in [15] , [20] ), until one of them has discovered a node with information about the given target trajectory, or when the number of query trials exceeds a threshold, the trajectory in question is either not existing, too short or too new. In general, the number of query messages issued depends on the length of the trajectory to be searched (a trajectory that cuts corners is unlikely to be discovered by a random query path), and its age (defined as the number of trajectories that enter the sensor field afterwards; as more trajectories develop, the chance to be discovered increases).
To summarize, both the target detection and target query are locally processed in the network and do not assume a central server. Unlike the approach of gathering trajectory knowledge at a central server in which the communication cost increases with the number of targets, here more target trajectories will provide more opportunities and reduce the cost for trajectory queries. This makes the in-network processing and query scheme attractive in the scenarios with 'heavy traffic' and those when real-time access of the trajectories are desirable.
In this paper we analyzed the probability that a random query discovers a given trajectory, with respect to its length and age (under opportunistic information dissemination). We also evaluated the performance of the system, in terms of the query success rate and communication cost, as well as storage requirement. The results show the effectiveness of opportunistic information dissemination. A trajectory with a reasonable length/appearance can be discovered on average with only a couple of queries as long as there have been a few trajectories that helped to disseminate it. Related work. Data storage and retrieval in a distributed sensor network is a major architectural component and has attracted a lot of interest in recent years. Existing data discovery approaches can be classified as data-centric routing [1] , [12] , [13] , [17] and data-centric storage [22] . In data-centric routing, limited preprocessing is undertaken and the query actively searches in the network for relevant data. Data is aggregated along the routing paths back to the user to reduce communication cost [5] , [21] , [25] . In data-centric storage, the discovered data is preprocessed and stored in the distributed sensors. Partial aggregates can also be evaluated to facilitate complex multi-dimensional queries [7] - [9] , [24] .
Our scheme belongs to the data-centric storage category. The major difference in this paper is to exploit the spatial structure in the data itself -for both efficiently querying the trajectory and for helping to disseminate knowledge around without incurring additional communication costs.
The query algorithm is in spirit similar with rumor routing [4] , and double rulings schemes [6] , [16] , [23] , [29] . In double rulings scheme, a data source (i.e., the sensor node with detected information) will take some specially designed routing paths to disseminate the data availability information. A query from a node will take another special routing path searching for the available data indices. In our setting information about the data source is naturally carried by the target itself and thus the dissemination stage is simple and implicit. The rigorous analysis of how information is disseminated in the network will also apply to rumor routing and supplement the experimental study in [4] .
Remotely related to the work here, the idea of exploiting existing communication opportunities also appears in other settings such as opportunistic routing to improve network throughput [3] .
In the remaining of the paper we first present the analytical results in calculating the query success probability under opportunistic information dissemination. The analysis is complemented by simulations in section III.
II. TRAJECTORY QUERIES
We have a sensor field in which the sensors are used to track moving targets. Each target possibly enters and exits anywhere in the field. A sensor near the motion trajectory is waken up, say, by a high acoustic signal in its vicinity. These sensors then record a signal signature specifying the characteristics of the target detected. Naturally all the sensors near or on the trajectories detect the target and store the target signature. By movement continuity, the sensors are laid out along a curve connecting the entrance and exit of the target in the sensor This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE INFOCOM 2009 proceedings.
field. We explore schemes on how these trajectories are stored and pre-processed and how a query node can efficiently extract a target trajectory given its signature.
A. Probabilistic queries
We first analyze in-network query without opportunistic information dissemination. When there is no preprocessing, only the sensor nodes on the trajectory have knowledge about the target. Thus the problem is to figure out one of these sensor nodes (for existence query), and possibly follow the trajectory (for trajectory report query). We explore a probabilistic query scheme in which the query node sends a query message along a random line, hoping that this message will hit one node on the trajectory of interest. In particular, for a line through the query point q, two query messages are sent out traveling in opposite directions, one along each ray from q. A query message will return when it hits a node on the trajectory or when it hits the sensor network boundary, in which case the query returns and does not discover the trajectory.
The query node can send out multiple such random queries to increase the chance that one of them discovers the data. The probability that a random query finds out the given trajectory, as well as the average number of query messages needed to eventually discover it with a sufficiently high probability, depend greatly on the specific shape of the trajectory. If a trajectory cuts the corner of the sensor field, i.e., the exit node is very close to the entrance node on the sensor field boundary, it is more difficult to discover it.
In the following analysis we start with a simple case when the target moves along a straight line and always enters and exits the sensor field at some boundary nodes, i.e., we assume no target appears or disappears inside the sensor field. Then we move on to the case of an arbitrary trajectory.
1) Query on straight-line trajectories:
We analyze the cost of a query initiated at a node distributed uniformly randomly in the sensor field. This scenario captures the average-case query cost for all possible positions.
A query message travels along a random direction. Since the analysis is all probabilistic, we will need to define rigorously what we mean by a 'random line' [28] . Here we will analyze three possible ways to generate a random query. In the first definition, a query travels along a line connecting the query node q with a random point w on the sensor field boundary, with w uniformly distributed along the boundary. We call this model the random boundary point model. In the second definition, a query travels along a line with angle θ counterclockwise from the positive x-axis, where θ is taken uniformly randomly from 0 to 2π. This model is called the random angle model. In the third definition, a query travels along a random chord, defined as the chord connecting two random boundary nodes. This is called the random chord model.
Of course, different ways to define a random line will lead to different probability measures but we will show below that they differ by only a constant factor. In our algorithm we implemented the random angle model as it only uses local knowledge. When the sensor nodes know their locations, or have a local compass, the query can be routed with only local knowledge, in the same way as compass routing [15] . In the analytical result for the opportunistic information dissemination (subsection II-B) we use the random chord model as that makes the analysis easier.
In what follows we assume the sensors are deployed uniformly randomly in a disk. We define the effective length of a trajectory by the distance between the entrance and exit nodes along the sensor field boundary. Without loss of generality we can assume the total length of the sensor field boundary is 1. We assume the length of the trajectory between 0 and 1 2 , due to symmetry. These assumptions will be relaxed later for a generic probabilistic analysis in section II-A2. Now we will analyze the probability that a random line intersects with the trajectory and the total query cost in order to guarantee that the trajectory is discovered with probability at least 1−ε, by using the above two different ways of generating a random query.
a) Random boundary point model.: Given a motion trajectory of length , suppose that the query starts from a given query node q. A random query is selected to follow the line through q and a random point on the sensor network boundary. We now bound the probability that this query finds the desired trajectory.
Lemma 2.1. The probability of a random query (in the random boundary point model) intersecting the given motion trajectory with effective length is
Proof: As Figure 2 (i) shows, if the query point locates in area A, then the probability that it generates a query that hits the given trajectory is 1 − , otherwise the probability is . The probability that the query point locates in area A is (πr
2π . So the probability that a random query point hits the given trajectory
2π . Theorem 2.2. Given a trajectory with length and a number ε ∈ (0, 1), with K 1 ( , ε) ≥ 1 ln 1/ε query lines under the random boundary point model, the probability to hit the given trajectory is greater than 1 − ε.
Fig. 2. (i) When the query point locates in
A or B, it has different probability to send a query intersecting the given trajectory.
(ii) Two chords have an intersection.
Proof: The probability that all the k random query lines do not hit the given trajectory is (1 − p 1 ( )) k , where p 1 ( ) is as defined in Lemma 2.1. So the probability that at least one random query lines hit that trajectory is
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ε is enough to meet the probability requirement.
b) Random angle model.: In the second model, the query line is chosen as the line through a given query point with a random angle relative to the positive x-axis. Again, we consider the expected cost with respect to a random query point. We start with a technical lemma.
Recall that the central angle of a chord AB with two endpoints A, B on the circle boundary is the angle ∠AOB where O is the center of the circle. The inscribed angle is exactly half of the central angle and is in between 0 and π/2. The following lemma is independent of the definition of a random line. Lemma 2.3. The probability that two random chords with inscribed angles
Specifically, when one chord (say the one with half angle θ 1 ) is given, then the probability is
is the probability density function of the random variable θ.
Proof: Without loss of generality, suppose θ 1 > θ 2 . Once chord 1, say AB, has been placed, chord 2 will intersect chord 1 if and only if one endpoint falls inside the arc AB and another endpoint falls inside AA or BB (see Figure 2 (ii)). The probability for this to happen is
. When chord 1 is given, the probability that a second random chord intersects chord 1 is
where f (θ) depends on the probabilistic model we use to define a 'random chord'. Now we will consider the case that a random chord is generated by dropping a point at random in the circle and drawing a chord through that point in a randomly chosen direction.
Lemma 2.4. Assume that the random point falls at a distance r from the center of the circle, and the random chord is selected by taking a randomly chosen direction through that point. Now the chord intercepts an arc of inscribed angle θ. Under this model, the density function f (θ|r) = Lemma 2.5. For a given trajectory with length , and a query point randomly placed inside the disk, generate a random query by choosing a direction randomly, then the probability that the query will hit the trajectory is p 2 ( ) = 2(πθ 1 −θ
Theorem 2.6. Given a trajectory with length and ε (0 < ε < 1), with K 2 ( , ε) ≥ 1 ln 1/ε query lines under the random angle model, the probability to hit the given trajectory is greater than 1 − ε.
c) Random chord model.:
In the random chord model, the query is taken as a random chord with its two endpoints chosen uniformly random on the network boundary.
Lemma 2.7. Given a trajectory with effective length , a random query under the random chord model will discover it with probability p 3 ( ) = 2 − 2 2 .
Proof:
Theorem 2.8. Given a trajectory with length and a number ε ∈ (0, 1), with K 3 ( , ε) ≥ 1 ln 1/ε query lines under the random chord model, the probability to hit the given trajectory is great than 1 − ε.
The proof is similar to Theorem 2.6 and omitted.
2) Query on trajectories of arbitrary shape: In general, a motion trajectory can have any shape. And a target may start (appear) or stop (disappear) anywhere in the sensor field. We can use the same random query to search for such trajectories. The probability that a random query message discovers a target trajectory also depends on its shape and length.
To analyze the cost of such random queries, we will make use of standard geometric probability. A query starts from the query node and follows a random line with angle θ counterclockwise from the positive x axis (i.e., the random angle model). We define the length of a trajectory as the perimeter of the convex hull of the trajectory. In a degenerate case when the trajectory is a straight line segment, the length is defined as twice its Euclidean length. Specifically, the trajectory T has length . A random line G is represented by two parameters r and θ, where r is the distance from the origin to the line, and θ is the angle formed by the normal to the line and the xaxis. Both r and θ are uniformly randomly chosen among their respective ranges. As we will see later, that this definition of a random query line also gives a similar bound on the query success probability. See Figure 3 .
By geometric probability the collection of lines that intersect a curve is represented precisely by the length of the curve [28] .
Lemma 2.9 ( [28]
). The measure of the set of straight lines that intersect a curve C is its length . That is
Now suppose T 1 is a chord of Euclidean length 1 inside a region R. Then the chord is a degenerate rectangle with perimeter 2 1 . When R is a disk with radius R, then 1 = 2R sin π , where is the effective length of the chord.
Lemma 2.10 ( [28]
). The probability that a random line intersecting R with effective length intersects with a trajectory T 1
is a disk, the probability is 2 sin π π . Now we can extend the theorem to the general case.
Theorem 2.11. Given a convex boundary field with perimeter L, a trajectory with effective length and a constant ε (0 < ε < 1), the number of random query lines to hit the given trajectory with probability great than 1 − ε is L 2 ln 1 ε . The proof is similar to Theorem 2.6.
Despite various models of random queries, the analysis arrives at very similar results. This will be useful in the next section as we analyze the scheme of using motion trajectories themselves to disseminate information.
B. Opportunistic information propagation
In many tracking applications the targets being tracked come in the monitored field at different points in time. We can make use of the temporal diversity and perform opportunistic information propagation. To simplify the analysis, we assume that the targets come in the field one by one. When a new target moves in the field, some of the sensors nodes on its trajectory may have already had stored signatures of other targets that have passed by. Thus a sensor node waken up by a new target should take the opportunity to propagate the information it has recorded so far. Naturally as a target enters the field, the node along the trajectory will hand over the knowledge it has learned to the next node on the trajectory. After a target exits the monitored field, a backward propagation may also be conducted such that all the nodes on the trajectory share the union of the signal signatures of them. In the analysis for simplicity we assume the backward propagation. In our simulations we do not conduct backward propagation. By using opportunistic information propagation, a target signature is known not only to nodes along its trajectory but also possibly carried to other nodes by the targets that come in afterwards. The longer a signature exists in the system, the wider it gets propagated in the sensor field. We thus give each motion trajectory an age which is the number of targets that come in after itself, but before the query is initiated.
Suppose there are two trajectories A and B that show up in the monitored field sequentially. They have effective lengths A and B respectively. Say a node sends a random query along the line C. Then there are two possibilities for the query to discover the trajectory A, either because C intersects with A directly or because C intersects with B which intersected with A and helped to propagate information about A. Here is an interesting tradeoff -the older a trajectory is, the easier to query for it; yet a detection long time ago was not going to be interesting from many real-time applications' point of view. The number of trajectories kept at each node is also bounded by the storage requirement. In the following analysis we will evaluate the minimum 'lifetime' of a trajectory, that is, how old a trajectory needs to be, in order to keep the query success rate high. Thus a sensor node would only record the newest k trajectories it has learned, where k is taken as the lifetime above or as application requires.
We remark that as our queries are also probabilistic, we can also take the communication opportunities provided by queries issued in the network to further spread information around. In this case a query is simply regarded as a 'fake' target trajectory and can be treated the same as the other real ones.
1) Technical lemmas:
We start by some technical lemmas to be used later. We assume that each trajectory has a random entrance point and a random exit of the sensor field. It can be modeled as the chord connecting two endpoints selected uniformly randomly on the sensor field boundary. Recall that the effective length of a trajectory is defined with respect to its entrance and exit points on the sensor network boundary, which partition the sensor network boundary into two segments, one is longer than the other. The effective length is taken as the normalized length of the shorter segment and is always smaller than 1/2. Corollary 2.12. Two random trajectories intersect with each other with probability 2/3.
Proof:
We will integrate over p 3 ( ) for 0 ≤ ≤ 1/2 and obtain 2
Lemma 2.13. Given n random chords, the probability that they form a connected network is at least
Proof: Each random chord connects two random points on the network boundary. Denote by the random endpoints as x i , y i . And the collection of these endpoints form a cyclic permutation of 2n points on the network boundary. If the trajectories do not form a connected network, one can partition the set of endpoints into 2 groups with 2k and 2n − 2k endpoints each, consecutively distributed along the sensor network boundary, 1 ≤ k ≤ n − 1, such that no chord chooses its endpoints in different groups. Now we calculate the probability for this to happen:
The last inequality uses the symmetry of the series n k / 2n 2k in terms of k and sums up the first element with the last element, the 2nd element with the second last element and so on. We can check that if
Thus with probability at least 1 − O(1/n) the random trajectories are connected.
Corollary 2.14. Given n random chords, the probability that at least n − h of them form a connected network is at least
Proof: We calculate the probability q(n, h) as the probability that the largest connected component has size at most
n − h. With a similar argument as the previous lemma, if the largest connected component has size ≤ n − h, we can partition the endpoints into 2 groups with 2k and 2n−2k with h ≤ k ≤ n − h such that each chord chooses its endpoints within one group only. We have
For large n and a small constant h, we have
Thus the probability that at least there is a connected network of n − h chords is 1 − O(1/n h ). Given a set of n connected random trajectories, define the separation length of this set as the maximum distance between the adjacent endpoints on the network boundary, normalized by the total length of the perimeter of the sensor network. Proof: The analysis follows from the standard random sampling techniques [19] . A short remark is that the endpoints are randomly selected on the network boundary. We can ignore the fact that the trajectories are connected because this only determines the combinatorics of how the endpoints are paired up to n chords. Lemma 2.16. For n random chords that form a connected trajectory network E, any random chord intersects the union of these chords with probability at least 1 − O(ln 2 n/n).
Proof: Given that the random chords form a connected network, the endpoints of these chords partition the network boundary into 2n segments i , 1 ≤ i ≤ 2n.
Therefore, the probability that a random chord does not intersect this trajectory network is 1 − 2n i=1 2 i . With probability
for all i (denoted by event A). Therefore the probability that a random chord will intersect the trajectory network is
2) Opportunistic information dissemination:
We will now analyze how the trajectories that come after a particular trajectory T can help to disseminate information about T . Notice that now the sequence of the trajectories showing up matters in how information gets propagated in the network. In particular, we define a dissemination network of n trajectories such that the i-th trajectory comes after the (i−1)-th trajectory and intersects with one of the previous trajectories. We now analyze the probability that a dissemination network of n trajectories is formed and how it helps to disseminate the information about a random trajectory T such that a random query will be able to retrieve T with probability 1 − ε, for 0 < ε < 1. In this subsection we use the random chord model for a random query.
Consider f trajectories entering the field one by one after a trajectory T . We examine how large f should be in order to form a dissemination network with n trajectories to help disseminate information about T . We will divide the process into epoches such that after epoch 1 we have another trajectory T 1 that intersects T . The union of the trajectories T 1 and T is the dissemination network N 1 after epoch 1. Similarly, after epoch i we have a trajectory T i that intersects with the current trajectory network N i−1 and the trajectory network N i is updated to include T i as well. Denote by f i the number of trajectories in epoch i and take f = n i=1 f i as the total number of trajectories. Now we calculate the expected number of f i . Recall that a trajectory will intersect a trajectory network of size i−1 with probability at least 1−c ln 2 i/i, for a constant c, by Lemma 2.16. Thus the expected number of trajectories in epoch i would be at most 1/(1 − c ln 2 i/i). Therefore the expected total number of trajectories to obtain a network of size n is
We also calculate the variance of f . As f i 's are independent of each other and each f i has a geometric distribution of probability at least 1 − c ln
Now we can calculate the probability that f is greater than (1 + δ)n, by Chebyshev inequality:
Now we can summarize the main result for opportunistic information dissemination, by combining the analysis above and Lemma 2.16.
Theorem 2.17. Assuming the trajectories are random, a trajectory T with age a can be discovered by a random query with
Proof: By the analysis above, the trajectories after T will form a dissemination network of a/(1 + δ) trajectories with probability at least 1 − c 2 ln
, for a constant δ < 1. Further, the probability that a query will find out information about T from the dissemination network is at least 1 − O(ln 2 a/a), from Lemma 2.16. Therefore the probability that a random trajectory with age a will be discovered with
Corollary 2.18. Assuming the trajectories are random, the number of queries to discover a random trajectory with age a with probability 1 − ε is Ω(
Proof: The probability that k random queries do not discover the trajectory T with age a is (O(ln
During the opportunistic dissemination process, each node has to store all the trajectory information that the trajectory carries. So the storage space will increase with time. Here we will give an analysis on how long should the information of a trajectory be kept for the purpose of opportunistic dissemination. That is the expiration time for a given trajectory.
For a trajectory with length , the probability that another random trajectory will intersect with it is p = 2 (1 − ). Suppose its age is a. We want to calculate the proper value of age a, so that the trajectory with length can be discovered in constant times of queries after age a. The expected number of queries to discover a trajectory with length after age a is N ( , a) = Prob{∃ one trajectory that hits T } · c 1 + Prob{ trajectory that hits From the above analysis, a trajectory does not need to be kept forever for the purpose of opportunistic dissemination. Each trajectory with (normalized) length only needs to be kept for an age of c ln 1/ . In this way, the storage requirement at each node will be reduced significantly, yet still have the trajectories to be discovered with a small number of queries.
III. SIMULATIONS
Our previous analysis focuses on the asymptotic bound of the number of queries for a given target. The simulation results below give an idea of the number of queries needed in a practical setting, as well as the tradeoff of storage requirement versus the query cost. We evaluate the opportunistic dissemination and in-network query scheme by simulations on random trajectories, and compare it with the scheme without opportunistic dissemination (i.e., only the nodes near the target trajectory record information about it). In particular, we evaluate the following three important measures:
• The number of queries issued to search for a given trajectory with respect to its length and age.
• The total communication cost comparison between the opportunistic dissemination scheme and the scheme without opportunistic dissemination. Note that the cost includes both the preprocessing cost and the query cost.
• The storage requirement at each node. In the simulation, we generate a network with sensor nodes uniformly randomly distributed in a circular field with radius 25. We use a unit disk graph model with a communication range of 1. The average degree of the sensor network is about 7. The trajectories are randomly generated within the sensor field with the entrance and exit points taken randomly on the sensor field boundary. The nodes within distance 1 from the trajectory are waken up to record and disseminate information about the trajectory. In all our following simulations, we generate 500 random trajectories before starting the query.
Queries are initiated at nodes randomly chosen inside the sensor field. For a particular query, the query messages follows a randomly chosen direction until either it visits some sensor node that contains information about the desired trajectory, in which case the information is returned back to the query node; or it hits the sensor field boundary, in which case the query is not successful and another query is generated. Routing of a query is done by greedy geographical routing.
In the simulation we focus on trajectory existence query that answers whether or not a trajectory with a given ID was present or not. With trajectory report queries, we need to record not simply an ID but also the detailed trajectory information. Query number v.s. age and length. We examine the relationship of the number of queries to find a trajectory with its age and length. We randomly choose a query point for each trajectory and repeat this process for 100 times. We divide the age and length into small ranges and take the average query number for all the trajectories with the (age, length) combination falling into the same bucket. Here the trajectory length is measured by its Euclidean length, normalized by the network size. The age of a trajectory is the number of trajectories detected after it but before the query is issued. In this experiment we assume each node keeps every trajectory it detects or exchanges from its neighbors during opportunistic dissemination.
From Figure 4 , in opportunistic dissemination scheme, the query number will be reduced greatly with the increasing of age or length. When either the age or length is large enough, the query number is close to 1. Without opportunistic dissemination, the query number just relates to the length, and can be much larger than that of the trajectory with similar length in opportunistic dissemination scheme. Required storage size. In this simulation, we will evaluate the affect of the storage size on the query number. Here, storage size means how many trajectory each node will keep. There is a tradeoff between the preprocess cost and the query cost, which is greatly affected by the storage size.
We have different ways to choose which trajectories will be kept depending on different requirement. For example, if we choose to keep the most frequently queried trajectory, it will help to distribute the popular trajectories, which may dominate the total communication cost and will help to reduce the total communication cost.
In our simulation, we simply choose the most recent k trajectories, where k is the storage size. But each node will always keep the trajectories that it detects.
From Figure 5 , and the left Figure 4 , we can see the affect of the storage size on the query number. With an increasing storage size, the query number for most trajectories will be reduced. When the storage size decreases, old trajectories will be removed from some nodes, so cost for the old enough trajectories will be increased greatly.
The best storage size chosen in the scheme will depend on users' requirement. In our simulation, 100 (or around 100) seems to be a reasonable storage size for queries of the past 500 trajectories. As we are typically interested in querying recent trajectories, so a small storage size will work out fine. If we hope to query old trajectories, then we need larger storage size. The best storage size will vary significantly as the topologies and density of sensor nodes change. In practice one can use an adaptive algorithm to gradually reduce the storage size while still meet the delay requirement. This remains as future work.
Communication cost.
We compare the communication cost in the situations with and without opportunistic dissemination. If we just consider the query cost, obviously it is better to adopt the opportunistic dissemination scheme. However, we have to pay additional cost for opportunistic dissemination, which is called the preprocessing cost. There is no preprocessing cost without the opportunistic dissemination, but the query cost is higher. So we will evaluate the the overall communication cost including both the preprocessing cost and the query cost for a certain query frequency.
We use the summed packet size to evaluate the communication cost. We adopt 36 bytes as the overhead for packet header from TinyOS. We assume 1 byte cost for each trajectory ID stored at the sensor node during the information exchange. For convenience, we consider the communication cost as the packet size divided by 36. Under this assumption, each packet adds 1 to the communication cost without opportunistic dissemination. With opportunistic dissemination, the packet may contain k prior trajectories and we divide the cost equally among the k trajectories. This is the additional cost that each trajectory has to pay to have its information disseminated. In the query stage, each packet contributes 1 to the cost for the given query trajectory. So the total communication cost is the sum of the preprocess cost and the total query cost (query frequency times the cost per query). From previous section, we know that storage size of 100 works well for our simulation. So in our following simulation, we set the storage size to be 100. Figure 6 shows the results. The oldest trajectories have high communication cost because they were disseminated with a lot of preprocessing cost but were not queried on time before such information is flushed out by new trajectories. For the trajectories with middle-ranged ages, the communication cost is much smaller in opportunistic scheme than that without opportunistic dissemination. Intuitively, the benefit of dissemination (i.e., lower communication cost) shows up with increasing query frequency. When the query frequency is higher than 200, the total communication cost is always smaller for opportunistic scheme. If we just consider the most recent 200 trajectories as in the middle Figure 6 , after 100 queries, the average communication cost has already been less than that without opportunistic dissemination. While without opportunistic dissemination, the average cost will keep the same no matter how many queries are issued for a given trajectory.
IV. CONCLUSION
We have presented in this paper the exploitation of the spatial and temporal coherence of motion trajectories in the domain of in-network storage and query. As sensors have scarce resources, the use of existing opportunities in the detection itself in managing and query for the detection data, is expected to be useful in a more general domain of data management in wireless sensor networks.
In this paper, we mainly address the discovery of existence of a certain target. In real life some queries are aggregate queries. For example, how many trucks have passed in the past hour. The same framework can be used to answer aggregate queries in a relatively naive way -use a random query to return all the trajectories detected and compute the aggregate. Advanced mechanism for answering aggregate queries of the motion data remains as future work. Our current algorithm and analysis is based on the assumption that the trajectories start and end randomly. We leave it as future work to extend the analysis to the setting when the entry and exit points are clustered in a small region. 
