In this paper we give a first set of communication lower bounds for distributed clustering problems, in particular, for k-center, k-median and k-means. When the input is distributed across a large number of machines and the number of clusters k is small, our lower bounds match the current best upper bounds up to a logarithmic factor. We have designed a new composition framework in our proofs for multiparty number-in-hand communication complexity which may be of independent interest.
Introduction
• Any randomized algorithm that computes a (2 − ε)-approximation for k-center in the coordinator model with probability 0.99 needs Ω(nk) bits of communication. This lower bound holds even when all points lie in a line.
Balcan et al. [1] showed that in the coordinator model and constant-dimensional Euclidean space there is an algorithm for k-median that succeeds with probability 0.99 and usesÕ(k/ε 2 + nk) 1 words of communication, and an algorithm for k-means that succeeds with probability 0.99 and usesÕ(k/ε 4 + nk) words of communication. Therefore, our lower bounds are tight up to a logarithmic factor when n ≥ 1/ε 2 or n ≥ 1/ε 4 respectively, and 1/ε 2 ≥ k. This is, in fact, an interesting parameter regime since in distributed computation we typically want to design algorithms that scale on the number of sites n, while ε is often set to be a fixed value (e.g., 0.01) which is independent on the problem size. Moreover, the number of clusters k also does not scale with the problem size, and is typically no more than, say, 10000.
For k-center, the folklore deterministic parallel guessing algorithm (see, e.g., [7] ) can achieve a 2.01-approximation andΩ(nk) bits of communication. Thus our lower bound is almost tight.
Our Techniques. We prove our lower bounds by using and extending tools developed in recent years for multi-party number-in-hand communication complexity. In particular, we use the composition technique 2 developed in [16] and the information complexity for the coordinator model by Braverman et al. [4] . In this technique overview we will focus on k-median. The proof for k-means is the same, and the proof for k-center is by a simple reduction to the n-OR-DISJ problem studied in [17] . For simplicity we assume 1/ε 2 ≥ k.
Our high-level idea is to use a direct-sum argument: we first partition the input points into k groups, and then we argue that any (1 + ε)-approximation algorithm needs to select a center in each of the k groups. Next, by carefully choosing the positions of the points, we argue that one needs to pick the best centers for at least Ω(k) groups, and then by a direct-sum argument we show that the total communication cost must be Ω(k) times the communication cost of a 1-center problem, which we show to be Ω(n). However, there are a number of challenges buried in this simple proof idea.
First, since we do not have a direct-sum theorem for communication complexity, we need to work with the more intricate notion of information complexity. The typical direct-sum argument for information complexity in the coordinator model is via a so-called collapsing distribution (see, e.g., [2, 4] ), but this approach cannot be used to prove the desired bounds for (1 + ε)-approximate k-median since it does not allow a sufficiently large gap between the output values of YES and NO instances. The only other approach in the coordinator model that we are aware of is the proof in [16] for frequency moments, where Gap-Orthogonality [15] is used as the combining function to perform the direct-sum. This is a two-layer composition; to some extent it can be seen as "collapsing" the two inner layers in our three-layer composition to form a more complicated primitive problem and proving its information complexity directly. We believe that if doable, our three-layer composition is better because it decomposes the target problem to simpler problems; in other words, it goes one step further in the structural decomposition. 3 Moreover, similar to NP-hardness proofs, the reductions in the geometry setting is often more subtle than those for the statistical or graph problems, as we will see in Section 3.5.
We now sketch our approach to deal with the first challenge. For convenience, we assume that there are 2n sites instead of n, which will not affect the asymptotic lower bounds. We will study an artificial problem called 2n-GAP-XOR; there exists a non-trivial reduction from 2n-GAP-XOR to k-median. We will make use of the well-studied problem GAP-HAMMING (denoted by 2-GAP-HAM, where "2" represents the number of players that are involved in the problem; same for the names of other problems). In 2-GAP-HAM we have Alice and Bob. Alice holds X = (X 1 , . . . , X k ) ∈ {0, 1} k , and Bob holds Y = (Y 1 , . . . , Y k ) ∈ {0, 1} k . They want to compute 2-GAP-HAM(X, Y ) which is evaluated to be
The answer for the rest cases can be arbitrary. It has been shown in [5] that to solve 2-GAP-HAM correctly with probability 0.99 a protocol needs to reveal at least Ω(k) bits of information of the input (X, Y ).
The hard input we construct for 2n-GAP-XOR can be thought as a 2n × k matrix, with each site holding one row. Each column of the input matrix can be thought as a "1-center problem", denoted by 2n-TWO-BIT, which itself can be thought as an XOR of two 0/1-output n-OUTLIER instances whose inputs are the top and bottom halves of the column respectively. This three-layer composition can be read as "2-GAP-HAM + XOR + n-OUTLIER".
The high-level sketch of our proof is as follows: We first design a reduction from 2-GAP-HAM to 2n-GAP-XOR, and show that to solve 2n-GAP-XOR we need to learn Ω(k) bits of the outputs of 2k n-OUTLIER instances (correspond to the 2k input bits {X j , Y j } j∈[k] for 2-GAP-HAM). Next, by our "XOR + n-OUTLIER" structure we can argue that one needs to solve at least Ω(k) of the 2k n-OUTLIER instances. This is not entirely correct, and the actual proof needs to handle some extra dependences, but it conveys the idea. We comment that this is the key step of the direct-sum proof, and is different from the standard direct-sum proofs in that we cannot directly claim that one needs to solve at least Ω(k) of the k 2n-TWO-BIT instances, since we can only guarantee that the protocol needs to reveal Ω(k) bits of the outputs of the 2k n-OUTLIER instances. Finally, we use the information complexity technique by Braverman et al. [4] to show that to solve each n-OUTLIER instance, which corresponds to the top or bottom half of a column in the input matrix, any protocol needs to reveal Ω(n) bits of the input for n-OUTLIER. Therefore, the total information of the input matrix revealed by a correct protocol should be Ω(nk) bits.
The three-layer composition structure makes the reduction from 2n-GAP-XOR to k-median a bit complicated. In the reduction each column of the input matrix to 2n-GAP-XOR corresponds to a cluster of points. But there are 9 different configurations of a column: the hard input for n-OUTLIER has 3 different configurations (see Section 4.1), and 2 instances of n-OUTLIER XOR-ing together creates 9. Fortunately, we found a positioning of points so that only one configuration connects directly to the output of 2n-GAP-XOR, and if we run a k-median algorithm multiple times on different sections of the input matrix, the affects of other configurations will be cancelled except for some insignificant ones. In this way we make a reduction possible.
Related Work. We do not attempt to survey the large amount of work on distributed clustering but focus on those which are most relevant to us, in particular, those with provable communication guarantees.
As mentioned, Balcan et al. [1] obtained a set of elegant results for distributed (1 + ε)-approximate kmedian and k-means using coresets. 4 While [1] studies the problems in the general communication topology setting, in the coordinator model (star communication topology) it givesÕ(kd/ε 2 + nk) bits of communication for k-median andÕ(kd/ε 4 + nk) bits of communication for k-means, where d is the dimension of the Euclidean space. The dependence on d for k-means has been improved by subsequent papers [13, 6] .
Distributed clustering has also been considered in the MapReduce model. Ene et al. [9] designed a set of algorithms for O(1)-approximate k-center and k-median. Im and Moseley [12] gave constant-round O(1)-approximate algorithms for k-center with and without outliers. However, the communication costs of all these algorithms are polynomially dependent on the number of input points.
Several algorithms have been proposed for clustering distributed data streams, which can be thought as a generalization of the static coordinator model we study in this paper: In the distributed data stream model each site is observing a stream of data coming over time, and the coordinator needs to maintain a good set of cluster centers of the global data at any time step. Cormode et al. [7] implemented the parallel guessing algorithm for k-center in the distributed data stream mode and obtained an algorithm with total communication O(nk log ∆) words for a 2.01-approximation, where ∆ is the ratio of the distance between closest pair of points to that between furthest pair of points in the dataset. Zhang et al. [19] studied k-median in this model, but their algorithm is essentially one-shot and has been improved by [1] .
Conventions. Let
[n] = {1, 2, . . . , n}. We use capital letters to denote random variables. We use X ∼ µ to denote that X is distributed according to distribution µ. Given a vector (X 1 , . . . , X n ), let X −j denote (X 1 , . . . , X j−1 , X j+1 , . . . , X n ), and X <j denote (X 1 , . . . , X j−1 ).
We will create a set of communication problems, which are typically named as "n-f ", where n (n > 2) denotes the number of sites participated (the coordinator is not counted) in f . When n = 2 we mean a standard two-party communication problem (i.e., without a coordinator).
Preliminaries
In this section we give some background on communication complexity and information complexity.
Information Theory. For random variables X, Y, Z, let H(X), H(X | Y ), H(XY ), I(X; Y ) and I(X; Y | Z) denote the entropy, conditional entropy, joint entropy, mutual information, and conditional mutual information, respectively. We list some basic properties of entropy and mutual information that we need in this paper and refer readers to book [8] for more background.
1. If X and Z are independent, then we have I(X; Y | Z) ≥ I(X; Y ). Communication Complexity. In the two-party communication complexity model, we have Alice and Bob. Alice has an input x and Bob has an input y, and they want to jointly compute a function f (x, y) by communicating with each other according to a protocol Π. Let Π(x, y) be the transcript of the protocol running on the input (x, y). In this paper, when there is no confusion, we often abuse the notation by using Π for both a protocol and its transcript, and abbreviating the transcript Π(x, y) by Π.
(Chain rule of mutual information)
The communication cost of a protocol is defined to be max{|Π(x, y)| | all possible inputs (x, y)}. A randomized protocol Π computes a function f correctly with error probability δ if there exists a reconstruction function g such that for all inputs pair (x, y), we have that Pr[g(Π(x, y)) = f (x, y) ≤ δ]. The randomized δ-error communication complexity of a function f , denoted by R δ (f ), is the communication cost of the best randomized protocol that computes f with error probability δ.
The definitions of R δ (f ) can be extended to the coordinator model in a straightforward manner.
Information Complexity. Information complexity measures how much information of the input is revealed by the protocol transcript and is thus a lower bound of the communication complexity. In the coordinator model, let Π i be the transcript between site S i and the coordinator. The whole protocol transcript Π can be thought as a concatenation of Π 1 , . . . , Π k , ordered by the timestamps of messages. We define the (external) information complexity of a problem f in the coordinator model as follows
where the information is measured w.r.t. (X 1 , . . . , X k ) ∼ µ ′ . 5 The following inequality establishes the relationship between randomized communication complexity and information complexity [11] :
Statistical Distances. We will use two statistical distance functions. Let µ, ν be two probability distributions over the same space X .
2. Hellinger distance: h(µ, ν)
k-Median and k-Means
In this section we show our lower bounds for k-median and k-means. We will start by defining a set of intermediate problems which are then composed to form a problem we call 2n-GAP-XOR. We then perform a reduction from k-median/means to 2n-GAP-XOR to prove the lower bounds.
The n-OUTLIER Problem
In the n-OUTLIER problem we have n sites S 1 , . . . , S n , holding bits X 1 , . . . , X n ∈ {0, 1} respectively. The coordinator has no input. The parties want to compute
Input Distribution ν. We design a hard input distribution for n-OUTLIER. Let X denote the vector (X 1 , . . . X n ). We first introduce some intermediate variables.
• Bit M . Define distribution τ M : M = 0 with probability 1/3, and M = 1 with probability 2/3.
• Bit O. Define distribution τ O : O = 0 with probability 1/4, and O = 1 with probability 3/4.
• Special coordinate D. Define distribution τ D : D is chosen uniformly at random from [n].
and then generating X as described above. We sometimes also write X ∼ ν for simplicity if M, O, D are not used explicitly. Note that there are 3 types of n-OUTLIER based on M and O. We call an n-OUTLIER instance is type-0 (or, a 0-instance) if M = 0; type-1 (or a 1-instance) if M = 1 and O = 0; type-2 (or a 2-instance) if M = 1 and O = 1. According to distribution ν, when M = 1, O and D are not relevant for generating X; and when M = 0 and O = 0, D is not relevant. Also note that when X ∼ ν, n-OUTLIER(X) is distributed uniformly at random in {0, 1}.
We will show that any protocol computing n-OUTLIER with a good probability needs to reveal a lot of information about M and X. We first consider a class of protocols we call augmented protocols, which always start with a step called "detecting type-0 instance", that is, the coordinator first samples a set of sites T (|T | = Θ(log k)) and asks for their inputs X i . Note that in a type-0 instance, with probability 1 − 1/k 10 , there will be at least two i ∈ T 's such that X i = 1, from which the coordinator can learn that the n-OUTLIER instance is type-0.
We comment that n-OUTLIER and its distribution ν are very similar to the problem n-AND and its hard input distribution formulated in [4] . In n-AND, each of the n sites gets a bit X i , and n-AND(X) is defined to be 1 if X = 1 n , and 0 otherwise. The hard input distribution ψ for n-AND designed in [4] is as follows. We first set bit M = 0 with probability 2/3 and M = 1 with probability 1/3. If M = 0 then we choose X uniformly at random from {0, 1} n ; else if M = 1, then we set X = 1 D−1 01 n−D where D is chosen from [n] uniformly at random. Note that under ψ the input X is always a NO-instance, but since in [4] the lower bound of n-AND is proved for randomized communication complexity where the protocol has to be correct for any input with a good probability, the information cost of n-AND under ψ is still high. Compared with our distribution µ for n-OUTLIER, one can think that we always have O = 1 in ψ.
Lemma 1
If Π is an augmented protocol for n-OUTLIER that succeeds with probability 2/3 + η for any
Proof: The proof would be very similar to that for n-AND in [4] . We thus choose not to repeat the whole proof but highlight two differences. First, our definitions of NO-instances and YES-instances for n-OUTLIER and the corresponding probability masses are different from that for n-AND in [4] , but this will not change the asymptotic lower bound as long as the probability masses on type-0, type-1 and type-2 n-OUTLIER instances are all Ω(1). Second, we need to prove a distributional information complexity instead of a randomized one. This, again, is not difficult to handle.
Let e i denote 0 i−1 10 n−i . Following the argument in [4] for proving the information complexity for n-AND we can show that
The claim is that i∈[n] h 2 Π(e i ), Π(0 k ) = Ω(n) still holds in our setting because
We prove this claim by contradiction. Suppose there exists a set B ⊆ [n] with |B| ≥ (1 − o(1))n such that for each i ∈ B, we have h Π(e i ), Π(0 k ) < η/2. Since the Hellinger distance h(·, ·) upper bounds the statistical distance TV(·, ·) up to a √ 2 factor (see Section 2), we have for each i ∈ B that TV Π(e i ), Π(0 k ) < η/ √ 2. Consequently, the protocol will make an error of at least (1/2 − η/ √ 2) on each input e i (i ∈ B) and 0 k , because n-OUTLIER(e i ) = n-OUTLIER(0 k ) for all i ∈ [n]. Recall that under input distribution ν, Pr[X = e i ] = 1/(2n) for any i ∈ [n], and Pr[X = 0 k ] = 1/6. Thus the error probability of Π on input distribution ν will be at least
which contradicts to the fact that Π succeeds on input distribution ν with probability 2/3 + η.
Finally we have
≥ Ω(n). (by (1) and (2)) We immediately have following Theorem. Its proof can be found in Appendix A.
Theorem 1 If Π is a protocol for n-OUTLIER that succeeds with probability
1/2 + Ω(1) on input distribu- tion (X, M, O, D) ∼ ν, then i∈[n] (I ν (M ; Π i (X) | X i , O, D) + I ν (X i ; Π i (X) | M, O, D)) = Ω(n).
The 2n-TWO-BIT Problem
In the 2n-TWO-BIT problem, we have 2n sites S 1 , . . . , S n , holding X 1 , . . . , X 2n ∈ {0, 1} respectively. The coordinator has no input. The parties want to compute (U, V ) where U = n-OUTLIER(X 1 , . . . , X n ) and V = n-OUTLIER(X n+1 , . . . , X n ).
Input Distribution ϕ. Let ϕ be a distribution on (X, M, O, D) where
Note that under ϕ, (U, V ) is distributed uniformly at random in {0, 1} 2 .
Theorem 2 If Π is a protocol for 2n-TWO-BIT that succeeds with probability
We need the following lemma to prove Theorem 2.
Lemma 2 If Π is a protocol for 2n-TWO-BIT that succeeds with probability 1/4 + γ (for a γ = Ω(1)) on input X ∼ ϕ, letting (Ũ ,Ṽ ) be the output of Π on input X and (U, V ) = 2n-TWO-BIT(X), then at least one of the following inequalities holds.
Proof:
We prove by contradiction. Let p ≥ 1/4 + γ be the probability that (Ũ ,Ṽ ) = (U, V ). We can assume that p < 1/2 + γ/4, as otherwise we are done. Now consider the remaining (1 − p) probability mass. On this mass, we can assume thatŨ = U with probability at most (1/2 + γ/4 − p),Ṽ = V with probability at most (1/2 + γ/4 − p), andŨ ⊕Ṽ = U ⊕ V with probability at most (1/2 + γ/4 − p). Since otherwise for one of these three cases, we would have total probability at least (1/2 + γ/4), and we are done. But since there is (1 − p) total probability mass, it follows that there is at least
= 5γ/4 > 0 probability thatŨ = U andṼ = V andŨ ⊕Ṽ = U ⊕ V . But this is impossible, since ifŨ = U and V = V , then we must haveŨ ⊕Ṽ = U ⊕ V .
Proof: (for Theorem 2) By the correctness guarantee and Lemma 2 we have three cases, Pr[Ũ
, where (U, V ) = 2n-TWO-BIT(X) and (Ũ ,Ṽ ) is the output of Π on X. We start by considering the first case.
≥ Ω(n), (by Theorem 1)
where from (3) to (4) we have used a protocol simulation. The first n sites and the coordinator can use a protocol Π for 2n-TWO-BIT to construct a protocol Π ′ for n-OUTLIER as follows: the coordinator uses its private randomness to create n dummy sites S n+1 , . . . , S 2n and assign them an input (X btm , M btm , O btm , D btm ) ∼ ν for n-OUTLIER. The parties then run Π on X = (X top , X btm ), and then output U =Ũ that Π outputs. In this way Π ′ computes an instance of n-OUTLIER correctly with probability 1/2 + Ω(1) under input distribution ν. The second case is the same as the first with V replacing U . We prove for the third case by a reduction to the first case. In the simulation the coordinator again uses its private randomness to create n dummy sites S n+1 , . . . , S 2n and assigns them an input X btm = (X n+1 , . . . , X 2n ) ∼ ν for n-OUTLIER. Next, the parties run the protocol Π for 2n-TWO-BIT on X = (X top , X btm ), and outputŨ ⊕Ṽ ⊕ V , where (Ũ ,Ṽ ) is the output of Π on X, and V = n-OUTLIER(X btm ). Note that the coordinator can compute V exactly without any communication with the sites. Since in the third case with probability 1/2 + Ω(1), we haveŨ ⊕Ṽ = U ⊕ V , with the same probability we havẽ U ⊕Ṽ ⊕ V = U .
The 2-GAP-HAM Problem
In the 2-GAP-HAM problem we have two parties, Alice and Bob. Alice has an input X = {X 1 , . . . , X k } ∈ {0, 1} k and Bob has an input Y = {Y 1 , . . . , Y k } ∈ {0, 1} k . They want to compute
arbitrary, otherwise.
Input Distribution φ. Let φ be the uniform distribution on {0, 1} k × {0, 1} k . The following theorem is obtained by Braverman et al. [5] .
Theorem 3 ([5])
If Π is a protocol for 2-GAP-HAM that succeeds with probability 1 − δ for a sufficiently small constant δ on input (X, Y ) ∼ φ, then I φ (X, Y ; Π) = Ω(k).
The 2n-GAP-XOR Problem
In the 2n-GAP-XOR problem, we have 2n sites S 1 , . . . , S 2n , holding X 1 , . . . , X 2n ∈ {0, 1} k respectively. The coordinator has no input. Denote X = (X 1 , . . . , X 2n ), X i = (X 1 i , . . . , X k i ), and X j = (X j 1 , . . . , X j 2n ). The parties want to compute:
where distribution ϕ is defined for 2n-TWO-BIT in Section 3.2.
The following lemma shows that a protocol computing 2n-TWO-BIT correctly needs to reveal a lot of information about U and V , and is proved by a reduction from 2-GAP-HAM. The proof is delayed to Appendix B.
Lemma 3
If Π is a protocol for 2n-GAP-XOR that succeeds with probability 1 − δ for a sufficiently small constant δ on input X ∼ µ and U, V defined above, then I µ (U, V ; Π(X)) = Ω(k).
Now we are ready to show our main theorem for 2n-GAP-XOR. The proof basically uses Theorem 2 and a direct sum argument, and is delayed to Appendix C. Theorem 4 IC µ,µ,δ (2n-GAP-XOR) = Ω(nk) for a sufficiently small constant δ.
The Complexity of k-Median and k-Means
We prove the communication complexity for (1 + ε)-approximate k-median by performing a reduction from 2n-GAP-XOR. For the reduction purpose we can assume that k = 1/ε 2 : in the case that k > 1/ε 2 , we can just create (k − 1/ε 2 ) dummy points at remote positions and then the problem is reduced to solve a (1/ε 2 )-median in the remaining points. In the case that k < 1/ε 2 , we can just increase the error to ε = 1/ √ k which only makes the problem easier (thus the lower bound smaller).
Set a parameter κ = 4k.
Input Reduction. For convenience we use (s, t) to denote a point in the line at location s + κ · t. Let X = (X 1 , . . . , X 2n ) be an input to 2n-GAP-XOR according to distribution µ. Each site S i (i ∈ [2n]) maps its input X i = (X 1 i , . . . , X k i ) to points in the line as follows. For each j ∈ [k], if X j i = 0, then S i creates a point at location (0, j); else if X j i = 1, then S i creates 2n points at location (1, j). Let µ ′ be the resulting input distribution for k-median.
The following lemma shows that a protocol for (1 + ε)-approximate k-median can be used to solve 2n-GAP-XOR.
Lemma 4
If there exists a protocol P ′ that computes a (1 + ε/8)-approximation of k-median on input distribution µ ′ in the coordinator model with communication cost C and error probability δ, then there exists a protocol P that computes 2n-GAP-XOR on input distribution µ with communication cost 3C + O(k log k) and error probability 3δ + o(1).
Proof: View the input to 2n-GAP-XOR as a 2n × k Boolean matrix X. Let X i be the i-th row of X and X j be the j-th column. Let X top = {X 1 , . . . , X n } be the top half of X, and X btm = {X n+1 , . . . , X 2n } be the bottom half of X. Let a, b ∈ {0, 1, 2}. We say the top (or bottom) half of a column type-a if it corresponds to an a-instance of n-OUTLIER. We call a column of X type-ab (or ab-column) if the first half of the column is type-a, and the second half of the column is type-b.
Let E 0 be the event that in each of the type-0 half-column in X, the number of 1 coordinates is in the range of n/2 ± β √ n where β = 2 √ log k. By Hoeffding bounds E 0 holds with probability 1 − o(1). For convenience we assume in the rest of the proof that E 0 always holds.
Let I ab (a, b ∈ {0, 1, 2}) be the set of ab-columns in X. Note that
is the objective that we want to compute in 2n-GAP-XOR. In the rest of this section we show how to approximate |I 22 | up to an additive error √ k using a protocol P ′ for (1 + ε/8)-approximate k-median.
Let OPT 0 , OPT 1 , OPT 2 denote the solutions returned by running the optimal k-median protocol on X, X top , and X btm respectively. And let SOL 0 , SOL 1 , SOL 2 denote the solutions returned by running P ′ on X, X top , and X btm respectively. We can express OPT 1 as follows.
where in (6) |o 1 | ≤ k. We give some explanation to the RHS of Equation (5). Partition points generated by our reduction into k groups: the j-th group contains all points at locations (0, j) and (1, j).
1. First notice that the optimal protocol will put one median at each group, since otherwise the value of the k-median will be at least nκ > nk ≥ OPT 1 (by (7)) .
2. The first term of the RHS of (5) counts the contribution of type-0 columns (note that we are only looking at the top half of the input matrix X top ). For each such column, the optimal protocol will put a median at location (1, j), because there are (n/2 ± β √ n) · 2n ≈ n 2 points at location (1, j), but only (n/2 ± β √ n) · 1 ≈ n/2 points at location (0, j).
3. The second term counts the contribution of type-1 columns. For each such column, since all points are at location (0, j), the optimal protocol will put a median there which gives a 0 contribution to k-median.
4. The third term counts the contribution of type-2 columns. For each such column, there are 2n points at location (1, j), and n − 1 points at location (0, j). Therefore the optimal protocol will put a median at location (1, j).
Similarly, we can write
where |o 2 | ≤ k. We next consider OPT 0 . We can write
where in (10) |o 0 | ≤ 2k.
We give some explanation to the RHS of Equation (9).
1. Again notice that the optimal protocol will put one median at each group of points, since otherwise the value of the k-median will be at least nκ > 2nk ≥ OPT 0 (by (11)).
2. The first term of the RHS of (9) counts the contribution of columns which contain at least one type-0 n-OUTLIER instance. For each such column, the optimal protocol will put a median at location (1, j), because there are at least (n/2 ± β √ n) · 2n ≈ n 2 points at location (1, j) but at most (n/2 ± β √ n + n) · 1 ≤ 2n points at location (0, j).
3. The second term counts the contribution of type-11 columns. In this case all points are at location (0, j), and thus if we put a median there then the contribution to the k-median will be 0.
4. The third term counts the contribution of type-12 and type-21 columns. For each such column, there are 2n points at location (1, j), and 2n − 1 points at location (0, j). Therefore, the optimal protocol will put a median at location (1, j).
5. The fourth term counts the contribution of type-22 columns. For each such column, there are 2 · 2n = 4n points at location (1, j), and 2(n − 1) points at location (0, j). Therefore, the optimal protocol will put a median at location (1, j).
Now we use (6), (8) and (10) to compute |I 22 |.
where
and |o 3 | ≤ 6k.
The last critical step is to observe that the parties can compute ∆ up to a factor of k/n + O( k/n) using O(k log k) bits of communication:
1. We can use O(k log k) bits to identify all the type-0 n-OUTLIER instances in both X top and X btm with probability 1 − o(1). Consequently we can identify all 00-columns, all columns that are either type-01 or type-02, and all that are either type-10 or type-20.
2. The contribution of a type-1 n-OUTLIER instance in a 10-column or a 01-column is n. The contribution of a type-2 n-OUTLIER instance in a 20-column or a 02-column is n − 1. Note that the contribution of a type-1 n-OUTLIER instance in a 10/01-column differs by (n − (n − 1))/n = 1/n from the contribution of a type-2 n-OUTLIER instance in a 20/02-column. Therefore, we do not necessary to distinguish 10/01-columns from 20/02-columns to when computing ∆ if we allow an extra additive error k/n. This observation is critical since according to Lemma 1 we need Ω(k) bits of communication to make each such distinctions.
3. The contribution from all those type-0 n-OUTLIER instances will be
with probability 1−o(1), by a Chernoff bound. Note that the coordinator can compute the expectation exactly without any communication with the sites.
Given SOL 0 , SOL 1 and SOL 2 which are (1 + ε/8)-approximations of OPT 0 , OPT 1 and OPT 2 respectively, and a∆ which approximates ∆ up to an additive error k/n + O( k/n), we set
which is an approximation of j∈[k] 2n-TWO-BIT(X j ) with an additive error at most
We thus can use |I 22 | in (13) to compute 2n-GAP-XOR correctly. The total error probability is at most 3δ + o(1), where the first term comes from the fact that we have run the k-median protocol for three times, and the second term is due to the applications of the Chernoff bound. The total communication of the simulation is 3C + O(k log k) where C is the communication cost of the protocol for k-median.
Theorem 5 R δ ((1 + ε)-approximate k-median) = Ω(n · min{k, 1/ε 2 }) for a sufficiently small constant δ, even that all points lie in a line.
Note that in our reduction all points are either at one of the medians or at a distance of 1 from the nearest median. Thus our theorem for k-median can be literally carried over to k-means. 
k-Center

The n-OR-DISJ Problem
In the n-OR-DISJ problem we have S 1 , . . . , S n holding inputs X 1 , . . . , X n ∈ {0, 1} k respectively, and the coordinator holds Y ∈ {0, 1} k . The parties want to compute
where 2-DISJ(X, Y ) is defined to be 1 if there exists an ℓ ∈ [k] such that X ℓ = Y ℓ = 1, and 0 otherwise.
The following theorem was established in [17] using a technique called symmetrization, with a log factor removed in a follow-up paper [18] using an asymmetric embedding.
Theorem 6 ([17, 18])
There exists an input distribution σ for n-OR-DISJ such that any protocol computing n-OR-DISJ correctly with probability 1−δ for a sufficiently small constant δ has communication complexity Ω(nk).
The Complexity of k-Center
Input Reduction. For convenience we use (s, t) to denote a point in the line at location s + 10t. Each i-th site (i ∈ [n]), given an input X i ∈ {0, 1} k for n-OR-DISJ according to distribution σ, creates a set of points as follows: for each j ∈ [k], if X j i = 0, S i creates a point (0, j), else if X j i = 1, S i creates a point (1, j). The coordinator, given an input Y ∈ {0, 1} k for n-OR-DISJ, creates a set of points as follows: for each j ∈ [k], if Y j = 0, it creates no point, else if Y j = 1, it creates a point (−1, j). Let σ ′ denote the resulting input distribution for k-center.
Lemma 5
If there exists a protocol P ′ that computes a (2 − ε)-approximation (for any ε > 0) of k-center on input distribution σ ′ in the coordinator model with communication cost C and error probability δ, then there exists a protocol P that computes n-OR-DISJ on input distribution σ with communication cost C and error probability δ.
Proof:
The parties construct P ′ as follows. They first perform the input reduction, and then run P ′ on the resulting point set. It is easy to see from the input reduction above that if n-OR-DISJ(X 1 , X 2 , . . . , Y ) = 0, then the value of k-center will be at most 1/2: the k centers can be placed at locations (1/2, j) or (−1/2, j) for each j ∈ [k], since either there is no point at (1, j) or no point at (−1, j). Else if n-OR-DISJ(X 1 , X 2 , . . . , Y ) = 0, then the value of k-center will be 1: the k centers are placed at locations (0, j) for each j ∈ [k]. Therefore any (2 − ε)-approximation protocol P ′ can be used to solve n-OR-DISJ. 
Concluding Remarks
In this paper we give a first set of communication lower bounds for distributed clustering problems. A number of problems remain open. First, for a number of parameter combinations there are still gaps between our lower bounds and the current best upper bounds. It will be important to further tighten these bounds. An immediate question is: can we prove a lower bound that scale in the dimension for k-median, or a better upper bound exists? Second, our communication lower bounds hold for infinite number of communication rounds. Can we prove higher communication lower bounds if we require the computation to finish in O(1)-round?
C Proof of Theorem 4
Proof: By Lemma 3 we know that for any such Π, it holds that I(U, V ; Π(X)) = Ω(k). By the chain rule, we have that for at least Ω(k) of j ∈ [k], I(U j , V j ; Π(X) | U <j , V <j ) = Ω(1).
We say such an index j for which this holds is good. For a good j, by a Markov inequality we know that with probability Ω(1) over the choice (u, v), we have I U j , V j ; Π(X) | (U <j , V <j ) = (u, v) = Ω(1).
By Lemma 6, Theorem 2 and the correctness guarantee of the simulation we have 
