Digital relief models deliver a valuable information about the morphology of a particular area. They are useful in structural geomorphology analysis. However, their correct generation requires knowledge of geostatistic methods, including crossvalidation. This article presents the importance of cross-validation, using the example of the Grodziec area (Silesian Upland, southern Poland). The choice of the test area was determined by its geomorphology -high altitude differences (140 meters maximum) and the co-occurence of landforms of different rank, genesis and size. This area includes some towering hillsmonadnocks, which are Middle-Triassic cuesta remainders. These forms clearly dominate in the surrounding area incised by river valleys. Besides the large forms sculptured by erosion and denudation processes, there are also anthropogenic landforms -stone pits -of much smaller size. We asked the question whether and to what extent they will be "visible" on digital relief models depending on the variogram model setup. Two digital relief models were generated (one with a deliberately incorrect and one with the correct variogram setup) and verified using the cross-validation method. The results of this experiment show that correct digital model carries only slight overestimation of mean squared standardized error while the incorrect model shows substantial underestimation of sampling points values. The correct model is more vivid -it clearly shows most of the relief details while the DTM (digital terrain model) generated by the incorrect setup is misrepresented and blurred. This indicates that conclusions based on incorrect relief models may be subject to high errors.
Introduction
Digital terrain models present the Earth surface morphology and give information on the local altitudes within the area (GOTLIB . While generating the model it is important to be familiar with geostatistic methods as they allow to create precise visualizations of relief which can be used in structural geomorphology. This article's objective is to prove the legitimacy of crossvalidation usage in generating digital terrain models.
For the test area the surroundings of Grodziec have been chosen. The area lies within the administrative district of Będzin, Silesia voivodeship, southern Poland. According to physical and geographical division of Poland (KONDRACKI, 2000) , Grodziec is located in Katowice Upland which is a part of the Silesian Upland (Fig. 1 ).
The choice of the test area was determined by its geomorphology -high altitude differences (up to 140 meters) and co-occurence of various landforms of different genesis and size. This area includes some towering hills -Middle-Triassic cuesta remainders (monadnocks) -called "mountains". These forms clearly dominate in the surrounding area incised by valleys of rivers Przemsza, Psarka, and Wielonka. The foot of those hills was formed in upper Carboniferous while their upper parts are built of carbonate Triassic rocks, which are more resistant to erosion. The dominating hill is the St. Dorothy Mountain -381.3 m above sea level, other hills are of smaller heights -Parcina Mountain -354.4 m a.s.l., and Kijowa Mountain -345.5 m a.s.l. Besides these large forms sculptured by erosion and denudation processes, there are also anthropogenic landforms, of much smaller sizes.
Those are stone pits of carbonate rock and coal exploitation, old military trenches, edges of agricultural terraces, incised roads. There is a relatively vast and deep excavation "Rozkówka" in the Western part of the area. It presents a remnant of filling sand exploitation carried out from late thirties until sixties of the 20 th century for the now inactive now coal-mine "Grodziec". Even if some of the smaller anthropogenic forms could have been omitted in general analyses, this excavation should be included in them. The question is then whether and to what extent will it be "visible" on digital terrain models depending on the theoretical variogram setup?
The natural and historical aspects of the tested area have been already described, and its relief has been reconstructed using GIS software (BŁASZCZYK, 1982; CIEPIELA, 2003; CZYLOK, 2008; DULIAS, 2012; KRAJNIEWSKI, 2009; NITA & MYGA-PIĄTEK, 2004; SENDEK, 1976; SENDEK & WIKA, 1992; ZARYCHTA, 2012) . This article presents the importance of cross-validation usage in relief visualization. Fig. 1 . Location of Grodziec on the background of the geographical regionalization of Poland by Kondracki (2000) 341.11 -Chełm, 341.12 -Tarnowskie Góry Hummock, 341.13 -Katowice Upland, 341.14 -Jaworzno Hills, 341. ROUHANI & MYERS, 1990; STACH, 2009; SZUBERT, 2003 SZUBERT, , 2007 SZUBERT, , 2008 SZUBERT, , 2012 ; TAVARES ET AL., 2008; USOWICZ WACKERNAGEL, 2003; ZAWADZKI, 2002 ZAWADZKI, , 2011 .
Geostatistics analyses were performed using Surfer 11 software. They consisted of the application of ordinary (point) kriging along with crossvalidation to visualize the relief of the area near Grodziec. Based on TOPOGRAPHIC MAP (scale 1:10 000, Będzin-Grodziec sheet, 2001), a digital relief model of the area was generated, using the absolute heights. Geostatistic procedure consisted of a few stages, including a structural analysis, cross-validation, gridding were performed with a particular attention paid to cross-validation. As a result of contour lines digitalization 3012 sampling points were received which created a basis for structural analysis (Tab. 1, Fig. 2 ). In order to show the importance of using cross-validation in generating digital terrain models, the obtained experimental variogram has been compared with a deliberately unadjusted theoretical variogram constisting of a "hole-effect" model and a "nugget effect" model (Tab. 3, Fig. 4 ). The next step allowing to verify the correctness of variogram setups was the cross-validation. According to KORONACKI & ĆWIK (2005) , crossvalidation performed K times (where K usually equals 5 or 10) proceeds as follows:
(1) division of the original sample -so-called training dataset -into K equal parts, (2) generation of various K pseudo-samples from the training dataset (pseudo-samples are being created by removing one of K parts from one original training dataset (where every pseudosample consists of K-1 part of the training dataset); the first pseudo-sample is a result of removing the first of K parts from the training dataset, the second pseudo-sample is created as a result of removing the second of K parts from the original dataset, and the rest of pseudo-samples are prepared accordingly, (3) the construction of a given classifier performed K times (every time based on different pseudosample); as a result of this procedure the K version of the same classifier is being received (the first classifier version based on the first pseudo-sample, the second based on the second pseudo-sample, etc.) while K pseudo-sample is treated as a training dataset for the K version of the classifier, (4) the verification of K version of a given classifier based on a number of erroneous classifications executed by K version on the original part of the training dataset which did not "enter" the K pseudo-sample, (5) probability estimation of performing incorrect classification by a given classifier (based on total number of classification errors for all K versions of the classifier divided by n numbers in the original sample); the division result is a fraction of erroneous classifications performed by the given classifier, (6) the selection of a classifier with the smallest fraction of erroneous classifications, (7) repeated classifier construction based on the whole training dataset; acquired classifier is the definite solution of the classifying procedure.
There exists also a leave-one-out cross-validation, with n elements of the original training dataset. As a result of eliminating only one observation from the original sample, the pseudo-sample numbering n-1 elements is received. Each of the given classifier versions is evaluated based on classification of one observation, therefore the estimation of the following quality versions of the classifier is performed based on observations not involved in its creation. As a result of the estimation of the probability of an erroneous classification can be described as unbiased (KORONACKI & ĆWIK, 2005) .
All sampling points of the analyzed case have been subjected to the leave-one-out cross-validation, using the ordinary (point) kriging method. As a result, the estimated values in sampling points and residuum were received (Tab. 4). The estimation is a procedure of finding the real values in sampling points based on known values of the adjoining points. The estimated values were calculated using the formula: Residuum is an estimation error defined by following formula:
where:
-estimated value in the sampling point, ) ( 0 x Z -real value in the sampling point. In order to verify the correctness of the conducted modeling, the following errors were calculated based on the afore-mentioned parameters: mean error (ME), mean squared error (MSE), mean squared standardized error (MSSE) (CICHOCIŃSKI, 2011; Tab. 5 Based on the received results, it can be stated that a cross-validation procedure did not confirm the match of complex "hole-effect" model with "nugget effect" model in analyzed case. The mean squared standardized error value shows a significant underestimation of the value in comparison to reality. Therefore the repeated setup of theoretical variograms has been performed. The complex model consisted of two spherical models as well as a "nugget effect" model (Tab. 6, Fig. 5) . The crossvalidation has shown the estimated values and estimation errors, based on which the mean error, mean squared error, and mean squared standardized error were calculated (Tab. 7, 8). Repeatedly performed cross-validation confirmed the rightness of selection of theoretical variograms used in the complex model. Mean square standardized error and its value which proved only slight overestimation in sampling points played a decisive part in the estimation of the ultimate theoretical model. As a consequence, a gridding procedure with usage of ordinary (point) kriging was performed after performing the cross-validation for both deliberately incorrectly and correctly setup variograms. Hypsometric maps were obtained, based on which the digital terrain models of Grodziec area were generated in order to present the difference between geostatistic analyses -the initial one being erroneous and the final one being correct . 
Results
The generated terrain models are significantly different. The correctly generated digital model is more vivid -the hills St. Dorothy, Parcina, and Kijowa have been clearly shown. The old sandpit "Rozkówka" can also be seen (Fig. 7) . Incorrect digital terrain model is more blurred (Fig. 9) . The excavation of "Rozkówka" is more difficult to distinguish among other hollow terrain forms shown in the western part of the area. The picture of the relief is falsified as the model shows dents which are non-existent in reality. This indicates that the research conclusions based on an incorrectly prepared terrain model would be prone to large errors. The results of the test consisting of deliberately incorrect theoretical variograms selection showed how the cross-validation has registered the error. The repeated test with the correct variogram setup (vide ZAWADZKI, 2011) shows a mean square standardized error of slightly overestimated value. It allowed to generate another digital terrain model correctly showing relief details of the analyzed area.
Summary
What is necessary in order to perform the whole procedure of generating DTM is the knowledge of geostatistic methods usage in natural sciences and an experience in their application. The usage of cross-validation requires numerous calculation steps (depending on the number of the original training dataset), therefore conducting "manual" estimations for analyzed case is "physically" impossible without the adequate software. Nonexperienced scientists however "forget" about the cross-validation confining themselves to assumptive theoretical geostatistic models which are used in kriging (e.g. in Surfer linear model.)
Cross-validation is a part of structural analysis, therefore it is an important tool for choosing the best geostatistical model. Nevertheless if we are obliged to generate a digital terrain model and are not familiar with structural analysis, the acquaintance with potential values of the three afore-mentioned cross-validation errors (particularly the mean square standardized error which shows over-or underestimation of the value in trial points) will suffice. However, the correct generation of digitalal terrain models without the knowledge of geostatistic methods requires time-consuming combinations of adjusting theoretical model(s) to the empirical variogram. By only re-setting crossvalidation using a repeatable procedure, we can achieve satisfying results.
