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Abstract
Distributed Constraint Optimization Problems (DCOPs) have emerged as one of the prominent multi-
agent architectures to govern the agents’ autonomous behavior in a Multi-Agent System (MAS), where
several agents coordinate with each other to optimize a global cost function. They represent a powerful
approach to the description and resolution of many practical problems, and serve several applications
such as distributed scheduling, coordination of unmanned air vehicles, smart grid electric networks, and
sensor networks. Typical real world applications are characterized by complex dynamics and interactions
among a large number of entities, which translate into hard combinatorial problems, posing significant
challenges from a computational point of view.
The adoption of DCOPs on large instances of problems faces two main limitations: (1) Modeling
limitations, as current resolution methods detach the model from the resolution process, imposing limiting
assumptions on the capabilities of an agent (e.g., that it controls a single variable of the problem, and that
it operates solely on the resolution of a global problem, ignoring the presence of private objectives); and
(2) Solving capabilities, as the inability of current approaches to capitalize on the presence of structural
information which may allow incoherent/unnecessary data to reticulate among the agents as well as to
exploit latent structure of the agent’s local problems, and/or of the problem of interest.
The objective of the proposed dissertation is to address such limitations, studying how to adapt and
integrate insights gained from centralized solving techniques, and from General Purpose Graphic Pro-
cessing Units (GPGPUs) parallel architectures, in order to design practical algorithms to efficiently solve
large, complex, DCOPs, enabling their use for the resolution of real-world problems. To do so, we hy-
pothesize that one can exploit the latent structure of DCOPs in both problem modeling and problem
resolution phases.
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1
Introduction
The field of Multi-Agent System (MAS) is an active area of research within Artificial Intelligence, with an
increasingly important impact in industrial and other real-world applications. Within a MAS, autonomous
agents interact to pursue personal interests and/or to achieve common objectives. Distributed Constraint
Optimization Problems (DCOPs) [81, 96, 124] are problems where several agents coordinate with each
other to optimize a global cost function, and have emerged as one of the prominent agent architectures to
govern the cooperative agents’ autonomous behavior. DCOPs are characterized by four components: (1)
agents, (2) variables, (3) domains, and (4) constraints. An agent can be defined as an entity (or computer
program) that behaves autonomously within an arbitrary system in the pursuit of some goals. Each DCOP
agent controls a set of variables, which model the entities of the problem. Each variable can take values
from a finite set of elements, which defines its domain. In a DCOP, each variable is controlled by an agent,
and thus the decision of the value assignment for a variable is made exclusively by the agent controlling
it. In a DCOP, relations are expressed among subsets of the problem variables, and specify the utilities
gained by the agents when they coordinate the assignments for such variables. Thus, DCOP agents need to
coordinate their value assignments, in a decentralized manner, to optimize their objective functions. The
common mean to execute such distributed coordination process is via agents’ communication, conducted
through the exchange of messages. DCOPs focus on attaining a global optimum given the interaction
graph of a collection of agents. This approach is flexible and can effectively model a wide range of
practical problems, such as scheduling problems [73, 132], resource allocation [31, 131], and power
network management problems [62].
The focus of the work presented in this dissertation is the investigation of solution approaches to
efficiently solve DCOPs. To this end, we focus on exploiting latent structure, exposed by the constraints
found within general distributed optimization problems, or exposed by the specific application of interest,
and on exploiting the use of General Purpose Graphic Processing Units (GPGPUs) to enhance DCOP
algorithms solving efficiency.
1.1 Research Objective
In recent years, it has been observed a transition within the Distributed Constraint Optimization com-
munity, from theory and algorithm’s development to practical applications of DCOP algorithms. Typical
real world applications are characterized by complex dynamics and interactions among a large number of
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entities, which translate into hard combinatorial problems, posing significant challenges from a computa-
tional point of view. In this dissertation we identified two limitations faced by the adoption of DCOP on
large problems: (1) Modeling limitations, as current resolution methods detach the model from the reso-
lution process, imposing limiting assumptions on the capabilities of an agent (e.g., that it controls a single
variable of the problem); and (2) Solving capabilities, as the inability of current approaches to capital-
ize on the presence of structural information which may allow incoherent/unnecessary data to reticulate
among the agents as well as to exploit structure of the agent’s local problems.
The research objective of the proposed dissertation is to address such limitations. To do so, we
hypothesize that:
1. One can exploit the information encoded in the DCOP model through the use of centralized solu-
tions.
2. One can adapt centralized reasoning techniques to exploit the structure of DCOPs during problem
solving.
3. One can exploit highly parallel computational models to enhance current DCOP solution tech-
niques.
Thus, our focus is to study how to adapt and integrate insights gained from centralized solving techniques
and from General Purpose Graphic Processing Units (GPGPUs) parallel architectures in order to enhance
DCOP performance and scalability, enabling their use for the resolution of real-world complex problems.
The study described in this dissertation benefits both the theory and the practice of Multi-Agent Sys-
tems and High Performance Computing, and helps application domains such as distributed scheduling
and allocation, smart grid electricity networks, logistics and sensor networks, where researcher often en-
counter the need of distributed or parallel solutions to handle large-scale complex optimization problems.
1.2 Contributions
We describe below the main contributions of this dissertation.
1.2.1 Exploiting Structure from Problem Modeling
Modeling many real-world problems as DCOPs often requires each agent to control a large number of
variables. However, most DCOP resolution approaches assume that each agent controls exclusively a sin-
gle variable of the problem. As such, researchers have proposed a number of pre-processing techniques
to reformulate DCOPs with multi-variable agents into DCOPs with single-variable agents [125]. Unfor-
tunately, these techniques do not scale with the size of the problem due to their inefficient communication
requirements. Therefore, we proposed a DCOP Multiple-Variable Agents (MVA) problem decomposition
[37] that defines a clear separation between the distributed DCOP resolution and the centralized agent
sub-problem resolution. This separation exploits co-locality of agent’s variables, allowing the adoption
of efficient centralized techniques to solve agent sub-problems, while preserving agent’s privacy. Agents
coordination is achieved employing a global DCOP algorithm [36, 37]. Using the MVA problem de-
composition, allows us to significantly reduce the time of the DCOP resolution process. In addition,
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the knowledge acquired from the DCOP model allows us to further reduce the algorithms communica-
tion requirements, when compared to existing pre-processing techniques—which ignore the structural
information dictated by the model.
These results validate our hypothesis that one can exploit the information encoded in the DCOP model
through the use of centralized solutions.
1.2.2 Exploiting Structure during Problem Solving
A number of multi-agent systems require agents to run on battery-powered devices and communicate over
wireless networks. This imposes constraints on the number and size of individual messages exchanged
among agents. Inference-based DCOP algorithms, can be effective in solving such problems. They use
techniques from dynamic programming to propagate aggregate information among agents, and while their
requirements on the number of messages is linear in the number of agents, their messages have a size that
is exponential in the size of the treewidth, which can be up to the number of agents −1. Several works
from the DCOP community recognize the use of hard constraints to reduce the size of the search space
and/or reduce the message size. However, they are limited in exploiting relational information expressed
in form of tables and/or associated to the form of domain consistency. In response of such limitation we
introduce a type of consistency, called Branch Consistency [35], that applies to paths in pseudo-trees. The
effect of enforcing Branch Consistency is the ability to actively exploit hard constraints (either explicitly
provided in the problem specification or implicitly described in constraints cost tables) to prune the search
space and to reduce the size of the messages exchanged among agents. Such form of consistency enforces
a more effective pruning than those based on domain-consistency, guaranteeing optimality, and leading
enhanced efficiency and scalability.
However, solving DCOPs optimally is NP-hard, therefore for large problems, incomplete DCOP al-
gorithms are desirable. Several incomplete approaches have been proposed in the literature, yet, current
incomplete DCOP algorithms have combinations of the following limitations:
i. They find local minima without quality guarantees;
ii. They provide loose quality assessment, such us those in the class of k-optimality [91];
iii. They do not exploit problem structures, such as those induced by the problem domain, or by hard
constraints [84].
Therefore, building on strategies from the centralized constraint reasoning community, we introduce the
Distributed Large Neighborhood Search (D- LNS) framework [32]. D-LNS solves DCOPs by building on
the strengths of centralized Large Neighboring Search strategy (LNS) [55], a centralized meta-heuristic
that iteratively explores complex neighborhoods of the search space to find better candidate solutions.
D-LNS is a local search framework for DCOPs, which has several qualities:
• It provides quality guarantees by refining both upper and lower bounds of the solution found during
the iterative process;
• It is anytime (i.e., it is able to return a valid solution to the problem even if it is interrupted at any
time before it ends); and
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• It inherently uses insights from the CP techniques to take advantage on the presence of hard con-
straints.
In addition we introduce two novel distributed search algorithms, built within the D-LNS framework,
characterized by the ability to exploit problem structure, low network usage, and low computational
complexity per agent. Compared to other incomplete algorithms, our D-LNS converges faster to better
solutions, provides tighter solution quality bounds, is more scalable, and it can exploit explicitly domain
dependent knowledge, to further enhance runtime and solution quality of the problem being solved.
These results validate our hypothesis that centralized reasoning can be adapted to exploit the structure
of DCOPs during problem solving.
1.2.3 Exploiting the use of GPGPUs
Typical Distributed Constraint Optimization problems are characterized by complex dynamics and in-
teractions among a large number of agents, which translate into hard combinatorial problems, posing
significant challenges from a computational point of view. To deal with such computational burden, in
addition to the techniques discussed above, we exploit a novel class of massively parallel platforms that
are based on the Single Instruction Multiple Thread (SIMT) paradigm, and widely used in modern GPG-
PUs. GPGPUs are multiprocessor devices, offering hundreds of computing cores and a rich memory
hierarchy supporting general purpose (i.e., non-graphical) processing. The wide availability of GPGPUs,
and their contained costs, stimulated interest across several research communities.
The structure exploited by Dynamic Programming (DP)-based approaches in constructing solutions
makes it suitable to exploit the SIMT paradigm. Thus, we propose a DP-based algorithm that exploits
parallel computation using GPGPUs to solve DCOPs [34]. Our proposal employs GPGPU hardware
to speed up the inference process of DP-based methods. Our results show significant improvements in
performance and scalability over other state-of-the-art DP-based solutions.
The explicit separation between the DCOP resolution process and the centralized agent problem,
enabled by our MVA DCOP decomposition, capacitate agents to solve their local problem through a
variety of techniques. Motivated by the high complexity of the agent local problem, we propose the use
of hierarchical parallel models, where each agent can:
i. Solve its local problem independently from those of other agents, and
ii. Parallelize the computations within its own local problem.
Such model builds on top of algorithm-specific characteristics, and may substantially reduces the run-
time for several DCOP algorithms classes. Thus, we suggest to solve independent local problems, in
parallel, harnessing the multitude of computational units offered by GPGPUs, which leads to significant
improvements in the runtime of the algorithm resolution [33, 37] .
These results validate our hypothesis that one can exploit highly parallel computational models to
enhance current DCOP solution techniques.
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1.3 Dissertation Organization
This dissertation is organized as follows: The next chapter (Chapter 2) provides an overview of the dis-
tributed constraint optimization model and algorithms, and of GPGPUs. Therein, we review the notions
of centralized constraint optimization problems and constraint solving, and discuss some general tech-
niques that are typically adopted to solve constraint problems (e.g., constraint propagation and search).
We hence discuss the distributed constraint optimization model, the typical representation and coordi-
nation schema adopted during the resolution process and we review a number of complete and incom-
plete DCOP algorithms. We further discuss the DCOP model extensions able to deal with dynamic and
uncertain events. Finally, we provide an overview of the graphical processing units, and review the de-
tails of such architecture and of its different memory levels. Chapter 3 introduces a Multiple Variable
Agents (MVA) decomposition technique for DCOPs to exploit the information encoded in the DCOP
model through the use of centralized solutions. Chapter 4 introduces Branch Consistency (BrC), and
Distributed Large Neighboring Search (D-LNS), two DCOP solving strategies which adapt centralized
reasoning techniques to enhance the efficiency of DCOP resolution by exploiting the structure of DCOPs
in orthogonal ways. Chapter 5 proposes the design and implementation of inference-based and sampling-
based algorithms which exploits modern massively parallel architectures, such as those found in modern
General Purpose Graphical Processing Units (GPGPUs), to speed up the resolution of DCOPs. Finally,
we conclude the dissertation in Chapter 6, which summarizes the main results presented in the previous
chapters and identifies possible directions for future work.
To facilitate the reading of this dissertation, we have provided in the Appendix A a summary of the
most commonly used notations.
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2
Background
This chapter aims at providing an overview of Distributed Constraint Optimization (section 2.1), ad-
dressing the resolution methods that are central for the development of this dissertation. In section 2.2,
we propose a classification of DCOP models from a Multi-Agent Systems perspective, providing an
overview of some recent DCOP extensions, which enrich the original DCOP model expressiveness and
applicability. Finally, we provide some background on General Purpose Graphical Processing Units, in
section 2.3, which are used within several approaches developed throughout this work, to speed up the
resolution approach of various DCOP algorithms.
2.1 Overview of Distributed Constraint Optimization
In this section, we provide an overview of Constraint Programming, which forms the foundation of Dis-
tributed Constraint Optimization. We thus describe Distributed Constraint Optimization Problems their
representation and coordination models, resolution approaches, and relevant uses.
2.1.1 Constraint Programming
Constraint Programming (CP) is a declarative programming methodology. Over the years, CP has be-
come a paradigm of choice to address hard search problems, drawing and integrating insights from diverse
domains, including Artificial Intelligence and Operations Research [107]. The basic idea in this program-
ming paradigm relies on the use of relations that should hold among entities of the problem—this notion
is referred to as Constraint Satisfaction Problem (CSP).
Constraint Satisfaction and Optimization
A CSP is a triple P = 〈X,D,C〉, where:
• X={x1, . . . , xn} is a finite set of variables.
• D = {D1, . . . , Dn} is a set of finite domains for the variables in X, with Di being the set of possible
values for the variable xi.
• C is a finite set of constraints over subsets of X, where a constraint ci defined on the m variables
xi1 , . . . , xim , is a relation ci ⊆ "mj=1Dij . The set of variables xi = {xi1 , . . . , xim} is referred to as
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the scope of ci. If m = 1, ci is called unary constraint; if m = 2, it is called binary constraint. For all
other m > 2, the constraint is referred to as global constraint.
A solution is a value assignment for a subset of variables from X that is consistent with their respective
domains; i.e., it is a partial function θ : X → ⋃ni=1Di such that, for each xj ∈ X, if θ(xj) is defined,
then θ(xj) ∈ Dj . A solution is complete if it assigns a value to each variable in X. We will use
the notation σ to denote a complete solution, and, for a set of variables V = {xi1 , . . . , xih} ⊆ X,
σV = 〈σ(xi1), . . . , σ(xih)〉, where i1 < · · · < ih, denoting the projection of the values in σ associated to
the variables in V. The goal in a CSP is to find a complete solution σ such that for each ci ∈ C, σxi ∈ ci,
that is, one that satisfies all the problem constraints.
A CSP may be associated to an optimization function g. Informally, the goal of solving such CSPs
does not simply rely on finding some solution, but on finding an optimal one, according to some opti-
mization criteria g. We refer to such extended CSPs, to as Constraint Optimization Problems (COPs). A
COP is a pair (P, g), where P = (X,D,C) is a CSP, and g : "ni=1Di → R is an optimization function.
Solving a COP (P, g) means finding a solution s to P such that g(s) is maximal (or minimal, depending
on the optimization criteria) among all solutions of P .
As an example consider the classical knapsack problem, where we are given a set of items, each with
a weight and a value. The goal is that of determining the quantity of each item to include in a collection
so that the total weight does not exceed a given limit and the total value is as large as possible [57]. Given
a set of n items numbered from 1 up to n, each with a weight wi and a value vi, along with a maximum
weight capacity W , the problem can be expressed as follows:
maximize:
n∑
i=1
vixi
subject to:
n∑
i=1
wixi ≤W, and xi ∈ {0, Ni}.
where xi represents the number of instances of item i to include in the knapsack, and Ni is the maximum
number of of copies of xi that can be considered in the final collection.
Constraint Propagation
Conventional methods adopted to solve a constrained problem rely on a form of constraint reasoning
to transform the original CSP in a new simpler, yet equivalent one—that is, one that preserves all the
solutions. The idea of simplicity of a CSP typically refers to narrow variables’ domains. Constraint
propagation is a technique used to achieve this goal. It embeds any form of reasoning to explicitly
preclude the use of those variables’ values that would prevent a constraint to be satisfied. This process is
performed by repeatedly narrowing domains, and/or constraints, while maintaining the CSP equivalence.
To do so, the process of propagation needs to guarantee some form of local consistency, which ensures
that some subset of variables satisfies the notion of the constraints in which they are involved.
We now review some popular form of consistency: node consistency, arc consistency and path con-
sistency.
Node consistency is the simplest notion of local consistency. A CSP (X,D,C) is said to be node
consistent if for every variable xi ∈ X , Di is consistent with every unary constraint ci on xi, i.e.,
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∀a ∈ Di, a ∈ ci; Node consistency can be achieved in O(nd) time [71], where d = maxi |Di| is the
maximum size among all variables’ domains, by removing the inconsistent values from the domain of
each variables with unary constraints.
Arc consistency applies to binary constraints. A binary constraint cij on variables xi and xj is arc
consistent if and only if for every value a ∈ Di there exists a value b ∈ Dj such that (a, b) ∈ cij , and
for every value b ∈ Dj there is a value a ∈ Di such that (a, b) ∈ cij . Similarly to node consistency,
a CSP is arc consistent if all its binary constraints are arc consistent. Typical algorithms to achieve arc
consistency rely on iterative processes handling one constraint at a time, and removing inconsistent values
of the variables involved in the scope of the constraint [70, 6]. Such process repeats until a fixed point is
reached, that is, when either no further pruning is possible or when some domain results empty.
Path consistency considers pairs of variables, in contrast to arc consistency which considers single
variables. A pair of values (r, c) ∈ Di×Dj of two variables xi, xj is path consistent if and only if for any
sequence of variables (xi = xk1 , . . . , xkm = xj), such that ckpkq ∈ C, where p ≤ q ≤ p+1, there exists a
tuple of values (r = vk1 , . . . , vkm = c) such that vkq ∈ Dkq and (vkp , vkq ) ∈ ckpkq , for each 1 ≤ q ≤ m
and p ≤ q ≤ p+1. A CSP is path consistent if and only if for any pair of variables (xi, xj), with i ≤ j, any
locally consistent pair of values on (xi, xj) is path consistent. Differently from node and arc consistency,
where the form of constraint propagation enforcing them works by removing inconsistent values from the
variables domains, propagation in path consistency works by removing inconsistent assignments from a
constraint [82].
The interested reader can refer to [7, 2] and references therein, for an in-depth analysis on local
consistencies and constraint propagation.
Search
The common resolution process of a CSPs/COPs is typically expressed by a search process, where the
values for the variables of the problem are generated in some (possibly) systematic order. We now briefly
review major complete and incomplete approaches.
Complete Search: The resolution process of CSP/COP can be typically described by the iteration of two
phases: constraint propagation, and labeling. The former, as described above, aims at reducing the do-
main of the variables not yet assigned, while the latter enforces a value choice for some variable of the
problem. Thus, solving a CSP/COP can be expressed as the process of exploring a search tree (referred to
as prop-labeling tree) where constraint propagation phases are interleaved with non-deterministic branch-
ing phases used to explore different value assignments to variables [2]. Each node of the prop-labeling
tree represents a possible value assignment for a variable, the arcs connecting nodes express the effect of
propagating constraints, and a solution is described by a complete path from the root node to a leaf node.
Such type of search space exploration is typically referred to backtracking search [85]. In backtrack-
ing search, a solution is constructed by extending a partial assignments to the problem’s variables, and
a backtrack to previous assignments is enforced as soon as the current assignment causes the violation
of some constraint, or when no more values assignments can be attempted for a given variable. Several
heuristics can be chosen to select the next node to expand (i.e., the next variable to label), or the next
value to assign to a given variable. We refer the interested readers to [7, 2] and references therein for a
detailed description on search strategies adopted in the resolution of a CSP/COP.
Local Search: By systematically exploring each path of the search tree, complete search strategies gen-
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erate all possible solutions of a given problem. Since solving optimally a CSP/COP is NP-Complete [26]
incomplete solution approaches are often necessary to solve large interesting problems. Local search
(LS) methods [1, 92, 80] attempt to improve a current solution by iteratively generating new candidate
solutions. They rely on the intuition that it is possible to navigate different regions of the search space by
modifying some ”subsequences” (i.e., assignments for a subset of the problem variables) of the current
solution, and possibly generating new better candidate solutions. The set of subsequences that can be
modified is referred to as neighborhood.
We now review a widely adopted local search technique to tackle large constraint optimization prob-
lems: the Large Neighborhood Search (LNS) [109, 55]. In LNS an initial solution is iteratively improved
by repeatedly destroying it and repairing it. Destroying a solution means selecting a subset of variables
whose current values will be discarded. The set of such variables is referred to as large neighborhood
(LN). Repairing a solution means finding a new value assignment for the destroyed variables, given that
the other non-destroyed variables maintain their values from the previous iteration. The peculiarity of
LNS, compared to other local search techniques, is the (larger) size of the neighborhood to explore at
each step. This method relies on the intuition that searching over a larger neighborhood allows the pro-
cess to escape local optima and find better candidate solutions.
2.1.2 Distributed Constraint Optimization Problems
When the elements of a COP are distributed among a set of autonomous agents, we refer to it as Dis-
tributed Constraint Optimization Problem (DCOP).
Formally, a DCOP is described by a tuple P = (A,X,D,F, α), where X and D are the set of
variables and their domains defined as in classical COPs, F={f1, . . . , fk} is a finite set of function, with
fi : "xj∈xi Dj → R+ ∪ {⊥}, where ⊥ is a special element used to denote that a given combination of
values for the variables in xi is not allowed1, A={a1, . . . , ap} is a finite set of autonomous agents, and
α : X → A is a surjective function, from variables to agents, which assigns the control of each variable
x ∈ X to an agent α(x).
Each function fi represents a factor in a global objective function, g(X) =
∑k
i=1 fi(x
i). In the
DCOP literature, the weighted constraints fi are also called constraints, cost functions, utility functions,
or reward functions. With a slight abuse of notation, we will denote with α(fi) the set of agents whose
variables are involved in the scope of fi, i.e., α(fi) = {α(x) | x ∈ xi}. When clear from the context, we
will write fxi to refer to the function fi ∈ F whose scope is xi. For instance, we will denote with f12 the
binary function involving variables x1 and x2.
The goal in a DCOP is to find a complete solution that maximizes the total problem reward expressed
by its reward functions:
σ∗ = argmax
σ∈Σ
g(σ) = argmax
σ∈Σ
∑
fi∈F
fi(σxi), (2.1)
where Σ is the state space, defined as the set of all possible complete solutions. Analogously, for min-
imization problems, the argmax of the above expression is substituted with the argmin. Typically, the
objective functions values of a maximization problem are referred to as utilities, while in a minimization
problem they are referred to as costs.
1We assume sets of variables to be sorted according to a fixed order of X.
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Let us also introduce the following notations. Given an agent ai, we denote withNai ={a′i ∈ A|ai 6=
a′i, ∃fj ∈ F, xr, xs ∈ xj . α(xr)=ai ∧ α(xs)=a′i} the set of its neighboring agents. A constraint fi is
said to be hard if ∀σ ∈ Σ we have that fi(σxi) ⊆ {0,⊥}. Otherwise, the constraint is said to be soft.
We refer to a DCOP algorithm as a distributed algorithm for the resolution of a DCOP.
2.1.3 Representation and Coordination
Representation in DCOPs plays a fundamental role, both from an agent coordination perspective and
from an algorithmic perspective. We discuss here the most predominant representations adopted in var-
ious DCOP algorithms. Let us start by describing some widely adopted assumptions regarding agent
knowledge and coordination, which will apply throughout this document, unless otherwise stated:
1. A variable and its domain are known exclusively to the agent controlling it and its neighboring
agents.
2. Each agent knows the reward values of the constraints involving at least one of its local variables.
No other agent has knowledge about such constraints.
3. Each agent knows exclusively (and it may communicate with) its own neighboring agents.
Constraint Graph Given a DCOP P ,GP = (X, EC) is the constraint graph of P , where an undirected
edge {x, y} ∈ EC exists if and only if there exists fj ∈ F such that {x, y} ⊆ xj . A constraint graph is
a standard way to visualize a DCOP. It underlines the agents’ locality of interactions and therefore it is
commonly adopted by DCOP resolution algorithms.
Given an ordering o on X, we say that a variable xi has a higher priority with respect to a variable
xj if xi appears before xj in o. Given a constraint graph GP and an ordering o on its nodes, the induced
graph G∗P on o, is the graph obtained by connecting nodes, processed in increasing order of priority, to
all their higher-priority neighbors. For a given node, the number of higher-priority neighbors is referred
to as its width. The induced width w∗o of GP is the maximum width over all the nodes of G
∗
P on ordering
o.
Figure 2.1(a) shows an example constraint graph of a DCOP with four agents a1 through a4, each
controlling one variable with domain {0,1}. There are two constraint: a ternary constraint, f123 with
scope x123 = {x1, x2, x3} and represented by a clique among x1, x2 and x3, and a binary constraint f24
with scope x24 = {x2, x4}.
Pseudo-Tree A number of DCOP algorithms require a partial ordering among the agents. In particular,
when such order is derived from a depth-first search exploration, the resulting structure is known as (DFS)
pseudo-tree. A pseudo-tree arrangement for a DCOP P is a subgraph TP =〈X, ET 〉 of GP such that TP
is a spanning tree of GP—i.e., a connected subgraph of GP containing all the nodes and being a rooted
tree—with the following additional condition: for each x, y ∈ X, if {x, y} ⊆ xi for some fi ∈ F, then
x, y appear in the same branch of TP (i.e., x is an ancestor of y in TP or vice versa). Edges of GP that
are in (respectively out of) ET are called tree edges (respectively backedges). The tree edges connect
parent-child nodes, while backedges connect a node with its pseudo-parents and its pseudo-children. We
use Cai , PCai , Pai , PPai , to denote the set of children, pseudo-children, parent and pseudo-parents of
the agent ai.
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Figure 2.1: DCOP representations: An example constraint graph of a DCOP (a), one of its possible
pseduo-trees (b), and its factor graph (c).
Both constraint graph and pseudo-tree representations cannot deal explicitly with n-ary constraints
(functions whose scope has more than two variables). A typical artifact to deal with n-ary constraints in a
pseudo-tree representation is to introduce a virtual variable which monitors the value assignments for all
the variables in the scope of the constraint, and generates the reward values [10]—the role of the virtual
variables can be delegated to one of the variables participating in the constraint [93, 76].
Figure 2.1(b) shows one possible pseudo-tree of the example DCOP in Figure 2.1(a), where Ca1 =
{x2}, PCa1 = {x3}, Pa4 = {x2}, and PPa3 = {x1}. The solid lines are tree edges and dotted lines are
backedges.
Factor Graph Another way to represent DCOPs is through a factor graph [61]. A factor graph is a
bipartite graph used to represent the factorization of a function. In particular, given the global objective
function g, the corresponding factor graph FP = 〈X,F, EF 〉 is composed of variable nodes xi ∈ X,
factor nodes fj ∈ F and edges EF such that there is an undirected edge between factor node fj and
variable node xi if xi ∈ xj .
Factor graphs can handle n-ary constraints explicitly. To do so, they use a similar method as that
adopted within pseudo-trees with n-ary constraints: they delegate the control of a factor node to one of
the agents controlling a variable in the scope of the constraint. From an algorithmic perspective, the algo-
rithms designed over factor graphs can directly handle n-ary constraints, while algorithms designed over
pseudo-trees require changes in the algorithm design so to delegate the control of the n-ary constraints to
some particular entity.
Figure 2.1(c) shows the factor graph of the example DCOP in Figure 2.1(a), where each agent ai
controls its variable xi and, in addition, a3 controls the constraint f123 and a4 controls f24.
To facilitate the reading of this dissertation, we have provided in Table A.1, a summary of the most
commonly used notations.
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2.1.4 DCOP Algorithms
DCOP algorithms can be classified as being either complete or incomplete, based on whether they can
guarantee the optimal solution or they trade optimality for smaller use of resources, producing approx-
imated solutions. In addition, each of these classes can be categorized into several groups, such as: (1)
partially or fully decentralized, depending on the degree of locality exploited by the algorithms; and (2)
synchronous or asynchronous, based on the way local information is updated. Finally, the resolution
process adopted by each algorithm can be classified in three categories [120]:
• Search-based methods, which are based on the use of search techniques to explore the space of pos-
sible solutions. These techniques are often derived from corresponding search techniques developed
for centralized AI search problems, such as best-first search and depth-first search.
• Inference-based methods, which are inspired from dynamic programming and belief propagation
techniques. These techniques allow agents to exploit the structure of the constraint graph to aggre-
gate rewards from their neighbors, effectively reducing the problem size at each step of the algorithm.
• Sampling-based methods, which are incomplete approaches that sample the search space to approx-
imate a function (usually a probability distribution) as a product of statistical inference.
Figure 2.2 illustrates a taxonomy of classical DCOP algorithms. In the following subsections, we
describe the criteria adopted to evaluate the DCOP algorithms performance, and describe some repre-
sentative complete and incomplete algorithms of each of the classes introduced above. For a detailed
description of the DCOP algorithms we refer the interested readers to the original articles that introduce
each algorithm.
Evaluation Criteria
In centralized optimization the performance of an algorithm is typically evaluated measuring the quality
of the solution returned by the algorithm and its runtime. In addition to the solution quality, due to the
distributed nature of the DCOPs, DCOP algorithms are generally examined employing two evaluation
criteria: execution time, and network performance.
In the literature the distributed execution of the DCOP algorithms is often simulated on a single
machine, thus a simulated execution time metric is often adopted. There are two widely adopted simulated
execution time metrics: the simulated runtime [111], and the non-concurrent constraint checks (NCCCs)
[66], and are defined as follows:
• Simulated runtime measures both processing and communication time of the DCOP algorithm.
Every agent ai maintains an internal clock ti, which is initialized to 0. When an agent performs
some operation it measures the runtime elapsed and adds it to ti. When an agent ai sends a message
to some agent aj it also forwards its current timer ti. When ai receives a message from aj it updates
its current timer ti = max{ti, tj+D}, whereD is a delay time used to simulate the communication
time. The simulated runtime of the algorithm is the largest timer held by any agent in A.
• NCCCs are a weighted sum of processing and communication time. Similarly as for the simulated
time metric, each agent ai maintains an NCCCs counter ci, which is initialized to 0. Every time
ai performs a constraint check (i.e., an evaluation for a partial assignment) it increments its current
counter ci by 1. Hence, it assigns ci = max{ci, cj + D} when it receives a message from agent
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Figure 2.2: Classical DCOP Algorithm Taxonomy.
aj to account for the time it takes to receive the message from aj and for the transmission time of
the message (D). The number of NCCCs of the algorithm is the largest counter value held by any
agent.
In terms of network performance, DCOP algorithms are often evaluated by measuring the network
load and the message size metrics, which are defined as follows:
• The network load refers to the total number of messages exchanged by the agents during the exe-
cution of the algorithm.
• The message size refers to the maximal size (typically is expressed in bytes) of the messages ex-
changed among the agents during the execution of the algorithm.
Complete Algorithms
SynchBB [56]. Synchronous Branch-and-Bound (SynchBB) is a complete, synchronous, search-based
algorithm that can be considered as a distributed version of a branch-and-bound algorithm. It uses a
complete ordering of the agents in order to extend a Current Partial Assignment (CPA) via a synchronous
communication process. The CPA holds the assignments of all the variables controlled by all the visited
agents, and, in addition, functions as a mechanism to propagate bound information. The algorithm prunes
those parts of the search space whose solution quality is sub-optimal, by exploiting the bounds that are
updated at each step of the algorithm. SynchBB agents space requirement and maximum size of message
are in O(n), while they require, in the worst case, to perform O(dm) number of operations. The network
load is also in O(dm).
AFB [39]. Asynchronous Forward Bounding (AFB) is a complete, asynchronous, search-based algo-
rithm that can be considered as the asynchronous version of SynchBB. In this algorithm, agents commu-
nicate their reward estimates, which in turn are used to compute bounds and prune the search space. In
AFB, agents extend a CPA sequentially, provided that the lower bound on its reward does not exceed the
global bound, that is, the reward of the best solution found so far. Each agent performing an assignment
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(the “assigning” agent) triggers asynchronous checks of bounds, by sending forward messages (referred
to as FB CPA) containing copies of the CPA to neighboring agents in the constraint graph that have not
yet assigned their variables. The unassigned agents that receive a CPA, estimate the lower bound of the
CPA, given their local view of the constraint graph. The cost estimates are returned back to the agent
that originated the forward message, in FB ESTIMATE messages. This assigning agent will receive these
estimates asynchronously and aggregate them into an updated lower bound, which is used to prune the
search space. If the updated lower bound exceeds the current upper bound, the agent initiates a back-
tracking phase. This process continues until the agent with lowest priority finds a complete solution,
which is sent to all the agents. When the agent of highest priority exhausts all its value assignments, it
broadcasts a termination message, assuming value from the best complete solution. As in SynchBB, the
worst case complexity for network load and agent’s operations is O(dm), while the size of messages and
each agent’s space requirement are in O(n).
ADOPT [81]. Asynchronous Distributed OPTimization (ADOPT) is a complete, asynchronous, search-
based algorithm that makes use of a DFS pseudo-tree ordering of the agents. The algorithm relies on
maintaining, in each agent, lower and upper bounds on the solution reward for the subtree rooted at its
node(s) in the DFS tree. Agents explore partial solutions in best-first order, that is, in increasing lower
bound order. Agents use COST messages (propagated upwards in the DFS pseudotree) and THRESH-
OLD and VALUE messages (propagated downwards in the tree) to iteratively tighten the lower and up-
per bounds, until the lower bound of the minimum cost solution is equal to its upper bound. ADOPT
agents store lower bounds as thresholds, which can be used to prune partial solutions that are provably
sub-optimal. ADOPT agents need to maintain a context which stores the assignments of higher priority
neighbors, and a lower bound and an upper bound for each domain value and child; thus, the space re-
quirement for each agent is in O(d(l + 1)), where l = maxai∈A |Nai |. Its worst case network load and
agent complexity is O(dm), while its maximum message size is in O(h). ADOPT has been extended in
several ways. In particular, BnB-ADOPT [121, 50] uses a branch-and-bound method to reduce the amount
of computation performed during search, and ADOPT(k) combines both ADOPT and BnB-ADOPT into
an integrated algorithm [51]. There are also extensions that trade solution optimality for smaller run-
times [122], extensions that use more memory for smaller runtimes [123], and extensions that maintain
soft arc-consistency [9, 8, 49, 47].
DPOP [96]. Distributed Pseudo-tree Optimization Procedure (DPOP) is a complete, synchronous,
inference-based algorithm that makes use of a DFS pseudo-tree ordering of the agents. It involves three
phases:
• Pseudo-tree construction phase: In the first phase, the agents order themselves into a DFS pseudo-
tree.
• Utility propagation phase: In the second phase, each agent, starting from the leaves of the pseudo-
tree, aggregates the rewards in its subtree for each value combination of variables in its separator.2
The aggregated rewards are encoded in a UTIL message, which is propagated from children to their
parents, up to the root.
• Value propagation phase: In the third phase, each agent, starting from the root of the pseudo-tree,
selects the optimal values for its variables. The optimal values are calculated based on the UTIL
messages received from the agent’s children and the VALUE message received from its parent. The
2The separator of ai contains all ancestors of ai in the pseudo-tree (through tree edges or back edges) that are connected to ai
or one of its descendants.
16 2. Background
VALUE messages contain the optimal values of the agents and are propagated from parents to their
children, down to the leaves of the pseudo-tree.
Thus, DPOP generates a number of messages that is in O(m). However, the size of the messages and
the agent’s space requirement are exponential in the induced width of the pseudo-tree: O(dw
∗
). Finally,
the number of operations performed by DCOP agents is in the order complexity of O(dw
∗+z), with
z = maxai∈A |Li|. DPOP has also been extended in several ways to enhance its performance and
capabilities. O-DPOP and MB-DPOP trade runtimes for smaller memory requirements [97, 99], A-DPOP
trades solution optimality for smaller runtimes [95], SS-DPOP trades runtime for increased privacy [42],
PC-DPOP trades privacy for smaller runtimes [100], H-DPOP propagates hard constraints for smaller
runtimes [63], BrC-DPOP enforces branch consistency for smaller runtimes [35], and ASP-DPOP is a
declarative version of DPOP that uses Answer Set Programming [67].
OptAPO [74]. Optimal Asynchronous Partial Overlay (OptAPO) is a complete, synchronous, search-
based algorithm. It trades agent privacy for smaller runtimes through partial centralization. It employs
a cooperative mediation schema, where agents can act as mediators and propose value assignments to
other agents. In particular, agents check if there is a conflict with some neighboring agent. If a con-
flict is found, the agent with the highest priority acts as a mediator. During mediation, OptAPO solves
subproblems using a centralized branch-and-bound-based search, and when solutions of overlapping sub-
problems still have conflicting assignments, the solving agents increase the centralization to resolve them.
By sharing their knowledge with centralized entities, agents can improve their local decisions, reducing
the communication costs. For instance, the algorithm has been shown to be superior to ADOPT on sim-
ple combinatorial problems. However, it is possible that several mediators solve overlapping problems,
duplicating efforts [100], which can be a bottleneck especially for dense problems. The worst case agent
complexity is in O(dn), as an agent might solve the entire problem. The agent space requirement is in
O(nd), as a mediator agent needs to maintain the domains of all the variables involved in the mediation
section, while the message size is in the order of O(d). The network load decreases with the amount of
partial centralization required, however, its worst case order complexity is exponential in the number of
agents O(dm). The original version of OptAPO has been shown to be incomplete [45], but a complete
variant has been proposed [45].
Incomplete Algorithms
Max-Sum [31]. Max-Sum is an incomplete, asynchronous, inference-based algorithm based on belief
propagation. It operates on factor graphs by performing a marginalization process of the reward functions,
and optimizing the rewards for each given variable. This process is performed by recursively propagating
messages between variable nodes and functions nodes. The value assignments take into account their
impact on the marginalized reward function. Max-Sum is guaranteed to converge to an optimal solution
in acyclic graphs, but convergence is not guaranteed in cyclic graphs. Nevertheless, it has been shown
to often converge in practice. Max-Sum has also been extended in several ways to improve it. Bounded
Max-Sum is able to bound the quality of the solutions found by removing a subset of edges from a cyclic
DCOP graph to make it acyclic, and by running Max-Sum to solve the acyclic problem [104], Improved
Bounded Max-Sum improves on the error bounds [105], and Max-Sum AD guarantees convergence in
acyclic graphs through a two-phase value propagation phase [133]. Max-Sum and its extensions have
been successfully employed to solve a number of large scale, complex MAS applications ([104, 79]).
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Region Optimal [91]. Region-optimal algorithms are incomplete, synchronous, search-based algo-
rithms that allow users to specify regions of the constraint graph (e.g., regions with a maximum size
of k agents [91], t hops from each agent [58], or a combination of both size and hops [117]) and solve
the subproblem within each region optimally. The concept of k-optimality is defined with respect to the
number of agents whose assignments conflict, whose set is denoted by c(σ, σ′), for two assignments σ
and σ′. The deviating cost of σ with respect to σ′, denoted by ∆(σ, σ′), is defined as the difference of the
aggregated reward associated to the assignment σ (F (σ)) minus the reward associated to σ′ (F (σ′)). An
assignment σ is k-optimal if ∀σ′ ∈ Σ, such that |c(σ, σ′)| ≤ k, we have that ∆(σ, σ′) ≥ 0. In contrast,
the concept of t-distance emphasizes the number of hops from a central agent a of the region Ωt(a), that
is the set of agents which are separated from a by at most t hops. An assignment σ is t-distance optimal
if, ∀σ′ ∈ Σ, F (σ) ≥ F (σ′) with c(σ, σ′) ⊆ Ωt(a), for any a ∈ A. The Distributed Asynchronous
Local Optimization (DALO) simulator provides a mechanism to coordinate the decision of local groups
of agents based on the concepts of k-optimality and t-distance [58]. The quality of the solutions found is
bounded by a function of k or t [117].
MGM [72]. The Maximum Gain Message (MGM) is an incomplete, synchronous, search-based algo-
rithm that performs a distributed local search. Each agent starts by assigning a random value to each of
its variables. Then, it sends this information to all its neighbors. Upon receiving the values of its neigh-
bors, it calculates the maximum gain in reward if it changes its value and sends this information to all its
neighbors as well. Upon receiving the gains of its neighbors, it changes its value if its gain is the largest
among its neighbors. This process repeats until a termination condition is met.
DSA [126]. The Distributed Stochastic Algorithm (DSA) is an incomplete, synchronous, search-based
algorithm that is similar to MGM, except that each agent does not send its gains to its neighbors and it
does not change its value to the value with the maximum gain. Instead, it decides stochastically if it takes
on the value with the maximum gain or other values with smaller gains. This stochasticity allows DSA to
escape from local minima. Similarly to MGM, it repeats until a termination condition is met.
D-Gibbs [84]. The Distributed Gibbs (D-Gibbs) algorithm is an incomplete, synchronous, sampling-
based algorithm that extends the Gibbs sampling process [38] by tailoring it to solve DCOPs in a decen-
tralized manner. The Gibbs sampling process is a centralized Markov chain Monte Carlo algorithm that
can be used to approximate joint probability distributions. It generates a Markov chain of samples, each
of which is correlated with previous samples. It does so by iteratively sampling one variable from the
conditional probability distribution, assuming that all the other variables take their previously sampled
values. This process continues for a fixed number of iterations, or until convergence, that is, the joint
probability distribution approximated by the samples do not change. Once the joint probability distribu-
tion is found, one can identify a complete solution with the maximum likelihood. By mapping DCOPs to
maximum a-posteriori estimation problems, probabilistic inference algorithms like Gibbs sampling can
be used to solve DCOPs.
2.1.5 Relevant Uses
The classical DCOP model is capable of representing a wide range of MAS applications, especially those
where agents in a team need to work cooperatively to achieve a single goal in a static, deterministic, and
fully observable environment. Exploring the domain structural properties, as well as understanding the
18 2. Background
requirements of the problem designer, is crucial to design and apply effective DCOP algorithms. When
an optimal solution is required, then a complete algorithm can be used to solve the problem. However, if
particular assumptions can be made on the problem structure, more efficient solutions can be adopted. For
instance, if the constraint graph of the DCOP is always a tree (i.e., it has no cycles) then an incomplete
inference-based algorithm, like Max-Sum, is sufficient to guarantee the optimality of the solution found.
Complete algorithms are often unsuitable for tackling large-scale problems, due to their exponential
requirements in time or memory. In contrast, incomplete algorithms are more appropriate to rapidly find
solutions, at the cost of sacrificing optimality. The communication requirements also need to be taken
into account. For example, when communication is unreliable, it is not recommended to employ search-
based solutions, such as ADOPT or AFB, where communication requirements are exponential in the size
of the problem. In contrast, inference-based algorithms are more reliable in the presence of uncertain
communication networks as they, in general, require only a linear number of messages to complete their
computations.
A popular application that is often referenced in the classical DCOP literature is the Distributed Multi-
Event Scheduling (also known as Meeting Scheduling) [73]. It captures generic scheduling problems
where one wishes to schedule a set of events within a time range. Each event is defined by (i) the time
required to complete the event, (ii) the resources required to complete the event, and (iii) the cost of using
such resources at a given time. A scheduling conflict occurs if two events with at least one common
resource are scheduled in overlapping time slots. The goal is to maximize the overall reward, defined as
the net gain between the opportunity benefit and opportunity cost of scheduling various events.
2.2 Overview of DCOP Extensions
The DCOP model has undergone a process of continuous evolution to capture diverse characteristics
of agents behavior and the environment in which they operate. We propose a classification of DCOP
models from a Multi-Agent Systems perspective, that accounts for the different assumptions made about
the behavior of agents and their interactions with the environment. The classification is based on the
following elements (summarized in Table 2.1):
ELEMENT CHARACTERIZATION
AGENT(S)
BEHAVIOR Deterministic Stochastic
KNOWLEDGE Total Partial
TEAMWORK Cooperative Competitive
ENVIRONMENT
BEHAVIOR Deterministic Stochastic
EVOLUTION Static Dynamic
Table 2.1: DCOP classification elements.
• Agent Behavior: This parameter captures the stochastic nature of the effects of an action being exe-
cuted. In particular, we distinguish between deterministic and stochastic effects.
• Agent Knowledge: This parameter captures the knowledge of an agent about its own state and the
environment—distinguishing between total and partial knowledge.
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Figure 2.3: DCOPs within a MAS perspective.
• Agent Teamwork: This parameter characterizes the approach undertaken by (teams of) agents to solve
a distributed problem. It can be either a cooperative resolution approach or a competitive resolution
approach. In the former class, all agents cooperate to achieve a common goal (i.e., optimize a utility
function). In the latter class, each agent (or team of agents) seeks to achieve its own individual goal.
• Environment Behavior: This parameter captures the exogenous properties of the environment. For
example, it is possible to distinguish between deterministic and stochastic responses of the environment
to the execution of an action.
• Environment Evolution: This parameter captures whether the DCOP is static (i.e., it does not change
over time) or dynamic (i.e., it changes over time).
Figure 2.3 illustrates a categorization of the DCOP models proposed to date from a MAS perspective.
In particular, we focus on the DCOP models proposed at the junction of Constraint Programming (CP),
Game Theory (GT), and Decision Theory (DT). The classical DCOP model is directly inherited from CP
and characterized by a static model, a deterministic environment and agent behavior, total agent knowl-
edge, and with cooperative agents. Concepts from auctions and negotiations, traditionally explored in
GT, have influenced the DCOP framework, leading to Asymmetric DCOPs, which has asymmetric agent
payoffs, and Multi-Objective DCOPs. The DCOP framework has borrowed fundamental DT concepts
related to modeling uncertain and dynamic environments, resulting in models like Probabilistic DCOPs
and Dynamic DCOPs. Researchers from the DCOP community have also designed solutions that inherit
from all of the three communities.
In the next subsections, we will describe the different DCOP frameworks which extend the classical
DCOP model. We focus on a categorization based on three dimensions: Agent knowledge, environ-
ment behavior, and environment evolution. We assume a deterministic agent behavior, fully cooperative
agent teamwork, and total agent knowledge (unless otherwise specified), as they are, by far, common
assumptions adopted by the DCOP community. The DCOP models associated to such categorization are
summarized in Table 2.2. The bottom-right entry of the table is left empty, indicating a promising model
with dynamic and uncertain environments that, to the best of our knowledge, has not been explored yet.
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Table 2.2: DCOPs Models.
There has been only a modest amount of effort in modeling the different aspects of teamwork within the
DCOP community.
2.2.1 Asymmetric DCOPs
Asymmetric DCOPs [44] are used to model multi-agent problems where two variables in the scope of the
same reward function can receive different rewards from each other. Such a problem cannot be naturally
represented by classical DCOPs, which require that all variables in the scope of the same reward function
receive the same rewards as each other.
Definition An Asymmetric DCOP is defined by a tuple 〈A,X,D,F, α〉, where A,X,D and α are
defined as in section 2.1.2, and each fi ∈ F is defined as: fi : "xj∈xi Dj × α(fi) → (R+ ∪ {⊥}). In
other words, an Asymmetric DCOP is a DCOP where the reward that an agent obtains from a reward
function may differ from the reward another agent obtains from the same reward function.
As rewards for participating agents may differ from each other, the goal in Asymmetric DCOPs is
also different than the goal in classical DCOPs. Given a reward function fj ∈ F and complete solution
σ, let fj(σ, ai) denote the reward obtained by agent ai from reward function fj with solution σ. Then,
the goal in Asymmetric DCOPs is to find the complete solution σ∗:
σ∗ = argmax
σ∈Σ
∑
fj∈F
∑
ai∈α(fj)
fj(σxj , ai) (2.2)
Relation to Classical DCOPs One way to solve MAS problems with asymmetric rewards via classical
DCOPs is through the Private Event As Variables (PEAV) model [72]. It can capture asymmetric rewards
by introducing, for each agent, as many “mirror” variables as the number of variables held by neighboring
agents. The consistency with the neighbors’ state variables is imposed by a set of equality constraints.
However such formalism suffers from scalability problems, as it may result in a significant increase in the
number of variables in a DCOP. In addition, Grinshpoun et al. showed that most of the existing incom-
plete classical DCOP algorithms cannot be used to effectively solve Asymmetric DCOPs, even when the
problems are reformulated through the PEAV model [44]. They show that such algorithms are unable to
distinguish between different solutions that satisfies all hard constraints, resulting in a convergence to one
of those solutions and the inability to escape that local optimum. Therefore, it is important to generate
ad-hoc algorithms to solve Asymmetric DCOPs.
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2.2.2 Multi-Objective DCOPs
Multi-objective optimization (MOO) [78, 75] aims at solving problems involving more than one objective
function to be optimized simultaneously. In a MOO problem, optimal decisions need to accommodate
conflicting objectives. Examples of MOO problems include optimization of electrical power generation
in a power grid while minimizing emission of pollutants and minimization of the costs of buying a vehicle
while maximizing comfort. Multi-objective DCOPs extend MOO problems and DCOPs.
A Multi-objective DCOP (MO-DCOP) is defined by a tuple 〈A,X,D, ~F, α〉, where A,X,D, and α
are defined as in section 2.1.2, and ~F = [F1, . . . , Fh]T is a vector of multi-objective functions, where
each Fi is a set of optimization functions fj defined as in section 2.1.2. For a solution σ of a MO-DCOP,
let the reward for σ according to the ith multi-objective optimization function set Fi (1 ≤ i ≤ h) be
Fi(σ) =
∑
fj∈Fi
fj(σxj ) (2.3)
The goal of a MO-DCOP is to find an assignment σ∗, such that:
σ∗ = argmax
σ∈Σ
~F(σ) = argmax
σ∈Σ
[F1(σ), . . . , Fh(σ)]
T (2.4)
where ~F(σ) is a reward vector for the MO-DCOP. A solution to a MO-DCOP involves the optimization
of a set of partially-ordered assignments. Note that we consider, in the above definition, point-wise
comparison of vectors—i.e., ~F(σ) ≥ ~F(σ′) if Fi(σ) ≥ Fi(σ′) for all 1 ≤ i ≤ h. Typically, there is no
single global solution where all the objectives are optimized at the same time. Thus, solutions of a MO-
DCOP are characterized by the concept of Pareto optimality, which can be defined through the concept
of dominance:
Definition 1 (Dominance). A complete solution σ ∈ Σ is dominated by a complete solution σ∗ ∈ Σ iff
~F(σ∗) ≥ ~F(σ) and Fi(σ∗) > Fi(σ) for at least one Fi.
Definition 2 (Pareto Optimality). A complete solution σ∗ ∈ Σ is Pareto optimal iff it is not dominated by
any other complete solution.
Therefore, a solution is Pareto optimal iff there is no other solution that improves at least one objective
function without deteriorating the reward of another function. Another important concept is the Pareto
front:
Definition 3 (Pareto Front). The Pareto front is the set of all reward vectors of all Pareto optimal solu-
tions.
Solving an MO-DCOP is equivalent to finding the Pareto front. Even for tree-structured MO-DCOPs, the
size of the Pareto front may be exponential in the number of variables.3 Thus, multi-objective algorithms
often provide solutions that may not be Pareto optimal but may satisfy other criteria that are significant
for practical applications.
2.2.3 Probabilistic DCOPs
So far, we have discussed DCOP models that caputre MAS problems in environments that are static and
deterministic. However, many real-world applications are characterized by environments with stochastic
3In the worst case, every possible solution can be a Pareto optimal solution.
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behavior. In other words, there are exogenous events that can influence the outcome of agent actions. For
example, weather conditions or the state of a malfunctioning device can affect the reward of agent actions.
To cope with such scenarios, researchers have introduced Probabilistic DCOP (P-DCOP) models, where
the uncertainty in the state of the environment is modeled through stochasticity in the reward functions.
With respect to our categorization, in the P-DCOP model the agents are completely cooperative and they
have deterministic behavior. Additionally, the environment is static and stochastic. While a large body
of research has focused on problems where agents have total knowledge, we will discuss a subclass of P-
DCOPs where the agents’ knowledge of the environment is limited, and agents must balance exploration
of the unknown environment and the exploitation of the known rewards.
A common strategy to model uncertainty is to augment the outcome of the reward functions with
a stochastic character [4, 110, 83]. Another method is to introduce additional random variables to the
reward functions, which simulate exogenous uncontrollable traits [68, 69, 119]. To cope with such a
variety, we introduce the Probabilistic DCOP (P-DCOP) model, which generalizes the proposed models
of uncertainty. A P-DCOP is defined by a tuple 〈A,X,D,F, α, I,Ω,P,U , E〉, where A and D are
defined as in section 2.1.2. In addition,
• X is a mixed set of decision variables and random variables.
• I = {r1, . . . , rq} ⊆ X is a set of random variables modeling uncontrollable stochastic events, such
as weather or a malfunctioning device.
• F is the set of reward functions, each defined over a mixed set of decision variables and random
variables, and such that each value combination of the decision variables on the reward function,
results in a probability distribution. As a result, the local value assignment σxi\I , given an outcome
for the random variables involved in fi, is itself a random variable.
• α : X \ I → A is a mapping from decision variables to agents. Notice that random variables are
not controlled by any agent, as their outcomes do not depend on the agents’ actions.
• Ω = {Ω1, . . . ,Ωq} is the (possibly discrete) set of events for the random variables (e.g., different
weather conditions or stress levels a device is subjected to) such that each random variable ri ∈ I
takes values in Ωi. In other words, Ωi is the domain of random variable ri.
• P = {p1, . . . , pq} is a set of probability distributions for the random variables, such that pi : Ωi →
[0, 1] ⊆ R, assigns a probability value to an event for ri, and
∫
ω∈Ωi pi(ω) dω = 1, for each random
variable ri ∈ I.
• U is a utility function from random variables to random variables, that ranks different outcomes
based on the decision maker preferences. This function is needed when the reward functions have
uncertain outcomes, and thus these distribution are not readily comparable.
• E is an evaluator function from random variables to real values, that, given an assignment of values
to the decision variables, summarizes the distribution of the aggregated reward functions.
The goal in a P-DCOP is to find a complete solution σ∗, that is, an assignment of values to all the decision
variables, such that:
σ∗ = argmax
σ∈Σ
E
U
∑
fi∈F
fi(σxi\I)
 (2.5)
In other words, agents attempt to maximize the utility of the cumulative reward functions of the P-DCOP,
with respect to the evaluator function E .
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The probability distribution over the domain of random variables ri ∈ I is called a belief. An assign-
ments of all random variables in I describes a (possible) scenario governed by the environment. As the
random variables are not under the control of the agents, they act independently of the decision variables.
Specifically, their beliefs are drawn from probability distributions. Furthermore, they are assumed to be
independent of each other and, thus, they model independent sources of exogenous uncertainty.
The utility function U enables us to compare the uncertain reward outcomes of the reward functions.
In general, the utility function is non-decreasing, that is, the higher the reward, the higher the utility.
However, the utility function should be defined for the specific application of interest. For example,
in farming, the utility increases with the amount of produce harvested. However, farmers may prefer
a smaller but highly certain amount of produce harvested over a larger but highly uncertain and, thus,
risky outcome. The evaluation function E is used to summarize in one criterion the rewards of a given
assignment that depends on the random variables. A possible evaluation function is the expectation
function: E [·] = E[·].
2.2.4 Dynamic DCOPs
Within a real-world MAS application, agents often act in dynamic environments that evolve over time.
For instance, in a disaster management search and rescue scenario, new information (e.g., the number of
victims in particular locations, or priorities on the buildings to evacuate) typically becomes available in
an incremental manner. Thus, the information flow modifies the environment over time. To cope with
such requirement, researchers have introduced the Dynamic DCOP (D-DCOP) model, where reward
functions can change during the problem solving process, agents may fail, and new agents may be added
to the DCOP being solved. With respect to our categorization, in the D-DCOP model, the agents are
completely cooperative and they have deterministic behavior and total knowledge. On the other hand, the
environment is dynamic and deterministic.
Definition The Dynamic DCOP (D-DCOP) model is defined as a sequence of classical DCOPs: D1, . . . ,
DT , where each Dt = 〈At,Xt,Dt,Ft, αt〉 is a DCOP, representing the DCOP at time step t, for
1 ≤ t ≤ T . The goal in a D-DCOP is to solve optimally the DCOP at each time step. We assume
that the agents have total knowledge about their current environment (i.e., the current DCOP), but they
are unaware of changes to the problem in future time steps.
In a dynamic system, agents are required to adapt as fast as possible to environmental changes. Stabil-
ity [28, 115] is a core algorithmic concept, where an algorithm seeks to minimize the number of steps that
it requires to converge to a solution each time the problem changes. In such a context, these converged
solutions are also called stable solutions. Self-stabilization is a related concept derived from the the area
of fault-tolerance:
Definition 4 (Self-stabilization). A system is self-stabilizing if and only if the following two properties
hold:
• Convergence: The system reaches a stable solution in a finite number of steps, starting from any
given state.
• Closure: The system remains in a stable solution, provided that no changes in the environment
happens.
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An extension of the concept of self-stabilization is that of super-stabilization [29], which focuses on
stabilization after topological changes. In the context of D-DCOPs, differently from self-stabilizing algo-
rithms, where convergence after a single change in the constraint graph can be as slow as the convergence
from an arbitrary starting state, super-stabilizing algorithms take special care of the time required to adapt
to a single change in the constraint graph.
2.3 Overview of General Purpose Graphical Processing Units
Since in this dissertation we investigate the use of graphic cards to speed up the resolution approach of
several classes of DCOP algorithm, we provide next an overview of such devices.
Modern General Purpose Graphics Processing Units (GPGPUs) are true multiprocessor devices, of-
fering hundreds of computing cores and a rich memory hierarchy to support graphical processing (e.g.,
DirectX and OpenGL APIs). NVIDIA’s Compute Unified Device Architecture (CUDA) [108] aims at
enabling the use of the multiple cores of a graphic card to accelerate general (non-graphical) applica-
tions by providing programming models and APIs that enable the full programmability of the GPGPU.
This movement allowed programmers to gain access to the parallel processing capabilities of a GPGPU
without the restrictions of graphical APIs. In this dissertation, we will consider the CUDA programming
model proposed by NVIDIA. The underlying conceptual model of parallelism supported by CUDA is
Single-Instruction Multiple-Threads (SIMT), where the same instruction is executed by different threads
that run on identical cores, while data and operands may differ from thread to thread. The computational
model supported by CUDA is Single-Instruction Multiple-Data (SIMD), where multiple threads perform
the same operation on multiple data points simultaneously. CUDA’s architectural model is represented in
Figure 2.4.
2.3.1 Hardware Architecture
A GPGPU is a massive parallel architecture with thousands of computing cores. Different GPGPUs
are distinguished by the number of cores, their organization, and the amount of memory available. A
GPGPU is constituted by a series of Streaming MultiProcessors (SMs), whose number depends on the
specific characteristics of each class of GPGPU. For example, the Fermi architecture provides 16 SMs, as
illustrated in Figure 2.4 (left). Each SM contains from 8 to 32 computing cores, each of which incorporate
an ALU and a floating-point processing unit. Each GPGPU provides access to both on-chip memory and
off-chip memory, used in different contexts which we will introduce below.
2.3.2 Logical Architecture
Figure 2.4 (right) shows a typical CUDA logical architecture. A CUDA program is a C/C++ program
that includes parts meant for execution on the CPU (referred to as the host) and parts meant for parallel
execution on the GPGPU (referred as the device). A parallel computation is described by a collection of
kernels, where each kernel is a function to be executed by several threads. To facilitate the mapping of the
threads to the data structures being processed: threads are organized in a 3-dimensional structure (called
block), and blocks themselves are organized in 2-dimensional tables (called grids). When mapping a
kernel to a specific GPGPU, CUDA schedules blocks (coarse-grain parallelism) on the SMs for execution.
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Figure 2.4: Fermi Hardware Architecture (left) and CUDA Logical Architecture (right)
Each SM schedules the threads in a block (fine-grain parallelism) on its computing cores in chunks of
threads called warps (typically composed of 32 threads), which is the smallest work unit on the device.
CUDA kernels may involve thousands of blocks and threads, thus this organization allows group of
threads in a block to use the computing resources, while other threads of the same block might be waiting
for information (e.g., completing a slow memory request).
The kernel, invoked by the host, is executed by the device and it is written in standard C/C++ code.
The number of running blocks (gridDim), the number of threads of each block (blockDim), and the
amount of shared memory in bytes (nbytes) is specified by the kernel call that is invoked on the host
code with the following syntax:
Kernel <<< gridDim, blockDim, nbytes >>> (arg1, . . . , argn);
In order to perform a computation on the GPGPU, it is possible to move the data from the host memory
to the device memory and vice versa. By using the specific identifier of each block (blockIdx, which
provides the x, y coordinates of the block in the grid), its dimension (blockDim) and the identifier of each
thread (threadIdx, which provides the x, y, z coordinates for the thread within the block), it is possible to
differentiate both the data read by each thread and code to be executed. These variables are always acces-
sible within kernel functions. The organization of the data in data structures and data access patterns play
a fundamental role to the efficiency of the GPGPU computation. In particular, since the computational
model is (SIMD), it is important that each thread in a warp executes the same branch of execution. When
this condition is not satisfied (e.g., two threads execute different branches of a conditional construct) the
degree of concurrency typically decreases, as the execution of threads performing separate control flows
can be serialized. This is referred to as branch divergence, a phenomenon which has been intensely
analyzed within the High Performance Computing (HPC) community [52, 18, 27].
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2.3.3 Hierarchical Memory Organization
GPGPU and CPU devices are, in general, separate hardware units with physically distinct memories
connected by a system bus. Thus, in order for the device to execute some computation invoked by the
host and to return the results back to the caller, a data flow need to be enforced from the host memory to
the device memory and vice versa.
The device memory architecture is quite different from that of the host, in that it is organized in
several levels differing to each other for both physical and logical characteristics, such as location on the
chip, access times, scope and lifetime of the data. In greater details, the device memory is organized into
four different memory levels: (1) registers, (2) shared memory, (3) local memory, (4) global memory,
(5) constant memory, and (6) texture memory. The only two types of memory that actually reside on the
GPGPU chip are registers and shared memory. Local, global, constant, and texture memory all reside off
chip, with the difference that constant and texture memory are cached, while local and global memories
are not.
The data stored in the registers and in the local memory has a thread lifetime and visibility, while
shared memory data is visible to all threads within a block, and has thus the same lifetime of a block.
This is invaluable because this type of memory enables threads to communicate and share data between
one another. The data stored in the global memory has global visibility and lifetime, thus it is visible to all
threads within the application (including the host), and lasts for the duration of the host allocation. Local
memory is not a physical type of memory, but an abstraction of global memory. Its scope is local to the
thread, but residing off-chip makes it expensive to access to it. Such memory is used to hold automatic
variables. The compiler makes use of local memory when it determines that there is not enough register
space to hold the variable. Constant memory is a read-only memory and can be used rather than global
memory to reduce the required memory bandwidth, however, this performance gain can only be realized
when a warp of threads read the same location.Similar to constant memory, texture memory is another
variety of read-only memory on the device. When all reads in a warp are physically adjacent, using
texture memory can reduce memory traffic and increase performance compared to global memory.
Apart from lifetime and visibility, different memories have also different dimension, bandwidth, and
access times. A typical register access consumes zero clock cycles per instruction. However, delays can
occur due to read after write dependencies and bank conflicts (up to 24 clock cycles of latency). The
total amount of shared memory is 48KB, and 16KB are used for L1 cache. This size can be set to 16KB,
32KB or 48KB, with the remaining amount automatically used for L1 cache. Since shared memory
can be accessed by all threads, potential bottlenecks may arise when many threads attempt to access
it at the same time. To alleviate such issue, the shared memory is divided into 32 logical banks, with
successive sections of memory mapped to successive banks. There are 32 threads in a warp and exactly
32 shared memory banks. Since each bank serves exactly one request per cycle, multiple simultaneous
accesses to the same bank will result in bank conflicts. When there are no bank conflicts, shared memory
performance is comparable to register memory. The constant memory is limited to 64KB and, texture and
global memories are the slowest and largest memories accessible by the device, with access times ranging
from 300 to 600 clock cycles. Constant and texture memory are beneficial for only very specific types
of applications, where for instance data is organized in 2- or 3- dimensional arrays. Even if not cached,
global accesses covering a contiguous 64 bytes data are fetched at once.
While it is relatively simple to develop correct CUDA programs (e.g., by incrementally modifying
an existing sequential program), it is nevertheless challenging to design an efficient solution. Several
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factors are critical in gaining performance. The SIMT model requires active threads in a warp to be
executing the same instruction – thus, diverging flow paths among threads may reduce the amount of
actual concurrency. Memory levels have significantly different sizes and access times, different cache
behaviors are applied to different memory levels, and various optimization techniques are used (e.g.,
accesses to consecutive global memory locations by contiguous threads can be coalesced into a single
memory transaction). Thus, optimization of CUDA programs require a thorough understanding of the
hardware characteristics of the GPGPU being used.
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3
Exploiting the Structure of DCOPs
from Problem Modeling
This chapter introduces a novel Multi-Variable Agent (MVA) DCOP decomposition technique which ex-
ploits co-locality of each agent’s variables, allowing us to adopt efficient centralized techniques within
each DCOP agent. Additionally, it reduces the amount of communication required in several classes of
DCOP algorithms, and as we will show in section 5.3 it enables the use of hierarchical parallel models,
such as those based on GPGPUs. Our experimental results, on both random graph and structured net-
works, show that this MVA decomposition outperforms non-decomposed DCOP algorithms, in terms of
network load and scalability. Therefore, these results validate the hypothesis that one could exploit latent
structure of DCOPs, embedded into their model, to speed up their resolution.
This chapter is organized as follows: We first discuss the motivation for our work in section 3.1.
In section 3.2, we introduce our MVA decomposition, providing a description of how several classes of
DCOP algorithms are automatically handled by such technique. We thus, discuss the theoretical prop-
erties, related to correctness, completeness, and agent and space complexity, associated with the use of
this DCOP decomposition, in section 3.3, and present the experimental results in section 3.5. Finally we
provide a discussion on the ability of our MVA decomposition technique to enable the use of hierarchical
parallel models as byproduct, and conclude the chapter in section 3.6.
3.1 Motivations
The common resolution approach to DCOP solving is based on the assumption that each agent controls
exclusively a single variable of the problem. However, modeling many real-world problems as DCOPs
often require each agent to control a large number of variables. For instance, in a typical meeting schedul-
ing problem, agents representing different organizations should handle multiple meetings. Figure 3.1(a)
illustrates a scenario where agents control multiple variables, showing the constraint graph of a simple
DCOP with 2 agents a0 and a1, where each variable can be assigned the values 0 or 1. Figure 3.1(c)
shows the objective functions of the problem.
To cope with such restrictions, reformulation techniques are commonly adopted to transform a general
DCOP into one where each agent controls exclusively one variable. There are two commonly used refor-
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Figure 3.1: Example DCOP.
mulation techniques [14, 125]: (i) Compilation, where each agent creates a new pseudo-variable, whose
domain is the Cartesian product of the domains of all variables of the agent; and (ii) Decomposition,
where each agent creates a pseudo-agent for each of its variables. While both techniques are relatively
simple, they can be inefficient, as they ignore the structure present in the problem model. In compilation,
the memory requirements for each agent grow exponentially with the number of variables that it controls.
In decomposition, the DCOP algorithms will treat two pseudo-agents as independent entities, resulting in
unnecessary computation and communication costs.
Figure 3.2 shows a snippet of the messages sent by the AFB (introduced in section 2.1.4) agents in our
example DCOP of Figure 3.1 after a decomposition reformulation, where agent aji is the pseudo-agent
that controls variable xj of agent ai. We assume that the pseudo-agents are ordered as in Figure 3.1(b).
AFB requires 98 messages between pseudo-agents controlled by different agents (i.e., actual agent-to-
agent messages) and 60 messages between pseudo-agents controlled by the same agent (i.e., internal
agent messages). Using such reformulation, each pseudo-agent has to obey the assumptions made in
section 2.1.3, which apply to the agents’ coordination process, even when the pseudo-agents associate
to variables controlled by the same agent. This process thus, under-exploits the information regarding
the global state of the variables controlled by an agent, both within the internal communication, and in
the agent-to-agent knowledge propagation as the latter relates on the agents internal state. For instance,
when using such decomposition technique, bound propagation in search-based algorithms cannot exploit
co-locality of the variables within an agent; this results in decoupling the variable’s domain information
which may in turn result in propagating weak bounds.
Therefore, we hypothesize that by exploiting the information encoded in the distributed constraint
optimization model DCOP algorithms can reduce the time of the resolution process, as well ensure a
more efficient network load.
To validate this hypothesis we propose a DCOP Multiple-Variable Agents (MVA) problem decompo-
sition that defines a clear separation between the distributed DCOP resolution and the centralized agent
sub-problem resolution. This separation exploits co-locality of agent’s variables, allowing the adoption of
efficient centralized techniques to solve agent sub-problems. The distributed agents coordination problem
is solved independently by the resolution of the agent sub-problems, and achieved by employing a global
DCOP algorithm. Importantly, the proposed decomposition does not lead to any additional privacy loss.
Furthermore, we show that the MVA framework naturally enables the use of different centralized and
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Sender Message Type Receiver Message Content
a00 [CPA MSG] a
1
0 [0 - - - -] (0)
a00 [FB CPA] a
1
0, a
2
0, a
3
1, a
4
1 [0 - - - -] (0)
a10 [FB ESTIMATE] a
0
0 (7)
a10 [CPA MSG] a
2
0 [0 0 - - -] (7)
a00 [FB CPA] a
2
0, a
3
1, a
4
1 [0 0 - - -] (7)
a20 [FB ESTIMATE] a
0
0 (9)
a20 [FB ESTIMATE] a
1
0 (14)
a20 [CPA MSG] a
3
1 [0 0 0 - -] (21)
a20 [FB CPA] a
3
1, a
4
1 [0 0 0 - -] (21)
a31 [FB ESTIMATE] a
0
0, a
1
0, a
2
0 (7)
a31 [CPA MSG] a
4
1 [0 0 0 0 -] (28)
a31 [FB CPA] a
4
1 [0 0 0 0 -] (28)
a31 [FB ESTIMATE] a
0
0, a
1
0, a
2
0 (2)
a41 [NEW SOLUTION] a
0
0, a
1
0, a
2
0, a
3
1 [0 0 0 0 0] (35)
. . . . . . . . .
Figure 3.2: Partial Trace of AFB after Decomposition.
distributed solvers in a hierarchical and parallel way [36, 37].
To illustrate the generality of the proposed framework we explore the use of two centralized solvers,
Depth-First Branch and Bound (DFBnB) [11, 89] and Gibbs Sampling [38], to solve the agents’ local
subproblems. For the global coordination, we consider three representative DCOP algorithms: Asyn-
chronous Forward Bounding (AFB) [39], as an example of a search algorithm, Distributed Pseudo-tree
Optimization Procedure (DPOP) [96], as an example of an inference algorithm, and Distributed Gibbs
(D-Gibbs) [84], as an example of a sampling algorithm.
3.2 MVA Decomposition
We now introduce our Multiple Variable Agent (MVA) decomposition for DCOPs. We first introduce
some concepts employed by our decomposition, and hence describe the MVA framework.
3.2.1 Notation and Definitions
Given a DCOP P = (A,X,D,F, α), defined as in section 2.1.2, we introduce the following concepts.
Definition 5 (Local Variables). For each agent ai∈A, Li={xj ∈ X |α(xj)=ai} is the set of variables
under the control of agent ai, referred to as its local variables.
Definition 6 (Boundary Variables). For each agent ai∈A, Bi={xj ∈Li | ∃xk∈X∧∃fs∈F : α(xk) 6=
ai ∧ {xj , xk}⊆xs} is the set of its boundary variables.
In other words, a variable of an agent ai is said boundary if it appears in the scope of an objective
function which involves variables controlled by different agents. Note that, the actions to determine the
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Figure 3.3: MVA Execution Flow Chart.
values of such variables are not dictated solely by the agent’s decisions, but they requ re some coordina-
tion among different agents.
Definition 7 (Local Constraint Graph). For each agent ai∈A, its local constraint graph Gi=(Li, EFai )
is a subgraph of the constraint graph GP , where Fai ={fj ∈F | xj⊆Li}.
In other words, the local constraint graph of an agent ai is the subgraph of GP that includes the
local variables of agent ai and the constraints whose scopes include exclusively such local variables. In
Figure 3.1(a), L0 ={x0, x1, x2}, L1 ={x3, x4}, B0 ={x0}, B1 ={x3}.
We use σ(xi, k)∈Di to denote the kth value assignment to variable xi.
Next, we describe how the MVA decomposition is applied to solve a general DCOP, exploiting the
combination of decentralized DCOP algorithms, off-the-shelf centralized solvers, and their GPGPU par-
allel versions.
3.2.2 Description of the MVA Decomposition
In the MVA decomposition, a DCOP problem P is decomposed into |A| subproblems Pi=(Li, Bi,Fai),
where Pi is associated to agent ai ∈ A. In addition to the decomposed problem Pi, each agent receives:
• The global DCOP algorithm PG, which is common to all agents in the problem and defines the
agent’s coordination protocol and the behavior associated to the receipt of a message;
• The local algorithm PL, which can differ between agents and is used to solve the agent’s subprob-
lem.
Figure 3.3 shows a flow chart illustrating the four conceptual phases in the execution of the MVA
framework for each agent ai:
• Phase 1—Wait: The agent waits for a message to arrive. If the received message results in a new
value assignment σ(xr, k) for a boundary variable xr ofBi, then the agent will proceed to Phase 2.
If not, it will proceed to Phase 4.
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• Phase 2—Check: The agent checks if it has performed a complete new assignment for all its
boundary variables, indexed with k ∈ N, which establishes an enumeration of the boundary vari-
ables’ assignments. If it has, then the agent will proceed to Phase 3, otherwise it will return to
Phase 1.
• Phase 3—Local Optimization: When a complete assignment is given, the agent passes the control
to a local solver, which solves the following problem:
Minimize :
∑
fj∈Fai
fj(x
j) (3.1)
Subject to : xr = σ(xr, k) ∀xr ∈ Bi (3.2)
Solving this problem results in finding the best assignment for the agent’s local variables given the
particular assignment for its boundary variables. Notice that the local solver PL is independent
from the DCOP structure and it can be customized based on the agent’s local requirements. Thus,
agents can exploit a number of techniques for their local problem resolution. There exists a large
number of off-the-shelf solvers developed through decades of research in various fields that can
solve Constraint Optimization Problems. For example, such problems can often be formulated as
linear programs and solved using solvers that have been honed by the operations research commu-
nity [22, 23]; one can use constraint programming techniques, such as consistency maintenance
procedures [26]; or they can be reformulated as optimization problems on graphical models [118]
and solved using machine learning techniques [64, 40]. One can even exploit novel hardware plat-
forms, such as GPGPUs, to parallelize such solvers [108, 17, 16].
Once the agent solves its subproblem, it proceeds to Phase 4.
• Phase 4—Global Optimization: The agent processes the new assignment as established by the
DCOP algorithm PG, executes the necessary communications, and returns to Phase 1. The agents
can execute these phases independently of one another because they exploit the co-locality of their
local variables without any additional privacy loss, which is a fundamental aspect in DCOPs [43].
In addition, the local optimization process can operate on m ≥ 1 combinations of value assignments
of the boundary variables, before passing control to the next phase. This is the case when the agent
explores m different assignments for its boundary variables in Phases 2 and 3. These operations are
performed by storing the best local solution and their corresponding costs in a cost table of size m, which
we call MVA TABLE. Thus it can be seen as a cache memory. The minimum value of m depends on the
choice of the global DCOP algorithm PG. For example, for common search-based algorithms such as
AFB, it is 1, while for common inference-based algorithms such as DPOP, it is exponential in size of the
separator set.
Figures 3.4(b) and 3.4(c) show the MVA TABLES of the two agents in our example DCOP withm=2,
and Figure 3.4(a) reports the constraint table for their boundary variables. Using the MVA decomposition,
each agent computes only the necessary rows of the table on demand. Figure 3.5 shows the messages sent
by agents in our example DCOP with the MVA framework. In total, AFB requires only 13 messages
(compared to 98 messages with the decomposition reformulation) between agents. Additionally, since
the local subproblem of each agent is solved using a local search engine, the agents do not need to send
any internal agent messages (compared to 60 messages with the decomposition reformulation).
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x0 x3 Costs
0 0 7
0 1 10
1 0 2
1 1 3
(a) Constraint Table of
Boundary Variables
x0 Best Local Solutions Costs
0 [x1 = 1, x2 = 0] 19
1 [x1 = 1, x2 = 1] 7
(b) a0’s MVA TABLE
x3 Best Local Solutions Costs
0 [x4 = 0] 7
1 [x4 = 0] 2
(c) a1’s MVA TABLE
Figure 3.4: MVA TABLES.
3.2.3 Local Optimization
We use Depth First Search Branch and Bound (DFBnB) and Gibbs as representative complete and incom-
plete algorithms for the local optimization process within each agent. DFBnB is correct and complete,
thus, it does not affect correctness and completeness of the global complete DCOP algorithms used dur-
ing agents coordination (see Theorem 1). In addition, it allows us to exploit the problem structure by
bound propagation. Gibbs provides quality guarantees and can be used in combination with D-Gibbs to
provide good approximated solutions (see Theorem 4).
Without loss of generality, in the following description, we assume that all variables xi ∈ Li have the
same domains, denoted to as Di.
Depth First Search Branch and Bound
Depth First Search Branch and Bound (DFBnB) [11, 89] is a classic complete search algorithm that
explores the variables’ values in a depth-first order. DFBnB uses an upper bound α on the optimal final
cost, whose initial value can be infinity. Starting at the root node (which corresponds to the first variable
in the problem, according to a given ordering), DFBnB selects a value for the next variable in the order
to examine next. When all the variables are assigned, meaning that DFBnB is exploring a leaf node, the
algorithm revises the upper bound if the cost of the current solution is less than the current upper bound
α. When DFBnB is exploring an internal node n, it compares the cost of the current partial solution with
the current upper bound α. If such cost is greater than or equal to α, then any possible solution with the
same partial assignments from the root node up to node n can be pruned. The reason is because node
costs are non-decreasing along a path from the root, so that no descendent of a node n will have a cost
smaller than n’s cost. Otherwise, n is expanded, generating all its child nodes. The process continues
until no more nodes can be expanded.
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Sender Message Type Receiver Message Content
a0 [CPA MSG] a1 [0 1 0 - -] (19)
a0 [FB CPA] a1 [0 1 0 - -] (19)
a1 [FB ESTIMATE] a0 (9)
a1 [NEW SOLUTION] a0 [0 1 0 0 0] (33)
a1 [NEW SOLUTION] a0 [0 1 0 1 0] (31)
a1 [CPA MSG] a0 [0 1 0 - -]
a0 [CPA MSG] a1 [1 1 0 - -] (7)
a0 [FB CPA] a1 [1 1 0 - -] (7)
a1 [FB ESTIMATE] a0 (4)
a1 [NEW SOLUTION] a0 [1 1 0 0 0] (16)
a1 [NEW SOLUTION] a0 [1 1 0 1 0] (12)
a1 [CPA MSG] a0 [1 1 0 - -]
a0 [TERMINATE] a1
Figure 3.5: Complete trace of MVA-AFB.
Gibbs Sampling
The Gibbs sampling algorithm [38] is a Markov chain Monte Carlo algorithm that can be used to approx-
imate joint probability distributions. It generates a Markov chain of samples, each of which is correlated
with previous samples. Suppose we have a joint probability distribution P (z1, z2, . . . , zn) over n vari-
ables, which we would like to approximate. Algorithm 1 shows the pseudocode of the Gibbs algorithm,
where each variable zti represents the t-th sample of variable zi. The algorithm first initializes z
0
i to any
arbitrary value of variable zi (lines 1-3). Then, it iteratively samples zti from the conditional probability
distribution assuming that all the other n − 1 variables take on their previously sampled values, respec-
tively (lines 4-8). This process continues for a fixed number of iterations or until convergence, that is, the
joint probability distribution approximated by the samples do not change. It is also common practice to
ignore a number of samples at the beginning as it may not accurately represent the desired distribution.
Once the joint probability distribution is found, one can easily identify that a complete solution with the
maximum likelihood.
Algorithm 1: GIBBS(z1, . . . , zn)
1 for i = 1 to n do
2 z0i ← INITIALIZE(zi)
3 for t = 1 to T do
4 for i = 1 to n do
5 zti ← SAMPLE(P (zi | zt1, . . . , zti−1, zt−1i+1 , . . . , zt−1n ))
While the Gibbs algorithm is designed to solve the (maximum a posteriori) MAP estimation problem,
it can also be used to solve DCOPs in a centralized manner by mapping MAP estimation problems to
DCOPs [84]. If the probabilities in the MAP estimation problem is defined according to the DCOP utility
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functions as shown below
P (x1, . . . , xn) =
1
Z
∏
fi∈F
exp[fi(xk | xk ∈ Si)] (3.3)
=
1
Z
exp
[ ∑
fi∈F
fi(xk | xk ∈ Si)
]
(3.4)
then a solution to the MAP estimation problem is also a solution to the DCOP.
3.3 Theoretical Results
In this section, we prove the correctness and completeness of the MVA framework when both the global
DCOP algorithm PG and the local algorithm PL are correct and complete. We provide bounds for the
additional space requirement and for the network load of the MVA framework with respect to the global
DCOP algorithm adopted. Finally, we prove the equivalence of the MVA decomposed D-Gibbs sampling
process and the (non MVA-decomposed) D-Gibbs algorithm.
Theorem 1. The MVA framework with PG and PL is correct and complete if and only if PG and PL are
both correct and complete.
Proof. Let Ω∗ be the set of complete optimal solutions of a DCOP instance P , and let us denote with Ω∗|S
as the set of all assignments for the variables in S that can be extended to a complete optimal solution for
P . Given a solution x for the problem P, let us also denote to x|S as for the projection of values of x to
the variables of the set S.
Soundness: Let us prove the forward direction for soundness. Assume that the combination PG
and PL with the MVA framework is correct and that it finds an optimal complete solution x∗ ∈ Ω∗.
Now assume that PG is not correct. Then, an agent ai might not explore the combination of values
〈vi1, . . . , vibi〉 ∈ x∗ for its boundary variables xij ∈ Bi (j = 1, . . . , bi), which contradicts the assumption
that the MVA framework finds the optimal complete solution V∗. Therefore, PG is correct. The argument
for PL is similar to that of PG. Assume that PL is not correct. Therefore, an agent ai might not explore
the combination of values 〈vibi+1, . . . , vili〉 for its non-boundary local variables xij ∈ Li \ Bi, (j =
bi + 1, . . . , li), which contradicts the assumption that the MVA framework finds the optimal complete
solution x∗. Therefore, PL is correct.
We now prove the backward direction for soundness. Assume that PG and PL are correct. Now as-
sume that their combination within the MVA framework results in finding a solution x 6∈ Ω∗. If
x|∪ai∈ABi ∈ Ω∗|∪ai∈ABi , then for some agent ai the combination of values x|Li\Bi for its non-boundary
local variables is such that x|Li\Bi 6∈ Ω∗|Li\Bi . This contradicts the assumption on the correctness of PL.
If x ∈ Ω∗|∪ai∈ALi\Bi , then for some agent the combination of values x|∪ai∈ABi for the problem boundary
variables is such that x|∪ai∈ABi 6∈ Ω∗|∪ai∈ABi . This contradicts the assumption on the correctness of PG.
Completness: Let us prove the forward direction for completness. Assume that the combination PG
and PL with the MVA framework is complete and that it finds all optimal complete solutions x∗ ∈ Ω∗.
Now assume that PG is not complete. Then, an agent ai might not explore the combination of values
〈vi1, . . . , vibi〉 ∈ x∗ for its boundary variables xij ∈ Bi (j = 1, . . . , bi), which contradicts the assumption
that the MVA framework is complete. Therefore, PG is complete. The argument for PL is similar to that
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of PG. Assume that PL is not complete. Therefore, an agent ai might not explore the combination of
values 〈vibi+1, . . . , vili〉 for its non-boundary local variables xij ∈ Li \ Bi, (j = bi + 1, . . . , li), which
contradicts the assumption that the MVA framework is complete. Therefore, PL is complete.
We now prove the backward direction for completness. Assume that PG and PL are complete. Now
assume that there is a solution x ∈ Ω∗ that is not explored by the MVA framework. If x|∪ai∈ABi ∈
Ω∗|∪ai∈ABi , then for some agent ai the combination of values x|Li\Bi for its non-boundary local vari-
ables is such that x|Li\Bi 6∈ Ω∗|Li\Bi . This contradicts the assumption on the completeness of PL. If
x ∈ Ω∗|∪ai∈ALi\Bi , then for some agent the combination of values x|∪ai∈ABi for the problem boundary
variables is such that x|∪ai∈ABi 6∈ Ω∗|∪ai∈ABi . This contradicts the assumption on the completeness of
PG.
Theorem 2. The additional space requirement for the MVA framework is O(M · l), where M is the max-
imal number of rows of MVA TABLE needed on demand by each agent ai and l = maxi∈{j | aj∈A} |Li|.
Proof. At each PL invocation, for each row of MVA TABLE needed on demand, each agent ai maintains
its value assignments for the boundary variables in O(|Bi|) space and stores the local search results in
O(|Li \Bi|) space. Therefore, the total space needed is
mi · (O(|Bi|+ |Li \Bi|) = mi ·O(|Li|)
= O(M · l)
Theorem 3. The message requirement for the MVA framework is of the same order-complexity of that of
PG.
Proof. As MVA emulates the message exchanging protocol adopted by PG, its message requirements follows the
same order-complexity, with respect to the number of agents of the DCOP.
Note that this message complexity is for the worst case where all local variables are boundary variables. In
problems with non-boundary local variables, the network load of search algorithms is often significantly
smaller with the MVA decomposition (= O(d|A|)) than with the Decomposition technique (= O(d|X|)).
See our example in Figures 3.2 and 3.5.
Theorem 4. The sampling processes of both MVA-DG (= the MVA framework with D-Gibbs as PG and
Gibbs as PL) and D-Gibbs converge to the same solution.
Proof. To show that both algorithms converge to the same solution, we need to show that the transition
matrices TM and TD, which describes the transition rules from state to state for MVA-DG and D-Gibbs,
respectively, are equivalent. Assume that TM 6= TD and consider the transition from a given state zt to
a state zt+1. In both algorithms, this transition depends on the sampling process for a variable xi ∈ X.
We have the following two cases:
Case 1: xi ∈ Bi for some agent ai ∈ A. Since MVA-DG uses D-Gibbs as PG, then both MVA-DG
and D-Gibbs perform the same process to sample values for variable xi. Thus, it trivially follows that
TM = TD.
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Case 2: xi ∈ Li \ Bi for some agent ai ∈ A. By assumption, the new state zˆt+1, produced by applying
transition matrix TM to zt, is such that zˆt+1 6= zt+1. Note that during the Gibbs sampling process
described by PL, the value for the variable xi is sampled according to the following:
PMVA-DG[d] = P (xi = d | xl ∈ Li \ {xi})
while in D-Gibbs, it is sampled according to the following:
PGibbs[d] = P (xi = d | xl ∈ X \ {xi})
Since xi shares constraints exclusively with other variables in Li, PMVA-DG[d] = PGibbs[d]. Thus, zˆt+1 =
zt+1, which contradicts the hypothesis that TM 6= TD.
Corollary 1. The MVA framework with D-Gibbs as the global DCOP algorithm and Gibbs as the local
search algorithm maintains the quality guarantees of both algorithms, that is, after N = 1α· number of
samples, the probability that the best solution found thus far xN is in the top α-percentile is at least 1− .
In other words,
PGibbs
(
xN ∈ Sα | N = 1
α · 
)
≥ 1− 
Additionally, the quality of the solution found approaches optimal as the number of samples N approaches
infinity. In other words,
lim
→0
PGibbs
(
xN ∈ Sα | N = 1
α · 
)
= 1
Corollary 1 is a direct consequence of Theorem 2 and Corollary 1 introduced by Nguyen, Yeoh, and
Lau [84].
3.4 Related Work
To the best of our knowledge, the only algorithm able to deal with agent subproblems without the use of
decomposition techniques is AdoptMVA [24], an extension of ADOPT [81]. The MVA decomposition
presented here allows the integration of any global DCOP coordination algorithm and any local optimiza-
tion procedure. As such, it subsumes AdoptMVA. Another line of work that solves subproblems in a
centralized manner can be found in the work on Partially Centralized (PC) DCOP algorithms [100, 116].
The main difference with our approach is that the subproblems defined by the MVA decomposition are
confined within the agents local variables, and therefore are privacy-preserving. In contrast, subprob-
lems solved by PC algorithms are defined over variables that can be owned by different agents, which is
undesirable in several application domains.
3.5 Experimental Evaluation
We evaluate our MVA decomposition with three global DCOP algorithms (AFB, DPOP, and D-Gibbs)
and two local centralized solvers (DFBnB and Gibbs).In addition to the lazy version (MVA-lazy) described
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in this paper, where agents solve their local subproblems on demand during the resolution process, we
also implemented an eager version (MVA-eager), where agents populate their complete MVA table in a
pre-processing step. We compare them against the Compilation and the Decomposition pre-processing
techniques on random graph and radar coordination instances. In our version of Compilation, agents
retain exclusively the solutions of the local problem, whose search space is explored via DFBnB. All
experiments are performed on an Intel i7 Quadcore 3.4GHz machine with 16GB of RAM. We report
runtime measured using the simulated time [111] metric as well as the number of external agent-to-
agent messages and internal agent messages. We impose a timeout of 600sec of simulated time and
a memory limit of 2GB. Results report the average over 50 runs, and are statistically significant with
p-values < 0.001.1
Random Graph Instances
We create an n-node network, whose local constraint graphs density pl1 produces b|Li|(|Li|−1)pl1c edges
among the local variables of each agent ai, and whose (global) density p
g
1 produces bb(b − 1)pg1c edges
among boundary non-local variables, where b is the total number of boundary variables of the problem.
Figures 3.6 – 3.11 show the results on these random graphs, where AFB and DPOP use DFBnB
as local solver, while D-Gibbs uses Gibbs. Dark (light) bars indicate the number of external (internal)
agent-to-agent messages, and lines indicate runtime, all in logarithmic scale (the smaller, the better). We
conducted six experiments, in each of which we set as default parameters for the number of agents |A|,
the number of local variables per agent |Li|, domain size of each variable |Di|, the densities pl1, pg1 and
constraint tightness p2 are respectively, 4, 6, 4, 0.6, 0.4, 0.4. For the first experiment, we vary the number
of agents |A| (Figure 3.6). For the second experiment, we vary the number of local variables per agent |Li|
(Figure 3.7). For the third experiment, vary the ratio |Bi|/|Li| (Figure 3.8). In this experiment, we build
a subgraph for each agent with pl1 = 0.6 and create as many inter-agent constraints as necessary to reach
the desired ratio. For the forth experiment, we vary the constraint density of the global constraint graph
pg1 (Figure 3.9). For the fifth experiment, we vary the constraint density of the local constraint graphs p
l
1
(Figure 3.10). Finally, for the sixth experiment, we vary the constraint tightness p2 (Figure 3.11). In all
the experiments, starting from the highest function arity, we transform each clique involving k variables
to a k-ary function with costs randomly chosen from [1, 1000]. We make the following observations:
• Unlike Decomposition, MVA and Compilation do not need internal agent communication since
agent subproblems are solved locally within each agent.
• The number of external messages required by each framework is similar for DPOP and D-Gibbs.
The reason is that both DPOP and D-Gibbs external messages number is linear in the number of
agents, and in the number of samples as well for D-Gibbs. Both of these factors are independent of
the number of local variables.
• AFB on MVA requires up to one order of magnitude fewer external messages compared to Com-
pilation, and several orders of magnitude fewer compared to Decomposition. The reason is that
AFB agents broadcasts messages to request for cost estimates and announce complete solutions.
These broadcasts occur more regularly with Decomposition and Compilation than with the MVA
decomposition.
• The number of messages and runtimes of both MVA versions are similar to each other, indicating
1t-test performed with null hypothesis: MVA-lazy-decomposed algorithms are faster than non-MVA-decomposed ones.
40 3. Exploiting the Structure of DCOPs from Problem Modeling
that agents in both versions ultimately construct the entire MVA table.
• At increasing of the number of local variables, the solving time for both decomposition and com-
pilation techniques increases exponentially, for both AFB and DPOP. In D-Gibbs, the compilation
technique ran out of memory even for all instances with more than 4 local variables per agent. In the
MVA framework the solving time increases roughly linearly with respect to the number of variables
of the problem. This observation holds for each global algorithm tested.
• The runtimes of the algorithms on MVA tend to their runtimes with Decomposition as the ratio of
boundary variables increases. When all variables are boundary variables (|Bi|/|Li|=1), AFB and D-
Gibbs are faster on MVA than with Decomposition, as the agents can solve their local subproblems
quicker with centralized algorithms; DPOP is slower on MVA due to overhead.
• The runtime of all algorithms on all decomposition techniques increases at the increasing of the local
constraint graph pl1 values, and at the increasing of the global constraint graph p
g
1 values. DPOP on
the Compilation decomposition fails to solve instances with pg1 greater than 0.5 due to memory
limitations.
• At increasing of the constraint tightness p2 (bigger values correspond to more permissive constraints)
MVA-eager becomes gradually faster than MVA-lazy on AFB, due to the overhead of the latter of
building the MVA-tables, which eventually will be completely explored by both decompositions.
For the other algorithms, the trends for the two MVA decompositions are similar.
• In general, all the algorithms are fastest on the MVA framework followed by with the Decomposition
and Compilation techniques.
In all our experiments we, in addition to the above results, we also measured the number of concurrent
constraint checks. Their value correlate to that of the simulated runtime with average value of 0.958 2.
Radar Coordination Instances
This problem models a set of radars, which collect real-time data on the location and importance of
atmospheric phenomena, and a set of controllers, which can operate on a subset of the radars [59]. Each
phenomenon is characterized by size and weight (i.e., importance). Radars have limited sensing ranges,
which determine their scanning regions. The goal is to find a radar configuration that maximizes the
utility associated with the scanned phenomena. Controllers are modeled as agents whose variables they
control are radars. The domain of each variable represents the scanning regions of a radar. The utilities
(which, in our case, are modeled as costs, taking negative values) are functions involving all radars that
may detect a given phenomenon.
In our experiments, radars are equally spaced onto a grid, and each controller coordinates 16 radars
(arranged in a 4×4 grid). Radars have four possible scanning directions, and phenomena are randomly
generated across the grid until the underling constraint graph results connected. Table 3.1 tabulates the
results. The first two rows report the grid configurations and the number of agents. We omit the results
for Compilation because it failed to solve any of the instances. We also omit results for D-Gibbs as it
cannot handle hard constraints. Similarly to the random graph instances, the MVA-based algorithms are
faster than Decomposition. Unlike random graph instances, AFB with MVA-lazy is up to one order of
magnitude faster than MVA-eager. AFB can successfully prune portions of the search space using the
hard constraints. As a result, AFB agents with MVA-lazy, in contrast to MVA-eager, do not need to
2Data obtained averaging the experiments at varying the number of agents, using Spearman correlation.
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configuration 8x4 8x8 12x8 16x8 20x8
# agents 2 4 6 8 10
MVA-lazy 11 213 3186 33212 42090
MVA-eager 732 10391 27549 77489 82637
Decomposition 213 108818 178431 timeout timeout
AFB-DFBnB simulated time (ms)
MVA-lazy 844 30312 225761 478955 timeout
MVA-eager 823 30396 225538 477697 timeout
Decomposition 61978 timeout timeout timeout timeout
DPOP-DFBnB simulated time (ms)
Table 3.1: Radar Coordination Instances.
construct the entire MVA table. DPOP with both MVA-lazy and MVA-eager have similar runtimes, as
DPOP does not perform any pruning being based on dynamic programming.
3.6 Summary
This chapter introduced the MVA decomposition for DCOPs with multi-variable agents. This decompo-
sition defines a clear separation between the distributed agent coordination and the centralized agent sub-
problem resolution, while preserving agent privacy. This separation allows the use of efficient centralized
solvers to solve agent subproblems as well as the use, for different agents, of potentially different solvers
designed to exploit domain-specific properties. Experimental results show that the use of MVA speeds
up several DCOP algorithms, by up to several orders of magnitude, and reduces their communication re-
quirements with respect to existing techniques. These results experimentally validate the hypothesis that
exploiting latent structure embedded into the general DCOP model, can speed up the resolution process.
An interesting property of our MVA decomposition is that it naturally enables the DCOP resolution
process to the use of hierarchical parallel solutions. Such property is motivated by the observation that the
search for the best local solution for each row of the MVA TABLE is independent of the search for another
row and, as such, they can be performed in parallel. Such hierarchical parallel model could to further
speed up the local optimization process, thus reducing the overall DCOP solving time. This observation
finds a natural fit for SIMT processing. We have exploited this property of the MVA decomposition to
speed up the resolution approach of a particular class of sampling algorithms, which we will detail in
section 5.3.
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Figure 3.6: Random Graph instances for AFB-DFBnB (top), DPOP-DFBnB (center), and D-Gibbs-Gibbs
(bottom), at varying of the number of agents A. Dark (light) bars indicate the number of external (inter-
nal) agent-to-agent messages, and lines indicate runtime, all in logarithmic scale (the smaller, the better).
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Figure 3.7: Random Graph instances for AFB-DFBnB (top), DPOP-DFBnB (center), and D-Gibbs-Gibbs
(bottom), at varying of the number of local variables Li. Dark (light) bars indicate the number of external
(internal) agent-to-agent messages, and lines indicate runtime, all in logarithmic scale (the smaller, the
better).
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Figure 3.8: Random Graph instances for AFB-DFBnB (top), DPOP-DFBnB (center), and D-Gibbs-Gibbs
(bottom), at varying of the ratio |Bi|/|Li|. Dark (light) bars indicate the number of external (internal)
agent-to-agent messages, and lines indicate runtime, all in logarithmic scale (the smaller, the better).
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Figure 3.9: Random Graph instances for AFB-DFBnB (top), DPOP-DFBnB (center), and D-Gibbs-Gibbs
(bottom), at varying of the global constraint graph density pg1. Dark (light) bars indicate the number
of external (internal) agent-to-agent messages, and lines indicate runtime, all in logarithmic scale (the
smaller, the better).
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Figure 3.10: Random Graph instances for AFB-DFBnB (top), DPOP-DFBnB (center), and D-Gibbs-
Gibbs (bottom), at varying of the local constraint graph density pl1. Dark (light) bars indicate the number
of external (internal) agent-to-agent messages, and lines indicate runtime, all in logarithmic scale (the
smaller, the better).
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Figure 3.11: Random Graph instances for AFB-DFBnB (top), DPOP-DFBnB (center), and D-Gibbs-
Gibbs (bottom), at varying of the constraint tightness p2. Dark (light) bars indicate the number of external
(internal) agent-to-agent messages, and lines indicate runtime, all in logarithmic scale (the smaller, the
better).
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4
Exploiting the Structure of DCOPs
during Problem Solving
This chapter introduces Branch Consistency (BrC), and Distributed Large Neighboring Search (D-LNS),
two DCOP solving strategies which adapt centralized reasoning techniques to speed up the DCOP res-
olution by exploiting the structure of DCOPs in orthogonal ways. The first, is a type of consistency
that applies to paths in pseudo-trees, and it is aimed to prune the search space and to reduce the size
of the messages exchanged among agents by actively exploiting the hard constraints of the problem.
The second, is a local search framework for DCOPs which builds on the strengths of centralized Large
Neighboring Search (LNS) [55], a centralized meta-heuristic that iteratively explores complex neighbor-
hoods of the search space to find better candidate solutions. D-LNS can exploit problem structure from
domain-dependent knowledge, and it inherently uses insights from the CP techniques to take advantage
on the presence of hard constraints, to further enhance runtime and solution quality of the problem be-
ing solved. Our experimental results show that BrC enforces a more effective pruning than those based
on domain-consistency, guaranteeing optimality, and leading enhanced efficiency and scalability. Fur-
thermore, D-LNS based algorithms converge faster to better solutions, compared to other incomplete
algorithms, and provide tighter solution quality bounds. Therefore, these results validate the hypothesis
that centralized reasoning can be adapted to exploit the structure of DCOPs during problem solving to
enhance the DCOP solving efficiency.
This chapter is structured as follows: We first describe the motivations for our two solving strategies
in section 4.1, we thus detail the description of BrC in section 4.2, and therein introduce BrC-DPOP, an
algorithm that exploits BrC to reduce the size of the messages exchanged by the agents during problem
solving. section 4.3 introduces the D-LNS framework as well as two D-LNS based algorithms charac-
terized by the ability to exploit domain dependent structure, low network usage, and low computational
complexity per agent. In each of the latter two sections we report the description of the algorithms, a
theoretical analysis on the relevant properties exposed by the two solving strategies, and the experimental
results. Finally, we conclude with our summary, presented in section 4.4.
4.1 Motivations
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4.1.1 Hard Constraints
Many real-world distributed constraint optimization models require the use of hard constraints to avoid
considering infeasible solutions (see, e.g., http://www.csplib.org for an extensive list of problem
domains). Several works from the DCOP community have recognized the importance of hard constraints
to reduce the size of the search space and/or reduce the message size exchanged by the agents [50,
63]. However, they are limited in exploiting relational information expressed in form of tables and/or
associated to the form of domain consistency, which may result in arbitrarily poor pruning. Thus, we
hypothesize that by using insights from the centralized constraint reasoning community, DCOP agents can
actively exploit hard constraints in a distributed fashion to enforce a more effective pruning, increasing the
efficiency of the network load and reducing the time of the resolution process. To verify such hypothesis
we propose a novel type of consistency, called Branch Consistency (BrC), that applies to paths in pseudo-
trees [35]. Such form of consistency enforces a more effective pruning than those based on domain-
consistency, guaranteeing optimality, and leading enhanced efficiency and scalability. We have applied
such form of consistency to reduce the space explored by DPOP agents, and consequentially reduce
the size of the messages exchanged, resulting in a new algorithm, called BrC-DPOP and introduced in
section 4.2. Importantly, BrC-DPOP agents can effectively exploit the information encoded in the hard
constraints of the problem, reducing their message size, and without incurring in any additional privacy
loss.
4.1.2 Large, Complex Problems
In many cases, the coordination protocols required for the complete resolution of DCOPs demand a
vast amount of resources and/or communication, making them infeasible to solve real-world complex
problems. Since finding optimal DCOP solutions is NP-hard, incomplete algorithms are often necessary
to solve large interesting problems. Desirable properties of good incomplete DCOP algorithms include, (i)
to quickly converge to good local minima; (ii) to be anytime; and (iii) to provide guarantees on solutions
quality. Being in a distributed setting, they are also required to exhibit low resources usage (i.e., network
load and bandwidth). We hypothesize that such properties can be obtained by capitalizing on the strengths
of a local search strategy widely adopted within the centralized constraint reasoning community: the
Large Neighboring Search (LNS) [55]. To validate such hypothesis we propose the Distributed Large
Neighboring Search (D-LNS) framework [32], which solves DCOPs by building on the strengths of
centralized LNS. The resulting framework has several qualities: It provides quality guarantees by refining
both upper and lower bounds of the solution found during the iterative process; It is anytime; and it
inherently uses insights from the CP techniques to take advantage on the presence of hard constraints. To
illustrate the generality of the proposed framework we introduce two novel distributed search algorithms
in section 4.3, built within D-LNS, characterized by the ability to exploit problem structure, low network
usage, and low computational complexity per agent.
4.2 Branch Consistency to Exploit Hard Constraints
This section introduces Branch Consistency (BrC), a new form of local consistency that applies to vari-
ables ordered in a pseudo-tree. BrC can be viewed as a weaker version of path consistency [82] tailored
to variables within the same branch of the pseudo-tree, and where each agent can only communicate
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Figure 4.1: Example DCOP
exclusively with neighboring agents, and thus, BrC is suitable to be applied to DCOPs. In addition we
propose a novel variant of DPOP, called Branch-Consistency DPOP (BrC-DPOP), that takes advantage
of the hard constraints present in the problem to prune the search space by enforcing Branch Consistency.
The effect of enforcing this consistency in DPOP is that of generating smaller UTIL tables, and thus to
effectively reduce the size of the messages exchanged among agents, up to several order of magnitude, as
shown in our experimental evaluation in section 4.2.5
Through the section, we will use the example DCOP shown in Figure 4.1, to illustrate the effect of
enforcing BrC in the size of messages exchanged by BrC-DPOP agents. Figure 4.1(a) shows the con-
straint graph of a simple DCOP with five agents, ai, with i = 1, . . . , 5, each owning exactly one variable
xi. The domain of each variable is the set {0, 1, 2, 3}. Figure 4.1(b) shows one possible pseudo-tree for
the problem, where the agent a1 has one pseudo-child, a5 (the dotted line is a backedge). Figure 4.1(c)
describes few value combinations of the utility function associated with the constraint f15.
4.2.1 Notation and Definitions
We now introduce the concept of Branch Consistency and some related notions adopted by our proposed
algorithm. We restrict our attention to unary and binary utility functions and refer to unary constraints
as fii and binary constraints as fij to denote the fact that their scope is {xi} ⊆ X and {xi, xj} ⊆ X,
respectively. We assume at most one constraint between each pair of variables, thus making the order
of variables in the scope of a constraint irrelevant. To simplify notation, we also assume that each agent
controls exactly one variable, and thus, use the terms “variable” and “agent” interchangeably.
Definition 8 (Consistency Graph). The consistency graph of a DCOP P = (A,X,D,F, α) is G¨P =
(V,E) where V = {(i, k) |xi ∈ X, k ∈ Di} and E = {〈(i, r), (j, c)〉 | r ∈ Di, c ∈ Dj , fij ∈ F, (r, c) ∈
fij}.
The consistency graph of a DCOP is useful to visualize the values for pairs of variables which are
consistent given the constraint of the problem.
Example 1. Consider the DCOP of Figure 4.1 with domains for the variables xi, (i= 1, . . . , 5) being
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Di = {0, 1}. Then the consistency graph G¨= (V,E) with V = {(i, j)} with i= 1, . . . , 5, and j= {0, 1},
and E={〈(1, 0), (2, 1)〉, 〈(1, 1), (3, 0)〉, 〈(3, 0), (4, 0)〉, 〈(3, 1), (4, 1)〉, 〈(4, 0), (5, 0)〉, 〈(4, 1), (5, 1)〉}
Definition 9 (Linear Ordering). Given a pseudo-tree TP associated with a DCOP P , we define a linear
ordering ≺ on its variables: xi ≺ xj if and only if xj ∈ Pai . Similarly, xi  xj if and only if xj ∈ Cai .
We denote with  (and ) the reflexive closure of ≺ (and ), and with ∗≺ (and ∗, ∗, ∗) the transitive
closure of ≺ (and , ,  ).
A linear ordering defines a precedence relation over the variables of a DCOP and it is useful to
determine paths from ancestors variables to successors variables, and vice versa, traversing exclusively
tree edges.
Example 2. Consider the pseudo-tree of the DCOP in Figure 4.1(b). It can be observed that x5 ≺ x4,
x4 ≺ x3, and x5
∗ x3, however x2 6
∗ xi, with i = 3, 4, 5.
Definition 10 (Branch Consistency (for pair of values)). A pair of values (r, c)∈ Di×Dj of two variables
xi, xj that share a constraint fij is branch consistent (BrC) if and only if for any sequence of variables
(xi=xk1 , . . . , xkm =xj), such that fkpkq ∈ F, where p ≤ q ≤ p+ 1, and xk1· · ·xkm , there exists a
tuple of values (r=vk1 , . . . , vkm = c) such that vkq ∈ Dkq and (vkp , vkq ) ∈ fkpkq , for each 1 ≤ q ≤ m
and p ≤ q ≤ p+ 1.
Example 3. Consider the DCOP of Figure 4.1 with domains for the variables x3, x4, and x5 being
D3 = {0, 1}, D4 = {1, 2}, D5 = 0, 1, 2. The pair of values (1, 1) for the variables x3 and x5 is
BrC, while the pair of values (0, 2) is not BrC because neither 〈(3, 0), (4, 1)〉 nor 〈(3, 0), (4, 2)〉 can be
extended to the value of (5, 2) satisfying both f34 and f45.
Definition 11 (Branch Consistency). A DCOP is branch consistent (BrC) if and only if for any pair of
variables (xi, xj) with xi  xj and any (u, v) ∈ fij , (u, v) is branch consistent.
Definition 12 (Value Reachability Matrix). Given a DCOP, the Value Reachability Matrix (VRM) Mij
of two variables xi and xj of X, with xi
∗xj , is a binary matrix of sizeDi×Dj , where Mij [r, c]=1 if and
only if there exists at least one sequence of variables (xi=xk1 , . . . , xkm =xj), such that xk1· · ·xkm ,
and a tuple of values (r= vk1 , vk2 , . . . , vkm = c) such that vkp ∈ Dkp and (vkp , vkq ) ∈ fkpkq , for each
1 ≤ q ≤ m and p ≤ q ≤ p+ 1.
A VRM Mij between variables xi and xj represents the pair of values that can be extended along the
linear ordered paths between xi and xj .
Example 4. Consider the DCOP of Example 3. The VRM M35 of variables x3 and x5 is:
M35 =
[
0 0 0
0 1 0
]
Proposition 1. For each variable xi, xj , and xk, the regular product of two VRMs Mik and Mkj is a
VRM Mij = Mik ×Mkj , where each entry (r, c) of Mij is given by
Mij [r, c] = min
1,
|Dk|∑
l=1
Mik[r, l] ·Mkj [l, c]

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The regular product of two VRMs is defined as the regular product of two general matrices, where all
the resulting entries greater or equal than 1 are reduced to 1.
Proposition 2. For each variable xi and xj , the entrywise product of two VRMs Mij and Mˆij is a VRM
M ′ij = Mij ◦ Mˆij , where each entry (r, c) of M ′ij is given by
M ′ik[r, c] = Mij [r, c] · Mˆij [r, c]
The entrywise product of two VRMs is defined as the entrywise product of two general matrices.
Definition 13 (Valid pair). Given a VRM Mij , a pair of values (r,c) is a valid pair if and only if
Mij [r, c] = 1.
Proposition 3. If fij ∈ F, then Mij is branch consistent (BrC) if and only if all its valid pairs are branch
consistent. If fij /∈ F, then Mij is branch consistent if and only if it is a regular product of branch
consistent VRMs.
4.2.2 BrC-DPOP
We now describe BrC-DPOP, an algorithm which builds on DPOP, and that makes use of the concepts
introduced in the previous section to prune unfeasible portions of the search space, exploiting the hard
constraints of the problem.
High-Level Algorithm Description
We first illustrate the high-level structure of BrC-DPOP on the example DCOP shown in Figure 4.1.
BrC-DPOP consists of the following phases:
• Pseudo-tree Generation Phase: Similarly to the Pseudo-tree Generation Phase of DPOP, in this
phase the agents coordinate the construction of a pseudo-tree.
• Path Construction Phase: In this phase, each agent builds the VRMs associated with the constraints
involving its variables along with the structures describing the paths between pseudo-parents and
pseudo-children. Figure 4.2(a) shows the VRMs (in a consistency graph representation); we do not
show the soft constraint between variables x1 and x5 as it allows every value combination of the two
variables.
• Arc Consistency Enforcement Phase: In this phase, the agents enforce arc consistency in a dis-
tributed manner. At the end of this phase, each agent has the updated VRMs shown in Figure 4.2(b).
Arc consistency causes the removal of exactly two values from the domain of each variable of the
DCOP: values 0 and 3 from D1, 0 and 1 from D2, and 2 and 3 from D3, D4, and D5.
• Branch Consistency Enforcement Phase: In this phase, the agents enforce branch consistency in a
distributed manner. In our example, branch consistency needs to be enforced for the pairs of values
of variables x1 and x5 only. The values for all other pairs of variables are already branch consistent.
Agent a1 starts this process by sending a message containing VRM M11 to its child a3 (since a5
is in the subtree rooted at a3). Once agent a3 receives the message, it computes the VRM M31 by
multiplying its VRM M31 with the VRM M11 just received, and sends a message containing this
VRM to its child a4. Agent a4 repeats this process by multiplying its VRM M43 with the VRM
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Figure 4.2: BrC-DPOP Example Trace
M31, resulting in VRM M41, which it sends to its child a5. This process repeats until agent a5
computes the VRM M51, after which it knows its set of reachable values in x5 for each value in x1.
Figure 4.2(c) shows the VRMs.
• UTIL and VALUE Propagation Phases: This phase is identical to the corresponding UTIL and
VALUE propagation phases of DPOP, except that each agent constructs a UTIL table that contains
utilities for each combination of unpruned values of variables in its VRMs. In our example, agent
a5 is able to project out its variable x5 and construct its UTIL table, shown in Figure 4.2(d). Note
that the UTIL table consists of only 3 utilities, both before and after projection. In contrast, DPOP’s
UTIL table consists of 43 = 64 utilities before projection and 42 = 16 utilities after projection.
Messages and Data Structures
During the execution of BrC-DPOP, each agent ai maintains the following data structures, where the first
three are used in the arc consistency phase and the last two are used in the branch consistency phase.
• The set of hard constraints Hˆi = {fij ∈ Hi | ai
∗ aj} to check for consistency.
• The set of VRMs Mˆi = {Mˆij | fij ∈ F, aj
∗ ai}, which includes the VRMs for each parent and
pseudo-parent aj .
• The flag fixedi for each agent ai, which is initialized to true. It indicates weather agent ai has reached
a fixed point in the arc consistency phase.
• The set of VRMs Mi = {Mij | aj ∈ sep(ai)}, which includes the VRMs for each agent aj in the
separator set of the agent ai.
• The set of paths Pathsai = {(as
aj ad) | aj ∈ Cai , as
∗ ai  aj
∗ ad}, which the agent uses to
send updated VRMs in the branch consistency phase. Each path (as
aj ad) indicates that there is
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Algorithm 2: BRC-DPOP
1 Pseudo-tree-Generation-Phase( )
2 Path-Construction-Phase( )
3 AC-Propagation-Phase( )
4 BrC-Propagation-Phase( )
5 UTIL-and-VALUE-Phases( )
a branch in the pseudo-tree from as to ad that traverses ai and its child aj . This data is needed by
agent ai to know which child it should send its updated VRM to, if the VRM originated from agent
as. For instance, in our example trace, agent a1 knows to send its VRM to its child a3 and not a2.
To preserve privacy, the information about the destination agent ad can be omitted from each path.
Each agent thus maintains only (as
aj ?), which is sufficient to ensure correctness.
In addition to the UTIL and VALUE messages used in the UTIL and VALUE propagation phases,
each agent ai uses the following types of messages, where the first two are used in the arc consistency
phase, while the last two in the branch consistency phase:1
• [AC]↑i (D′j ,fixedi), which is sent from an agent ai to an agent aj
∗ ai such that fij ∈ Hi. It contains
a copy of the domain of the variable xj , D′j , updated with the changes caused by the propagation of
the constraints in Hˆi, and a flag, fixedi, which denotes whether changes have occurred in the domain
of some variable in the subtree rooted at ai during the last iteration of the AC↑ messages.
• [AC]↓i (Di), which is sent from an agent ai to the agents aj
∗≺ ai such that fij ∈ Hi. It contains a
copy of the domain of the variable xi, Di, updated with the changes caused by the propagation of
the constraints in Hˆi.
• [PATH]↑i (as), which is sent from an agent ai to its parent Pai to inform it that it is part of a tree path
in the pseudo-tree between agents as and some pseudo-child of as.
• [BrC]↓i (Mis), which is used to determine the branch consistent value pairs of xs and xi.
Algorithm Description
Algorithm 2 shows the pseudo-code of BrC-DPOP. It can be visualized as a process composed of 5
phases:
• Phase 1 - Pseudo-tree Generation Phase: This phase is identical to that of DPOP, where a pseudo-
tree is generated (line 1).
• Phase 2 - Path Construction Phase: The phase is used to construct the direct paths from each agent to
its parent and pseudo-parents. At the start of this phase (line 2), each agent, starting from the leaves of
the pseudo-tree, recursively populates its Pathsai as follows: It saves a path information (ap
NULL ?)
for each of its pseudo-parents ap (lines 6-7) and sends a [PATH]
↑
i (ap) message to its parent. When the
parent ai receives a [PATH]↑c message from each of its child ac, it stores the path information in the
message in its Pathsai data structure (lines 9-11). For each path in Pathsai , if it is not the destination
1We use the superscript ↑ to denote the messages being propagated from the leaves of the pseudo-tree to the root, and ↓ to denote
the ones propagated from the root to the leaves.
56 4. Exploiting the Structure of DCOPs during Problem Solving
Procedure Path-Construction-Phase( )
6 foreach ap ∈ PPai do
7 Pathsai ← Pathsai ∪ (ap NULL ?)
8 if Cai 6= ∅ then
9 while not received all [PATH]↑c(·) from each ac ∈ Cai do
10 if receive [PATH]↑c(as) from ac ∈ Cai then
11 Pathsai ← Pathsai ∪ (as ac ?)
12 foreach as 6= ai such that (as ac ?) ∈ Pathsai do
13 Send [PATH]↑i (as) to Pai
14 if [PATH]↑i (·) has not been sent to Pai then
15 Send [PATH]↑i (NULL) to Pai
agent, then it sends a [PATH]↑j message that contains that path to its parent (lines 12-13). If it does not
send a [PATH]↑j message to its parent, then it sends an empty [PATH]
↑
j message (lines 14-15). These path
information will be used in the branch consistency propagation phase later. When the root processes
and stores the path information from each of its children, it ends this phase and starts the next AC
propagation phase.
• Phase 3 - Arc Consistency (AC) Propagation Phase: In this phase, the agents enforce arc consis-
tency in a distributed manner by interleaving the direction of the AC message flows: from the leaves to
the root (lines 18-24) and from the root to the leaves (lines 25-34), until a fixed point is detected at the
root (line 35).
In the first part of this phase (lines 18-24), each agent, starting from the leaves up to the root, recursively
enforces the consistency of its hard constraints in Hˆi (line 22) via the enforceAC procedure, which we
implemented using the AC-2001 algorithm [6]. In this process, the agent also updates the VRMs Mˆi
associated with all its constraints fij ∈ Hˆi and its domain Di to prune all unsupported values. If any
of its values are pruned, indicating that it has not reached a fixed point, it sets its fixedi flag to false
(line 23). It then sends an [AC]↑i message to each of its parent and pseudo-parent aj , which contains its
fixedi flag as well as a copy of their domains D′j
2 to notify them about which unsupported values were
pruned (line 24). The domain of each agent is updated before enforcing the arc consistency, as soon as
it receives all the [AC]↑i messages from each of its children and pseudo-children (lines 20-21).
Once the root enforces the consistency of its hard constraints, it checks if it has reached a fixed point
(line 28). If it has not, then it starts the next part of this phase, which is similar to the previous one
except for the direction of the recursion and the AC message flow (lines 29-34). This phase is carried
from the root down to the leaves of the pseudo-tree, and it ends when all the leaves have enforced the
consistency of their hard constraints. Then the procedure repeats the first part where the recursion and
the AC message flow starts from the leaves again and continues up to the root. This process repeats
until a fixed point is reached at the root (line 35), which ends this phase, and starts the next BrC
propagation phase.
2In the pseudo-code, we use the notation Mˆij|j to indicate D′j .
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Procedure AC-Propagation-Phase( )
16 iteration← 0
17 repeat
18 if Cai 6= ∅ then
19 Wait until received [AC]↑c(D
′
i,fixedc) from each ac ∈ Cai ∪ PCai in this iteration
20 foreach [AC]↑c(D′i,fixedc) received do
21 Di ← Di ∩D′i
22 〈Mˆi, Di〉 ← enforceAC (Hˆi, Mˆi, Di)
23 fixedi ← ¬changed(Di) ∧
∧
ac∈Cai fixedc
24 Send [AC]↑i (Mˆij|j ,fixedi) to each aj ∈ Pai ∪ PPai
25 if Pai 6= NULL then
26 Wait until received [AC]↓p(Dp) from each ap ∈ Pai ∪ PPai in this iteration or received
[BrC]↓p(·) from parent ap
27 if received [BrC]↓p(·) from parent ap then break
28 if ¬fixedi then
29 foreach [AC]↓p(Dp) received do
30 update Mˆip with Dp
31 if Pai 6= NULL then
32 〈Mˆi, Di〉 ← enforceAC (Hˆi, Mˆi, Di)
33 Send [AC]↓i (Di) to each ac ∈ Cai ∪ PCai
34 iteration← iteration+ 1
35 until Pai = NULL and fixedi;
• Phase 4 - Branch Consistency (BrC) Propagation Phase: In this phase, the agents enforce branch
consistency in a distributed manner, that is, every pair of values of an agent and its pseudo-parents are
mutually reachable throughout every tree path connecting them in the pseudo-tree.
At the start of this phase, each agent, starting from the root down to the leaves, recursively enforces
branch consistency for all tree paths from the root to that agent and sends a [BrC]↓i message to each
of its children. This message includes the VRM for each path through that child. Once an agent ai
receives all the VRM messages from its parent (lines 36-37), for each path that goes through it (line 38),
it creates a new VRM Mis. If it is the start of the path, then it sets its VRM Mˆii (line 39-40), which
is arc consistent, as the new VRM Mis. Otherwise, it performs the regular product of its VRM Mˆip
for the constraint between itself and its parent ap and the VRM received from the parent Mps and sets
it to Mis (line 42). Then, to ensure that the VRM Mis is branch consistent, it performs the entrywise
product with the VRM Mˆis of its pseudo-parent as (line 43). If the agent is the destination of the
path, then it will use the resulting VRM in the construction of the UTIL messages in the UTIL phase.
Otherwise, it will send the VRM to its child agent that is in that path in a [BrC]↓i message (lines 44-45).
Finally, it will send an empty [BrC]↓i to all remaining child agents to ensure that the propagation reaches
all the leaves (lines 46-47).
• Phase 5 - DPOP’s UTIL and VALUE Phases: This phase is identical to the corresponding UTIL
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Procedure BrC-Propagation-Phase( )
36 if Pai 6= NULL then
37 Wait until received a [BrC]↓p(Mps) for each path (as
ac ?) ∈ Pathsai from parent ap
38 foreach (as
ac ?) ∈ Pathsai do
39 if as = ai then
40 Mis ← Mˆii
41 else
42 Mis ← Mˆip ×Mps
43 Mis ← Mˆis ◦Mis
44 if ac 6= NULL then
45 Send [BrC]↓i (Mis) to ac
46 foreach ac ∈ Cai that has not been sent a [BrC]↓i message do
47 Send [BrC]↓i (NULL) to ac
and VALUE propagation phases of DPOP, except that each agent constructs a UTIL table that contains
utilities for each combination of unpruned values of variables in its VRMs.
4.2.3 Theoretical Analysis
In this section, we provide a complexity analysis for the network load and the messages size for the
AC and BrC propagation phases. We prove the correctness and completeness of BrC-DPOP, and report
the network load complexity for the UTIL and VALUE phases of BrC-DPOP, as well as its agents’
memory requirement. In the following, we use n, k, and d to denote |X| = |A|, |F|, and maxxi∈X |Di|,
respectively.
Theorem 5. The AC propagation phase requires O(ndk) messages, each of size O(d).
Proof. In the worst case, each AC iteration removes exactly one value from one domain. Thus, there are
only O(nd) iterations, as there are only O(nd) values among all variables. In each iteration, each agent
sends exactly one [AC]↑ message to each parent and pseudo-parent and one [AC]↓ message to each child
and pseudo-child. Thus, there are at most O(k) messages sent in each iteration. Each message contains
at most the full domain of a variable and the fixed flag, which is O(d).
Theorem 6. The BrC propagation phase requires O(k) messages, each of size O(d2).
Proof. In the BrC propagation phase, each agent sends exactly one [BrC]↓ message to each child, and the
phase ends after all the leaves in the pseudo-tree receives a [BrC]↓ message. Each message contains at
most a VRM, which is O(d2).
Lemma 1. The DCOP is arc consistent after the AC propagation phase.
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Proof. We prove this result by contradiction. Assume that there are ai, aj ∈ A and a ∈ Di such that
∀b ∈ Dj , (a, b) 6∈ fij . Let b1, . . . , bm be all the (pruned) values in Dj supporting a. We have the
following two cases:
• ai ∈ Paj ∪ PPaj . If agent aj pruned all its values br (1 ≤ r ≤ m) from Dj , then the value a
is pruned from the copy of the domain Di held at aj (Mˆji|i will not include the value a) (line 22).
When ai receives an AC↑ message from each ak ∈ Cai ∪ PCai (including aj), it updates its own
domain with the copy received from each agent (lines 20-21) removing a from Di and resulting in a
contradiction.
• ai ∈ Caj ∪ PCaj . Agent aj can prune all its values br (1 ≤ r ≤ m) from Dj in the following
two ways. In case 1, agent ai prunes all the values br from a copy of Dj during its AC consistency
enforcement (line 22), sends up an AC↑ message to aj , and aj prunes all its values br from its
Dj . However, in this case, agent ai would have also pruned value a from its domain, resulting in a
contradiction. In case 2, some other agent ak that shares a constraint fkj with agent aj prunes all the
values br from the copy of Dj during its AC consistency enforcement, sends up an AC↑ message to
aj , and aj prunes all its values br from its Dj . In this case, aj will eventually send an AC↓ message
to ai that contains its updated domain without the values br. Then, agent ai will prune value a from
its domain in its AC consistency enforcement (line 22), resulting in a contradiction.
Lemma 2. The DCOP is branch consistent after the BrC propagation phase.
Proof. We prove by induction on the number of variables in the paths xi=xk1 , . . . , xkm =xj , such that
xk1 . . .xkm .
Base Case (m= 2): We know that xj ∈ Cai and there is only one path from xi to xj via the constraint
fij . Additionally, this constraint is arc consistent because the BrC propagation phase runs after the AC
propagation phase. Thus, all the remaining pairs of values in both variables are by definition branch
consistent (Definition 10). The VRM Mji is thus branch consistent.
Induction Assumption: Assume that for any 2 ≤ q ≤ r and paths xi = xk1 , . . . , xkq = xj with
xk1 . . .xkq , there is a VRM Mji that is branch consistent.
Induction Case (m=r+ 1): We know that the paths from xi = xk1 to xkr is branch consistent from the
induction assumption. Thus, the VRM Mkrk1 received by xkr+1 is branch consistent. Additionally, all
the constraints between any xkp (1 ≤ p ≤ r) and xkr+1 are arc consistent because the BrC propagation
phase runs after the AC propagation phase. Thus, the VRMs Mˆkr+1kp are also branch consistent.
We now show that the algorithm removes values of xkr+1 that are not branch consistent with values of its
ancestors in the following two cases:
• For paths that include the constraint between xr and xr+1, BrC-DPOP takes the regular product
(line 42), which removes all inconsistent values.
• For paths that do not include the constraint between xr and xr+1 and, thus, must include the con-
straint between xk1 and xkr+1 , BrC-DPOP performs the entrywise product (line 43), which removes
all inconsistent values.
Theorem 7. BrC-DPOP is complete and correct.
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Proof. The completeness and correctness of BrC-DPOP follows from the correctness and completeness
of DPOP [96] and the correctness and completeness of the AC and BrC propagation phases (Theo-
rems 5, 6, and Lemmas 1, and 2).
Corollary 2. Both the UTIL and the VALUE phases require O(n) number of messages.
Corollary 3. The memory requirement of BrC-DPOP is in the worst case exponential in the induced
width of the problem for each agent.
Both corollaries follow trivially from the network load and memory requirements of DPOP, since no
values are pruned from the AC and BrC propagation phases in the worst case.
4.2.4 Related Work
We characterize the approaches that prune values of variables in DCOPs along two general types. Algo-
rithms in the first category propagates exclusively hard constraints (BrC-DPOP falls into this category).
To the best of our knowledge, the only existing work that falls into this category is H-DPOP [63], which,
like BrC-DPOP, is also an extension of DPOP. The main difference between H-DPOP and BrC-DPOP is
that instead of VRMs, each agent ai in H-DPOP uses constraint decision diagrams (CDDs) to represent
the space of possible value assignments of variables in its separator set sep(ai). A CDD is a rooted di-
rected acyclic graph structured by levels, one for each variable in sep(ai). In each level, a non-terminal
node represents a possible value assignment for the associated variable. Each non-terminal node v has a
list of successors: one for each value u in the next variable for which the pair (u, v) is satisfied by the
constraint between the two variables. As a result of using CDDs, H-DPOP suffers from two limitations:
1. H-DPOP can be slower than DPOP because maintaining and performing join and projection oper-
ations on CDD are computationally expensive. In contrast, maintaining and performing operations
on VRMs can be faster, which we will demonstrate in the experimental results section later.
2. H-DPOP cannot fully exploit information of hard constraints to reduce the size of UTIL messages.
Consider the DCOP instance of Figure 4.2, where the domains for the variables x1, x3, x4, and x5 are
represented by the set {1, . . . , 100}, while the domain for variable x2 is the set {1, 2}. In H-DPOP, a5 is
not aware of the constraints x1 < x2 and x1 < x3—neither x2 nor x3 are in sep(a5), thus no pruning will
be enforced. Its UTIL table will hence contain 1002 = 10, 000 utilities for each combination of values of
x4 and x1. This is the same table that DPOP would construct. In contrast, in BrC-DPOP, the domains of
x1 and x2 will be pruned to {1} and {2}, respectively, and the domains of x3, x4, and x5 to {2, . . . , 100}.
Therefore, the UTIL table that a5 sends to a4 contains 99 × 1 = 99 utilities. Aside from these two
limitations, a more critical limitation of H-DPOP is its assumption that each agent has knowledge of
all the constraints whose scope is a subset of its separator set. This assumption is stronger than the
assumptions made by most DCOP algorithms and might cause privacy concerns in some applications. In
contrast, BrC-DPOP does not make such assumptions.
Algorithms in the second category propagates lower and upper bounds. Researchers have extended
search-based DCOP algorithms (e.g., BnB-ADOPT and its enhanced versions [121, 48, 51]) to maintain
soft-arc consistency in a distributed manner [9, 49, 47]. Such techniques are typically very effective in
search-based algorithms as their runtime depends on the accuracy of its lower and upper bounds.
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Finally, it is important to note the differences between branch consistency and path consistency [82].
One can view branch consistency as a weaker version of path consistency, where all the variables in a path
must be ordered according to the relation ≺, and only a subset of all possible paths have to be examined
for consistency. Thus, one can view branch consistency as a form of consistency tailored to pseudo-trees,
where each agent can only communicate with neighboring agents. [19] One of the straightforward ways
to enforce path consistency in a DCOP would require that all agents are able to communicate with every
other agent. Unfortunately, this requirement would violate the common assumption that agents can only
communicate with neighboring agents in a DCOP.
4.2.5 Experimental Evaluation
We implemented a variant of BrC-DPOP, called AC-DPOP, that enforces arc consistency only in order
to assess the impact of the branch consistency phase in BrC-DPOP. Moreover, in order to be as com-
prehensive as possible in our evaluations, we also implemented a variant of H-DPOP called PH-DPOP,
which stands for Privacy-based H-DPOP, that restricts the amount of information that each agent can
access to the amount common in most DCOP algorithms including BrC-DPOP. Specifically, agents in
PH-DPOP can only access their own constraints and, unlike H-DPOP, cannot access their neighboring
agents’ constraints.
In our experiments,3 we compare AC-DPOP and BrC-DPOP against DPOP [96], H-DPOP [63], and
PH-DPOP. We use a publicly-available implementation of DPOP available in the FRODO framework [68]
and an implementation of H-DPOP provided by the authors. We ensure that all algorithms use the same
pseudo-tree for fair comparisons. All experiments are performed on an Intel i7 Quadcore 3.4GHz machine
with 16GB of RAM with a 300-second timeout. If an algorithm fails to solve a problem, it is due to
either memory limitations or timeout. We conduct our experiments on random graphs [30], where we
systematically vary the constraint density p1 and constraint tightness p2,4 and distributed Radio Link
Frequency Assignment (RLFA) problems [15], where we vary the number of agents |A| in the problem.
We generated 50 instances for each experimental setting, and we report the average runtime, measured
using the simulated runtime metric [111], and the average total message size, measured in the number of
utility values in the UTIL tables. For the distributed RLFA problems, we also report the percentage of
satisfiable instances solved to show the scalability of the algorithms.
Random Graphs: In our experiments, we set |A| = 10, |X| = 10, |Di| = 8 for all variables. We vary
p1 (while setting p2 = 0.6) and vary the p2 (while setting p1 = 0.6). We did not bound the tree-width,
which is determined based on the underlying graph and randomly generated. We used hard constraints
that are either the “less than” or “different” constraints. We also assign a unary constraint to each variable
that gives it a utility corresponding to each its value assignments.
Figures 4.3, 4.4, and 4.5, show the runtimes and the message size of the algorithms at varying of,
repsectively, the constraint graph density p1, the constraint graph tightness p2, and the number of agents
A. We omit results of an algorithm for a specific parameter if it fails to solve 50% of the satisfiable
instances for that parameter. We make the following observations:
3available at http://www.cs.nmsu.edu/klap/brc-dpop_cp14/
4p1 and p2 are defined as the ratio between the number of binary constraints in the problem and the maximum possible number
of binary constraints in the problem and the ratio between the number of hard constraints and the number of constraints in the
problem, respectively.
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Figure 4.3: Runtimes and Message Sizes at varying of the constraint graph density p1.
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(b) Random Graphs: Varying p2
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Figure 4.4: Runtimes and Message Sizes at varying of the constraint tightness p2.
• On message sizes, BrC-DPOP uses smaller messages than AC-DPOP because BrC-DPOP prunes
more values due to its BrC propagation enforcement. H-DPOP uses smaller messages than BrC-
DPOP and AC-DPOP because agents in H-DPOP utilize more information about the neighbors’
constraints to prune values. In contrast, agents in BrC-DPOP and AC-DPOP only utilize information
on their own constraints to prune values. BrC-DPOP and AC-DPOP use smaller messages than PH-
4.2. Branch Consistency to Exploit Hard Constraints 63
● ●BC−DPOP  AC−DPOP  DPOP H−DPOP  PH−DPOP
(c) RLFA: Varying Number of Agents
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(f) RLFA: Varying Number of Agents
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Figure 4.5: Runtimes and Message Sizes at varying of the number of agents A.
DPOP at large p2 values, highlighting the strength of the AC and BrC propagation phases compared
to the pruning techniques in PH-DPOP. Finally, they all use smaller messages than DPOP because
they all prune values while DPOP does not.
• On runtimes, BrC-DPOP is slightly faster than AC-DPOP because BrC-DPOP prunes more values
than AC-DPOP. Additionally, these results also indicate that the overhead of the BrC propagation
phase is relatively small. BrC-DPOP and AC-DPOP are faster than DPOP because they do not
need to perform operations on the pruned values. This also indicates that the overhead of the AC
propagation phase is small. In our experiments, the number of [AC] messages exchanged during the
AC propagation phase never exceeds 3|F| and is, on average, as small as |F|. DPOP is faster than
H-DPOP and PH-DPOP because they maintain and perform operations on CDDs, which are compu-
tationally very expensive. In contrast, BrC-DPOP maintains and performs operations on matrices,
which are more computationally efficient.
Distributed RLFA Problem: In these problems, we are given a set of links {L1, . . . , Lr}, each consisting
of a transmitter and a receiver. Each link must be assigned a frequency from a given set F . At the
same time the total interference at the receivers must be reduced below an acceptable level using as few
frequencies as possible. In our model, each transmitter corresponds to an agent (and a variable). The
domain of each variable consists of the frequencies that can be assigned to the corresponding transmitter.
The interference between transmitters are modeled as constraints of the form |xi−xj | > s, where xi and
xj are variables and s ≥ 0 is a randomly generated required frequency separation. We also assign a utility
value to each frequency taken by each agent, represented as a unary soft constraint, which represents a
preference for an agent to transmit at a given frequency.
For generating the constraint graphs, we vary |A| and fix the other parameters: |Di| = 6, p2 =
0.55, s ∈ {2, 3}. We also set the maximum number of neighbors for each agent to 3 in order to generate
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|A| 5 10 15 20 25 30 35 40 45 50 55
BrC-DPOP 1.00 1.00 1.00 1.00 1.00 0.97 0.52 0.78 0.73 0.70 0.51
AC-DPOP 1.00 1.00 1.00 1.00 1.00 0.39 0.11 0.30 0.15 0.15 0.19
H-DPOP 1.00 1.00 1.00 1.00 0.46 0.12 0.00 0.00 0.00 0.00 0.00
PH-DPOP 1.00 1.00 1.00 1.00 0.21 0.09 0.00 0.00 0.00 0.00 0.00
DPOP 1.00 1.00 1.00 1.00 1.00 0.67 0.23 0.35 0.23 0.29 0.19
Table 4.1: Percentage of Satisfiable Instances Solved
more satisfiable instances. Figure 4.5(c) shows the runtimes and Figure 4.5(f) shows the message sizes.
We omit results of an algorithm for a specific parameter if it fails to solve 50% of the satisfiable instances
for that parameter.
We observe trends that are similar to those in the earlier random graphs except that the message size of
H-DPOP is slightly larger than of those of BrC-DPOP. Therefore, as we have described in section 4.2.4,
it is possible for H-DPOP to prune fewer values despite using more information. Additionally, both
H-DPOP and PH-DPOP can only solve small problems and failed to solve some problems that DPOP
successfully solved. Table 4.1 tabulates the percentage of satisfiable problem instances solved by each
algorithm (the largest percentage in each parameter setting is shown in bold), where it is clear that BrC-
DPOP is more scalable than all its counterparts.
4.3 Distributed Large Neighborhood Search
In this section we describe the Distributed Large Neighborhood Search (D-LNS) framework, which aims
at providing an incomplete solution to solve DCOPs. D-LNS solves DCOPs by building on the strengths
of centralized LNS [109], a centralized meta-heuristic that iteratively explores complex neighborhoods
of the search space to find better candidate solutions. LNS has been shown to be very effective in solving
a number of optimization problems [41, 106]. While typical LNS approaches focus on iteratively refining
lower bounds of a solution, we propose a method that can iteratively refine both lower and upper bounds of
a solution, imposing no restrictions (i.e., linearity or convexity) on the objective function and constraints.
To illustrate the generality of the proposed framework we describe two distributed search algorithms,
DBR-DPOP and T-DBR, built within the D-LNS framework, and characterized by the ability to exploit
problem structure and offer low network usage—T-DBR provides also a low computational complexity
per agent. Our evaluation against representatives of search-based, inference-based, and region-optimal-
based incomplete DCOP algorithms shows that T-DBR converges faster to better solutions, provides
tighter solution quality bounds, and is more scalable.
Through the section, we will use the example DCOP shown in Figure 4.6 to illustrate the execution
of T-DBR on D-LNS, refining both upper and lower bounds of the solution found during the iterative
process. Fig. 4.6(a) shows the graph of a DCOP with agents a1, . . . , a4, each controlling a variable with
domain {0,1}. Fig. 4.6(b) shows a pseudo-tree (solid lines are tree edges, dotted lines are backedges).
Fig. 4.6(c) shows the utilities.
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Figure 4.6: Example DCOP
4.3.1 Notation and Definitions
Given a DCOP P , in this section, we denote with Gk = 〈Xk, Ek〉, the subgraph of GP used in the
execution of our iterative algorithms, where Xk ⊆ X and Ek ⊆ EC .
Large Neighborhood Search. In (centralized) Large Neighborhood Search (LNS), an initial solution is
iteratively improved by repeatedly destroying it and repairing it. Destroying a solution means selecting
a subset of variables whose current values will be discarded. The set of such variables is referred to as
large neighborhood (LN). Repairing a solution means finding a new value assignment for the destroyed
variables, given that the other non-destroyed variables maintain their values from the previous iteration.
The peculiarity of LNS, compared to other local search techniques, is the (larger) size of the neigh-
borhood to explore at each step. It relies on the intuition that searching over a larger neighborhood allows
the process to escape local minima and find better candidate solutions.
4.3.2 DLNS Framework and Repair Algorithms
In this section, we introduce D-LNS, a general distributed LNS framework to solve DCOPs. Our D-LNS
solutions need to take into account factors that are critical for the performance of distributed systems,
such as network load (i.e., number and size of messages exchanged by agents) and the restriction that each
agent is only aware of its local subproblem (i.e., its neighbors and the constraints whose scope includes
its variables). Such properties make typical centralized LNS techniques unsuitable and infeasible for
DCOPs.
Algorithm 3 shows the general structure of D-LNS, as executed by each agent ai ∈ A. After ini-
tializing its iteration counter k (line 1), its current value assignment x0i (done by randomly assigning
values to variables or by exploiting domain knowledge when available), and its current lower and up-
per bounds LB0i and UB
0
i of the optimal utility (line 2), the agent, like in LNS, iterates through the
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Algorithm 3: D-LNS
1 k ← 0;
2 〈x0i ,LB0i ,UB0i 〉 ← VALUE-INITIALIZATION();
3 while termination condition is not met do
4 k ← k + 1;
5 zki ← DESTROY-ALGORITHM();
6 if zki = ◦ then xki ← NULL;
7 else xki ← xk−1i 〈xki ,LBki ,UBki 〉 ← REPAIR-ALGORITHM(zki );
8 if not Accept (xki ,x
k−1
i ) then xki ← xk−1i
destroy and repair phases (lines 3-8) until a termination condition occurs (line 3). Possible termina-
tion conditions include reaching a maximum value of k, a timeout limit, or a confidence threshold
on the error of the reported best solution.
Destroy Phase. The result of this phase is the generation of a LN, which we refer to as LNk ⊆X, for
each iteration k. This step is executed in a distributed fashion, having each agent ai calling a DESTROY-
ALGORITHM to determine if its local variable xi should be destroyed (◦) or preserved (?), as indicated
by the flag zki (line 5). We say that destroyed (resp. preserved) variables are (resp. are not) in LN
k. In a
typical destroy process, such decisions can be either random or made by exploiting domain knowledge.
For example, in a scheduling problem, one may choose to preserve the start times of each activity and
destroy the other variables. D-LNS allows the agents to use any destroy schema to achieve the desired
outcome. Once the destroyed variables are determined, the agents reset their values and keep the values
of the preserved variables from the previous iteration (line 6).
Repair Phase. The agents start the repair phase, which seeks to find new value assignments for the
destroyed variables, by calling a REPAIR-ALGORITHM (line 7). The goal of this phase is to find an
improved solution by searching over a LN. D-LNS is general in that it does not impose any restriction
on the way agents coordinate to solve this problem. We propose two distributed repair algorithms in the
next section, that provide quality guarantees and online bound refinements. Once the agents find and
evaluate a new solution, they either accept it or reject it (line 8). While most of the current incomplete
DCOP algorithms fail to guarantee the consistency of the solution returned w.r.t. the hard constraints of
the problem [91], D-LNS can accommodate consistency checks during the repair phase.
Distributed Bounded Repair
We now introduce the Distributed Bounded Repair (DBR), a general REPAIR algorithm framework that
iteratively refines the lower and upper bounds of the DCOP solution. Its general structure is illustrated in
the flow chart of Figure 4.7. At each iteration k, each DBR agent checks if its local variable was preserved
or destroyed. In the former case, the agent waits for the conditions to start the Bounding phase, which is
algorithm dependent. In the latter case the agent executes, in order, the following phases:
Relaxation Phase. Given a DCOP P , this phase constructs two relaxations of P , Pˇ k and Pˆ k, which
are used to compute, respectively, a lower and an upper bound on the optimal utility for P . Let Gk =
〈LNk, Ek〉 be the subgraph of GP in iteration k, where Ek = {(x, y) | (x, y)∈EC ;x, y ∈LNk} is the
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subset of edges of EC whose elements involve exclusively nodes in LNk. Both problem relaxations Pˇ k
and Pˆ k are solved using the same underlying relaxation graph G˜k = 〈LNk, E˜k〉, computed from Gk,
where E˜k⊆Ek depends on the algorithm adopted.
In the problem Pˇ k, we wish to find a solution xˇk using
xˇk = argmax
x
Fˇ k(x) (4.1)
= argmax
x
∑
f∈E˜k
f(xi,xj) +
∑
f∈F, xf={xi,xj}
xi∈LNk, xj 6∈LNk
f(xi, xˇ
k−1
j )
where xˇk−1j is the value assigned to the preserved variable xj for problem Pˇ
k−1 in the previous iteration.
The first summation is over all functions listed in E˜k, while the second is over all functions between
destroyed and preserved variables. Thus, solving Pˇ k means optimizing over all the destroyed variables
given that the preserved ones take on their previous value, and ignoring the (possibly empty) set of edges
EC \E˜k ∪ {(x, y) | (x, y)∈EC ;x∈LNk, y 6∈LNk} that are not part of the relaxed graph. This solution
is used to compute lower bounds during the bounding phase.
In the problem Pˆ k, we wish to find a solution xˆk using
xˆk = argmax
x
Fˆ k(x) = argmax
x
∑
f∈F
fˆk(xi,xj) (4.2)
where fˆk(xi,xj) is defined as:
fˆk(xi,xj)=

max
di∈Di,dj∈Dj
f(di, dj) if Γkf = ∅
max
{
F˜k
|E˜k| , max
`∈Γk−1
f
fˆ `(xˆ`i , xˆ
`
j)
}
if f ∈ E˜k
fˆk−1(xˆk−1i , xˆ
k−1
j ) otherwise
where F˜ k = maxx
∑
f∈E˜k f(xi,xj), and Γ
k
f is the set of past iteration indices for which the function f
was an edge in the relaxation graph. Specifically,
Γkf =
{
` | f ∈ E˜` ∧ 0 < ` ≤ k
}
(4.3)
Therefore, the utility of Fˆ k(xˆk) is composed of three parts.
• The first part involves all functions that have never been part of E˜k up to the current iteration,
• The second part involves all the functions optimized in the current iteration, and
• The third part involves all the remaining functions.
The utility of each function in the first part is the maximal utility over all possible pairs of value combi-
nations of variables in the scope of that function. The utility of each function in the second part is the
largest utility among the mean utility of the functions optimized in the current iteration (i.e., those in E˜k),
and the utilities of such function optimized in a past iteration. The utility of each function in the third
part is equal to the utility assigned to such function in the previous iteration. In particular, imposing that
the edges optimized in the current iteration contribute at most equally (i.e., as the mean utility of F˜ k) to
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Figure 4.7: DBR Flow chart. The Solving phase illustrates the T-DBR algorithm’s solving phase.
the final utility of Pˆ k allows us to not underestimate the solution upper bound within the iterative process
(see Lemma 3). In summary, solving Pˆ k means finding the solution xˆk that maximizes Fˆ k(xˆk). This
solution is used to compute upper bounds during the bounding phase.
Solving Phase. Next, DBR solves the relaxed DCOPs Pˇ k and Pˆ k using the equations above. At a
high-level, one can use any complete DCOP algorithm to solve Pˇ k and Pˆ k. Below, we describe two
inference-based DBR algorithms, defined over different relaxation graphs G˜k. Thus, the output of this
phase are the values for the agent’s local variable, xˇki , xˆ
k
i , associated to eq. (1) and (2).
Bounding Phase. Once the relaxed problems are solved, all DBR agents are ready to start the Bounding
phase. Such phase results in computing the lower and upper bounds based on the solutions xˇk and xˆk. As
we show in Theorems 8 and 9, Fg(xˇk)≤Fg(x∗)≤Fˆ k(xˆk). Therefore, ρ = mink Fˆ
k(xˆk)
maxk Fg(xˇk)
is a guaranteed
approximation ratio for P with solution x = arg maxxˇk Fg(xˇ
k).
The significance of this Repair framework is that it enables our D-LNS to iteratively refine both lower
and upper bounds of the solution, without imposing any restrictions on the form of the objective function
and of the constraints adopted. Below, we introduce two implementations of the DBR framework, both
summarized in the flow-chart of Figure 4.7, whose solving phase is shown in the dotted area.
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DBR-DPOP Algorithm
DBR-DPOP solves the relaxed DCOPs Pˇ k and Pˆ k over the relaxed graph G˜k = 〈LNk, Ek〉. Thus,
E˜k =Ek, and solving problem Pˇ k means optimizing over all the destroyed variables ignoring no edges
in Ek.
The DBR-DPOP solving phase uses DPOP [96], a complete inference-based algorithm composed of
two phases operating on a DFS pseudo-tree.
• In the utility propagation phase, each agent, starting from the leaves of the pseudo-tree, projects out
its own variable and sends its projected utilities to its parent. These utilities are propagated up the
pseudo-tree induced from G˜k until they reach the root. The hard constraints of the problem can be
naturally handled in this phase, by pruning all inconsistent values before sending a message to its
parent.
• Once the root receives utilities from all its children, it starts the value propagation phase, where it
selects the value that maximizes its utility and sends it to its children, which repeat the same process.
The problem is solved as soon as the values reach the leaves.
Note that the relaxation process may create a forest, in which case one should execute the algorithm
in each tree of the forest. As a technical note, DBR-DPOP solves the two relaxed DCOPs in parallel. In
the utility propagation, each agent computes two sets of utilities, one for each relaxed problem, and sends
them to its parent. In the value propagation phase, each agent selects two values, one for each relaxed
problem, and sends them to its children.
DBR-DPOP has the same worst case order complexity of DPOP, that is, exponential in the induced
width of the relaxed graph G˜k. Thus, we introduce another algorithm characterized by a smaller com-
plexity and low network load.
Tree-based DBR Algorithm
Tree-based DBR (T-DBR) defines the relaxed DCOPs Pˇ k and Pˆ k using a pseudo-tree structure T k =
〈LNk, ETk〉 that is computed from the subgraph Gk. Thus, E˜k =ETk , and solving problem Pˇ k means
optimizing over all the destroyed variables ignoring backedges. Its general solving schema is similar to
that of DPOP, in that it uses Utility and Value propagation phases; however, the different underlying relax-
ation graph adopted imposes several important differences. Algorithm 2 shows the T-DBR pseudocode.
We use the following notations: P kai , C
k
ai , PP
k
ai denote the parent, the set of children, and pseudo-parents
of the agent ai, at iteration k. The set of these items is referred to as Tkai , which is ai’s local view of
the pseudo-tree T k. We use “” to refer to the items associated with the pseudo-tree T . χˇai and χˆai
denote ai’s context (i.e., the values for each xj ∈ Nai ) with respect to problems Pˇ and Pˆ , respectively.
We assume that by the end of the destroy phase (line 6) each agent knows its current context as well as
which of its neighboring agents has been destroyed or preserved. In each iteration k, T-DBR executes the
following phases:
Relaxation Phase. It constructs a pseudo-tree T k (line 9), which ignores, from G, the destroyed vari-
ables as well as the functions involving these variables in their scopes. The construction prioritizes
tree-edges that have not been chosen in previous pseudo-trees over the others.
Solving Phase. Similarly to DPOP-DBR, T-DBR solving phase is composed of two phases operating on
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Algorithm 2: T-DBR(zki )
9 Tkai ← RELAXATION(zki )
10 UTIL-PROPAGATION(Tkai )
11 〈χˇkai , χˆkai〉 ← VALUE-PROPAGATION(Tkai )
12 〈LBki ,UBki 〉 ← BOUND-PROPAGATION(χˇkai , χˆkai )
13 return 〈xˇki ,LBki ,UBki 〉
Procedure UTIL-Propagation(Tkai )
14 receive UTILac(Uˇac , Uˆac ) from each ac ∈ Ckai
15 forall the values xi,xPkai do
16 Uˇai(xi,xPkai
)← f(xi,xPkai ) +
∑
ac∈Ckai
Uˇac(xi) +
∑
xj 6∈LNk
f(xi, xˇ
k−1
j )
17 Uˆai(xi,xPkai
)← f(xi,xPkai ) +
∑
ac∈Ckai
Uˆac(xi)
18 forall the values xPkai do
19 〈Uˇ ′ai(xPkai ), Uˆ
′
ai(xPkai
)〉 ← 〈max
xi
Uˇai(xi,xPkai
),max
xi
Uˆai(xi,xPkai
)〉
20 send UTILai(Uˇ ′ai , Uˆ
′
ai ) msg to P
k
ai
Function VALUE-Propagation(Tki )
21 if Pkai = NULL then
22 〈xˇki , xˆki 〉 ← 〈argmax
xi
Uˇai(xi), argmax
xi
Uˆai(xi)〉
23 send VALUEai (xˇki , xˆki ) msg to each aj ∈ Nai
24 forall the aj ∈ Nai do
25 receive VALUEaj (xˇkj , xˆkj ) msg from aj
26 Update xj in 〈χˇkai , χˆkai〉 with 〈xˇkj , xˆkj 〉
27 else
28 forall the aj ∈ Nai do
29 receive VALUEaj (xˇkj , xˆkj ) msg from aj
30 Update xj in 〈χˇkai , χˆkai〉 with 〈xˇkj , xˆkj 〉
31 if aj = Pkai then
32 〈xˇki , xˆki 〉 ← 〈argmax
xi
Uˇai(xi), argmax
xi
Uˆai(xi)〉
33 send VALUEai (xˇki , xˆki ) msg to each aj ∈ Nai
34 return 〈χˇkai , χˆkai〉
the relaxed pseudo-tree T k, and executed synchronously:
• Utility Propagation Phase. After the pseudo-tree T k is constructed (line 10), each leaf agent com-
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Procedure BOUND-Propagation(χˇki , χˆki )
35 receive BOUNDSac (LB
k
c ,UB
k
c ) msg from each ac ∈ Cai
36 LBki ← f(xˇki , xˇkPai ) +
∑
aj∈PPai
f(xˇki , xˇ
k
j ) +
∑
ac∈Cai
LBkc
37 UBki ← fˆk(xˆi, xˆPai ) +
∑
aj∈PPai
fˆk(xˆi, xˆj) +
∑
ac∈Cai
UBkc
38 send BOUNDSai (LB
k
i ,UB
k
i ) msg to P

ai
putes the optimal sum of utilities in its subtree considering exclusively tree edges (i.e., edges in
ETk ) and edges with destroyed variables. Each leaf agent computes the utilities Uˇai(xi,xPkai ) and
Uˆai(xi,xPkai
) for each pair of values of its variable xi and its parent’s variable xPkai (lines 15-17),
in preparation for retrieving the solutions of Pˇ and Pˆ , used during the bounding phase. The agent
projects itself out (lines 18-19) and sends the projected utilities to its parent in a UTIL message
(line 20). Each agent, upon receiving the UTIL message from each child, performs the same opera-
tions. Thus, these utilities will propagate up the pseudo-tree until they reach the root agent.
• Value Propagation Phase. This phase starts after the utility propagation (line 11) by having the root
agent compute its optimal values xˇki and xˆ
k
i for the relaxed DCOPs Pˇ and Pˆ , respectively (line 22).
It then sends its values to all its neighbors in a VALUE message (line 23). When its child receives
this message, it also compute its optimal values and sends them to all its neighbors (lines 31-33).
Thus, these values propagate down the pseudo-tree until they reach the leaves, at which point every
agent has chosen its respective values. In this phase, in preparation for the bounding phase, when
each agent receives a VALUE message from its neighbor, it will also update the value of its neighbor
in both its contexts χˇkai and χˆ
k
ai (lines 24-26 and 29-30).
Bounding Phase. Once the relaxed DCOPs Pˇ and Pˆ have been solved, the algorithm starts the bound
propagation phase (line 12). This phase starts by having each leaf agent of the pseudo-tree T  compute the
lower and upper bounds LBki and UB
k
i (lines 36-37). These bounds are sent to its parent in T
 (line 38).
When its parent receives this message (line 35), it performs the same operations. The lower and upper
bounds of the whole problem are determined when the bounds reach the root agent.
T-DBR Example Trace.
In order to elucidate the behavior of the proposed T-DBR algorithm we illustrate, in Figure 4.8, a running
example of the algorithm during the first two D-LNS iterations. It uses the DCOP of Figure 4.1. The
trees T 1 and T 2 are represented by bold solid lines (functions in ETk ); all other functions are represented
by dotted lines. The preserved variables in each iteration are shaded gray, and the functions in which
they participate are represented by bold dotted lines. At each step, the resolution of the relaxed problems
involves the functions represented by bold lines. We recall that while solving Pˇ accounts for the function
involving at least a destroyed variable, solving Pˆ focuses solely on the functions in ETk (i.e., involving
exclusively destroyed variables). The nodes illustrating destroyed variables are labeled with red values
representing xˇki ; nodes representing preserved variables are labeled with black values representing xˇ
k−1
i .
Each edge is labeled with a pair of values representing the utilities fˆk(xˇki , xˇ
k
j ) (top) and f(xˇ
k
i , xˇ
k
j ) (bot-
72 4. Exploiting the Structure of DCOPs during Problem Solving
8
10
_
8
6
_
8
10
_
8
6
_
k=0
10
0
_ 10
0
_
10
0
_
10
0
_ 10
10
_
0
01
0
x3
x4
x1
x2
LB = 10   UB = 50 LB = 32   UB = 46
k=1
10
10
_
10
6
_
10
0
_
0
01
1
x3
x4
x1
x2
k=2
LB = 38   UB = 42
10
6
_
0
00
1
x3
x4
x1
x2
Figure 4.8: D-LNS with T-DBR example trace.
tom) of the corresponding functions. The lower and upper bounds of each iteration are shown below.
When k = 0, each agent randomly assigns a value to its variable, which results in a solution with utility
Fg(xˇ
0) = f(xˇ01, xˇ
0
2) + f(xˇ
0
1, xˇ
0
3) + f(xˇ
0
1, xˇ
0
4) + f(xˇ
0
2, xˇ
0
4) + f(xˇ
0
3, xˇ
0
4) = 0 + 10 + 0 + 0 + 0 = 10
to get the lower bound. Moreover, solving Pˆ 0 yields a solution xˆ0 with utility
Fˆ 0(xˆ0) = fˆ0(xˆ01, xˆ
0
2)+fˆ
0(xˆ01, xˆ
0
3)+fˆ
0(xˆ01, xˆ
0
4)+fˆ
0(xˆ02, xˆ
0
4)+fˆ
0(xˆ03, xˆ
0
4) = 10+10+10+10+10 = 50,
which is the upper bound.
In the first iteration (k = 1), the destroy phase preserves x2, and thus xˇ12 = xˇ
0
2 = 1. The algorithm
then builds the spanning tree with the remaining variables choosing f(x1, x3) and f(x3, x4) as a tree
edges. Solving Pˇ 1 yields solution xˇ1 with utility
Fˇ 1(xˇ1) = f(xˇ11, xˇ
1
3) + f(xˇ
1
3, xˇ
1
4) + f(xˇ
1
1, xˇ
1
2) + f(xˇ
1
2, xˇ
1
4) = 10 + 6 + 0 + 10 = 26,
which results in a lower bound
Fg(xˇ
1) = Fˇ 1(xˇ1) + f(xˇ11, xˇ
1
4) = 26 + 6 = 32.
Solving Pˆ 1 yields solution xˆ1 with utility
Fˆ 1(xˆ1) = fˆ1(xˆ11, xˆ
1
2)+ fˆ
1(xˆ11, xˆ
1
3)+ fˆ
1(xˆ11, xˆ
1
4)+ fˆ
1(xˆ12, xˆ
1
4)+ fˆ
1(xˆ13, xˆ
1
4) = 10+8+10+10+8 = 46,
which is the current upper bound. Recall that the values for the functions in E˜k, are computed as F˜
k(x)
|E˜k| =
16
2 = 8.
Finally, in the second iteration (k = 2), the destroy phase retains x3 assigning it its value in the
previous iteration xˇ23 = xˇ
1
3 = 0, and the repair phase builds the new spanning tree with the remaining
variables. Solving Pˇ 2 and Pˆ 2 yields solutions xˇ3 and xˆ3, respectively, with utilities
Fˇ 2(xˇ2) = 10 + 6 + 10 + 6 = 32,
which results in a lower bound
Fg(xˇ
2) = 32 + 6 = 38,
and an upper bound
Fˆ 2(xˆ2) = 8 + 8 + 10 + 8 + 8 = 42.
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4.3.3 Theoretical Analysis
In this section, we provide a theoretical discussion on the bounds provided by our D-LNS framework with
the DBR repair algorithm. These results describe how D-LNS with DBR provides quality guarantees.
Additionally, we discuss the complexity analysis for the network load and the messages size of T-DBR,
as well as the agent’s complexity.
Theorem 8. For each LNk,
Fg(xˇ
k) ≤ Fg(x∗).
Proof. The result follows from that xˇk is an optimal solution of the relaxed problem Pˇ whose functions
are a subset of F.
Lemma 3. For each k, ∑
f∈E˜k
fˆ(xˆki , xˆ
k
j ) ≥
∑
f∈E˜k
f(x∗i ,x
∗
j ),
where xˆki is the value assignment to variable xi when solving the relaxed DCOP Pˆ and x
∗
i is the value
assignment to variable xi when solving the original DCOP P .
Proof. It follows that:
∑
f∈E˜k
fˆ(xˆki , xˆ
k
j ) ≥
∑
f∈E˜k
max
{
F˜ k
|E˜k| , fˆ(xˆ
k−1
i , xˆ
k−1
j )
}
(by Definition of fˆ )
≥
∑
f∈E˜k
F˜ k
|E˜k|
≥ F˜ k
=
∑
f∈E˜k
f(xˆki , xˆ
k
j ) (by Definition of F˜
k)
≥
∑
f∈E˜k
f(x∗i ,x
∗
j ).
The last step follows from that, in each iteration k, the functions associated with the tree edges in E˜k are
solved optimally. Since their cost is maximized it is also greater than the optimal one.
Lemma 4. For each k, ∑
f∈Θk
fˆk(xˆki , xˆ
k
j ) ≥
∑
f∈Θk
f(x∗i ,x
∗
j ),
where Θk = {f ∈ F | Γkf 6= ∅} is the set of functions that have been chosen as edges of the relaxation
graph in a previous iteration.
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Proof. We prove it by induction on the iteration k. For ease of explanation we provide an illustration (on
the bottom right of the page) of the set of relevant edges optimized in successive iterations.
For k = 0, then Θ0 = ∅ and, thus, the statement vacuously holds. Assume the claim holds up to
iteration k − 1. For iteration k it follows that,
∑
f∈Θk
fˆk(xˆki , xˆ
k
j )
=
∑
f∈Θk-1
fˆk(xˆki , xˆ
k
j ) +
∑
f∈Θk\Θk-1
fˆk(xˆki , xˆ
k
j )
=
∑
f∈Θk-1\E˜k
fˆk(xˆki , xˆ
k
j ) +
∑
f∈Θk-1∩E˜k
fˆk(xˆki , xˆ
k
j ) +
∑
f∈Θk\Θk-1
fˆk(xˆki , xˆ
k
j )
=
∑
f∈Θk-1\E˜k
fˆk-1(xˆk-1i , xˆ
k-1
j ) +
∑
f∈Θk-1∩E˜k
max
{
fˆk(xˆki ,xˆ
k
j ), fˆ
k-1(xˆk-1i , xˆ
k-1
j )
}
+
∑
f∈Θk\Θk-1
fˆk(xˆki , xˆ
k
j )
(by definition of fˆk)
Since,∑
f∈Θk-1\E˜k
fˆk-1(xˆk-1i , xˆ
k-1
j ) +
∑
f∈Θk-1∩E˜k
max
{
fˆk(xˆki ,xˆ
k
j ), fˆ
k-1(xˆk-1i , xˆ
k-1
j )
} ≥ ∑
f∈Θk-1
fˆk-1(xˆk-1i , xˆ
k-1
j );
∑
f∈Θk\Θk-1
fˆk(xˆki , xˆ
k
j ) +
∑
f∈Θk-1∩E˜k
max
{
fˆk(xˆki ,xˆ
k
j ), fˆ
k-1(xˆk-1i , xˆ
k-1
j )
} ≥ ∑
f∈E˜k
fˆk(xˆki , xˆ
k
j ).
It follows: ∑
f∈Θk-1\E˜k
fˆk-1(xˆk-1i , xˆ
k-1
j ) +
∑
f∈Θk-1∩E˜k
max
{
fˆk(xˆki ,xˆ
k
j ), fˆ
k-1(xˆk-1i , xˆ
k-1
j )
}
+
∑
f∈Θk\Θk-1
fˆk(xˆki , xˆ
k
j )
≥
∑
f∈Θk-1\E˜k
f(x∗i ,x
∗
j ) +
∑
f∈Θk-1∩E˜k
max
{
f(x∗i ,x
∗
j ), f(x
∗
i ,x
∗
j ))
}
+
∑
f∈Θk\Θk-1
f(x∗i ,x
∗
j )
(by Lemma 3 and induction assumption)
≥
∑
f∈Θk
f(x∗i ,x
∗
j ).
Lemma 4 ensures that the utility associated to the func-
tions optimized in the relaxed problems Pˆ , up to iteration
k, is an upper bound for the evaluation of the same set of
functions, evaluated under the optimal solution for P . The
above proof relies on the observation that the functions in
Θk includes exclusively those ones associated with the opti-
mization of problems Pˆ `, with ` ≤ k, and that the functions
over which the optimization process operates multiple times,
are evaluated with their maximal value observed so far.
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Theorem 9. For each LNk, Fˆ k(xˆk) ≥ Fg(x∗).
Proof. By definition of Fˆ k(x), it follows that,
Fˆ k(x) =
∑
f∈F fˆ
k(xˆki , xˆ
k
j )
=
∑
f∈Θk
fˆk(xˆki , xˆ
k
j ) +
∑
f 6∈Θk
fˆk(xˆki , xˆ
k
j )
=
∑
f∈Θk
fˆk(xˆki , xˆ
k
j ) +
∑
f 6∈Θk
max
di,dj
f(di, dj) (by definition of fˆk)
≥
∑
f∈Θk
f(x∗i , x
∗
j ) +
∑
f 6∈Θk
f(x∗i , x
∗
j ) (by Lemma 4)
= Fg(x
∗)
which concludes the proof.
Corollary 4. An approximation ratio for the problem is
ρ =
mink Fˆ
k(xˆk)
maxk Fg(xˇk)
≥ Fg(x
∗)
maxk Fg(xˇk)
Proof. This result follows from maxk Fg(xˇk) ≤ Fg(x∗) (Theorem 8) and mink Fˆ k(xˆk) ≥ Fg(x∗)
(Theorem 9).
Theorem 10. In each iteration, T-DBR requires O(|F|) number of messages of size O(d), where d =
max
ai∈A
|Di|.
Proof. The number of messages required at each iteration is bounded by the Value Propagation Phase of
Algorithm 2, where each agent sends a message to each of its neighbors (lines 23 and 33). In contrast all
other phases use up to |A| messages (which are reticulated from the leaves to the root of the pseudo-tree
and vice-versa). The size of the messages is bounded by the Utility Propagation Phase, where each agent
(excluding the root agent) sends a message containing a value for each element of its domain (line 20).
All other messages exchanged contain two values (lines 23, 33, and 38). Thus the maximum size of the
messages exchanged at each iteration is at most d.
Theorem 11. In each iteration, the number of constraint checks of each T-DBR agent is O(d2), where
d= max
ai∈A
|Di|.
Proof. The number of constraint checks, performed by each agent in each iteration, is bounded by the
operations performed during the Util-Propagation Phase. In this phase, each agent (except the root agent)
computes the lower and upper bound utilities for each values of its variable xi and its parent’s variable
xPkai
(lines 16–17).
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4.3.4 Related Work
Due to the vast amount of resources and/or communication required to solve DCOP optimally, an in-
creasing amount of effort has been put by researchers to propose several incomplete DCOP solutions.
These can be grouped into three categories: search-based, inference-based, and region-optimal algo-
rithms, based on the processing technique adopted to explore the solution space. Incomplete search-based
algorithms (e.g., DSA [126], MGM [72]) are based on the use of incomplete search techniques to explore
the space of possible solutions. Incomplete inference-based algorithms (e.g., Max-Sum [31]) use solu-
tions inspired from dynamic programming and belief propagation techniques. Region-optimal algorithms
allow us to specify regions with a maximum size of k agents or t hops from each agent, and they optimally
solve the subproblem within each region. Unfortunately, several local search algorithms (e.g., DSA [126],
MGM [72]) and local inference algorithms (e.g., Max-Sum [31]) do not provide guarantees on the quality
of the solutions found. More recent developments, such as region-optimal algorithms [91, 117], Bounded
Max-Sum [104], and DaC algorithms [116, 54] alleviate this limitation. In region-optimal algorithms,
solution quality bounds are provided as a function of k or t. Bounded Max-Sum is an extension of Max-
Sum, which solves optimally an acyclic version of the DCOP graph, bounding its solution quality as a
function of the edges removed from the cyclic graph. DaC-based algorithms use Lagrangian decompo-
sition techniques to solve agent subproblems sub-optimally. Good quality assessments are essential for
sub-optimal solutions.
Aside from these incomplete algorithms, researchers have also developed extensions to complete
algorithms that trade solution quality for faster runtime. For example, complete search algorithms have
mechanisms that allow users to specify absolute or relative error bounds [81, 122]. Researchers have
also worked on non-iterative versions of inference-based incomplete DCOP algorithms, with and without
quality guarantees [104, 86, 95]. Such methods are, however, unable to refine the initial solution returned.
Finally, the algorithm that is the most similar to ours is LS-DPOP [98], which operates on a pseudo-tree
performing a local search. However, unlike D-LNS, LS-DPOP operates only in a single iteration, does
not change its neighborhood, and does not provide quality guarantees.
4.3.5 Experimental Evaluation
We evaluate the D-LNS framework against state-of-the-art incomplete DCOP algorithms, with and with-
out quality guarantees, where we choose representative search-, inference-, and region optimal-based
solution approaches. We select Distributed Stochastic Algorithm (DSA) as a representative of an incom-
plete search-based DCOP algorithm; Max-Sum (MS), and Bounded Max-Sum (BMS), as representative
of inference-based DCOP algorithms, and k- and t-optimal algorithms (KOPT, and TOPT), as representa-
tive of region optimal-based DCOP methods. All algorithms are selected based on their performance and
popularity. We run the algorithms using the following implementations: We use the FRODO framework
[68] to run MS, and DSA,5 we use the authors’ code of BMS [104], and the DALO framework [58] for
KOPT and TOPT. We run all algorithms using their default parameters, thus the number of iterations for
MaxSum, DSA, and K-,T-OPT is set to 500, 200, and 100, respectively. We use DSA-B with p = 0.6.
We systematically evaluate the runtime, solution quality and network load of the algorithms on binary
constraint networks with random, scale-free, and grid topologies, and we evaluate the ability of D-LNS
to exploit domain knowledge over distributed meeting scheduling problems.
5As a technical note, we implement DSA-B which required minimal changes from DSA-C, and readily available on FRODO.
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Figure 4.9: Normalized solution quality for the upper bounds and lower bounds, on regular grids at
varying of the maximum time allotted to the algorithms.
The instances for each topology are generated as follows:
• Random: We create an n-node network, whose density p1 produces bn (n− 1) p1c edges in total.
We do not bound the tree-width, which is based on the underlying graph.
• Scale-free: We create an n-node network based on the Barabasi-Albert model [5]. Starting from a
connected 2-node network, we repeatedly add a new node, randomly connecting it to two existing
nodes. In turn, these two nodes are selected with probabilities that are proportional to the numbers
of their connected edges. The total number of edges is 2 (n− 2) + 1.
• Grid: We create an n-node network arranged in a rectangular grid, where internal nodes are con-
nected to four neighboring nodes and nodes on the edges (resp. corners) are connected to two
(resp. three) neighbors.
We generate 50 instances for each topology, ensuring that the underlying graph is connected. The
utility functions are generated using random integer costs in [0, 100]. We set as default parameters,
|A|=20, |Di|=10 for all variables, and p1 =0.5 for random networks. We use a random destroy strategy
for the D-LNS algorithms. Algorithms runtimes are measured using the simulated runtime metric [111],
and we impose a timeout of 300s. Results are averaged over all instances and are statistically significant6
with p-values < 0.0001. The experiment are performed on an Intel i7 Quadcore 3.3GHz machine with
4GB of RAM.
Figure 4.9, 4.10, and 4.11 illustrates the convergence results (normalized upper and lower bounds) for,
respectively, regular grids , random graphs, and scale-free networks in increasing amounts of maximum
time allowed to the algorithms to complete. Figure 4.12, 4.13, and 4.14 illustrates the convergence results
(normalized upper and lower bounds) for, respectively, regular grids , random graphs, and scale-free
networks in increasing amounts of maximum network load allowed to the algorithms to complete. A
value of 0 (1), means worst (best) lower or upper bound w.r.t. the lower or upper bound reported within
6t-test performed with null hypothesis: DLNS-based algorithms find solution with better bounds than non-DLNS based ones.
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Figure 4.10: Normalized solution quality for the upper bounds and lower bounds, on random graphs at
varying of the maximum time allotted to the algorithms.
the pool of algorithms examined. All plots are in log-scale. These results show that the D-LNS-based
algorithms not only converge to better solutions, but converge to them faster, and with lower network load
requirements. In addition, they provide tighter upper bounds, and thus find better approximation ratios
compared to the other algorithms. The figures reporting the upper bounds do not illustrate MS and DSA,
as they do not provide bounded solutions. TOPT-1 timed-out for all instances on random and scale-free
networks. D-LNS with DPOP-DBR is slower than D-LNS with T-DBR, and it reaches a timeout for the
scale-free networks. This is due to the fact that the complexity of the former repair phase is exponential in
the induced width of the relaxed constraint graph, and scale-free exhibit higher induced widths than grids
and random network instances. In contrast, D-LNS with T-DBR does not encounter such limitations. The
main reason behind fast convergence to good solutions of the D-LNS algorithms is that, on average, about
half of the agents are destroyed at each iteration, thus reducing the search space significantly.
Table 4.2 reports the solution qualities of the different algorithms on random networks. We report
the approximation ratio ρ and the ratio  of the best quality found by all algorithms versus its quality.
Best approximation ratios and quality ratios are shown in bold. The results show that D-LNS with DBR-
DPOP finds better approximation ratios ρ than those of the competing algorithms. However, it fails to
solve problems bigger than 20 agents. In contrast, D-LNS with T-DBR can scale to large problems better
than other algorithms. Similarly to the trends observed in the previous experiment, D-LNS with T-DBR
finds better solutions w.r.t. the other algorithms (i.e., better quality ratios  and better approximation ratios
ρ for |A| > 20).
Distributed Meeting Scheduling. Many real-world problems model require the use of hard constraints,
to avoid considering infeasible solutions (see, e.g., http://www.csplib.org). We also evaluate the
ability of our D-LNS framework to exploit problem structure, exhibited in presence of domain-dependent
knowledge and hard constraints, and test its behavior on distributed meeting scheduling problems. In such
problems, one wishes to schedule a set of events within a time range. We use the time slots as variable
formulation [72], where events are modeled as decision variables. Meeting participants can attend dif-
ferent meetings, and have time preferences that are taken into account in the problem formulation. Each
variable can take on a value from the time slot range in [0, 100], that is sufficiently early to schedule the
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Figure 4.11: Normalized solution quality for the upper bounds and lower bounds, on scale-free networks
at varying of the maximum time allotted to the algorithms.
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Figure 4.12: Normalized solution quality for the upper bounds and lower bounds, on regular grids at
varying of the maximum network load allotted to the algorithms.
|A| DBR-DPOP T-DBR BMS KOPT2 KOPT3 TOPT1 MaxSum DSA
ρ  ρ  ρ  ρ  ρ  ρ   
10 1.055 0.997 1.149 0.999 1.872 0.824 4.333 0.935 3.500 0.969 6.000 0.989 0.779 0.941
20 1.278 0.977 1.311 0.999 2.302 0.819 7.666 0.923 6.000 0.954 – 0.797 0.971
50 – 1.539 0.995 3.001 0.849 17.66 0.900 13.50 0.907 – 0.832 0.988
100 – 1.669 1.000 2.797 0.871 34.33 0.892 26.00 0.897 – 0.866 0.975
200 – 1.759 1.000 2.878 0.897 67.66 0.898 – – – 0.973
Table 4.2: Experimental results on random networks.
required participant for the required amount of time. The problem requires that no meetings sharing some
participants overlap. We generate the underlying constraint network using the random network model de-
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Figure 4.13: Normalized solution quality for the upper bounds and lower bounds, on random graphs at
varying of the maximum network load allotted to the algorithms.
Meetings: 20 50 100
% SAT TF (ms) % SAT TF (ms) % SAT TF(ms)
DK destroy 80.05 78 54.11 342 31.20 718
RN destroy 12.45 648 1.00 52207 0.00 –
KOPT3 4.30 110367 0.00 – – –
Table 4.3: Experimental results on meeting scheduling.
scribed earlier. We compare the repair phase T-DBR with both random (RN) destroy and domain-specific
knowledge (DK) destroy methods. The latter destroys the set of variables in overlapping meetings. Table
4.3 reports the percentage of satisfied instances reported (% SAT) and the time needed to find the first
satisfiable solution (TF), averaged over 50 runs. The domain-specific destroy method has a clear advan-
tage over the random one, being able to effectively exploit domain knowledge. All other local search
algorithm failed to report satisfiable solutions for any of the problems—only KOPT3 was able to find
some satisfiable solutions for 20 meetings.
4.4 Summary
This chapter introduced two DCOP solving strategies, Branch Consistency (BrC) and Distributed Large
Neighborhood Search (D-LNS), which adapt centralized reasoning techniques exploiting the structure of
DCOPs during the problem resolution phase, to enhance the DCOP resolution efficiency.
BrC is a type of consistency that applies to paths in pseudo-trees, and it is aimed to prune the search
space and to reduce the size of the messages exchanged among agents by actively exploiting the hard
constraints of the problem. Our experimental results show that when applied to DPOP such form of
consistency enforces a pruning that is more effective than that enforced by Arc Consistency. We experi-
mentally show that the resulting algorithm, called BrC-DPOP, can prune as much as a version of H-DPOP
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Figure 4.14: Normalized solution quality for the upper bounds and lower bounds, on scale-free networks
at varying of the maximum network load allotted to the algorithms.
that limits its knowledge to the same amount as BrC-DPOP in a much smaller amount of time. We also
show that it can scale to larger problems than DPOP and H-DPOP. Therefore, these results confirm the
strengths of this approach, leading to enhanced efficiency and scalability.
While BrC has been applied to a complete algorithm, D-LNS is a framework that can be used to find
quality-bounded approximated solutions in DCOPs. Thus, it defines a DCOP incomplete algorithmic
framework. D-LNS is composed of a destroy phase, which selects a large neighborhood to search, and
a repair phase, which performs the search over the selected neighborhood. We introduce two novel
distributed repair phases, DBR-DPOP and T-DBR, built within the D-LNS framework, and characterized
by low network usage; additionally, T-DBR provides a low computational complexity per agent. Our
experimental results show that, using to its ability to exploit large neighbors, the D-LNS algorithms not
only converge to better solutions, compared to incomplete DCOP algorithms that are representative of
search-based, inference-based, and region-optimal-based approaches, but converge to them faster, and
with low network load requirements. The proposed results are significant—the anytime property, the
ability of refining online quality guarantees, and the ability to exploit domain-dependent structure, makes
D-LNS-based algorithms good candidates to solve a wide class of DCOP problems.
These two works, explore two orthogonal mechanisms which adapt centralized reasoning to the
DCOP resolution process, and were applied to produce a complete and an incomplete DCOP solving
approach. Therefore, these results validate the hypothesis that centralized reasoning can be adapted to
exploit the structure of DCOPs during problem solving to enhance the DCOP solving efficiency.
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5
Exploiting the use of Accelerated
Hardware in DCOP resolution
Typical Distributed Constraint Optimization problems are characterized by complex dynamics and in-
teractions among a large number of agents, which translate into hard combinatorial problems, posing
significant challenges from a computational point of view. To deal with such computational burden,
and in addition to the techniques discussed in the previous chapters, this chapter studies how to exploit
a novel class of massively parallel platforms that are based on the Single Instruction Multiple Thread
(SIMT) paradigm, and widely used in modern General Purpose Graphic Processing Units (GPGPU)s.
The wide availability of GPGPUs, and their contained costs, stimulated spread interest across several re-
search communities. Thus, in this chapter we propose the design and implementation of inference-based
and sampling-based algorithms which exploits GPGPU parallel architectures to speed up the resolution
of DCOPs.
The structure exploited by Dynamic Programming (DP)-based approaches in constructing solutions
makes it suitable to harness the SIMT paradigm. Thus, we proposed a DP-based algorithm that makes use
of parallel computation using GPGPUs to solve DCOPs [34]. Our results show significant improvements
in performance and scalability over other state-of-the-art DP-based solutions.
The explicit separation between the DCOP resolution process and the centralized agent problem,
enabled by our MVA DCOP decomposition (see Chapter 3), enables agents to solve their local problem
trough a variety of techniques. Motivated by the high complexity of the agent local problem, we proposed
the use of hierarchical parallel models, where each agent can (i) solve its local problem independently
from those of other agents, and (ii) parallelize the computations within its own local problem. Thus, in this
chapter we introduce a framework to solve independent local problems, in parallel, using sampling-based
algorithms, harnessing the multitude of computational units offered by GPGPUs. This approach led to
significant improvements in the runtime of the algorithm resolution. Therefore, these results validate our
hypothesis that one can exploit highly parallel computational models to enhance current DCOP solution
techniques through the design of algorithmic approaches that take advantage of such novel hardware
architectures.
This chapter is structured as follows: The next section introduces the motivations for the adoption
of accelerated hardware to solve DCOPs. In section 5.2 we describe a design and implementation of a
DP-based algorithm that exploits parallel computation using GPGPUs. section 5.3 introduces a GPGPU-
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based Monte Carlo Markov Chain (MCMC) framework to solve the agents’ independent subproblems
exposed via the MVA DCOP decomposition. Therein, we detail the GPGPU implementations of Gibbs
and Metropolis-Hasting, two MCMC sampling algorithms. In each of the latter two sections we report
the description of the frameworks, a theoretical analysis on the relevant properties exposed by the two
solving techniques, and the experimental results. Finally, section 5.4 concludes the Chapter.
5.1 Motivations
5.1.1 DP-based Algorithms
The importance of Dynamic Programming (DP)-based approaches arises in several optimization fields
including constraint programming [2, 7]. For example, several propagators adopt DP-based techniques
to establish constraint consistency; for instance,
1. the knapsack constraint propagator proposed by Trick applies DP techniques to establish arc con-
sistency on the constraint [114];
2. the propagator for the regular constraint establishes arc consistency using a specific digraph repre-
sentation of the DFA, which has similarities to dynamic programming [94];
3. the context free grammar constraint makes use of a propagator based on the CYK parser that uses
DP to enforce generalized arc consistency [102].
The importance of DP arises also in several declarative constraint programming languages. For instance,
the language PICAT [129, 127] makes use of table constraints to implement DP-based resolution ap-
proaches [130, 128]
While DP approaches may not always be appropriate to solve (D)COPs, as their time and space re-
quirements may be prohibitive, they may be very effective in problems with particular structures, such
as problems where their underlying constraint graphs have small induced widths or distributed problems
where the number of messages is crucial for performance, despite the size of the messages. The struc-
ture used by DP-based approaches in constructing solutions makes it suitable to exploit a novel class of
massively parallel platforms that are based on the Single Instruction Multiple Thread paradigm—where
multiple threads may concurrently operate on different data, but are all executing the same instruction
at the same time. The SIMT-based paradigm is widely used in modern Graphical Processing Units for
general purpose parallel computing. We have applied such form of parallelism to enhance the resolution
efficiency of DP-based algorithms to solve COPs and DCOPs, resulting in a new framework, called GPU-
DBE and introduced in section 5.2. Crucially, agents within the GPU-DBE framework can effectively
make use of the power harnessed by the GPGPUs, resulting in enhanced running time and scalability.
5.1.2 Exploiting MVA Hierarchical Parallelism
Exploiting the use of MVA-based decompositions for DCOPs, we introduce a general framework, called
Distributed MCMC (DMCMC) which is based on the Distributed Pseudo-tree Optimization Procedure
(DPOP) algorithm [96] to allow each agent to solve its local sub-problem using Markov Chain Monte
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Figure 5.1: Example (D)COP (a-c) and UTIL phase computations in DPOP (d).
Carlo (MCMC) sampling algorithms. The data independence property exposed by such sampling al-
gorithms, makes this framework suitable to effectively exploit SIMT-based parallelism, and we thus
use GPGPU hardware to parallelize and speed up the sampling process. In section 5.3 we demon-
strate the generality of this framework using two commonly used MCMC algorithms, the Gibbs [38]
and Metropolis-Hastings [53, 77] algorithms. Our experiments show that our framework is able to find
near-optimal solutions up to two orders of magnitude faster than MGM and MGM2 (two local search
DCOP algorithms).
5.2 Accelerating DPOP and BE resolution on GPGPUs
This section proposes a design and implementation of the GPU-based (Distributed) Bucket Elimina-
tion framework (GPU-DBE), a DP-based algorithm that exploits parallel computation using GPGPUs to
solve (D)COPs. Our proposal aims at employing GPGPU hardware to speed up the inference process of
DP-based methods, representing an alternative way to enhance the performance of DP-based constraint
optimization approaches. The underlying structure exploited by DP-based approaches in constructing
solutions allows us to fully utilize the power of the GPGPU hardware, exploring in parallel a large num-
ber of operations performed during the inference steps. Specifically, we focus on the parallelization of
the Bucket Elimination (BE) procedure [25], which is a DP-based algorithm for solving COPs, and of
the DPOP algorithm, which can be seen as a distributed version of BE, where agents exchange newly
introduced utility functions via messages. The effect of exploiting such type of accelerated-solutions pro-
vides significant advantages in terms of runtime and scalability, resulting in speedups up to two orders of
magnitude, with respect to an optimized sequential version of the same solver.
Throughout the section, we will use the example DCOP shown in Figure 5.1, to describe the behavior
of the inference process within BE and DPOP. Figure 5.1(a) shows the constraint graph of a simple COP
with three variables, x1, x2, and x3. The domain of each variable is the set {0, 1}. Figure 5.1(c) describes
the utility functions of the COP.
5.2.1 Notation and Definitions
We recall that θ denote a (D)COP solution, and introduce the following definitions:
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Definition 14 (Projection). The projection of a utility function fi on a set of variables V ⊆ xi is a
new utility function fi|V : V → R+ ∪ {−∞}, such that for each possible assignment θ ∈ "xj∈V Dj ,
fi|V(θ) = max
σ∈Σ,σV=θ
fi(σxi).
In other words, fi|V is constructed from the tuples of fi, removing the values of the variable that do
not appear in V and removing duplicate values by keeping the maximum utility of the original tuples in
fi.
Definition 15 (Concatenation). Let us consider two assignments θ′, defined for variables V , and θ′′,
defined for variables W , such that for each x ∈ V ∩W we have that θ′(x) = θ′′(x). Their concatenation
is an assignment θ′ · θ′′ defined for V ∪W , such as for each x ∈ V (respectively x ∈ W ) we have that
θ′ · θ′′(x) = θ′(x) (respectively θ′ · θ′′(x) = θ′′(x)).
We define two operations on utility functions:
• The aggregation of two functions fi and fj , is a function fi+fj : xi∪xj → R+∪{−∞}, such that
∀θ′ ∈ "xk∈xi Dk and ∀θ′′ ∈ "xk∈xj Dk, if θ′ · θ′′ is defined, then we have that (fi + fj)(θ′ · θ′′)=
fi(θ
′) + fj(θ′′).
• Projecting out a variable xj ∈ xi from a function fi, denoted as pi−xj (fi), produces a new function
with scope xi \ {xj}, and defined as the projection of fi on xi \ {xj}, i.e., pi−xj (fi)=fi|xir{xj}.
Bucket Elimination (BE)
BE [25, 26] is a dynamic programming based procedure that can be used to solve COPs. Algorithm 2
illustrates its pseudocode. Given a COP (X,D,C) and an ordering o = 〈x1, . . . , xn〉 on the variables
in X, we say that a variable xi has a higher priority with respect to variable xj if xi appears after xj in
o. BE operates from the highest to lowest priority variable. When operating on variable xi, it creates a
bucket Bi, which is the set of all utility functions that involve xi as the highest priority variable in their
scope (line 2). The algorithm then computes a new utility function fˆi by aggregating the functions in
Bi and projecting out xi (line 3). Thus, xi can be removed from the set of variables X to be processed
(line 4) and the new function fˆi replaces in C all the utility functions that appear in Bi (line 5). In our
example, BE operates, in order, on the variables x3, x2, and x1. When x3 is processed, the bucket B3
is {f13, f23}, and the fˆ3 utility function is shown in Figure 5.1(d) top. The rightmost column shows the
values for x3 after its projection. BE updates the sets X = {x1, x2} and C = {f12, fˆ3}. When x2 is
processed, B2 = {f12, fˆ3} and fˆ2 is shown in Figure 5.1(d) bottom. Thus, X = {x1} and C = {fˆ2}.
Lastly, the algorithm processes x1, sets B1 ={fˆ2}, and fˆ1 contains one value combination σ∗=〈1, 0, 0〉,
which corresponds to an optimal solution to the problem.
The complexity of the algorithm is bounded by the time needed to process a bucket (line 3), which is
exponential in number of variables in the bucket.
Dynamic Programming Optimization Protocol (DPOP)
DPOP [96] is a dynamic programming based DCOP algorithm, introduced in section 2.1.4. Let us analyze
some details of the algorithm which were not discussed earlier, and that we will use to observe the
similarities between DPOP and BE.
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Algorithm 2: BE
39 for i← n downto 1 do
40 Bi={fj ∈ C | xi ∈ xj ∧ i = max{k | xk ∈ xj}};
41 fˆi=pi−xi
(∑
fj∈Bi fj
)
;
42 X=X \ {xi};
43 C=(C ∪ {fˆi}) \Bi;
In the UTIL propagation, each DPOP-agent, starting from the leaves of the pseudo-tree, computes the
optimal sum of utilities in its subtree for each value combination of variables in its separator. The agent
does so by aggregating the utilities of its functions with the variables in its separator and the utilities
in the UTIL messages received from its child agents, and then projecting out its own variable. In our
example problem, agent a3 computes the optimal utility for each value combination of variables x1 and
x2 (Figure 5.1(d) top), and sends the utilities to its parent agent a2 in a UTIL message. When the root
agent a1 receives the UTIL message from each of its children, it computes the maximum utility of the
entire problem.
Observe that the UTIL propagation phase of DPOP emulates the BE process in a distributed con-
text [13]. In particular, given a pseudo-tree and its preorder listing o, the UTIL message generated by
each DPOP agent ai is equivalent to the aggregated and projected function fˆi in BE when xi is processed
according to the ordering o.
The complexity of DPOP is dominated by the UTIL propagation phase, which is exponential in the
size of the largest separator set sep(ai) for all ai∈A. The other two phases require a polynomial number
of linear size messages, and the complexity of the local operations is at most linear in the size of the
domain.
5.2.2 GPU-DBE
Our GPU-based (Distributed) Bucket Elimination framework, extends BE (respectively DPOP) by ex-
ploiting GPGPU parallelism within the aggregation and projection operations. These operations are re-
sponsible for the creation of the functions fˆi in BE (line 3 of Algorithm 1) and the UTIL tables in DPOP
(UTIL propagation phase), and they dominate the complexity of the algorithms. Thus, we focus on the
details of the design and the implementation relevant to such operations. Due to the equivalence of BE
and DPOP, we will refer to the UTIL tables and to the aggregated and projected functions fˆ of Algorithm
2, as well as variables and agents, interchangeably. Notice that the computation of the utility for each
value combination in a UTIL table is independent of the computation in the other combinations. The
use of a GPGPU architecture allows us to exploit such independence, by concurrently exploring several
combinations of the UTIL table, computed by the aggregation operator, as well as concurrently projecting
out variables.
Algorithm 2 illustrates the pseudocode, where we use the following notations: Line numbers in paren-
thesis denote those instructions required exclusively in the distributed case. Starred line numbers denote
those instructions executed concurrently by both the CPU and the GPGPU. The symbols← and⇔ denote
sequential and parallel (multiple GPU-threads) operations, respectively. If a parallel operation requires
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Algorithm 2: GPU-(D)BE
(1) Generate pseudo-tree
2 GPU-INITIALIZE( ) ;
3 if Cai = ∅ then
4 UTILxi ⇔ PARALLELCALCUTILS( ) ;
(5) Send UTIL message (xi,UTILxi) to Pai ;
6 else
7 Activate UTILMessageHandler(·) ;
(8) Activate VALUEMessageHandler(·) ;
Procedure UTILMessageHandler(ak,UTILak )
(9) Store UTILak
10 if received UTIL message from each child ac ∈ Cai then
11 UTILai ⇔ PARALLELCALCUTILS( ) ;
12 if Pai = NULL then
13 d∗i ← CHOOSEBESTVALUE(∅);
(14) foreach ac ∈ Cai do
(15) VALUEai ← (xi, d∗i ) ;
(16) Send VALUE message (ai,VALUEai) to ac ;
17 else Send UTIL message (ai,UTILai) to Pai
a copy from host (device) to device (host), we write
D←H
⇔ (
H←D
⇔ ). Host to device (respectively device to
host) memory transfers are performed immediately before (respectively after) the execution of the GPU
kernel. Algorithm 2 shows the pseudocode of GPU-(D)BE for an agent ai. Like DPOP, also GPU-(D)BE
is composed of three phases; the first and third phase are executed exclusively in the distributed version.
The first phase is identical to that of DPOP (line 1). In the second phase:
• Each agent ai calls GPU-INITIALIZE() to set up the GPGPU kernel. For example, it determines the
amount of global memory to be assigned to each UTIL table and initializes the data structures on the
GPGPU device memory (line 2). We will discuss it in details in the next section. The GPGPU kernel
settings are decided according to the shared memory requirements and the number of registers used
by the successive function call, so to maximize the number of blocks that can run in parallel.
• Each agent ai aggregates the utilities for the functions between its variables and its separator, projects
its variable out (line 4), and sends them to its parent (line 5). The MessageHandlers of lines 7 and 8
are activated for each new incoming message. The agent repeats this process each time it receives a
UTIL message from a child (lines 9-16).
By the end of the second phase (line 11), the root agent knows the overall utility for each values of its
variable xi. It chooses the value that results in the maximum utility (line 13). Then, in the distributed
version, it starts the third phase by sending to each child agent ac the value of its variable xi (lines 14-16).
These operations are repeated by every agent receiving a VALUE message (lines 18-22). This last phase
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Procedure VALUEMessageHandler(ak,VALUEak )
(18) VALUEai ← VALUEak
(19) d∗i ← CHOOSEBESTVALUE(VALUEai) ;
(20) foreach ac ∈ Cai do
(21) VALUEai ← {(xi, d∗i )} ∪ {(xk, d∗k) ∈ VALUEak | xk ∈ sep(ac)} ;
(22) Send VALUE message (ai,VALUEai) to ac ;
is not required in the centralized version, as the value assignment for each variable can be accessed by
the root agent directly.
GPGPU Data Structures
In order to fully utilize on the parallel computational power of GPGPUs, the data structures need to be
designed in such a way to limit the amount of information exchanged between the CPU host and the
GPGPU device, and in order to minimize the accesses to the (slow) device global memory (and ensure
that they are coalesced). To do so, each agent identifies the set of relevant static entities, i.e., information
required during the GPGPU computation, which does not mutate during the resolution process. The
static entities are communicated to the GPGPU once at the beginning of the computation. This allows
each agent running on a GPGPU device to communicate with the CPU host exclusively to exchange the
results of the aggregation and projection processes. The complete set of utility functions, the constraint
graph, and the agents ordering, all fall in such category. Thus, each agent ai stores:
• The set of utility functions involving exclusively xi and a variable in ai’s separator set: Si = {fj ∈
C | xi ∈ xj ∧ sep(ai) ∩ xj 6= ∅}. For a given function fj ∈ Si, its utility values are stored in an
array named gFuncj .
• The domain Di of its variable (for simplicity assumed to be all of equal cardinality).
• The set Cai of ai’s children.
• The separator sets sep(ai), and sep(ac), for each ac ∈ Cai .
The GPU-INITIALIZE() procedure of line 2, invoked after the pseudo-tree construction, stores the
data structures above for each agent on the GPGPU device. As a technical detail, all the data stored
on the GPGPU global memory is organized in mono-dimensional arrays, so as to facilitate coalesced
memory accesses. In particular, the identifier and scope of the functions in Si as well as identifiers and
separator sets of child agents in Cai are stored within a single mono-dimensional array. The utility values
stored in the rows of each function are padded to ensures that a row is aligned to a memory word—thus
minimizing the number of memory accesses.
GPU-INITIALIZE() is also responsible for reserving a portion of the GPGPU global memory to store
the values for the agent’s UTIL table, denoted by gUtilsi, and those of its children, denoted by gChUtilsc,
for each ac ∈ Cai . As a technical note, an agent’s UTIL table is mapped onto the GPGPU device to store
only the utility values, not the associated variables values. Its j-th entry is associated with the j-th
permutation of the variable values in sep(ai), in lexicographic order. This strategy allows us to employ
a simple perfect hashing to efficiently associate row numbers with variables’ values and vice versa. Note
that the agent’s UTIL table size grows exponentially with the size of its separator set; more precisely, after
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Procedure ParallelCalcUtils( )
23 if project on device then
24 gChUTILac
D←H
⇔ UTILac for all ac ∈ Cai ;
25 R← 0 ; UTILai ← ∅ ;
26 while R < |Di|sep(ai) do
27 if project on device then
28* UTIL′ai
H←D
⇔ GPU-AGGREGATE-PROJECT(R);
29 else
30* UTIL′ai
H←D
⇔ GPU-AGGREGATE(R);
31* UTIL′ai ← AGGREGATECH-PROJECT(ai,UTIL′ai ,UTILac) for all ac ∈ Cai ;
32* UTILai ← UTILai ∪ COMPRESS(UTIL′ai);
33 R← R+ |UTIL′ai | ;
34 return UTILai
projecting out xi, it has |Di|sep(ai) entries. However, the GPGPU global memory is typically limited to
a few GB (e.g., in our experiments it is 2GB). Thus, each agent, after allocating its static entities, checks
if it has enough space to allocate its children’s UTIL tables and a consistent portion (see next subsection
for details) of its own UTIL table. In this case, it sets the project on device flag to true, which signals
that both aggregate and project operations can be done on the GPGPU device.1 Otherwise it sets the flag
to false and bounds the device UTIL size table to the maximum storable space on the device. In this case,
the aggregation operations are performed only partially on the GPGPU device.
Parallel Aggregate and Project Operations
The PARALLELCALCUTILS procedure (executed in lines 4 and 11) is responsible for performing the
aggregation and projection operations, harnessing the parallelism provided by the GPGPU. Due to the
possible large size of the UTIL tables, we need to separate two possible cases and devise specific solutions
accordingly:
(a) When the device global memory is sufficiently large to store all ai’s children UTIL tables as well as
a significant portion of ai’s UTIL table2 (i.e., when project on device = true), both aggregation
and projection of the agent’s UTIL table are performed in parallel on the GPGPU. The procedure first
stores the UTIL tables received from the children of ai into their assigned locations in the GPGPU
global memory (lines 23-24). It then iterates through successive GPGPU kernel calls (line 28) until the
UTILai table is fully computed (lines 26-33). Each iterations computes a certain number of rows of the
UTILai table (R serves as counter).
(b) When the device global memory is insufficiently large to store all ai’s children UTIL tables as well as
a significant portion of ai’s UTIL table (i.e., when project on device = false), the agent alternates
1If the UTIL table of agent ai does not fit in the global memory, we partition such table in smaller chunks, and iteratively execute
the GPGPU kernel until all rows of the table are processed.
2In our experiments, we require that at least 1/10 of the UTIL table can be stored in the GPGPU. We experimentally observed
that a partitioning of the table in at most 10 chunks provides a good time balance between memory transfers and actual computation.
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the use of the GPGPU and the CPU to compute UTILai . The GPGPU is in charge of aggregating
the functions in Si (line 30), while the CPU aggregates the children UTIL table,3 projecting out xi.
Note that, in this case, the UTILai storage must include all combinations of values for the variables in
sep(xi) ∪ {xi}, thus the projection operation is performed on the CPU host. As in the previous case,
the UTILai is computed incrementally, given the amount of available GPGPU global memory.
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Figure 5.2: Concurrent computation between host and device.
To fully utilize on the use of the GPGPU, we exploit an additional level of parallelism, achieved by
running GPGPU kernels and CPU computations concurrently; this is possible when the UTILai table is
computed in multiple chunks. Figure 5.2 illustrates the concurrent computations between the CPU and
GPGPU. After transferring the children UTIL tables into the device memory (Init)—in case (a) only—the
execution of kernel K1 produces the update of the first chunk of UTILai , denoted by U1 in Figure 5.2,
which is transferred to the CPU host. The successive parallel operations are performed asynchronously
with respect to the GPGPU, that is, the execution of the j-th CUDA kernel Kj (j > 1), returns the
control immediately to the CPU, which concurrently operates a compression operation on the previously
computed UTIL′ai chunk (line 32), referred to as Uk−1 in Figure 5.2. For case (b), the CPU also exe-
cutes concurrently the AGGREGATECH-PROJECT of line 31. We highlight the concurrent operations by
marking with a ∗ symbol their respective lines in the procedure PARALLELCALCUTILS.
Technical Details: We now describe in more detail how we divide the workload among parallel blocks,
i.e., the mapping between the UTIL table rows and the CUDA blocks. A total of T =64 · k (1 ≤ k ≤ 16)
threads (a block) are associated to the computation of T permutations of values for sep(ai). The value k
depends on the architecture and it is chosen to maximize the number of concurrent threads running at the
same time. In our experiments, we set k= 3. The number of blocks is chosen so that the corresponding
aggregate number of threads does not exceed the total number of UTIL′ai permutations currently stored in
the device. Let h be the number of stream multiprocessors of the GPGPU. Then, the maximum number
of UTIL permutations that can be computed concurrently is M = h · T . In our experiments h= 14, and
thus, M = 2688. Figure 5.6 provides an illustration of the UTIL permutations computed in parallel on
GPGPU. The blocks Bi in each row are executed in parallel on different SMs. Within each block, a total
of (at most) 192 threads operate on as many entries of the UTIL table. Such number is bounded by the
maximum number of warps that can run in parallel, which in turn is dependent on the characteristic of
the hardware and of the kernel (e.g., the number of registers and the amount shared memory required by
the kernel play a key role).
The GPGPU kernel procedure is shown in lines 35-49. We surround line numbers with | · | to denote
3The CPU aggregates only those child UTIL table that could not fit in the GPGPU memory. Those that fit in memory are
integrated through the GPGPU computation as done in the previous point.
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(and p1 for the formers).
Distributed Crane Scheduling Problem:
Here the experiments on Grids Topology, at varying |X| for distributed crane
scheduling problems.
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Figure 5.3: GPU kernel parallel computations.
Procedure GPU-Aggregate-Project(R)
|35| rid ← the thread’s entry index of UTIL′i;
|36| did ← the thread’s value index of Di ;
|37| 〈|θ, Si|, Cai , sep(xc)〉 ← ASSIGNSHAREDMEM() for all xc ∈ Cai
|38| θ ← DECODE(R+ rid) ;
|39| util ← −∞ ;
40 foreach did ∈ Di do
|41| utildid ← 0;
|42| foreach fj ∈ Si do
|43| ρj ← ENCODE(θxj | xi = did) ;
|44| utildid ← utildid + gFuncj [ρj ] ;
45 foreach ac ∈ Cai do
46 ρc ← ENCODE(θsep(ac) | xi = did) ;
47 utildid ← utildid + gChUtilsc[ρc] ;
|48| util ← max(util , utildid) ;
|49| gUtilsi[rid]← util ;
parts of the procedure executed by case (b). The kernel takes as input the number R of the UTIL table
permutations computed during the previous kernel calls. Each thread identifies its entry index rid within
the table chunk UTIL′ai (line 35). It then assigns the shared memory allocated to local arrays to store
the static entities Si, Cai , and sep(ac), for each ac ∈Cai . In addition it reserves the space θ to store the
assignments corresponding to the UTIL permutation being computed by each thread, which is retrieved
using the thread entry index and the offset R (line 38). DECODE implements a minimal perfect hash
function to convert the entry index of the UTIL table to its associated variables value permutation. Each
thread aggregates the functions in Si (lines 42-44) and the UTIL tables of ai’s children (lines 45-47),
for each element of its domain (lines 40-48). The ENCODE routine converts a given assignments for
the variables in the scope of a function fj (line 43), or in the separator set of child ac (line 46), to the
corresponding array index, sorted in lexicographic order. The value for the variable xi within each input,
is updated at each iteration of the for loop. The projection operation is executed in line 48. Finally, the
thread stores the best utility in the corresponding position of the array gUtilsi
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The GPU-AGGREGATE procedure (called in line 30), is illustrated in lines 35-49—line numbers
surrounded by | · |. Each thread is in charge of a value combination in sep(ai) ∪ {xi}, thus, the fore-
ach loop of lines 40-48 is operated in parallel by |Di| threads. Lines 45-47 are not executed. The
AGGREGATECH-PROJECT procedure (line 31), which operates on the CPU, is similar to the GPU-
AGGREGATE-PROJECT procedure, except that lines 36-37, and 42-44, are not executed.
The proposed kernel has been the result of several investigations. We experimented with other levels
of parallelism, e.g., by unrolling the for-loops among groups of threads. However, these modifications
create divergent branches, which degrade the parallel performance. We experimentally observed that such
degradation worsen consistently as the size of the domain increases.
5.2.3 Theoretical Analysis
We now report some observation on the complexity, completeness, and correctness of our GPU-DBE,
which directly follow from the complexity, completeness and correctness of BE and DPOP.
Corollary 5. GPU-DBE requires the same number of messages as those required by DPOP, and it re-
quires messages of the same size as those required by DPOP.
Corollary 6. The UTIL messages constructed by each GPU-DBE agent are identical to those constructed
by each corresponding DPOP agent.
The above observations follow from the pseudo-tree construction and VALUE propagation GPU-DBE
phases, which are identical to those of DPOP. Thus, their corresponding messages and message sizes are
identical in both algorithms. Moreover, given a pseudo-tree, each DPOP/GPU-DBE agent computes the
UTIL table containing each combination of values for the variables in its separator set. Thus, the UTIL
messages of GPU-DBE and DPOP are identical.
Corollary 7. The memory requirements of GPU-(D)BE is, in the worst case, exponential in the induced
width of the problem (for each agent).
This observation follows from the equivalence of the UTIL propagation phase of DPOP and BE [13] and
from Corollary 6.
Corollary 8. GPU-(D)BE is complete and correct.
The completeness and correctness of GPU-(D)BE follow from the completeness and correctness of BE
[25] and DPOP [96].
5.2.4 Related Work
The use of GPGPUs to solve difficult combinatorial problems has been explored by several proposals
in different areas of constraint solving and optimization [21]. For instance, Meyer et al. [65] proposed
a multi-GPGPU implementation of the simplex tableau algorithm which relies on a vertical problem
decomposition to reduce communication between GPGPUs. In constraint programming, Arbelaez and
Codognet [3] proposed a GPU-based version of the Adaptive Search that explores several large neigh-
borhoods in parallel, resulting in a speedup factor of 17. Campeotto et al. [16] proposed a GPU-based
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framework that exploits both parallel propagation and parallel exploration of several large neighborhoods
using local search techniques, leading to a speedup factor of up to 38. The combination of GPGPUs with
dynamic programming has also been explored to solve different combinatorial optimization problems.
For instance, Boyer et al. [12] proposed the use of GPGPUs to compute the classical DP recursion step
for the knapsack problem, which led to a speedup factor of 26. Pawłowski et al. [90] presented a DP-
based solution for the coalition structure formation problem on GPGPUs, reporting up to two orders of
magnitude of speedup. Differently from other proposals, our approach aims at using GPGPUs to exploit
SIMT-style parallelism from DP-based methods to solve general COPs and DCOPs.
5.2.5 Experimental Evaluation
We compare our centralized and distributed versions of GPU-(D)BE with BE [25] and DPOP [96] on
binary constraint networks with random, scale-free, and regular grid topologies. The instances for each
topology are generated as follows:
• Random: We create an n-node network, whose density p1 produces bn (n− 1) p1c edges in total.
We do not bound the tree-width, which is based on the underlying graph.
• Scale-free: We create an n-node network based on the Barabasi-Albert model [5]: Starting from a
connected 2-node network, we repeatedly add a new node, randomly connecting it to two existing
nodes. In turn, these two nodes are selected with probabilities that are proportional to the numbers
of their connected edges. The total number of edges is 2 (n− 2) + 1.
• Regular grid: We create an n-node network arranged as a rectangular grid, where each internal
node is connected to four neighboring nodes, while nodes on the grid edges (respectively corners)
are connected to two (respectively three) neighboring nodes.
We generate 30 instances for each topology, ensuring that the underlying graph is connected. The utility
functions are generated using random integer costs in [0, 100], and the constraint tightness (i.e., ratio of
entries in the utility table different from −∞) p2 is set to 0.5 for all experiments. We set as default
parameters, |A|= |X|=10, |Di|=5 for all variables, and p1 =0.3 for random networks, and |A|= |X|=
9 for regular grids. Experiments for GPU-DBE are conducted using a multi-agent DCOP simulator,
that simulates the concurrent activities of multiple agents, whose actions are activated upon receipt of a
message. We use the publicly-available implementation of DPOP available in the FRODO framework
v.2.11 [69], and we use the same framework to run the BE algorithm, in a centralized setting.
Since all algorithms are complete, our focus is on runtime. Performance of the centralized algorithms
are evaluated using the algorithm’s wallclock runtime, while distributed algorithms’ performances are
evaluated using the simulated runtime metric [111]. We imposed a timeout of 300s of wallclock (or
simulated) time and a memory limit of 32GB. Results are averaged over all instances and are statisti-
cally significant with p-values < 1.638 e−12.4 These experiment are performed on an AMD Opteron
6276, 2.3GHz, 128GB of RAM, which is equipped with a GPGPU device GeForce GTX TITAN with 14
multiprocessors, 2688 cores, and a clock rate of 837MHz.
4t-test performed with null hypothesis: GPU-based algorithms are faster than non-GPU ones.
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Figure 5.4: Runtimes for COPs (top) and DCOPs (bottom) at varying number of variables/agents.
Figure 5.4 illustrates the runtime, in seconds, for random (a), scale-free (b), and regular grid (c)
topologies, varying the number of variables (respectively agents) for the centralized (respectively dis-
tributed) algorithms. The centralized algorithms (BE and GPU-BE) are shown at the top of the figure,
while the distributed algorithms (DPOP and GPU-DBE) are illustrated at the bottom. All plots are in
log-scale. We make the following observations:
• The GPU-based DP-algorithms (for both centralized and distributed cases) are consistently faster
than the non-GPU-based ones. The speedups obtained by GPU-BE vs. BE are, on average, and min-
imum (showed in parenthesis) 69.3 (16.1), 34.9 (9.5), and 125.1 (42.6), for random, scale-free, and
regular grid topologies, respectively. For the distributed algorithms, the speedups obtained by GPU-
DBE vs. DPOP are on average (minimum) 44.7 (14.7), 22.3 (8.2), and 124.2 (38.8), for random,
scale-free, and regular grid topologies, respectively.
• In terms of scalability, the GPU-based algorithms scale better than the non-GPU-based ones. In
addition, their scalability increases with the level of structure exposed by each particular topology.
On random graphs, which have virtually no structure, the GPU-based algorithms reach a timeout for
instances with small number of variables (25 variables—compared to 20 variables for the non-GPU-
based algorithms). On scale-free networks, the GPU-(D)BE algorithms can solve instances up to 50
variables,5 while BE and DPOP reach a timeout for instances greater than 40 variables. On regular
grids, the GPU-based algorithms can solve instances up to 100 variables, while the non-GPU-based
ones, fail to solve any instance with 36 or more variables.
We relate these observations to the size of the separator sets and, thus, the size of the UTIL tables
that are constructed in each problem. In our experiments, we observe that the average sizes of the
separator sets are consistently larger in random graphs, followed by scale-free networks, followed
by regular grids.
• Finally, the trends of the centralized algorithms are similar to those of the distributed algorithms: The
5With 60 variables, we reported 12/30 instances solved for GPU-(D)BE.
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Figure 5.5: Runtimes for COPs (top) and DCOPs (bottom) at varying number of variables/agents.
simulated runtimes of the DCOP algorithms are consistently smaller than the wallclock runtimes of
the COP ones.
Figure 5.5 illustrates the behavior of the algorithms when varying the graph density p1 for the random
graphs (a), and the domains size for random graphs (b) and regular grids (c). As for the previous experi-
ments, the centralized (respectively distributed) algorithms are shown on the top (respectively bottom) of
the figure. We can observe:
• The trends for the algorithms runtime, when varying both p1 and domains size, are similar to those
observed in the previous experiments.
• GPU-(D)BE achieves better speed-up for smaller p1 (Figure 5.4 (a)). The result is explained by
observing that small p1 values correspond to smaller induced width of the underlying constraint
graph. In turn, for small p1 values, GPU-(D)BE agents construct smaller UTIL tables, which in-
creases the probability of performing the complete inference process on the GPU, through the
GPU-AGGREGATE-PROJECT procedure. This observation is also consistent with what observed
in the previous experiments in terms of scalability.
• GPU-(D)BE achieves greater speedups in presence of large domains. This is due to the fact that large
domains correspond to large UTIL tables, enabling the GPU-based algorithms to exploit a greater
amount of parallelism, provided that the UTIL tables can be stored in the global memory of the
GPGPU.
5.3 Accelerating MVA-based algorithm on GPGPUs
In Chapter 3, we introduced the MVA decomposition for DCOPs with multi-variable agents. Such de-
composition exploits co-locality of each agent’s variables to enable a separation between the agents’ local
subproblems and the DCOP global problem. In addition, the MVA decomposition facilitates the use of
a hierarchical parallel model, as the whole DCOP can be solved asynchronously, and each individual
agent’s subproblem can be solved exploiting parallelism. In this section we explore centralized solving
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sampling-based algorithms, which benefit form the use of GPGPUs, and integrate them within the MVA
DCOP framework.
The use of hierarchical parallel solutions is motivated by the observation that the search for the best
local solution for each row of the MVA TABLE is independent of the search for another row and, as
such, they can be performed in parallel (see section 3.2). This observation finds a natural fit for SIMT
processing and, therefore, in addition to the CPU versions of Gibbs sampling, detailed in section 3.2.3,
we provide its GPGPU counterpart, and propose a new framework which can handle general MCMC
sampling algorithms, accelerated through the use of GPGPUs. The use of GPGPUs allows us to speed up
the local optimization process and, consequently, reduces the overall DCOP solving time.
5.3.1 Notation and Definitions
In this section, we first give some background on Markov Chains and introduce general properties that
need to be satisfied by Markov chains to guarantee convergence to a stationary distribution. We then
define the objective of Markov Chain Monte Carlo (MCMC) algorithms to our purpose. Finally, we
provide a mapping from a Maximum a Posteriori (MAP) estimation problem to a Distributed Constraint
Optimization Problem (DCOP) using general assumptions from a broad class of MCMC algorithms.
Markov Chains
Definition 16 (Markov chain). A Markov chain is a collection of random variables Z = (z0, z1, . . . , zt, . . .),
with zt ∈ D ⊆ R having the property that, given the present, the future is conditionally independent of
the past. Formally,
P (zt+1 = s | z1 = s1, z2 = s2, . . . , zt = st) = P (zt+1 = s | zt = st),
if both conditional probabilities are well defined, i.e. if P (z1 = s1, . . . , zt = st) > 0.
The possible values of si form a countable set S called the state space of the chain.
We now introduce the structural properties that are required for a Markov chain to guarantee conver-
gence to a stationary distribution pi.
Let Z = (z0, z1, . . . , zt, . . .), with zt ∈ D ⊆ R be a Markov chain with finite state space S =
{s1, s2, . . . , sL} and a L × L transition matrix T whose entries are all non-negative and such that for
each state si ∈ S,
∑
sj∈S Tij = 1, which defines the probability of transiting from one state to another as
P (zt+1 = sj | zt = si) = Tij .
We denote with Tm the probability of moving from a state z0 to a state zm in m time steps.
Definition 17 (Irreducibility). A Markov chain is said to be irreducible if it is possible to reach any state
to any other using only transitions of positive probability. Formally,
∀si, sj ∈ S,∃m <∞ . P (zt+m = sj | zt = si)
for a given instance t.
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Definition 18 (Periodicy). A state si ∈ S has a period k if any return of the chain in it is possible with
multiple of k time steps. The period of a state is defined as
k = gcd{t : P (zt = si | z0 = si) > 0}
where gcd is the greatest common divisor. A state is said to be aperiodic if k = 1, that is, visits of the
Markov chain to such state can occur at irregular times: P (zt = si | z0 = si) > 0. A Markov chain is
said to be aperiodic if every state in S is aperiodic.
Note that for an irreducible Markov chain, if at least one state is aperiodic, then the whole Markov
chain is aperiodic.
Definition 19 (Reaching Time). The reaching time τs of a state s ∈ S is the first (positive) time at which
a chain visits that state. Formally,
τs := min{t ≥ 1 | zt = s}.
Lemma 5. For any states si and sj of an irreducible Markov chain, the expected first return time for a
state sj from a state si occurs in a finite amount of steps, that is
Esj (τsi) <∞.
Lemma 6. Given a Markov chain defined in a finite state space S, with transition matrix P, and for a
given initial state of the chain z0 = s0, if P is irreducible and aperiodic, then
∃t <∞,∀m ≥ t : s0 Tm = pi
and pi is unique. Moreover, for all s ∈ S, pi(s) > 0 and
pi(s) =
1
Es(τs)
.
The above lemma expresses that given enough time, the chain converges to a unique stationary distri-
bution pi.
Markov Chain Monte Carlo
Markov Chain Monte Carlo (MCMC) sampling algorithms are commonly used to solve the Maximum a
Posteriori (MAP) probability estimation problem—a mode of the posterior distribution—once the prob-
ability distribution has converged to its stationary point. Suppose we have a joint probability distribution
pi(z) over n variables, with z=z1, . . . , zn, and zi ∈ R, which we are interested to approximate. Sampling
algorithms are often used to examine posterior distributions as they provide ways of generating samples
with the property that the empirical distribution of the samples approximate the posterior distribution pi. It
is not often the case that one can sample directly from the posterior distribution obtaining an independent
and identically distributed (i.i.d.) sample from pi. When sampling directly from the posterior distribution
is difficult, due to the high dimensionality or because computing the posterior may be computationally
intense, one can use a proposal distribution q which approximates the posterior pi up to some normal-
izing constant, and performs a dependent sample, such as the sample path of a Markov chain. MCMC
algorithms generate a sample path from a Markov chain that has pi as its stationary distribution.
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Algorithm 2: METROPOLIS-HASTING(z)
50 z(0) ← INITIALIZE(z)
51 for t = 1 to T do
52 z∗ ← SAMPLE(q(z∗ | z(t−1)))
53 z(t)←
{
z∗ with p=min(1, p˜i(z
∗)q(z(t−1),z∗)
p˜i(z(t−1))q(z∗,z(t−1)) )
z(t−1) with 1−p
54 for i = 1 to n do
55 zti ← SAMPLE( 1Zpi p˜i(zi | zt1, . . . , zti−1, z
t−1
i+1 , . . . , z
t−1
n ))
In more details, suppose that it is easy to evaluate pi(z) for any given z up to some normalizing
constant Zpi , such that: pi(z) = 1Zpi p˜i(z), where p˜i(z) can be easily computed but Zpi may be unknown or
hard to evaluate. In order to draw the samples z to be fed to p˜i(·), we use a proposal distribution q(z|z(τ)),
from which we can easily generate samples, each depending on the current state z(τ) of the process. The
latter can be interpreted as saying that when the process is in the state z(τ), we can generate a new state z
from q(z | z(τ)). The proposal distribution is thus used to generate a sequence of samples z(1), z(2), . . .,
which forms a Markov chain.
MCMC Methods
Let us describe two popular MCMC algorithm—Gibbs [38] and Metropolis-Hastings [53, 77].
Algorithm 2 shows the pseudocode of the Metropolis-Hastings algorithm. It first initializes z(0) to any
arbitrary value of the variables z1, . . . , zn (line 1). Then, it iteratively generates a candidate z∗ for z(t)
by sampling from the proposal distribution q(z∗ | z(t−1)) (line 3). The candidate sample is then accepted
with probability p defined in line 4. If the candidate sample is accepted, then z(t) = z∗, otherwise z(t−1)
is left unchanged. This process continues for a fixed number of iterations or until convergence [103] is
achieved.
The Gibbs sampling algorithm is a special case of the Metropolis-Hastings algorithm, where line
3 is replaced by lines 5-6. Additionally, note that Gibbs requires the computation of the normalizing
constant Zpi while Metropolis-Hasting does not, as the calculation of the proposal distribution does not
require that information. This is desirable when the computation of the normalizing constant becomes
prohibitive (e.g., with increasing problem dimensionality).
Maximum A-Posteriori to DCOP Mapping
Recently, Nguyen et al. [84] has shown that DCOPs can be mapped to MAP estimation problems. Thus,
MCMC algorithms can be used to solve DCOPs as well. We now show how to extend this mapping to
the general case of multivariable DCOP functions.
Consider a MAP problem on a Markov Random Field (MRF). An MRF is a set of random variables
having the Markov property—the conditional probability distribution of future states of the process do
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not depends on other states other than the current one—and it can be described by an undirected graph
(V,E). Formally an MRF is defined by
• a set of random variables z = {zi | ∀i ∈ V }, where each random variable zi is defined over a finite
domain Di. Each random variable zi is visualized through a node i ∈ V .
• A set of potential functions θ = {θi(zk) |zk ∈ Ci}, where Ci refers to a set of nodes of V denoting
a clique which includes node i.
Let the joint probability distribution pi(zk = dk : zk ∈ Ci) be defined as exp[θi(zk | zk = dk ∈ Ci)]. For
ease of presentation we denote as pi(zk : zk ∈ Ci) the joint probability of the random variables zk ∈ Ci
and mean pi(zk = dk : zk ∈ Ci).
A full-joint distribution of z has the probability:
pi(z) =
1
Z
∏
Ci∈C
exp [θi(zk : zk ∈ Ci)] (5.1)
=
1
Z
exp
[ ∑
Ci∈C
θi(zk : zk ∈ Ci)
]
(5.2)
where C is the set of all cliques in (V,E) and Z is the normalizing constant for the density. The ob-
jective of a MAP estimation problem is to find the mode of pi(z), which is equivalent to find a complete
assignment z that maximizes the function:
F (z) =
∑
Ci∈C
θi(zk : zk ∈ Ci)
which is also objective of a DCOP, where each potential function θi correspond to a utility function fi
and the associated clique Ci to the scope of the function fi.
Therefore, if T is an MCMC sampling method that constructs a Markov chain with stationary dis-
tribution pi to solve the associated MAP estimation problem, then, we can use the complete solution z
returned to solve the corresponding DCOP.
Notice that sufficient conditions for T to converge to pi are irreducibility and aperiodicity. The Gibbs
and Metropolis-Hastings sampling algorithms exhibit extremely weak sufficient conditions to guarantee
convergence [103]. Namely, the Gibbs proposal distribution needs to ensure lower semi-contiguity at 0
and be locally bounded, while for the Metropolis Hasting, it is sufficient that the domain of the definition
of the proposal distribution q coincide with that of pi.
5.3.2 Distributed Markov Chain Monte Carlo Sampling MVA Framework
We now describe our Distributed MCMC (DMCMC) framework, which extends centralized MCMC sam-
pling algorithms and DPOP. At a high level, its operations are similar to the operations of DPOP except
that the computation of the utility tables sent by agents during the UTIL phase is done by sampling with
GPGPUs. Notice that the computation of each row in a utility table is independent of the computation in
the other rows. Thus, DMCMC exploits this independence and samples the utility in each row in parallel.
Algorithm 2 shows the pseudocode of DMCMC for an agent ai. It takes as inputs R, the number of
sampling runs to perform from different initial value assignments, and T , the number of sampling trials.
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Algorithm 2: DMCMC(R, T )
56 Generate pseudo-tree
57 GPU-INITIALIZE( )
58 〈M1i , U1i 〉, . . . ,〈MRi , URi 〉←GPU-MCMC-SAMPLE(R, T )
59 UTILai ← GET-BEST-SAMPLE(〈M1i , U1i 〉, . . . , 〈MRi , URi 〉)
60 if Cai = ∅ then
61 UTILai ← CALCUTILS( )
62 Send UTIL message (ai,UTILai) to Pi
63 Activate UTILMessageHandler(·)
64 Activate VALUEMessageHandler(·)
Procedure VALUEMessageHandler(ak,VALUEak )
65 VALUEai ← VALUEak
66 for xji ∈ Li do dj∗i ← CHOOSEBESTVALUE(VALUEai) for ac ∈ Cai do
67 VALUEai ← {(xji , dj∗i ) | xji ∈ sep(ac)} ∪ {(xk, d∗k) ∈ VALUEak | xk ∈ sep(ac)}
68 Send VALUE message (ai,VALUEai) to ac
Like DPOP, DMCMC also exhibits three phases. The first phase is identical to that of DPOP (line 56). In
the second phase:
• Each agent ai calls GPU-INITIALIZE() to set up the GPGPU kernel specifics (e.g., number of threads
and amount shared memory to be assigned to each block, and to initialize the data structures on the
GPGPU device memory) (line 57). The GPGPU kernel settings are decided according to the shared
memory requirements and the number of registers used by the successive function call, so to maximize
the number of blocks that can run in parallel.
• Each agent ai, in parallel, calls GPU-MCMC-SAMPLE() which performs the local MCMC sampling
process to compute the best utility and the corresponding solution (value assignments for all non-
boundary local variables xji ∈ Li \ Bi) for each combination of values of the boundary variables
xki ∈ Bi (line 58). This computation process is done via sampling with GPGPUs and the results are
Procedure UTILMessageHandler(ak,UTILak )
69 Store UTILak
70 if received UTIL message from each child ac ∈ Cai then
71 UTILai ← CALCUTILS( )
72 if Pai = NULL then
73 for xji ∈ Li do dj∗i ← CHOOSEBESTVALUE(∅) for ac ∈ Cai do
74 VALUEai ← {(xji , dj∗i ) | xji ∈ sep(ac)}
75 Send VALUE message (ai,VALUEai) to ac
76 else Send UTIL message (ai,UTILai) to Pai
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Function CalcUtils( )
77 UTILsep ← utilities for all value combinations of xi ∈ Bi ∪ sep(ai)
78 UTILai ← JOIN(UTILai ,UTILsep,UTILac) for all ac ∈ Cai
79 UTILai ← PROJECT(ai,UTILai)
80 return UTILai
Procedure GPU-MCMC-Sample(R, T )
81 〈z, z∗, [q, Zpi], Gi〉 ← ASSIGNSHAREDMEM()
82 rid ← the thread’s row index of Mi
83 z
|Li|
⇔ Mi[rid]
84 〈z∗, util∗〉 ← 〈z,∑fj∈Gi fj(z|Sj )〉
85 for t = 1 to T do
86 z
k
⇔ SAMPLE(q(z | z(t−1))) w/ prob. min{1, p˜i(z)
p˜i(z(t−1))}
87 util←∑fj∈Gi fj(z|Sj )
88 if util > util∗ then 〈z∗, util∗〉 ← 〈z, util〉
89 〈MRi [rid], URi [rid]〉 ← 〈z∗, util∗〉
then transferred from the device to the host (line 10). In our example in Figure 3.1, agent a3 computes
that its best utility is 20 if its boundary variable x6 = 0 and 8 if x6 = 1. This utility table is stored in
UTILai . Note that all the agents call this procedure immediately after the pseudo-tree is constructed. In
contrast, agents in DPOP compute the best utility only after receiving UTIL messages from all children
agents.
• Each agent ai computes the utilities for the constraints between its variables and its separator, joins
them with the sampled utilities (line 61), and sends them to its parent (line 62). The agent repeats this
process each time it receives a UTIL message from a child (lines 20-27).
By the end of the second phase (line 23), like in DPOP, the root agent knows the overall utility for
each combination of values of its variables xji ∈ Bi. It chooses its best value combination that results
in the maximum utility (line 73), and starts the third phase by sending to each child agent ac the values
of variables xji ∈ sep(ac) that are in the separator of the child (lines 73-75). The MessageHandlers of
lines 63 and 64 are activated for any new incoming message.
GPGPU Data Structures
In order to fully utilize on the parallel computational power of GPGPUs, the data structures need to
be designed in such a way to limit the amount of information exchanged between the CPU host and the
GPGPU devices. Each DMCMC agent stores all the information it needs in its local variables in the global
memory of the GPGPU devices. This allows each agent running on a GPGPU device to communicate
with the CPU host only once, which is at the end of the sampling process, to transfer the results. Each
agent ai maintains the following information:
• Its local variables Li ⊆ X.
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Figure 5.6: Parallelization Illustration
• Its boundary variables Bi ⊆ Li.
• The domains of its local variables, Di (assumed to have all equal size for simplicity).
• The MVA TABLE Mi of size |Di||Bi|×|Li|, where the j-th row is associated with the j-th permutation
of the boundary variable values, in lexicographic order, and the k-th column is associated with the k-th
variable in Li. The MVA TABLE columns associated with the local variables in Li are initialized with
random value assignments in [0, Di − 1]. At the end of the sampling process it contains the converged
domain values of the local variables for each value combination of the boundary variables.
• A vector Ui of size |Di||Bi|, which stores the utilities of the solutions in Mi.
• The local constraint graph Gi, which includes the local variables Li and constraints between local
variables.
The GPU-INITIALIZE() procedure of line 57 stores the data structures above for each agent on its
CUDA device. All the data stored on the GPGPU devices is organized in mono-dimensional arrays, so
as to facilitate coalesced memory accesses. The set of local variables Li are ordered, for convenience, in
lexicographic order and so that the boundary variables Bi are listed first.
Local Sampling Process
The GPU-MCMC-SAMPLE procedure of line 58 is the core of the local sampling algorithm, and can be
performed by any MCMC sampling method. It executes T sampling trials for the subset of non-boundary
local variables Li \ Bi of agent ai. Since the MCMC sampling procedure is stochastic, we can run R
parallel sampling processes with different initial value assignments and take the best utility and corre-
sponding solution across all runs. Each parallel run is executed by a group of CUDA blocks. Independent
operations within each sample are also exploited in parallel using groups of threads within each block. For
example, the proposal distribution adopted by Gibbs is computed using |Di| parallel threads. Figure 5.6
illustrates the different parallelizations performed by the GPU-MCMC-Sample process with Gibbs.
The general GPU-MCMC-Sample procedure is shown in lines 81-89 and we use the symbols← and
k
⇔ to denote sequential (single thread) and parallel (k threads) operations, respectively. We also denote
with n the size of the state z being sampled, with n = |Li| − |Bi|. The function takes in as inputs the
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Procedure CUDA Gibbs Proposal Distribution Calculation
90 did ← the thread’s value index of Di
91 for k = |Bi| to |Li| − 1 do
92 q[did]
|Di|
⇔ exp
[∑
fj∈Gi fj(z|Sj )
]
93 Zpi ←
∑|Di|−1
i=0 q[i]
94 q[did]
|Di|
⇔ q[did] · 1Zpi
95 z← SAMPLE(q(z | z(t−1)))
number of desired sampling trials T and the number of parallel sampling runs R. It first assigns the
shared memory allocated to the arrays z and z∗, which are used to store the current and best sample of
value assignments for all local variables, respectively; the local constraint graph Gi; and, if the MCMC
sampling algorithm requires computing the normalization constant of the proposal distribution explicitly,
the array q and Zpi , which are used to store the probabilities for each value of the non-boundary local
variables and the normalization constant, respectively (line 81).
Each thread identifies its row index rid of the MVA TABLE Mi, initializes its sample with the values
stored in Mi[rid], calculates the utility for that sample, and stores the initial sample and utility as the best
sample and utility found so far (lines 82-84). It then runs T sampling trials, where in each trial, it samples
a new state z from a proposal distribution q(z |z(t−1)) and updates that state according to the accept/reject
probabilities described in the MCMC background (line 86).
The proposal distribution q and the accept/reject probabilities depend on the choice of MCMC algo-
rithm. We now describe them for Metropolis-Hasting and Gibbs.
• Metropolis-Hastings: The proposal distribution that we adopt is a multivariate normal distribution
q ∼ N (µ, Σ), with µ being a n-dimensional vector of mean values, where each component µ(t)j
has the value of the corresponding component in the previous sample z(t−1)j and Σ is the covariance
matrix defined with the only non-zero elements being their diagonal ones and set to be all equal to√
Di. We compute the proposal distribution q using n parallel threads. The proposal distribution for
Metropolis-Hastings is symmetric and, thus, the accept/reject probabilities are simplified as shown in
line 86.
• Gibbs: For Gibbs, line 86 needs to be replaced with lines 41-46. Gibbs sequentially iterates through
all the non-boundary local variable xk ∈ Li \Bi and computes in parallel the probability q[did] of each
value did according to the equation:
q(xk=did | xl ∈ Li \ {xk}) = 1
Zpi
exp
∑
fj∈Gi
fj(z|Sj )
where z|Sj is the set of value assignments for the variables in the scope Sj of constraint fj and Zpi is
the normalizing constant. We compute q using |Di| parallel threads.
To ensure that the procedure returns the best sample found, we verify whether there is an improvement
on the best utility (lines 87-88). At the end of the sampling trials, it stores its best sample and utility in
the rid-th row in the MVA TABLE Mi and vector Ui, respectively (line 40).
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5.3.3 Theoretical Analysis
We now introduce theoretical properties to relate the quality of DCOP solutions to MCMC sampling
strategies, provide bounds on convergence rates for DMCMC algorithms based on MCMC sampling,
and provide some complexity analyses of DMCMC requirements. Throughout this section, we assume
that the Markov chain (z0, z1, . . .) under discussion has finite state space S, a transition matrix T that is
irreducible and aperiodic, and has a stationary distribution the posterior pi.
Lemma 7. The expected number of samples τz∗ for a MCMC algorithm to get an optimal solution z∗ is
Ez∗(τz∗) =
1
pi(z∗)
.
This Lemma is a direct consequence of Lemma 6.
Theorem 12. The expected number of samples to find an optimal solution z∗ with an MCMC sampling
algorithm T is no greater than with a uniform sampling algorithm. In other words,
PT (z
∗) ≥ Puni(z∗)
Theorem 12 is introduced by Nguyen et al. [84] and can be generalized to any MCMC sampling
algorithm that is irreducible and aperiodic as convergence is guaranteed in a finite number of time steps.
Definition 20 (Top αi-Percentile Solutions). For an agent ai the top αi-percentile solutions Sαi is a set
containing solutions for the local variables Li that are no worse than any solution in the supplementary
set Di \ Sαi , and |Sαi||Di| = αi. Given a list of agents a1, . . . , am, the top α¯-percentile solutions Sα¯ is
defined as Sα¯ = Sα1 × . . .× Sαm .
Lemma 8. After Ni = 1αii number of samples with an MCMC sampling algorithm T , the probability
that the best solution found thus far zNi is in the top αi for an agent ai is at least 1− i:
PT
(
zNi ∈ Sαi |Ni =
1
αi · i
)
≥ 1− i.
This Lemma is a direct extension of Theorem Theorem 12, introduced in [84].
Theorem 13. Given m agents a1, . . . , am ∈ A, and a number of samples Ni = 1αi·i (i = 1, . . . ,m),
the probability that the best complete solution found thus far zN is in the top α¯-percentile is greater than
or equal to
∏m
i=1(1− i), where N =
∧m
i=1Ni. In other words,
PT (zN ∈ Sα¯ |N) ≥
m∏
i=1
(1− i).
Proof. Let zN denote the best solution found so far in the process resolution and zNi denote the best
partial assignment over the variables held by agent ai found after Ni samples. Let Si be a random
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variable describing whether zNi ∈ Sαi . Thus:
PT(zN ∈ Sα¯ |N) (5.3a)
= PT(zN ∈ Sα¯ |N1, . . . ,Nm) (5.3b)
= PT(zN ∈ Sα1 × . . .× Sαm |N1, . . . ,Nm) (5.3c)
= PT(S1, . . . ,Sm |B1, . . . ,Bm,N1, . . . ,Nm) (5.3d)
where each Bi (i=1, . . . ,m) is a random variable describing a particular value assignment associated to
the boundary variables Bi for the agent ai. They are introduced to relate each of the zNi to each other,
which are sampled independently.
Since the values sampled in the local variable of ai are dependent only of the values of the boundary
values Bi, it follows that Si is conditionally dependent of Bi but conditionally independent of all other
Bj , with j 6= i:
Si ⊥⊥ Bj |Bi
for all j = 1 . . .m and j 6= i. Noticing that, given random variables a, b, c, whenever a ⊥⊥ b | c we can
write: P (a | b, c) = P (a | c), and that P (a, b | c) = P (a | b, c), it follows that Equation (5.3d) can be
rewritten as:
PT(S1 |B1,N1) · . . . · PT(Sm |Bm,Nm)
= PT(zN1 ∈ Sα1 |B,N) · . . . · PT(zNm ∈ Sαm |B,N) (5.4a)
≥ (1− 1) · . . . · (1− m) (5.4b)
=
m∏
i=1
(1− i). (5.4c)
for any of the assignments of the variables in Bi, as the utility functions involving variables in the bound-
ary of any two agents are solved optimally.
Theorem 14 (Number of Messages). The number of messages required by DMCMC is linear in the size
of the agents.
Proof. There are |A| − 1 UTIL messages (one through each tree-edge) and |A| − 1 VALUE messages.
The DFS construction, like in DPOP, also produces a linear number of messages (usually it requires 2|A|
messages). Thus, the total number of messages required is O(|A|).
Note that, unlike DPOP, which requires O(|X|) messages, no message exchange is required to solve
the constraints defined over the scope of the local variables each agent, which is achieved via local sam-
pling.
Theorem 15 (Space Requirements). The memory requirement of each DMCMC agent is exponential in
the induced width of the problem.
Proof. Each agent ai ∈ A needs to store its own utilities and the corresponding solution (value assign-
ment for all non-boundary local variables xji ∈ Li rBi) for each combination of values of the boundary
variables xki ∈ Bi, thus requiring O(|Di||Bi|) space. Moreover during the UTIL propagation phase, each
agent ai stores the UTIL messages of each of its children ac ∈ Cai , which also sends messages of size
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O(|Di||Bc|). Joint and projection operations can be performed efficiently within O(|Di|NSi−|Bi|) space,
where NSi is the number of variables in the separator set of ai which is involved in a constraint with
some variable in Bi. Thus the memory complexity of each agent is exponential in the induced width—
the maximum number of boundary variables of the parent of an agent involved in a constraint with the
boundary variable of the agent itself.
Exponential size messages do not represent necessary a limitation. One can bound the maximum
message size and serialize big messages by letting the back-edge handlers ask explicitly for solutions
and utilities for a subset of their values sequentially. Moreover, one could reduce the exponential memory
requirement at cost of sacrificing completeness, and propagating solutions for a bounded set of value com-
binations instead of all combination of values of the boundary variables. Researchers have investigated
some of these approaches for reducing the memory requirement of DPOP [95, 99, 100].
5.3.4 Related Work
To the best of our knowledge, there are only two sampling algorithms developed to solve DCOPs, namely
DUCT [88] and Distributed Gibbs [84]. Both algorithms perform repeated sampling trials on the en-
tire space of all variables, where DUCT uses the UCT algorithm [60], which maintains and uses upper
confidence bounds on each value of a variable to determine which value to choose during the sampling
process, while Distributed Gibbs uses the Gibbs sampling procedure.
In contrast, DMCMC partitions the search space into independent subsets (of local variables of an
agent), and performs repeated sampling trials on each of these subsets in parallel. As a result, DMCMC
is able to exploit the parallel processes with the use of GPGPUs.
5.3.5 Experimental Evaluation
We implemented CPU and GPU versions of the DMCMC framework with Gibbs (D-Gibbs) and Metropolis-
Hastings (D-MH) as the MCMC sampling algorithms. The CPU versions sample sequentially, while the
GPU versions sample in parallel with GPGPUs. We compare them against DPOP [96] (an optimal al-
gorithm), MGM and MGM2 [72] (sub-optimal algorithms).6 We use publicly-available implementations
of these algorithms, which are implemented in the FRODO framework [68]. We run our experiments on
a Intel(R) Xeon(R) CPU, 2.4GHz, 32GB of RAM, Linux x86 64, equipped with a Tesla C2075, 14SM,
448-core, 1.15 clock rate, CUDA 2.0. We measure runtime using the simulated time metric [111] and
perform evaluations on meeting scheduling and smart grid network problems.
Meeting Scheduling Problems: In these problems, meetings need to be scheduled between members
of a hierarchical organization, (e.g., employees of a company; students, faculty members, and staff of a
university), taking restrictions in their availability as well as their priorities into account. We used the
Private Events as Variables (PEAV) problem formulation [73], which is commonly used in the literature.
Figure 5.7 show the average (a,c) and the median (b,d) results for 100 runs, together with the standard
deviations (vertical bars) of problem instances with a variable number of agents and fixing each agent’s
6We did not compare against Distributed Gibbs as the authors’ implementation does not handle hard constraints, and we do not
compare against DUCT as no public implementation is available.
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Figure 5.7: Experimental Results: Meeting Scheduling Problems
number of variables to 10, the domain size of its variables to 12, its local constraint graph density to 0.7,
and its number of boundary variables to 1.
We first compare the performance of the CPU and GPU DMCMC algorithms on an instance of the
meeting scheduling problem with 5 agents. Figure 5.7(a) shows the run-times of the CPU (solid line)
and GPU (dotted line) versions of DMCMC together with DPOP (solid horizontal line). The results
shows that there is a clear benefit to parallelizing the sampling operations with GPGPUs, exhibiting more
than one order of magnitude speed up. In the rest of the experiments, we show the GPU version only.
Figure 5.7(b) shows the tradeoff between quality and runtime for the D-Gibbs and D-MH for a range
of initial parameters R = {1, 10, 50, 100} and T = {100, 250, 500, 1000, 5000, 10000}. The prediction
quality increases with increasing R and T . D-Gibbs is slower than D-MH, as it requires computing
normalization constants, which is computationally expensive even when parallelized. However, D-Gibbs
finds better solutions.
Finally, we evaluate the algorithms in 14 benchmarks where we vary the number of agents |A| from
2 to 100. We set S = 100 and R = 10 for D-Gibbs and S = 500 and R = 100 for D-MH. Figures 5.7(c)
and (d) show the runtime and solution qualities, respectively. DPOP ran out of memory for problems
with more than 10 agents. The DMCMC algorithms are up to 2 order of magnitude faster than MGM
and MGM2 and can find better solutions, demonstrating the strength of sampling-based approaches over
incomplete search algorithms. The results are statistically significant with p-values < 1.0−10 for all
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Alg. |A| = 100 |A| = 250 |A| = 500
D-MH 0.025 (0.01%) 0.026 (0.02%) 0.031 (0.00%)
D-Gibbs 1.387 (1.72%) 1.285 (1.72%) 1.318 (1.71%)
DPOP 15.58 (0.00%) 59.06 (0.00%) 70.01 (0.00%)
Table 5.1: Experimental Results: Smart Grid Networks
parameter configurations.
Grid Networks: We generate grid network problems, which consists of buildings that have power gen-
eration and consumption capabilities. Additionally, each building can also send and receive power to and
from neighboring buildings. A cost function is associated to the generation and consumption of power
of each building. The goal is to minimize the total cost subject to flow conservation and capacity con-
straints. This problem is called the Comprehensive Customer-Driven Microgrid Optimization Problem in
the literature [46].
As the problem definition does not define the network topology, we used clustered scale-free graphs [112],
where each cluster has a few high density nodes. We generated problem instances where we vary the
number of agents |A| = {100, 250, 500} and the number of local variables of each agent depends on
the number of neighboring agents. We fix the domain sizes to 11 and the maximum constraint arity to 5.
Table 5.1 reports the simulated run-times (in seconds) and the error in solution quality (in parenthesis).
These results show that the DMCMC algorithms can find close-to-optimal solutions significantly faster
than DPOP. We omit MGM and MGM2 as they always found unsatisfactory solutions due to the large
number of hard constraints in the problem.
5.4 Summary
In this chapter, we presented an investigation on the use of GPGPUs to exploit SIMT-style parallelism
from DP-based methods to solve COPs and DCOPs, and from MCMC sampling algorithms within the
MVA decomposition framework to solve DCOPs. We proposed a procedure, inspired by BE (for COPs)
and DPOP (for DCOPs), that makes use of multiple threads to parallelize the aggregation and projection
phases of the DP-based algorithms. Our experimental results show that the use of GPGPUs may provide
significant advantages in terms of runtime and scalability. Furthermore, motivated by (i) the assump-
tion in most DCOP algorithms that each agents owns exactly one variable; (ii) the recent introduction
of sampling-based DCOP algorithms, which have been shown to outperform existing incomplete DCOP
algorithms; and (iii) the advances in General Purpose Graphical Processing Units (GPGPUs), we intro-
duced the Distributed MCMC framework. Such framework uses the MVA decomposition (see Chapter 3)
to solve the general DCOP, using a DPOP-based algorithm, and decomposes the DCOP into independent
sub-problems that can each be sampled in parallel exploiting GPGPUs. Our experimental results show
that it can find near-optimal solutions up to one order of magnitude faster than MGM and MGM2.
The proposed results are significant—the wide availability of GPGPUs provides access to parallel
computing solutions that can be used to improve efficiency of (D)COP solvers. Furthermore, GPGPUs
are renowned for their complex architectures (multiple memory levels with very different size and speed
characteristics; relatively slow cores), which often create challenges to the effective exploitation of paral-
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lelism from irregular applications; the strong experimental results indicate that the proposed algorithms
are well-suited to GPGPU architectures.
Therefore, these results validate the hypothesis that one can exploit highly parallel computational
models to enhance current DCOP solution techniques, which is exciting as GPGPUs provide access to
hundreds of computing cores at a very affordable cost.
6
Conclusions
Distributed Constraint Optimization Problems (DCOPs) have emerged as a popular formalism for dis-
tributed reasoning and coordination in Multi-Agent System where several agents cooperate to optimize a
global cost function. They represent a powerful approach to the description and resolution of many prac-
tical problems, and serve several applications such as distributed scheduling, coordination of unmanned
air vehicles, smart grid electric networks, and sensor networks. Typical real world applications are char-
acterized by complex dynamics and interactions among a large number of entities, which translate into
hard combinatorial problems, posing significant challenges from a computational point of view.
In this dissertation we identified two major challenges in applying DCOPs algorithms to large com-
plex problems: (1) Modeling assumptions: as current resolution methods detach the model from the
resolution process, imposing limiting assumptions on the capabilities of an agent, and (2) Solving ca-
pabilities: as the inability of current approaches to capitalize on the presence of structural information
which may allow incoherent/unnecessary data to reticulate among the agents as well as to exploit latent
structure of the agent’s local problems, and/or of the problem of interest.
This dissertation has focused on addressing such challenges by investigating the hypothesis that one
can exploit the latent structure of DCOPs in both problem modeling and problem resolution phases,
and using GPGPU-level parallelism. We briefly review below each of these contributions, and outline
potential directions for future work.
6.1 Exploiting the Structure of DCOPs from Problem Modeling
We began our path by noticing that most DCOP resolution approaches are designed following the underly-
ing assumption that each agent controls exclusively a single variable of the problem. However, modeling
many real-world complex applications, requires each agent to solve complex problems, and to control
a large number of variables. We reviewed two reformulation techniques that are commonly adopted to
address this modeling assumption, and argued that such techniques could be arbitrarily inefficient, as
they ignore the structure present in the problem model. We thus proposed a Multi-Variable Agent (MVA)
DCOP decomposition technique which exploits co-locality of each agent’s variables, allowing us to adopt
efficient centralized techniques within each DCOP agent. Crucially, such decomposition preserves agent
privacy. The advantages of using the MVA decomposition were demonstrated by our experimental re-
sults, showing remarkable improvements in terms of network load and scalability, outperforming several
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classes of non-decomposed DCOP algorithms.
Potential Directions for Future Work
The MVA decomposition defines a clear separation between the distributed agent coordination and the
centralized agent subproblem resolution. This separation allows the use of efficient centralized solvers
to solve agent subproblems as well as the use of potentially different solvers for different agents, each
designed to exploit domain-specific properties. Thus, in the future we plan to investigate the integration
of several DCOP algorithms with efficient centralized optimization solvers (such as, CPLEX [20], Gurobi
[87]) or Constraint Programming solvers (such as, Gecode [113]), dedicated to the resolution of the agent
subproblems. In addition we plan to investigate the application of propagation schemes (e.g., as in [35])
to further reduce agent-to-agent communication.
We plan to apply the proposed integrated solution to solve smart building scheduling problems within
a micro-grid. In such problems several buildings, each modeled by an agent, need to schedule the execu-
tion of their appliances, and are subjected to a maximal amount of energy that can be used at each time
of the day, as well as exposed to price variations of the energy consumed in different hours of the day.
6.2 Exploiting the Structure of DCOPs during Problem Solving
Next, we investigated solutions to boost DCOP solving capabilities. We identified two orthogonal direc-
tions to exploit the structure of DCOPs during problem solving. The first solution focused on exploiting
the hard constraint of the problem, and we proposed Branch Consistency (BrC), a type of consistency that
applies to paths in pseudo-trees aimed to prune the search space and to reduce the size of the messages
exchanged among agents. We proved that such form of consistency enforces a more effective pruning
than those based on domain consistency, and we applied BrC to reduce the space explored by DPOP
agents, one of the most competitive DCOP algorithms. The resulting algorithm, BrC-DPOP, was shown
to effectively exploit the information encoded in the hard constraints, substantially reducing the network
load and the resolution time compared to other complete algorithms, and without incurring to any addi-
tional privacy loss. The second solution focused on exploiting problem structure from domain-dependent
knowledge and it suitable to tackle large problems which cannot be coped with complete DCOP ap-
proaches. Such solution resulted in the Distributed Large Neighboring Search (D-LNS), a local search
framework for DCOPs which builds on the strengths of centralized Large Neighboring Search, which
iteratively explores complex neighborhoods of the search space to find better candidate solutions. The
resulting framework has several qualities: It provides quality guarantees by refining both upper and lower
bounds of the solution found during the iterative process; It is anytime; and it inherently uses insights
from the CP techniques to take advantage on the presence of hard constraints. Our experimental analysis
showed that D-LNS based algorithms converge faster to better solutions, compared to other incomplete
algorithms, and provide tighter solution quality bounds.
Potential Directions for Future Work
Our plan for future work is to extend BrC-DPOP to handle higher arity constraints. This can be done by
substituting the VRM structures with either consistency graphs or higher dimension VRMs. We suspect
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that there will be a tradeoff between runtime and memory requirement between the two approaches,
where using higher dimension VRMs is faster but uses more memory. We also plan to extend BrC-DPOP
to memory-bounded versions similar to MB-DPOP [99] in order to scale to even larger problems. Finally,
we plan to explore propagation of soft constraints similar to the versions of BnB-ADOPT with soft AC
enforcement [9, 49, 47].
On the D-LNS side, we plan to investigate other schemes to incorporate into the repair phase of D-
LNS (e.g., propagation techniques [9, 35, 47] to better prune the search space) that actively exploit the
bounds reported during the iterative procedure, as well as the use of General Purpose Graphics Processing
Units to parallelize the search for better speedups [16, 34]) in presence of large agent’s local subprob-
lems. We strongly believe that this framework has the potential to solve very large distributed constraint
optimization problems, with thousands of agents, variables, and constraints, and we plan a systematic
evaluation for the near future.
6.3 Exploiting the use of Accelerated Hardware in DCOP resolu-
tion
Motivated by the large interest in DP-based DCOP algorithms within the AAMAS community (see e.g.,
[99, 101, 63, 79]), we also investigated the use of GPGPU-based solutions to enhance the efficiency of
such approaches. Indeed, the structure exploited by DP-based approaches in constructing solutions makes
it suitable to exploit the SIMT paradigm, which is widely used in modern general purpose graphic pro-
cessing units. Thus, we proposed a DP-based algorithm that exploits parallel computation using GPGPUs
to solve DCOPs. Our proposal employs GPGPU hardware to speed up the inference process of DP-based
methods, representing an alternative way to enhance the performance of DP-based constraint optimiza-
tion approaches. Our results show significant improvements in performance and scalability over other
state-of-the-art DP-based solutions, with speedup up to two order of magnitude.
The explicit separation between the DCOP resolution process and the centralized agent problem,
enabled by our MVA DCOP decomposition, capacitate agents to solve their local problem trough a variety
of techniques. Motivated by the high complexity of the agent local problem, we proposed the use of
hierarchical parallel models, where each agent can (1) solve its local problem independently from those
of other agents, and (2) parallelize the computations within its own local problem. We thus introduced a
framework to solve independent local problems, in parallel, using sampling-based algorithms, harnessing
the multitude of computational units offered by GPGPUs. This approach led to significant improvements
in the runtime of the algorithm resolution.
Potential Directions for Future Work
In the future we plan to extend these GPGPU-based frameworks to reduce their memory requirements, in
a way similar to what proposed in MB-DPOP [99] and PC-DPOP [100].
While envisioning further research in this area, we anticipate several challenges: In terms of im-
plementation, GPGPU programming can be more demanding when compared to a classical sequential
implementation. One of the current limitations for (D)COP-based GPGPU approaches is the absence of
solid abstractions that allow component integration, modularly, without restructuring the whole program.
114 6. Conclusions
Exploiting the integration of CPU and GPGPU computations is a key factor to obtain competitive
solvers performance. Complex and repeated calculations should be delegated to GPGPUs, while simpler
and memory intensive operations should be assigned to CPUs. It is however unclear how to determine
good tradeoffs of such integrations. For instance, repeatedly invoking many memory demanding GPGPU
kernels could be detrimental to the overall performance, due to the high cost of allocating the device mem-
ory (e.g., shared memory). Creating lightweight communication mechanisms between CPU and GPGPU
(for instance, by taking advantage of the asynchronism of CUDA streams) to allow active GPGPU kernels
to be used in multiple instances could be a possible solution to investigate.
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A
List of Key Symbols
To facilitate the reading of this disserrtation, we have provided in Table A.1 a summary of the most
commonly used notations.
List of key symbols
ai Agent pi(·) Projection operator
xi Decision variable pi(·) Probability function
ri Random variable Lai ai’s local variables
Di Domain of xi Nai ai’s neighbors
Ωi Event space of ri Cai ai’s children
fi Reward function PCai ai’s pseudo-children
xi Scope of fi Pai ai’s parent
m Number of agents PPai ai’s pseudo-parents
n Number of variables α(fi) agents whose variables are in xi
q Number of random variables EC Set of edges of the constraint graph
k Number of reward functions ET Tree edges of the pseudo-tree
Fg Global objective function EF Set of edges of the factor graph
~F Vector of objective functions w∗ Induced width of the pseudo-tree
Fi Objective function in ~F d Size of the largest domain
~F◦ Utopia point l Size of the largest neighborhood
⊥ Infeasible value z Size of the largest local variable set
σ Complete solution s Maximal sample size
σxi Partial solution of scope x
i in σ p Size of the Pareto set
Σ State space b Size of the largest bin
Table A.1: Commonly Used Symbols and Notations
