Introduction
Starting from the three-term recurrence relation n P n+1 (x) + ÿ n P n (x) + n−1 P n−1 (x) = xP n (x); n¿0; P −1 = 0; P 0 = 1;
(1.1) of (1.1):
n+c P n+1 (x; c) + ÿ n+c P n (x; c) + n+c−1 P n−1 (x; c) = xP n (x; c); n ≥ 0 P −1 (x; c) = 0; P 0 (x; c) = 1: (1.2)
Obviously P n (x; 0) ≡ P n (x) ∀n ∈ N 0 . The associated orthogonal polynomials have been studied by T.S. Chihara [7, 8] . They appear in connection with stationary birth and death processes (see also M.E. Ismail et al. [11] ) i.e. Markov processes with non negative integral state variables.
Another class of orthogonal polynomials, the so-called co-recursive polynomials, are deÿned by adding a real perturbation ÿ to the ÿrst coe cient ÿ 0 of recurrence relation (1.1), i.e., considering the set {Q n (x; ÿ)} n ∈ N0 deÿned by the following recurrence relation:
n Q n+1 (x; ÿ) + (ÿ n + ÿ n; 0 )Q n (x; ÿ) + n−1 Q n−1 (x; ÿ) = xQ n (x; ÿ); n¿0; Q −1 (x; ÿ) = 0; Q 0 (x; ÿ) = 1:
(1.3)
Obviously Q n (x; 0) ≡ P n (x) ∀n ∈ N 0 . The co-recursive orthogonal polynomials have been studied by Chihara [6] , Letessier [12] [13] [14] . They appear in connection with potential scattering (see [20] ). Co-recursive associated polynomials Q n (x; ÿ; c) have also been introduced.
Recently, the distribution of zeros and ÿrst Newton sum rules of associated, co-recursive and co-recursive associated polynomials in terms of the entries { n } and {ÿ n } of the Jacobi matrix have been studied by Ifantis et al. [9] , Ifantis and Siafarikas [10] . They give explicit expressions for the ÿrst Newton sum rules of the associated and co-recursive associated of the classical orthogonal polynomials.
The di erential equations satisÿed by such polynomials, have been introduced by Belmedhi and Ronveaux [1] , Zarzo et al. [21] for the associated of classical polynomials and by Ronveaux and Marcellan [18] , Ronveaux et al. [19] for the co-recursive case.
By using these equations and some preceding results by Dehesa et al. [4] , Ricci [17] and Natalini [15] , we are able to obtain numerical results for any order Newton sum rules of the above-mentioned polynomial sets.
Explicit expression for the Newton sum rules of associated and co-recursive associated OPS
In the above-mentioned papers, Ifantis et al. [9] , Ifantis and Siafarikas [10] proved the following results.
For any ÿxed integral N ∈ N, denoted by {e n } n=0; 1; :::; N −1 an orthonormal basis of the euclidean space E N , introduce the operators (matrices):
and consider the operator T 0 :=AV * + VA + B. Then, for associated polynomials the following representation formula for the Newton sum rules of polynomials {P n (x; c)} n ∈ N holds true: Remark 2.1. The second-hand side of Eq. (2.5) is independent on the choice of the orthonormal basis {e n } n=0; 1; :::; N −1 of E N (see [9] ).
Remark 2.2.
The matrix associated to the operator T 0 is the Jacobi-type matrix:
In the above-mentioned papers [9, 10] the authors give analytic expression for the ÿrst Newton sum rules in terms of the sequences { n+c } n ∈ N and {ÿ n+c } n ∈ N .
Consider now a positive real parameter and co-recursive associated polynomials {Q n (x; ÿ; c)}. Then a new family {Q n (x; ÿ; ; c)} n ∈ N called scaled co-recursive polynomials can be introduced as follows:
where Q n ≡ Q n (x; ÿ; ; c).
Introduce the further operators (matrices)
= diag( ; 1; : : : ; 1); (2.7)
and consider the generalized eigenvalues problem
In the above-mentioned paper [9] , it is shown that, for any ÿxed N ∈ N, the eigenvalues of this problem are zeros of the polynomial Q n (x; ÿ; ; c) (ÿ, real, ¿0, c integral number). Then the following proposition holds true:
Proposition 2.2. Let N ∈ N be a positive integral number; and denote by ! n (ÿ; ; c) (n = 0; 1; : : : ; N − 1) the zeros of Q n (x; ÿ; ; c).
(T k e n ; e n ): (2.9)
Obviously the above representation formula (2.9) holds true in particular, for the co-recursive associated polynomials Q n (x; ÿ; c). In this case, we assume = 1, T = T 0 + ÿP 0 (x; c) and ! n (ÿ; 1; c) = ! n (ÿ; c).
Even for the considered general case analytic expressions for the ÿrst Newton sum rules in terms of the sequence { n+c }, {ÿ n+c } and parameters ÿ, can be found in [9] .
Representation of Newton sum rules in terms of coe cients of di erential equations
Explicit expression of the Newton sum rules of classical and semiclassical OPS in terms of coe cients of the corresponding di erential equation are given by Ricci [17] , Natalini [15] . However, it is worth to note that some year before our papers was printed, results of Case where generalized by Buendia et al. [4] , which considered polynomials satisfying di erential equations with polynomial coe cients, but not necessarily of hypergeometric type.
In the same paper [4] , the above-mentioned authors introduced a recurrent formula for computing polynomial coe cients in terms of the coe cients of the di erential equation satisÿed by same polynomials.
For shortness, we will limit ourselves to present here the representation formulas which appear in [17, 15] , but in our paper [16] , we have extended the possibility to apply our formulas even in the more general situation considered in [4] . This is important, since the di erential equation satisÿed by co-recursive OPS of classical polynomials is not, in general, of hypergeometric type.
Formula appearing in [17, 15] , is based on the so-called Case sum rules (see [5] ). Suppose the polynomial
satisfy the generalized hypergeometric-type di erential equation of order r: In [17] a representation formula for the Case sum rules J (i) h in terms of the coe cients of the considered polynomial and therefore (by Newton formulas) in terms of the ÿrst y t (t6s) is given. Proposition 3.1. For any N ∈ N (N ¿2); h ∈ N 0 ; i ∈ N; and such that 26i6N; the following representation formula holds true:
where r (u 1 ; u 2 ; : : : ; u N ) denote the generalized Lucas polynomials of second kind in N variables deÿned in [2, 3] .
Another representation method of Newton sum rules is shown by Natalini and Ricci [16] . This method is based on the generalized Lucas polynomials of ÿrst kind (see e.g. [2] ), and on the above-mentioned formula introduced by Buendia et al. [4] . We note that results are independent on c.
Namely the following proposition holds true: Proposition 3.2. Let be; again
where
Then the coe cients of P N can be computed recursively; in terms of the coe cients of the di erential equation; by means of the following formula: holds true, which permits numerical computation of the considered Newton sum rules.
Numerical results
Recently, Belmedhi and Ronveaux [1] , Zarzo et al. [21] and Ronveaux and Marcellan [18] , Ronveaux et al. [19] gave explicit di erential equations of the fourth-order satisÿed by the associated or co-recursive of the classical orthogonal polynomials in terms of the coe cients of the original di erential equations and parameters c or ÿ. By using the above-mentioned methods, starting from representation formulas of the Newton sum rules in terms of the coe cients of di erential equation (4.1), we have computed numerically the ÿrst moments of the above considered associated or co-recursive of the classical Laguerre, Hermite and Jacobi polynomials. Results are shown in Table 1 .
