ABSTRACT Angle-modulated bat algorithm (AMBA) provides a technique that enables the bat algorithm (BA) developed for continuous problems to operate in binary spaces, which employs an angle modulation technique to generate a bit string corresponding to a binary problem solution and applies the BA to evolve the coefficients of the trigonometric generating function. However, there are some identified limitations of the original AMBA. This paper proposes a new AMBA variant called amplitude AMBA (A-AMBA). The A-AMBA is compared with the AMBA and several other binary heuristic algorithms on 13 classical benchmark functions and 12 zero-one knapsack problems. The obtained results indicate that the performance of this variant is superior to the AMBA in many problem cases.
I. INTRODUCTION
Bat Algorithm (BA) is a relatively new optimization method developed by Yang [1] . Inspired by the echolocation behavior of micro-bats, BA employs the frequency-tuning method to promote the diversity of the solutions in the population, while using the automatic zooming technique to maintain the balance between global search and local search during the search process by imitating the changes of pulse emission rates and loudness of micro-bats when chasing prey. Xin-She Yang justified that this algorithm is competitive compared to Particle Swarm Optimization (PSO) [2] and Genetic Algorithm (GA) [3] . It should be mentioned that this algorithm has been developed to solve problems defined in continuous search spaces [1] .
However, there are plenty of optimization problems that defined in binary search spaces such as zero-one knapsack problem. Zero-one knapsack problem is one of the most widely studied and experimented discrete programming problems [4] and it offers plenty of practical applications in industry and financial management, such as project selection [5] , feature selection [6] - [8] , investment decision making [9] , resource distribution [10] , network interdiction problem [11] The associate editor coordinating the review of this manuscript and approving it for publication was Hisao Ishibuchi. and so on. It is a procedure of giving a set of items with its own profit and weight and a knapsack to find a subset of items that can maximize the profit without exceeding the capacity of the knapsack. As this procedure can be formulated as a binary optimization problem, several researches have attempted to apply heuristic algorithms due to their excellent generalization capabilities. For its solution, solving zero-one knapsack problem requires binary heuristic algorithms. Many heuristic algorithms have been developed in order to be used within binary problem spaces. For example, the manner in which the original PSO and BA executed was changed with transfer function to enable the PSO and BA to be used in binary spaces. The resulting algorithms are referred to as the binary PSO (BPSO) [12] and binary BA (BBA) [13] , respectively.
Since that optimization algorithms mentioned above using transfer function operator may be susceptible to problems such as search space discretization, loss of precision, and the curse of dimensionality, angle modulated bat algorithm (AMBA) [14] was proposed to provide the technique that applies BA to binary-valued optimization problems, which makes use of a 4-dimentional trigonometric function to generate n-dimensional bit strings. This trigonometric function is referred to as the generating function. The aim of BA in AMBA is to optimize the coefficients of the generating function, such that the resulting bit string is the optimal solution to some binary problem. AMBA is a generally preferred alternative to BBA.
Some limitations in the original AMBA model with the 4-dimentional trigonometric function potentially inhibit the ability of AMBA to search optimal solution. One of the limitations in the 4-dimentional trigonometric function is the absence of a scalable parameter to control the amplitude of the generating function [15] , which may cause the algorithm to spend more time searching some binary solutions.
To alleviate this limitation, this article proposes a new AMBA variant called amplitude angle modulated BA (A-AMBA). The amplitude coefficient added to the generating function of A-AMBA can amplify the effect of the vertical shift coefficient and allows the algorithm to overcome some difficulties in searching binary solutions consisting of a majority of either 1's or 0's. To evaluate its performance on binary problems, the proposed A-AMBA and several other binary algorithms are implemented on both benchmark functions and zero-one knapsack problems.
The remainder of this article is organized as follows: Section II describes the standard BA, binary BA and angle modulated BA. The proposed A-AMBA is presented in Sect. III. Section IV describes the experimental procedure of benchmark functions and then discusses the obtained results. The experiment results of application to zero-one knapsack problem are provided in Sect. V. Finally, Sect. VI concludes with a discussion on the performance of the A-AMBA in relation to other algorithms.
II. BACKGROUND
This section provides an overview of the bat algorithm, binary bat algorithm and angle modulated bat algorithm.
A. THE BAT ALGORITHM
Inspired by the echolocation behavior of bats, Yang [1] proposed the bat algorithm. All the bats in the nature have quite similar behaviors when navigating and hunting. There are two main characteristics of bats when finding prey that have been employed in developing the BA. When bats chase prey, they tend to increase the frequency of emitted ultrasonic sound and decrease the loudness. These basic steps of BA have been described as follows [1] :
In the BA, every artificial bat has a frequency vector, velocity vector and position vector that are updated at time step t as Eq. (1), (2) and (3):
(1)
where X g denotes the best solution obtained so far and F i indicates the frequency of i-th bat that is updated in each course of iteration as follows:
where β is a random number uniformly distributed in [0, 1] . From the Eq. (1) and (3), it is clear that different frequencies 
Accept the new solutions; Increase r i and reduce A i ; end if Rank the bats and find the current X g ; end while
promote the diversification capability of artificial bats to the optimal solution.
These equations might guarantee the exploitation ability of the BA. However, to perform the exploitation better, a random walk procedure has also been used as follows:
where X old represents one solution chosen randomly among the current best solutions, ε is a random number in the range of [−1, 1], and A represents the average loudness value of all artificial bats at t-th time step. The pseudocode of BA is presented in Algorithm 1. Note that, in this algorithm, rand is also a uniformly distributed random number between 0 and 1. To some degree, BA can be deemed as a balanced combination of PSO search and intensive local search. It is manifest that the balancing between these two techniques is controlled by the pulse emission rate (r) and loudness (A). As A is increased, bats tend to perform an exploration rather than exploitation. These two parameters are updated as follows:
where α and γ are constants; and α is similar to the cooling factor in SA [16] . Both loudness and emission rate are updated when the better solutions are found to guarantee that the artificial bats are moving towards the optimal solutions. For any 0 < α, γ < 1:
In the simplest case, α = γ can be used.
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B. BINARY BAT ALGORITHM
The binary bat algorithm (BBA) was introduced by Mirjalili et al. [13] to solve binary optimization problems. The structure of BBA is effectively the same as the original BA where the velocity and frequency are defined in continuous space. BBA makes two modifications to the original BA:
• The position vector is no longer a continuous-valued vector but a vector of bits.
• The random procedure illustrated by Eq. (4) is no longer applicable to binary search space. Instead, a simpler procedure is adopted. The position updating equation for BBA changes to:
where
and x k i (t), v k i (t) denote the position and velocity of i-th artificial bat at iteration t in k-th dimension, and (x k i (t)) −1 indicates the complement of x k i (t). The procedure illustrated by Eq. (4) for BBA changes to: (10) where X old still indicates a solution chosen randomly among the current best solutions.
C. ANGLE MODULATED BAT ALGORITHM
The Angle Modulated BA (AMBA) is a normal BA that employs a trigonometric function as a bit vector generator. The trigonometric function is derived from the angle modulation (AM) technique which is originally used in the field of signal processing [17] . In this research, AM is applied to offer a homomorphous mapping to abstract a discrete binary optimization problem to a simpler problem defined in continuous search spaces. The generating function used in this technique is a composed sin/cos function:
where x is a single element from a set of evenly spaced intervals which are determined by the number of bits that required to be produced to solve the optimization problem in the original binary space. During the BA initialization phase, the artificial bats in the swarm are initialized ran- The standard BA is then applied to evolve a fourdimensional tuple (a, b, c, d) , which indicates the coefficient parameters for Eq. (11) . Therefore, the optimization process only evolves the tuple values rather than actually evolves the bit string.
After each iteration of the BA, the tuple values are substituted back into Eq. (11) . A bit string values, which will denote the corresponding candidate binary solution in the original binary problem space, is produced by sampling the resulting generating function at evenly separated intervals. The generated bit vector indicates the potential solution within the binary-valued space of the original optimization problem.
It is a simple procedure to generate the bit string vector values. This procedure includes feeding the sample points into the generating function and evaluating the output value of Eq. (11). In the simplest case, binary solutions can be produced by sampling the generating function at regular intervals x = (0, 1, 2, · · · , n b − 1) where n b is the length of the required binary solution. If the resulting output value is positive, the corresponding bit value is recorded as bit 1, otherwise it is recorded as bit 0. The recorded value g(x) at each sample point is mapped to a binary bit value as follows:
The pseudocode of the AMBA algorithm is defined in Algorithm 2. F AMBA denotes the fitness of the bat, using the AM technique applied to binary problems. The benefit of the AMBA is that there are only 4-dimensions rather than the original n-dimensions that need to be evolved. Due to the lower dimensionality of the 4-dimensional search space, results can be obtained using less computational effort.
III. AMPLITUDE ANGLE MODULATED BAT ALGORITHM (A-AMBA)
The generating function of AMBA is a combined sin and cos wave, but there is no scalable amplitude parameter that affects the sin wave, while the amplitude of the cos wave is controlled by the scalable b parameter. The result is that, if the vertical shift is not large enough (at least d < −1 or d > 1), the generating function will always have regions that generate 0-bits, and other regions that generate 1-bits. This deficiency, coupled with a small initialization range for BA, presents some difficulties in searching binary solutions which consist of a majority of either 1's or 0's.
To alleviate the absence of amplitude parameter in generating function of original AMBA, the proposed A-AMBA modifies the generating function with an additional variable coefficient e, which controls the amplitude of the sin wave. The generating function is then given as follows:
and the additional parameter implies that the dimensionality of bats increases to 5 dimensions when implementing this AMBA variant. Thus, the position of a bat i becomes a 5-dimensional vector:
FIGURE 3. The process of mapping a 5-dimensional search space to a n-dimensional search space. The bit string generating functions of A-AMBA and AMBA with default parameters are illustrated in Fig. 2 .
As can be seen from Fig. 2 , the merit of the proposed method is that a small amplitude (supplied by coefficient e), together with fairly large vertical shifts (controlled by coefficient d), can easily push parts (or all) of the generating function above or below the x-axis. That is, the smaller the amplitude coefficient e, the more significant the effect of coefficient d on the produced problem solution. Therefore, it is easier to generate problem solutions with a majority of 1's or 0's and the amplitude coefficient e may allow the algorithm to obtain better solutions faster in some problem cases. The steps of utilizing the generating function mentioned above to map a 5-dimensional continuous search space to a n-dimensional binary search space are illustrated in Fig. 3 
IV. EXPERIMENTAL APPROACH AND DISCUSSION
For the purpose of evaluating the performance of the proposed amplitude angle modulated BA (A-AMBA), this article employs 13 classical benchmark functions utilized by plenty of researchers [18] - [20] . These benchmark functions contain two different categories: unimodal and multimodal functions. Tables 1 and 2 list the before-mentioned functions, respectively, where 'D' demonstrates the number of design variables, 'Range' indicates the search range of the function, and 'f min ' represents the global minimum value of the function. All the experiments presented in this article are conducted on a PC with Intel(R) Core(TM) i5-6500 3.20GHz CPU and 8.0GB RAM of memory.
For the simulation in this research, 15 bits are used to indicate each continuous variable in binary. Note that there is one bit reserved for the sign of each functions' variable. Hence, the dimension of generating bit string for each continuous function is calculated as follows:
where n b denotes the dimension of each bat in A-AMBA and D func indicates the dimension of a particular test function. For verification of the results, the original AMBA, BBA and BPSO are chosen from the literature. The experiment completed focused on comparing the performance of the A-AMBA, AMBA, BBA and BPSO. The angle modulation transformation logic was used in A-AMBA and AMBA with no modification to the original implementation of BA.
There are several basic parameters that should be initialized before running A-AMBA, AMBA [14] , BBA [13] and BPSO [12] . The initial parameters for these algorithms are listed in Table 3. Tables 4, 5 In order to judge whether the results of A-AMBA are significantly different from those of other algorithms, statistical student's t-test [21] was carried out. t value has been calculated by Eq. (16) as follows:
where X 1 , SD 1 and n 1 indicate average value, standard deviation and size of the first sample (AMBA or BBA or BPSO), while X 2 , SD 2 and n 2 denote average value, standard deviation and size of the second sample (A-AMBA), respectively. For the experiment in this study, n 1 = n 2 = n b . Positive t values mean that A-AMBA have produced better solutions than AMBA (or BBA or BPSO) during optimization process, while negative t values mean that AMBA (or BBA or BPSO) have produced better solutions than A-AMBA. For this simulation, the confidence interval has been set at the 95% which means t 0.05 = 1.96. When t > 1.96, there is significant difference between two samples and A-AMBA is better than AMBA (or BBA or BPSO); on the other hand, when t < −1.96, AMBA (or BBA or BPSO) is better than A-AMBA.
The t values calculated in student's t-test comparing A-AMBA and other algorithms over the selected benchmark functions are presented in Tables 6 and 7 . In the presented tables, 'N.S.' stands for 'Not Significant', which means that the compared algorithms do not differ from each other significantly.
In the following subsections, the comparison and discussion are provided.
A. UNIMODAL FUNCTIONS
There is only one global solution and no local solution for the unimodal benchmark functions. Thence, unimodal benchmark functions are suitable to quantify the convergence speed. Tables 4 and 6 in Table 6 , the accuracy of results obtained by A-AMBA is better than that of the other comparative algorithms in all unimodal benchmark functions, which means the proposed A-AMBA can provide better exploitation.
The averaged convergence curves of all algorithms when they deal with some unimodal benchmark functions over 50 independent runs are illustrated in Fig. 4 . Note that all the convergence curves in the Fig. 5 are also averaged curves. As these curves indicate, the convergence speed of A-AMBA in some case is faster than AMBA and BBA in these unimodal benchmark functions. Judging by Tables 4, 6 and Fig. 4 , it can be stated that, in all cases, A-AMBA is capable of finding the optimal solution in unimodal functions with a competitive convergence rate.
B. MULTIMODAL FUNCTIONS
Since that multimodal functions include many local minima of which the number increases exponentially with dimension, 27964 VOLUME 7, 2019 they are appropriate to detect whether the algorithm faces premature convergence problem. That's, this kind of benchmark functions are very useful to evaluate the exploration ability of an optimization algorithm. The results presented in Tables 5 and 7 indicate that A-AMBA has a pretty good exploration capability, too. t values indicate that, although the proposed A-AMBA can get best results on some of the multimodal benchmark functions (f 10 and f 11 ), A-AMBA and AMBA have similar exploration capability overall. Note that both A-AMBA and AMBA can provide significantly better exploration capability than BBA and BPSO.
It can also be observed from above, in most cases, A-AMBA is capable to avoid local minima with a good convergence speed. Hence, it can be concluded that A-AMBA is competitive enough with other comparative algorithms.
In order to analyze the performance in terms of computational time, the average computational time of algorithms on each benchmark function over 50 independent runs is also demonstrated in Table 8 . The last row of the table indicates the average computational time of each algorithm over the benchmark functions. According to this table, the average computational time of A-AMBA, AMBA and BPSO are much shorter than that of BBA. The obtained results confirm that, compared with BBA, the proposed A-AMBA and AMBA can obtain better results using less computational time due to the use of AM technique in these cases.
There are several reasons that A-AMBA obtained superior results and high performance:
• The amplitude angle modulation approach used reduces the dimensionality and the complexity of an optimization problem.
• The amplitude coefficient e of generating function effectively amplifies the effect of the vertical shift coefficient d and allows the algorithm to alleviate some difficulties in searching binary solutions which consist of a majority of either 1's or 0's.
• BA combines the major merit of PSO and SA.
• By optimizing the lower-dimensional problems, BA could obtain better results.
• The balance between global and local search is controlled by loudness and pulse emission. It assists A-AMBA to avoid being trapped in local optima and accelerate the convergence speed towards the global best solution over the course of iterations. According to the comparison and discussions mentioned above, it can be stated that the proposed algorithm has merit among the binary algorithms. The next section presents the performance of the A-AMBA in solving zero-one knapsack problems.
V. ZERO-ONE KNAPSACK PROBLEM
Zero-one knapsack problem is a classical NP-complete combinatorial optimization problem [22] , [23] and it has been applied to many areas. Assume that, in this problem, there are N objects, where the ith object owns its weight w i and profit p i , and a knapsack which can hold a limited weight capacity C. The goal of this problem is to maximize the total value f (p) in the knapsack while the total weight f(w) in it is not more than the given limited capacity. Mathematically, the zero-one knapsack problem can be formulated as follows [24] :
where N is the number of objects, the binary decision variables x i are used to demonstrate whether object i is included in the knapsack or not. It can be assumed that all weights and profits are nonnegative, and that all weights are not larger than the limited capacity C. Twelve test cases with different scales are considered to verify the optimization performance of A-AMBA for the knapsack problems. The typical test cases k 1 -k 5 [25] , [26] are recorded as Table 9 , where 'D' represents the dimension of knapsack problems, 'Parameters(w, p, C)' indicates the information of weight, profit and weight capacity, and 'Opt' presents the optimal value of corresponding knapsack problem. The cases k 6 -k 12 with large scales are designed to testify and compare the performance of the four comparative algorithms, using a random number generator. In these cases, knapsack capacity is calculated using the formula [24] , [27] : 3 4 N i=1 w i where w i is a random weight of object i and N is the number of objects. N is set to 200, 300, 500, 800, 1000, 1200, 1500 respectively, in order to test the four comparative algorithms with different problem scales. For each N , the values of weight and profit are generated randomly: the weight w i (i = 1, 2, · · · , N ) is between 5 and 20, the profit p i (i = 1, 2, · · · , N ) is between 50 and 100 [23] . These randomly generating cases are listed in Table 10 . The column 'C' in this table indicates the knapsack capacity, and 'Total values' denotes the total values of all objects. Table 3 is employed to set the initial parameters of each comparative algorithm. The averaged results obtained by four algorithms including the best, worst and mean solutions with the associated average computational time and standard deviation (Std.dev) are reported in Table 11 .
As can be observed from Table 11 that A-AMBA and AMBA have indicated an obvious advantage over the other two comparative algorithms on solving zero-one knapsack problems with large scales (k 4 -k 12 ). The best solutions obtained by the A-AMBA and AMBA are better than those obtained by the other two algorithms on solving the above nine zero-one knapsack problems with large scales, and some of the worst solutions obtained by A-AMBA and AMBA are even better than the best solutions obtained by the other two algorithms in these cases. Note that, compared with original AMBA, A-AMBA was superior in most low-dimensional problems (k 1 -k 5 ), while they showed similar performance in high dimensions. The standard deviation also demonstrated the stability of A-AMBA, though the standard deviation increased overall as the problem size increased. It can also be noted that, for all the test cases, with increase in the problem size, the computational time also increased. Hence, problems with larger scales took a longer time. Furthermore, the increase rate of computational time spent by A-AMBA, AMBA and BPSO is much slower than that of BBA. In short, it has proved once again that A-AMBA can obtain better results with less computational effort in many cases and it thus provides an efficient alternative to solve the zero-one knapsack problems.
VI. CONCLUSION
This article proposed a novel AMBA variant called A-AMBA utilizing the concepts of amplitude angle modulation, which operates on a continuous 5-parameter tuple and a generating function rather than the higher-dimensional original binary problem space. Hence results can be obtained with less computational effort using A-AMBA in some problem cases. To verify the performance, 13 classical benchmark functions and 12 zero-one knapsack problems were employed, and the results were compared with original AMBA, BBA and BPSO. The experiment results of benchmark functions indicated that the A-AMBA has advantage among comparative binary heuristic optimization algorithms. And the experiment results of the A-AMBA together with zero-one knapsack problems showed that A-AMBA can be effective on solving the zero-one knapsack problems as well.
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