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HYPERPLANARITY OF THE EQUIMULTIPLE LOCUS R. NARASIMHAN1
Abstract.
It is known that the (local) equimultiple locus of a hypersurface defined over a field of characteristic zero is contained in a hyperplane (for example, the one given by the Tchirnhausen transformation: see Abhyankar's paper [A] for details). In this note (a) we show that this theorem is no longer true for varieties of dimension bigger than two in char p > 0, and (b) we give proofs of this statement in the cases of (i) 'purely inseparable' surfaces,
(ii) double points of surfaces in char 2. . Lei P be a ht. 2 prime of A such that F G F(<" (i.e., P is an equimultiple 'curve' for £). Then, taking (d -1) derivatives with respect to Z, we get Z + ax(X,Y)/d E P, i.e., in geometric language, the equimultiple locus is contained in the hyperplane (Z + ax/d = 0). (For details and further discussion, especially about the 'infinitely near' equimultiple locus, see Abhyankar's forthcoming paper Good points of a hypersurface [A, §19] .)
In this paper we first give an example ( §1 ) to show that the equimultiple locus of a hypersurface in char p > 0 is not, in general, hyperplanar.
On the positive side we prove the following: Let P be a ht. 2 prime ideal of A such that ord^ £ = 2. Then P contains a regular parameter of A ( §3).
We first need a lemma that will allow us to use completions. Also, (a n m(s,))a* = (A*n m(s*x)) n ■ • • n (a* n M{s*qU)))
where {S*j} is a nonempty finite subset of ©(A*, FA*). Now,
Remark. In view of this Lemma we will restrict ourselves, in the following sections, to complete regular local rings A. Hence, by the Jacobian criterion £ G P(2). Now, in the situation of the example, the following are equivalent: (a) P contains a regular parameter of R.
(b) Among the integers ordr(</>(*)), ordT(<t>(Y)), ordT(<t>(Z)) and oxdT(<¡>(W)), one is contained in the semigroup generated by the other three.
The proof is obvious and in the example, it only remains to check that condition (b) does not hold. Hence P is not hyperplanar.
3. The purely inseparable case. In view of the counterexample of the previous section, for the rest of the proofs we restrict our attention to surfaces. We will first recall the proof for n = 1. The proof when n > 1 will be an extension of the basic techinques used for n = 1. The proof for n = 1 is due to Professor Abhyankar and may be found in [A] . For the convenience of the reader we reproduce the proof here. Hence, by the case n -l,ytJ E P, i -p -l,j -0, \,...,p -1. Thus ytj E Q =• <p | y,. contradicting the assumption that 0 is the maximum power of <i> which divides all the ytj. Thus we may assume ordfi(g/J) >p" -(p -1). Hence ordR (g£) >p" and this proves the claim for i = p -1. The rest of the claim follows by decreasing induction on / for 1 < i < /> -1. Proof of Theorem 1. By the claim we have g£ G P<pr) for 1 <»</>-1, 0 < / < » -1. Now from Zp" + g(X, Y) E P(p") taking derivatives with respect to X, we get (by decreasing induction onj ) gfj(X, Y) ePlf"> for(i, j) #(0,0)andO<i,/</> -1.
Hence Zp" + g^(X, Y) G F«'"' i.e. Z"'" " + goo( A\ Y) E P<*"'\ Now we are done by induction on n.
Remark. The translate of Z, given by the proofs of Theorems 1 ' and 1 above, is independent of the equimultiple prime P i.e., every irreducible component of the equimultiple locus of F contains this regular parameter. For the rest of the proof it will be convenient to write all our equations modulo P, but we will continue to denote by a, ß, y and S the residues of these quantities modulo P.
Case (i) (Thepurely inseparable case). I.e. both/x andfy are zero. Then a2 + y2y = 0, ß2 + y2x = 0 in 5, hence in S = k [[t] ]. Since k((x, y)) = k((t)), either x G £((/2)) or y G fc((f2)).
Hence Y = 0=>a = /j' = 0=>z = 0=>ZGF, proving the claim.
Case (ii) (F/ie separable cyclic case). We may assume either fx or/y is not zero, say fx ¥= 0. Then fxz + gx = 0 =» R and S are birational and F = 0 =» Ä is integral over S. Hence 5 Ç Ä Ç 5 = k [[t] ]. Let © denote the conductor of S/S. We have (1) z2 + Ô2 + a2x + ß2y + y2xy = 0, Hence Dx modulo P give </>x |/x ^ ord, /x s= ordr <f>x.
From equations (2) and (3) This proves the theorem.
