The paper reports a study of nonlinear nature of face image. A novel feature extraction method using state space feature parameter for the recognition of face images is studied. The results of simulation experiments performed on the standard AT & T face database using both Artificial Neural Network and K-Nearest Neighbour recognition algorithms based on Nonlinear Feature Parameter (NLFP) is also presented. Overall recognition accuracy obtained is better for ANN algorithm and is 98.5%.
Introduction
Machine simulation of human vision has been a subject of intensive research for scientists and engineers for the last three decades. However automatic face recognition is yet to achieve a completely reliable performance. There are several challenges involved in automatic face recognition -large variation in facial appearance, head size, orientation, changes in illumination and poses, occlusion, presence or absence of structural components etc are some of them to list. The interest devoted to this work is not only by the exciting challenges associated, but also the huge benefits that a Face-recognition system, designed in the context of a commercial application, could bring. Moreover, wide availability of powerful and low-cost desktop and embedded computing systems has also contributed to enormous interest in automatic processing of digital images and videos in a number of applications -Entertainment, Smart cards Information security, Low enforcement and Surveillance are some of them. 1, 2, 3, 4 Face recognition lies at the core of the discipline of pattern recognition where the objective is to recognize an image of face from a set of face images. A complete face recognition system generally consists of three stages. The first stage involves detecting and localizing the face in arbitrary images. 5, 6, 7, 8 The second stage requires extraction of pertinent feature from the localized image obtained in the first stage. Finally, the third stage involves classification of facial images based on derived feature vector obtained in the previous stage. In order to design high accuracy recognition system, the choice of feature extraction method is very crucial. Two main approaches to feature extraction have been extensively used in conventional techniques. 4, 5 The first one is based on extracting structural facial features that are local structures of face images, for example, the shapes of the eyes, nose and mouth. The structure based approaches deals with local information rather than global information, and, therefore is not affected by irrelevant information in an image. However, because of the explicit model of facial features, the structure-based approaches are sensitive to unpredictability of face appearance and environmental conditions. The second method is statistical-based approach that extracts features from the entire image and, therefore uses global information rather than local information.
There have been a lot of popular attempts towards automated face recognition which kept the research in the area active and vibrant. Some of them are Eigenfaces (PCA based approach), 9 Active Appearance Model (AAM) is an integrated statistical model which combines a model of shape variation with a model of the appearance variations in a shape-normalized frame, 17 Hidden Markov Models (HMM), 18 and Support Vector Machine (SVM).
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There were a few attempts to face recognition using fractal coding methods 20 The paper is organized as follows. Section 2 gives the nonlinear analysis and modeling of face images using State Space Map (SSM). Section 2.1 gives the detailed description of the SSM method and 2.2 a preliminary analysis on their fractal dimensions. In section 3 the feature exaction method based on the State Space Point Distribution (SSPD) of the pixel intensities of the face image is explained. Section 4 describes face image classification using artificial neural network and k-nearest neighbour classifiers. Section 5 gives a small account of properties of AT & T face database and reports the recognition results obtained using ANN and KNN classifiers. Finally, section 6 gives the conclusions and directions for future research.
Nonlinearity Study of Face Images and State Space Map (SSM)
This section gives a description on nonlinearity, a unique characteristic of dynamic systems, a study carried out on face images. We can show that the face images are characterized by the conditions of a nonlinear chaotic system. To show the nonlinear nature of the face images the fractal dimension is computed from the sate space map of the each face images using the box count method.
State space map (SSM) of human face images
Let I mn is an image of size m x n, and X is a set of all pixels in I mn such that,
Then State Space Map can be obtained by plotting a graph with coordinate values (x p , y q ), where
The state space maps for the PGM formatted image samples of the face images taken from the image database are constructed in the following fashion. Initially, to bring size uniformity among the face samples they are normalized into 100x90(not a mandatory step) pixel-sizes using affine transformation and bilinear interpolation algorithm. The information content of the PGM image file is then extracted and the extracted gray level intensity value of each pixel is stored in a separate data file. The state space maps for each face image are then generated for each image file containing 9,000 gray level intensity values. Figure 1 shows the State-Space Map obtained from the grayscale images of the sample face of the first person in AT & T face database.
Fractal dimension of human face images from their State Space Maps
In this section a preliminary analysis on the nonlinearity nature of faces is presented. For that purpose the fractal dimensions (FD) of the state space map of the each face image is measured. One of the most important methods for computing the fractal dimension of a self-similar fractal is the box counting method. 28, 29 The algorithm used for finding the fractal dimensions of face images based on their state space map using this method is given below.
Step 1: The state-space map of the face image for which the fractal dimension is to be calculated is plotted. (This map may be considered as a binary image structure).
Step 2: N(s), the number of boxes which covers the image content, is calculated by placing a grid on the state space map which divides the map in to boxes of a given size 's'. Step 3: Repeat the step 2 for different 's'.
Step 4: Plot log 10 N(s) verses log 10 (s) curve for all's'.
Step 5: Find the line of best fit to the curve plotted in the step 4, and find the slope of the line which indicates the fractal dimension of the given structure which is theoretically given by the formula, Box sizes (in pixels)
Number of boxes containing the image structure 1  2  1774  2  3  1094  3  6  438  4  12  173  5  22  65  6  40  24  7  75  8  8  100  3 We have used box sizes, s = 2, 3, 6, 12, 22, 40, 75 and 100 pixels and plotted the values 's' and N(s) by taking log(s) in x-axis and logN(s) in y-axis. Table 1 shows the number of boxes counted for each of these box sizes for the state space map of the face image of the first person in AT & T face database. Figure 2 shows the log(s) vs log(N(s)) plot for the state space map of the face image of the first person in AT & T face database. To fit a straight line for the average curve obtained from different image samples in the above plot, we used the method of least squares procedure by Gauss. 30 Finally the fractal dimensions of the face images are estimated by finding the slopes of these lines. The fractal dimension of the selected face images estimated from their state space maps using the box-counting method is given in Table 2 . From the table it is evident that all fractal dimensions are fractions which show face images are nonlinear in nature. 1.610308 4 4 1.623794 5 5 1.560618 6 6 1.619526 7 7 1.639164 8 8 1.696362 9 9 1.678693 10 10 1.653500
Feature Extraction from State Space Point Distribution (SSPD)
The state space map constructed by extracting and assembling the state space characteristics of the face image pattern surface is then divided into a grid with 16x16 locations as shown in figure 3 . The locations defined by the co-ordinates (16, 0), (0, 16) is taken as location one and location just right side to it is taken as location two and it is extended towards X direction with the last box being (256, 0), (240, 16) . Then the next row is scanned from the beginning and locations are numbered accordingly. The same process is repeated for all rows and 256 locations are spotted. As described in Section 2 a digitized grayscale image of the face is viewed as a distribution of the foreground as well as background information. The state space point distribution (SSPD) for each pattern is calculated by estimating the number of points in each of the 256 locations of the state space map. The state space map and its corresponding state space point distribution graph obtained for different persons show the identity of the face. From this analysis it is found that an efficient feature vector can be formed based on the SSPD which in turn can be used for recognition purpose. The feature vector of size 16 is estimated by taking the average distribution of each row in the SSPD graph. Figure 5 shows the feature vector graph plotted for 10 samples of the first person in AT & T face database. The graphs obtained from the samples of an individual are found to be similar whereas the graphs for different individuals are found to be highly distinguishable. The recognition based on the SSPD feature is explained in succeeding section. 
Classification Using Artificial Neural Network and K-Nearest Neighbour Classifiers
Pattern classification by distance functions 31 is one of the earliest concepts in pattern recognition. 32, 33, 34 Here the proximity of an unknown pattern to a class serves as a measure for its classification. Pattern classification using neural networks have been in use for more than a few decades now. The classification using neural networks is much efficient than distance measure classifiers.
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Artificial Neural Networks (ANN)
Artificial Neural Networks (ANN) are massively parallel adaptive networks of simple non-linear computing elements called neurons which are intended to abstract and model some functionalities of human nervous system in an attempt to partially capture some of its computational strength. 35 In other words, a set of processing units when assembled in a closely interconnected network, offers a surprisingly rich structure exhibiting some features of the biological neural network. 36 Such a structure is called Artificial Neural Network. Artificial neural networks are useful only when the processing units are organized in a suitable manner to accomplish a given pattern recognition task. 36 Artificial neural networks are normally organized into layers of processing units. The units of a layer are similar in the sense that they all have the same activation dynamics and output function. While developing artificial neural networks for specific applications, the weights are adjusted in a systematic manner using learning laws. The most popular class of multilayer feed-forward networks is multilayer perceptrons in which each computational unit employs either the thresholding function or the sigmoid function. Multilayer perceptrons can form arbitrarily complex decision boundaries and represent any Boolean function. 37 The development of the back-propagation learning algorithm for determining weights in a multilayer perceptron has made these networks the most popular among researchers and users of neural networks. Let w ij (l) denote as the weight on the connection between the i th unit in layer (l-1) to j th unit in Here, we used a Multi-layer feed forward network having a Gradient descent with momentum, and an adaptive learning rate back propagation learning algorithm. 
Classification using k-NN Classifier
The k-Nearest-Neighbor 38 method is a well-known non-parametric classifier, where a posteriori probability is estimated from the frequency of nearest neighbours of the unknown pattern. It considers multiple prototypes while making a decision and uses a piecewise linear discriminant function.
Let us consider the case of m classes {C i } where i = 1: m and a set of N patterns {y i } where i= 1: N whose classification is priory known. Let x denote an arbitrary incoming pattern. The nearest neighbour classification approach classifies x in the pattern class of its nearest neighbour in the set {y i } where i= 1: N, i.e.
if || x -y j || = min || x -y j || 1 ≤ i ≤ N then x ε C j . This scheme (can be termed the 1-NN rule since it employs only the classification of the nearest neighbour to x) can be modified by considering the k nearest neighbours to x and using a majority-rule type classifier. Step 5: Find (y, j 0 )εS such that || y -x || = min || z -x || , (z, j)εS.
Step 6: Set IC(j 0 ) = IC(j 0) + 1 and S = S-{ (y, j 0 ) }.
Step 7: Set L = max {IC(i) } , 1≤ i ≤ m and stop.
The following section gives a detailed description about the experiments we conducted and the classification results obtained.
Experiments and Results
All the experiments were carried out using the AT & T face database, which contains face images of 40 distinct persons. Each person has ten different images, taken at different times. Figure 6 shows five individuals (in five rows) in the AT & T face images. There are variations in facial expressions such as open/closed eyes, smiling/non-smiling, and facial details such as with glasses/without glasses. All the images were taken against a dark homogeneous background with the subjects in an up-right, frontal position, with tolerance for some side movements. There are also some variations in scale. The figures 9 and 10 show the SSM and SSPD respectively of eight different persons in the AT & T face database. Considerable amount of change in shift, shape and spread/concentration of SSM and SSPD shows the difference in class or object group under consideration. Hence the representation can effectively be used for deriving features for the classification purpose. In the recognition stage we used ANN and KNN classifiers. Figure 11 gives recognition accuracies for forty persons in the standard AT & T face image database using both the classifiers. Overall recognition obtained using nonlinear feature parameter (NLFP) with ANN classifier is 98.5% and that of KNN is 85% this result is a better one compared to other popular methods reported in literatures. Table 3 summarizes this. 
Conclusion
This paper presented a novel approach to model face images based on the state space map and state space point distribution of the gray scale images for the computer recognition of human faces. The state space map and state space point distribution graph for each face image is drawn and the fractal dimension of the face image is also estimated from their state space map using box-counting method. Finally, a feature vector named Nonlinear Feature Parameter of size 16 based on the SSPD is formed for face images of each person and recognition accuracies are computed and compared using ANN and KNN classifiers. Present study shows that all the fractal dimensions computed are fractions which prove the chaotic nature of the face images. There is significant dimensionality reduction as we used a feature vector of 16-element size to represent a face image which reduces the computational complexity. Further the recognition accuracy is better (98.5%) compared to other methods reported in the literatures, More effective implementation using higher dimensional state space and multiple classifier system is one of our future research directions.
