How many zeros of a random sparse polynomial are real? by Jindal, Gorav et al.
ar
X
iv
:1
91
1.
02
54
0v
1 
 [m
ath
.PR
]  
6 N
ov
 20
19
HOW MANY ZEROS OF A RANDOM SPARSE POLYNOMIAL
ARE REAL?
GORAV JINDAL, ANURAG PANDEY, HIMANSHU SHUKLA,
AND CHARILAOS ZISOPOULOS
Abstract. We investigate the number of real zeros of a univariate k-sparse poly-
nomial f over the reals, when the coefficients of f come from independent standard
normal distributions. Recently Bu¨rgisser, Ergu¨r and Tonelli-Cueto showed that the
expected number of real zeros of f in such cases is bounded by O(√k logk). In
this work, we improve the bound to O(√k) and also show that this bound is tight
by constructing a family of sparse support whose expected number of real zeros is
lower bounded by Ω(√k). Our main technique is an alternative formulation of the
Kac integral by Edelman-Kostlan which allows us to bound the expected number
of zeros of f in terms of the expected number of zeros of polynomials of lower
sparsity. Using our technique, we also recover the O(logn) bound on the expected
number of real zeros of a dense polynomial of degree n with coefficients coming
from independent standard normal distributions.
1. Introduction
Understanding the number of real zeros of a given real univariate polynomial has
always been of interest, both from a theoretical as well as an application point of view
in science, engineering and mathematics. The arithmetic of sparse polynomials has
been of special interest in computer science and the algorithms for efficiently finding
roots of sparse polynomials have been widely studied (see [5, 19, 24, 9, 25, 26]).
1.1. Zeros of random sparse univariate polynomials
In order to gain a better understanding of the behavior of the number of real zeros
for sparse polynomials and its generalizations, we study the case of a single univariate
sparse random polynomial. For simplicity, in this article, we only consider the case
when the coefficients are identically distributed independent standard normal random
variables.
With respect to this consideration, the dense case1 has been extensively studied and
is well understood. This problem was first considered in a series of works by Little-
wood and Offord [20, 21] who proved a O(log2(n)) upper bound on the expected num-
ber of real zeros in the dense case when the coefficients are from bernoulli({−1,1}),
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1i.e. there is no restriction on the sparsity, thus we have a polynomial f of degree n with all its
n + 1 coefficients as standard normal random variables
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standard gaussian and uniform distributions. In 1943, Kac [14] proved that the ex-
pected number of real zeros for degree n polynomial with coefficients drawn form
standard normal distribution is: (2
π
+ o(1)) log(n).
Later, in a series of works, Offord, Erdo˝s, Stevens, Ibragimov and Maslova [11, 30, 13]
extended the results to other more general distributions including but not restricted
to bernoulli ({-1,1}) and uniform distributions. Interested readers can look at the
article by Erde´lyi [10] for more recent results in this direction. In 1995, Edelman
and Kostlan [8] gave an alternative, simpler derivation for the Kac bound using
geometric methods, in addition to providing essential insights to the integral and
numerous generalizations in a variety of cases. For this article, the works in [14, 8]
are most relevant. It seems very surprising that there are so few real zeros in the
random case.
In the sparse case, there is a line of work considering the case of the multivariate
system of random equations (for instance see [15, 23, 22]). However their focus is
different and we are not aware of any useful adaptations to the univariate case. In fact,
we do not know of any such progress until the recent work of Bu¨rgisser, Ergu¨r and
Tonelli-Cueto [2] which showed that for a random k-sparse univariate polynomial, the
expected number of real roots in the standard normal case, is bounded by 4
π
√
k log k,2
thus showing that in this setting, the number of real zeros is much less than the
Descartes’ bound.
1.2. Zeros of sparse polynomials
A lot of the polynomials that we encounter in practice are sparse, i.e. the number
of monomials in them is considerably smaller than the degree of the polynomial. This
motivates one to study the question for the sparse polynomials. Descartes’ famous
rule of signs from the 17th century [7] already sheds some light by bounding the
number of non-zero real zeros of a k-sparse f ∈ R[x] 3 by 2k−2. There are polynomials
which achieve this bound too. Having some understanding on the number of real roots
of k-sparse polynomials, it makes sense to ask the same question for generalizations.
However, if we consider the first non-trivial generalization, i.e. if we consider the
polynomial fg + 1, where f and g are both k-sparse, our understanding seems very
limited. To the best of our knowledge, no bound better than the one given by
Descartes’ rule of sign is known in this case, in particular, no sub-quadratic bound
is known. We also do not know of any example where the number of real roots of
fg + 1 is super-linear in k.
1.3. Connections to algebraic complexity theory: Real Tau Conjecture
A strong motivation for computer scientists to consider generalizations like the
above was provided in 2011 by Koiran [16], when he considered the number of real ze-
ros of the sum of products of sparse polynomials. He formulated the real τ -conjecture
2unless stated otherwise, the base of the logarithm in this article is always e
3throughout this article, polynomials considered are over reals and have degree n with n >> k.
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claiming that if a polynomial is given as
f =
m∑
i=1
t∏
j=1
fij
where all fij ’s are k-sparse, then the number of real zeros of f is bounded by a poly-
nomial inmkt. Thus the conjecture claims that a univariate polynomial computed by
a depth-4 arithmetic circuit (see [28, 27] for background on arithmetic circuits) with
the fan-in of gates at the top three layers being bounded by m, t and k respectively
will have O((mkt)c) real zeros for some positive constant c. Notice that applying
Descartes’ bound only gives an exponential bound on the number of real zeros of f ,
since a-priori the sparsity bound that we can achieve for f is only O(mkt).
What is of particular interest is the underlying connection of this conjecture to the
central question of algebraic complexity theory. Koiran showed that proving the con-
jecture implies a superpolynomial lower bound on the arithmetic circuit complexity
of the permanent, hence establishing the importance of the question of understand-
ing real roots of sparse polynomials from the perspective of theory of computation as
well. In fact this connection is what inspired the authors to investigate the problems
considered in this article.
The real τ -conjecture itself was inspired by the Shub and Smale’s τ -conjecture
[29] which asserts that the number of integer zeros of a polynomial with arithmetic
circuit complexity bounded by s will be bounded by a polynomial in s. This con-
jecture also implies a super-polynomial lower bound on the arithmetic circuit size
of the permanent [4] and also implies PC ≠ NPC in the Blum-Shub-Smale model of
computation (see [29, 1]). Koiran’s motivation was to connect the complexity theo-
retic lower bounds to the number of real zeros instead of the number of integer zeros,
because the latter takes one to the realm of number theory where problems become
notoriously hard very easily.
While the real τ -conjecture remains open (see [12, 18, 17] for some works towards
it), Briquel and Bu¨rgisser [3] showed that the conjecture is true in the average case, i.e.
they show that when the coefficients involved in the description of f are independent
Gaussian random variables, then the expected number of real zeros of f is bounded
by O(mkt).
1.4. Our contributions
Before we state our results we set up some notations. Consider a set S = {e1, . . . , ek} ⊆
N of natural numbers. For such a set S, one asks how many roots (in expectation) of
the random polynomial fS = ∑ki=1 aixei (here ai’s are independent standard normals)
are real. For an open interval I ⊆ R, we use zIS to denote the expected number of
roots of fS in I. To avoid some degeneracy issues, we always assume 0 /∈ I, this
assumption allows us to assume that the smallest element of S is zero. In this paper,
we are only concerned with the case when I = (0,1). See Remark 1.2 on why this is
sufficient. When I = (0,1), we simply use zS to denote zIS.
Our main contribution is the improvement on the bound on the expected number
of real zeros of a random k-sparse polynomial f and proving that this is the best one
can do.
4 G. JINDAL, A. PANDEY, H. SHUKLA, AND C. ZISOPOULOS
Theorem 1.1. Let S ⊆ N be any set as above with ∣S∣ = k, then we have zS ≤ 2π√k − 1.
Remark 1.2. Since our bound in Theorem 1.1 only depends on the size of S, and not
on the structure of S, we get that zRS = 4z
(0,1)
S . For S = {e1, . . . , ek}, z(1,∞)S is equal to
z
(0,1)
S′ for S
′ = {n− e1, . . . , n− ek} by replacing x by 1x and multiplying by xn, where n
is the degree of fS. Also z
(−∞,0)
S = z
(0,∞)
S by replacing x by −x.
Theorem 1.3. There exists a sequence of sets Sk ⊂ N for k ≥ 1 with ∣Sk∣ = k + 2 and
a constant c > 0 such that zSk ≥ c ⋅
√
k, for large enough k.
Theorem 1.3 shows that the bound obtained in Theorem 1.1 is tight and cannot
be reduced further for an arbitrary S ⊂ N.
Using our techniques, we confirm the intuition from the dense case that in expec-
tation, all the roots are concentrated around 1 i.e. for any small constant ǫ > 0, the
expected number of roots in (0,1− ǫ) is bounded by a constant independent of n and
k.
Theorem 1.4. For a fixed ǫ > 0 and any S ⊆ N as above, we have
z
(0,1−ǫ)
S ≤
1
2π
(log (2
ǫ
) + 4√
ǫ
− 4) .
1.5. Proof ideas
Our main technical contribution is an alternative formulation of the Kac integral
by Edelman-Kostlan, that we call the Edelman-Kostlan integral (discussed in Section
2) presented in detail in Section 3.
The formulation allows us to bound zS1⊔S2 in terms of the bounds on zS1 and zS2
(presented in subsection 3.2). Thus we can build our k-sparse polynomial monomial-
by-monomial. We show that every time we add a monomial, we do not increase the
expected number of roots by a lot. A careful application of this idea yields the desired
O(√k) bound (presented in Section 4).
We also obtain a bound on zS1+S2 in terms of zS1 and zS2 , where S1 + S2 is the set
obtained as a result of the addition of elements of S1 and S2 (presented in subsection
3.1). Combining the bounds on zS1+S2 and zS1⊔S2 allows us to recover the O(logn)
bound for the dense case i.e. S = {0,1, . . . , n}, where we build up our set S as a
combination of unions and additions of sets (presented in Section 8.1).
Further, the proof that all the roots are concentrated around 1 follows from the
analysis of an approximation of the Edelman-Kostlan integral. This approximation
which is inspired by the one used in [2] makes the analysis of the integral simpler.
Finally in Section 6, we show that we cannot obtain a better bound for an arbi-
trary S ⊂ N. We show this by applying the idea of monomial-wise construction of a
polynomial (presented in Section 3.2) on a carefully chosen monomial sequence, thus
proving Theorem 1.3.
1.6. Previous work: known bounds on zIS
In this subsection, we present the state of the art prior to this work for zIS.
For S = {0,1,2, . . . , n} and I = R, zIS is known to be bounded by O(logn).
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Theorem 1.5 ([8, 14]). If S = {0,1,2, . . . , n} then
zRS =
2
π
log(n) +C1 + 2
nπ
+O ( 1
n2
) .
Here C1 ≈ 0.6257358072 . . . .
Determining the value of zIS for arbitrary sets S remains an open problem. Towards
this the best bound known was the following result by [2].
Theorem 1.6 ([2, Theorem 1.3]). Let S ⊆ N be any set as above with ∣S∣ = k then we
have
zS ≤
1
π
√
k log(k).
For the sake of completeness, we present a proof for the above theorem in the
appendix.
2. Preliminaries
Since our method builds upon the Edelman-Kostlan method [8] by a novel approach
on analyzing their integral, it is essential to look at their method. In order to compute
zS for S = {e1, . . . , ek}, define a generalization of the moment curve vS as vS(t) ∶=(te1 , te2 , . . . , tek). This allows the following expression for zIS:
Theorem 2.1 ([8, Theorem 3.1]). For all sets S ⊆ N, we have the following equality
for zIS .
(1) zIS =
1
π
∫
I
√(∥vS(t)∥2 ⋅ ∥v′S(t)∥2)2 − (vS(t) ⋅ v′S(t))2(∥vS(t)∥2)2 dt.
We refer to the above integral as the Edelman-Kostlan integral.
The strength of this method is that the above integral is parameterized by the
support S and the interval I, thus allowing one to estimate the expected number of
real zeros for any such arbitrary support and interval. In their paper, they compute
the integral for S = {0,1, . . . , k} and I = (0,1) and for these values showed that zIS is
bounded by O(log k). However, for arbitrary S of cardinality k, the integral becomes
quite complicated to analyze.
In [2], they get around this difficulty by upper bounding the integral. This is
achieved by ignoring the negative term of the numerator and through some elementary
norm inequalities leads to the O(√k log k) bound.
We now state a basic technical proposition which will be useful in the proof of the
main theorem.
Proposition 2.2. The following identity is true for all a, b, c, d:
(a + c
b + d)2 = ( bb + d)(ab)2 + ( db + d)( cd)2 − 1bd (bc − adb + d )2 .
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Proof. The RHS of above equation can we written as:
( b
b + d)(ab)2 + ( db + d)( cd)2 − 1bd (bc − adb + d )2 = a2d(b + d) + c2b(b + d) − (bc − ad)2(b + d)2bd
=
bd(a2 + c2) + a2d2 + c2b2 − (bc − ad)2(b + d)2bd
=
bd(a2 + c2 + 2ac)(b + d)2bd
= (a + c
b + d)2 .
◻
3. Alternative formulation of the Edelman-Kostlan Integral
In this section, we present an alternative formulation of the Edelman-Kostlan in-
tegral on which our proofs build upon.
Definition 3.1. For a set S = {e1, e2, . . . , ek} ⊆ N, we define:
gS(t) ∶= (∥vS(t)∥2)2 = k∑
i=1
t2ei .
In the following lemma, we show that we can express zIS entirely in terms of gS(t)
and its derivatives. Hence we define:
Definition 3.2. For a function g ∶ R→ R, we define the function I(g) ∶ R→ R,
I(g) ∶= (g′(t)
g(t) )′ + g′(t)tg(t) = (log(g(t)))′′ + (log(g(t)))′t .
We are now ready give our alternative formulation.
Lemma 3.3. For all sets S ⊆ N , we have the following equality for zIS .
zIS =
1
2π ∫
I
√
I(gS(t))dt.
Proof. We can rewrite equation (1) as:
zIS =
1
π
∫
I
√(gS(t) ⋅ (∥v′S(t)∥2)2 − (vS(t) ⋅ v′S(t))2
gS(t) dt.
Now verify the following equality for vS(t) ⋅ (v′S(t)).
vS(t) ⋅ v′S(t) = k∑
i=1
eit
2ei−1 =
g′S(t)
2
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We also have the following equality for (∥v′S(t)∥2)2.
(∥v′S(t)∥2)2 = k∑
i=1
e2i t
2ei−2 = 1
4
⋅ ( k∑
i=1
4e2i t
2ei−2)
=
1
4
⋅ ( k∑
i=1
((2ei(2ei − 1)) + 2ei) ⋅ t2ei−2)
=
1
4
⋅ ( k∑
i=1
(2ei(2ei − 1) ⋅ t2ei−2) + 1
4
⋅ ( k∑
i=1
2ei ⋅ t2ei−2)
=
1
4
g′′S(t) + 14tg′S(t).
Therefore we can rewrite zIS as:
zIS =
1
π
∫
I
¿ÁÁÀ1
4
(gS(t) ⋅ (g′′S(t) + 1t g′S(t)) − (g′S(t))2(gS(t))2 )dt
=
1
2π ∫
I
¿ÁÁÀg′′S(t)
gS(t) − (g′S(t)gS(t))
2
+ g
′
S(t)
tgS(t)dt
=
1
2π ∫
I
¿ÁÁÀ(g′S(t)
gS(t))
′
+ g
′
S(t)
tgS(t)dt
=
1
2π ∫
I
√(log(gS(t)))′′ + (log(gS(t)))′
t
dt.
◻
As can be seen from the above, whenever the Edelman-Kostlan integral is well
defined, the conditions on g which make I(g) well defined and non-negativity condi-
tions are also satisfied. This is true for all cases we consider, i.e. for every S, gS(t)
satisfies all the needed conditions.
We now give a useful characterization of I(gS(t)) that will be used to show that
in a very small interval I near 1, zIS is very small (see Lemma 6.1 and Remark 6.2).
Proposition 3.4. For S = {e1, e2, . . . , ek} ⊆ N, I(gS(t)) satisfies the following equal-
ity:
I(gS(t)) = 4(gS(t))2 ⋅
⎛⎜⎜⎝∑c ∑i<j
ei+ej−1=c
((ei − ej)tc)2⎞⎟⎟⎠ .
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Proof. We have:
(gS(t) ⋅ (∥v′S(t)∥2)2 − (vS(t) ⋅ v′S(t))2 = ( k∑
i=1
t2ei) ⋅ ( k∑
j=1
e2jt
2ej−2) − ( k∑
i=1
eit
2ei−1)2
=∑
c
∑
i,j
ei+ej−1=c
e2j t
2c −∑
c
∑
i,j
ei+ej−1=c
ei ⋅ ejt2c
=
⎛⎜⎜⎝∑c ∑iei+ei−1=c e2i t2c +∑c ∑i≠jei+ej−1=c e
2
jt
2c
⎞⎟⎟⎠ −
⎛⎜⎜⎝∑c ∑iei+ei−1=c e2i t2c +∑c ∑i≠jei+ej−1=c eiejt
2c
⎞⎟⎟⎠
=∑
c
∑
i<j
ei+ej−1=c
(e2i + e2j − 2eiej)t2c =∑
c
∑
i<j
ei+ej−1=c
((ei − ej)tc)2.
◻
Remark 3.5. Using the above proposition and Lemma 3.3 we have:
(2) zIS =
1
π
∫
I
√
∑c∑ i<j
ei+ej−1=c
((ei − ej)tc)2.
gS(t) dt.
The formulation in Definition 3.2 allows us to prove the following proposition:
Proposition 3.6. For two non-negative functions g1, g2 ∶ R → R, we have that√
I(g1 ⋅ g2) ≤√I(g1) +√I(g2).
Proof. Consider:
I(g1 ⋅ g2) = (log(g1(t) ⋅ g2(t)))′′ + (log(g1(t) ⋅ g2(t)))′
t
= (log(g1(t)))′′ + (log(g1(t)))′
t
+ (log(g2(t)))′′ + (log(g2(t)))′
t
(By linearity of differentiation and the fact that log(g1 ⋅ g2) = log(g1) + log(g2))
= I(g1) + I(g2).
Now the claim follows by using the fact that
√
x + y ≤ √x +√y for non-negative
x, y. ◻
This allows us to give a bound on the integral when S = S1∗S2, where ∗ corresponds
to the operation of either union or addition of sets. This bound depends on the
integrals associated to the corresponding sets S1 and S2.
3.1. Addition of sets
Definition 3.7. For sets A,B ⊆ N, we define the sum of A,B as: A+B ∶= {a+b ∶ a ∈
A, b ∈ B}. We say two sets A,B ⊆ N are collision-free if ∣A +B∣ = ∣A∣ ⋅ ∣B∣ = ∣A ×B∣,
i.e. when all the “a + b ∶ a ∈ A, b ∈ B” are distinct.
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Now we show how to apply this definition in the context of the above formulation
of zIS and I(g).
Lemma 3.8. If S1, S2 ⊆ N are two collision-free sets (as defined in Definition 3.7),
then zIS1+S2 ≤ z
I
S1
+ zIS2.
Proof. It is easy to see from the definition of gS, when S1, S2 are collision-free, we
have:
gS1+S2(t) = gS1(t) ⋅ gS2(t).
Therefore we obtain:
zIS1+S2 =
1
2π ∫
I
√
I(gS1+S2(t))dt = 12π ∫
I
√
I(gS1(t) ⋅ gS2(t))dt
≤
1
2π ∫
I
√
I(gS1(t))dt + 12π ∫
I
√
I(gS2(t))dt(Follows from 3.6)
= zIS1 + zIS2 .
◻
Corollary 3.9. If S = {0,1, . . . , k}∪{n−k,n−k+1, . . . , n} with n > 2k, then zS1+S2 ≤
O(log k).
Proof. Note that S = {0,1, . . . , k} + {0, n − k}. Now the result follows by using
Theorems 1.5 and 1.6, and Lemma 3.8. ◻
3.2. Union of sets
In subsection 3.1, we demonstrated an upper bound zS1+S2 in terms of zS1 and zS2 .
In this section, we want to find upper bounds for zS1⊔S2, here S1 ⊔ S2 denotes the
disjoint union of S1 and S2. First we state the following proposition which is easy to
verify.
Proposition 3.10. If S1, S2 ⊆ N are two disjoint sets then gS1⊔S2(t) = gS1(t)+gS2(t).
We need the following definition to give our result for expressing zS1⊔S2 in terms of
zS1 and zS2 .
Definition 3.11. If S1, S2 ⊆ N are two disjoint sets with (gS1gS2 )′ being non-negative at
zero.4 Let c1, . . . , cm (with ci ≤ ci+1) be the critical points of odd multiplicity of
gS1
gS2
in(0,1). Define c0 ∶= 0 and cm+1 ∶= 1. We define the following quantities, here 0 ≤ i ≤m
and c ∈ (0,1).
4Note that at least one of ( gS1
gS2
)′ and ( gS2
gS1
)′ has to be non-negative at zero. Thus, we can always
rename accordingly S1 and S2 to ensure this is the case.
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γS1,S2(c) =
¿ÁÁÀgs1(c)
gs2(c)
T iS1,S2 ∶=
⎧⎪⎪⎨⎪⎪⎩
arctan(γS1,S2(ci+1)) − arctan(γS1,S2(ci)) If i is even
arctan( 1
γS1,S2(ci+1)) − arctan ( 1γS1,S2(ci)) If i is odd
RS1,S2 ∶=
m
∑
i=0
T iS1,S2.
Lemma 3.12. Let S1, S2 ⊆ N be two disjoint sets. WLOG assume that (gS1gS2 )′ is
non-negative at zero. Then we have:
zS1⊔S2 ≤ zS1 + zS2 + 1πRS1,S2 .
Proof. By using Proposition 3.10, we know that:
I(gS1⊔S2) = I(gS1 + gS2) = g′′S1 + g′′S2gS1 + gS2 − (g
′
S1
+ g′S2
gS1 + gS2 )
2
+ 1
t
(g′S1 + g′S2
gS1 + gS2 )
=
gS1
gS1 + gS2 ⋅ I(gS1) + gS2gS1 + gS2 ⋅ I(gS2) + 1gS1gS2 (gS1g
′
S2
− gS2g′S1
gS1 + gS2 )
2
.
(Follows by applying Proposition 2.2 on g′S1 = a, gS1 = b, g
′
S2
= c, gS2 = d)
Therefore we have:
zS1⊔S2 =
1
2π
1
∫
0
√
I(gS1⊔S2(t))dt
=
1
2π
1
∫
0
¿ÁÁÀ gS1
gS1 + gS2 ⋅ I(gS1) + gS2gS1 + gS2 ⋅ I(gS2) + 1gS1gS2 ⋅ (gS2g
′
S1
− gS1g′S2)2(gS1 + gS2)2 dt
≤
1
2π
⋅ ⎛⎝
1
∫
0
√
I(gS1(t))dt + 1∫
0
√
I(gS2(t))dt + 1∫
0
∣ 1√
gS1gS2
⋅ gS2g
′
S1
− gS1g′S2
gS1 + gS2 ∣dt⎞⎠
= zS1 + zS2 + 12π
1
∫
0
∣ 1√
gS1gS2
(gS2g′S1 − gS1g′S2
gS1 + gS2 ) ∣dt.
Now we just need to upper bound the definite integral:
J ∶=
1
∫
0
∣ 1√
gS1gS2
(gS2g′S1 − gS1g′S2
gS1 + gS2 )∣dt.
The value of J in a sub-interval (α,β) of (0,1) depends upon the condition whether
gS2g
′
S1
− gS1g′S2 is positive or negative in (α,β). So we divide (0,1) in the intervals
where gS2g
′
S1
− gS1g′S2 is positive or negative. Note that gS2g′S1 − gS1g′S2 is positive if
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and only if (gS1
gS2
)′ is positive. Therefore gS2g′S1 − gS1g′S2 changes sign exactly on the
critical points of odd multiplicity of
gS1
gS2
. Suppose (α,β) is some sub-interval of (0,1)
where (gS1
gS2
)′ is non-negative. Let us look at the integral J in the interval (α,β). We
have:
Jα,β ∶=
β
∫
α
1√
gS1gS2
(gS2g′S1 − gS1g′S2
g2S2
) ⋅ ( g2S2
gS1 + gS2 )dt
Now we use the substitution u =
√
gs1
gs2
to obtain:
Jα,β ∶=
β
∫
α
1√
gS1gS2
(gS2g′S1 − gS1g′S2
g2S2
) ⋅ ( g2S2
gS1 + gS2 )dt
=
β
∫
α
√
gS2
gS1
⋅(gS2g′S1 − gS1g′S2
g2S2
) ⋅ ( gS2
gS1 + gS2 )dt
= 2
β
∫
α
(√gs1
gs2
)′ ⋅ ⎛⎜⎜⎝ 11 + (√gs1gs2 )2
⎞⎟⎟⎠dt = 2
η
∫
γ
( 1
1 + u2)du
(Here γ =
√
gs1(α)
gs2(α) and η=
√
gs1(β)
gs2(β) .)
Therefore Jα,β = 2(arctan(η) − arctan(γ)) with γ =√gs1(α)gs2(α) and η =√gs1(β)gs2(β) . For
intervals where (gS1
gS2
)′ is negative, we obtain the same result by using the substitution
u =
√
gs2
gs1
instead, which is reflected on the definition of T iS1,S2 above. Now the claimed
inequality for zS1⊔S2 follows by using the quantities defined in Definition 3.11. ◻
Corollary 3.13. Let S1, S2 ⊆ N be two disjoint sets. WLOG assume that (gS1gS2 )′ is
non-negative at zero. If
gS1
gS2
has m critical points in (0,1) of odd multiplicity, then:
zS1⊔S2 ≤ zS1 + zS2 + m + 12 .
Proof. By using Lemma 3.12, we know that:
zS1⊔S2 ≤ zS1 + zS2 + 1πRS1,S2 .
Also, RS1,S2 ∶= ∑mi=0 T iS1,S2. By using the definition of T iS1,S2 defined in Definition
3.11, it is clear that T iS1,S2 ≤
π
2
. Therefore we have: RS1,S2 ≤ (m + 1) ⋅ π2 . Hence the
claimed inequality follows. ◻
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4. Proof of Theorem 1.1: O(√k) bound
Proposition 4.1. For any singleton set S, we have I(gS) = 0.
Proof. Suppose S = {a}, therefore gS(t) = t2a. Hence:
I(gS) = (log(gS(t)))′′ + (log(gS(t)))′
t
= (2a log(t))′′ + (2a log(t))′
t
=
−2a
t2
+ 2a
t2
= 0.
◻
Lemma 4.2. For all sets S of size two, zS =
1
4
.
Proof. WLOG we can assume that S = {0, a}. We have:
zS =
1
2π ∫
I
√
I(gS(t))dt.
An easy calculation shows that
√
I(gS(t)) = 2ata−11+t2a . Therefore:
zS =
2
2π
1
∫
0
ata−1
1 + t2adt =
1
4
.
◻
Now we show that if we increase the sparsity of a polynomial by adding a monomial
of degree higher than the degree of the polynomial, we can bound the expected
number of real zeros of the resulting polynomial in terms of the bound on the expected
number of zeros of the original polynomial.
Lemma 4.3. Let S ⊆ N be a set with 0 ∈ S and ∣S∣ = k. If a ∈ N is such that
a > max(S) then:
zS∪{a} ≤ zS + 1
π
arctan( 1√
k
) .
Proof. Let us first analyze the derivative of
g{a}
gS
.We have:
(g{a}
gS
)′ = (g{a})′ gS − (gS)′ g{a}
g2S
=
1
g2S
(2ax2a−1∑
e∈S
x2e − x2a∑
e∈S
2ex2e−1)(3)
=
2x2a−1
g2S
(∑
e∈S
(a − e)x2e) > 0.(4)
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Therefore
g{a}
gS
is always increasing in (0,1). Hence we have:
zS∪{a} =
1
2π
1
∫
0
√
I(gS∪{a}(t))dt
=
1
2π
1
∫
0
¿ÁÁÁÀ gS
gS + g{a} ⋅ I(gS) + g{a}gS + g{a} ⋅ I(g{a}) + 1gSg{a} ⎛⎝(g{a})
′
gS − (gS)′ g{a}
gS + g{a}
⎞⎠
2
dt
≤
1
2π
⋅ ⎛⎝
1
∫
0
√
I(gS(t))dt + 0 + 1∫
0
1√
gSg{a}
⎛⎝(g{a})
′
gS − (gS)′ g{a}
gS + g{a}
⎞⎠dt⎞⎠
= zS + 1
2π
1
∫
0
1√
gSg{a}
⎛⎝(g{a})
′
gS − (gS)′ g{a}
gS + g{a}
⎞⎠dt.
Now we use the substitution u =
√
g{a}
gs
to obtain:
1
∫
0
1√
gSg{a}
⎛⎝(g{a})
′
gS − (gS)′ g{a}
gS + g{a}
⎞⎠dt = 2
β
∫
α
( 1
1 + u2)du
(Here α =
√
g{a}(0)
gs(0) = 0 and β=
√
g{a}(1)
gs(1) =
1√
k
.)
= 2(arctan( 1√
k
) − arctan (0))
= 2arctan( 1√
k
) .
Hence:
zS∪{a} ≤ zS + 1
2π
1
∫
0
1√
gSg{a}
⎛⎝(g{a})
′
gS − (gS)′ g{a}
gS + g{a}
⎞⎠dt = zS + 1π arctan( 1√k) .
◻
Theorem 4.4 (Theorem 1.1 restated). Let S ⊆ N be a set with 0 ∈ S and ∣S∣ = k .
Then zS ≤
1
4
+ 2
π
(√k − 1 − 1) ≤ 2
π
⋅ (√k − 1).
Proof. If k ≤ 2 then the results follows from Lemma 4.2. So assume k > 2. By using
Lemma 4.2 and Lemma 4.3, we obtain that:
(We always add the highest element iteratively) zS ≤
1
4
+ 1
π
k−1
∑
i=2
arctan( 1√
i
) .
We use the following well known inequality:
arctan(x) < x for all x > 0.
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This implies that:
zS ≤
1
4
+ 1
π
k−1
∑
i=2
1√
i
.
Now notice that:
k−1
∑
i=2
1√
i
≤ ∫
k−1
1
√
1
x
dx = 2(√k − 1 − 1).
Hence the claimed bound follows. ◻
5. Roots concentrate around 1: Proof of Theorem 1.4
Here we want to show that most of the roots are near 1. First we need the following
proposition useful in the analysis.
Proposition 5.1. For all t ∈ (0,1), we have √∑e>0 e2t2e−2 ≤ 11−t2 + 2t(1−t2) 32 .
Proof. First use the following well known equality:
1
1 − t2 =∑e≥0 t
2e.
Using this, we obtain that:
( 1
1 − t2)′′ =∑e>0 2e(2e − 1)t2e−2 = 2(1 + 3t2)(1 − t2)3 .
Therefore:
∑
e>0
e(2e − 1)t2e−2 = (1 + 3t2)(1 − t2)3 .
Clearly:
√
∑
e>0
e2t2e−2 ≤
√
∑
e>0
e(2e − 1)t2e−2 ≤¿ÁÁÀ(1 + 3t2)(1 − t2)3 =
√
1(1 − t2)2 + 4t2(1 − t2)3
≤
1
1 − t2 +
2t(1 − t2) 32 .
◻
We now give the proof of Theorem 1.4.
Proof. (Proof of Theorem 1.4). WLOG, we can assume that 0 ∈ S, therefore∥vS(t)∥2 ≥ 1 for all t ∈ R. By using the equality in Theorem 2.1 and also by ignoring
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the second term in (1), we get the following inequality for zS:
z
(0,1−ǫ)
S ≤
1
π
1−ǫ
∫
0
√(∥vS(t)∥2 ⋅ ∥v′S(t)∥2)2(∥vS(t)∥2)2 dt = 1π
1−ǫ
∫
0
∥v′S(t)∥2∥vS(t)∥2dt
≤
1
π
1−ǫ
∫
0
∥v′S(t)∥2 dt
By using 5.1, we have: ∥v′S(t)∥2 =√∑e∈S e2t2e−2 ≤ 11−t2 + 2t(1−t2) 32 . Therefore:
z
(0,1−ǫ)
S ≤
1
π
1−ǫ
∫
0
∥v′S(t)∥2 dt ≤ 1π
1−ǫ
∫
0
( 1
1 − t2 +
2t(1 − t2) 32 )dt
=
1
π
⎛⎝
1−ǫ
∫
0
1
1 − t2dt +
1
π
1−ǫ
∫
0
2t(1 − t2) 32 dt⎞⎠
=
1
π
⎛⎝[12 log (1 + t1 − t)]1−ǫ0 + [ 2√1 − t2 ]
1−ǫ
0
⎞⎠
=
1
π
⎛⎝12 log (2 − ǫǫ ) + 2√ǫ(2 − ǫ) − 2⎞⎠ ≤ 12π (log (2ǫ) + 4√ǫ − 4) .
◻
6. The lower bound
In this section we will come up with a sequence of sets (Sk)k≥1 such that the
expected number of real zeros of the corresponding polynomials is lower bounded by
Ω(√k), for large enough k.
Lemma 6.1. Suppose S = {e1, e2, . . . , ek} with ek = max(S) and b ≥ 1. If I1 =
∫ 11− 1
b
√
I(gS)dt, then I1 ≤ 2(k+1)ekb .
Proof. We have:
√
I(gS) = 2
√
∑c∑ i<j
ei+ej−1=c
(ei − ej)2t2c
gS
(By using Proposition 3.4)
≤ 2
√
∑c∑ i<j
ei+ej−1=c
(ek+1)2
gS
≤ 2
√(k + 1)2e2k
gS
≤ 2(k + 1)ek.
Therefore, we have: I1 ≤ ∫ 11− 1
b
2(k + 1)ek = 2(k+1)ekb . ◻
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Remark 6.2. In the view of the above lemma, we can have zIS arbitrarily small, with
I = (1 − 1
b
,1) for a large enough b. This fact will be crucial in the proof of Theorem
1.3. Further, Lemma 6.1 can be viewed as a supplementary result to Theorem 1.4.
Theorem 1.4 implies that most of the roots lie in (0,1 − ǫ), if ǫ is allowed to be
arbitrarily small. Lemma 6.1 gives a precise formulation of this fact.
From now on we will assume that S = {0,1}⋃{22i ∣ 1 ≤ i ≤ k − 1} and a = 22k . The
following lemma essentially will imply that one cannot avoid summing over
√
1
k
as in
the proof of Theorem 4.4.
Lemma 6.3. Let W = 1
gSg{a}
((g{a})′gS−(gS)′g{a}
gS+g{a} )2, then ∫ 11− 12a √Wdt ≥ c√k for some real
constant c > 0.
Proof. Using the computation in the proof of Lemma 4.3 we have:
1
∫
1− 1
2a
√
Wdt = 2
⎛⎜⎝arctan( 1√k + 1) − arctan
⎛⎜⎝
¿ÁÁÀg{a}(1 − 12a)
gS(1 − 12a)
⎞⎟⎠
⎞⎟⎠ .
We now upper bound the value of arctan(√g{a}(1− 12a )
gS(1− 12a ) ) by giving a lower bound on
gS(1 − 12a) and an upper bound on g{a}(1 − 12a). Using the well known inequalities(1 − 1
n
)n ≤ 1
e
(for any n ∈ N) and(1 + x)r ≥ 1 + rx if x ≥ −1 and r > 1,
we have, for large enough k:
(5) gS(1 − 1
2a
) = k+1∑
i=1
(1 − 1
2a
)2ei ≥ k+1∑
i=1
(1 − 2ei
2a
) ≥ k + 1 − (k+1∑
i=1
2−k) ≥ k
Therefore,
arctan
⎛⎜⎝
¿ÁÁÀg{a}(1 − 12a)
gS(1 − 12a)
⎞⎟⎠ ≤ arctan⎛⎝
√
1
e
k
⎞⎠
⇒ 2
⎛⎜⎝arctan( 1√k + 1) − arctan
⎛⎜⎝
¿ÁÁÀg{a}(1 − 12a)
gS(1 − 12a)
⎞⎟⎠
⎞⎟⎠ ≥ 2arctan( 1√k + 1)
− 2arctan⎛⎝
√
1
e
k
⎞⎠
≥ 2
⎛⎜⎝arctan
⎛⎜⎝
1√
k+1 − 1e√k
1 + 1
e
√
k(k+1)
⎞⎟⎠
⎞⎟⎠
= 2(arctan( c′√
k
)) .(for some c′ > 0)
◻
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6.1. Proof of Theorem 1.3
For proving Theorem 1.3 we will again resort to our idea of monomial-wise con-
struction of polynomial. The monomial sequence we choose is ei+2 = 22
i
for i ≥ 1 with
e1 = 0, e2 = 1. Before we begin the proof, recall from the proof of Lemma 4.3 that
zS∪{a} =
1
2π
1
∫
0
¿ÁÁÁÀ gS
gS + g{a} ⋅ I(gS) + g{a}gS + g{a} ⋅ I(g{a}) + 1gSg{a} ⎛⎝(g{a})
′
gS − (gS)′ g{a}
gS + g{a}
⎞⎠
2
dt
=
1
2π
1
∫
0
√
gS
gS + g{a} ⋅ I(gS) + g{a}gS + g{a} ⋅ I(g{a}) +Wdt.
(using the notation in Lemma 6.3)
The key idea is to write zS∪{a} as a sum of two integrals over disjoint intervals such
that I(gS) dominates in one interval while W dominates in the other. The rest of
the proof is about proving lower bounds on these two integrals.
Proof. We have:
zS∪{a} =
1
2π
1
∫
0
√
gS
gS + g{a} ⋅ I(gS) + g{a}gS + g{a} ⋅ I(g{a}) +Wdt
=
1
2π
⋅ ⎛⎝
1
∫
0
√
gS
gS + g{a} ⋅ I(gS) + 0 +Wdt⎞⎠
=
1
2π
⎛⎜⎜⎝
1− 1
2a
∫
0
√
gS
gS + g{a} ⋅ I(gS) +Wdt +
1
∫
1− 1
2a
√
gS
gS + g{a} ⋅ I(gS) +Wdt
⎞⎟⎟⎠
≥
1
2π
⎛⎜⎜⎝
1− 1
2a
∫
0
√
gS
gS + g{a} ⋅ I(gS)dt +
1
∫
1− 1
2a
√
Wdt
⎞⎟⎟⎠
=
1
2π
⎛⎜⎜⎝
1
∫
0
√
gS
gS + g{a} ⋅ I(gS)dt −
1
∫
1− 1
2a
√
gS
gS + g{a} ⋅ I(gS)dt +
1
∫
1− 1
2a
√
Wdt
⎞⎟⎟⎠
≥
1
2π
⎛⎜⎜⎝
√
k + 1
k + 2 ⋅
1
∫
0
√
I(gS)dt − 1∫
1− 1
2a
√
I(gS)dt + 1∫
1− 1
2a
√
Wdt
⎞⎟⎟⎠
(
g{a}
gS
is increasing (Equation (3)))
=
√
k + 1
k + 2 ⋅ zS +
1
2π
⎛⎜⎜⎝−
1
∫
1− 1
2a
√
I(gS)dt + 1∫
1− 1
2a
√
Wdt
⎞⎟⎟⎠ .
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Now by using Lemma 6.1 with b = 2a and Lemma 6.3 we have:
zS∪{a} ≥
√
k + 1
k + 2 ⋅ zS +
1
2π
⎛⎜⎜⎝
1
∫
1− 1
2a
√
Wdt − I1
⎞⎟⎟⎠
≥
√
k + 1
k + 2 ⋅ zS +
1
π
arctan( c′√
k
) − k + 1
2π22k−1
.
By a generalization of the Shafer-Fink inequality [6, Theorem 1], we have zS∪{a} ≥√
k+1
k+2 ⋅ zS + c
′′√
k
for some c′′ ∈ (0,1). Therefore, for large enough k, and i such that
k − i is large:
zS∪{a} ≥
√
k + 1 − i
k + 2 ⋅ zSk−i + c
′′⎛⎝ i∑j=0 1√k − j ⋅
√
k + 2 − j
k + 2
⎞⎠ ,
where Sk−i = {22ℓ ∣ 1 ≤ ℓ ≤ k − i − 1} ∪ {0,1}. Now let i = [k/2], where [x] denotes the
greatest integer less than or equal to x. Hence, we have:
zS∪{a} ≥
√
k + 1 − i
k + 2 ⋅ zSk−i + c
′′⎛⎝[k/2]∑j=0 1√k − j ⋅
√
k + 2 − j
k + 2
⎞⎠
≥
1√
2
⋅ zS[k/2] + c′′([k/2] + 1) 1√
2
√
k
≥ c′′′
√
k.(for some real number c′′′)
This proves the theorem. ◻
7. Conclusion
We settle the bound on the expected number of real zeros of a random k-sparse
polynomials when the coefficients are independent standard normal random variables.
We first showed an O(√k) upper bound for an arbitrary set of size k, and then
gave an example of set where this bound is tight. We see this as another step
towards understanding the number of real zeros of sparse polynomials and related
generalizations.
In this article, we considered random variables following independent standard
normal distributions. It would be interesting to study other distributions on the
coefficients, although we expect analysis to become increasingly difficult as the dis-
tributions become more complex.
We also mentioned how the real τ -conjecture is connected to the problem we study
and its importance in algebraic complexity. Towards resolving the conjecture, con-
sider the simple setting where f and g are both k-sparse polynomials and we wish
to study the number of real zeros of fg + 1. This is essentially the first case which
is non-trivial, unfortunately very little is known and prior techniques seem to fail so
far.
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Also, there is a vast number of restricted arithmetic circuit models. We invite the
community, especially experts on these models, to consider the number of real zeros
of univariate polynomials under such restrictions and explore their connections with
complexity theoretic lower bounds. It is conceivable that one can find a restriction
for which the behavior of the expected number of real zeros is easier to understand
than the sparse case and which may lead to new insights towards resolving the afore-
mentioned generalizations, such as the ones considered in the real τ -conjecture.
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8. Appendix
8.1. Recovering the classics: O(logn) bound in the dense case
In this section, we give a simple proof of Theorem 1.5 using the tools and notations
developed in Section 3. To this end, first we prove the following lemma.
Lemma 8.1. Let S1 and S2 = {a} be such that a >max(S1). Then gS1gS2 has no critical
points in (0,1).
Proof. Critical points of
gS1
gS2
are exactly the zeroes of gS2g
′
S1
− gS1g′S2 . We have:
gS2g
′
S1
− gS1g′S2 = x2ag′S1 − 2ax2a−1gS1 = x2a−1(xg′S1 − 2agS1).
= x2a−1 ∑
e∈S1
(2e − 2a)x2e.
which is clearly always negative in (0,1). Thus gS1
gS2
has no critical points in (0,1).
◻
Theorem 8.2. If S = {0,1,2, . . . , n} then zS ≤ 34 log2(n).
Proof. We prove it by induction on n. The base case of n = 1 is trivially true.
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Suppose n is odd i.e. n = 2a + 1 for some a ∈ Z+. In this case S is the independent
sum of {0,1, . . . , a} and {0, a + 1}. Therefore by using Lemma 3.8, we know that
zS ≤ z{0,1,...,a} + z{0,a+1}. We know, z{0,a+1} = 14 . By using the induction hypothesis, we
know that z{0,1,...,a} ≤
3
4
log2(a). Hence zS ≤ 34 log2(a) + 14 ≤ 34 log2(2a + 1).
Now consider the case when n is even i.e. n = 2a for some a ∈ Z+. We have
S = {0,1, . . . ,2a − 1} ∪ {2a}. By using Lemma 8.1 and Corollary 3.13, we get that
zS ≤ z{0,1,...,2a−1} + 1
2
≤ z{0,1,...,a−1} + 1
4
+ 1
2
≤
3
4
log
2
(a − 1) + 3
4
≤
3
4
log
2
(2a).
◻
Theorem 8.2 shows that z{0,1,...n} ≤
3
4
log2(n), which is worse bound than Theorem
1.5. But asymptotically they are similar.
8.2. Proof of the O(√k log(k)) bound [2] [Theorem 1.6]
Before giving the proof we first draw attention to the following folklore lemma
about ℓ1 and ℓ2 norms which is used in the proof.
Lemma 8.3. For all x ∈ Rk, we have the following inequality between ℓ1 and ℓ2 norms
of x:
∥x∥
2
≤ ∥x∥
1
≤
√
k ∥x∥
2
.
Proof. The inequality ∥x∥
2
≤ ∥x∥
1
is trivial. For the second inequality, we use
Cauchy-Schwartz to get:
∥x∥
1
=
k
∑
i=1
∣xi∣ = k∑
i=1
∣xi∣ ⋅ 1 ≤ ( k∑
i=1
x2i)1/2 ( k∑
i=1
12)1/2 =√k ∥x∥
2
.
◻
The following upper bound on zS was proven in [2] using the Edelman-Kostlan
integral.
Theorem 8.4 (Theorem 1.3 in [2]). Let S ⊆ N be any set as above with ∣S∣ = k then
we have
zS ≤
1
π
√
k ⋅ log(k).
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Proof. We use the inequality as in the proof of Theorem 1.4.
zS ≤
1
π
1
∫
0
√(∥vS(t)∥2 ⋅ ∥v′S(t)∥2)2(∥vS(t)∥2)2 dt = 1π
1
∫
0
∥v′S(t)∥2∥vS(t)∥2dt
≤
1
π
1
∫
0
√
k ⋅ ∥v′S(t)∥1∥vS(t)∥1dt
(By using Lemma 8.3)
=
1
π
√
k ⋅ [log(∥vS(t)∥1)]10 = 1π√k ⋅ (log(∥vS(1)∥1) − log(∥vS(0)∥1))
=
1
π
√
k log(k).
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