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Abstract
A system moves randomly in a space of states X governed by a stochastic matrix R. From the
dynamics alone a distance function is defined on X. This distance allows a coarse graining that
is optimal with respect to the dynamics in the following sense: if all grains are of diameter less
than ε then the coarse grained dynamics and original dynamics differ by less than ε, which is to say
the coarse graining is commutative up to that level. Using this distance function two applications
are considered: the creation of “words” or concepts in pattern recognition and the identification of
communities in networks.
 2005 Elsevier SAS. All rights reserved.
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1. Introduction
A stochastic dynamical system, by its rules alone, imposes structure on the space in
which it moves. In [1] we noted a variety of distance functions that follow from the stochas-
tic matrix associated with a Markov process, and demonstrated that although the underlying
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cover an underlying coordinate space or an order parameter or a density function.
There was no unique selection of distance function in [1]. Although the article presented
objective schemes for selection of coarse grains (with its implications for the foundations
of statistical mechanics), this degree of ambiguity was accepted as unavoidable.
We now present a dynamics-derived metric which, when used as a vehicle for coarse
graining, satisfies the most important property that might be demanded of such a process,
namely that the coarse-grained dynamics follow as closely as possible the exact dynamics.
The notion of coarse graining has implications for scientific and philosophical problems
beyond statistical mechanics, as suggested by the title of our earlier paper [1]. The way
in which the brain organizes incoming data, apparently through a hierarchical system of
recognized patterns [2], is a kind of coarse graining, the creation of a generalized notion of
“words”, or a grouping of phenomena into labeled concepts.1 Below, we show how some
of our ideas fit nicely with the suggestions in [2] on the way in which the neocortex works.
A closely related problem is the discerning of community structure in a complex graph
[3]. This too is a kind of coarse graining and indeed many such network studies use dis-
tances within the graph, generally based on creative ways of counting bonds. Our distance
function can be used in a similar fashion, as we show below.
2. Outline of the stochastic dynamics formalism
Consider a system whose microscopic states have labels in a state space X of cardinality
N < ∞. The system’s motion is a Markov process, ξ(t), in X with transition matrix R.
Thus
Rxy = “ Pr(x ← y)” = Pr
(
ξ(t + 1) = x | ξ(t) = y). (1)
R is assumed to be irreducible, implying a unique eigenvalue 1 with a strictly positive
eigenvector p0:∑
x∈X
Rxy = 1 and
∑
y∈X
Rxyp0(y) = p0(x) > 0 ∀x. (2)
The eigenvalues, λk of R are ordered by decreasing modulus (and increasing phase when
applicable). Thus λ0 ≡ 1  |λ1|  |λ2|  · · · . The corresponding right and left eigenvec-
tors are respectively pk and Ak , and satisfy
Rpk = λkpk, AkR = λkAk, k = 0,1, . . . . (3)
Although R may not be diagonalizable (and may require a Jordan form), we assume that
for the eigenvalues that concern us (those near 1) each eigenvalue possesses one or more
eigenvectors. The orthonormality relation, 〈Ak|p〉 = δk, leaves undetermined a single
multiplicative factor for each pair (Ak,pk). The stationary state p0 is naturally normalized
1 Although convenient when considering the human brain, the term “words” should not be taken literally.
Chickens and earthworms operationally classify features of their environment. Whether this should be generalized
to viruses or even certain chemical reactions gets one into muddier waters.
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∑
p0(x) = 1, and with this L1 perspective we normalize the right-eigenfunctions pk so
that
∑ |pk(x)| = 1, ∀k.
As elaborated in [1] and [4], the slow (lowest k) left eigenvectors of R are the macro-
scopic observables, so that two points x, y ∈ X are more like one another if their values of
Ak are closer; the larger |λk|, the more important that closeness is. With this in mind we
define the following distance on X
dT (x, y) ≡
∑
k1
∣∣Ak(x) − Ak(y)∣∣|λk|T . (4)
Note the parameter T in Eq. (4), reflecting temporal precision. Larger T corresponds to
lesser discrimination.2 This metric provides structure on X and will be the basis of our
coarse graining.
A coarse graining is a disjoint partition of the space X. The grains will be called u or
uk and satisfy
⋃
k uk = X and uk ∩ uk′ = ∅ for k = k′. Points within a grain are designated
simply x or xu ∈ u ⊂ X.
Once the partition has been specified coarse graining of probabilities is straightforward:
the probability of a grain is simply the sum of the probabilities of all constituents of the
grain:
p˜(u) =
∑
x∈u
p(x). (5)
The same rule applies to all row indices or kets, in Dirac notation. For column indices,
or bras, there is a weighting. (This weighting is necessary to make the coarse grained
stationary state a stationary state of the coarse grained evolution.) For a grain v, and for
y ∈ v, let
wv(y) ≡ p0(y)
p˜0(v)
= p0(y)∑
y′∈v p0(y′)
, (6)
where p0 is the stationary state of R. Thus the observable A(x) is coarse grained to become
A˜(v) ≡∑y∈v wv(y)A(y).
With respect to the stochastic dynamics itself, an additional time-smearing is applied to
the stochastic matrix R. For fixed T define
R˜T uv ≡
∑
x∈u
∑
y∈v
(RT )xywv(y). (7)
Note that the “T ” in R˜T is not a power, but a reminder that the original R (on the right-hand
side of Eq. (7)) has been taken to the power T , i.e., that the time has been coarse grained,
as well as the space of states (X). With these definitions it follows immediately that p˜0
is the eigenvalue-1 right eigenvector of R˜T . As in the definition of dT (x, y), the time T
2 Measurements of long duration generally produce the most precise results, in apparent contradiction to our
definition. But the conflict is semantic not scientific. Extended measurements typically average over many fluc-
tuations. A more discriminating observer would have a smaller value of our parameter “T ” and would see those
fluctuations. The semantic issue is whether you want to call the more “precise” observer the one who sees the
fluctuations or the one who averages over them to get a (typically) more stable number.
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is an essential parameter. When using coarse grainings adapted to the distance function
dT (x, y), it will be natural to use the same value of T for both.
An essential concept for non-equilibrium situations is current, defined, using the sta-
tionary state, as Jxy = Rxyp0(y) − Ryxp0(x). The coarse grained current is defined using
the corresponding coarse grained quantities (u, v, p˜0 and R˜T ). The coarse grained and
non-coarse grained quantities are immediately found to have the following relation:
J˜ T uv = R˜T uvp˜0(v) − R˜T vup˜0(u) =
∑
x∈u
y∈v
J (T )xy (8)
where J (T ) is the T -time step current derived (in the usual way) from RT . Thus currents
behave in a natural way under coarse graining: they simply add.
An important property for a coarse graining is that it be close to “commuting”, namely
R˜T p˜ be close to R˜Tp. Exact equality is the basic demand of “Markov partitions”, [5,6], but
notwithstanding the usefulness of this concept for mathematical analysis, it is too stringent
physically. We next show that if ∀u, [dT (x, y) < a, ∀x, y ∈ u], then |R˜T p˜ − R˜Tp| < a.
This is illustrated in Fig. 1.
3. A fundamental inequality on quasi-commutativity
Diameter-a clusters, or grains, u,v, . . . are subsets of points of X such that the distance
dT (x, y) between two points x, y in the same cluster is less than a
x, y ∈ u ⇒ dT (x, y) < a. (9)
Suppose that X has been partitioned into grains having property (9). Since the dynamics
will also be coarse-grained in time (by taking a new unit time step to be T of the original
steps), we introduce new notation for the coarse grained probability distribution, q(u, τ ),
to emphasize the time-dependence. When no time is specified we still have
q(u) =
∑
x∈u
p(x). (10)
One time step in τ represents T steps in the original time. Thus
q(u, τ + 1) ≡
∑
p(x, t + T ) =
∑
RTxyp(y, t). (11)
x∈u x∈u
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independent of y, that is, it had the same value for all y′ ∈ v (∀v).
We establish the error estimate. Start with the spectral decomposition∑
x∈u
RTxy =
∑
x∈u
∑
k0
pk(x)Ak(y)λ
T
k , (12)
where (as defined earlier) pk(x), and Ak(y) are the right and left eigenvectors of Rxy
normalized by∑
x
∣∣pk(x)∣∣= 1 and 〈Ak|pk〉 = 1.
From Eq. (12), one deduces that if y, y′ ∈ v∣∣∣∣∑
x∈u
(
RTxy − RTxy′
)∣∣∣∣∑
k0
(∑
x∈u
∣∣pk(x)∣∣)∣∣Ak(y) − Ak(y′)∣∣∣∣λTk ∣∣.
But ∑
x∈u
∣∣pk(x)∣∣∑
x∈X
∣∣pk(x)∣∣≡ 1,
so that∣∣∣∣∑
x∈u
(
RTxy − RTxy′
)∣∣∣∣ dT (y, y′) < a. (13)
We next establish a bound on the difference between R˜T uv and RTxy , summed over x and
with y ∈ v,
∑
x∈u
RTxy − R˜T uv =
∑
x∈u
[
RTxy −
∑
y′∈v
RTxy′wv(y
′)
]
(14)
=
∑
x∈u
RTxy −
∑
y′∈v
[(∑
x∈u
RTxy
)
+ O(a)
]
wv(y
′) (15)
= O(a), (16)
where the second equality is a consequence of Eq. (13).
With this preparation, we turn to the relation of primary interest, namely the difference
between propagating exactly and then coarse graining, versus coarse graining and then
propagating the coarse grained quantities.
∆ ≡
∑
x∈u
∑
y
RTxyp(y, t) −
∑
v
R˜T uvq(v, τ )
=
∑[∑∑
RTxyp(y, t) − R˜T uvq(v, τ )
]
. (17)v y∈v x∈u
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explicit, with dummy variable y, so that Eq. (17) becomes
∆ =
∑
v
∑
y∈v
p(y, t)
[∑
x∈u
RTxy − R˜T uv
]
. (18)
By Eq. (16) the bracketed expression is O(a) (uniformly bounded on all X). The sum of
the probabilities factors and is unity. Therefore we have the uniform bound
|∆| = O(a). (19)
As a result
q(u, τ + 1) =
∑
v
R˜T uvq(v, τ ) + O(a), (20)
again with an O(a) bound that is uniform both in (u, v) and in q .
Eq. (20) is the approximate Master equation for the coarse grained evolution. It is the
essential result that justifies the definition that we have chosen for our metric. See the
quasi-commutativity diagram, Fig. 1.
In a way this is less satisfactory than the idealized concept of “Markov partitions” which
is a partition or coarse graining in which the error from (or difference between) these two
propagations is strictly zero. However, we see no reason for physical coarse grains (and
the physical concept of macroscopic) to depend on this mathematical idealization. On the
contrary, the physics can allow itself to be sloppy; because of the large numbers typically
involved, these O(a) errors can be ignored or treated as an additional level of stochasticity.
Indeed it is this feature which in the first place took one from deterministic to stochastic
dynamics.
3.1. Spectrum and eigenfunctions of R˜T
Choose k such that |λk|T > b for a fixed given b > 0. Take x and x′ in a particular u, so
that dT (x, x′) < a. This implies∣∣Ak(x) − Ak(x′)∣∣< dT (x, x′)|λk|T <
a
b
. (21)
The eigenvalue equation for Ak can be written∑
u
∑
x∈u
Ak(x)R
T
xy = λkAk(y). (22)
Define
A˜k(u) ≡
∑
x′∈u
Ak(x
′)wu(x′). (23)
From Eq. (21), for any x, x′ ∈ u, one has
Ak(x) = Ak(x′) + rk(x, x′), with |rk(x, x′)| = O
(
a
)
(24)
b
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A˜k(u) = Ak(x) −
∑
x′∈u
rk(x, x
′)p0(x
′)
p˜0(u)
(25)
so that from Eq. (25)
A˜k(u) = Ak(x) + O
(
a
b
)
, ∀x ∈ u. (26)
In Eq. (22) we now multiply by wv(y), and sum over y ∈ v. Using Eq. (22) it follows that∑
u
A˜k(u)R˜T uv = λTk A˜k(v) + O
(
a
b
)
, (27)
so that A˜k is an approximate left eigenvector of R˜T .
3.2. Dynamics inside grains
Again let x, x′ ∈ u, so that dT (x, x′) a. Then∣∣Ak(x) − Ak(x′)∣∣ dT (x, x′) a.
From the definition of Ak it is immediate that[
Ak(x) − Ak(x′)
]
λTk =
∑
y
Ak(y)
(
RTyx − RTyx′
)
.
But the left hand side is less than a (in magnitude), which implies that, in one coarse-
grained time step (which is T of the original steps) the time evolution of Ak within a grain
u is constant up to order a. Specifically∣∣∣∣∑
y
Ak(y)
(
RTyx − RTyx′
)∣∣∣∣ a ∀x, x′ ∈ u.
We next consider the behavior of “observables”. An observable assigns a numeri-
cal value to each state x ∈ X and its expectation value is given by averaging over the
distribution function p(x, t). As such, like the left eigenvectors Ak , they are dual to
the space of p’s. We use the notation A or A(x) or A(x, t) for an observable, where
A(x,T ) =∑y A(y)RTyx gives the evolution of A after T time steps.
Take then an observable A(x). Assume that
A(x) =
∑
k0
ckAk(x), with |ck| 1 ∀k. (28)
Then for x, x′ ∈ u∣∣A(x,T ) − A(x′, T )∣∣=∑
k0
|ck|λTk |
[
Ak(x) − Ak(x′)
]
 dT (x, x′)
which follows from our definitions. Thus in one coarse grained time step (T original steps)
the evolution of any observable satisfying the condition (28) is nearly constant on each
grain.
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feature of a good physical coarse graining is local equilibration within a coarse grain during
the course of each coarse grained time step (our “T ”). This is not an explicit requirement
in our method. Nevertheless, it is built into the metric dT . In order for dT (x, y) to be
less than some small number a, x and y must “agree” (have similar values for their left
eigenvectors) for the slow observables (eigenvectors of large eigenvalue). On the other
hand, fast local equilibration requires rapid dropoff of λk (with increasing k) beyond those
slow eigenvectors. Thus these concepts are related to one another, but the bound we have
put on the quasi-commutativity provides a precise version of the grain requirement. The
example below illustrates this point.
3.3. Example
Let A(x) = χK(x) be the characteristic function of a subset K ⊂ X. The coefficients
“c” of Eq. (28) are then
ck =
∑
x∈K
pk(x),
which have magnitude less than one because of the normalization
∑ |pk(x)| = 1. As
above, the Markov process whose stochastic matrix is R will be called ξ . Look at
χK(x,T ) =
∑
y∈K
RTyx =
〈
χK
(
ξ(T )
) | ξ(0) = x〉.
Then if x, x′ ∈ u one has∣∣χK(x,T ) − χK(x′, T )∣∣< a.
This means that in one coarse grained time step (T of the original process), the new sto-
chastic process ξ˜ T = [T steps of ξ ] is in K with a probability independent of the starting
point x ∈ u, that is, it depends (up to O(a)) only on u.
4. Word creation, pattern recognition
According to [2], the first step in the brain’s creation of concepts is the recognition of
repetitive patterns. We show by simple example how that is reflected in our dynamical
scheme.
As discussed in [8], a suitable framework for a multicomponent system is to have the
space X be a cross product of spaces associated with each component. For the brain, the
elementary unit (“component”) might be a neuron, a column or some other structure. For
our purposes we assume there exists a unit that can receive input from several sources and
can discern the origin of each signal. The thesis of [2] is that this unit learns to recognize
patterns of stimulation, which we will take to be temporal, sequential patterns, the list
of successive signal sources. Our stochastic matrix, R, will be associated with a single
unit and will focus entirely on its input. Further modeling certainly must consider what
combination of inputs will induce an output, but for the moment we take R to provide
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given that the preceding signal was from source y. Thus the space X is the list of sources,
1, . . . ,N . Suppose there is a pattern in the input, perhaps the firing sequence 1–2–3 is quite
common. According to [2] this is eventually recognized by the unit and becomes what one
might call a generalized “word”. Such words represent an important categorization of data
and can also help in the interpretation of ambiguous signals. The biochemical mechanisms
by which this recognition, recording, and use of the word take place are mostly unknown,
but the case for this happening by some mechanism is good.
We now show how such a pattern, reflected in the R associated with this unit, will create
a coarse grain as described in this article. For simplicity we suppose that the only marked
pattern that is present is 1 → 2 → 3 → 1 . . . , although it is easy to extend this picture. This
means that R has matrix elements R13 ≈ R32 ≈ R21 ≈ 1, with the other matrix elements
much smaller and essentially random. This can be studied numerically or analytically.
Numerically we found that the distances between sources 1, 2 and 3 were small, while
between all others the distance was large. That is, both j–k and k–, for k,  > 3, j  3, had
large R-induced distances. Under various coarse graining protocols the coarse grains that
gave minimal internal distances were those in which 1, 2, and 3 were put together and all
the others separate. This property persisted when the cyclic process, 1 → 2 → 3 → 1 . . . ,
was replaced by a recurrent, non-cyclic pattern, 1 → 2 → 3.
A surprising feature of this confirmation was the role of noise. With zero noise, R (for
the cyclic pattern) is simply the permutation on 3 objects, and is the identity on all other
states (not reducible, but never mind). The eigenvalues associated with the permutation
are the cube roots of unity, all of magnitude one. The left eigenvector for the root 1 is no
problem as it is unity on all 3 of the important sources, hence yields small distance. For the
other two root-of-unity eigenvalues, the norm of the eigenvalue is also unity, but the (left)
eigenvectors have large differences (they too have components that are roots of unity). So
the distance between these states would not be small (which we want it to be).
With noise this situation clears up in an interesting way. A bit of noise affecting all
sources first makes R irreducible, but also brings in all but one of the eigenvalues from the
unit circle. The eigenvalues most affected by the noise are non-unit roots of unity, which
have associated left-eigenvectors for which the participants in the cycle have quite different
values. For all other left eigenvectors, the values taken on the cycle-participating sources
are nearly the same.
There are many promising avenues for further investigation, for example grain structure
for sources that are part of several independent cycles. Lateral and hierarchical coupling of
units, as envisioned in the scheme in [2], are more distant goals, but it is satisfying that at
the most elementary level there seem to be features common to coarse graining and pattern
recognition.
5. Networks, grains and communities
In the study of networks it is often desired to identify communities. Motivation is given
in [3] and in the references provided there. Some authors have used a stochastic matrix
built of the adjacency matrix (or incidence matrix) as a tool in this endeavor. We remark
640 B. Gaveau, L.S. Schulman / Bull. Sci. math. 129 (2005) 631–642that this may or may not be justified methodologically,3 but in any case one can see what
it leads to.
In applying metric-based coarse graining to this problem one should separate the matter
of the metric from the host of other issues generally studied in this context. In particular,
even if one has a metric there are many ways to construct communities, methods that begin
locally and work outward, methods that begin globally and gradually fine grain, methods
that seek speed, methods that minimize memory requirements. We will describe some of
our results, focusing on aspects where either the metric or the spectral properties of a
stochastic matrix are significant.
Given an adjacency matrix Bxy , the stochastic matrix can be defined as Rxy = Bxy/ny
(no summation) where ny =∑x Bxy .4 This immediately leads to the spectral properties of
R and to the derived metric.
We have applied this to a number of examples. Here we mainly discuss the karate club
analyzed in [3]. Abstractly, this is a graph of 34 nodes (club members) whose links repre-
sent a certain level of friendship between individuals. This club split in two (some 30 years
ago), and the objective is to see whether one can reproduce the constituents of each group.
The analysis in [3] gets it almost right, with one individual (#3) misplaced. We analyzed
this graph with the following results.
Our first step in the analysis was deterministic and used criteria beyond the metric alone.
The number of groups to be formed (two) was given, and as nuclei of each group we took
the extremal points in the space of left eigenvectors described in [1] and [9]. With only two
groups, this gave the individuals at which the first nontrivial left eigenvector of R took its
maximum and minimum. Interestingly these were not those (#1 and #34) around whom the
split took place. On successive rounds, the individual nearest, in the sense of our metric,
to those individuals already in the group was added. But a check was made before doing
this, and if this individual happened to be closer in the same sense to some other group, he
was put there. The distance of an individual from a group was defined as the square root of
the sum of the squares of individual distances. This gave us almost the same split as that
“predicted” in [3], differing only in individuals #14 and #20.
This protocol is not at all guaranteed to minimize the diameter or other metric-based
grain-size. We took as a measure of size z ≡ [Total internal distance], meaning the sum of
all distances between members of a group. This too is obviously arbitrary. A Monte Carlo
process in which the cost of transfers or switches of group members was the difference in
z before and after the transfer was implemented. This led to exactly the breakup given by
[3]. It’s amusing that a Monte Carlo process allows you to see regroupings that almost are
3 One can think of the web (internet) as the graph of a Markov process in the following way: The web is a
collection of linked webpages, the nodes. The particular webpage on my screen is the current position of the
process. If I move to another page using a link on the current page I have moved along an edge of the graph.
Other networks may be less amenable to such an interpretation. Zachary’s karate club [10] could be construed
as a process if one imagined a ball being tossed from member to member with the probability of a throw being
proportional to the Rij assigned from the corresponding incidence matrix. Different constructions of R from the
incidence matrix might apply for example to a model of disease transmission.
4 Another possibility is to divide B by the maximum of column sums and for those columns having fewer
entries, add a term to the diagonal to make the matrix stochastic. Presumably there are applications in which one
or the other scheme is preferred.
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Other transfers were considerably more costly. For reference (although the actual numbers
are irrelevant) the minimal z was about 1.19, with the transfer of #3 it was 1.21, with the
initial extremal-based breakup 1.29, and with a random initial breakup about 2.75.
We applied these ideas and variations thereof to others of the graphs in [3], more or less
in agreement with their results, although for the football schedule there was greater diver-
gence, which we attribute to the “true” conference divisions being historical carryovers,
having been overtaken by more recent reality.
We also indulged in a certain amount of methodological variation. For example, one can
first take R to a power, truncate it by removing the diagonal and all other matrix elements
below a selected number, δ, then setting all nonzero elements to unity, providing a new
incidence matrix. The resulting stochastic matrix may no longer be irreducible but the
method can still be applied. This too gave reasonable results.
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Appendix A. Other dynamical metrics
In [1] we used other dynamical distance functions. We now consider a function closer
to one of those used there and examine its relation to the metric used in the present paper.
Let δT (x, y) be defined by
δ2T (x, y) ≡
∑
k1
∣∣Ak(x) − Ak(y)∣∣2|λk|2T . (A.1)
The important difference between d and δ is in the power of the difference of the A’s. Use
of the second power (δ) represents a more “L2” perspective and as we shall see below is
suitable especially in the case of detailed balance, where the matrix R can be symmetrized
and self-adjointness may play a prominent role.
The Cauchy–Schwartz inequality implies
dT (x, y) δT (x, y)
(∑
k0
|λk|2T
)1/2
. (A.2)
We now assume that Rxy satisfies detailed balance. In that case, associated left and right
eigenvectors are related to one another by
Ak(x) = pk(x) (A.3)
p0(x)
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δ2T (x, y) =
∑
k1
(
Ak(x) − Ak(y)
)(pk(x)
p0(x)
− pk(y)
p0(y)
)
|λk|2T (A.4)
and by developing this expression using the spectral decomposition (guaranteed to exist in
this case) of R, this is
δ2T (x, y) =
RTxx
p0(x)
+ R
T
yy
p0(y)
− 2 R
T
xy
p0(x)
. (A.5)
The ratio in the last term in Eq. (A.5), although apparently asymmetric, can also be written√
RTxyR
T
yx/(p0(x)p0(y)) (and other ways as well, by virtue of detailed balance).
Expressing the distance δ in terms of R alone, has the advantage that it can be computed
without obtaining spectral information about R.
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