Dimension reduction of high-dimensional microbiome data facilitates subsequent analysis such as regression and clustering. Most existing reduction methods cannot fully accommodate the special features of the data such as count-valued and excessive zero reads. We propose a zero-inflated Poisson factor analysis (ZIPFA) model in this article. The model assumes that microbiome absolute abundance data follow zeroinflated Poisson distributions with library size as offset and Poisson rates negatively related to the inflated zero occurrences. The latent parameters of the model form a low-rank matrix consisting of interpretable loadings and low-dimensional scores which can be used for further analyses. We develop an efficient and robust expectationmaximization (EM) algorithm for parameter estimation. We demonstrate the efficacy of the proposed method using comprehensive simulation studies. The application to the Oral Infections, Glucose Intolerance and Insulin Resistance Study (ORIGINS) provides valuable insights into the relation between subgingival microbiome and periodontal disease.
Introduction
The development of next-generation sequencing (NGS) technologies enables the quantification of microbes living in and on the human body (Hamady and Knight, 2009) .
Many recent studies have identified that microbial dysbiosis in specific anatomical sites is associated with complex diseases such as type 2 diabetes, prediabetes, insulin resistance and cardiovascular disease (Demmer et al., 2015 (Demmer et al., , 2017 Dewhirst et al., 2010) . However, detecting microbial association remains a formidable problem due to the complexity of microbiome data and a lack of appropriate statistical methods (Li, 2015) .
In the motivating Oral Infections, Glucose Intolerance and Insulin Resistance Study (ORIGINS), one goal is to investigate the relationship between subgingival microbial communities and both periodontal disease and biomarkers of diabetes risk. Previous analysis of NGS data in ORIGINS shows expected associations between oral bacterial phyla and markers of inflammation and impaired glucose regulation. However, at the taxa level, few individual bacterial taxa are identified with statistical significance (Demmer et al., 2017) limiting the ability to understand which taxa drive phylum level findings. One of the challenges arises from the high dimensionality of data, requiring multiple testing corrections that results in reduced statistical power. Thus, dimension reduction is often desired to reduce the number of variables subject to hypothesis testing. There are several outstanding challenges for dimension reduction of microbiome NGS data: 1) Library sizes are heterogeneous across samples. 2) Typical data in a microbiome study consist of highly skewed non-negative sequence counts (Hamady and Knight, 2009 ), which cannot be directly modeled with Gaussian distributions (Srivastava and Chen, 2010) . 3) The data contain excessive zeros. There are two types of zero counts in microbiome data: one is "true zeros" (i.e., absence of taxa in samples) and the other is "pseudo zeros" (i.e., the presence is below detection limit). Either true absence or undetected presence of a taxon will lead to excessive zeros in microbiome data.
Factor analysis has been widely used to identify low-dimensional features in high dimensional data. Typically, original read counts are first converted to compositions (or rarefied) and then transformed. Standard factor analysis is applied to the transformed data to achieve dimension reduction (McMurdie and Holmes, 2014) . However, there is significant information loss during the preprocessing step, and the compositional data are still difficult to handle statistically because of the extra constraint on the sum and excessive zeros. McMurdie and Holmes (2014) pointed out that both preprocessing approaches are inappropriate for detection of differentially abundant species. Therefore, standard factor analysis methods are not adequate for analyzing microbiome absolute abundance (i.e., sequence read counts) and thus it is desired to bypass the preprocessing procedure and model absolute abundance data directly.
There are some recent developments on modeling sequence read count data. Lee et al. (2013) developed a Poisson factor model with offset. This method can effectively model count-valued data with heterogeneous library sizes, but it fails to take the excessive zeros into consideration. Cao et al. (2017) developed a Poisson-Multinomial model to model the high variation arising from excessive zeros. However, the method is not adequate to address the over-dispersion from excessive zeros in data (Li, 2015) . In order to account for this extra biological variability, established statistical theory shows using a mixture model is necessary (McMurdie and Holmes, 2014; Lu et al., 2005) . Very recently, Sohn and Li (2018) built a zeroinflated quasi-Poisson factor model to conquer the inflated zero challenge, but this model relies on a somewhat unrealistic assumption that each taxon has a fixed zero probability despite the heterogeneity in samples. It does not establish any link between the probability of true zeros and the Poisson rate underlying the microbiome absolute abundances, which might lead to inferior results as we will show later.
Intuitively, the probability for a count value being true zero should be lower if the underlying Poisson rate is relatively high. Cao et al. (2017) also presented similar finding when analyzing gut microbiome data. In order to further validate this conjecture, in our motivating ORIGINS data, we plot the mean logarithmic nonzero count of each taxon against zero percentage of the same taxon in Figure 1 . Taxa with large mean log values (i.e., greater than 2.5) are marked as red stars, and those with low mean log values are marked as blue dots.
The observed zero percentage of red stars should approximate the true zero probability, as it is unlikely to have zeros from a Poisson distribution with large rate (Pr{X = 0} = 5.1 × 10 −6 for X ∼ P oisson(exp(2.5))). We observe that, for those red stars, the zero percentage is lower in taxa with larger mean values of log counts, reflecting the negative relationship between the probability of "true" zeros and the underlying Poisson rate. We further fit logistic curves to the red stars (dashed curve) and all data points (solid curve), respectively. The two curves are very close to each other, indicating the whole data set follows a zero generation mechanism similar to that for the red stars. To further characterize the relationship, we generate a simulated data set with the same library size, total zero proportion and mean nonzero count for each taxon as in the real data, but set the probability of true zeros to be independent of the underlying Poisson rate. In Web Figure 1 , the observed zero percentage decreases first and then levels off at a fixed value, which is very different from the real data pattern in Figure 1 . In addition, when we partition the taxa based on the mean log values as before and fit two logistic curves, one for the red stars and the other for all data points, the fit is very poor and the two curves are very different. This result correctly indicates there is no relationship between the probability of "true" zeros and the underlying Poisson rates in this simulation example. Such findings support the conjecture about the negative relation between the true zero probability and Poisson rate, and motivates us to adopt a parametric link between the two in Section 2.
In summary, we develop a new zero-inflated Poisson factor analysis (ZIPFA) model for reducing the dimension of microbiome data. The model has unique contributions to Figure 1: Relationship between zero probability and counts value. Zero percentage decreases for taxa that have higher mean logarithmic nonzero counts. The red stars are the columns that have mean log nonzero counts large than 2.5 and the blue dots are other columns. The dashed curve is the fitted logistic function for red stars and the solid curve is the fitted logistic function for all points. microbiome data analysis:
• It properly models the original absolute abundance count data;
• It specifically accommodates excessive zero counts in data;
• It incorporates a realistic link between the true zero probability and Poisson rate.
The rest of the article is organized as follow. In Section 2, we introduce the proposed ZIPFA model first, and then discuss the fitting algorithm and rank selection in the last part of the section. In Section 3, we present simulation studies to compare different methods.
The analysis of ORIGINS study and results are in Section 4. Finally, We conclude the article with discussions in Section 5.
Method

Model Setup
In microbiome studies, the absolute sequencing read counts are summarized in a matrix A ∈ N n×m 0 , where n is the sample size and m is the number of taxa. Let A ij represents the read count of taxon j of individual i (i = 1, · · · , n; j = 1, · · · , m). Let N = (N 1 , N 2 , · · · , N n ) a be vector of the relative library sizes where:
Unlike the absolute library size which depends on the number of measured taxa and sequence depth, the relative library size is scale invariant and performs favorably in numerical studies.
Since excessive zeros may come from true absence or undetected presence of taxa, a mixed distribution is proper to describe A ij (Sohn and Li, 2018) . Previous research points out that it is reasonable to assume each read count A ij follows a zero-inflated Poisson (ZIP) distribution (Xu et al., 2015) :
is the unknown parameter of the Bernoulli distribution that describes the occurrence of true zeros; λ ij (λ > 0) is the unknown parameter of the normalized Poisson part, and N i λ ij is the Poisson rate adjusted by the subject-specific relative library size N i .
Then let P = logit(p ij ) ∈ R n×m and Λ = ln(λ ij ) ∈ R n×m be the corresponding natural parameter matrices to map parameters p ij , λ ij to the real line.
To link the negative relationship between true zero probability p ij and Poisson rate λ ij in Figure 1 , we propose to use a positive shape parameter τ to build the logistic link by modeling P = −τ Λ (i.e., logit(p ij ) = −τ ln(λ ij )). In the setting, ln(λ ij ) and logit(p ij ) are the natural links that linearize the normalized Poisson mean and the Bernoulli probability of true zeros. The probability of A ij being true zero decreases when λ ij increases.
To encourage dimension reduction, we assume matrix Λ ∈ R n×m has a low rank structure
Then the proposed ZIPFA model with rank K is given by:
Here, u ij represents the j th factor score for the i th individual, and v ij is the i th taxon loading on j th factor.
Once the factor number K is determined and U , V matrix are estimated, we reduce the dataset dimension from m to K. Score matrix U contains the same sample size as the original dataset A but only K variables. It is much easier to associate the clinical outcomes with the low dimensional score matrix U through regression analysis. The loading matrix V reflects the composition of the factors in U . Each column in V corresponds to a factor in U and their values show the importance of original taxa in the corresponding factors.
Algorithm 1: The ZIPFA algorithm Matrix A ∈ R n×m is to be decomposed to K factors.
Initialize:
1. LetÃ be the same matrix as A but all 0's are replaced by the column mean;
2. Apply SVD to ln(Ã) to obtain the components U old and V old .
Update: 6. Repeat from step 3 until convergence.
Fit zero-inflated Poisson regression with
Maximum-likelihood Estimation
To begin our discussion, some notation needs to be introduced. Let row vectors a (i,) , u (i,) , v (i,) denote the i th row of A, U , V . Let column vectors a (,j) , u (,j) , v (,j) denote the j th column in A, U , V . LetÃ be the same matrix as A but all 0's are replaced by the column mean.
To estimate the parameters in ZIPFA, we propose to maximize the corresponding total zero-inflated Poisson likelihood L(A):
where ln(λ ij ) = K k=1 u ik v jk and logit(p ij ) = −τ ln(λ ij ). In this expression, the scale parameter τ , the factors U and their scores V are all unknown, which makes direct likelihood maximization over all the unknown parameters prohibitive.
Hence, we consider an alternating maximum-likelihood algorithm within the generalized linear model (GLM) framework. Specifically, assuming matrix U is known, we transform the optimization problem into a GLM and find the optimal τ and matrix V that provide maximum L(A); then we fix matrix V and solve for new τ and matrix U that maximize L(A) in a similar GLM. This procedure is repeated to increase the total likelihood L(A) until convergence. Since L(A) has a supremum less than 1, our algorithm is guaranteed to converge. We briefly summarize the model fitting algorithm in the 'ZIPFA algorithm' (algorithm 1) box and its details are in Web Appendix A.
Zero-inflated Poisson Regression
In the ZIPFA algorithm, a special type of zero-inflated Poisson regression has been used in step 3 and 4 in the "ZIPFA algorithm" (algorithm 1) box above. Now we will present further discussion about this regression. Let the response variable be Y = (y 1 , y 2 , . . . , y n ) (i.e., A (v) or A (u) in Section 2.2) following a zero-inflated Poisson distribution:
where m = (m 1 , m 2 , · · · , m n ) is the known scaling vector (i.e., N (v) or N (u) in Section 2.2).
Let X be an n by p design matrix without intercept column (i.e., U or V in Section 2.2),
where column vector X i denotes the i th row of X; β = (b 1 , b 2 , . . . , b p ) is the coefficient vector to be estimated (i.e., U s or V s in Section 2.2).
With the aforementioned relationship between p i and λ i , the model satisfies:
In order to estimate parameter β and τ , we need to write down the likelihood function
. Then the joint likelihood function of Y and Z is as follows:
Since we introduce a latent variable Z to the expression, it is natural to exploit an EM algorithm for parameter estimation.
E step: We estimate z i by its conditional expectation under the current estimates β and τ :
When y i is 0, the conditional expectation of
when y i is not 0, we know p i is 0 and thus the conditional expectation of z i equals to 0.
M step: Now we need to solve the optimal solution to maximize the conditional expectation of the joint log likelihood function ln L(Y, Z, β, τ, X) given Y , Z, X. We apply the Levenberg-Marquardt (LM) algorithm in the optimization, for the reason that this algorithm is quite efficient and more robust than the Newton-Raphson method in many cases (Moré, 1978) . See Web Appendix B for more technical details.
Finally, we use Frobenius norm of β difference between two iterations to indicate convergence and usually an empirical threshold is 1‰.
Rank Estimation
The number of factors K is selected in a data-driven fashion. When prior knowledge about factor number does not exist, we use cross validation to choose K in practice .
Suppose the candidate rank set is K ⊂ N + . Let I d ∈ N (nm) be an index set of all elements in A (i.e., I d = (11, 12, . . . , 1m, · · · , nm)). Then we randomly divide I d into r even subsets:
d . In practice, we usually adopt small r (i.e., r = 5) to reduce the probability of the situation that a whole row or column is lost in any subsets. If this happens, we will simply redivide I d .
Then we calculate likelihood of the model with rank κ ∈ K in the t th fold (t ∈ r) following the description in the algorithm 2 box. Finally, we sum up the likelihoods of all r folds to obtain the total CV likelihood of the model with rank κ and calculate the CV likelihood for every rank κ ∈ K. The number of factors κ which provides the maximum CV likelihood is the optimal rank. Algorithm 2: The ZIPFA cross validation algorithm in t th fold Matrix A ∈ R n×m is to be decomposed to κ factors.
Initialize:
1. LetÃ be the same matrix as A but all 0's and elements corresponding to I [t] d are replaced by the column mean of rest values; 2. Apply SVD to ln(Ã) to obtain the components U old and V old ;
3. Calculate relative row sum N without elements corresponding to I u) ) and note down their locations. Cross out elements in N (v) (or N (u) ) on the corresponding location.
Update:
This part remains the same as regular ZIPFA algorithm described before.
CV Likelihood:
6. Use the distribution assumption in Section 2.1 to calculate the likelihood of elements in A with index I [t] d and sum them up.
Simulation Study
In this section, we illustrate the efficacy of our proposed ZIPFA model through a simulation study. We compare our methods with several other SVD-based methods.
Data Generation
We generate rank-3 synthetic NGS data of 200 samples (n = 200) and 100 taxa (m = 100) according to the assumption in Section 2.1. The Poisson logarithmic rate matrix Λ = U V , where U ∈ R m×3 is a left singular vector matrix, and V ∈ R n×3 is a right singular vector matrix. See Web Appendix C for data generation in detail. Each row in U corresponds to one sample and each row in V indicates one taxon profile. In Web Figure 2(c) & (d), we applied complete linkage hierarchical clustering to U , V (Eisen et al., 1998) . It is clear that both taxa and samples could be clustered into 4 groups. For setting (1)-(5), we generate
where the scaling parameter N i is set to be 1. Also we need true zero probability p ij to generate inflated zeros. There are several commonly considered relations between p ij and λ ij (Lambert, 1992) :
Apart from these four linkages, we examine the performance under the setting where each taxon has a fixed true zero probability p j that is independent of λ ij (Sohn and Li, 2018) :
• Setting (5). p j ∼ Unif(τ − 0.10, τ + 0.10).
In addition, considering that real biological data are sometimes over-dispersed, we also explore the simulation settings from Sohn and Li (2018) 
where φ j is the dispersion parameter. The relationship between true zero probability p ij and Poisson rate λ ij is similar to the relationship in setting (4), but it is a positive linkage.
• Setting (6.1).
For all settings above, we adjust the total percentage of excessive zeros by setting different τ values. Once p ij is generated from these settings, our simulated NGS data matrix A can be obtained by replacing A • ij with 0 with the probability of p ij . Setting (1) is the assumption based on which we develop our model in Section 2 and all the other settings are misspecified situations.
Comparing Methods
We compare the proposed method with the following SVD-based methods: 1) log-PCA: We first preprocess the data in a typical way: add a small value (e.g., 0.5) to all zeros, and then take a logarithmic value of entries that have been divided by the sum of each row.
After that, we apply PCA to the preprocessed matrix; 2) PSVDOS: Poisson singular value decomposition with offset (Lee et al., 2013) . This model is based on regular Poisson factor analysis but automatically incorporates sample normalization through the use of offsets; 3)
GOMMS: GLM-based ordination method for microbiome samples. This method uses a zeroinflated quasi-Poisson latent factor model and thus is able to handle excessive zeros (Sohn and Li, 2018) .
Simulation Result
We first check the rank selection performance of our method. In Figure 2 , the proposed method provides the maximum CV likelihoods with rank 3 in most settings except for setting (6.1)(40% inflated zeros) and setting (6.2) where the optimal rank is 2. It shows that our method is quite accurate and robust in rank estimation and may underestimate when the Figure 2 : Cross validation to choose the rank in our simulation. Our method provides maximum CV likelihoods with rank 3 under most simulations settings.
model assumption is severely violated.
Then we compare ZIPFA with other models. For all models, we set their ranks to the true rank 3. GOMMS sometimes has diverged results under some situations, so for each simulation setting, we will conduct enough simulation runs to get at least 200 converged results. The method performances are evaluated by the Frobenius norm of error matrix and the clustering accuracy that represents the proportions of taxon/sample that are properly clustered:
Clustering accuracy = # of properly clustered taxa/samples # of total taxa/samples (i.e., 100 taxa/200 samples) whereÛ ,V are estimated score and loading matrices; Λ is the true natural parameter matrix in the simulation.
In Table 1 , we list the L 2 loss and the clustering accuracy of taxa and samples under different settings. When there are no true zeros mixed in the data, all four methods have similar performance and are able to separate the underlying clusters. Regarding to the L 2 loss, in the first four settings, when true zero percent is low (20%), all three methods significantly outperform the log-SVD approach, which does not account for the underlying distribution and excessive zeros. When the zero percentage reaches a higher level (40%), PSVDOS becomes worse because it could only capture the Poisson part of the data. ZIPFA has lower or comparable L 2 loss comparing to GOMMS. In setting (5), GOMMS only outperforms ZIPFA when the zero percentage is high (40%) because this setting essentially favors GOMMS by using independent λ ij and p ij . In settings (6.1) and (6.2), since the inflated zero probability is positively related with Poisson rate, we obtain negative estimated τ values in our proposed method. Among four methods, log-SVD is always the worst. When the true zero probability is low (20%), ZIPFA, PSVDOS and GOMMS have comparable performance and GOMMS has insignificant smaller L 2 loss. When the true zero probability is high, our method outperforms all the other methods. As for the clustering results, the proposed method is much more appealing than others in the first five settings. In settings (6.1) and (6.2), log-SVD and our method have the best performance, while GOMMS and PSVDOS fail to recover the clustering information in many cases. Overall, our method performs favorably compared to the competing methods even under over-dispersed and/or misspecified simulation settings. Figure 3 , we further explore the performance of the different models for simulated data with different percentages of inflated zeros under setting (1). A typical example of how the fitted results of different models change with increasing inflated zero percentage is shown in Web Appendix D.
Then in
In addition, our proposed ZIPFA has favorable convergence property that it successfully converges within moderate iterations in all simulated situations. GOMMS achieves convergence only for 55%, 52%, 59% and 71% of the total trials in the first four settings (1). Lower values indicate more accurate fitted results. GOMMS fails to converge when inflated zero percentage exceeds 55%.
at low zero percentage. When more than half of the data are inflated zeros, we notice that GOMMS fails to converge most of the time (>80%).
Application to ORIGINS
ORIGINS Data
ORIGINS is a longitudinal cohort study that aims to investigate the cross-sectional association between periodontal microbiota, inflammation and insulin resistance (Demmer et al., 2015) . In this paper, we will focus on the relationship between subgingival microbial community composition and periodontal disease and identify the bacterial genera associated with some disease indicators.
From February 2011 to May 2013, 300 men and women who met the inclusion criteria were enrolled (Demmer et al., 2015) . In total, 1,188 subgingival plaque samples (4 samples from 297 participants) were collected from the most posterior tooth per quadrant and were analyzed using the Human Oral Microbe Identification Microarray to measure the abundances of 379 taxa (Demmer et al., 2017) . Trained calibrated dental examiners assessed full month attachment loss, probing depth and bleeding on probing at 6 sites per tooth with a UNC-15 manual probe (Hu-Friedy). Other controlled variables include gender, age, ethnicity, education status, BMI and smoking history.
Result
We applied 10-fold cross-validation on the data. Web Figure 4 shows that CV likelihood reaches the maximum point at rank equal to 5, so we will use five factors in the following analysis. We fit a rank-5 ZIPFA to the absolute microbiome data. The algorithm converges after 7 iterations (likelihood change < 1‰) in 30 seconds (Matlab R2017a, i9-7900X with 32GB memory). The proposed model gives us the estimated score and loading matrix.
With such information, we are able to recover the Λ, P matrix according to the model assumption in Section 2.1. The total estimated probability of being zero for each count iŝ p ij + e −λ ij . We reorder the larger values in total zero probability matrix to top-left, and put the smaller values to bottom-right. The heatmap of reordered total zero probability is plotted in Figure 4 (a) and the true data with the same rearrangement is in Figure 4(b) .
We compare the predicted probability of zeros with real data zero distribution to examine the level of similarity. A good resemblance indicates that our methods well captures the structure of the excessive zeros.
In order to find the association between five factors obtained by ZIPFA and three responses (full mouth mean attachment loss, mean probing depth and bleeding on probing), Section 3.2 including log-SVD, PSVDOS, GOMMS and two widely used traditional methods including principal coordinates analysis (PCoA) and non-metric multidimensional scaling (nMDS) on Bray-Curtis distance (Bray and Curtis, 1957) . NMDS in this case fits the data quite well with stress score 0.098 (Shepard stress plot is in Web Figure 5 ). The major drawback of PCoA and nMDS is that they are only useful for dimension reduction and data visualization, but cannot identify the explicit relations between the reduced factors and the original taxa. In other words, they cannot provide "loadings" as in a factor model.
We observe ZIPFA, log-SVD, PCoA and nMDS provide significantly associated factors with each response while PSVDOS and GOMMS fail to find a significant factor for "full mouth mean attachment loss". In particular, factor 2, 3 in the our proposed method are significant predictors of all these periodontal disease indicators, which may imply a potential link in oral microbiome composition and periodontal disease.
Due to the nature of distance-based ordination methods, PCoA and nMDS do not help to select taxa that are potentially relevant to periodontal diseases. For the rest of the methods, we further look into the loading vector corresponding to the significant factors to identify important taxa related to periodontal disease. In previous literature, many researchers have studied the associations between subgingival microbiota and periodontal disease. Wade (1996) showed that asaccharolytic species E. brachy, E. nodatum, E. saphenum and E.
timidum have significant associations with severe periodontal disease, but are only rarely found in healthy oral sites. Socransky et al. (1998) pointed out a group of taxa called "red complex": P. gingivalis , T. denticola and T. forsythia are frequently isolated together and are strongly associated with diseased sites in the mouth. Lombardo Bedran et al.
(2012) discovered the presence of P. endodontalis is associated with chronic periodontitis. Dani et al. (2016) found that S. mutans is considered to be one of the major pathogens in dental caries and is very likely to induce periodontal disease. A molecular survey by Griffen revealed new species Filifactor alocis is strongly associated with periodontal disease (Griffen et al., 2012) . Black-pigmented gram-negative anaerobes including P. asaccharolytica, P. endodontalis, P. gingivalis, P. buccae, P. intermedia, P. melalinogenica, and P. nigrescens
can be easily seen in adults with rapidly progressing periodontitis lesions and are correlated with sheep periodontitis (Borsanelli et al., 2017) . Kumar et al. (2003) stated that associations with chronic periodontitis were observed for several new species including P. denticola, C.
curtum, A. rimae and A. parvulum. In addition, Abusleme et al. (2013) tested a group of taxa and we take the most significant 10 taxa as clinically interesting species. We plot the absolute loadings of all taxa on the most significant associated factor of ZIPFA and log-SVD in Figure 5 and on the two most significant factors of all four methods in Web Figure 6 . The taxa that are potentially clinically meaningful are marked in red (positive association) and green (negative association). Conceptually, those taxa should have large absolute loading values corresponding to the significant factors. In Figure 5 , clearly, for ZIPFA, clinically meaningful taxa tend to concentrate on the left with large loading values while for log-SVD, they are more scattered (See Web Table 2 for more details). A permutation test of the mean ranks of the relevant taxa further shows that the difference is significant (p-value = 1.57 × 10 −5 ). Namely, the result from our method is more consistent with the literature.
Similarly, In Web Figure 6 , we see that ZIPFA separates the clinically meaningful taxa with larger absolute loadings. Log-SVD fails to pick out most negative associated taxa, and rest of the methods have inferior results as well. Our method also suggests that further investigation into the following taxa is justified: Lachnoanaerobaculum sp. HOT 083, Leptotrichia sp.
HOT 219, N. pharyngis and Bacteroidetes[G-5] sp. HOT 511.
Discussion
Dimension reduction is a common feature of many microbiome analytical workflows (Cao et al., 2017) . This paper presents an new method of factor analysis which takes the distribution of counts into full consideration. The proposed model includes one shape parameter (τ ) to link the true zero probability and Poisson expectation and achieves satisfactory fitting on the data. In addition, the zero-inflated Poisson regression proposed in Section 2.3 is a new method in zero-inflated regression analysis. We also develop a new CV approach for estimating the rank of the underlying natural parameter matrix. In the ORIGINS analysis, the proposed method identifies microbial profiles that are significantly associated with clinical outcomes and generates new scientific hypotheses for lab research.
There are several future research directions worth studying. While the method is developed for count data in microbiome studies, this idea can be extended to other situations.
For example, a zero-inflated negative binomial distribution can be considered when the data has extra dispersion (Srivastava and Chen, 2010) . We can also change the logistic link function to others if the relationship between logit(p ij ) and ln(λ ij ) is not linear. But how to choose the best link is still a remaining question. In addition, we can reduce the computation cost of ZIPFA by further optimizing the EM algorithm in the future.
Reference
Reference is at the end of this document. 1 Web Appendix A In order to obtain the initial U and V , we apply the singular value decomposition (SVD) to the log-transformed matrixÃ and obtain the components {U , V , S } (i.e., ln(Ã) = U S V ).
Set V old = V and U old = (s 11 u (,1) , s 22 u (,2) , . . . , s KK u (,K) ), where s kk is the k-th diagonal element of S . Assuming matrix U old is known, we estimate the loadings v (j,) and shape parameter τ by fitting a ZIP regression (will be discussed in Section 2.3) with a (,j) as the response, vector u old (,1) , u old (,2) , · · · , u old (,K) as the covariates and a scaling vector N as an extra offset parameter. Since A has m columns, we need to fit m GLMs to obtain m rows in V .
However, an important assumption of our model is that the link between p ij and λ ij (i.e., τ ) remains the same across all m different GLMs. To accommodate this, we solve all m models simultaneously to get a globally best τ value. Here we combine the response, covariates and offset parameter in m regressions into larger scale matrices A (u) , U old and N (u) and fit a ZIP regression with A (u) as response variable, columns in U old as covariates and N (u) as the offset parameter:
a (,2) . . .
We could obtain the fitted V new by cutting V s to v (i,) 's and rearrange v (i,) 's to matrix V new .
Then update U new in a similar fashion. The response and covariates are A (v) and every columns in V new and an offset parameter N (v) is needed as well:
a (2,) . . .
The fitted coefficient is U s = (u (1,) , u (2,) , · · · , u (n,) ) and thus the U new is able to be reconstructed from U s in a similar way like V new .
After U , V are updated, one more step is involved to ensure the uniqueness and orthogonality of these updated components. We apply SVD to the U new V new T and label the components by {U , V , S }. Set U old = (s 11 u (,1) , s 22 u (,2) , . . . , s KK u (,K) ) and V old = V .
We use the updated U , V and τ to obtain the estimates of Λ and P in the current round of iteration and then calculate the likelihood value L(A):
where ln(λ ij ) = K k=1 u ik v jk and logit(p ij ) = −τ ln(λ ij ). When the percentage of total likelihood difference between two iterations is less than a certain small value, the algorithm terminates; Otherwise, we continue to update U , V , τ until convergence. In ZIP regression step where U , V and τ are updated, we will use the EM algorithm to estimate the coefficients (see Section 2.3), and thus the likelihood increases due to the nature of EM algorithm used in regression estimation. The likelihood remains the same in SVD step. Overall, the algorithm is guaranteed to converge.
Web Appendix B
LM algorithm introduces a positive damping parameter µ. If we reduce µ, the LM algorithm behaves like Newton's method, which is a good way to get quadratic convergence in the final stages of the iteration; while if we enlarge µ, the descent direction in LM algorithm is closer to the gradient descent method, which is free from the information of second derivative of the objective function and thus the algorithm still works when the Hessian matrix of the objective function is ill-conditioned or nearly singular. Such an algorithm could be put into the trust-region framework and is implemented in many solvers with common programming languages (Yuan, 1999; Moré and Sorensen, 1983) .
B.1 LM Algorithm
We use Levenberg-Marquardt method to solve β and τ . The objective function is Q(β, τ ) = − ln(L) and we want to minimize the objective function. The log likelihood function is:
where diag(α i ) represents a matrix whose diagonal elements are α i ; ln is a pointwise operator on the vector.
The first and second derivative of ln(L) are:
where W = (e τ X 1 β + 1) −1 , . . . , (e τ Xnβ + 1) −1 ,
In addition, diag(α i ) represents a matrix whose diagonal elements are α i ; ln is a pointwise operator on the vector.
Correspondingly, the Jacobian (J) and Hessian (H) matrix of objective function Q(β, τ )are:
Step 1: Set initial β 0 and τ 0 , which is discussed in Section 2.3. Then we calculate J 0 with these initial values.
Step 2: Set initial damping parameter µ:
where ρ is user specified and the default value is 1 × 10 −5 ; J m is the maximum element in matrix J 0 J 0 .
Iterating:
Step 3: Multiply µ by 2 until (H(β, τ ) + µI) is positive definite.
Step 4: Obtain the descent direction h by solving equation:
(H(β, τ ) + µI)h = −J(β, τ ).
Step 5: Define and compute the gain ratio δ:
Step 6: If δ > 0.001, we obtain better ln L(β, τ ) value, so we update β, τ , µ by:
If δ ≤ 0.001, do not update β, τ . Update µ = 2µ.
Step 7: Repeat from step 3 to step 6 until the algorithm converges. The convergence criterion is discussed in Section 2.3.
B.2 Initial Values
Similar to many fitting algorithms, the LM algorithm only finds a local extremum, which requires us to provide a reasonable initial τ 0 and β 0 . Fitted β from Poisson regression could be used as the initial value in the first iteration of the EM algorithm. For initial value of τ 0 , we have to estimatep first. Assuming that all y i from the Poisson distribution are not zero, estimatep under such an assumption: p = # y i 's that are zeros n Obviously, this expression will overestimate thep, because zeros from the Poisson distribution are wrongly regraded and counted as a part of true zeros, especially when the estimatedp is relatively low. However, such a estimator is usually accurate enough to help the fitting algorithm to converge. Then we are able to estimate the initial τ 0 at beginning of each round by the following expression (the derivation is at end of Web Appendix B):
In practice, if the model is stable and the algorithm converges successfully with all initial parameters (τ and β) in the previous iteration, we tend to use the fitted the parameters in the previous iteration, for which will accelerate the convergency speed. Only if using the previous parameters as the initial parameter causes divergence, we will then turn to the estimation of β 0 and τ 0 mentioned above.
Derivation of equation (2):
Since we have the relationship between p i and λ i :
Plug ln(λ i ) = X i β into the expression above:
We use logit(p) to present the mean value on the left hand side, and take the average of X i β:
Correspondingly, the estimation of τ 0 is: Eisen et al., 1998) . It is clear that both taxa and samples could be clustered into 4 groups.
Web Appendix D
As an example, Web Figure 3 shows a typical case that how the fitted distribution changes in setting (1) as inflated zeros percentages go from 0% to 40%. All methods work well when inflated zeros do not exist. When the true zero percentage goes higher (20%), the estimated distribution from log-SVD shifts to the left to capture the excessive zeros. When true zero percentage continues growing to 40%, our method is the only method that could keep the right clustering of both samples and taxa. log-SVD fails to recover the underlying Poisson rate distribution under such a high true zero percentage. PSVDOS performs better to some extent, but also fails to capture the right taxa clustering just like log-SVD. GOMMS successfully clusters the taxa, but the sample clustering is not reflected because it assigns each taxon a single probability of true zero and this might limit the heterogeneity between samples. Web Figure. 1: Relationship between zero probability and counts value of the simulation dataset. Zero percentage decreases first and then levels off at a fixed value. The red stars are the columns that have mean log nonzero counts large than 2.5 and the blue dots are other columns. The dashed curve is the fitted logistic function for red stars and the solid curve is the fitted logistic function for all points. Web Table. 
