Abstract-The problem of spatial-temporal signal processing and modeling has been of great interest in recent years. A new spatial-temporal prediction method is presented in this paper. An optimal fusion scheme based on fourth-order statistic is first employed to combine the received signals at different spatial domains. The fused signal is then used to construct a spatial-temporal predictor by a support vector machine. It is shown theoretically that the proposed method has an improved performance even in non-Gaussian environments. To demonstrate the practicality of this spatial-temporal predictor, we apply it to model real-life radar sea scattered signals. Experimental results show that the proposed method can provide a more accurate model for sea clutter than the conventional methods.
I. INTRODUCTION
T HE problem of spatial-temporal signal modeling and processing is of great interest in recent years. It arises in many subjects such as video processing, sensor surveillance, wireless communications, and many other fields [1] - [4] . For example, space-time coding has recently been proposed for wireless communication. In fact, space-time signal processing techniques are required for the new generation of wireless technologies that employ antenna array. Another problem that involves spacetime processing is to model signals for network sensor surveillance. For instance, radar backscatter from a sea surface is basically a spatial-temporal phenomenon. The scattered signals come from a moving surface and thus spatial effects in nearby area cannot be ignored for an accurate radar detection. In all these cases, spatial-temporal signal processing techniques are required since the signal processes involve both spatial and temporal information. In this paper, we are concerned with one particular signal processing function: spatial-temporal prediction.
Prediction is a very important signal processing function since it is widely used in coding, noise cancellation, and modeling. Many nonlinear prediction techniques based on Volterra system [5] , neural networks [6] , adaptive rational function filter [7] , and fuzzy logics [8] have been developed in the literature. However, most of these techniques assume that the spatial structures remain frozen and do not fully exploit the available information in the spatial domain. To extend these temporal nonlinear predictors to the spatial-temporal domain, we have to incorporate the spatial information into these nonlinear predictors. A conventional approach to spatial-temporal signal processes is based on a linear decomposition of the spatial modes into a high-dimensional vector space. This approach tries to find a group of dominating models such that its combination provides a good approximation of the underlying spatial-temporal system. This approach is effective only if such a decomposition has a few dominating models. But even for low-dimensional systems, the number of dominating models is usually found to be quite large [9] . One relatively new spatial-temporal computational scheme called couple map lattice (CML) [10] has been proposed in the physics literature. It has been mainly used to simulate the spatial-temporal nonlinear dynamical behavior. The CML uses a linear combiner to fuse the spatial data at the measurement level [11] - [13] . However, the conventional CML does not optimize the coefficients of the linear combiner and may have a poor performance in practical applications. The situation gets worse when the signal is contaminated by noise which may be nonGaussian or a combination of several noise types [14] . As a result, high-order cumulant methods have been introduced to improve performance for non-Gaussian environments ( [15] - [21] and references therein). Recently, one semiblind identification method for the quadratic nonlinear model was presented in [22] . This method uses third-order cumulants to cleanse the noisy measurement data since third-order cumulants are identically zero for Gaussian disturbances. But in many practical applications, the nonlinear model structure is unknown. Thus the blind identification approach cannot be applied here effectively.
It is the purpose of this paper to develop a new spatial-temporal signal prediction method directly from the measurement for unknown model structure. By using an optimal data fusion technique, we first combine the measured signals at different spatial domains and then pass the fused signal to a nonlinear predictor based on a support vector machine (SVM). The proposed approach is somewhat like the CML scheme, but an optimal combination based on the fourth-order statistic is employed here. As a result, we prove here that the proposed fusion method has an improved performance even in a non-Gaussian environment. Moreover, the proposed spatial-temporal predictor is also shown to have smaller errors than the conventional temporal predictor. To demonstrate the effectiveness of the proposed method, we apply it to model autoregressive (AR) signals and radar sea-scattered signals. Computed results show that the proposed method can indeed give us a more accurate prediction performance than the conventional approaches. This paper is organized as follows. In Section II, we formulate the problem of reconstructed spatial-temporal modeling. In Section III, we propose a spatial-temporal prediction method based on an optimal fusion and SVM technique. In Section IV, the theoretical performance of the proposed method is analyzed. In Section V, we apply the proposed method to AR signals and real-life sea-scattered signals. Concluding remarks are given in Section VI. Since the signal and predictor are usually independent of the measurement noise, when the measurement noise is zero mean, the above optimization problem can be expressed as It can be seen that the error in reconstructing a spatial-temporal predictor mainly comes from measurement noise and approximation error. To enhance the accuracy of a spatial-temporal predictor, one has to reduce both measurement noise and approximation error.
II. SPATIAL-TEMPORAL MODELLING
Motivated by the above observation, we propose a novel method for constructing an optimal spatial-temporal predictor: fuse spatial-temporal signals by combining the observed signals at adjacent spatial domains based an optimal fusion, and then pass the fused signal at different locations to a nonlinear predictor by using an SVM predictor.
III. SPATIAL-TEMPORAL PREDICTION-BASED OPTIMAL FUSION
In this section, we introduce an optimal fusion technique and a support vector machine, and then propose an optimal fusionbased spatial-temporal prediction method.
A. Optimal Fusion Based on Fourth-Order Statistics
Data fusion is the process of integrating complementary information from multisensor data by minimizing the uncertainty of the fused information [23] . To reduce the uncertainty of observed signals, we propose an optimal fusion method to combine the experimental data collected at different spatial regions.
Let be adjacent sites of in the spatial domain. Let be the corresponding observed signals at the adjacent sites. We now combine these observed signals based on optimal fusion. There are several optimal data fusion techniques available in the literature. Their optimalities are mostly based on second-order statistics, such as minimum variance (MV) and linearly constrained least squares (LCLS) [24] - [26] . However, these optimal conditions require the Gaussian assumption. In many real-life applications, including the radar clutter suppression problem to be considered here, the received signals are usually non-Gaussianly distributed. To deal with non-Gaussian signals, we propose an optimal fusion approach based on the fourth-order statistics.
The proposed approach employs the standard cumulant as the objective function for optimality subject to an unbiased constraint. More precisely, we find a set of optimal weight coefficients so that such that (1) where is a weighting vector. Thus the optimal fusion is the solution of (1) and the optimal fused data is then given by
The fourth-order cumulant method has been used in blind deconvolution and signal and image processing ( [15] - [17] and references therein]. Similar to the third-order cumulant method [18] - [21] , the introduction of the fourth-order cumulant term is to improve fuse performance when the received signals are non-Gaussianly distributed. This is because the cumulant term is capable of extracting more non-Gaussian information from the input noisy data. However, unlike the third-order cumulant term, the fourth-order cumulant term introduced here is close to the kurtosis . In fact, the optimization problem related to the kurtosis can be described as follows:
such that As a result, using the kurtosis property, we will give the analysis of performance improvement.
B. Support Vector Machine for Prediction
SVM motivated by statistical learning theory has recently received considerable attention in the field of machine learning [27] - [31] . The foundation has been developed by Vapnik and has obtained [27] . The main feature of SVMs is that they use the structural risk minimization rather than the empirical risk minimization. Moreover, training an SVM is equivalent to solving a linearly constrained convex quadratic programming problem when employed kernel functions are positive semidefinite. Since the MLP and RBF neural networks perform the minimization of a nonlinear error function which may be nonconvex, a local minima problem in training can be avoided by using the SVM approach.
Consider the following problem of approximating the set of data:
with a regression function of the form (2) where is called feature functions, which map the input space into a high-dimensional space (possibly infinitedimensional space), is the weight vector, and is a bias term.
The SVM learning is to find the above unknown function by minimizing the following functional:
where is called a loss function which indicates how the difference between and should be penalized and is a scaling constant for the tradeoff between minimizing the training errors and model complexity. An SVM for chaotic time series prediction was first proposed by using a -insensitive loss function [29] , [30] where is a scaling constant. For a simple implementation, we here use a Huber loss function given below otherwise.
It was shown in [32] and [36] that the weight vector can be represented by and the function minimizing this functional has a form (5) where and are optimal solutions to the following quadratic optimization problem:
with the constraints and , , , where . According to Mercer's theorem, one can choose a kernel function with the property Thus and become optimal solutions to the following quadratic optimization problem: (6) Using the complementary property , we replace by and let . Then (7) can be rewritten as such that (7) Therefore, training an SVM with the Huber loss function is equivalent to solving the quadratic programming problem (8) .
Since (8) is a convex quadratic programming problem, the local minimum problem will not occur.
C. Spatial Temporal Prediction
Combining optimal fusion with SVM, we propose the following spatial-temporal prediction algorithm. 0) For each location in spatial domain, given a group of adjacent sites . i) Find an optimal fusion solution by solving minimize subject to (8) where . ii) Use to determine the fused signal at the site where . iii) Embed the optimal fused data to form the reconstructed time delay vectors given by (9) where is an embedding dimension [10] . iv) Use as the desired prediction and data set to train the SVM. v) Find the optimal solution of (8), determine the support vectors , and compute the bias given by (10) where denotes the number of support vectors and SV represents the set of index of support vectors, which correspond to nonzero solution to (8) . vi) The spatial-temporal predictor is then given by Fig. 1 illustrates the proposed method for both one-and twodimensional sites with five neighboring cells. It shows how information at time collected at a desired site and its neighborhood is used to predict the behavior at time 1 at that particular site.
The proposed spatial-temporal prediction method has several advantages over the conventional techniques. First, SVM usually has a better performance than other neural network predictors [6] - [8] , [12] , [14] since SVM learning does not have the local minimum problem provided that the chosen kernel function is positive semidefinite. Second, instead of using simple combination of spatial data [11] , [12] , the proposed spatial-temporal predictor uses an optimal combination to minimize the uncertainty. Note that the proposed method is actually a generalization of CML, with the optimally chosen coupling parameters. Third, most works on spatial-temporal prediction in the literature are based on computer simulation only [4] , [9] , [11] - [14] . In this paper, the proposed spatial-temporal prediction method is proved theoretically that it can improve the prediction quality due to the use of the optimal fusion. Finally, unlike the algorithm in [22] , the proposed method only requires training for one predictor and thus is suitable for real-time signal processing applications.
Remark: The bias term can be obtained by the least squares SVM technique [36] .
IV. PERFORMANCE ANALYSIS
In this section, we first prove that the proposed optimal fusion technique can improve the quality of the input data without the need of the standard Gaussian assumption. We then show that the proposed spatial-temporal predictor can increase the quality of the SVM output.
For convenience, we assume that are zero mean and mutually uncorrelated.
Lemma 1: Assume that are adjacent observed signals of . Then (11) where , which is a zero-mean process, is dependent of and .
Proof:
The proof is given in the Appendix. With Lemma 1, we establish the two main results of this paper.
Theorem 1: The optimal fused data are unbiased. Proof: The proof is given in the Appendix. Theorem 2: Assume that have the same secondorder and fourth-order statistics. Then where and are the optimal fused data.
Proof: The proof is given in the Appendix. Based on the above obtained results, we now show that the proposed spatial-temporal predictor has a smaller error than a conventional temporal predictor. To show that, we use an approximate analysis for simplicity. According to the discussion in the previous section, the proposed spatial-temporal predictor can be expressed as , it follows that . Therefore, we conclude that the proposed spatial-temporal predictor has a better performance than the conventional temporal predictor in term of prediction errors.
V. APPLICATION
In this section, we apply the proposed spatial-temporal prediction method to model AR signals and radar sea scattered signals.
A. Application to Modeling of Linear Noisy AR Signals
Consider the noisy AR signal system (12) where is the unknown AR parameter vector; is the regression vector of a noise-free AR process of order ; is the unknown noise error; and is the unknown measurement white noise. Let the noisy signal vector be denoted by , and let be the noise vector. The AR signal model can be rewritten as (13) where . Assume that we are given from the noisy system (13) . By solving (8) we obtain the following SVM predictor:
where is given by (11) , is the number of support vectors, and is the support vector. Using the proposed optimal fusion method, we get a set of fused data . The proposed predictor is then given by Example 1: Consider the noisy AR model example given in [33] , where the AR model parameter vector is But here is a white Gaussian noise with a unit variance and is a chaotic processes generated by the logistic map where . Obviously, defined in (13) is non-Gaussian noise. We generate 250 points, which are divided into a training set of 100 points and a testing set of 150 points. We set , , , , and take the polynomial function as the kernel of SVM. Note that the AR model has no constant term. We thus set threshold . After solving (8), we have the parameter estimation where is the optimal solution of (8) . The SVM predictor is thus given by while our SVM-fusion predictor for the noisy AR model is then given by Fig. 2 shows the variation of the predictive signal from 100 to 250 using the SVM predictor and Fig. 3 shows the variation of the predictive signal from 100 to 250 using the proposed SVM-fusion predictor. Fig. 4 displays the absolute error between the original signal and the predictive signal given by the SVM predictor and the proposed SVM-fusion predictor, respectively. Compared to the SVM predictor, the present SVM-fusion predictor has much smaller errors.
B. Application to Modeling of Sea-Scattering Signals
Spatial temporal signal modeling arise in many areas such as video processing, sensor surveillance, and wireless communications [37] - [40] . In this section, we consider sea-scattering signal modeling.
Based on the recent discovery that the sea clutter can be modeled using chaos [4] , [34] , we describe the sea clutter dynamic using the following equations:
where is a smooth unknown nonlinear mapping, is the sea-scattered data received by a radar, and is a zero-mean measurement noise process. When a radar is in its staring mode for remote sensing, sea clutter is basically a spatial-temporal process with a one-dimensional spatial coordinate [12] . We apply the proposed method to real-life sea clutter data to evaluate the effectiveness of the spatial-temporal modeling approach for sea clutter. Example 2: Consider real-life sea clutter data. The radar used for data collection is a coherent dual-polarized X-band radar. The radar site was located at N, W on a cliff at Osborne Head, Nova Scotia, Canada, facing the Atlantic Ocean at a height of about 30 m above mean sea level and an open ocean view of about 130 . The database contains a variety of targets, including small boats and beach ball targets [35] . Three data sets are used in this study to investigate the spatial-temporal dynamics of sea clutter. They are all staring data (ST1, ST2, and ST3), where the antenna is aimed at a single azimuth all times. Applications of a staring model include remote sensing and target identification. The properties of these data sets are listed in Table I . Their original radar images are plotted in Figs. 5(a), 6(a), and 7(a) , respectively. Here, the axis denotes the range and the axis represents the time. When visible, the targets appear in the staring images as a dark horizontal line. Since the target was not anchored and so fluctuates with the waves, causing it to be more easy to detect at some times than at others. Apparently, the clutter condition in ST3 is less severe than that in ST1. The target, which is a boat, appears as a solid dark line in the image without any breaking.
We choose the prediction parameters , , , and the Gaussian RBF function as the kernel of SVM. For the measurement fusion, we fuse 1 neighboring cells in the spatial domain. Here, we use and the resulting images are plotted in Figs. 5(b), 6(b), and 7(b), respectively. We also perform comparison between the proposed spatial-temporal method and the SVM. Fig. 8(a) and (b) displays the mean square prediction errors (MSE) of ST1, where the solid line corresponded to the conventional SVM predictor and the dashed line to the proposed fusion predictor with and , respectively. Fig. 9 (a) and (b) displays the MSE of ST2 generalized over range with data from one range cell are used for training. The solid line corresponded to the conventional SVM predictor and the dashed lines represent the proposed fusion predictor with and , respectively. Fig. 10(a) and (b) shows the same MSE analysis for ST3. Based on obtained results, we have the following observations.
• All three predicted radar images look very close to their originals, which mean that the proposed spatial-temporal predictor provide a good model for these sea clutter data, In addition, the predicted image for ST3 shows that the proposed method does not only model the background sea clutter accurately but also highlights the target signal, which is highly desirable for target detection.
• The use of spatial-temporal prediction produces a better model than a purely temporal SVM predictor. It is because the prediction fusion approach can successfully reduce the MSE by incorporating the extra spatial information in the model. This observation matches our theoretical analysis given.
• The prediction performance with is consistently better than that with . • The improvement due to the spatial-temporal processing over the temporal method varies for different data sets depending on the sea conditions. One main application of predictive clutter modeling is clutter suppression to enhance target detection. Radar detection is usually formulated as a binary detection problem given by where is the received signal, is the target signal, and is the clutter (or clutter plus thermal noise) process. A prediction-based detector based on using a radial basis function (RBF) neural network has been proposed in [31] and [32] for radar detection in sea clutter. This predictive detection method considers a target as an abrupt change in clutter image. When a received signal containing a target is fed into the predictor that is trained using the clutter data, the prediction error of the received signal is expected to be relatively large since target and clutter dynamics are usually quite different. In other words, the above binary decision problem can be determined by the magnitude of the error of the clutter-trained predictor of the incoming signal . It has been shown in the previous section that the spatial-temporal SVM method can accurately approximate the sea clutter dynamic. This ability is essential for the predictive detection approach. As the approximation is close to the real sea clutter data, a target embedded in the clutter will result in a significant deviation in the prediction error.
To determine a suitable threshold on the prediction for optimal detection performance, a standard approach in radar is constant-false-alarm-rate (CFAR) processing. CFAR detection involves determining a threshold for a given probability of false alarm. The threshold can be computed analytically if the noise characteristics are known; otherwise, the threshold must be computed numerically. For the predictive detection method considered here, since clutter data are used to train the predictor, the probability distribution for the hypothesis can then be estimated using the clutter prediction error by a histogram. In this paper, we set the constant false alarm rate at 0.001. To evaluate the detection performance, the receiver operating characteristics (ROC) that plots the probability of detection versus the probability of false alarm is used. As many target points are required to develop a histogram of target deflection to estimate the probability of detection, ST1, ST2, and ST3 are used here in the ROC evaluation. We here compare the proposed spatial-temporal approach with the SVM method since the RBF method may be viewed as submethod of the SVM method from viewpoint of the predictive model, where the kernel function is taken as the RBF function. Figs. 11-13 plot the ROC for ST1, ST2, and ST3, respectively. For three data sets, the proposed spatial-temporal approach outperforms the SVM method. 
VI. CONCLUSION
In this paper, we proposed a novel spatial-temporal prediction method based on optimal fusion and SVM. The proposed method can obtain an optimal solution and guarantee that the fused information has an improved performance even in nonGaussian environment. Theoretical analysis also shows that the proposed method can indeed improve the accuracy of signal prediction provided that the signal comes from a spatial-temporal system. Using real-life oceanic radar signals, we demonstrate that the proposed method is indeed effective in predicting spatial-temporal signals. It is also concluded that spatial-temporal clutter model is more efficient for enhancing target detection.
APPENDIX

Proof of Lemma 1
Without loss of generality, we consider only the case of in the two-dimensional space. That is, we try to prove the following: (14) Since where for is zero mean and mutually uncorrelated. Using the time-delay vector coordinates, we have the expression in the vector form 
