y = Hx + v ,(1)
43
where v is the vector of observation error, with zero mean and a non-singular covariance 44 matrix R. We further decompose R as R = R 1/2 R T /2 , where R 1/2 is a non-singular square 45 root of R and R T /2 denotes the transpose of R 1/2 .
46
1 In the literature, the vector with the opposite sign, y − Hx, is often called "innovation".
To measure the length of a vector z in the observation space, we adopt the following weighted Euclidean norm
49
One may convert the weighted Euclidean norm to the standard Euclidean norm by noticing 50 that z R = R −1/2 z 2 , where • 2 denotes the standard Euclidean norm. As a result, 51 many topological properties with respect to the standard Euclidean norm, e.g., the triangle 52 inequality (see (3) below), still hold with respect to the weighted Euclidean norm.
53
The idea of data assimilation with residual nudging (DARN) is the following. Let x 
where the operator "trace" evaluates the trace of a matrix, and I p the p-dimensional identity matrix. From (4), we have the upper bound E( v R introduced here in order to make our discussion below slightly more general. In practice it 107 may also be used to prevent too small residual norms in certain circumstances in order to 108 avoid, for instance, a state estimate that over-fits the observation, a phenomenon that may 109 be caused by "over-inflation", as will be shown later.
110
Inserting Eq. (6) intor
112 wherer b = Hx b − y o . Multiplying both sides of Eq. (7) by R −1/2 , one obtains
114
To derive the bounded residual norm, we first consider under which conditions the upper
117 a sufficient condition is thus
119
Let 120
121
and λ max and λ min be the maximum and minimum eigenvalues of A, respectively. Recalling 122 that the induced 2-norm of a symmetric positive semi-definite matrix is exactly the maximum 123 eigenvalue of that matrix (Horn and Johnson 1990, §5.6.6), we have
125 Therefore (10) leads to In what follows, we study the problem in a slightly more general setting.
145
Concretely, we consider a family of mean update formulae in the form of
148 149
where α, δ and γ are some positive coefficients, and G is the gain matrix which in general 150 differs from the Kalman gain K in Eq. (6) with the presence of these three extra coeffi-
151
cients. Without loss of generality, though, one may let α = 1 (e.g., by moving α inside the 152 7 parentheses) so that the gain matrix is simplified to
, with δ > 0 and γ > 0.
154 If δ = 1, then G resembles the Kalman gain in the EnKF, with 1/γ being analogous to the 155 multiplicative covariance inflation factor as used in Anderson and Anderson (1999) . In our 156 discussion below, we first derive some inflation constraints in the general case with δ > 0,
157
and then examine the more specific situation with δ = 1. It is expected that one can also 158 obtain constraints for other types of inflations in a similar way, but the results themselves 159 may be case-dependent.
160
Using Eqs. (14a) and (15) as the update formulae and with some algebra, the weighted 161 residual is given by
163 wherer a ,r b and A are defined as previously. Let
165 then one has
167
For our purpose, the following two matrix inequalities are useful. Firstly, given a matrix M 168 and a vector z with suitable dimensions, one has . Secondly, if in addition M is non-singular, then (see, e.g., 
We remark that both µ max and µ min can be negative (e.g., when δ < 1 and γ → 0), therefore
By (18) and (19), a sufficient condition for r
Depending on the signs and magnitudes of µ max and µ min , there are in general four 
195
Let the maximum and minimum eigenvalues of Φ −1 be ν max and ν min , respectively, then
198 199
Similar to the previous discussion, we require that Φ 
211 212
are sufficient for the objective 
221
Let κ = λ max /λ min be the condition number of the (normalized) matrix
From 
The additive Weyl inequality (Horn and Johnson 1991, ch. 3) suggests that the following 237 11 bounds hold for λ max and λ min . all. Taking these considerations into account, (25) can be modified as follows
251 Accordingly, (26) is changed to
253 withκ = (c 1 τ max + c 2 ρ max )/(c 2 ρ min ) being a modified "condition number". 
Numerical verification
Here we focus on using the 40-dimensional Lorenz 96 (L96) model (Lorenz and Emanuel rather than its hybrid with B lt , which is used to generate the background square root.
293
Such a choice is based on the following considerations. On the one hand, if one uses the 294 hybrid covariance for square root update, then it would require a matrix factorization (e.g.,
295
singular value decomposition) in order to compute a square root of the hybrid covariance 296 at each data assimilation cycle, which can be very expensive in large-scale applications. On 297 the other hand, for the L96 model used here, numerical investigations show that using the 298 hybrid covariance for square root update does not necessarily improve the filter performance
299
(results not shown).
300
the analytic results in the previous section is not affected.
14
The procedures in the ETKF-RN are summarized as follows. Because the matrix R −1/2 HBH T R is time invariant, its maximum and minimum eigenvalues, ρ max and ρ min (cf. (28) In the experiment we fix β u = 2, and let
where the small fraction 0.1 is introduced for convenience of visualization 4 . 
326
In the normal ETKF ( Fig. 1(a) ), in most of the time the analysis residual norms are larger 327 than the targeted upper bound (no targeted lower bound is calculated and plotted in this respectively (e.g., for c = −0.005 in Fig. 1(f) , breakthroughs of the lower bound are found 335 around time step 220 and a few other places). As side results, we also report in Table 1 
Discussion and conclusion
We derived some sufficient inflation constraints in order for the analysis residual norm 342 to be bounded in a certain interval. The analytic results showed that these constraints 343 are related to the maximum and minimum eigenvalues of certain matrices (cf. Eq. (11)).
344
In certain circumstances, the constraint with respect to the minimum eigenvalue (e.g., Eq.
345
(13)) may impose a non-singularity requirement on relevant matrices. A few strategies in 346 the literature that can be adopted to address or mitigate this issue are highlighted.
347
Some remaining issues are manifest in our deduction. These include, for instance, the β value may be suitable. In this aspect, it is expected that an objective criterion is needed.
357
This will be investigated in the future.
358
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440
For reference, though, we still plot the targeted upper bound (= 2 √ 20) in (a).
441
We also note that the c value in Fig. 1(d) is randomly drawn from the uniform 
