Abstract. Motivated by the multivariate version of the central limit problem for convex bodies, we prove normal approximation theorems for k-dimensional marginals of probability measures on R n possessing certain geometric symmetries. In particular, we derive results for uniform measures on 1-unconditional and 1-symmetric convex bodies and on simplices. We also discuss connections between results of E. Meckes and the author for 1-dimensional marginals and a recent result of B. Klartag.
Introduction
Let K be a convex body in the Euclidean space R n , n ≥ 2, equipped with its standard inner product ·, · and Euclidean norm | · |. Consider K as a probability space equipped with its uniform (normalized Lebesgue) measure µ. We are interested in k-dimensional marginals of µ, that is, the push-forward µ • P −1 E of µ by the orthogonal projection P E onto a k-dimensional subspace E ⊂ R n . The question of whether every convex body has 1-dimensional marginals which are close in some sense to a Gaussian measure is known as the central limit problem for convex bodies [1, 8] ; a natural generalization is to ask the same question about k-dimensional marginals. Both of these questions were recently answered in the affirmative by Klartag [13] , in the latter case for k ≪ log n log log n . Along the way partial results, involving different additional hypotheses and notions of closeness for probability measures, were proved by many authors in [1, 3, 4, 7, 8, 14, 15, 16, 19, 20] among others. Many of these papers treat marginals of more general probability measures µ than uniform measures on convex bodies. One common generalization is to log-concave measures, i.e., ones with a logarithmically concave density with respect to Lebesgue measure. Klartag's recent results [13] are proved in this generality; some of the other results apply still more generally.
In many of the papers mentioned above the existence of a (usually 1-dimensional) nearly Gaussian marginal µ • P −1 E is proved probabilistically without identifying any concrete such subspace E. In [14] , E. Meckes and the author proved Berry-Esseen theorems for specific 1-dimensional marginals when µ is invariant under certain types of geometric symmetries. The methods of [14] are insensitive to convexity and work for completely arbitrary probability measures satisfying the symmetry hypotheses.
The main purpose of this paper is to prove versions of the results of [14] for k-dimensional marginals. We consider distributions which are 1-unconditional, meaning they are invariant under reflections in the coordinate hyperplanes of R n (Theorem 2.2); distributions which are 1-symmetric, meaning they are 1-unconditional and also invariant under permutations of the coordinates (Theorem 2.1); or which possess all the symmetries of a centered regular simplex (Theorem 2.3). In [14] a symmetry hypothesis was introduced which simultaneously generalizes 1-unconditionality and the symmetries of a regular simplex. While the present methods would allow us to prove multivariate results under the same hypothesis, we have preferred for the sake of transparency to deal with 1 these special cases independently. Here normal approximation is proved with respect to expectations of a large class of regular test functions, for example as in the Wasserstein distance, defined in Section 2. The error bounds for the normal approximations are given in terms of ℓ n p norms of an orthonormal basis of the subspace E. As in [14] , although the case of most interest is when µ is the uniform measure on a convex body, the results apply more generally. The main tool of this paper is an abstract normal approximation theorem due to S. Chatterjee and E. Meckes [9] , which is a multivariate version of the normal approximation theorem of Stein [21] that was applied in [14] . This paper is organized as follows. The rest of this section sets some notation and terminology and discusses issues of concentration of mass which are related to the central limit problem for convex bodies. Section 2 presents our main results. Section 3 introduces our tools and presents the proofs of the main results. Finally, Section 4 discusses some consequences and extensions of the results of [14] which are related to Klartag's results [13] and the results of this paper.
It will be convenient to frame our results in terms of random vectors rather than probability measures. Throughout this paper X = (X 1 , . . . , X n ) will be a random vector in R n , n ≥ 2. The terms 1-unconditional, 1-symmetric, log-concave, etc., are applied to X if they apply to its distribution µ. X is called isotropic if it has mean 0 and identity covariance:
Here x ⊗ x denotes the operator x ⊗ x(y) = x, y x; in components the latter condition above is
Observe that if X is isotropic then E|X| 2 = n, and that if X is 1-symmetric then isotropicity amounts only to a scaling condition. Any random vector with finite second moment which is not almost surely contained in a proper affine subspace of R n has an affine image which is isotropic. Since isotropicity is preserved by orthogonal projections and standard Gaussian measure is isotropic, isotropicity is a natural assumption in this setting; see [15] however for recent work demonstrating that a nonisotropic affine image of X is more useful in some contexts. Building on ideas going back to Sudakov [22] , a common hypothesis in many of the results in this setting is some kind of concentration of the random variable |X|. This is made particularly explicit in [1, 4, 5, 20] , for example. In particular, [5] discusses the relevance of the following by now well-known conjecture, which may be considered a weak form of the Kannan-Lovász-Simonovits conjecture [12] on isoperimetric constants.
Variance Conjecture. If X is isotropic and log-concave, then
This conjecture is related to several other important problems, notably randomized volume computation; see [18] for a recent discussion as well as a nearly matching lower bound on this variance in the case that X is uniform in a polytope with few facets.
The weaker bound
for log-concave and isotropic X is an immediate consequence of Borell's lemma [6] , which implies that if X is log-concave then
for any p > 1 and any seminorm · on R n , where c > 0 is an absolute constant. One of the key ingredients in Klartag's recent work [13] essentially is the following improvement on (2). Proposition 1.1 (Klartag [13] ). If X is isotropic and log-concave, then
log n for an absolute constant c > 0.
The estimate (4) does not appear explicitly in [13] , although the formally weaker estimate
log n appears as [13, (57) ]; (4) may be proved in exactly the same way. Klartag proves (5) using a new concentration result (Proposition 4.9 in [13] ) which provides finer information about small deviations of |X| about √ n. Proposition 4.9 in [13] is complementary to a recent concentration inequality of Paouris [17] which is sharp for large deviations of |X|.
As mentioned above, the probabilistic techniques employed in [14] and the present work are able to exploit geometric symmetries but do not make crucial use of convexity assumptions. The only use of log-concavity will be through Proposition 1.1 and Borell's lemma.
Main results
Let θ i = (θ 1 i , . . . , θ n i ), 1 ≤ i ≤ k, be k fixed orthogonal
unit vectors, and define (6)
W i = X, θ i .
is an isotropic random vector in R k which up to rotation is the orthogonal projection P E (X), where E is spanned by θ 1 , . . . , θ k . We are interested in quantifying how close W is in distribution to a standard Gaussian random vector Z ∈ R k . The paper [14] does in fact prove multivariate approximation results, but with respect to a very weak notion of distance, namely the maximum Kolmogorov distance for all 1-dimensional marginals (referred to as T -distance in [16, 14] ). Since it only considers 1-dimensional marginals this metric seems not to express a geometrically intuitive notion of closeness for probability measures in R k for k > 1. As mentioned in the introduction, this paper instead considers approximation in terms of uniform closeness of expectations for large classes of test functions.
Probably the most familiar such notion of approximation is the total variation distance, which may be defined as
The Wasserstein distance is defined by requiring test functions to be Lipschitz instead of bounded:
where
is the Lipschitz constant of f . Along the same lines other distances may be defined which require more regularity of the test functions; this is commonly done especially for multivariate approximation. Our results will be stated both in terms of Wasserstein distance, and explicitly in terms of test functions f for which the quantity
is bounded, where ∂ i denotes the partial derivative with respect to the ith coordinate.
We are now ready to state our results.
Theorem 2.1. Let X ∈ R n be 1-symmetric and isotropic, and let W ∈ R k be as defined in (6) . Then
and
for any twice-differentiable f : R k → R.
The ℓ n p norms of θ i that appear here are smallest when |θ ℓ i | = n −1/2 for each ℓ. To put this bound in perspective, assume for the moment that (7) |θ
If X has a bounded fourth moment, Theorem 2.1 then shows
In particular, if X is log-concave then (3) and (4) imply that d W (W, Z) ≪ 1 as soon as k ≪ √ log n; assuming the Variance Conjecture, this improves to k ≪ n 1/7 . Considering closeness instead with respect to Lipschitz test functions with bounded second partial derivatives, under the Variance Conjecture this further improves to k ≪ n 1/6 . For arbitrary n it is not necessarily possible to satisfy (7) when θ 1 , . . . , θ k are orthogonal. However, one can show that Theorem 2.1 yields (8) for any orthonormal basis θ 1 , . . . , θ k of most kdimensional subspaces E ⊂ R n . The value of c in (8) depends on the precise meaning of "most", which refers to the rotation-invariant probability measure on the Grassmann manifold G n,k of kdimensional subspaces of R n . This statement can be made precise using a concentration inequality on G n,k proved by Gordon [11] , cf. [14, Lemma 16] .
Rather than carry this out here, we observe that it is nearly possible to arrange this best-case situation using vectors satisfying (7). It was proved by de Launey [10] that there is an absolute constant c > 0 such that if n is a multiple of 4, then there exist k = ⌊cn⌋ orthonormal vectors θ i , 1 ≤ i ≤ k, satisfying (7). In fact, for n sufficiently large de Launey shows c may be taken arbitrarily close to 1/3. (The claim that c may always be taken to be 1 is the long-standing Hadamard conjecture.) Since the error bounds in (8) force k = o(n) for a nontrivial limit result in any case, de Launey's result shows that exactly the best-case situation can be achieved when n is a large multiple of 4. If n is not a multiple of 4, one can achieve nearly the same situation: let m = 4⌊n/4⌋, take k vectors as de Launey's theorem guarantees, augment them with (n − m) 0s, and rescale appropriately.
The hypothesis that X is 1-symmetric can be weakened to 1-unconditionality at the expense of introducing a stronger counterpart to the Variance Conjecture, as the next result shows.
Theorem 2.2. Let X ∈ R n be 1-unconditional and isotropic, and suppose that
Let W ∈ R k be as defined in (6) . Then
The hypothesis (9) for isotropic X is referred to in the literature as the square negative correlation property. This property was shown for X uniformly distributed in the (appropriately rescaled) ℓ n p balls in [1] , and was extended to balls of generalized Orlicz norms in [23] ; in [16] it is also shown to hold for the cone measure on ℓ n p spheres. Using Borell's lemma (3), (9) implies a variance estimate for log-concave X as in (1) in this case. When X is 1-symmetric there is a near-converse: this; expanding |X| 4 in coordinates and using the symmetries,
In fact (9) can be weakened at the expense of the explicit constants which appear in Theorem 2.2; cf. the comments following [14, Corollary 4].
Theorem 2.3. Let X ∈ R n be uniformly distributed in an isotropic regular simplex
where |v i | = 1 for 1 ≤ i ≤ n + 1, and let W ∈ R k be as defined in (6). Then
The same proof as for Theorem 2.3 yields a result similar to Theorem 2.1 for distributions invariant under the symmetry group of a regular simplex. This includes for example X uniformly distributed in a symmetric convex body K ⊂ R n with gauge function
, for a 1-symmetric norm · on R n+1 , where a is an appropriate scaling factor.
Proofs
Most of the results of [14] were proved via an abstract normal approximation theorem proved by Stein in [21] . The main tool in the proofs of Theorems 2.1-2.3 is the following multivariate version of Stein's theorem, due to S. Chatterjee and E. Meckes.
Proposition 3.1 (Chatterjee and E. Meckes [9] ). Let W and W ′ be identically distributed random vectors in R k defined on a common probability space. Suppose that for some constant λ > 0 and random variables E ij , 1 ≤ i, j ≤ k,
Remarks.
(1) Usually in applications the pair (W, W ′ ) will be exchangeable, i.e. (W, W ′ ) has the same distribution as (W ′ , W ), but this is not required by the proof of Proposition 3.1. (2) The same conclusion holds if in (11) and (12) one takes conditional expectation with respect to more information. In the proofs of Theorems 2.1-2.3 below the conditional expectation in (12) is taken with respect to X instead of W . A standard smoothing argument yields a slightly weaker bound for Wasserstein distance. 
Proof. For g : R k → R 1-Lipschitz, define f = g * ϕ t , where
for t > 0. Young's inequality implies that
Since Ef (W ) = Eg(W + tZ), where Z is a standard normal random vector independent of W ,
and similarly
The claim follows by applying Proposition 3.1 to f , using (13) , (14), (15) , and (16), and setting
Proof of Theorem 2.1. To construct W ′ appropriately coupled with W , we first define X ′ by reflecting X in a randomly chosen coordinate hyperplane, and then let W ′ i = X ′ , θ i . By the 1-unconditionality of X, X and X ′ are identically distributed and hence so are W and W ′ .
More specifically, let I be a random variable chosen uniformly from {1, . . . , n} and independently from the random vector X. Then
where e i is the ith standard basis vector in R n , and
It follows that
Therefore we may apply Proposition 3.1 and Corollary 3.2 with λ = 2 n and
Using the symmetries of X and the orthonormality of the θ i ,
and so, by (10) and the Cauchy-Schwarz inequality,
By Jensen's inequality, the first error term in Proposition 3.1 or Corollary 3.2 is therefore bounded by
The second error term is more easily bounded along the same lines:
Proof of Theorem 2.2. Since the construction of W ′ in the proof of Theorem 2.1 depends only on 1-unconditionality, the proof of Theorem 2.2 is the same up to (17) , and the bound for the second error term is made the same way. To bound the first error term, we proceed instead as follows.
where we have used (9) in the last step. Now by the Cauchy-Schwarz inequality,
and by the orthonormality of the θ i ,
, and the proof is completed in the same way as for Theorem 2.1.
Proof of Theorem 2.3. In this case X ′ is obtained by reflecting X in a hyperplane spanned by (n−1) vertices of ∆ n ; alternatively one may think of this operation as transposing two vertices.
We will need the well-known facts about vertices of centered regular simplices (which may be seen for example as consequences of John's theorem, cf. [2] ) that
It will be convenient to use the notation
and x ij = x, u ij for x ∈ R n . It follows from (18) and (19) that |u ij | = 1 for i = j and (20) ℓ =m
To define W ′ precisely, first pick a pair (I, J) of distinct elements of {1, . . . , n + 1} uniformly and independently of X. Let
and W ′ i = X ′ , θ i as before. Using (20) , one obtains
and so Proposition 3.1 and Corollary 3.2 apply with λ = 2 n and
The relevant moments were calculated in [14] : for ℓ = m and p = q,
In order to estimate EE 2 ij , decompose the resulting sum of terms involving E(X ℓm ) 2 (X pq ) 2 according to the size of {ℓ, m} ∩ {p, q} and use (21): (23) (n + 3)(n + 4) (n + 1)(n + 2) ℓ,m,p,q θ
In all of the sums in (23) the indices range from 1 to n + 1, with ℓ = m and p = q and in the last term we have also used that u ℓm = −u mℓ . It follows from (20) that (24) ℓ =m
By the Cauchy-Schwarz inequality, the definition of u ℓm , and the ℓ 4 triangle inequality,
Also by the Cauchy-Schwarz inequality,
|{ℓ,m}∩{p,q}|=1 ℓ =m, p =q
Combining (23), (24), (25), and (26),
and therefore the first error term in Proposition 3.1 and Corollary 3.2 is bounded by
To bound the second error term, by (22) , the definition of u ℓm , and the ℓ 3 triangle inequality,
Remarks on the univariate case
This section points out some consequences and extensions of the results of [14] which are related to Klartag's results [13] and the results of this paper. We first observe that the main result of [14] provides an alternative approach to (part of) the proof of one of Klartag's main results in [13] . In this section Z stands for a standard real-valued normal random variable, and
is the standard normal distribution function.
Theorem 4.1. Suppose X is 1-unconditional and isotropic, and let
If furthermore X is log-concave, then
for absolute constants c 1 , c 2 .
Proof. The estimate (27) is the special case of [14, Theorem 1] applied to a 1-unconditional X and θ = n −1/2 (1, . . . , 1). Combining (27), (4), and (3) yields (28), and (29) then follows using [7, Theorem 3.3] .
The estimate (29) is Klartag's Theorem 1.2 in [13] , and (28) here appears as (62) in Klartag's proof of it. An estimate very similar to (27) is implicit in [13, (62) ] with a different proof; Klartag derives it from the Berry-Esseen theorem for sums of independent random variables and a comparison theorem for Gaussian random variables with different variances (Lemma 4.10 in [13] ). In both the proof above and Klartag's proof, the crucial new ingredient (essentially) is the variance bound of Proposition 1.1.
Klartag states that his proof of (29) may be adapted to treat more general linear functionals of X than S n under a Lindeberg-type condition, but a precise statement is not given. Our methods also allow such an extension. Under the additional hypothesis that X is 1-symmetric, the results of [14] can be used very easily to prove such a result. Theorem 4.2. Suppose X is 1-symmetric and isotropic and let W = X, θ for a fixed θ ∈ S n−1 . Then
If furthermore X is log-concave then
where c 1 , c 2 are universal constants. In particular, if |θ 1 |, . . . , |θ n | ≤ a log n then
(1) A total variation bound as in (27) also follows from (32). (2) A further improvement on the dependence on θ is possible in the case that X ∈ [−a, a] n almost surely; cf. [14, Corollary 4 (3)].
Proof. Corollary 2 of [14] and (10) 
We end by observing that one can obtain better error estimates in most of the results of [14] by considering normal approximation with respect to a class of smooth test functions, as in the present paper. In particular, the bounded Lipschitz distance is defined by
The following abstract normal approximation theorem was proved by Stein in [21] . The theorem of Stein quoted and applied in [14] gives a bound for the Kolmogorov distance, as in (27) and (30) above, and is derived from Proposition 4.3 via a smoothing argument. Using Proposition 4.3 in the proofs of [14] instead roughly squares the typically dominant error term. For example, [14] shows that most 1-dimensional marginals of the uniform measure on ℓ n p balls or a regular simplex are within about n −1/4 of Z with respect to the Kolmogorov distance; using Proposition 4.3 shows that they are within about n −1/2 of Z with respect to the bounded Lipschitz distance. It is not clear what the sharp order of n is in either case.
As one specific application there is the following bounded Lipschitz version of Theorem 4.2, whose proof is omitted. 
