Abstract. We study the generic theory of algebraically closed fields of fixed positive characteristic with a predicate for an additive subgroup, called ACFG. This theory was introduced in [11] as a new example of NSOP1 non simple theory. In this paper we describe more features of ACFG, such as imaginaries. We also study various independence relations in ACFG, such as Kim-independence or forking independence, and describe interactions between them.
Introduction
The theory of algebraically closed field of fixed positive characteristic with a predicate for an additive subgroup admits a model companion, ACFG [11] . Unlike other generic expansions of ACF p , such as ACFA or the expansion by a generic predicate [8] , ACFG is NSOP 1 and not simple. The study of NSOP 1 theories has been rekindled due to the recent success in developing a Kim-Pillay style characterization (Chernikov and Ramsey [9] ) and a geometric theory based on the notions of Kim-forking and Kim-independence (Kaplan and Ramsey [15] ). Various examples of strictly NSOP 1 theories appear since then, among them are [18] ; (2) Generic K n,m -free bipartite graph [10] ; (3) omega-free PAC fields [6] . ACFG shares many features with those three archetypical examples. Our example appears to be slightly more complicated than (1) and (2), due to the lack of weak elimination of imaginaries and its more algebraic aspect, which makes it closer to (3) . Throughout this paper, we will point out both the similarities and the differences between those four examples, in order to emphasize what might be typical of NSOP 1 theories.
We intend to give a description of ACFG based on the study of various independence relations in models of ACFG. In section 1, we give basic properties of ACFG. A weak independence (following the denomination of [6] ) was already described in [11] , and shown to coincide with Kim-independence over models. We prove here that it satisfies all the properties of the Kim-Pillay characterization of simple theories [17] except one: base monotonicity. This phenomenon, not predicted by [15] is similar to the case of (2) . We define a strong independence -which has analogous in (1), (2) and (3)-and we show that it lacks only one property of the Kim-Pillay characterization of simple theories: local character. We give some structural properties of models of ACFG, and prove that there are generic subgroups of F p .
Section 2 is dedicated to the description of imaginaries in a given model (K, G) of ACFG. The weak independence has a "dual" definition in the expanded structure (K, G, K/G) which turns out to be easier to grasp than its original definition in (K, G) (see 2.2). We extend the weak independence in (K, G, K/G) and this allows us to mimic the classical argument that appears for instance in [8] , [4] , and [18] to prove that (K, G, K/G) has weak elimination of imaginaries.
In Section 3, we describe forking in ACFG. The strong independence plays a key role to show that forking equals dividing (for types). We also advertise some nice phenomena that appears when one forces the base monotonicity property on a given independence relation. It seems that a general method for proving that dividing equals forking for types is arising from different examples, see Remark 3.14.
On the next page, the diagram represents the interactions between the independence relations that appears in models of ACFG and links them with usual independences. All arrows are strict, from that point of view, ACFG differs from (1), (2) and (3) (see also Remark 3.20) .
Conventions and notations.
Capital letters A, B, C stands for sets whereas small latin letters a, b, c designe either singletons, finite or infinite tuples.
We often identify tuples and sets when dealing with independent relations, for some tuple a = a 1 , . . . then c | ⌣C a has the same meaning as c | ⌣C {a 1 , . . .}. For a prime q, F q n is the field with q n elements.
Throughout this paper numerous notions of independence will appear. The following independence relations are defined in every theory.
(1) a | a ⌣ C b if and only if acl(Ca) ∩ acl(Cb) = acl(C) (2) a | aeq ⌣ C b if and only if acl eq (Ca) ∩ acl eq (Cb) = acl eq (C) ⌣ defined over small subsets of M a big model of some theory T (in the last case the property is defined with respect to another ternary relation | ⌣ ′ , also defined over small subsets of M).
• Invariance. 1. Generalities on ACFG 1.1. The theory ACFG. Let p > 0 be a fixed prime number, unless stated otherwise, every field we consider have characteristic p. Let L be the language of rings and L G = L ∪ {G} for G a unary predicate.
Let ACFG be the model companion of the L G -theory of an algebraically closed field of characteristic p in which G is an additive subgroup [11, Example 5.12] . By [11, Corollary 1.12], we have the following, for (K, G) |= ACFG, and a, b, C in K (1) acl ACFG (C) = acl ACF (C) =: C; (2) a ≡ C b if and only if there exists an L G -isomorphism σ : Ca → Cb over C such that f (a) = b; (3) the completions of ACFG are given by the L G -isomorphism type of (F p , G(F p )). Let (K, G) be a model of ACFG and C ⊆ K. Let x be a tuple from a field extension of K and H an additive subgroup of the field Cx. If
Indeed, by the hypothesis, (Kx, G + H) extends both (Cx, H) and (K, G). By model companion there is a model (K ′ , G ′ ) of ACFG that extends (Kx, G + H) hence, the type associated with (Cx, H) is realised in (K ′ , G ′ ).
Remark that an easy way to obtain tuples x such that Cx ∩ K = C is using extension of the forking independence relation inACF p .
Example 1.1 (Empty type)
. Let x be a tuple algebraically independent over K and C ⊂ K, with (K, G) a |C| + -saturated model of ACFG. By previously, the type associated to the pair (Cx, G(C)) is consistent. This means that there is some tuple a from K, algebraically independent over C such that G(Ca) = G(C). This type is unique if G(C) ⊆ C: let a and a ′ realise this type, meaning that 
The right to left inclusion is trivial. Assume that a / ∈ Z and let t be a transcendental 
We define the strong independence relation: 
Local Character. We shall start with a claim Claim 1. Let A, B be subsets of (K, G) with B subgroup of (K, +), then there exists C ⊆ B with |C| ≤ |A| such that
Proof. (Of the claim). For each a ∈ A define C(a) to be the set of those b ∈ B such that a + b ∈ G. Using the axiom of choice take c(a) ∈ C(a) for each a such that C(a) is nonempty, and set C = {c(a) | a ∈ A and C(a) = ∅} .
We have C(a) nonempty so we can write for c = c(a) g = (a + c) + (b − c).
. The reverse inclusion is trivial.
Let a, B be as in the hypothesis of Local Character, we may assume that B is algebraically closed. We construct two sequences (A i ) i<ω and (D i ) i<ω such that the following holds for all n < ω:
We define A 0 = aD 0 . Assume that D n and A n has been constructed and that |A n | ≤ ℵ 0 . By the claim there exists C ⊆ B with |C| ≤ ℵ 0 such that
If u is a finite tuple from A ω , then u ⊆ A n for some n, so as
As this holds for every finite tuple u from A ω , we conclude that 
then there is some n such that g ∈ A n + B and so
The reverse inclusion being trivial, we conclude that 
. We show that this cannot happen. As F p (a) and
Let deg a be the polynomial degree in a. The above equation gives
has degree in a equals to deg a g 1 (a) so the leading coefficient in f 1 (a) vanishes in abg 1 (a) − f 1 (a), which leads to a relation of the form rb − s = 0 with r, s ∈ F p \ {0}, a contradiction.
In particular, we have the following combinatorial characterisations of | w ⌣ in ACFG, for C algebraically closed.
•
Proof. The first assertion holds because | w ⌣ satisfies | a ⌣ -amalgamation over algebraically closed sets (Theorem 1.4). The proof is a classical induction similar to the proof of Lemma 3.7 Monotonicity. Assume that a | st ⌣ C bd. We only need to check that
can be extended to a field isomorphismf over A between Ac 1 and Ac 2 mapping c 1 to c 2 , by stationarity of the tp ACF (c 1 /C). By hypothesis,
hencef is an L G -isomorphism between Ac 1 and Ac 2 , so c 1 ≡ A c 2 .
Remark 1.10. The Kim-Pillay characterization of simple theories [17] There is also a notion of strong independence in the three examples [10] ; (3) omega-free PAC fields [6] ; which is symmetric and stationary over algebraically closed sets. Concerning (3) the strong independence satisfies also the other axioms for mock stability [16, Example 0.1 (3) ]. In (2) , it also satisfies Full Extension, Monotonicity and Left Transitivity [10, Proposition 4.20] . It is likely that (2) and (3), are also mock stable.
1.3. Some structural features of (K, G). Let P (X) be a polynomial in variables X = X 1 , . . . , X n with coefficients in K. We say that P is F p -flat over K if whenever u is a zero of P in some field extension of K, there exists a non trivial F p -linear combination of u that falls in K. 
Proof.
Let I ⊂ {1, . . . , n}. As P is non-F p -flat, there exists a zero t of P in an extension of K such that no non nontrivial F p -combination of t falls in K. It follows that
Proof.
Assume that P is F p -flat over K and |X| > 1. Let t 2 , . . . , t n be algebraically independent over K, and consider P (X 1 , t 2 , . . . , t n ). This polynomial has zeros in K(t 2 , . . . , t n ) hence by F p -flatness each root u satisfies λ 1 u + λ 2 t 2 + · · · + λ n t n = b for some non-zero tuple λ 1 , . . . , λ n from F p and b ∈ K. By hypothesis on t 2 , . . . , t n we have that
. If λ i = 0 for some i, then the tuple (0, . . . , t, . . . , 0) with t transcendental over K at the i-th coordinate, is a zero of P that contradicts the F p -flatness. It follows that P is of the desired form. The other direction is trivial. Example 1.13 (F p -flatness might depends on p). Consider the polynomial P = X 2 + Y 2 , with b ∈ K. Then P is F p -flat over any algebraically closed field if and only if −1 is a square in F p . From [12, Exercice 1.9 .24], when p > 2 this is equivalent to p ∈ 4Z + 1. Using Lemmas 1.11 and 1.12 it follows that whenever (K, G) |= ACFG, p / ∈ 4Z + 1 and p > 2, there exists g ∈ G and u ∈ K \ G such that
(1) For all b ∈ K the polynomial XY − b is not F p -flat by Lemma 1.12, so we conclude using Lemma 1.11.
Proof. Using the first isomorphism theorem, it is sufficient to prove that the function Let c 1 , . . . , c n ∈ K, we want to show that there exists c ∈ K such that for all i ζ i (c − c i ) ∈ G. Let t be a transcendental element over K, by model completeness of ACF p , ζ 1 , . . . , ζ n are F p -linearly independent definable endomorphisms of (Kt, +). Consider the
, the previous result can be used to find canonical parameters for the quotient K/(ζ 
It is clear that conditions of the form
It is easy to check that this axiomatisation is equivalent to [11, Remark 5.2] .
By quantifier elimination in ACF p , we may assume that θ φ (y) is quantifier-free (we only need existential).
In particular for every non trivial polynomial
where Z is a single variable and Y a tuple of variables with |Y | = |y|) we have K |= ∀y(θ φ (y) → (∃xφ(x, y)∧for all non-trivial F p -linear combination z of x, P (z, y) = 0)).
As F p ≡ ACF K we also have
Assume that for some n and b ∈ F p n we have F p n |= θ φ (b). As the formula θ φ is quantifier free, we have that F p |= θ φ (b) and hence by above applied to the polynomial X p m − X for some m we have
Hence for some k > m, n there exists a ∈ F p k such that
As φ(x, y) is quantifier-free (we only need universal), we also have that
We have proved the following lemma.
Proof. Start with the following claim.
. . , a i,k i and a j,1 , . . . , a j,k j are linearly independent over F p n , for all j and all elements of
Proof. [of the claim] We do it step by step, as they are only a finite number of tuples to add. Start with φ 1 (x 1 , y 1 ). Take a first b ∈ B 1 . As F p n |= θ φ 1 (b), we use Lemma 1.18 with m = n to get a first m 1 > n such that there exists a 1 ∈ F
and a 1 is F p -linearly independent over F p n . Using again Lemma 1.18 with m = m 1 there exists m 2 > m 1 and a second a 2 ∈ F
In particular a 2 is linearly independent from a 1 over F p n . So we can construct as many (finitely) solution to φ 1 (x 1 , b) as we want which are linearly independent over F p n . Once we have enough linearly independent solutions of φ 1 (x, b), we can do the same trick with another b ′ ∈ B 1 , and add as many (finitely) solution as we want, linearly independent from one another and from the ones corresponding to b, in a finite extension of F p n . Once we have done it for all elements of B 1 , we do the same with every element b ∈ B 2 , continuing to use Lemma 1.18 to get solutions of φ 2 (x 2 , b) linearly independent from one another and from the previous ones. As every B i is finite and they are in finite number, we can finish to add linearly independent solutions of φ i in a finite number of steps and the claim is proven. Recall that the axioms for ACFG are given by the following scheme: for all φ(x, y), for all 0 ≤ k ≤ |x| and
We will denote the previous sentence by Γ(φ, k, k ′ ). Note that by quantifier elimination in ACF p it is sufficient to prove the axiom-schema for quantifier free formulae φ(x, y). Now we construct by induction a model of ACFG starting from (F p n , G 0 ). Let (φ i (x i , y i )) i<ω be an enumeration of all quantifier-free formula in L . We construct an increasing sequence (n j ) j<ω starting with n 0 = n and additive subgroups G
(⋆) Assume that for some s < ω we have n 0 , . . . , n s and G 0 ⊆ F p n 0 , . . . , G s ⊆ F p ns constructed as above. For every i ≤ s, we define as above
, and we apply the Claim 2 with k i = |x i | + 1, to get some n s+1 > n s . For each 1 ≤ i ≤ s and b ∈ B i we have
all independents over F p ns and such that for all j, we have
(We extend G s by the low triangle including the diagonal of the square matrix (a i,j k (b)) 2≤j≤k i ,1≤k≤|x i | , and a i,1 is not in the group G s+1 .) Now we have for each 1 ≤ i ≤ s and any 0 ≤ k ≤ |x i | and
By construction, we have that (F p , G) is a model of ACFG. 
It is clear that

Imaginaries
Let (K, G) be a saturated model of ACFG. It is easy to see that there exists a, b ∈ K \ G algebraically independent over F p such that a − b ∈ G (see Lemma 2.2). Let α = a/G = b/G ∈ (K, G) eq . If it exists, a canonical parameter for α in K would be definable over both a and b, hence it would be definable with an element of F p . This would give an embedding of K/G into n<ω F p n , which is absurd in a saturated model (K, G) for cardinality reasons.
2.1. First steps with imaginaries. Let (K, G) be a model of ACFG, there is a canonical projection π : K → K/G. Consider the 2-sorted structure, (K, K/G) with the L G -structure on K, the group structure on K/G (in the langage of abelian groups) and the group epimorphism π : K → K/G.
We forget about the predicat G as it is 0-definable, G = π −1 ({0}). The structure (K, K/G) is inter-interpretable with (K, G).
The greek letters Γ, α will denote subsets or tuples from K/G. Any tuple in the structure (K, K/G) will be denoted by aγ, with a a tuple from K, γ a tuple from K/G. We also extend π for tuples by π(a) = π(a 1 , . . . , a n ) = (π(a 1 ), . . . , π(a n )), and for sets π(A) = {π(u) | u ∈ A}.
Remark 2.1 (Types in (K, K/G)). Let σ be a field automorphism of K. It is clear that the following are equivalent:
• σ is an L G -automorphism of K;
An automorphism of the structure (K, K/G) is a pair (σ,σ) as above. It follows that for a, b, C from K, we have
For this section the relation ≡ means having the same type in the structure (K, K/G).
Lemma 2.2. Let a, b be two tuples of the same length from
Proof. Let x | ACF ⌣ C K such that x ≡ ACF C a, and f : Cx → Ca a field isomorphism over C sending x to a. Let G Cx = f −1 (G(Ca)). Consider now the subgroup of CDbx defined by
We show that the type in the sense of ACFG defined by the pair (CDbx, H) is consistent. As x | ACF ⌣ C K we have CDbx ∩ K = CDb. In order to prove that H ∩ CDb = G(CDb), it suffices to show that
hence by hypothesis λ i = 0 for all i ≤ |x|. It follows that g Cx ∈ C and so g Cx ∈ G(C). We have showed that
The type is consistent so realised by say
In order to show that a ′ ≡ C a we have to check that H ∩ Cx = G Cx , this is similar to the argument above, using this time that π(b) is F p -independent over π(C). We have
Lemma 2.3 (Minimal representative). Let a, C be in K such that π(a) is F p -independent over π(C).
Then there exists a ′ of same length as a, algebraically independent over Cb such that
It is again a type to realize. Consider x of same length as a and algebraically independent over Cba. Let V be a F p -vector space complement to C ⊕ x in Cx and set
We check that the pair (Cabx, H) defines a consistent type over Cab.
As Cab ∩ Cx = C, i λ i x i + v ∈ C hence v = 0 and, as x is F p -independent over C, λ i = 0 for all i ≤ |x|. The type is consistent. We show that
Assume that a ′ realises this type, it is clear that π(a) = π(a ′ ) and
In particular if α is F p -independent over π(C) then there exists some a algebraically independent over C such that π(a) = α and π(Ca) = π(C)α . We call such an element a minimal representative of α over C. Lemma 2.3 states that minimal representatives always exists and that they can be taken independent in the sense of fields from any parameters. 
Proof.
We may assume that γ is linearly independent over π(C) and let r γ be a minimal representative of γ over C. Let a and b be representatives of α and β. Using Lemma 2.2, there exists a ′ ≡ Crγ a such that π(a ′ ) = π(b) = β. Let σ be an automorphism of (K, K/G) over Cr γ sending a on a ′ . It is clear that σ fixes γ and sends α to β hence α ≡ Cγ β.
We will describe the algebraic closure acl in the structure (K, K/G). It is classical that every formula in the language of (K, K/G) (or of (K, G) eq ) without parameters and with free variables in the home sort K is equivalent to an L G -formula. In particular acl(C) ∩ K = C for all C ⊆ K.
Proof. For the first assertion, we may assume that γ is F p -independent over π(C). Let u be in acl(Cγ) ∩ K witnessed by an algebraic formula φ(x, c, γ) with c ∈ C. Using twice Lemma 2.3, let r γ be a minimal representative of γ over C, and r ′ γ a minimal representative of γ over C such that r ′ γ | ACF ⌣ C r γ . As u satisfies φ(x, c, π(r γ )) and φ(x, c, π(r ′ γ )), u belongs to Cr γ ∩ Cr ′ γ = C (note that we don't use the minimality here). The reverse inclusion being trivial, it follows that acl(Cγ) ∩ K = C.
For the second assertion, assume that α / ∈ π(C)γ . By Corollary 2.4, any element in K/G \ π(C)γ has the same type as α over Cγ hence α / ∈ acl(Cγ). The reverse inclusion being trivial, it follows that acl(Cγ) ∩ K/G = π(C)γ .
Independence in (K, K/G). Recall the weak independence in
It is an easy checking that under the assumption that Ca ∩ Cb = C the following two assertions are equivalent:
It is the right candidate for Kim-independence in (K, K/G). We study only the restriction of this relation to sets aα, bβ, Cγ with αβγ ⊆ π(Ca) ∩ π(Cb). This restriction can be described only in terms of the structure (K, G) as we will see now. 
Proof. (1) implies (2).
Let u a ∈ a and u b ∈ b such that u a − u b ∈ G. Then π(u a ) = π(u b ) ∈ π(C) + γ so there exists u c ∈ C and λ ∈ F |γ| p such that for some (any) representatives r a and r b of γ in a and b respectively, there exists g a ∈ G(a), g b ∈ G(b) with Proof. Let x be algebraically independent over K, and define H on K(x) to be G(K) + x − d . It is easy to see that (K(x), H) defines a consistent type over K so let r γ be a realization of this type in an elementary extension (K ′ , G ′ ) of (K, G). We may assume that (K ′ , G ′ ) is κ-saturated and κ-homogeneous for some big enough κ.
|γ| , then any L G -isomorphism over Cγ that sends an enumeration R ′ γ of Cr ′ γ to an enumeration R γ of Cr γ (and sends r ′ γ to r γ ) extends to an L G -isomorphism between R ′ γ b and R γ b which fixes b. Proof of the claim. Let σ be an automorphism of (K ′ , K ′ /G ′ ) over Cγ sending r ′ γ to r γ . Then it sends any enumeration R ′ γ of Cr ′ γ to an enumeration R γ of Cr γ . We may assume that b = b. By stationnarity of the type tp ACF (b/C), the field isomorphism σ ↾ CR ′ γ extends toσ : bR ′ γ → bR γ withσ fixing b. We show thatσ is an L G -isomorphism. First observe that since G(Kr γ ) = G(K) + r γ − r b then G(br γ ) = G(b) + r γ − r b . Asσ fixes b and sends r ′ γ to r γ it is clear thatσ send G(br ′ γ ) to G(br γ ) soσ is an L G -isomorphism. Now this isomorphism extends to an automorphism of (K ′ , G ′ ) and an automorphism of (K ′ , K ′ /G ′ ) that fixes γ as it send r ′ γ to r γ . (1) . Assume that a ≡ Cγ b and let σ be an automorphism of (K ′ , K ′ /G ′ ) over Cγ sending a on b. As before, we have that G(ar γ ) = G(a) + r γ − r a and G(br γ ) = G(b) + r γ − r b , for some (any) representatives r a , r b of γ in a, b respectively. Let R γ be an enumeration of Cr γ and
(2). From left to right. It is clear that a | ACF ⌣ Crγ b. We want to show that G(ar γ +br γ ) = G(ar γ ) + G(br γ ). Observe that G(abr γ ) = G(ab) + r a − r γ for any tuple r a from a with π(r a ). Let u ∈ ar γ and v ∈ br γ . If u + v ∈ G there exists g ab ∈ G(ab) and λ ∈ F |x| p such that
It follows that g ab ∈ (ar γ + br γ ) ∩ ab = a + b by Lemma 3.11. As a | w ⌣ Cγ b and using Lemma 2.6, we have that
. It follows that u + v ∈ G(ar γ ) + G(br γ ). The other inclusion being trivial we have G(ar γ + br γ ) = G(ar γ ) + G(br γ ).
From right to left. First, r γ | ACF ⌣ C b hence by Left Transitivity and Monotonicity
It follows that a | w ⌣ Cγ b. 
Proof.
Transitivity is just checking from the definition of | w ⌣ . For Full Extension, assume the hypothesis and let r γ be a maximal representative as in Lemma 2.7.
For Independence theorem, we use the same strategy. Assume the hypothesis and let r γ be a maximal representative of γ as in Lemma 2.7. From Lemma 2.7, we have that c 1 ≡ Crγ c 2 and 
Weak elimination of imaginaries in (K, K/G).
The following Lemma is a rewriting of the classical argument for the proof of elimination of imaginaries that appears for instance in [8] and [18] . It is similar to [10, Proposition 4 .25], the only difference being that in our case, | ⌣ is defined only on some subsets, and the base set might contain imaginaries, but the proof is the same.
Lemma 2.11. Let M be a κ-homogeneous and κ-saturated structure. Let E ⊂ M eq . Assume that there exists a binary relation | ⌣E on some tuples from M such that
Let e ∈ M eq . If there exists a 0-definable function f in M eq and a 1 , a 2 in M such that f (a 1 ) = f (a 2 ) = e and a 1 | ⌣E a 2 then e ∈ dcl eq (E).
Proof. If e is not in dcl eq (E), then there exists e ′ = e such that e ′ ≡ E e. Let σ be an automorphism of M eq over E sending e on e ′ . Let
. By Independent Consistency, there exists a such that a ≡ Ea 1 a 2 , a ≡ Ea 2 b. From a ≡ Ea 1 a 2 follows that f (a) = f (a 1 ) = e and from a ≡ Ea 2 b follows that f (a) = e, a contradiction. Theorem 2.9 that for all C = C and γ F p -independent over π(C), the restriction of | w ⌣ Cγ to tuples a such that γ ∈ π(Ca) satisfies the hypothesis of the previous Lemma.
Remark 2.12. Notice that Extension follows from Full Extension Symmetry and Left Transitivity. Independent consistency is a consequence of the independence theorem. It follows from
The following Fact, attributed to Evans and Hrushovski, follows from a group theoretic Lemma due to P.M. Neumann. It can be found on David Marker's webpage. Fact 1. Let M be a saturated model, X a 0-definable set, e ∈ M , E = acl(e) ∩ X and a tuple a from X. Then there is a tuple b from X such that a ≡ Ee b and acl(Ea) ∩ acl(Eb) ∩ X = E. Theorem 2.13. Let e ∈ (K, G) eq then there exists a tuple cγ from (K, K/G) such that cγ ∈ acl eq (e) and e ∈ dcl eq (cγ). (K, K/G) has weak elimination of imaginaries.
Proof. We work in (K, G) eq , seeing (K, K/G) as a 0-definable subset. Suppose that e is an imaginary element, there is a tuple a from K and a 0-definable function f such that e = f (a). We set C π(C)γ = acl eq (e) ∩ (K, K/G). We may assume that γ is F plinearly independent over π(C). As γ ⊆ acl eq (e) ∩ K/G ⊆ acl eq (a) ∩ K/G we have that acl eq (Caγ) ∩ (K, K/G) = Caπ(Ca) and γ ⊆ π(Ca). By Fact 1 there exists b ≡ Cγe a such that
Again, acl eq (Cbγ) ∩ (K, K/G) = Cbπ(Cb) and γ ⊆ π(Cb). Furthermore f (b) = e and
. . , a n−1 and a n a n+1 ≡ Cγ ab.
In particular we have that for all i < j < k
By Ramsey and compactness we may assume that (a i ) i<ω is indiscernible over Cγ. As the two last properties of the sequence are true for the whole sequence, it is in the ErenfeuchtMostowski type of the sequence, and hence is still true for the indiscernible sequence. Note that f (a i ) = e. We have that (a i ) i<ω is totally indiscernible over C in the sense of ACF hence a 1 a 2 a 3 ≡ ACF C a 1 a 3 a 2 . Furthermore we have a 1 | ACF ⌣ Ca 2 a 3 , hence by Invariance
By elimination of imaginaries in ACF it follows that a 1 | ACF ⌣ C a 2 . As π(Ca 1 ) ∩ π(Ca 2 ) = π(C)γ , we have that
As f (a 1 ) = f (a 2 ) = e, we deduce from Lemma 2.11 that e ∈ dcl eq (Cγ).
Remark 2.14 (K×(K/G) eq does not eliminate finite imaginaries). Let t be a transcendental element over
and let e be the unordered pair √ tα, − √ tβ . We have the following:
Start by a1 = a and a2 = b. Assume that a1, . . . , an has already been constructed. We have that an−1 ≡Cγ an so let σ be a cγ-automorphism of the monster such that σ(an−1) = an. By Full Extension (Theorem 2.9) there exists an+1 ≡Ca nγ σ(an) such that an+1 | w ⌣ Canγ a1, . . . , an−1. It follows that anan+1 ≡Cγ anσ(an) ≡Cγ an−1an.
(1) The right to left inclusion is clear. Let u ∈ dcl eq (e) ∩ K, in particular u ∈ dcl eq (t, αβ) ∩ K ⊆ acl eq (t, αβ) ∩ K = F(t). Assume that u / ∈ dcl(t). There exists u ′ = u with u ′ ≡ t u. Let α ′ , β ′ such that u ′ α ′ β ′ ≡ t uαβ. As α, β and α ′ , β ′ are F p -lineary independent over π(F(t, u)) = π(F(t)) = {0}, we have that αβ ≡ Fp(t) α ′ β ′ (Corollary 2.4) . It follows that u ′ ≡ t,α,β u hence u ′ ≡ e u so u / ∈ dcl eq (e), a contradiction. (2) The right to left inclusion is clear. Let {γ 1 , . . . , γ n } be an element of dcl eq (e)∩ (K/G) eq . For all i, γ i is algebraic over tαβ, by Corollary 2.5 γ i ∈ π(F p (t)), α, β = α, β , hence {γ 1 , . . . , γ n } ∈ dcl eq ({α, β}).
If e is interdefinable with an element from K × (K/G) eq , by (1) and (2), we may assume that e ∈ dcl eq (t {α, β}). By hypothesis αβ ≡ Fp(t) βα, hence an automorphism sending √ t, − √ tαβ to √ t, − √ tβα fixes t {α, β} and moves e to √ tβ, − √ tα , hence e / ∈ dcl eq (t {α, β}), a contradiction.
3. Forking and thorn-forking in ACFG 3.1. Forcing base monotonicity and extension. In this subsection, given a ternary relation | ⌣ in an arbitrary theory, we introduce the relations | mon ⌣ and | * ⌣ , following the work of Adler in [2] .
We
Definition 3.1 (Monotonised). Let | ⌣ be any ternary relation, we define | mon ⌣ to be the relation defined by Note that | ⌣ may be symmetric and | mon ⌣ not (see Corollary 3.13). However in some cases, the monotonised is symmetric, as shows the following example. The following example shows that the monotonised does not preserve Local Character.
Example 3.4. In ACFG, the relation | w ⌣ mon does not satisfy Local Character.
Let κ be any uncountable cardinal and consider the set T = {t i , t ′ i | i < κ} and an element t such that t, T are algebraically independent over K. Let F = F p (t, T ) and define H over
so we assume that t, T are realisation of the type in K.
By contradiction suppose that there exists
We have that
We compute the F p -dimension over G(F p ) on each side of the previous equation. On one hand, we have t · t i + t ′ i ∈ G(tDT 0 + T ) for all i < κ, as they are
On the other hand, first we may assume that T 0 ∩ {t i | i < κ} = ∅, as this will not change the dimension of G(tDT 0 ). For all i < κ, t · t i + t ′ i ∈ G(tDT 0 ) if and only if t ′ i ∈ tDT 0 if and only if t ′ i ∈ T 0 , because if t ′ i is algebraic over t, T 0 , t 1 , . . . , t k then t is in T 0 otherwise this contradicts that t, T are algebraically independent. We conclude that [2] , but trivial). [2] and [14] .
Fact 3. The following are standard facts more or less obvious from the definition (except (3)). They can be found in
Lemma 3.7. Let | ⌣ be a ternary relation, which satisfies 
We also have a
We show that there exists a ′′ such that a ′′ b i ≡ acl(Cb<α) a α b α for all α ≤ i < α + ω. By induction and compactness, it is sufficient to show that for all α ≤ i < α + ω, there exists
Assume that a ′′ i has been constructed, we have a
By induction and compactness there exists a ′′ be such that ab i ≡ acl(Cb<α) a α b α for all α ≤ i < α + ω. By indiscernibility of (b i ) i<κ there exists a ′′′ such that for all i < κ a
Remark 3.8. It is important to observe that since | u ⌣ is not in general a symmetric relation, the parameters a and b in the statement of | u ⌣ -amalgamation do not play a symmetrical role. It means that tp(c 1 /Ca) and tp(c 2 /Cb) can be amalgamated whenever 
Remark 3.10. We discuss hypothesis (1) . Kim- 
D.
Proof. Let A, B, C, D be as in the hypothesis. Let E ⊆ D containing C, we want to show that A | w ⌣ E D. We may assume that E is algebraically closed. We clearly have A | ACF ⌣ E D, so we want to show that G(AE + D) = G(AE) + G(D). Take u AE + u D = v AB + v D in the left hand side. By Lemma 3.11, we have (AE + AB) ∩ D = E + B so u AE − v AB ∈ E + B so there exists u B ∈ B and u E ∈ E such that u AE − v AB = u E + u B . Now u AE − u E = u B + v AB ∈ AE ∩ AB = A(E ∩ B), so there exists u A(E∩B) ∈ A(E ∩ B) such that u AE = u A(E∩B) + u E and hence u AE + u D = u A(E∩B) + u E + u D ∈ A(E ∩ B) + D. The other inclusion is trivial. 
Proof.
Assume that a | w ⌣ [10, Corollary 4.12] ; (3) omega-free PAC fields [6, Theorem 3.3] . In (1) and (2) On the other hand, we have π(Ca) ∩ π(Cb) = π(C), hence by Subsection 2.1 a | w ⌣
In (1), we have that
| a ⌣ = | aeq ⌣ = | K ⌣ is strictly weaker than | a ⌣ mon = | d ⌣ = | f ⌣ = | þ ⌣ . In (2), | a ⌣ = | aeq ⌣ is strictly weaker than | K ⌣ and | K ⌣ mon = | d ⌣ = | f ⌣ = | þ ⌣ . Also | st ⌣ is strictly stronger than | K ⌣ smon . In (3), | st ⌣ = | w ⌣ smon .
