Abstract. Using symbolic manipulation programs, William Gosper has obtained in the last two years new, but unusual, summation formulae involving trigonometric functions. Recently, Ismail and Zhang have been able to prove mathematically some of these formulae and generalize them to summation formulae involving the Bessel functions of the first kind.
Introduction
Using symbolic manipulation programs and a fair amount of ingenuity, William Gosper recently obtained new and unusual, summation formulae for series involving trigonometric functions. Some of these formulae have just been mathematically verified by Ismail and Zhang [7] , who have also generalized some of these summation formulae to series involving the Bessel function of the first kind. Their proofs involve several special function relations together with some techniques borrowed from the theory of Fourier series and integrals.
As it turns out, some of these formulae can be easily obtained from already known results in sampling theory.
Although widely known and used in the fields of communication and information theory, sampling theory has only attracted moderate attention in the mathematical community, despite the fact that its roots can be traced back to the work of Cauchy; see [9] .
The fundamental theorem in sampling theory, which is due to WhittakerShannon-Kotel'nikov, states that if / is a rr-bandlimited function, i.e., for some g £ L2(-o, a) are the sampling functions and sampling points respectively; see [ 1, 9] for more details. This theorem has been extended to integral transforms of types other than the Fourier one by Kramer [10] and Weiss [12] . Although Weiss announced his result first, he never published his proof. This is why this generalization of the Whittaker-Shannon-Kotel'nikov sampling theorem is now known as Kramer's sampling theorem.
For convenience, we shall state Kramer's sampling theorem not only because it is not very well known, but also because it is widely used in the development of this paper. Kramer's theorem goes as follows:
Let K(x, t) be in L2 (7) as a function of x for each real number t, where I = [a, b] is some finite closed interval, and let E = {tk}kez De a countable set of real numbers such that {K(x, tk)}keZ is a complete orthogonal family of functions in L2 (7) . If (1. 3) /(/)= / g(x)K(x,t)dx Ja for some g in L2(7), then f admits the sampling expansion A prototype situation where the sampling points {tk} and sampling functions Sk(t) arise, is when one solves certain types of selfadjoint boundary-value problems, usually regular Sturm-Liouville boundary-value problems.
In a series of papers [15, 16] , we have shown the surprising fact that Kramer's sampling series (1.4)-(1.5) is nothing more than a Lagrange-type interpolation series, provided that the kernel function K(x, t) arises from either regular Sturm-Liouville boundary-value problems or some singular ones with discrete spectra. This result has also been shown to hold in higher dimensions [13] , as well as for some boundary-value problems associated with «th order differential operators [14] . Now we can employ the above argument to produce summation formulae, which we believe to be new.
In view of formula 6.739 in [8, p .762], we have
Thus, by putting g(x, b) = J2"(b\/7i2 -x2)(n2 -x2)~xl2, which is in L2(0, 7i) for v > I, in (2. Hence, by putting g(x) = /2i/(2/3cosf), which is in L2(0, n) for v > -\ , in (2.3), we then have f(b, t) = nJv+,(b)Ju-t(b), and consequently (2.4), (2.5) yield
Similar summation formulae involving the modified Bessel functions of the first and second kinds lv(b) and K"(b), respectively, can also be obtained since they have integral representations similar to the one given in (2.7).
As a special case of (2.9), we obtain for v = \ that 
Summation formulae involving the zeros of the Bessel function
Now we turn our attention to a different type of summation formulae. These formulae, which involve the zeros of the Bessel function, will also be obtained from already known results in sampling theory. The following result, which has been known for a while (cf. [16, Corollary 5, p. 904]), does not follow directly from the original version of Kramer's sampling theorem since the kernel of the integral transform K(x, t) arises from a singular Sturm-Liouville problem. Nevertheless, it follows from Theorem 3.1 in [15] (cf. example 2-a in §5.2), where Kramer's sampling theorem has been extended to cases in which the kernel K(x, t) arises from such a singular Sturm-Liouville problem. which is formula (4.1) in [7] . By taking the limit in the above equation as t -> 0, we obtain where RJa'^(z) = 2F.(-7, 7 + 2y; a + 1; (1 -z)/2) is the Jacobi function, which reduces to the Jacobi polynomial of degree n when t = n . By substituting x = sin2 6/2 in (4.1), we obtain
If
x^2-x'4)(l-x)^/2-x^2Fx(-t + y,t + y;a+l;x)dx, Jo where g(x) = g(2 sin-1 %/x). Also, by using the notation (a)k = r(f^ and the relations 
(t) = T(a + l)T(S)T(S -B)/T(h + t)T(h -t) in (4.4)
, we obtain after some computations that for y ^ 0 \bx,b2; J Formula (4.6) is a special case of formula (1.2) in [5] for r = 1 , 5 = 0, p = 2 -q , cx -8 , 7>i=a+l, b2 = 8 + o , ax = y -t, a2 -y + t, /? = 8 + o , and a replaced by a + 1, y replaced by 2y; see also [6] .
T(h + y)T(h -y)T(l -t + y)T(l + t + y)T(y) T(h + t)T(h -t)r(2y)T(y + I)

Summation formula involving the Kampe de Feriet function
In this section we derive a summation formula that is analogous to (4.5), but involving the Kampe de Feriet function. We will use the following contracted notation for the generalized hypergeometric function toto {S + a)" \a+l,8 + a + n; J As a special case of this, if we take hn = (ap)n/(br))n • y" jn\ with p < q+ 1, we obtain after some calculations that 
