An analytical relationship between the densities of the Shannon entropy and Fisher information for atomic and molecular systems has been established in this work. Two equivalent forms of the Fisher information density are introduced as well. It is found that for electron densities of atoms and molecules the Shannon entropy density is intrinsically related to the electron density and the two forms of the Fisher information density. The formulas have been confirmed by the numerical results for the first two-row atoms.
There have been tremendous interests in the literature to apply information theory to the electronic structure theory of atoms and molecules.
1- 29 The central quantities in study are the Shannon entropy 30 and Fisher information. 31 Given the total electron density ͑r͒ and its gradient ٌ͑r͒ of an atomic or molecular system with a total number of N electrons, 32 ͵ ͑r͒dr = N,
͑1͒
the Shannon entropy, a measure of the spatial delocalization of the electronic density, is defined as
where s S ͑r͒ is the Shannon entropy density, whereas Fisher information, a gauge of the sharpness or concentration of the electron density distribution, is defined as follows:
͑3͒
Again, i F ͑r͒ can be thought of as the Fisher information density. It has been well known 33 that S S ͓͔ and I F ͓͔ are global and local measures of smoothness, respectively, providing complimentary descriptions of the smoothness and uncertainty of the electron localization and delocalization, but, in general, there is no direct, analytical relation between them. In the present work, for special systems such as atoms and molecules whose asymptotic density decays exponentially, an explicit relationship between their respective densities, s S ͑r͒ and i F ͑r͒, will be established.
Firstly, we notice that for atomic and molecular systems there exists an equivalent expression for the Fisher information because
Integration by parts of the second integral with the help of the fact that the electron density vanishes asymptotically [34] [35] [36] gives
͑5͒
We denote the Fisher information density of the second expression as i F Ј͑r͒ϵ−ٌ 2 ͑r͒ln ͑r͒ to differentiate it from the first. To the best knowledge of the present author, the equivalence of these two forms has not previously been reported in the literature. Although the two forms of the Fisher information are identical in value, the local behaviors of the respective densities are not. The difference of the two Fisher information densities can readily be witnessed by the monotonically decaying nature of the electron density of atoms, [34] [35] [36] Secondly, we introduce the following identity for a local strongly decaying quantity q͑r͒:
A proof of this identity is straightforward by using Green's theorem 37 as has been demonstrated elsewhere. 38 A special case is when r = 0, where the value of a quantity at the cusp can be accurately obtained from its Laplacian function. 38, 39 Earlier, Bader and Beddall 40 obtained the same identity for electron density of atoms and molecules, giving
Notice that when we say that a local quantity q͑r͒ is strongly decaying, we mean that it decays faster than 1 / r and its derivative is faster than 1 / r 2 . 38 Now let us set q͑r͒ϵs S ͑r͒ =−͑r͒ln ͑r͒, the Shannon entropy density, which can be readily shown to satisfy the prerequisite for Eq. ͑6͒ to hold, and then insert it into Eq. ͑6͒. With the help of Eqs. ͑3͒, ͑5͒, and ͑7͒, the results are
͑8͒
Integration of both sides of the above equation leads to
As the main results of this work, Eqs. ͑8͒ and ͑9͒ are identities. Equation ͑8͒ illustrates the intrinsic relationship of the Shannon entropy density with the electron density and the two forms of the Fisher information density. It is interesting to note that the appearance of the second and third terms in Eq. ͑8͒, where the two Fisher information densities come into play, is analogous to the classical interelectron Coulomb electrostatic potential J ͑r͒,
In comparison with Eq. ͑10͒ and because i F ͑r͒ and i F Ј͑r͒ are some kind of density, Fisher information density, we can think of the second and third terms in Eq. ͑8͒ as electrostatics-like Fisher information "potential." The identity ͓Eq. ͑9͔͒ displays the explicit linear dependence of the Shannon entropy on the total number of electrons of the system as well as the analytical dependence on the two forms of the Fisher information density.
As illustrative examples, numerical results for neutral atoms of the first two rows are shown in Table I . The densities are from numerical Hartree-Fock wave functions 41 with tight numerical integration ͑1024 nonuniform grids along the radial distance axis from 0 to 15 a.u.͒. It is seen that both forms of the Fisher information ͓Eqs. ͑3͒ and ͑5͔͒ are always positive, whereas for the Shannon entropy, we see a sign change from F to Ne. ͑If the densities are normalized to unity, there will be no such sign change.͒ Also, we notice that the values of the second and third terms of Eq. ͑9͒ are large, at least two magnitudes larger than the corresponding Fisher information, but close in value and opposite in sign. With the first term of Eq. ͑9͒ being simply N, it is the small difference between these two big numbers that gives rise to the remaining portion of the Shannon entropy. As an example, Fig. 2 shows the radial distribution of the sum of these two terms for the Ne atom. One finds that different from the distribution in Fig. 1 , it disperse over a larger range in space, indi- cating that it might be a good descriptor in qualifying and/or quantifying properties of chemical significance, such as electron localization and delocalization, atomic radii, aromaticity, ionization potential, 42 dipole polarizability, 42 etc. Equations. ͑8͒ and ͑9͒ can be applied to redo the analysis of the atoms in molecules model within the information theory framework. 19 In addition, given the connection via the Zhao-MorrisonParr procedure 43, 44 between the electron densities of real and momentum space, 45 it would be interesting to see whether or not there exist similar identities for the electron density in the momentum space.
In summary, with the identity proved earlier for any local strongly decaying quantity, 38 an analytical relationship between the densities of the Shannon entropy and the two forms of the Fisher information has been obtained and confirmed by numerical results for the first and second row atoms.
