datalmk for information exchange are increasingly being developed and deployed. The increase in the quantity of applications and associated data communications will expose problems and identify issues to resolve. NASA's Glenn Research Center is developing an aviation communications emulation testbed for studying the communications issues that will arise as datalink applications are employed within the National Airspace System (NAS).
Introduction
NASA's Glenn Research Center (GRC) has been performing Communications, Navigation and Surveillance (CNS) research under an element of the Airspace Systems Program. GRC's activities have resulted in new tools for studying CNS technologies.
A new project under the NASA Exploratory Technologies for the National Airspace System Program (NExTNAS) is planned to further enhance GRC's activities for the research and development of CNS technologies. This project is known as Advanced C N S Architectures and System Technologies (ACAST). The project has been established to enable the transfer of network-based digital information. This capability is essential to facilitate the effective functioning of the new airspace management systems being developed for the long term. Hence, a research and development effort for a future CNS in6astructure, in parallel with the airspace system management research, is needed. ACAST fills this need.
The impact that data l i i traffic loads will impose on the underlying communications in6astructure within the NAS is not well known. To better understand this impact, GRC is developing (in stages) an emulation and test facility to study data link interactions and the capacity of the NAS infiastruclure to supporl the data communications requirements of various applications. The Virtual Aircraft and Controller (VAC) Testbed provides a means of observing the operation of large-scale aeronautical data link communications using different subnetworks.
Communications Testbed Concept
GRC's capability to study the effects of communications on the NAS has been evolving. A study of the NAS's digital communications requirements for 2015 was conducted in 1998. The project was referred to as Task Order 24. The TO 24 study pointed out that a good communications model of the NAS did not exist and one should be developed.
Modeling the NAS with all its complexities was beyond the scope that NASA wanted to undertake. It was decided to look at a smaller area that could represent a worst-case traffic loading situation. The smaller area that NASA chose was the Los Angeles basin in the year 2020 with the expected aircraft and infrastructure equipages.
As an initial step in developing a communications testbed, GRC undertook an engineering study effort to develop the Global Aviation Communications Test and System Emulation Facility (GACTSEF). NASA decided that GACTSEF should incorporate every communications system that will be fielded in the NAS. Since funding was limited, it was decided to build the facility envisioned in the GACTSEF study incrementally.
The concept that resulted from the GACTSEF study has been refined into the Virtual Aircraft and Controller (VAC) Testbed shown in Figure 1 Improvements in aviation system capacity and safety will require significant advances in the sharing of data among a host of different data nodes, systems, and networks, including all aspects of the aviation system, both airborne and ground-based. Data sharing requirements over the ATN will expand greatly and continuously into the future. Civil Aviation Organization (ICAO) phraseology for current ATC voice communications.
VAC Tesfbed -ATN Components
The first and second phases of the Testbed's evolution are focused on implementing the ATN applications of CM and CPDLC. The Testbed ATN components are composed of software applications (the Applications) developed by Computer Networks & Software, Inc. that interface with routers using the Connectionless Network Protocol (CLNP), which is the ATN network layer protocol. The mutes, in turn, are connected to aircraft and ground-based data link radios.
The Applications provide a virtual aircraft / controller capability that emulates pilotlcontroller data link exchanges from as many as 160 aircraft using script-driven events. The Applications generate CM and CPDLC messages that are ATN compliant, the protocol standard that has been implemented by the FAA in the CPDLC Build I system. The CPDLC message set includes all the messages in Aeronautical Data Link Service (ADLS) Baseline I, which is the set of messages that was to be implemented in the FAA's CPDLC Build IA program.
The Testbed also includes workstations with aircraft and controller graphical user interfaces at which pseudo pilots and controllers can generate and respond to CM and CPDLC messages. The ATN components of the Testbed's architecture are shown in Figure 2 .
The VAC Testbed software provides script-driven (referred to as autonomous) and human-interactive message emulation. End-to-end emulation is provided through script-driven, departure-througharrival scenarios that support a full range of communications test activities. It is complimented by a human-interactive capability where users can enter messages using controller and aircraft displays.
The System Manager application provides configuration control, scenario and script selection, experiment management, and data reduction and analysis capabilities. 
Autonomous Controller
The autonomous controller provides the System's A i Traffic Management portion of the test and experiment capability. It initiates and responds to scripted air-ground CPDLC events as the System's Air Traffic Controller. The controller workstation receives its configuration from the System Manager. The configuration data includes a script for each aircraft that will communicate with the controller, The controller application builds and transmits CM and CPDLC messages to each aimrnft at the scripted time. It also responds to CM and CPDLC messages received from aircraft. Transmitted and received CM and CPDLC messages are encoded/decoded, time-stamped, and stored locally for later reduction.
Human-Znteractive Aircraft
The buman-interactive aircraft application is resident on one of the workstations and provides a graphical user interface that emulates a generic 
Human-Interactive Controller
The human-interactive controller application provides a graphical user interface that emulates a generic ATC workstation display for both the CM and CPDLC applications (Figure 4) . As its name suggests, the controller display facilitates "human in the loop" testing. The application builds and transmits CM and CPDLC messages in response to user inputs via the controller display. Each message is stored locally with an appropriate time-stamp. Received CM and CPDLC messages are decoded and displayed as well as time-stamped and stored locally. If a received message requires a response, the user is presented with appropriate responses from which to choose.
System Manager
The System Manager provides the means to develop a library of scripts and experiments. The user develops a script by entering the time and CPDLC declarative and request messages that are to originate from the aircraft and controller. The user prepares an experiment configuration by assigning aircraft and controllers to workstations plus assigning scripts and starting times to aircraft Each aircraft and controller is assigned an unique address that conforms to the ATN standards.
When the user starts an experiment, the System Manager distributes the aircraft and controller configurations to the assigned workstations. The System Manager displays the progress of each aircraft in the execution of its assigned script. Performance statistics are collected by the aircraft and controller applications during the experiment and transmitted for display at the System Manager. The Testbed can provide an insight into the number of data link equipped aircraft that can operate safely on a single frequency. The FAA's transfer delay requirements for CPDLC are shown in Table 1 ; while the mean delay budget for the CPDLC Build IA system is shown in Figure 5 . 3 The mean delay requirement in the en route domain is 10 seconds, while the budget used in developing the CPDLC IA system is 8.6 seconds (mean). The budget component allocated to air-ground communications is three (3) seconds.
GRC can perform experiments using the Testbed to estimate the number of aircraft that can operate on a single frequency while satisfying the delay requirements. The Testbed can generate the data link messages associated with up to 160 separate aircraft flying realistic flight profiles. The user via a scripting mechanism defmes the flight profiles. The results of the experiments can be compared to the FAA's delay requirements. Surveillance -Broadcast (ADS-B) to the Testbed provides the capability to study a new surveillance technique that is being implemented in the NAS. Aircraft data available to the ATC system comes from ground-based surveillance radars and ADS-B reports. The data from multiple reports is correlated and the best surveillance data available is broadcast to all aircraft in the area. quantity of equipment on an aircraft, TIS-B
As an approach to control costs and reduce the ll.A.1-7 messages are transmitted on the same frequency as ADS-B. In addition, the avionics that receives ADS-B messages should be able to process TIS-B messages.
Each TIS-B message is a report about a single aircraft. The message is referred to as a Target Report. A message will include the target's identification, location, and speed. The report will also include an indication as to the accuracy of the location data. The VAC Testhed implements the Target Report format defmed in the RTCA TIS-B Minimum Aviation System Performance Standards (MASPS), DO-286.
ADS-B & TIS-B Communications
Architecture B implementation is shown in Figure 7 . the interactions between voice and data circuits. This will assist in the proper placement of transmitters and channel selection for the aviation radio frequency environment.
This system supports different waveforms, This enhancement will also be able to model 
Summary
GRC's VAC Testbed provides the capability to study the impact of data link traffic loads from various applications on the NAS communications infrastructure. The Testbed is evolving and provides a means of generating and observing the performance of large-scale aeronautical data link communications using different subnetworks.
emulation is provided through script-driven, departure-through-arrival scenarios that can support a full range of communications test activities. The capability to use up to 160 aircraft in an experiment coupled with the Testbed's performance measurements provides the means to assess the number of aircraft that a subnetwork can support while meeting the FAA's performance goals. The addition of VDL Mode 2 subnetwork communications systems adds another dimension of realism to the analysis toolset.
The implementation of an ADS-B and TIS-B message emulation capability supports studies on new surveillance applications that have recently been added to the NAS. the Testbed will be able to emulate any communication system that may be deployed. The performance will be quantified and deficiencies will be identified so that they may he mitigated upon deployment.
End-to-end ATN message (CM and CPDLC)
With the addition of the capabilities of the JCS
