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The boundary value problem 
au as 
- = u(I - I, - vu) + ~) at’ ax'n 
av Py 
-= -buo-t---- 
at’ ad2 ' 
where u-m, t’) = v(v3, t’) = 0 and v(- ~3, t’) = u(c0, t’) = 1 for each 
t’ > 0 has been proposed by Murray as a model for the Belousov-Zhabotinskii 
chemical reaction. Here u and v are proportional to the concentrations of 
bronlous acid and bromide ion, respectively. We prove that there is a range of 
values for b and + over which the boundary value problem has traveling wave 
front solutions. 
The Belousov-Zhabotinskii chemical reaction, discovered in 1959 by Belousov 
[I], is one of the most interesting and best understood chemical oscillators. 
The reaction consists of the cerium ion catalyzed oxidation by bromate ion of 
easily brominated organic materials. In a well-stirred medium oscillations occur 
in the ratio of the oxidized and reduced forms of the metal ion catalyst. The 
concentrations of several other species also oscillate. A redox indicator is used 
to make the oscillations visible as sharp color changes. 
In 1970 Zaikin and Zhabotinskii [9] discovered that traveling waves of chemical 
activity may form and propagate through the mdeium when the reagent is 
spread in a thin layer on a flat surface such as a petri dish. Winfree [7, 81 has 
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shown that two-dimensional spiral waves and three-dimensional scroll waves 
may also be produced when the layer of reagent is deeper than the width of 
the wave. 
In 1972 Field, et al. [3] proposed a complex system of 10 chemical reactions 
with 7 intermediates as a model for the pheonmena described above. From this 
system Field and Noyes [4] abstracted a simpler model which appears to retain 
the important features of the complete system. Their simplification is given by 
A+X+Y+P, (1) 
X$Y+P, (2) 
B+X-+2X+Z, (3) 
2x-0, (4) 
Z+fY. (5) 
A and B are reactants and P and Q are products. X, Y, Z represent the con- 
centrations of the intermediates HBrO, (bromous acid), Br- (bromide ion) 
and Ce(IV) (cerium IV), respectively. In the model the concentrations of 
reactants and products are held constant which makes the system effectively 
open. The differential equations describing the dynamics of the model are 
obtained by applying the law of mass action to reactions (l)-(5), 
dX - = k,AY - k,XY + k,BX - 2k,X2, 
dt 
dY 
dt= 
-k,A Y - k,XY + f k,Z, 
c=kBX-kZ 
dt 3 5 * 
(7) 
(8) 
The ki’s denote the forward rate constants for reactions (l)-(5). The numerical 
values of k, through k, , as well as A and B, were assigned by analogy to the 
full model. Their values are: h1 = I .34 moles/liter set, K, = 1.6 x lo9 moles/ 
liter set, k, = 8 x IO3 moles/liter set, k, = 4 x 107 moles/liter set, and 
A = B = 0.06 moles/liter. The stoichiometric factor f, and the rate constant 
k, are expendable parameters which are free to be varied. 
A SPATIAL MODEL 
Field and Noyes [4] note that in the leading edge of a wave front of chemical 
activity the concentration of Ce(IV) is zero. Thus, setting Z = 0 in Eq. (8) 
they propose the following model for the propagations of travelling waves: 
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ax 
-=k,AY-kzXY+ksAX-2k,Xa+D$-, at 
ay 
al= -klAY-kzXY+Dg. 
(9) 
D denotes the diffusion constant and x is a one-dimensional spatial coordinate. 
Note that in the first of (9) we have replaced B with A since they both have the 
same numerical values. 
Murray [6j nondimensionalized (9) by writing 
2k,X 
u=k,A, 
k,Y 
v=&P 
x’ = (k3A/D)%, t’ = k,At, 
(10) 
where Y is an artificial parameter introduced into the problem to reflect the fact 
that the bromide concentration far ahead of the wave front can be varied. 
From (10) it follows that Eqs. (9) become 
au a2u 
- = Lrv + U(1 - u - TV) + ax’2 , at’ 
&J aza -=Mv-buo+~. at< 
(11) 
Since L q 8.4 x lO-‘j, M w 2.1 x lOma, and u and TI are O(1) then as a first 
approximation to Eqs. (11) Murray neglects Lrv and Mv and investigates the 
system 
au lJ2U 
-==(l -u---v)+;u’Z, at! 
av “2 1 
- = -buv + 
at’ g* 
(12) 
Since Eqs. (12) have been nondimensionalized, Murray investigates the 
properties of solutions which satisfy the boundary conditions 
u(-co, t’) = TJ(cq t’) = 0, 
u(cq t’) = u(-co, t’) = 1 
(13) 
for each fixed t’ > 0. He finds appropriate initial conditions for which the 
problem (12)-( 13) has a unique solution. He also shows that if a traveling wave 
solution exists then its speed, c = C(Y, b), satisfies 
((r” + 2b/3)“2 - r)(2(r + b))-‘,‘” ,( c < 2. 
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However, he does not prove that a traveling wave solution actually exists. 
In this paper we investigate the existence of traveling wave solutions of the 
problem (12)-(13). 
STATEMENT OF MAIN RESULTS 
We investigate. the existence of traveling wave solutions of the system (12)- 
(13). Let z = x’ + ct’ and assume that 11(x’, t’) =f(.z), V(X), t’) = g(z). 
With these assumptions the boundary value problem (12)-( 13) becomes 
and 
f- cf+f(l -f- Yg) = 0, 
g - cg - bfg = 0, 
(14) 
f(-a) =g(+co) = 0, f(Sa3) =g(-co) = 1. (15) 
Here . = d/dz. For convenience we set T = -,a which transforms (14)-(15) 
into 
and 
f” + 6-f’ +-.f(l -f - rg) = 0, 
g” + cg’ - bfg = 0, 
f(t-a) =g(--co) = 0, f(-m) =g(+m) = 1, 
where ’ = djdr. 
THEOREM. For each b E (0, I) there are values c* E (0, 21 and Y * 
that the equation 
f” + c*f’ +f(l -f- r*g) = 0, 
g” + c*g’ - bfg = 0 
has a solution satisfying the boundary conditions 
f(-m)=g(+CO)=L 
g(-co) =f(+co) = 0. 
Proof. Setting f’ = m and g’ = n, we rewrite Eq. (16) as 
.f’ = m, 
m’ = -cm -f(l -f-rg), 
g’ = n, 
n’ = -cn + bfg. 
> 0 such 
(16) 
(17) 
(18) 
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Throughout the remainder of the proof a solution of Eq. (I 8) will be denoted 
by 44 = (f(4 44, gb),+)). 
The equilibrium solutions of Eq. (18) are given by A1 = (I, 0, 0, 0), and 
A, = (O,O,p,O) for eachpE(-a, ice). 
The Jacobian matrix of Eq. (I 8) evaluated at A1 is given by 
0 1 0 0’ 
A= 
1-c r 0 
0 0 b-c 
A calculation shows that the characteristic equation associated with the matrix A 
is given by 
,V+2cA3+(c2-b- l)hZ-c(bI I)x+b =O. (19) 
Solving Eq. (19) for h, we obtain 
4 = (4 + (c” + 4)li2)/2, x2 = (-C + (c" + #J)'/")/& 
h, = (-c - (c” + 4)‘12)/2, A4 = (-c - (c” $ 46)l12)/2. 
Thus there is a two-dimensional stable manifold of solutions of Eq. (18) which 
tend to A, as 7 - +oo, and a two-dimensional unstable manifold of solutions 
which approach A1 as 7 - - 00. 
Let 4 # 0 and tiz -# 0 be eigenvectors associated with the positive eigenvalues 
X, and A2 , respectively. Since 0 < b < 1 then Xl > X, and there is a unique 
trajectory of nonconstant solutions which approach A1 as 7 + - 00 tangent 
to Us (or -@r), while all other nonconstant solutions which tend to A1 at --03 
do so tangent to e2 (or -e2). From the equation AC = h@ (i = 1, 2) it follows 
that the two-dimensional unstable manifold of solutions leading from the steady- 
state solution A1 has a component U which points into the region 0 < f < 1, 
f’ < 0, g > 0, g’ > 0. 
The proof of our theorem relies on a shooting method which requires that 
we first prove several auxiliary lemmas. In addition we need the following 
THEOREM A (Coddington and Levinson [2, p. 105, No. 321). Let L,x = 
x(n) i- (al + rl(t) x(+1) + ... + (a, + m(t)) x = 0, where the uk me constants and 
s 
co 
~ rk(s)i ds < co (k = 1, 2 )..., n). 
1 
Let the roots of h” + ulX’“-l $- ... + a, = 0 be distinct and let hj be a root. 
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Then L,x = 0 has a solution Qj such that 
h(@)(t) - Xj”eAj”) eeAjt = 0 (k = 0, l,..., n - 1) 
forj = 1, 2 ,..., n. 
LEMMAS. Letr(O)glJsuch thatO<f<l,f’<O,g>O,andg’>O 
VT E (- co, 01. For T > 0 as long as f > 0 theng > 0 andg’ > 0. 
Proof. If there exists r1 E (0, 03) such that f > 0 and g’(r) > 0 VT E (0, TJ 
with g’(rJ = 0 then 
.&qTl) < 0. (20) 
If f (TJ > 0 then from Eq. (16) we obtain g”(Tl) = bf (71) g(5-J > 0, contra- 
dicting (20). Suppose that f(T1) = 0. Then f ‘(71) < 0. Since (f, f ‘) E (0, 0) 
solves the first of (16) then uniqueness of solutions implies that f ‘(TJ < 0. 
Therefore from the second of (16) we conclude that g”(Tl) < 0, contradicting 
the definition of pi . This completes the proof of Lemma 1. 
LEMMA 2. (a) Let ~(0) E LJ. If there are values c 3 0, Y > 0, and b E (0, I) 
suchthat <f < 1 andf’ <OVTE(-CO, oo)then 
&y(f,f’) = (0, 0). 
(b) Let c 3 0, b E (0, 1) as in part (a). Then there is a value r* > 0 and 
a solution of Eq. (16) such that 
and 
$(fY f’, g, 8’) = (0, 0, 13 0) 
!jEx(f,f’, g, g’) = (I,@ 0, 0). 
Proof. From Lemma 1 it follows that g > 0 and g’ > 0 for all T > 0. 
Thus either lim,,, g(T) = + co or 0 < lim,,,g(T) < co. We consider each 
of these possibilities below. 
Case (i) lim7++m g(T) = + co. Let s = f’/f. Then S(T) < 0 for all 7 > 0 
and S(T) satisfies the equation 
s’ = -2 - cs + f + rg - 1. (21) 
Suppose that ii?&,, S(T) = 0 and that h,,, S(T) < 0. Then there is a sequence 
iTJ?LEN such that lim,,, 7, = f co, lim,,, S( Tn) = 0 and such that ~‘(7~) = 0 
for each b E kJ. However, from (21), the definition of {Tn}nsN , and the assump- 
tion that lim,,,g(~) = ~CC it follows that ~‘(7~) > 0 for sufficiently large n, 
a contradiction. Next, suppose that &,,, S(T) = b,,, S(T) = lim,,, s(7) z 0. 
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Then, since lim,,, g(T) = +co, we may choose e > 0 sufficiently large such 
that S’(T) > 1 for all T > +. Thus there is a value pi > i for which ~(7~) = 0, 
a contradiction since S(T) < 0 for all 7 > 0. Therefore we must assume that 
EL S(T) < 0. Thus there are values 01 < 0, T,, E R such thatf’/f < 01/2 < 0 
for all 7 > 70 . From this it follows that 
0 < fcT) < f(Q) exP (; (7 - To)) (22) 
for all 7 > TV . Thereforef(~) - 0 as 7 + co. In addition, since lim,,, g(T) = 
+co then, for sufficiently large 7, Eq. (16) implies that f”(T) > 0 and we can 
easily show that lim7+ f’(T) = 0. 
Now consider the equation for g, namely 
g” + Cg’ - bf(T) g = 0. (23) 
From (23), and Theorem A it follows that g(T) is bounded for 0 < T < 00, 
contradicting the assumption that lim,,, g(T) = + co. 
Case (ii). lim,,, g(T) = rE(O, 00). Let a = lim,+mf(T). Suppose that 
0 < a < 1. Then there is a value Q > 0 such that g” + cg’ > bay/2 for all 
T 3 7. From this it follows that lim,,,g(T) = fco, a contradiction. Thus we 
conclude that lim r+m(f, g, g’) = (0, y, 0) for some y > 0. It remains to be 
proved that lirn7+= f’(7) = 0. Assume, therefore, that E,,,~‘(T) = /3 < 0. 
Then f’ < /3/2 < 0 for all large T, and lim,,,f(T) = -co, a contradiction. 
7 
Thus lrm .+mf’(T) = 0. If limr+z f’ = fi < 0 then there is an unbounded 
sequence CTA,N of relative minima for f’ such that f ‘(Tn) < p/2 and 
f”(Tn) = 0 
for all 1~ E N. Since limr+J f, g) = (0, y) then limr-tmf( 1 -f - rg) = 0 and 
therefore f “(Tn) > -1$/2 + cfl/8 = -3cfl/8 > 0 for all large n, contra- 
dicting (24). We conclude that limT+2f’(T) = 0 and our solution satisfies 
lim,,,( f, f’, g, g’) = (0, 0, y, 0). To complete part (b) we let r^ = yr and set 
g =g/y. Then(f,f’,g,g’) satisfies Eq. (16), (f,f',g,j')EUV~e(-a,O], 
and lim ,+c(f,f’, J, i?) = (I,& 0, 0). 
LEMMA 3. Let c E [0, 21, r > 0, b E (0, 1). There is a solution T(T) with 
~(O)E~~~chthutg-Ot1T~(-~,~),O<f<~,~ndf’<O~TE(--CO,O), 
and furthermore 
(a) if 0 < c < 2 then there is a value To > 0 for which 0 < f < 1 and 
f’ < 0 VTE(-CO, To), f(T,,) = 0 andf’(T,,) < 0; 
(b) ifc==2 then O<f<l and f’<o vTE(--00,X)), and 
limr-4f,f) = (0, 0). 
505/36/1-7 
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Proof. First note that g(r) = 0 solves the second of (16), and the first of 
Eq. (16) becomes 
f” + cf’ -tf(l -f) = 0. (25) 
Equation (25) is known as Fisher’s equation. Since the results stated in parts 
(a) and (b) are well known for Fisher’s equation, we omit their proofs and refer 
the reader, for example, to Murray [6] for further details. 
LEMMA 4. Let c 3 0, b E (0, I), r > 0. Assume that there are points 7r1 , rr, E U 
satisfying the following: 
(a) the solution ~~(7) with ~~(0) = z-l is such that there is a value -rl > 0 
for which 0 < f < 1, f’ < 0 for all T E (-CO, TJ and 0 < f (7J < 1, f ‘(Tl) = 0, 
f”(T1) > 0. 
(b) the soktion ~~(7) with ~~(0) = rr2 is such that there is a value r2 > 0 
for which 0 < f < 1, f’ < 0 for all T E (- co, T2) and f (T2) = 0, f ‘(T2) < 0. 
Then there is a point n3 E U such that the solution TV for which n3(0) = z-r3 
SatiSjieS 0 <f < 1, f’ < 0 vTE(-a, a). 
Proof. Let T, (i = 1, 2) denote the trajectory of the solution ~~(7) (i = 1, 2). 
Following T sufficiently backward from 0 if necessary, we conclude from the 
local connectedness of the unstable manifold and the definition of U that there 
is an arc I”c U, joining Tl to T, , with the following properties: 
(9 rc((f,f’,g,g’) IO <f < l,f’ < (3, 
(ii) I intersects T, (i = 1, 2) exactly once, 
(iii) ifa(O)ETthenO<f<l,f’<Oforall~E(-m,O]. 
Since Eq. (16) is autonomous we may assume (choose vi E Ti (i = 1, 2) 
sufficiently close to (1, 0, 0, 0) if necessary) that I’ joins or to na . Define the 
sets 
and 
A = (73 E r 1 if ~(0) = & then there is a value -i > 0 with 
O<f<l, f’ < 0, VT E (0, +), 
and 0 <f(f) < 1, f’(t) = O} 
B = (;i E I’ 1 if T(O) = ~7 then there is a value ? > 0 with 
O<f<l, f’ < 0, VT E (0, ?), 
f(F) = 0, f’(F) < O}. 
We show that A are B are open. For this we need the following 
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LEMMA 5. Let BE U such that 0 <f < 1, f’ < 0 VTE(-co,O]. If 
there is a jirst T,, > 0 such that f ‘(T,,) = 0 and 0 < f (T,,) < 1, then f “(T,,) > 0. 
Proof. From the definition of 70 it follows that f”(T,,) > 0. Suppose that 
,f”(7,J = 0. From Lemma 1 we conclude that g’(rJ > 0 or else g = 0 and 
f ‘(T,,) = f(T,,)(l - f(T,)) > 0, a contradiction. Ifg’(T,,) > 0 then from Eq. (16) 
we obtain f #‘(TO) = Yf (TO) g’(T,,) > 0, contradicting the definition of 7” . There- 
for f “(To) > 0 and the lemma is complete. 
Completion of Lemma 4. It follows from Lemma 5 and continuity of solutions 
with respect to initial values that A is open. Similarly B is open. The definitions 
of A and B imply that A n B = @. Also, the definition of r, and continuity 
of solutions with respect to initial conditions, show that A # D and B # a. 
Since I’ is connected and the sets D and B are open, disjoint, and nonempty 
then there exists 7~~ E r such that nag A u B. Let n(T) satisfy ~(0) = ~a Then 
0 <f < 1 and f’<O ATE(-~~0). If (f,f’) leaves the set 0 <f < 1, 
f’ < 0 across f = 0, f’ < 0, or f’ = 0, f > 0 then from arguments similar to 
those given above it easily follows that ~a E A u B, a contradiction. The unique- 
ness of the solution (f, f ‘) = (0, 0) e rminates the possibility that (f, f ‘) passes 1’ 
through (0, 0) at finite 7. Therefore we conclude that 0 < f < 1 and f’ < 0 
VT E (-a, a). 
LEMMA6. Letc=2,bE(O,1),~>O,and~(O)E~SuChthatO<f<~ 
andf’ < OVTE(-w,O]. Theneither 
(a) 0 cf < 1 alzdf’ < OVTE(--ok, co), or 
(b) there exists To > 0 such that 0 <f < 1 and f’ < 0 VTE (-CO, TO), 
and 0 <f (T,,) < 1, f ‘(TO) = 0, f “(To) > 0. 
Proof. Consider the function h = f’ j-f. The line f’ = -flies below the 
f axis for all f > 0. Since U points into the region 0 < f < 1, f’ < 0, from the 
point (1,O) then we may assume that h(0) > 0. If f = 0 before f’ = 0 then 
there is a first Tl > 0 for which h(T,) = 0, f (71) E [0, l), and 
h’(T,) < 0. 
From Eq. (16) and Lemma 1 it follows that if f (71) > 0 then h’( Tl) = ( f (71))’ $ 
rf(Tl) g(Tl) > 0, contradicting (26). If f (71) = 0 then f ‘(71) = 0 and the unique- 
ness of the solution (f, f ‘) = (0,O) . IS violated. Therefore either 0 < f < 1 and 
f’ < 0 VT E (-co, co) or else there is a first T2 > 0 for which f ‘(TJ = 0, 
f (T2) E (0, I), and 
f”(Tz) > 0. (27) 
Lemma 5 eliminates the possibility that f “(T2) = 0. 
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We now complete the proof of our theorem. Let r > 0 and b E (0, 1) be 
fixed and let n(0) E U such that 0 < f < I andf’ < 0 VT E (-co, 01. Suppose 
that Lemma 6(a) holds VT(O) E U. This and Lemma 2 show that there exists 
+O)~L:andavaluer*>O such thatO<f<l,f’<O,g>O,g’>O 
VT E (-cc, co) and lim,,,( f,f’, g, g’) = (0, 0, l,O). If Lemma 6(b) holds, 
then from continuity of the unstable manifold with respect to c (see, for example, 
Harman [5, Theorem 3.11) it follows that if 2 - c > 0 is sufficiently small then 
there exists n1 E U such that if ~(0) = n1 then 0 < f < 1, f’ < 0, g > 0, 
and g’ > 0 VT E (-co, 0] and there is a first 7i > 0 such that f’(~i) = 0, 
f”(?i) > 0, .f(?,) E (0, l), g(?i) > 0, g’(?i) > 0. The theorem now follows 
from Lemma 3, continuity of solutions with respect to initial values on the 
unstable manifold, Lemmas 4 and 2. 
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