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INTRODUCTION 
The proposed product is an effect created by the hybridization of sounds through mixing and 
changing their magnitudes, phases, and formants.  Various combinations of these, along with 
a various number of sound inputs can be used to create new sounds, or to slightly change a 
sound to better suit its desired purpose. 
 This effect is primarily to be used for the creation of sound effects for film and 
television or video games, though it could also be used in musical applications.  This hybrid 
sound effect can be useful as sound effects often are a display of hyper-reality and unrealistic 
when heard separately in order for them to emphasise the visual and emotional aspects of the 
format [1].  Therefore, these sounds can be created with the aid of this effect as it combines 
different audio inputs in different ways.  The audio inputs can be library effects or recorded 
sounds used to create new, futuristic sounds for objects that don’t exist or to enhance the 
sounds available to them depending on the application. 
 
 
EFFECT OVERVIEW 
The effect can be split into three separate components, each producing a hybrid sound output: 
magnitude and phase hybridization, cepstrum cross synthesis, and final sound output.  The 
magnitude and phase hybridization consists of various options to combine the magnitude, 
phase, or both of up to three audio inputs.  The cepstrum cross synthesis hybridization 
combines the formants of two audio inputs in various ways, and the final output is the 
convolution of the magnitude and phase hybridization with the cepstrum cross synthesis if 
desired. 
 A limiting factor with the magnitude and phase hybridization is that it requires at least 
two audio inputs to function; however there are options to only use the phase or magnitude of 
one of the inputs.  This in turn means redundant computations could be made, for example 
when the magnitudes of two or more sounds are mixed though only the phase of one of the 
sounds it used, all computations still have to be made in anticipation of which magnitudes 
and which phases the user decides to multiply. 
Other changeable parameters available are the window type, window length, hop size, 
and the cut frequency which is used in the computation of the cepstrum.  The cut frequency is 
the upper limit of the spectral envelope with a low cut frequency yielding a smoothed out 
spectrum and a high cut frequency yielding a spectrum that includes some of the harmonics 
of the sound [2].  
 
 
SYSTEM DETAILS 
Detailed explanation of the Matlab code is found line by line in the functions and scripts. 
 
Magnitude and Phase Hybridization Script and Function 
The magnitude and phase hybridization effect begins with the initial function, followed by 
the script in which all of the input variables and combination options for the magnitude and 
phase are selected. 
 First, the function puts the imported audio into vectors for Matlab to be able to 
process.  Then the signals are multiplied by the selected window in the while loop equal to 
the vector called ‘grain’.  These ‘grains’ are windowed buffers of the sound where the fast 
Fourier transform (FFT) is computed before the magnitude and phase extracted.  The FFT is a 
type of discrete Fourier transform (DFT) which is calculated with length N being a power of 
2, increasing the computational speed [3]. 
 The DFT is calculated by 
                   
   
   
 
Where x(n) = input signal 
 k is an integer 
 N=number of samples in the signal 
 After the FFT is calculated for each signal, the magnitude and phase are extracted to be 
multiplied however necessary, as can be seen in figure 1 which shows the process from input 
to multiplication of the magnitudes and phases.  The process of multiplying in the frequency 
domain is called FFT convolution and is equivalent to convolution in the time domain [4]. 
 
 
Figure 1. Block diagram of the process undertaken by each input signal to the FFT 
convolution stage.  After this, the process is IFFT (reverse to the time domain), windows are 
overlapped and added for synthesis, and then the output signal calculated. 
 
 After the magnitude and phase of the selected signals have been convolved into one 
signal, the inverse fast Fourier transform (IFFT) is performed taking the signal back into the 
time domain.  This is then put into another buffer for the output with the ‘grain’ added and 
multiplied by the window for synthesis, all still in the while loop.  Once the whole signal has 
been computed and combined, the loop ends and the resulting output is normalised. 
 
Cepstrum Cross Synthesis Script and Function 
The cepstrum cross synthesis effect is calculated in the function while the parameters and 
options of combining the spectral envelopes are input in the script. 
 Similarly to the magnitude and phase hybridization effect, the imported audio is first 
put into vectors for Matlab to be able to process.  Again, the signals are multiplied by the 
selected window in the while loop equal to the vector called ‘grain’ which is a windowed 
buffer of the signal.  After this, the cepstrum is computed; the process for which is shown in 
figure 2.  The cepstrum is defined as the IFFT of the log magnitude of the Fourier transform 
[5].  The FFT is computed the same in the previous equation, the logarithm of the magnitude 
is calculated by 
             
Then the IFFT is calculated by 
     
 
 
              
   
   
 
 The result of the IFFT being the cepstrum.  The spectral envelope is then found by 
computing the FFT of the cepstrum.  Once the spectral envelope is calculated, the two sounds 
can either have both spectral envelopes (formants) added or the excitation sound (first sound) 
can have its formants removed then the formants of the second sound applied.  This process 
of removing the formants filter before imposing other formants on the sound is called 
‘whitening’ the sound [6]. 
 
Figure 2. The process undertaken to obtain the spectral envelope of the input signal via the 
cepstrum.  The IFFT of the log of the magnitude is the cepstrum for the signal, and the real 
FFT of the cepstrum yields the spectral envelope (which is the formants). 
 
 After the selected formants have been imposed on the sound, again like the magnitude 
and phase hybridization effect, the inverse fast Fourier transform (IFFT) is performed taking 
the signal back into the time domain.  This is put into the ‘grain’ buffer for the output and 
multiplied by the window for synthesis.  Once this loop ends, indicating that the entire signal 
has finished calculating, the resulting output sound is normalised. 
 
Final Sound Output Script 
The final sound output script provides the option to combine the output of the magnitude and 
phase hybridization effect and the cepstrum cross synthesis effect through convolution.  The 
resulting output is then normalised. 
Below, figure 3, 4, and 5 show the outputs of the magnitude and phase hybridization effect, 
cepstrum cross synthesis, and final sound output respectively using three audio inputs. 
 
Figure 3. Output of magnitude and phase hybridization effect where the magnitudes of sounds 
2 and 3 are multiplied together and the phases of sounds 1 and 3 are multiplied together. 
 
 
Figure 4. Output of cepstrum cross synthesis effect with ‘whitening’ where the formants of the 
first sound are removed before the formants of the second sound are imposed on it. 
 
 
Figure 5. Output of final sound output where the magnitude and phase hybridization effect 
and cepstrum cross synthesis effect have been convolved with each other. 
 
 
CONCLUSION 
The sound hybridization of the combination of magnitude and phase hybridization, cepstrum 
cross synthesis, and convolved output of the two can lead to some interesting effects useful 
for use in film, video games, or musical applications.  Further developments can include 
greater sound combination variability or more audio inputs. 
 
 
REFERENCES 
[1] T. Holman, Sound for film and television. 2
nd
 ed, Focal Press, US, 2002. 
[2] D. Arfib, F. Keiler, and U. Zolzer, “Time-frequency Processing” in U. Zölzer (Ed.), 
DAFX: Digital Audio Effects. pp.237-297, John Wiley & Sons Ltd, West Sussex, 
2002. 
[3] J.G. Proakis and D.G. Manolakis, Digital signal processing: principles, algorithms, 
and applications. 3
rd
 ed, Prentice-Hall, New Jersey, 1996. 
[4] S.W. Smith, The scientist and engineer’s guide to digital signal processing. California 
Technical Pub, US, 1997. 
[5] A.V. Oppenheim and R.W. Schafer, “From frequency to quefrency: a history of the 
cepstrum,” IEEE Signal Processing Magazine, pp. 95-106, Sep. 2004. 
[6]  D. Arfib, F. Keiler, and U. Zolzer, “Source-Filter Processing” in U. Zölzer (Ed.), 
DAFX: Digital Audio Effects. pp.299-372, John Wiley & Sons Ltd, West Sussex, 
2002. 
 
