I. INTRODUCTION
This paper studies different aspects of the use of differential coding in as a mean for transmitting sensing signals in feedback controlled linear systems interconnected through some transmission network. The problem is of interest in the area of Networked Controlled Systems (NCS), where we find several applications calling for data-compression algorithms aiming at reducing the amount of information that may be transmitted throughout the communication channel, and therefore permitting a better resource allocation and/or an improvement of the permissible closed-loop system bandwidth (data-rate).
In particular, we study the closed-loop properties resulting from the Delta modulation (Δ-M ) algorithm, which is the simplest form of the differential coding, in which a twolevel (1-bit) quantizer is used in conjunction with a firstorder predictor. As such, the Δ-M algorithm can be seen as special case of the family of signal quantizers. Although quantization may not be the largest factor contributing to data compression, and hence to high data rates, optimization of the quantization levels is mandatory in large-scale systems, and may be of great interest while designing low cost transmitter/receiver components [3] .
Quantized feedback design, is a current topic of interest in the NCS field, see for instance [2] , [6] , [4] , [8] , [3] , [5] .
The Δ-M algorithm is a two-level dynamic quantizer, which can be seen as the coarsest dynamic quantizer, although this does not necessarily mean that the Δ-M encoder yields the minimum data-rate stabilizing control strategy. The dynamic property of the Delta modulation, and its variants 1 have been designed mainly from the signal transmission perspective, but no much as part of a feedback system, and as a consequence not much is known about the ability of this algorithm in the NCS context. This paper is devoted to this problem framed as shown in Figure 1 . First we present several results concerning the continuoustime formulation, which is relevant because it captures the limiting case of the discrete-time formulation, and provides a better understanding of the maximal stability properties that can be attained. Then, we study the discrete-time case, which permits a more clear assessment of the data rate constraints. It is shown that the system states converge to a ball enclosing the origin, and that the result is semi-global. The size of the attraction region, i.e. the system precision, depends on the coding gain linearly, and are also functions of the location of the unstable discrete-time open-loop poles. These results also show that the stability properties improve as the sampling time is reduced, or equivalently as the data rate is increased.
A. Assumptions
The hypothesis used in the results all along the paper, are the following:
• The transmitted information is binary δ k ∈ {−1, 1}
• Only encoder-to-decoder information transmission is allowed (feedback between decoder to encoder is forbidden), • Reliable noiseless channel transmission is considered (no data lost, or information distortion is assumed), • Transmission delays are neglected,
• Data is sent at a bounded rate (we select the sampling frequency in order to transmit only one δ k at a time).
B. Definitions and notation
T . ||A|| is the induced Euclidian norm of A.
II. CONTINUOUS-TIME FORMULATION
We consider linear systems, with a linear feedback of the following form:ẋ
where x(t) ∈ R n , A ∈ R n×n , B ∈ R n×1 are controllable matrices, u(t) is the input of dimension one, δ(t) ∈ R n is the encoded signal, with only two-valued elements δ i (t) ∈ {−1, 1}.x(t) ∈ R n is the estimated value of x as obtained from the process of differential coding described next. We consider here that the linear feedback gain K is designed such that the matrix A c = A − BK, is strictly stable. To simplify matters, we first consider a fully continuous-time formulation. The more realistic discrete-time case, including data-rate constraints, will be studied in latter sections.
This control setup is shown Figure 1 , which describes a closed-loop system under one-way communication channel. The controller is assumed to be located at the plant side, whereas the sensor is remotely located. Information is transmitted through some data communication network. In order to focus the study on the impact of the differential coding, we only consider lossless transmission channels with neglected delay. Aspects related to the transmission delay have been studied elsewhere, see for instance [10] , and [9] .
A. Differential coding
Delta modulation (Δ-M ) shown in Figure 2 is the simplest form of differential coding (see [7] ), in which a two-level (1-bit) quantizer is used in conjunction with a first-order predictor. The continuous-time version of the Δ-M coding algorithm is, with δ(t) = sgn(x(t) −x(t)),
The first equation (2a) describes the encoder dynamic equation, whereas the second one (2b) describes the decoder. Δ(t) is the step size, which in general is chosen to be constant, but time-varying gains can also be considered. A mandatory choice is that the gain Δ(t) must be the strictly the same in both sides of the coding process, in order to the decoder to work properly. To simplify notation, in this section we drop the timearguments in all the variables when its explicit mention is not needed. 
B. Closed-loop stability properties of the standard Δ-M coding algorithm
Consider the problem of finding a suitable value for Δ so as to stabilize system (1), under the coding law (2) . It is easy to see that the error equations read as:
withx = x −x. Which means that Δ should be chosen large enough to locally dominate the rate of change of the system state,ẋ. Clearly, this can be done only under relative "high-values" for Δ, as is demonstrated in the following result.
Consider system (1) wherex ∈ R n is the state estimate computed according to the Δ-M scheme shown in (2) . Letx = x −x, and assume that Δ ∈ R n×n is constant, and has the following form:
T , then for any possible value of initial conditions ζ(0), there exists a corresponding scalar constant value for Δ 0 given by
The constant c > max(c 5 , c 5 c 6 ) > 0, and the c i given by the following relations:
λminP +1 . λ max P , λ min P , and q = λ min Q, are respectively, the maximum and minimum eigenvalues of P = P T > 0, and the minimum eigenvalue of Q > 0,
Proof: Consider the quadratic Lyapunov function V = x T P x +x Tx , EvaluatingV along solutions of system (3), and using −|x| −||x||, gives: 
From here we can see thatV is negative as long as the matrix in the equality above is positive definite, i.e. for values of Δ 0 , such that q(
4 , or equivalently if Δ 0 > c 5 ||ζ|| c 5 ||x||. Nevertheless, this condition by itself does not define the domain of attraction. For this we proceed further as follows.
Define λ M = λ max P + 1, and λ m = λ min P + 1. With this definition we have the following bounds on V (ζ),
using these bounds, and assuming that Δ 0 > c 5 ||ζ||, then there exists a scalar function (||ζ||) > 0, such thaṫ
Integration on both sides of this equation along the timeinterval [0, t], gives,
dτ. Note that ϕ(t) > 0, as long as Δ 0 > c 5 ||ζ||. Using again the bound on V in the expression above, we obtain
and using the relation given in Proposition 1, i.e. Δ 0 c · ||ζ(0)|| > c 5 c 6 ||ζ(0)|| in the above inequality, we get ||ζ(t)|| < Δ0 c5 exp(−ϕ(t)/2). Therefore, under the relation Δ 0 > c 5 ||ζ(0)||, as proposed in Proposition 1, and using exp(−ϕ(t)/2) < 1 ∀t, we conclude that |ζ(t) < Δ 0 /c 5 as required for Eq. (4) to hold. As a final consequence, the time derivative of the Lyapunov function is negative definite and the convergence ||ζ(t)|| → 0 is guaranteed.
C. A new structure for the Δ-M coding
The result in Proposition 1 shows that relative large gains for Δ 0 will be required to stabilize the system. Note that in this continuous-framework high gains will result in a important "chattering" effect, thus increasing the estimation error variance when the algorithm is discretized, or adding noise to the measured signal. Although the analysis is conservative, and probably lower values Δ 0 may still be possible, it is interesting to study new structures of the Δ-M coding such as to reduce the necessary gain for stabilization. The algorithm presented next is a modification of the original form of the Δ-M algorithm.
Consider now the following modified Δ-M algorithm together with system (1):
with, δ(t) = sgn (x(t) −x(t)), where a new term A cx has been included. This equation describes both: the encoder and the decoder, as shown the block diagram of Figure 3 . It can be shown that the new error equation resulting from this new structure is described as two systems in cascade interconnection, i.e.
note that equation (6b) describes an autonomous system which solution is the input of the stable linear system (6a). The stability properties of this algorithm are simplest than the one presented previously. They are also more tractable, and certainly less conservatives. They are given next, and also results in a system (6) which is semi-globally asymptotically stable.
Proposition 2: MODIFIED Δ-M CODING. Consider system (1) together with the modified Δ-M coding scheme (5). As before, assume that Δ ∈ R n×n is constant and has the following form:
and that Δ 0 fulfills the following inequality,
T is bounded and tends to zero as t → ∞.
Proof:
The proof is straightforward. Let V =x Tx /2, and from equation (6b), we have thaṫ
where we have used the relation −|x| −||x||. From here we can see that the condition Δ 0 > a · ||x(0)||, with a given as in the last Proposition, makes V decrease, and hence ensures that ||x(t)|| < ||x(0)||, and thatx(t) remains bounded and tends to zero in finite time. Finite-time convergence is typical in switching systems of the form (6b), and will not be demonstrated here. From this analysis we can also conclude thatx(t) ∈ L 2 ∩ L ∞ .
To complete the proof note that equation (6b), describes an strictly stable linear system with inputx(t) ∈ L 2 ∩ L ∞ , becausex(t) is bounded and tends to zero, we can conclude that x(t) is also bounded and tends to zero, as the Proposition states.
Remark 1:
Note that the proposed new coding form, in addition to simplify the stability conditions by making them only depend on the estimation initial error, the new structure introduces a side effect a low pass filtering action than will improve the filtering properties of the decoding dynamic equations.
Remark 2: Clearly, it is also interesting to study the case where only output signals y ∈ R m , are measurable. This case has also been analyzed and a further modified coding algorithm can be designed, see [1] III. DISCRETE-TIME ALGORITHM
In this section we present the extension of the continuoustime differential coding to the more realistic case of discretetime framework. We first introduce a simple case of a onedimensional unstable system for which optimal gain Δ, and attraction domain are easily found. We then extend this result to higher dimension systems.
A. One-dimension system example
Consider the following one-dimensional discrete timesystem, together with the control law, and the differential encoding modified law:
The differential encoder (9) is designed on the same basis than the continuous-time version aiming at decoupling the coding error equation from the resulting closed-loop system. This gives the following error equations, with cascade structure:
stability of the whole system can thus be tacked by only studying the stability of the coding error equation (11). Let V k =x 2 k , and
The right hand side of the equality defines a second order polynomial of the form αr 2 + βr + Δ 2 = 0, with r = |x k | with roots r 1 , r 2 given by:
Note that the roots are always real and positive since a > 1, and that these values defines three zones, where ∇V k changes signs, i.e.
For some constant Δ, this means that if the initial condition |x 0 |, is taken within the region where ∇V k is negative, then the function V k will decrease until |x k | enters in the region |x k | < r 1 , where ∇V k changes sign. In other words, the error coding variable is locally attracted to a threshold delimited by the value of r 1 , which depends linearly on the coding gain Δ. This gains also delimits the stability border r 2 , as shown the previous expressions. Therefore, larger values for Δ will make the system more stable but less precise, and inversely reduction of the gain Δ will lead to small estimation error, but will at the same time reduce the domain where the system is keep stable.
We have proved the following result. Proposition 3: DISCRETE ONE-DIMENSIONAL SYSTEM. Consider system (7)- (8), with constant Δ, then if the initial conditions of the coding error are such that |x 0 | < r 2 then the following hold:
where r 1 and r 2 have been previously defined, and d(x k , B γ ) is the minimum distance from x k to any point within the interval
Proof: The first two items result from the previous development. The last one derives from the following arguments. First note that x k = Kb z−acx k . Then, defining the discrete time transfer function H(z) = Kbz z−ac , with impulse response h(n) = Kba n c , n 0, yields the input-output relation
k which in time domain corresponds to the convolution
becausex m = 0 ∀m < 0 is assumed. Now using the fact that x k is absolutely bounded (|x k | < r 2 , ∀k 0) and also ultimately bounded by r 1 (second item of the Proposition), we can split the convolution as follows
where the causality of h(n) has been used. Substituting the impulse response into this expression yields
where v(k) stands for
and as a c < 1, we conclude that lim k→∞ v(k) = 0 and the state x asymptotically approaches the interval |x k | γ with
Remark 3: This result displays an inherent trade-off between stability and precision for discrete-time differential coding when the gain Δ is fixed. This suggests the search for other coding strategies with variant gains. Note also that, as the sampling time 2 is chosen small, a approaches 1 and the precision is increased. Indeed, lim a→1 r 1 (a) = 0, thus by making T s infinitely small, the limit case of the continuoustime precision is approached.
Remark 4:
The above analysis will be extended to the case where the open loop model is affected by bounded noise, see [1] 
B. n-dimensional systems
The previous study can be generalized to system with higher dimension of the form
where
For the sake of space, the noise considerations will be spared or simplicity, we consider systems whose matrix A has distinct and real eigenvalues, that is there exist a transform matrix T such that Λ = T AT
The differential encoding modified law is:
with,
Note that the sign function depends on the transform coordinatesz k = Tx k , and
The error equations in the x k , andz k coordinates are: and hence, the first two properties invoked in Proposition 4 follow exactly the same arguments than then ones used in previous sections. They are in consequence omitted here. The last statement follows from the relation x k = G(z)z k , and assuming that the x-subsystem (16) may also be diagonalized, the diagonalization leads to a set of n perturbed systems of the form (10) in new coordinates, from which we conclude boundedness of the state ||x k || based on the same arguments of Proposition 3 (omitted here for the sake of space).
IV. DATA-RATES It is assumed here that samples of x(t), are digitalized with large enough resolution such that x k digitalization errors are neglected. As the transmission is done by only one bit, the data transmission rate (number of bits transmitted per unit of time) associated to this scheme, is R δ = one bit Ts = f s , in [Bits/sec] where f s = 1/T s is the sampling frequency, and the system precision is determined by the size of Δ quantizing the minimum step in the decoding process.
Let R, in [Bits/sec], be the network data-rate, then if the maximum network capabilities are used, i.e. R δ = R = f s , the system precision and the domain of stability can be rewritten as a function of R. For instance, in the onedimensional case, the expression for r 1 and r 2 rewrites as:
where α is the unstable pole of the continuous-time original system. As expected, increasing the transmission rate R, improves precision (lim R→∞ r 1 (R) = 0), and stability (lim R→∞ r 2 (R) = ∞)
V. SIMULATIONS Simulations of the first order unstable system presented in Section III-A have been carried out with the following data: a = e Tsα , α = 1, T s = 0.05, b = 1 − a, a c = 0.95, and Δ = 0.2. The scheme has been adapted in such way that different set points can be tracked. Figure 4 shows the obtained results. The upper figure shows the decoded signalx k , and the real signal x(t). The initial condition for the estimated signal arex 0 = 0, whereas the system is initialized at x 0 = −0.5. As show this figure, the decoded is able to track reasonably well the source signal. Closed-loop responses are shown in the middle figure. We can observe that the so call granular noise (small oscillations around the source signal of amplitude proportional to the step size Δ) do not have a major impact in the quality of the closed-loop responses. An explanation for that is the high frequency contains of the granular noise an its small amplitude. Finally the lower Figure shown the evolution in time of the one-bit modulated signal δ.
VI. CONCLUSIONS
In this paper we have investigated the stability properties of the Delta-modulation coding rule, when used as a transmission mean in networked controlled linear systems. It was first shown that the standard form of the Δ-M algorithm can be modified, including information about the system and the controller, to enhance the attraction domain to which the closed-loop system is shown to be stable. These results were extended to the case of output regulation, and finally we shown that in the discrete-time case, a trade-off between system precision and size of the stability domain can be assessed.
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