Introduction 1.Problem Context
Stochastic approximation (SA) has been widely applied in minimization and/or root-finding problems, when only noisy loss function and/or gradient evaluations are accessible. Consider minimizing a differentiable loss function L(θ) : R p → R, where only noisy evaluations of L (·) and/or its gradient g (·) are accessible. The key distinction between SA and classical deterministic optimization is the presence of noise, which is largely inevitable when the function measurements are collected from either physical experiments or computer simulation. Besides, the noise term comes into play when the loss function is only evaluated on a small subset of an entire (inaccessible) dataset as in online training methods popular with neural network and machine learning. In the era of big-data, we deal with applications where the solution is data dependent such that the cost is minimized over given set of sampled data rather than the entire distribution. Overall, SA algorithms have numerous applications in adaptive control, nature language processing, facial recognition and collaborative filtering, just to name a few.
In modern machine learning, there is a growing need for algorithms to handle high-dimensional problems. Particularly for deep learning, the need arises as the number of parameters (including both weights and bias) explodes quickly as the network depth and width increase. First-order methods based on back-propagation are widely applied, yet they suffer from slow convergence rate in later iterations after a sharp decline during early iterations. Second-order methods are occasionally utilized to speed up convergence in terms of number of iterations, but, still, at a computational burden of O(p 3 ) per-iteration floating-point-operation.
The adaptive second-order methods here differ in fundamental ways from stochastic quasi-Newton and other similar methods in the machine learning literature. First, most of the machine learning-based methods are designed for loss functions of the empirical risk function (ERF) form, namely for functions represented as summations, where each summand represents the contribution of one data vector. Such a structure, together with an assumption of strong convexity, has been exploited in Zhang, 2013, Martens and Grosse, 2015] , and others for stronger convergence results. Second, first-or second-order derivative information is often assumed to be directly available on the summands in the loss function (e.g., [Byrd et al., 2016 , Sohl-Dickstein et al., 2014 ,Schraudolph et al., 2007 ). Ref. [Byrd et al., 2016] applies BFGS method to stochastic optimization, but under a nonstandard setup where noisy Hessian information can be gathered. In our work, we assume only noisy loss function evaluations or noisy gradient information are available. Third, notions of convergence and rates of convergence are in line with those in deterministic optimization when the loss function (the ERF) is composed of a finite (although possibly large) number of summands. For example, rates of convergence are linear or quadratic as a measure of iteration-to-iteration improvement in the ERF. In contrast, we follow the traditional notion of stochastic approximation, including applicability to general noisy loss functions, no availability of direct derivative information, and stochastic notions of convergence and rates of convergence based on sample-points (almost surely, a.s.) and convergence in distribution.
To achieve a faster convergence rate at a reasonable computational cost, we present a secondorder simultaneous perturbation (SP) method that incurs only O(p 2 ) per-iteration floating-pointoperation cost, in contrast to the standard O(p 3 ). The idea of SP is an elegant generalization of finite difference (FD) scheme and can be applied in both first-order and second-order SA algorithms. Our proposed method rests on factorization of symmetric indefinite matrices.
Summary of SP-Based Methods
Among various stochastic optimization schemes, SP algorithms are particularly efficient compared with the FD methods. Under certain regularity conditions, [Spall, 1992] shows that the simultaneous perturbation stochastic approximation (SPSA) algorithm uses only 1/p of the required number of loss function observations needed in the FD form to achieve the same level of mean-squared-error (MSE) for the SA iterates. To further explore the potential of SP algorithms, [Spall, 2000] presents the second-order SP-based methods, including second-order SPSA (2SPSA) for applications in the gradient-free case and the second-order stochastic gradient (2SG) for applications in the gradient-based case. Those methods estimate the Hessian matrix to achieve near-optimal or optimal convergence rates and can be viewed as the stochastic analogues of the deterministic Newton-Raphson algorithm. Ref. [Spall, 2009] incorporates both a feedback process and an optimal weighting mechanism in the averaging of the per-iteration Hessian estimates to improve the accuracy of the cumulative Hessian estimate in E2SPSA (enhanced 2SPSA) and E2SG (enhanced 2SG). The guidelines for practical implementation details and the choice of gain coefficients are available in [Spall, 1998] . More details on the related methods are discussed in [Bhatnagar et al., 2013, Chaps. 7-8 ].
Our Contribution
Refs. [Spall, 2000 , Spall, 2009 show that the 2SPSA/2SG methods can achieve near-optimal or optimal convergence rates with a much smaller number (independent of dimension p) of loss or gradient function evaluations relative to other second-order stochastic methods in [Fabian, 1971 , Ruppert, 1985 . However, after obtaining the function evaluations, the per-iteration floating-point-operation cost to update the estimate is O(p 3 ), as discussed below. The computational burden becomes more severe as p gets larger. This is usually the case in many modern machine learning applications. Here we propose a scheme to implement 2SPSA/2SG efficiently via the symmetric indefinite factorization, which reduces the per-iteration floatingpoint-operation cost from O(p 3 ) to O(p 2 ). We also show that the proposed scheme inherits the almost sure convergence and the rate of convergence from the original 2SPSA/2SG in [Spall, 2000] .
The remainder of the paper is as follows. Section 2 reviews the original 2SPSA/2SG in [Spall, 2000] along with the computational complexity analysis. Section 3 discusses the proposed efficient implementation. Section 4 covers the almost sure convergence and asymptotic normality. Section 5 discusses some practical issues. Numerical studies and conclusions are in Section 6 and Section 7, respectively.
Review of 2SPSA/2SG
Before proceeding, let us review the original 2SPSA/2SG algorithms and explain their O(p 3 ) per-iteration floating-point-operation cost.
2SPSA/2SG Algorithm
Following the routine SA framework, we find the root(s) of g (θ) ≡ ∂L (θ) /∂θ in order to solve the problem of finding arg min L (θ). Our central task is to streamline the computing procedure, so we do not dwell on differentiating the global minimizer(s) from the local ones. Such root-finding formulation is widely used in the neural network training and other machine learning literature. We consider optimization under two different settings:
1. Only noisy measurements of the loss function, denoted by y(θ), are available.
2. Only noisy measurements of the gradient function, denoted by Y (θ), are available.
The conditions for noise can be found in [Spall, 2000, Assumptions C.0 and C.2] , which include various type of noise such as Gaussian, multiplicative and impulsive noise as special cases. The main updating recursion for 2SPSA/2SG in [Spall, 2000] iŝ
where {a k } k≥0 is a positive decaying scalar gain sequence, G k (θ k ) is the direct noisy observation or the approximation of the gradient information, and H k is the approximation of the Hessian information. The true gradient g(θ k ) is estimated by
where ∆ k = [∆ k1 , . . . , ∆ kp ] T is a mean-zero p-dimensional stochastic perturbation vector with bounded inverse moments [Spall, 2005, Assumption B .6 on pp. 183], 1/∆ k = ∆ −1 k ≡ [∆ −1 k1 , . . . , ∆ −1 kp ] T is a vector of reciprocals of each nonzero components of ∆ k (∆ −T k is the transpose of ∆ −1 k ), and {c k } k≥0 is a positive decaying scalar gain sequence satisfying conditions in [Spall, 2005, Sect. 7.3] . Some valid choices for c k include c k = 1/(k + 1) 1/6 . For the Hessian estimate H k , [Spall, 2000] proposes
where {c k } k≥0 is another positive decaying gain sequence, and∆ k = [∆ k1 , . . . ,∆ kp ] T is generated independently from ∆ k , but in the same statistical manner as ∆ k . Some valid choices for w k include w k = 1/(k + 1) and the asymptotically optimal choices in [Spall, 2009, Eq. (4.2) or Eq. (4.3)]. Ref. [Spall, 2000] considers the special case where w k = 1/ (k + 1), i.e., H k is a sample average of theĤ j for j = 1, ..., k. Later [Spall, 2009] proposes the E2SPSA and E2SG to obtain more accurate Hessian estimates by taking the optimal selection of weights and feedbackbased terms in (5) into account. While the focus of this paper is the original 2SPSA/2SG in [Spall, 2000] , we also discuss the applicability of the ideas to the E2SPSA/E2SG algorithms in [Spall, 2009] . Note that, independent of p, one iteration of 2SPSA/E2SPSA uses four noisy measurements y(·) and one iteration of 2SG/E2SG uses three noisy measurements Y (·).
Per-Iteration Computational Cost of O(p 3 )
The per-iteration computational cost of O(p 3 ) arises from two steps: one is from the preconditioning step in (4), i.e., obtaining H k ; the other is from the descent direction step in (1), i.e., obtaining H −1 k G k (θ k ). We now discuss the per-iteration computational cost of these two steps in more detail.
Preconditioning The preconditioning step in (4) is to guarantee the positive-definiteness of the Hessian estimate H k . This step is necessary, because the updating of H k in (5) does not necessarily yield a positive-definite matrix (but H k is guaranteed to be symmetric). One straightforward way is to perform the following transformation:
where δ k > 0 is a small decaying scalar coefficient [Spall, 2000] and superscript "1/2" denotes the symmetric matrix square root. Let λ i (·) denote the i-th eigenvalue of the argument. Since λ i (A + cI) = λ i (A) + c for any matrix A and constant c [Horn and Johnson, 1990 , Obs.
1.1.7], we see that (7) directly modifies the eigenvalues of
When δ k > 0, all the eigenvalues of H k H k + δ k I are strictly positive and therefore the resulting H k is positive definite. However, (7) has a computational cost of O(p 3 ) due to both the matrix multiplication in H k H k and the matrix square root computing [Higham, 1987] . Another intuitive transformation is
for a positive and sufficiently large δ k . Again, applying eigen-decomposition on H k , we see that (7) and (8), the Hessian estimate H k may be ill-conditioned, leading to slow convergence. Ref. [Zhu and Spall, 2002] proposes to replace all negative eigenvalues of H k with values proportional to its smallest positive eigenvalue. Such modification is shown to improve the convergence rate for problems with ill-conditioned Hessian and achieve smaller mean square errors for problems with better-conditioned Hessian compared with original 2SPSA [Zhu and Spall, 2002] . However, those benefits are gained at a price of computing the eigenvalues of H k , which still costs O(p 3 ).
Descent direction Another per-iteration computational cost of O(p 3 ) originates from the descent direction computing in (1), which is typically computed by solving the linear system for
The estimate is updated recursive as following:
With the matrix left-division, it is possible to efficiently solve for d k . However, the computation costs of typical methods, such as LU decomposition or singular value decomposition, are still dominated by O(p 3 ).
To speed up the original 2SPSA/2SG, [Rastogi et al., 2016] proposes to rearrange (5) and Algorithm
6) into the following two sequential rank-one modifications,
where the scalar terms t k and b k (10), and vectors u k and v k in (11) and (12) are listed in Table  1 . Applying the matrix inversion lemma [Spall, 2005, pp . 513], [Rastogi et al., 2016] shows that H −1 k can be computed from H −1 k−1 with a cost of O(p 2 ). However, the positive-definiteness of H −1 k is not guaranteed, and an additional eigenvalue modification step similar to either (7) or (8) is required. As discussed before, for any direct eigenvalue modifications, the computational cost of O(p 3 ) is inevitable due to the lacking knowledge about the eigenvalues of H −1 k−1 . In short, no prior works can fully streamline the entire second-order SP procedure with an O (p 2 ) per-iteration floating-point-operation cost, which motivates the elegant procedure below.
3 Efficient implementation of 2SPSA/2SG
Introduction
With the motivation for proposing an efficient implementation scheme for 2SPSA/2SG laid out in Subsection 2.2, we now explain our methodology in more detail. Note that none of the prior attempts on 2SPSA/2SG methods can bypass the end-to-end computational cost of O(p 3 ) per iteration in high-dimensional stochastic optimization problems. Therefore, we propose to replace H k by its symmetric indefinite factorization, which enables us to implement the 2SPSA/2SG at a per-iteration computational cost of O(p 2 ). Our work helps alleviate the notorious curse of dimensionality by achieving the fastest possible second-order methods based on Hessian estimation, to the best of our knowledge. Also, note that the techniques in [Rastogi et al., 2016] are no longer applicable because our scheme keeps track of the matrix factorization in lieu of the matrix itself, so we propose new algorithms to establish our claims. To better illustrate our scheme and to be consistent with the original 2SPSA/2SG, we decompose our approach into the following three main steps and discuss the efficient implementation step by step. i) Two rank-one modifications: Update the symmetric indefinite factorization of H k by the two sequential rank-one modifications in (10) ii) Preconditioning: Obtain the symmetric indefinite factorization of a positive definite H k from the symmetric indefinite factorization of H k iii) Descent direction: Updateθ k+1 by the recursion (9) Note that H k is guaranteed to be symmetric by (10) as long as H 0 is chosen symmetric. For the sake of comparison, we list the flow-charts of the original 2SPSA and that of our proposed scheme in Figure 1 , along with the per-iteration and per-step computational cost. The comparison of the flow-charts helps to put the extra move of indefinite factorization into perspective.
The remainder of this section is as follows. We introduce the symmetric indefinite factorization in Subsection 3.2 and derive the efficient algorithm in Subsection 3.3. The per-iteration computational complexity analysis is included in Subsection 3.4.
Symmetric Indefinite Factorization
This subsection briefly reviews the symmetric indefinite factorization, also called LBL T factorization, introduced in [Bunch and Parlett, 1971] , which applies to any symmetric matrix H regardless of the positive-definiteness:
where P is a permutation matrix, B is a block diagonal matrix with diagonal blocks being symmetric with size 1 × 1 or 2 × 2, and L is a lower-triangular matrix. Furthermore, the matrices L and B satisfy the following properties [Bunch and Parlett, 1971, Sect. 4] , which are fundamental for carrying out subsequent steps i) -iii) at a computational cost of O (p 2 ):
• The magnitudes of the entries of L are bounded by a fixed positive constant. Moreover, the diagonal entries of L are all equal to 1.
• B has the same number of positive, negative, and zero eigenvalues as H.
• The number of negative eigenvalues of H is the sum of the number of blocks of size 2 × 2 on the diagonal and the number of blocks of size 1×1 on the diagonal with negative entires of B. (Note: There are no guarantees for the signs of the entries in the 2 × 2 blocks.)
The bound on the magnitudes of the entries of L is approximately 2.7808 per [Bunch and Kaufman, 1977] and it is independent of the size of H. As shown in Theorem 2-4, such a constant bound is useful in practice to perform a quick sanity regarding the appropriateness of the symmetric indefinite factorization and to provide useful bounds for the eigenvalues of H k . From (13), H can be expressed as H = (P T L)B(P T L) T . Then the second bullet point above can be shown easily by Sylvester's law of inertia, which states that two congruent matrices have the same number of positive, negative and zero eigenvalues (A and B are congruent if A = P BP T for some nonsingular matrix P ) [Sylvester, 1852] . From the third bullet point, if H is positive semidefinite, the corresponding B is a diagonal matrix with nonnegative diagonal entries.
Main Algorithm
We now illustrate how the LBL T factorization can be of use in 2SPSA/2SG and discuss steps i) -iii) in Sect. 3.1 in detail.
Two rank-one modifications Although the direct calculation of H k in (10) only costs O(p 2 ), the subsequent preconditioning step incurs a computational cost of O(p 3 ) when not using any factorization of H k . Therefore, in anticipation of the subsequent necessary preconditioning, we propose to keep track of the LBL T factorization of H k instead of the matrix itself. That is, the two direct rank-one modifications in (10) are transformed to two non-trivial modifications on the LBL T factorization, which also incurs a computational cost of O(p 2 ). It is not necessary that H k be explicitly computed in the algorithm, thereby avoiding the O(p 3 ) cost arising from matrix-associated necessary multiplications in the preconditioning. Lemma 1 states that the LBL T factorization can be updated for rank-one modification at a computational cost of O(p 2 ). The detailed algorithm is established in [Sorensen, 1977] . We adopt that algorithm to our two rank-one modifications in (10) and present the result in Theorem 1.
Lemma 1. [Sorensen, 1977, Thm. 2.1] . Let A ∈ R p×p be symmetric (possibly indefinite) and
is also nonsingular. Then the factorizationPÃP T =LBL T can be obtained from the factorization P AP T = LBL T with a computational cost of O(p 2 ).
Theorem 1. Suppose H k is given in (10). Further assume that both H k−1 and H k are nonsingular and the factorization P
can be obtained at a computational cost of O(p 2 ).
Proof. With Lemma 1, we see that (15) can be obtained by applying (14) Remark 1. The nonsingularity ( not necessarily positive-definiteness) of H k is a modest assumption for the following three reasons: i) H 0 is often initialized to be a positive definite matrix satisfying the nonsingularity assumption. For example, H 0 = cI for some constant c > 0. ii) Whenever H k violates the nonsingularity assumption due to the two rank-one modifications in (10), a new pair of ∆ k and∆ k along with the noisy measurements can be generated to redo the modifications in (10). In practice, the singularity of H k can be detected via the entry-wise bounds of L k per [Bunch and Kaufman, 1977] . Namely, if L k has an entry exceeding 2.7808, the nonsingularity assumption of H k is violated. It is indeed possible to compute the probability of getting a singular H k ; however, we deem it as a minor practical issue and do not pursue further analysis in this work. iii) Because the second-order method is often recommended to be implemented only afterθ k reaches the vicinity of θ * , and the true Hessian matrix of θ * is assumed to be positive definite [Spall, 2000] , the estimate H k is "pushed" towards nonsingularity.
The bottom line is that we are able to run second-order methods at any iteration k, but are more interested whenθ k is near θ * .
We summarize the two rank-one modifications of H k in the following Algorithm 1. The outputs of Algorithm 1 are used to obtain a computational cost of O(p 2 ) in the preconditioning step as the eigenvalue modifications on B k , a diagonal block matrix, is more efficient than the direct eigenvalue modifications in (7) and (8). Algorithm 1 is the key that renders steps ii) and iii) in Subsection 3.1 achievable at a computational cost of O(p 2 ). Table 1 . (12), using the updating procedure outlined in [Sorensen, 1977] .
Code is available at https:
Remark 2. Though H k is not explicitly computed during each iteration, whenever needed it can be computed easily from its LBL T factorization, though with a computational cost of O(p 3 ),
This calculation yields the same H k as (5) or (10). The LBL T factorization of H 0 requires a computational cost of, at most, O(p 3 ) [Bunch and Parlett, 1971 , Table 2 ]. However, as a one-time sunk-in cost, it does not compromise the overall computational cost. Of course, we can avoid this bothersome issue by initializing H 0 to a diagonal matrix, which immediately gives P 0 = L 0 = B 0 = I. Generally, the cost for initialization is trivial if H 0 is a diagonal matrix.
Preconditioning Given the factorization of the estimated Hessian information H k , which is symmetric yet potentially indefinite (especially during early iterations), we aim to output a factorization of the Hessian approximation H k such that H k is symmetric and sufficiently positive definite, i.e., λ min (H k ) ≥ τ for some constant τ > 0. With the above LBL T factorization associated with H k obtained from the previous two rank-one modification steps, we can modify the eigenvalues of B k . Note that B k is a block diagonal matrix, so any eigenvalue modification can carried out inexpensively. This is in contrast to directly modifying the eigenvalues of H k to obtain H k , which is computationally-costly as laid out in Subsect. 2.2. Denote B k as the modified matrix from B k . Note that H k and B k are congruent as H k = (P T k L k )B k (P T k L k ) T . By Sylvester's law of inertia, the positive definiteness of H k is guaranteed as long as B k is positive definite.
To modify the eigenvalues of B k , we borrow the ideas from the modified Newton's method [Nocedal and Wright, 2006, pp. 50 ] to set λ j (B k ) = max {τ k , |λ j (B k )|} for j = 1, ..., p, where τ k is a user-specified stability threshold, which is possibly data-dependent. A possible choice of the uniformly bounded {τ k } sequence in the Section 6 is to set τ k = max{10 −4 , 10 −4 p max 1≤j≤p |λ j (B k )|}. The intuition behind the eigenvalue modification in Algorithm 2 is to make B k well-conditioned while behaving similarly to B k . The pseudo code of the preconditioning step is listed in Algorithm 2.
Algorithm 2 Preconditioning Input: user-specified stability-threshold τ k > 0 and matrix B k in the symmetric indefinite factorization of H k . Output: matrix Q k in the eigen-decomposition of B k and the modified matrix Λ k .
1: apply eigen-decomposition of
Remark 3. Although the eigen-decomposition, in general, incurs an O(p 3 ) cost, the block diagonal structure of B k allows such operation to be implemented relatively inexpensively. In the worst-case scenario, B k consists of p/2 diagonal blocks of size 2 × 2, where eigen-decompositions are applied on each block separately leading to a total computational cost of O(p). For the sake of efficiency, the matrix H k is not explicitly computed. Whenever needed, however, it can be computed by
Algorithm 2 makes our approach different from [Spall, 2000] . We only modify the eigenvalues of Λ k (or equivalently of B k ), which indirectly affects the eigenvalues of H k in a non-trivial way. However, if one constructs H k and H k from their factorization (formally unnecessary as mentioned above), Algorithm 2 can be viewed as a function that maps H k to a positive-definite H k . In this sense, Algorithm 2 is just a special choice of f k (·) in (4) even though such a f k (·) is non-trivial and difficult to find.
Descent direction After the preconditioning step, the descent direction d k : H k d k = G k (θ k ) can be computed readily via one forward substitution with respect to (w.r.t.) the lowertriangular matrix L k and one backward substitution w.r.t. the upper-triangular matrix L T k , as the decomposition
The estimateθ k can then be updated as in (9). Note that H k is not directly computed in any iteration, and the forward and backward substitutions are implemented through the terms in the LBL T factorization. Algorithm 3 below summarizes the details.
Algorithm 3 Descent Direction
Step
Given the triangular structure of L k and that both P k and Q k are permutation matrices, the computational cost of Algorithm 3 is dominated by O(p 2 ).
Overall Algorithm (Second-Order SP) and Computational Complexity
With the aforementioned steps, we present the complete algorithm for implementing secondorder SP in Algorithm 4 below, which applies to 2SPSA/2SG/E2SPSA/E2SG. A completed computational complexity analysis for 2SPSA is also stated, and the suggestions for the userspecified inputs are listed in [Spall, 2005, Sect. 7.8.2] . Results for 2SG/E2SPSA/E2SG can be obtained in a similar manner.
Algorithm 4 Efficient Second-order SP (applies to 2SPSA, 2SG, E2SPSA, and E2SG) Input: initializationθ 0 and P 0 , Q 0 , B 0 in the symmetric indefinite factorization of H 0 ; userspecified stability-threshold τ k > 0; coefficients a k , c k , w k and, for 2SPSA/E2SPSA,c k . Output: terminal estimateθ k .
1: set iteration index k = 0. 2: while terminating condition forθ k has not been satisfied do 3:
estimate gradient G k (θ k ) by (2) or (3).
4:
compute t k , b k ,ũ k andṽ k by (11), (12) and Table 1 .
5:
update the symmetric indefinite factorization of H k by Algorithm 1.
6:
update the symmetric indefinite factorization of H k by Algorithm 2.
7:
compute the descent direction d k by Algorithm 3.
8:
updateθ k+1 =θ k − a k d k .
9:
k ← k + 1 10: end while 11: returnθ k .
For the terminating condition, the algorithm is set to stop when a pre-specified total number of function (applicable for 2SPSA and E2SPSA) or gradient (applicable for 2SG and E2SG) measurements is reached or the norms of the differences between several consecutive estimates 
is less than a pre-specified threshold. Note that, for each iteration, four noisy loss function measurements are required in the gradient-free case and three noisy gradient measurements are required in the gradient-based case. The corresponding computational complexity analysis for Algorithm 4 under the gradient-free case is summarized in Table 2 . Analogously, the analysis can be carried out for the gradientbased case (2SG) and the feedback-based case (E2SPSA or E2SG).
Let us now show how we obtain the terms in Table 2 . A floating-point operation (FLOP) is assumed to be either a summation or a multiplication, while transposition requires no FLOPs. For the updating H k step in original 2SPSA, 3p 2 FLOPs are required per (5) and 4p 2 FLOPs are required per (6). In the proposed implementation, 10p FLOPs are required to getũ k andṽ k per (11) and (12), respectively, and 22p 2 /6 + O(p) FLOPs are required to update the symmetric indefinite factorization of H k [Sorensen, 1977, Thm. 2.1 ] . For the preconditioning step in original 2SPSA, if using (7), p 3 + p FLOPs are required to get H k H k + δ k I and additional 50p 3 /3 + O(p 2 ) FLOPs are required for the matrix square root operation [Higham, 1987] . In the proposed implementation, at most 7p FLOPs are required to get an eigenvalue decomposition on B k (14 FLOPs for at most p/2 blocks of size 2 × 2) and p FLOPs are required to update the eigenvalues of B k . For computing the descent direction d k in the original 2SPSA, p 3 /3 FLOPs are required to apply Cholesky decomposition for H k and 2p 2 FLOPs are required for the backward substitutions. In the proposed implementation, 4p 2 + 2p FLOPs are required to backward substitutions. Table 2 may not provide the lowest possible computational complexities, because a great deal of existing work on parallel computing-such as [George et al., 1986 ] on parallelization of Cholesky decomposition, [Deadman et al., 2012] for computing principal matrix square root, and [Dongarra and Sorensen, 1987] for the symmetric eigenvalue problem-have tremendously accelerated the matrix-operation computing speed in modern data analysis packages. Nonetheless, even with such enhancements, the FLOPS counts remain O(p 3 ) in the standard methods. The bottom line is that our proposed implementation reduces the overall computational cost from O(p 3 ) to O(p 2 ).
Theoretical Results and Practical Benefits
This section presents the theoretical foundation related to the almost sure convergence and the asymptotic normality ofθ k . We also offer comments on the practical benefits from the proposed scheme. Lemma 2 provides the theoretical guarantee to connect the eigenvalues of H k and Λ k , which are important for proving Theorem 2-4 related to the matrix properties of H k and H k .
Lemma 2. [Horn and Johnson, 1990, Thm. 4.5 .9] Let A, S ∈ R p×p , with A being symmetric and S being nonsingular. Let the eigenvalues of A and SAS T be arranged in nondecreasing order. Let σ 1 ≥ · · · ≥ σ p > 0 be the singular values of S. For each j = 1, · · · , p, there exists a positive number ζ j ∈ [σ 2 p , σ 2 1 ] such that λ j (SAS T ) = ζ j λ j (A).
Before presenting the main theorems, we first discuss the singular values of L k . Denote
as the singular values of L k and let σ min (·) = min 1≤i≤p σ i (·), σ max (·) = max 1≤i≤p σ i (·). Since L k is a unit lower triangular matrix, we have λ j (L k ) = 1 for j = 1, .., p and det(L k ) = 1. From the entry-wise bounds of L k in Subsection 3.2, we see that p ≤ L k F ≤ 3p 2 /2 − p/2 for all k, where · F is the Frobenius norm of the argument matrix in R p×p . With the lower bound of σ min (L k ) [Yu and Gu, 1997] , there exists a constant σ > 0 such that σ min (L k ) ≥ σ for all k. On the other hand, by the equivalence of the matrix norms, i.e, σ max (L k ) = L k 2 ≤ L k F for · 2 being the spectral norm, there exists a constant σ > 0 such that σ max (L k ) ≤ σ for all k. Both σ and σ are independent of the sample path for L k . By the Rayleigh-Ritz theorem [Horn and Johnson, 1990, Thm. 4.2.2] , e T 1 (L k L T k )e 1 = 1 implies that σ min (L k ) ≤ 1 and σ max (L k ) ≥ 1. Combined, all the singular values of L k are bounded uniformly across k, i.e., σ < σ min (L k ) ≤ 1 ≤ σ max (L k ) ≤ σ. Let κ(L k ) be the condition number of L k , then 1 ≤ κ(L k ) ≤ σ/σ.
Since the focus of Algorithm 2 is to generate a positive definite B k (or equivalently its eigen-decomposition), in Theorem 2-4 we replace τ k with some constant τ ∈ (0, τ k ] independent of the sample path for B k for all k. Note that the substitution is solely for succinctness and does not affect the theoretical result that B k is positive definite. Theorem 2 presents the key theoretical properties of H k satisfying the regularity conditions in [Spall, 2000, C.6 ]. Based on Theorem 2, the strong convergence,θ k → θ * and H k → H(θ * ), can be established conveniently, see Remark 4.
Theorem 2. Assume there exists a symmetric indefinite factorization H k = P T k L k B k L T k P k . Given any constant τ ∈ (0, τ k ] for all k, the matrix H k = P T k L k Q k Λ k Q T k L T k P k with Q k and Λ k returned from Algorithm 2 satisfies the following properties:
(a) λ min (H k ) ≥ σ 2 τ > 0. Proof. For all k, it is easy to see that λ min (Λ k ) ≥ τ > 0 implying Λ k is positive definite. Since both Q k and L k are nonsingular, by Sylvester's law of inertia [Sylvester, 1852] , H k is also positive definite as Λ k is positive definite. Moreover, by Lemma 2,
Since H k has a constant lower bound for all its eigenvalues across k, property (b) follows.
Remark 4. Theorem 2 guarantees that H k is positive definite, and therefore the estimates of θ in the second-order method move in a descent-direction on average. Meeting property (b) is also necessary in showing the convergence results. Suppose the routine regularity conditions in [Spall, 2000, Sect. III and IV] hold. To show the strong convergence,θ k → θ * and H k → H(θ * ), we only need to verify that H k satisfies the regularity conditions in [Spall, 2000, C.6] because the key difference between the original 2SPSA/2SG and our proposed method is effectively the preconditioning step. Theorem 2 verifies the Assumption C.6 in [Spall, 2000] directly, and therefore we haveθ k → θ * a.s. and H k → H(θ * ) a.s. under both the 2SPSA and 2SG settings by [Spall, 2000, Thms. 1 and 2] .
Theorem 3 discusses the connection between H k and H k when k is sufficiently large. It also verifies a key condition when proving the asymptotic normality ofθ k , see Remark 5.
Theorem 3. Assume H(θ * ) is positive definite. When choosing 0 < τ ≤ λ min (H(θ * ))/(2σ 2 ), there exists a constant K 1 such that for all k > K 1 , we have H k = H k .
Proof. By Remark 4, since H k → H(θ * ) a.s., there exists an integer K such that for all k > K 1 , λ min (H k ) ≥ λ min (H(θ * ))/2 > 0. By Lemma 2, we can achieve a lower bound for the eigenvalues of Λ k as
Therefore, for all k > K 1 , Λ k = Λ k and consequently H k = H k .
Remark 5. Theorem 3 shows that when k is large (the estimated Hessian H k is sufficiently positive definite), the proposed preconditioning step will automatically make H k = H k , which satisfies one of the key required conditions for the asymptotic normality ofθ k in [Spall, 2000] .
Besides the additional regularity conditions in [Spall, 2000, C.10-12] , we are required to verify that H k − H k → 0 a.s., which can be inferred by Theorem 3. Following [Spall, 2000, Thm. 3] , when the gain sequences have the standard form a k = a/(A + k + 1) α and c k = c/(k + 1) γ , the asymptotic normality ofθ k gives
where the specifications of α, γ, µ, Ω and Ω are available in [Spall, 2000] . Under E2SPSA/E2SG settings, the convergence and asymptotic results can be derived analogously from [Spall, 2009, Thms. 1-4] .
Since an ill-conditioned matrix may cause an excessive step-size in recursion (9) leading to slow a convergence [Li, 2018] , we need to make sure that the resulting H k (or its equivalent factorization) is not only positive definite but also numerically favorable. Theorem 4 below shows that changing the eigenvalues of Λ k does not lead to the eigenvalues of H k becoming either too large or too small.
Theorem 4. Assume the eigenvalues of H (θ * ) are bounded uniformly such that 0 < λ * < |λ j (H (θ * ))| < λ * < ∞ for j = 1, ..., p for all k. Then there exists some K 2 such that for k > K 2 , the eigenvalues and condition number of H k are also bounded uniformly.
Proof. Again by Remark 4, since H k → H (θ * ) a.s., therefore for all k > K 2 , the eigenvalues of H k are bounded uniformly in the sense that λ < |λ j (H k )| < λ for j = 1, ..., p, where λ = λ * /2 and λ = 2λ * are constants independent of the sample path for H k . Given
.
where κ(·) is the condition number of the matrix argument. Since σ 2 , σ 2 , λ, and λ are all constants specified before running the algorithm, the eigenvalues of H k are bounded uniformly across k > K 2 . Moreover, for the condition number of H k , we have
Hence the condition number of H k is also bounded uniformly across k > K 2 .
Remark 6. Theorem 4 is highly desired for the preconditioning step since it is to ensure the numerical stability. Recall that the preconditioning step listed in Algorithm 2 modifies the eigenvalues of H k by modifying the eigenvalues of B k . This modification is desirable since the eigenvalues of H k are controllable, i.e., a bound for λ j (H k ) uniformly for sufficiently large k under a given size p can be obtained. The controlled condition number in Theorem 4 demarcates the original preconditioning procedure as in Eq. (8), which does not control the condition number of H k .
Discussion
The short section discusses two practical questions regarding the Algorithm 4. i) What is the difference between the standard adaptive SPSA-based method and the proposed algorithm if B k (or H k ) is sufficiently positive definite? ii) How to recover H k at any k?
In the ideal case, if B k (or H k ) is assumed to always be positive definite, the preconditioning step becomes unnecessary and we can directly set the symmetric indefinite factorization of H k as the symmetric indefinite factorization of H k , i.e., Λ k = Λ k . In this scenario, the proposed method is identical to the original 2SPSA. However, because of the symmetric indefinite factorization, the overall computational cost remains at O(p 2 ) as in Table 2 and it is still favorable relative to the original 2SPSA, which incurs a computational cost of O(p 3 ) due to the Gaussian elimination of H k in computing the descent direction d k . As mentioned in Sect. 2.2, however, [Rastogi et al., 2016] uses the matrix inversion lemma to show that the computational cost can be reduced to O(p 2 ) as well. Comparing with [Rastogi et al., 2016] , which directly updates the matrix H −1 k using the matrix inverse lemma, our proposed method has more control over the eigenvalues of H k and performs well even when H k is ill-conditioned.
The second aspect is that both H k and H k are never explicitly computed during each iteration. By maintaining the corresponding factorization, we avoid the expensive matrix multiplications and gain a much faster way to achieve second-order convergence. However, whenever needed, either H k or H k can be directly computed from the factorizations at a cost of O(p 3 ), see Subsection 3.3.
Numerical study
In this section, we demonstrate the strength of the proposed algorithms by minimizing the skewed-quartic function [Spall, 2000] using the efficient 2SPSA/E2SPSA and training a neural network using the efficient 2SG.
Skewed-Quartic Function
We consider the following skewed-quartic function used in [Spall, 2000] to show the performance of the efficient 2SPSA/E2SPSA:
where (·) i is the i-th component of the argument vector, and B is such that pB is an upper triangular matrix of all 1's. The additive noise in y(·) is independent N (0, 0.05 2 ), i.e., y(θ) = L(θ) + ε, where ε ∼ N (0, 0.05 2 ). It is easy to check that that L(θ) is strictly convex with a unique minimizer θ * = 0 such that L(θ * ) = 0. For the preconditioning step in the original 2SPSA/E2SPSA, we choose H k = f k (H k ) = (H k H k + 10 −4 e −k I) 1/2 , which satisfies the definition of f k (·) in (7) since δ k = 10 −4 e −k → 0. In the efficient 2SPSA/E2SPSA, we choose Λ k = diag(λ k1 , ...,λ kp ) withλ kj = max{10 −4 , 10 −4 p max 1≤i≤p |λ ki |, |λ kj |} for all j, which is consistent with the suggestion in [Sorensen, 1977, pp. 118] and satisfies Theorem 2. To guard against unstable steps during the iteration process, a blocking step is added to resetθ k+1 toθ k if θ k+1 −θ k ≥ 1. We choose an initial valuê θ 0 = [1, 1, . . . , 1] T .
We show three plots below. Figures 2 and 3 illustrate how the efficient method here provides essentially the same solution in terms of the loss function values as the O(p 3 ) methods in [Spall, 2000] and [Spall, 2009] (2SPSA and feedback and weighting-based E2SPSA). Figure 4 illustrates how the O(p 3 ) vs. O(p 2 ) FLOPS-based cost in Table 2 above is manifested in overall runtimes. Figure 2 plots the normalized loss function values [L(θ k ) − L(θ * )]/[L(θ 0 ) − L(θ * )] of the original 2SPSA and the efficient 2SPSA averaged over 20 independent replicates for p = 100 and number of iterations N = 50, 000. Similar to the numerical studies in [Spall, 2009] , the gain sequences of the two algorithms are chosen to be a k = a/(A + k + 1) 0.602 , c k =c k = c/(k + 1) 0.101 , and w k = w/(k +1) 0.501 where a = 0.04, A = 1000, c = 0.05, and w = 0.01 following the standard guidelines in [Spall, 1998] . standard E2SPSA and the efficient E2SPSA averaged over 10 independent replicates for p = 10 and number of iterations N = 10, 000. The gain sequences of the two algorithms are chosen to have the form a k = a/(A + k + 1) 0.602 , c k =c k = c/(k + 1) 0.101 , and w k = w/(k + 1) 0.501 where a = 0.3, A = 50, and c = 0.05. The weight sequence w k =c 2 k c 2 k /[ k i=0 (c 2 i c 2 i )] is set according to the optimal weight in [Spall, 2009, Eq. (4. 2)].
In above comparisons, the loss function decreases significantly for all the dimensions with only noisy loss function measurements available. We see that the two implementations of E2SPSA provide close to the same accuracy for 1000 or more iterations, although at a computing cost difference of O(p 2 ) versus O(p 3 ). Note that the differences (across k) between the original 2SPSA and the efficient 2SPSA/E2SPSA in Figure 3 be non-trivial.
To measure the computational time, Figure 4 plots the running time (measured by the built-in C++ function clock() with no input) ratio of the original 2SPSA to the efficient 2SPSA averaged over 10 independent replicates with dimension up to 10000. It visualizes the practicality of the efficient 2SPSA over the original 2SPSA. In terms of the general trend, the linear relationship between the running time ratio and the dimension number is consistent with the O(p 3 ) cost for the original 2SPSA and O(p 2 ) cost for the efficient 2SPSA. From Figure 4 , it is clear that the computational benefit of the efficient 2SPSA is more apparent as the dimension p goes up. The slope in Figure 4 is roughly 0.56, which is consistent with the theoretical FLOPs ratio of 2.35 in Table 2 , when accounting for differences due to the storage costs and code efficiency. With a more dedicated programming language, it is expected that the running time ratio will be closer the the theoretical FLOPs ratio in Table 2 .
Real-Data Study: Airfoil Self-Noise Data Set
In this subsection, we compare the efficient 2SG with the stochastic gradient descent (SGD) and ADAM [Kingma and Ba, 2015] in training a one-hidden-layer feed-forward neural network for the purpose of predicting sound levels over an airfoil. Although there are many gradient-based methods to train a neural network, we select SGD and ADAM because they are popular and representative of algorithms within the machine learning community. Comparison of efficient 2SG and the two aforementioned algorithms is appropriate, as all of them use the noisy gradient evaluations only, despite their different forms. Aside from the application here, neural networks have been widely used as function approximators in the field of aerodynamics and aeroacoustics. Recent applications include airfoil design [Rai and Madavan, 2000] , and aerodynamic prediction [Pérez et al., 2000] .
The dataset used in this example is the NASA data of NACA 0012 airfoil self-noise data set [Brooks and Hodgson, 1981, Brooks et al., 1989] , which is also available on the UC Irvine Machine Learning Repository [bro, 2014] . This NASA dataset is obtained from a series of aerodynamic and acoustic tests of two and three-dimensional airfoil blade sections conducted in an anechoic wind tunnel. The inputs contains five variables: frequency (in Hertz); angle of attack (in degrees, not in radians); chord length (in meters); free-stream velocity (in meters per second); and suction side displacement thickness (in meters). The output contains the scaled sound pressure level (in decibels). Readers may refer to [Brooks et al., 1989] and [Errasquin, 2009, Sect. 3] for further details.
Considering the number of samples being n = 1503, we now fit the dataset using a one-hiddenlayer neural network with 150 hidden neurons and with sigmoid activating functions. Other choice of the neural network structures, using different number of layers or different activation functions, have been implemented in [Errasquin, 2009] . Here, we use a neural network with a greater number of neurons than in [Errasquin, 2009] to demonstrate the strength of the efficient 2SG in high-dimensional problems. The value of p is 1051, calculated as 5 × 150 weights and 150 bias parameters for the hidden neurons, along with 150 weights and 1 bias parameters for the output neuron.
Following the principles in [Wilson and Martinez, 2003] , we train the neural network in an online manner, where only one training sample is evaluated during each iteration. Denote the dataset as {(y i , x i )} n i=1 and the parameters in the neural network as θ. The loss function is chosen to be the empirical risk function (ERF), i.e., L(θ) = (1/n) n i=1 (y i −ŷ i ) 2 , whereŷ i is the neural network output based on input x i and parameter θ. Consistent with the online training of an ERF in machine learning, the loss function based on that one training sample can be deemed as a noisy measurement of the loss function based on the entire dataset.
We implement SGD and ADAM with 10 epochs, each corresponds to 1503 iterations (one iteration per data point), resulting in a total of 15030 iterations. The gain sequence is chosen to be a k = a/(k + 1 + A) α with A = 1503 being 10% of the total number of iterations and α = 1 following [Spall, 2005, pp. 113-114] . After tuning for optimal performance, we choose a = 1 for SGD and ADAM [Kingma and Ba, 2015] . Other hyper-parameters for ADAM are determined from the default settings in [Kingma and Ba, 2015] . There is no "re-setting" of a k imposed at the beginning of each epoch, so that the gain sequence goes down consecutively across iterations and epochs. The initial valueθ 0 = 0. Recall that efficient 2SG requires three back-propagations per iteration, where SGD and ADAM only requires one back-propagation per iteration. Therefore, for fair comparison, we implement the efficient 2SG under two different scenarios: (1) serial computing, and (2) concurrent computing.
Within each iteration of efficient 2SG, the three gradient measurements, Y k (θ k ), Y k (θ k + c k ∆ k ) and Y k (θ k − c k ∆ k ) can be computed simultaneously since they do not rely on each other. Using this concurrent implementation, the time spent in back-propagation can be reduced to one third of the original time. All the remaining steps are unchanged. Although the efficient 2SG takes time in performing algorithm 2, numerical studies indicate that majority of the time is spent on the back-propagation. Hence, under the concurrent implementation, the efficient 2SG has roughly the same running time per iteration as SGD and ADAM. Figure 5 shows the value of ERF under the concurrent implementation. In the efficient 2SG, the gain sequences are chosen to be a k = a/(A + k + 1) α , w k = 1/(k + 1) and c k = c/(k + 1) γ with A = 1503, α = 1 and γ = 1/6 following [Spall, 1998] . Other parameters a = 0.1 and c = 0.05 are tuned for optimal performance. The matrix Λ k is computed the same as in the skewed-quartic function above. For better practical performance, training data is normalized to the range [0, 1]. Since all the inputs and output are positive, the normalization is simply done by dividing the data by their corresponding maximum. Figure 5 shows that the efficient 2SG converges much quicker and obtains a better terminal value. One explanation for this phenomenon is that the Hessian information helps the speed of convergence, similar to the benefits of Newton-Raphson relative to the gradient-descent method. Figure 6 compares the ERF of the two algorithms in terms of the number of gradient evaluations. Note that each iteration of SGD and ADAM takes one gradient evaluation, while the efficient 2SG takes three gradient evaluations. This comparison is suitable for the non-concurrent implementation since one iteration of the efficient 2SG has roughly the cost of three iterations of the SGD. It is shown in Figure 6 that the efficient 2SG still out performs SGD and ADAM even without any concurrent implementation. There is less than a 7% difference in running time among SGD, ADAM, and the efficient 2SG under the concurrent implementation.
Conclusions
To the best of our knowledge, 2SPSA, 2SG, E2SPSA, and E2SG are the fastest possible secondorder stochastic Newton-type algorithms based on estimation of the Hessian matrix from either noisy loss measurements or noisy gradient measurements. This paper shows how symmetric indefinite matrix factorization may be used to reduce the per-iteration floating-point-operation cost of the algorithms from O(p 3 ) to O(p 2 ). The approach guarantees both a positive definite estimation of the Hessian matrix ("preconditioned") as well as a valid stochastic Newton-type update of the parameter vector, both in O(p 2 ). This implementation scheme serves to improve Iteration ERF SGD Adam Efficient 2SG practical performance in high-dimensional problems, such as deep learning. In our proposed scheme, the formal convergence and convergence rate forθ k and H k are maintained, following the prior work [Spall, 2000 , Spall, 2009 .
Besides the theoretical guarantee, numerical studies show that the efficient implementation of second-order SP methods provides a promising convergence rate at a tolerable computing cost, compared with stochastic gradient descent method. Note that second-order methods do not provide global convergence in general, and therefore the second-order method is recommended to be implemented after reaching a vicinity of the optimizer.
Overall, our proposed scheme of second-order SA methods has values in high-dimensional optimization and learning problems. Because a key step of this work is the symmetric indefinite factorization, the proposed algorithm might be useful for other algorithms whenever updating an estimated Hessian matrix is involved, such as second-order random directions stochastic approx- imation [Prashanth et al., 2017] , natural gradient descent [Amari et al., 2000] , and stochastic variants of the BFGS quasi-Newton methods [Schraudolph et al., 2007] . In all those methods, instead of directly updating the matrix of interest (usually the Hessian matrix), one might consider updating its corresponding symmetric indefinite factorization in the manner of this paper in order to speed up any matrix inverse operation or matrix eigenvalue modification. Overall, the proposed approach provides a practical second-order method that can be used following first-order or other methods that are able to put the iterate in at least the vicinity of the solution.
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