Beating Abbe diffraction limit in confocal microscopy via non-classical
  photon statistics by Monticone, D. Gatto et al.
Beating Abbe diffraction limit in confocal microscopy via non-classical photon
statistics
D. Gatto Monticone1,2,3, K. Katamadze4,5, P. Traina6, E. Moreva6,7, J. Forneris1,2,3,
I. Ruo-Berchera6, P. Olivero1,2,3, I. P. Degiovanni6, G. Brida6 and M. Genovese3,6.
1Physics Department and NIS Inter-departmental Centre - University of Torino, Torino, Italy
2Istituto Nazionale di Fisica Nucleare (INFN) Sez. Torino, Torino, Italy
3Consorzio Nazionale Interuniversitario per le Scienze Fisiche della Materia (CNISM) Sez. Torino, Torino, Italy
4M. V. Lomonosov Moscow State University, Moscow, Russia
5Russian Academy of Sciences, Institute of Physics and Technology, Moscow, Russia
6Istituto Nazionale di Ricerca Metrologica (INRiM), Torino, Italy and
7International Laser Center of M.V.Lomonosov Moscow State University, Moscow, Russia
We experimentally demonstrate quantum enhanced resolution in confocal fluorescence microscopy
exploiting the non-classical photon statistics of single nitrogen-vacancy colour centres in diamond.
By developing a general model of super-resolution based on the direct sampling of the kth-order au-
tocorrelation function of the photoluminescence signal, we show the possibility to resolve in principle
arbitrarily close emitting centres.
PACS numbers: 42.50.-p; 42.50.Ar; 42.50.St; 42.30.Va
In the last decade, measurement techniques enhanced
by using peculiar properties of quantum light [1, 2] has
been successfully demonstrated in several remarkable real
application scenarios, for example interferometric mea-
surements aimed to reveal gravitational waves and quan-
tum gravity effect[3, 4], biological particles tracking [5],
phase contrast microscopy [6], and imaging [7, 8].
Very recently, a novel technique to beat the diffrac-
tion limit in microscopy that relies on the anti-bunching
behaviour of photons emitted by single fluophores has
been proposed [9], and realized in wide field microscopy
[10] by using an EMCCD camera.The maximum obtain-
able imaging resolution in classical far-field fluorescence
microscopy, according to the Abbe diffraction limit, is
R ' λ/2NA, where λ is the wavelength of the light and
NA is the numerical aperture of the objective. This re-
stricts the current capability of precisely measuring the
position of very small objects such as single photon emit-
ters (colour centres, quantum dots, etc.) [11–19], limiting
their potential exploitation in the frame quantum tech-
nology [20, 21]. In general, the research of methods to
obtain a microscopy resolution below the diffraction limit
is a topic of the utmost interest [22–29] that could pro-
vide dramatic improvement in the observation of several
systems spanning from quantum dots [30] to living cells
[31–34]. As a notable example, in several entanglement-
related experiments using strongly coupled-single photon
emitters it is of the utmost importance to measure their
positions with the highest spatial resolution [35]. In prin-
ciple this limitation can be overcome by recently devel-
oped microscopy techniques such as Stimulated Emission
Depletion (STED) and Ground State Depletion (GSD)
[36, 37]. Nevertheless, even if they have been demon-
strated effectively able to provide super-resolved imaging
in many specific applications, among which colour cen-
tres in diamond [38], they are characterized by rather
specific experimental requirements (dual laser excitation
system, availability of luminescence quenching mecha-
nisms by stimulated emission, non-trivial shaping of the
quenching beam, high power). Furthermore, these tech-
niques are not suitable in applications in which the flu-
orescence is not optically induced [39, 40], so that new
methods are required for those applications.
Inspired by the works in Ref.s [9], in this letter we
study in general the possibility to beating the diffrac-
tion limit by using high order Glauber correlation func-
tions g(k)(t = 0), showing that the knowledge of the spa-
tial map of the correlation up to k−th order, together
with the intensity map, allows a 1/
√
k corresponding im-
provement of resolution. It turns out that in some cases,
when it is reasonable to assume g(k) = 0 for k > k0,
just measuring g(2), .., g(k0), allows in principle to ap-
proach an arbitrary resolution. We experimentally test
super-resolution in the significant case of confocal mi-
croscopy for the first time, considering clusters of few NV
centres in artificial diamond grown by Chemical Vapour
Deposition (CVD) and using a detector-tree of commer-
cial (non-photon-number-resolving) single-photon detec-
tors [18, 41] . We demonstrate a resolution increasing by
sampling the g(2) of the signal, and a further improve-
ment by measuring g(3). Furthermore, we show that
just by considering the contribution of higher powers of
g(2), when only two centres are relevant (as certified by
g(3) = 0), larger improvement in the resolution can be
obtained, as predicted by the theory. This technique ap-
pears particularly valuable since the sampling of g(2) is
a widely used and well established experimental proce-
dure to test the statistical properties of quantum optical
sources in general, and of single-photon sources in paric-
ular, thus its adoption may come at almost zero cost.
Let P(x) be the probability of detecting a photon at
the image position x from a single photon emitter upon
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2a pulsed excitation [42].
The function P(x) is typically an unimodal distri-
bution and when fluorescence saturation effects are ne-
glected the normalized P(x) represents the Point Spread
Function (PSF) of the microscope. In general when tak-
ing the kth power, [P(x)]k, the function gets narrower. In
most cases P(x) can be well fitted by a Gaussian function,
so the full-width-at-half-maximum (FWHM) of [P(x)]k
reduces by a factor
√
k.
The fluorescence signal S coming from n arbitrarily
distributed emitters in a specific image position x is then
proportional to
S(x) ∝
n∑
α=1
Pα(x). (1)
In order to obtain a resolution enhancement in the case of
the n single-photon emitters, i.e. to resolve the presence
and the position of two or more centers when they are
closer than the PSF, it would be useful to have a function
containing pure kth powers of each single emitter proba-
bility
∑n
α=1[Pα(x)]k. Unfortunately, the kth power of the
signal itself contains also the cross products terms (c.p.)
multiplied by the appropriate multinomial coefficients,
Sk(x) ∝
n∑
α=1
[Pα(x)]k + c.p. (2)
The method described in the following allows the re-
moval of the contribution from cross product terms using
photon correlations, resulting in an effective increase of
optical resolution.
To simplify our analysis and without any loss of gener-
ality, we consider that all the losses and inefficiencies are
accounted for as part of the source the quantum state,
i.e. the state ρˆα(x) corresponding to the single photon
emission of the αth source that is detected at the po-
sition x of the of an ideal (unit-quantum efficiency and
photon-number-resolving) single-photon detector can be
expressed as:
ρˆα(x) = Pα(x)|1〉α〈1|α + [1− Pα(x)]|0〉α〈0|α. (3)
The multi-photon state generated by several n single-
photon emitters is then:
ρˆ =
n⊗
α=1
ρˆα. (4)
Defining the number of detected photons from the sys-
tem of single-photon emitters Nˆ =
∑n
α=1 aˆ
†
αaˆα, one ob-
tains that:
〈Nˆ〉 = tr[ρˆNˆ ] =
n∑
α=1
Pα(x). (5)
In this case we define the kth-order auto-correlation
function as:
g(k) =
〈∏k−1i=0 (Nˆ − i)〉
〈Nˆ〉k . (6)
(Note that in case of CW excitation the functions have
time dependence: we are dealing with the value of
g(k)(t = 0)) Knowing the value of 〈Nˆ〉 and the set of
g(i) (1 ≤ i ≤ k), an image with increased resolution can
be ideally obtained at any order k. For instance, the
expressions of the super-resolved images for orders span-
ning from k = 2 to k = 5 are:
2∑
α=1
[Pα(x))]2 = 〈Nˆ〉2[1− g(2))], (7)
3∑
α=1
[Pα(x)]3 = 〈Nˆ〉3[1− 3
2
g(2) +
1
2
g(3))], (8)
4∑
α=1
[Pα(x)]4 = 〈Nˆ〉4{1−2g(2)+ 1
2
[g(2)]2+
2
3
g(3)− 1
6
g(4)},
(9)
5∑
α=1
[Pα(x))]5 = 〈Nˆ〉5{1− 5
2
g(2) +
5
4
[g(2)]2 +
5
6
g(3)+
− 5
12
g(2)g(3) − 5
24
g(4) +
1
24
g(5)}.
(10)
In general, the expressions of the super-resolved images
for any k have the following form:
n∑
α=1
[Pα(x)]k = 〈Nˆ〉k
imax∑
i=1
yiβi, (11)
where βi represent in general products of the form
g(j1) · g(j2) · . . . · g(jl), imax being the number of pos-
sible (ordered) combinations, satisfying the condition∑l
p=1 jp = k (g
(1) is equal to 1 according to Eq. (7)) and
yi are multiplicative coefficients that can be straightfor-
wardly calculated, as it is shown in the cases up to k = 5
in Eqs. (8)-(11).
Fig. 1 shows the setup used for our experiment, i.e.
a laser scanning single-photon sensitive confocal micro-
scope. The excitation light emitted by a solid state laser
at 532 nm, coupled into a single mode fibre is collimated
by a 4× objective. A dichroic mirror (Long-pass at 570
nm) reflects the excitation light (3 mW maximum) inside
the oil immersion objective (Olympus, 100×, NA = 1.3)
focusing inside the sample and transmits the fluorescence
3FIG. 1: Setup of the experiment: (a) XYZ closed-loop piezo-
electric stage; (b) Sample; (c) 100× oil objective; (d) excita-
tion light (532 nm); (e) laser source (f) dichroic filter;(g) long-
pass filters; (h) 50:50 fiber beam-splitter; (i) Single-photon
detectors; (j) coincidence electronics.
light towards the detecting apparatus. The sample (El-
ement SixTM electronic-grade Polycrystalline CVD dia-
mond) is mounted on a closed-loop XYZ piezo-electric
stage, remotely controlled via PC, allowing nanometric-
resolution positioning in a 80µm×80µm area range. The
fluorescence light (occurring within a 640−800 nm spec-
tral window) is collected by the same objective used for
excitation and then passes through the dichroic mirror
and a long-pass filter in order to obtain a suitable at-
tenuation (> 1012) of the pump component. The signal
is then focussed by a f = 100 mm achromatic doublet
and coupled to a 50 µm multimode optical fibre that not
only delivers the signal to the detectors, but also acts
as a pinhole for the confocal system. The fiber leads to
a detector-tree configuration [18, 41] realized by means
of two integrated 50:50 beam-splitters in cascade con-
necting to three Single Photon Avalanche Photo-diodes
(Perkin-Elmer SPCM-AQR), operating in Geiger mode.
This configuration, reproducing a generalized version of
the ”Hanbury-Brown and Twiss” interferometer (HBT)
[43], allows the detection of two-/three-fold coincidences
and the direct sampling of the values of the second or-
der (g(2)) and third order (g(3)) [44–46] autocorrelation
functions [47]. The signal counts and coincidences are
measured via a picosecond time-tagging module (Pico-
Quant Hydra-Harp).
The most significant experimental results, demonstrat-
ing this method, are shown in Fig. 2. In the first inset
(a), a typical photoluminescence map of an area of the
sample obtained via our confocal microscope is shown.
One can observe that in some cases the centres are well
separated, while in other cases they are too close to each
other to be resolved by acquiring only the fluorescence
signals. For instance, in the enlarged picture (b) a clus-
ter of centres is shown that can be barely recognized as
a unresolved group of three emitters. In the subsequent
two pictures (c, d) the maps of (respectively) g(2) and
g(3) functions are shown. Here the presence of three re-
solved NV centres is evident from the low value of g(2)
and g(3) in correspondence of the centre’s positions, while
in the surrounding region the values reach 1 because of
background fluorescence light. Finally the super-resolved
maps for k = 2 as in Eq. (7) and k = 3 as in Eq. (8)
are reported in the insets (e) and (f). The progressive
increase of the resolution in the above-mentioned maps
for increasing values of k can be evaluated by comparing
the PSF values (360 ±30 nm and 290 ±30 nm) with the
original resolution of the microscope (500 ±16 nm), thus
confirming that the resolution scales with
√
k.
In Fig. 3, another example is considered: the photolu-
minescence signal from the observed region of the sample
is mapped on a single-peaked spot (inset a) whose oval
shape (with a major axis larger than 500 nm) hints at the
presence of more than one centre, although no informa-
tion on the quantity and relative position of these emit-
ters can be extracted. Since the centres are very close to
each other, even if the direct scanning of g(2) (inset b)
reveals the presence of two dips (i. e. two emitters), the
super-resolved map obtained for k = 2 (inset c) is not
able to separate them. No decisive improvement of the
resolution of the image can be obtained by applying the
third order formula (see Eq. 8), since only two emitters
are present and the g(3) contribution is null everywhere,
excluding background contribution that can be removed
in the g(2) map [48]. Nonetheless, in this kind of scenario,
a further improvement on the resolution can be achieved
by applying the series of Eq. (11) at higher orders of k
with g(k) = 0 for k ≥ 3.
As shown in the progression of the insets d, e and f
of Fig. 3 the resolution increases at increasing k orders
(respectively the third, fourth and fifth) and eventually
the positions of the two centres (or their distance) can
be inferred with higher precision ( 270 ±70 nm).
In conclusion, we have experimentally demonstrated
super-resolved optical imaging of NV centres in bulk
single-crystal artificial diamond obtained by exploiting
a technique based on the direct sampling of kth-order
autocorrelation function g(k) on a pixel-by-pixel basis (in
particular for k = 2, 3). The analysis has been performed
by feeding the signals acquired by our confocal micro-
scope to single-photon detectors in a tree configuration.
Our results show good agreement with the theoretical
expectations of a narrowing of the PSF proportional to
the square-root of the highest order of the measured auto-
correlation function, demonstrating the advantage of this
technique and paving the way for its use in several dif-
ferent experimental configurations, particularly in fields
where the application of STED/GSD techniques are lim-
ited. Furthermore, we note that the exploitation of the
proposed technique is extremely straightforward to be
implemented in microscopy systems investigating single-
photon emitters, since they typically already make use of
HBT interferometers for the g(2) measurements. To fur-
4FIG. 2: Example of the super-resolution technique applied to
a cluster of 3 NV centres. a) Typical scan on a region of the
sample obtained collecting the signals emitted by each centre
on a pixel-by-pixel basis via single-photon sensitive confocal
microscope. b) Magnification of the area of interest. c) Map
of g(2) function. d) Map of g(3) function. e) Super-resolved
map for k = 2. f) Super-resolved map for k = 3.
ther enhance the resolution by measuring higher-order
g-function it is just necessary to increase the number of
ports of the HBT interferometer, namely the detector-
tree, a rather simple task due to the easy scalability of
these detection systems [18]. Implementing a multi-port
HBT interferometer is a useful not only for increasing the
image resolution, but also because it has been proven to
be a powerful diagnostic tool for quantum sources, not
only single-photon sources. Indeed it was proven that,
by measuring g(k) with k ≥ 2 one can reconstruct the
mean number of photons of the different quantum optical
modes of a quantum field [45]. For example, the optical
modes of unwanted sources of background light super-
imposed to the emission of the single-photon source of
interest can be easily identified [45]. This can be of great
interest for understanding the origin of this background
and thus to find a way to eliminate it.
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FIG. 3: a) Direct mapping of the signal emitted by two NV
centres, whose distance is below the FWHM of each peak,
by the confocal microscope. b) Map of the g(2) function. c)
Map obtained via the super-resolution function for k = 2.
d) Map obtained via the super-resolution function for k = 3.
e,f) Maps derived, respectively, from Eq. 9 and Eq. 10 for
g(k) = 0 for k ≥ 3.
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Appendix
In the following we present the examples of the deriva-
tion of super-resolved imaging function for k = 2, 3 (in
this section the x dependance of
• case k = 2: The square of the signal is:
〈Nˆ〉2 =
n∑
α=1
(Pα)2 +
∑
α 6=α′
PαPα′ (12)
We would like to remove the contribution of the
term
∑
α6=α′ PαPα′using the expression of
〈Nˆ2〉 = 〈∑nα=1 aˆ†αaˆα ·∑nα′=1 aˆ†α′ aˆα′〉 =
=
∑
α 6=α′〈aˆ†αaˆα · aˆ†α′ aˆα′〉+
∑
α〈aˆ†αaˆα〉 =
=
∑
α6=α′ PαPα′ +
∑
α Pα
to write the second-order auto-correlation function
in terms of P(x):
g(2) =
〈N(N − 1)〉
〈N〉2 =
∑
α6=α′ PαPα′
〈N〉2 (13)
5This allows to obtain a map of the quantity:
n∑
α=1
(Pα)2 = 〈N〉2(1− g(2)) (14)
that is the super-resolved image.
• case k = 3: The third power of the signal can be
written as:
〈Nˆ〉3 = ∑nα=1(Pα)3 + 3∑α6=α′(Pα)2Pα′ +
+
∑
α6=α′ 6=α′′ PαPα′Pα′′
Since:
g(3) =
〈N(N − 1)(N − 2)〉
〈N〉3 =
∑
α 6=α′ 6=α′′ PαPα′Pα′′
〈N〉3
(15)
we observe that:
n∑
α=1
Pα[
∑
α 6=α′
PαPα′ ] = 2
∑
α6=α′(Pα)2Pα′ +
+
∑
α 6=α′ 6=α′′ PαPα′Pα′′
So the super-resolved image at third-order is:
n∑
α=1
(Pα)3 = 〈N〉3(1− 3
2
g(2) +
1
2
g(3)) (16)
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