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A simple mechanism for the emergence of complexity in cellular automata out of predictable dy-
namics is described. This leads to unfold the concept of conditional predictability for systems whose
trajectory can only be piecewise known. The mechanism is used to construct a cellular automaton
model for discrete chimera-like states, where synchrony and incoherence in an ensemble of identical
oscillators coexist. The incoherent region is shown to have a periodicity that is three orders of
magnitude longer than the period of the synchronous oscillation.
PACS numbers: 89.75.-k, 05.45.a, 47.54.-r
I. INTRODUCTION
Complexity involves the interaction of many highly
correlated individual units that lead to nontrivial emer-
gent behavior [1–9]. Complex patterns are ubiquitously
found in nature. Mollusc seashells, snowflakes, DNA
strands just provide a few examples. In Physics, self-
organized criticality [10] is a robust mechanism that leads
to complexity out of very simple rules. To date there is,
however, no known set of general features that warrant
that a system will have this property.
Another approach is provided by cellular automata
(CAs) [1, 11–19]. These systems have a finite number
of states p and evolve on a discrete space-time by means
of homogeneous local rules which depend on the dynam-
ical states of an spatial range ρ of neighboring locations.
In spite of their simplicity, CAs are able to capture many
patterns observed in nature and play often analogous
roles in discrete systems to partial differential equations
in continuum ones. From computer experiments, Wol-
fram classified CAs into four classes of increasing com-
plexity [15] (see Fig. 1): For a random initial condition
a CA evolves into a single homogeneous state (Class 1),
a set of separated simple stable or periodic structures
(Class 2), a chaotic, aperiodic or nested pattern (Class
3) or complex, localized structures, some times long-lived
(Class 4). For the latter class no shortcut is possible in
general to find the trajectory, neither qualitatively nor
quantitatively [1, 17]. Wolfram’s classification is purely
based on how the spatiotemporal evolution of CA rules
look like [1].
Finding Class 4 CA rules requires huge computational
explorations in rule space [1]: no systematic approach ex-
ists to obtain them. Since the total number of CA rules
increases dramatically with the number of discrete dy-
namical states p and neighborhood range ρ (as pp
ρ
) such
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brute force approach is useless for p or ρ sufficiently large.
This article gives a simple prescription to directly find
Class 4 CA rules. The approach is valid for any values
of p and ρ. It is based on a symmetry breaking process
that certain complex (yet predictable) Class 3 CA rules
possess: the invariance under addition modulo p. The
mathematical tool that is used thorough is B-calculus
[11, 12] which provides a unified framework to describe
rule-based dynamical systems, as cellular automata and
substitution systems.
The outline of this paper is as follows. In Section II
we describe the invariance under addition modulo p, an
essential symmetry that is broken by Class 4 CA. In Sec-
tion III we describe a simple mechanism of symmetry
breaking that leads to Class 4 complexity. In Section IV
this mechanism is illustrated to introduce the concept of
conditional predictability in CA: rules are invented that
lead to predictable, nested, Class 3 behavior in short time
and space scales but Class 4 behavior in larger scales. In
Section V, the theory is applied to construct a model for
discrete chimera-like states.
II. INVARIANCE UNDER ADDITION
MODULO p
A CA dynamics on a ring with total number of sites
Ns is considered. The input initial condition is a vector
(x10, ..., x
Ns
0 ). Each x
i
0 is an integer ∈ [0, p − 1] where
superindex i specifies a position on the ring (i ∈ [1, Ns]).
At each t the vector (x1t , ..., x
Ns
t ) specifies the state of the
CA. Inputs and outputs from the CA rule are integers on
the interval [0, p− 1]. Periodic boundary conditions are
considered (xNs+1t = x
1
t and x
0
t = x
Ns
t ). The output
of totalistic CA rules at each site i is a function of the
sum over previous site values on a neighborhood of range
ρ = l + r + 1 as xit+1 = f
(∑l
k=−r x
i+k
t
)
, where l and
r are the number of sites to the left and to the right of
site i, respectively. We take the convention that i is more
positive to the left. Invariance under addition modulo p
2FIG. 1: Spatiotemporal evolution of one-dimensional cellular
automata rules representative of each of the Wolfram classes
of increasing complexity. Wolfram’s rules 254 (Class 1), 232
(Class 2), 30 (Class 3) and 110 (Class 4). Time flows from
top to bottom.
means f (mp+ y) = f (y) for m a natural number and
y ≡
∑l
k=−r x
i+k
t . We now prove that invariance under
addition modulo p implies also discrete scale invariance
[20]: We have f(λy) = f(y) for a countable infinite set of
λ values. We write λ in base p as λ = λ0 +
∑N
n=1 λnp
n,
with all λn integers ∈ [0, p − 1]. Then, all dilatations
with λ0 = 1 are λ = 1 +m
′p, with m′ =
∑N
n=1 λnp
n−1
integer and, by using the invariance modulo p and that
m ≡ m′y is integer, f(λy) = f((1 + m′p)y) = f(y +
m′py) = f(y +mp) = f(y). This property qualitatively
encodes the lacunarity of a fractal structure [20, 21]. Any
rule of the form
xit+1 =
(
l∑
k=−r
xi+kt
)h
mod p (1)
is invariant under addition modulo p for a non-negative
integer h. This can be easily proved as follows
f
(
mp+
l∑
k=−r
xi+kt
)
=
(
mp+
l∑
k=−r
xi+kt
)h
mod p
=
h∑
j=0
(
h
j
)( l∑
k=−r
xi+kt
)h−j
(mp)
j
mod p
=
(
l∑
k=−r
xi+kt
)h
mod p = f
(
l∑
k=−r
xi+kt
)
FIG. 2: (Color online) Spatiotemporal evolutions of: (a) the
rule Eq. (3) (p = 2); (b) Wolfram’s rule 110, Eq. (5) derived
from the rule in (a) through a process of symmetry breaking
illustrated in the inset (see main text). Time flows from top
to bottom and the spatial dimension i increases to the left in
each panel.
where in getting to the next-to-the-last equality, it has
been used that all terms in the sum for which j 6= 0 are
proportional to p and thus cancel modulo p. It is impor-
tant to remark that the operation mod p only warrants
that the result is an integer ∈ [0, p − 1]. This, however,
does not mean that an expression mod p is invariant
under addition modulo p. For example f
(
xit + x
i−1
t
)
=
−
(
xit + x
i−1
t
)2
/2 + 3
(
xit + x
i−1
t
)
/2 mod 2, where xit
and xi−1t take only integer values ’0’ or ’1’, is not invari-
ant under addition modulo 2: configurations with neigh-
borhood values (xit, x
i−1
t ) = (0, 0) and (x
i
t, x
i−1
t ) = (1, 1)
output different values ’0’ and ’1’, respectively.
The most simple form of Eq. (1) is h = 1 (excluding
the trivial one with h = 0), and it is called henceforth a
Pascal rule. Such rule can be equivalently written as
xit+1 =
ρ(p−1)∑
s=0
σsB
(
s−
l∑
k=−r
xi+kt ,
1
2
)
(2)
with σs = 0 +p s ≡ s mod p [12] (+p denotes addition
mod p). B(y, ǫ) = 12
(
y+ǫ
|y+ǫ| −
y−ǫ
|y−ǫ|
)
is the boxcar func-
tion of the two real valued quantities y and ǫ [11, 12].
It returns ’1’ if −ǫ < y < ǫ and ’0’ otherwise. Pascal
rules are predictable. The equation for the trajectory is
given by the convolution theorem on the initial condition
weighted by multinomial coefficients on certain planar
sections of Pascal hyperpyramids [22]. When ρ = 2 (we
take l = 0 and r = 1) we have
xit+1 = x
i
t +p x
i−1
t (3)
and the solution for the trajectory is
xit =
t∑
k=0
(
t
k
)
xi−t+k0 mod p (4)
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FIG. 3: (Color online) Spatiotemporal evolutions of the 16
rules with p = 2, r = 1, l = 0 (range ρ = 2). These rules
constitute the 16 operators of boolean logic [25]. Rule labelled
’6’ in (and its class equivalent under global complementation
’9’) are the only Class 3 rules among the 16 rules, being as
well the only Pascal rules in the set. All other rules are Class
1 or 2. Time flows from top to bottom. A ring of 20 sites
with periodic boundary conditions is considered.
as can be shown by induction. For an initial condition
with a single site with value ’1’ at i = 0, surrounded by
’0’s the spatiotemporal evolution yields the Pascal trian-
gle modulo p, xit =
(
t
i
)
mod p. When p = 2, it becomes
the Sierpinsky triangle [23, 24], as shown in Fig. 2a.
III. ORIGIN OF COMPLEXITY IN CELLULAR
AUTOMATA
From (multi)fractal analysis and number theory, short-
cuts can always be found, at least qualitatively, to predict
the behavior of rules invariant under addition modulo p.
Such shortcuts do not exist for CA rules with Class 4
behavior, which necessarily must then break this sym-
metry.
We describe now a simple mechanism in which Class
4 CA rules do that. Let us consider the most simple CA
rules with p = 2 and ρ = 1 and 2. The 4 rules for ρ = 1
and the 16 rules for ρ = 2 (see Fig. 3) are all easily
predictable and their trajectory can be found by the in-
ductive method [11]. The most complex rule with ρ = 2
(we take r = 1, l = 0: the same results hold for the 16
rules with r = 0, l = 1) is also the only Pascal rule, be-
sides its class equivalent under global complementation,
and has the form xit+1 = x
i
t +2 x
i−1
t . These two rules are
the only ones with Class 3 behavior among the 16 ones
(all others are Class 1 or 2). Invariance under addition
modulo 2 singles out the most complex yet regular and
predictable rules with p = 2 and ρ = 2. With p = 2, we
need ρ = 3 to find rules more complex than these and the
symmetry under addition modulo 2 must be broken when
adding the new degree of freedom. The symmetry break-
ing cannot be arbitrary: in order to at least keep the
complexity already reached, we must demand that, for a
given value of the added degree of freedom, the original
Pascal rule behavior is regained. For the other value, this
behavior should be distorted enough to introduce defects
in the nested structure. A way of achieving this for rules
with ρ = 3 and p = 2 is as sketched in Fig.2b: a term
is added switching the output of the configuration ’011’
from ’0’ in the original Pascal rule to ’1’. In this way,
the borders of the triangle are not altered, the output of
configuration ’011’ differs from the one of configuration
’000’ (breaking the symmetry upon addition modulo 2)
and the Pascal rule behavior is regained when the site
added to the left has value ’1’. Since ’011’ equals 3 in
base 2, this symmetry breaking operation can be intro-
duced as
xit+1 = x
i
t +2 x
i−1
t +2 B
(
3−
1∑
k=−1
2k+1xi+kt ,
1
2
)
(5)
The distribution of ’0’s within the triangle is now ex-
tremely irregular yet highly correlated: complexity arises
from the interaction of the nested structure and the de-
fects introduced through the symmetry breaking. For
arbitrary initial conditions, the behavior is then also ex-
pected to display such a high complexity. In fact, the
resulting rule, Eq. (5), is Wolfram’s 110 rule [17] (see
Fig.2b), able to perform universal computation [1, 26]
and paradigmatic example of Class 4 behavior. The pre-
scription to derive Class 4 CA rules is thus as follows:
1) consider Eq. (1) for given values of h, l, r and p; 2)
From the nested structure obtained from the rule employ-
ing a simple initial condition, find which configurations
output within its borders; 3) By introducing appropriate
B-terms, switch the output of any of these configurations
(by adding new degrees of freedom if needed) such that
for certain values of the latter Eq. (1) holds, but de-
fects are also introduced for other values, breaking the
symmetry under addition modulo p of the original rule.
The resulting rule exhibits Class 4 behavior for arbitrary
initial conditions.
A further nontrivial example of a rule constructed in
this way is shown in Fig. 4. We consider the Pascal rule
xit+1 = x
i+1
t +2 x
i
t +2 x
i−1
t +2 x
i−2
t (6)
with (p = 2, l = 1, r = 2, ρ = 4). Its spatiotem-
poral evolution is shown in Fig. 4a. The above pre-
scription to find Class 4 rules can now be systemati-
cally followed. 1) We take the Pascal rule in Eq. (6)
as starting point. 2) We observe in Fig. 4a that, for ex-
ample, configurations ’01010’,’00011’,’01111’ and ’00010’
which correspond to numbers ’10’, ’3’, ’31’, ’2’ in the
decimal system, fall within the triangle of evolution of
4FIG. 4: (Color online) Spatiotemporal evolutions of (a) the
Pascal rule given by Eq. (6 symmetric under addition modulo
2 and (b) the symmetry breaking rule in Eq. (7). The detail
shows the only configuration ’01010’ that is tuned compared
to the symmetric Pascal rule (when the additional degree of
freedom is added) in order to break the symmetry. Time flows
from top to bottom. i increases to the left. Shown is a window
where t ∈ [0, 150] and i ∈ [1, 150].
the rule (see detail in Fig. 4a). 3) We can now switch
the output of any of these configurations by introducing
an additional degree of freedom. We introduce a term
B
(
10−
∑2
k=−2 2
k+2xi+kt ,
1
2
)
to switch the output of the
configuration ’01010’ from ’0’ in the original Pascal rule
to ’1’. The resulting rule has map
xit+1 = x
i+1
t +2 x
i
t +2 x
i−1
t +2 x
i−2
t
+2B
(
10−
2∑
k=−2
2k+2xi+kt ,
1
2
)
(7)
and exhibits Class 4 behavior (see (b) on the right, where
the spatiotemporal evolution of this rule is shown) dis-
playing gliders and glider guns (necessary elements to
emulate logical gates and have universal computation).
Finding this rule by brute force computation would re-
quire millions of simulations.
IV. CONDITIONAL PREDICTABILITY
The symmetry under addition modulo p can be broken
in subtle ways leading to the formation of rare defects.
The latter might be extremely difficult to find but they
may have a decisive long-term impact in the global dy-
namics. We takeNs →∞ and consider p a prime number
and m ∈ [0, p− 1] an integer. The following rule breaks
the symmetry under addition modulo p of the Pascal rule
in Eq. (3)
xit+1 = x
i
t +p x
i−1
t +p mB
(
1 + p ↑↑ 3−
p↑↑2∑
k=0
pkxi+kt ,
1
2
)
(8)
Here Knuth’s up-arrow notation [27] p ↑↑ 3 ≡ pp
p
and
p ↑↑ 2 ≡ pp has been used. For small p these numbers
are already enormous (e. g. 7 ↑↑ 2 = 823543). The
spatiotemporal evolution of Eq. (8) coincides on typical
scales with Eq. (3) with trajectory given by Eq. (4).
However, although the defects caused by the B-term are
rare, they may happen. Indeed, we prove that if the
initial condition is a single seed with value 1 at site i = 0
a defect with valuem+p1 is introduced there at p ↑↑ 2+1
time steps. First note that from this initial condition it is
not possible to have any defect before, since the highest
non-zero power of p within the sum in the B-term in Eq.
(8) is lower than p ↑↑ 3 and the B-term outputs then ’0’.
The trajectory until t = p ↑↑ 2 is thus given by xit =
(
t
i
)
mod p, and at site i = 0 the output will be x0t = 1. We
have, however
p↑↑2∑
k=0
pkxkp↑↑2 =
p↑↑2∑
k=0
pk
[(
p ↑↑ 2
k
)
mod p
]
= pp↑↑2 + 1 = p ↑↑ 3 + 1 (9)
where we have used that(
p ↑↑ 2
k
)
mod p = 0 (10)
for 1 ≤ k ≤ p ↑↑ 2− 1. This result that can be proved by
using Lucas’ correspondence theorem [28] which states
that, for non-negative integers m and n, and a prime p,
the following holds:
(
m
n
)
=
k∏
i=0
(
mi
ni
)
mod p (11)
where
m = mkp
k +mk−1p
k−1 + · · ·+m1p+m0 (12)
and
n = nkp
k + nk−1p
k−1 + · · ·+ n1p+ n0 (13)
are the base p expansions of m and n.
Therefore at time t = p ↑↑ 2 + 1 in site i = 0 we have,
from Eqs. (8) and (9),
x0p↑↑2+1 = x
0
p↑↑2 +p x
−1
p↑↑2
+p mB
(
1 + p ↑↑ 3−
p↑↑2∑
k=0
pkxkp↑↑2,
1
2
)
= 1 +p m (14)
5as we wanted to prove. The trajectory until the next
defect appears will then be given by Eq. (4) but by re-
placing all xi0 by
xip↑↑2+1 = B
(
i− p ↑↑ 2−
1
2
, 1
)
+ B
(
i− 1,
1
2
)
+(1 +p m)B
(
i,
1
2
)
(15)
and t by t − p ↑↑ 2 − 1, i.e. for t ≥ p ↑↑ 2 + 1 we would
thus have
xit =
t−p↑↑2−1∑
k=0
(
t− p ↑↑ 2− 1
k
)
xi−t+p↑↑2+1+kp↑↑2+1 mod p
(16)
This means that we can know the whole trajectory piece-
wise explicitly only in rather special cases where we can
also figure out when defects do happen. For arbitrary ini-
tial conditions, the trajectory must be checked for config-
urations yielding defects at each time. This is equivalent
to simply running Eq. (8) with a computer: there is in
general no shortcut for the trajectory of this CA. This
CA is Class 4 (in huge time and spatial scales) but looks
like regular Class 3 on shorter scales.
In summary, there exists a subset of complex deter-
ministic CA for which: 1) We have an explicit expression
for their trajectory which seems mostly valid; 2) We can
know which kind of defects may appear and even know
how they would influence the local and global dynamics
in case they appear; however 3) for an arbitrary random
initial condition we cannot know if defects will indeed
appear (if the system size is Ns >> p ↑↑ 2 in the exam-
ple above, it is virtually impossible to know the topology
of all basins of attraction for all configurations in phase
space containing the symbolic chain that introduces the
defect); 4) as a consequence of 3) the explicit expression
for the trajectory of the system can only be condition-
ally accepted. We call conditionally predictable CA those
which meet all above observations. Note that if we con-
sider an arbitrary natural number n > 2, all systems
described by
xit+1 = x
i
t+px
i−1
t +pmB

1 + p ↑↑ n− p↑↑(n−1)∑
k=0
pkxi+kt ,
1
2


(17)
are conditionally predictable for p sufficiently large, in-
dependently of parameters m and n.
V. DISCRETE CHIMERA-LIKE STATES
Chimera states arise in an ensemble of non-locally cou-
pled identical nonlinear oscillators when synchrony and
incoherence coexist in separated stable domains [29–33].
We construct now a CA model for discrete chimera-like
states with a number p of states for the phase ϕ (i.e.
ϕ ∈ [0, p − 1] integer) given in 2π/p units. We follow
FIG. 5: (Color online) (a) Spatiotemporal evolution of Eq.
(18) with p = 7, l = r = 2 (ρ = 5) and C = 16 for an ini-
tial condition consisting of 38 sites with value ’1’ surrounded
by ’0’s on a ring of Ns = 800 sites and for a time window
t ∈ [0, 4000] time steps, with time flowing from top to bot-
tom (note that the homogeneous background black and white
regions contain actually 2000 oscillations between black and
white that cannot be displayed in (a)). (b) Detail of the sta-
ble incoherent structure. (c) Snapshot (detail) of the spatial
phase distribution for t = 2000 and (d) t = 2001 time steps.
(e) Local time series for an oscillator in the incoherent region
corresponding to the cut in (b) where a duration spanning
the recurrence time T = 1408 of the full incoherent struc-
ture is indicated. (f)-(g) Spatiotemporal evolutions (detail)
for C = 30 and C = 6 respectively (other parameter values
as in (a)).
the prescription to find Class 4 CA rules: 1) We take
Eq. (2) as starting point. 2) We observe that config-
urations with sum-over-neighborhood values larger than
p − 2 output within the nested structure. 3) We de-
sign the symmetry breaking so that all configurations
with sum-over-neighborhood values exceeding a thresh-
old value C ∈ [p − 1, ρ(p − 1)] output a constant value
a ∈ [0, p−1]. For C low, this may eventually cause the dy-
namics to collapse into uniform states. For C large, the
behavior is incoherent. For C intermediate the coexis-
tence of synchrony and incoherence is expected. We note
that adding modulo p an integer constant b ∈ [0, p − 1]
to the r.h.s. of Eq. (2) introduces a collective rotation
without affecting the symmetry of the Pascal rule. In the
following, we take b = 1 and a = 0. From all above, the
6CA model for the phase dynamics reads
ϕit+1 =
ρ(p−1)∑
s=0
αsB
(
s−
l∑
k=−r
ϕi+kt ,
1
2
)
(18)
with
αs = 1 +p
[
sB
(
C − 1
2
− s,
C
2
)
+ B
(
C − s+
1
2
, 1
)]
(19)
The first B-term in Eq. (19) controls the number of con-
figurations that follow the Pascal rule. For s larger or
equal than C the term outputs ’0’, breaking the symme-
try. The second B-term outputs ’1’ only for s = C and
s = C + 1 and ’0’ for any other s > C + 1. It provides a
further symmetry breaking although it is essentially un-
necessary: its only effect is a longer recurrence time of
the incoherent region.
We take p = 7, l = r = 2 (ρ = 5) in Eq. (18). Then
C ∈ [6, 30]. In Fig. 5a the spatiotemporal evolution of
Eq. 18 for C = 16 is shown. After a transient of ca.
1900 time steps, the system displays a stable coexistence
of synchrony and incoherence. In Fig. 5b a detail of this
state is shown. Uniformly oscillating domains with phase
difference ∆φ = 5 coexist with two incoherent structures
that mirror each other (the CA dynamics is invariant
under reflection and the initial condition is symmetric).
This is also clear from Fig. 5c and d, where snapshots
of the phase distributions vs. position at times t = 2000
and 2001 are shown. This coexistence is eternal : the
incoherent region then necessarily repeats itself after a
recurrence time T . Were it ergodic and δ sites thick, we
would have T = Te = p
δ. In general T << Te since the
CA behavior is highly correlated. The time series of ϕ
for one site in the incoherent region exhibits an erratic
jumping between its seven possible values (as shown in
Fig. 5e) revealing T = 1408 time steps, which is three
orders of magnitude longer than the period of the uni-
formly oscillating domains. This would correspond to
δ = lnT/ ln p ≈ 3.726, were the incoherent region er-
godic, contrasting with the observed value δ ≈ 90. In
Fig. 5f and 5g the spatiotemporal evolutions are plotted
for C = 30 and C = 6, respectively. For 16 < C < 30
all site values tend to behave incoherently (as in Fig. 5f)
while for C < 16 all oscillators are fully synchronized
after a certain transient arranging into phase clusters as
in Fig. 5g. A detailed analysis of chimera states as a
function of p, ρ and C will be presented elsewhere.
In this article, a prescription involving the breaking
of the symmetry under addition modulo p has been
shown to originate complexity out of simple predictable
rules. This idea has been used to reveal conditionally
predictable cellular automata, whose trajectory can be
piecewise known with certainty only if the positions of
possible (rare) defects are also known. The mechanism
for complexity has been fruitfully used to construct a
model for discrete chimera-like states. The incoherent
region has been shown to have a recurrence time that
is three orders of magnitude longer than the period of
the synchronous domains. A most interesting feature of
this kind, at the interface between dynamics and statis-
tical mechanics, cannot be captured with previous exist-
ing models where a real-valued phase ϕ ∈ [0, 2π] [29–31])
is considered. Although having a quantized oscillator’s
phase may seem unnatural, the limit p→∞ can be taken
within the theory (details will be discussed elsewhere),
and studying the dynamics behind the discrete case is
rewarding in itself. Also, there are certain (probabilistic)
models in quantum Physics where only just a finite num-
ber of values for the quantum phase are considered (as
the Feynman checkerboard model [34], where the phase
only takes as values the 4th roots of unity).
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