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The kinetics of bimolecular reactions in solution depends, among other factors, on intermolecular forces
such as steric repulsion or electrostatic interaction. Microscopically, a pair of molecules first has to meet by
diffusion before the reaction can take place. In this work, we establish an extension of Doi’s volume reaction
model to molecules interacting via pair potentials, which is a key ingredient for interacting-particle-based
reaction–diffusion (iPRD) simulations. As a central result, we relate model parameters and macroscopic
reaction rate constants in this situation. We solve the corresponding reaction–diffusion equation in the steady
state and derive semi-analytical expressions for the reaction rate constant and the local concentration profiles.
Our results apply to the full spectrum from well-mixed to diffusion-limited kinetics. For limiting cases, we
give explicit formulas, and we provide a computationally inexpensive numerical scheme for the general case,
including the intermediate, diffusion-influenced regime. The obtained rate constants decompose uniquely into
encounter and formation rates, and we discuss the effect of the potential on both subprocesses, exemplified
for a soft harmonic repulsion and a Lennard-Jones potential. The analysis is complemented by extensive
stochastic iPRD simulations, and we find excellent agreement with the theoretical predictions.
I. INTRODUCTION
A microscopic view on bimolecular chemical reactions
in solution is essential for our understanding of many
biological processes and technological applications; re-
cent examples include, most prominently, protein func-
tioning via complex formation1,2, ligand binding3,4, and
oligomerisation5,6, and on the other hand, catalysis in
nanoreactors7,8 or ion deposition in batteries9,10. Such
reactions are often strongly influenced by diffusion of at
least one reactant, even more if transport occurs in a
heterogeneous environment such as the interior of cells or
on cellular membranes11–14.
In eukaryotes, the intracellular space is densely crowded
by macromolecules, meandered by filamental networks,
and compartmentalized by extended organelles, typically
rendering diffusion at small scales anomalous15–22. Differ-
ent modelling strategies have been advised to account for
such situations23: spatio-temporal master equations ex-
ploit metastability of diffusion between compartments24,
and crowding has been incorporated into the reaction–
diffusion master equation on a mesoscale level25. In
particle-based Brownian dynamics simulations, crowd-
ing is implemented frequently as explicit excluded volume
via hard or short-range repulsions26–31, which can give rise
to complex-shaped structures on a cascade of scales32–35.
Stochastic particle–based reaction diffusion simulations
have become increasingly popular in the past decade36–46.
Such simulation methods and frameworks evolve the reac-
tion–diffusion processes microscopically and have experi-
enced advancements both in accuracy and computational
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performance47–51. A recent development is interacting
particle reaction dynamics (iPRD)52–54 that allows gen-
eral interaction potentials on the reactive particles, for
example, steric reuplsion or electrostatic forces. Such
interaction potentials may represent free energy land-
scapes computed from molecular dynamics (MD) simula-
tions55–57.
A bimolecular reaction, A+B −−→ X, of two molecules
A and B in solution occurs as a two-step process: en-
counter of the two reacting molecules by diffusion, followed
by the formation of the product X, which abbreviates, for
example, a complex C or the result A* +B of a catalytic
reaction. Statistical independence of the durations of
both steps suggests that the total reaction rate constant
𝑘 is the harmonic mean58,59 of an encounter rate 𝑘e and
a formation rate 𝑘f :
𝑘−1 = 𝑘−1e + 𝑘−1f . (1)
The formation rate depends on the detailed chemistry of
the reaction process, often pictured as surmounting an
activation barrier, whereas the encounter rate is deter-
mined by spatial diffusion of the molecules and subject to
crowding conditions27–29,31, interaction potentials60, and
confining geometries61. A diffusion-influenced reaction
refers to the not uncommon situation that both rates in
Eq. (1) are of comparable magnitude and both steps are
relevant for the overall kinetics62.
A commonly used reaction scheme in iPRD is Doi’s
volume reaction model63–66, where a reaction can occur
with a microscopic rate 𝜆 if molecule centres are within
a reaction radius 𝑅. Here, we extend this scheme by a
pair interaction and relate the model parameters 𝜆 and 𝑅
to the macroscopic reaction rate and its components for
encounter and formation, see Eq. (1). Inversion of such
a relation would allow the calibration of the microscopic
model to match experimental rates. We obtain insights
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2into the specific contributions of attractive and repulsive
interactions to the reaction kinetics, and we highlight
the importance of the local concentration of molecules in
the reaction zone, which may differ drastically from the
equilibrium distribution.
II. MICROSCOPIC MODEL
Microscopic theories for bimolecular reactions date back
to Smoluchowski67 in 1917, who proposed and analysed a
model for coagulation of sphere-like molecules in solution
that react instantaneously upon contact. Later, Debye60
amended the model by electrostatic interactions between
the reactants, with notable repercussions on the binding
rate. Collins and Kimball68,69 refined Smoluchowski’s
model by introducing a finite rate at which molecules
would react on contact. This model has been widely
studied in the literature58,59,70,71, however, the singular
nature of the reaction surface has drawbacks in computer
simulations as the exact time of encounter is not resolved
in a time-stepping algorithm. An alternative scheme
was suggested by Teramoto and Shigesada63 and further
characterized by Doi64–66, which permits the reaction of
two molecules with a microscopic rate 𝜆, referred to as
propensity72, as long as the reactants are within a reaction
radius 𝑅. This model is often referred to as the volume
reaction model or Doi model and is in the focus of the
present study.
Following Smoluchowski67, we consider a solution of
substances A and B, that undergo the reaction
A+ B −−→ A* +B, (2)
for which the product A* of the reaction falls out of scope,
such that we do not need to consider it. The concentra-
tions 𝑐𝐴 and 𝑐𝐵 of A and B molecules, respectively, are
assumed to be both so dilute that interactions between
like molecules can safely be ignored. (Otherwise, the reac-
tion kinetics would non-trivially depend on 𝑐𝐴 and 𝑐𝐵 and
the reaction rate would not be a well-defined constant.)
Further, the concentration of B molecules is assumed to be
much smaller than that of A, 𝑐𝐵 ≪ 𝑐𝐴, i.e., A molecules
are abundant relative to Bs and there is no competi-
tion for reactants between the B molecules. Equivalently,
substance B is highly diluted, and the problem can be
rephrased as that of a single B molecule surrounded by A
molecules in a large, yet finite volume 𝑉 . It is convenient
to switch to the reference frame of the B molecule, and
we will choose a spherical volume 𝑉 of radius 𝐿; see Fig. 1
for an illustration. In a finite amount of time and for suf-
ficiently large 𝑉 , the B molecule absorbs only a negligible
fraction of As so that we can assume a quasi-steady state
with the concentration 𝑐𝐴 being constant at the boundary
𝜕𝑉 of the volume.
As microscopic reaction model, we use the Teramoto–
Shigesada–Doi model63–66, in which A and B molecules
diffuse in space with diffusion constants 𝐷𝐴 and 𝐷𝐵,
respectively, forming a reactive complex whenever an A
FIG. 1. System of reactive molecules. Molecules of species
A diffuse in space and can react with B molecules if their
distance 𝑟 is smaller than the reaction radius 𝑅. If B particles
are scarce, a reasonable assumption is that there is no com-
petition between them and one can treat only one of them
within a spherical domain of radius 𝐿 ≫ 𝑅. For the analyt-
ical treatment, 𝐿→∞, whereas for numerical methods and
simulations 𝐿 is finite.
is separated from a B by less than the reaction distance
𝑅. This reactive complex undergoes reaction (2) with a
microscopic rate constant or propensity 𝜆, thus effectively
removing A molecules from the system with a frequency
𝐾. More precisely, given a reactive complex, reaction
events are triggered by a Poisson clock with parameter 𝜆.
The throughput or velocity of reaction (2) is then given
by
d𝑐𝐴*
d𝑡 = 𝐾𝑐𝐵 , (3)
where 𝑐𝐴* is the overall concentration of the reaction
product A*.
Similarly to Debye’s work60, and as commonly done in
iPRD simulations52, our focus here is on situations where
A and B molecules interact physically with each other
according to an isotropic pair potential 𝑈(r) = 𝑈(|r|);
the vector r denotes the separation of an AB pair. The
average concentration field 𝑝(r, 𝑡) of A molecules and the
corresponding flux (density) j(r, 𝑡) are then governed by
the reaction–diffusion equation
𝜕𝑡𝑝(r, 𝑡) = −∇ · j(r, 𝑡)− 𝑎(r) 𝑝(r, 𝑡) , (4a)
j(r, 𝑡) := −𝐷 e−𝛽𝑈(r)∇
[︁
e𝛽𝑈(r)𝑝(r, 𝑡)
]︁
, (4b)
with the reaction propensity 𝑎(r) > 0 and 𝐷 = 𝐷𝐴 +𝐷𝐵
the relative diffusion constant of the particles; 𝛽 = 1/𝑘B𝑇
3denotes the inverse of the thermal energy scale as usual.
Within the Doi model, the propensity 𝑎(r) is implemented
in terms of the Heaviside step function, 𝑎(r) = 𝜆 𝜃(𝑅−|r|)
such that the B molecule appears as a spherical reactive
sink of radius 𝑅.
By isotropy of the setup, the steady flux j(r) of A
molecules has only a radial component 𝑗(𝑟) that is a
function only of the distance 𝑟 = |r| to the B molecule. It
determines the reaction frequency 𝐾 through the surface
integral
𝐾 = −
∫︁
|r|=𝑅
j(r) · nd𝜎 = −4𝜋𝑅2𝑗(𝑅) , (5)
with the surface normal n pointing outwards; the minus
sign arises due to the fact that particles flow from the
boundary to the sink at the origin, 𝑗(𝑟) < 0. On the
other hand, the law of mass action yields the reaction
rate equation
d𝑐𝐴*
d𝑡 = 𝑘𝑐𝐴𝑐𝐵 , (6)
in terms of the macroscopic association rate constant 𝑘.
Comparing to Eq. (3), the latter is related to the micro-
scopic frequency 𝐾 by 𝑘 = 𝐾/𝑐𝐴, and the reaction rate
constant follows as
𝑘 = 4𝜋𝑅
2|𝑗(𝑅)|
𝑐𝐴
. (7)
The goal of the following sections is to calculate the
flux profile 𝑗(𝑟) of the quasi-steady state and thus the
macroscopic rate 𝑘, focussing on their dependences on
the microscopic reaction parameters, 𝜆 and 𝑅, and on
the pair potential 𝑈(𝑟) between A and B molecules. Note
that there is no interaction amongst A molecules.
III. SOLUTION STRATEGY AND CLASSICAL
LIMITING CASES
In this section, we work out the general solution strat-
egy for the reaction–diffusion equations, Eq. (4), and ob-
tain analytical solution to important subproblems, which
resemble a number of classical results. The stationary
solutions 𝑝(r) obeys 𝜕𝑡𝑝(r) = 0, and thus Eq. (4a) reduces
to
∇ · j(r) = −𝑎(r) 𝑝(r). (8)
According to the quasi-steady state assumption, 𝑝(r) fur-
ther satisfies the Dirichlet boundary condition
𝑝(r) = 𝑐𝐴 , r ∈ 𝜕𝑉 . (9)
Restricting to isotropic potentials, we switch to a single
radial coordinate, 𝑟 = |r|, with the convention that the
flux 𝑗(𝑟) = j(r) · r/𝑟 points outwards:
1
𝑟2
𝜕𝑟𝑟
2𝑗(𝑟) = −𝜆 𝜃(𝑅− 𝑟) 𝑝(𝑟) (10)
with
𝑗(𝑟) = −𝐷e−𝛽𝑈(𝑟)𝜕𝑟
[︁
e𝛽𝑈(𝑟)𝑝(𝑟)
]︁
. (11)
In this case and for an infinitely large volume 𝑉 , Eq. (9)
simplifies to 𝑝(𝑟 →∞) = 𝑐𝐴.
To complete the boundary value problem for 𝑝(𝑟), we
need to specify also the behaviour at the coordinate origin,
which is not obvious due to the interaction potential. The
total flux through a ball 𝐵𝜀 of radius 𝜀 centred at r = 0
obeys: ∫︁
𝜕𝐵𝜀
j(r) · nd𝜎 = −
∫︁
𝐵𝜀
𝑎(r) 𝑝(r) d3𝑟 , (12)
invoking Gauss’ theorem and inserting Eq. (8). Continuity
of the solution 𝑝(r) together with our choice for 𝑎(r) yields
4𝜋𝜀2 𝑗(𝜀) ≃ −𝜆𝑝(0) · 4𝜋𝜀3/3, and thus
𝑗(0) = 0 . (13)
It implies a Robin boundary condition for the concentra-
tion profile,
lim
𝑟→0
[︀
𝛽𝑈 ′(𝑟) 𝑝(𝑟) + 𝜕𝑟𝑝(𝑟)
]︀
= 0, (14)
which is satisfied by a Boltzmann distribution (scaled by
a constant factor):
𝑝(𝑟) ∼ exp(−𝛽𝑈(𝑟)) , 𝑟 → 0, (15)
capturing the 𝑟-dependence asymptotically.
Note that the preceding derivation does not apply for
potentials 𝑈(𝑟) that diverge as 𝑟 → 0. In this case, the
current j(r) is not defined at the origin, r = 0, and,
strictly speaking, this point must be excluded from the
integration domain 𝐵𝜀, which forbids the application
of Gauss’ theorem. Yet, the extension of Eq. (15) to
diverging potentials, 𝑈(𝑟 → 0) = +∞, is motivated
physically as it is improbable that any 𝐴 molecule reaches
the centre of the reaction volume: an upper bound on
𝑝(𝑟) is given by the equilibrium distribution, describing
the non-reacting case. In particular, 𝑝(r) is continuous in
r = 0 and so is ∇ · j(𝑟) by Eq. (8), justifying the use of
Gauss’ theorem a posteriori.
Eventually, the step-like reaction propensity in Eq. (10)
suggests to split the domain at the reaction boundary,
𝑟 = 𝑅, and to find separate solutions 𝑝≷ and 𝑗≷ in
both subdomains, 𝑟 ≷ 𝑅. By inspection of the r.h.s. of
Eqs. (10) and (11), the flux 𝑗(𝑟) is finite and continuous
at this interface, which implies that 𝑝(𝑟) is continuously
differentiable at 𝑟 = 𝑅. This provides us with the interface
conditions
𝑝>(𝑅) = 𝑝<(𝑅) , (16)
𝑗>(𝑅) = 𝑗<(𝑅) = −𝐾/4𝜋𝑅2, (17)
making use of Eq. (5) in the last step. Matching the
solutions of both subdomains will thus yield the sought-
after reaction frequency 𝐾.
4A. Outer solution
In the outer domain (>), where 𝑅 6 𝑟 <∞, Eq. (10)
reduces to an equation for the flux alone, 𝜕𝑟𝑟2𝑗>(𝑟) = 0.
Integration from the lower boundary, Eq. (17), to some
𝑟 > 𝑅 yields:
𝑗>(𝑟) = − 𝐾4𝜋𝑟2 , (18)
with unknown rate 𝐾. The functional dependence on 𝑟
is readily understood by the fact that, in the absence of
reactions, the integral flux through spheres of radius 𝑟 is
constant (Gauss’ theorem). In particular, the solution is
compatible with the no-flux condition, 𝑗>(𝑟 → ∞) = 0,
which is implied by the upper boundary, 𝑝>(𝑟 →∞) = 𝑐𝐴,
together with the vanishing force, −∇𝑈(𝑟 →∞) = 0, and
using Eq. (11).
Next, we calculate the concentration profile 𝑝>(𝑟) from
Eqs. (9) and (11). Introducing
𝑔(𝑟) := e𝛽𝑈(𝑟)𝑟−2 (19)
for brevity, one finds (𝐾/4𝜋𝐷) 𝑔(𝑟) = 𝜕𝑟
[︀
e𝛽𝑈(𝑟)𝑝>(𝑟)
]︀
,
and after integration over [𝑟,∞):
𝑝>(𝑟) = e−𝛽𝑈(𝑟)
[︂
𝑐𝐴 − 𝐾4𝜋𝐷
∫︁ ∞
𝑟
𝑔(𝑠)d𝑠
]︂
, (20)
which is Debye’s classical result60. If the interaction
potential is not present (𝑈 = 0), this reduces to the
familiar solution of the Dirichlet–Laplace problem:
𝑝>(𝑟) = 𝑐𝐴 − 𝐾4𝜋𝐷
1
𝑟
. (21)
For diffusion-limited reactions, that is when product
formation is fast and 𝑘f ≪ 𝑘e in Eq. (1), particles almost
surely react on the surface of the reaction volume and the
concentration inside vanishes: 𝑝<(𝑟) = 0 for 𝑟 6 𝑅. Then
by continuity of 𝑝(𝑟) at the interface of the subdomains,
Eq. (20) is amended by 𝑝>(𝑅) = 0 and can be solved for𝐾.
This yields the Debye reaction rate constant 𝑘 = 𝐾/𝑐𝐴,
which we identify as the encounter rate 𝑘e in the presence
of a pair potential:
𝑘e = 4𝜋𝐷
⧸︁∫︁ ∞
𝑅
𝑔(𝑠)d𝑠 . (22)
The corresponding concentration profile is given by
Eq. (20) and reads
𝑝>(𝑟) = 𝑐𝐴e−𝛽𝑈(𝑟)
∫︁ 𝑟
𝑅
𝑔(𝑠) d𝑠
⧸︁∫︁ ∞
𝑅
𝑔(𝑠) d𝑠. (23)
In particular, 𝑝>(𝑟) is independent of the diffusion con-
stant 𝐷. For 𝑈(𝑟) = 0, these results recover Smolu-
chowski’s rate constant67 𝑘 = 4𝜋𝐷𝑅 and the profile
𝑝>(𝑟) = 𝑐𝐴(1−𝑅/𝑟).
B. Inner solution without potential
In the absence of an interaction potential, Eqs. (10)
and (11) simplify drastically and the concentration in-
side 𝑝<(𝑟) the reaction volume, 0 6 𝑟 6 𝑅, obeys the
Helmholtz equation(︂
𝜕2𝑟 +
2
𝑟
𝜕𝑟 − 𝜅2
)︂
𝑝<(𝑟) = 0 (24)
with the inverse length 𝜅 :=
√︀
𝜆/𝐷, describing the pen-
etration depth into the reactive domain. The flux takes
the form 𝑗<(𝑟) = −𝐷𝜕𝑟𝑝<(𝑟), which turns the bound-
ary conditions for the flux, Eqs. (13) and (17), into von
Neumann conditions for the concentration, 𝑝′<(0) = 0
and 𝑝′<(𝑅) = 𝐾/4𝜋𝐷𝑅2. Equation (24) is equivalent to(︀
𝜕2𝑟 − 𝜅2
)︀
[𝑟𝑝<(𝑟)] = 0, and the boundary value problem
is solved by37
𝑝<(𝑟) = 𝛾
sinh(𝜅𝑟)
𝜅𝑟
(25)
with the constant 𝛾 fixed by the upper boundary; in partic-
ular, 𝛾 is proportional to the reaction frequency𝐾. Match-
ing inner and outer solutions for 𝑝(𝑟), Eqs. (21) and (25),
at the interface, 𝑟 = 𝑅, leads to 𝛾 = 𝑐𝐴/ cosh(𝜅𝑅), and
Doi’s result for the reaction rate constant37,64 follows:
𝑘 = 4𝜋𝐷𝑅
[︂
1− tanh(𝜅𝑅)
𝜅𝑅
]︂
. (26)
The solution naturally decomposes as in Eq. (1) into
Smoluchowski’s encounter rate 𝑘e = 4𝜋𝐷𝑅, see Eq. (22),
and a formation rate
𝑘f = 4𝜋𝐷𝑅[𝜅𝑅 coth(𝜅𝑅)− 1], (27)
with coth(𝑥) = 1/ tanh(𝑥). In the fast-diffusion limit,
𝜅𝑅≪ 1, i.e., when the reaction propensity 𝜆 is low, the
formation rate 𝑘f ≃ (4𝜋/3)𝑅3𝜆 is simply the product of
the reaction volume 𝑉𝑅 = (4𝜋/3)𝑅3 and the propensity,
reflecting well-mixed conditions inside the reaction volume
(𝑝<(𝑟) = const). For fast reactions, 𝜅𝑅 ≫ 1, we obtain
𝑘f ≃ 4𝜋𝑅2𝜅−1𝜆, which we interpret as reactions being
restricted to a volume 4𝜋𝑅2𝜅−1, that is a thin shell of
radius 𝑅 and width 𝜅−1.
IV. REACTION RATES AND SPATIAL DISTRIBUTIONS
IN THE PRESENCE OF AN INTERACTION POTENTIAL
For the general solution to the reaction–diffusion prob-
lem, Eqs. (10) and (11), in the presence of an interaction
potential, it remains to find a solution inside the reaction
radius (inner domain) and to match it with Eq. (20). As
boundary condition we use 𝑗<(0) = 0, Eq. (13), and solve
for the current 𝑗<(𝑟) first.
5A. Constant potential inside the reaction volume
As a preliminary to the general discussion, we consider
the analytically accessible situation that the interaction
potential is constant within the reaction volume, i.e.,
𝑈(𝑟) = 𝑈(𝑅) for 𝑟 6 𝑅. This may be useful in modelling
reactions in electrolytes while neglecting excluded volume
effects. Then the inner solution equals the non-interacting
case, Eq. (25), and can be matched with Eq. (20) to find
the reaction rate constant
𝑘 = 4𝜋𝐷
(︂
𝑅𝑔(𝑅)
𝜅𝑅 coth(𝜅𝑅)− 1 +
∫︁ ∞
𝑅
𝑔(𝑟) d𝑟
)︂−1
. (28)
In particular, the encounter rate 𝑘e is equal to Debye’s re-
sult, Eq. (22), whereas the formation rate is suppressed by
a factor 𝑅2𝑔(𝑅) = e𝛽𝑈(𝑅) relative to the non-interacting
value, Eq. (27), and the total rate is the harmonic mean
of both, Eq. (1).
B. Solution for arbitrary potentials
We proceed along the lines of the potential-free case,
Section III B, and solve Eqs. (10) and (11) inside the
reaction volume, 0 6 𝑟 6 𝑅, subject to the boundary
conditions Eqs. (13) and (17). Applying the differential
operator e−𝛽𝑈(𝑟)𝜕𝑟e𝛽𝑈(𝑟) on both sides of Eq. (10) and
identifying the flux on the right hand side, one finds the
following Dirichlet problem for the dimensionless function
𝜓(𝑟) := −4𝜋𝑟2𝑗<(𝑟)/𝐾:
𝜓′′(𝑟) +
(︂
𝛽𝑈 ′(𝑟)− 2
𝑟
)︂
𝜓′(𝑟)− 𝜅2𝜓(𝑟) = 0 , (29a)
𝜓(0) = 0 , and 𝜓(𝑅) = 1 . (29b)
In the absence of an explicit solution, we use the method
of finite differences73 to compute, in particular, the deriva-
tive on the reaction boundary, 𝜓′(𝑅). The latter deter-
mines the concentration on the boundary via Eq. (10):
𝑝<(𝑅) = 𝜓′(𝑅)𝐾/4𝜋𝑅2𝜆 . (30)
Eventually, the reaction frequency 𝐾 is obtained by
matching inner and outer solutions for the concentration,
Eq. (16). Employing the numerical value for 𝜓′(𝑅) and
our previous result, Eq. (20), we have
𝐾
4𝜋𝑅2𝜆 𝜓
′(𝑅) = e−𝛽𝑈(𝑅)
[︂
𝑐𝐴 − 𝐾4𝜋𝐷
∫︁ ∞
𝑅
𝑔(𝑠) d𝑠
]︂
. (31)
Solving for 𝐾 = 𝑘/𝑐𝐴, yields an exact, closed expression
for the macroscopic rate constant 𝑘, which is one of our
main results:
𝑘 = 4𝜋𝐷
[︂∫︁ ∞
𝑅
𝑔(𝑠)d𝑠+ 𝑔(𝑅)𝜓
′(𝑅)
𝜅2
]︂−1
; (32)
the pair potential enters through the function 𝑔(𝑟) :=
e𝛽𝑈(𝑟)𝑟−2. The result naturally displays the decomposi-
tion of Eq. (1), and we identify the formation rate as
𝑘f =
4𝜋𝜆
𝑔(𝑅)𝜓′(𝑅) , (33)
which appears to be proportional to the reaction propen-
sity 𝜆; in fact, the value of 𝜓′(𝑅), as given by Eqs. (29),
indirectly depends on 𝜆 as well. Noteworthy, the diffusion-
limited encounter rate 𝑘e is the same as for the Debye
problem, see Eq. (22), and the classical result, 𝑘 = 𝑘e, is
recovered in the limit of instantaneous reactions, 𝜆→∞,
i.e., for vanishing 𝑘−1f .
An alternative expression for the formation rate 𝑘f in
terms of the concentration 𝑝(𝑅) is obtained by substi-
tuting 𝜓′(𝑅) using Eq. (30) and 𝐾 = 𝑘𝑐𝐴, which yields
𝑘f = 𝑘𝑐𝐴e−𝛽𝑈(𝑅)/𝑝(𝑅). Employing the decomposition of
the total rate 𝑘 [Eq. (1)] and solving for 𝑘f , one finds
𝑘f = 𝑘e
[︂
𝑐𝐴e−𝛽𝑈(𝑅)
𝑝(𝑅) − 1
]︂
. (34)
Interestingly, the formation rate is fully specified by the
encounter rate 𝑘e and the concentration at the reaction
boundary relative to its equilibrium value. However, the
computation of 𝑝(𝑅) requires the full solution of the
reaction–diffusion problem.
The concentration profile 𝑝(𝑟) follows from integration
of Eq. (11) in terms of 𝜓(𝑟) and using continuity, Eq. (16),
to eliminate 𝑝<(𝑅) to find
𝑝(𝑟) = 𝑐𝐴e−𝛽𝑈(𝑟)
[︂
1− 𝑘4𝜋𝐷
∫︁ ∞
𝑟
𝑔(𝑠)𝜓(𝑠)d𝑠
]︂
, (35)
with the convention 𝜓(𝑟) = 1 for 𝑟 > 𝑅. Alternatively
the density profile can also be found by Eq. (10), from
the solution 𝜓(𝑟) as 𝑝<(𝑟) = 𝜓′(𝑟)𝐾/4𝜋𝑟2𝜆. However, we
observed the numerical integration in Eq. (35) to yield
smaller errors.
C. Perturbative solution for slow reactions
Slow reactions, 𝜆 ≪ 𝐷𝑅2, corresponding to a well-
mixed reaction volume, are described by a large penetra-
tion depth 𝜅−1 ≫ 𝑅. This suggests to expand the con-
centration profile 𝑝<(𝑟) in the small parameter 𝜅𝑅≪ 1,
introducing functions 𝑝0, 𝑝1, . . . :
𝑝<(𝑟) = 𝑝0(𝑟) + (𝜅𝑅)2𝑝1(𝑟) +𝑂
(︀
(𝜅𝑅)4
)︀
; (36)
here, we neglect terms of order (𝜅𝑅)4. Corresponding
fluxes 𝑗0(𝑟), 𝑗1(𝑟), . . . are defined by virtue of Eq. (11).
Inserting the expansion into Eq. (10) for 𝑟 6 𝑅 and
sorting by powers of 𝜅2 = 𝜆/𝐷, one finds that the 0th
order is satisfied by the equilibrium distribution in the
absence of reactions:
𝑝0(𝑟) = 𝑐𝐴e−𝛽𝑈(𝑟) , (37)
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FIG. 2. Relative error Δ𝑘/𝑘 of the reaction rate constant 𝑘 of
the numerical solution [Eq. (32)] with respect to the analytical
solution [Eq. (43)] for a diverging potential [Eq. (42)]. The
numerical result is obtained for different discretisation widths
ℎ given in units of the reaction radius 𝑅 and for different
reactivities 𝜅𝑅. The dashed line depicts a linear scaling,
Δ𝑘/𝑘 ∼ ℎ.
which is accompanied by a vanishing flux, 𝑗0(𝑟) ≡ 0, due
to detailed balance. The flux 𝑗1(𝑟) at order (𝜅𝑅)2 obeys
1
𝑟2
𝜕𝑟𝑟
2𝑗1(𝑟) = −𝜅2𝐷𝑝0(𝑟) , (38)
which can be integrated to yield
𝑗1(𝑟) = −𝜅
2𝐷𝑐𝐴
𝑟2
∫︁ 𝑟
0
e−𝛽𝑈(𝑠)𝑠2𝑑𝑠 (39)
for 0 6 𝑟 6 𝑅, where we used the boundary condition
𝑗(0) = 0 [Eq. (13)]. With this, the reaction rate constant
𝑘 follows from Eq. (7) straightforwardly:
𝑘 = 𝜅2𝐷
∫︁ 𝑅
0
e−𝛽𝑈(𝑟) 4𝜋𝑟2d𝑟 +𝑂
(︀
(𝜅𝑅)4
)︀
. (40)
It allows for a simple interpretation valid for slow reac-
tions: the macroscopic rate 𝑘 ≃ 𝜆𝑉eff is the product of
the reaction propensity 𝜆 and an effectively accessible
reaction volume48,
𝑉eff =
∫︁
|r|6𝑅
e−𝛽𝑈(r) d3𝑟 . (41)
D. Numerical details
The computation of the reaction rate [Eq. (32)] for arbi-
trary potentials and reaction parameters requires the nu-
merical solution of the boundary-value problem, Eq. (29),
and of the integral, Eq. (22). We checked our numerical
implementation by comparing to the analytically exactly
tractable, albeit peculiar case of a logarithmic potential,
𝑈(𝑟) =
{︃
−2𝑘𝐵𝑇 log(𝑟/𝑅), 𝑟 < 𝑅
0, otherwise.
(42)
With this, 𝑔(𝑟) = 𝑅−2 𝜃(𝑅 − 𝑟) is a step function, and
the coefficient 𝛽𝑈 ′(𝑟)− 2/𝑟 in Eq. (29a) reduces to −4/𝑟.
The differential equation can be solved using computer
algebra, yielding 𝜓′(𝑅) and the reaction rate according
to Eq. (32) as
𝑘 = 2𝜋𝐷𝑅
{︂
3− (𝜅𝑅)
2
(𝜅𝑅)2 − 2[𝜅𝑅 coth(𝜅𝑅)− 1]
}︂
. (43)
The Debye rate was computed via the adaptive quadra-
ture routines from QUADPACK. For numerical solutions
to Eq. (29), we used the method of finite differences73
by discretising the domain [0, 𝑅] into 𝑁 sub-intervals of
equal size ℎ := 𝑅/𝑁 . Let us note that at the outer most
grid points, 𝑟 = 0 and 𝑟 = 𝑅, Eq. (29a) does not require
evaluation if central differences are used to compute 𝜓′(𝑟)
and 𝜓′′(𝑟) from 𝜓(𝑟). For a range of values of 𝜅𝑅, we
computed the error Δ𝑘 between the numerical and the an-
alytical results for the rate, see Fig. 2. The relative error
Δ𝑘/𝑘 scales approximately linearly with ℎ and decreases
with increasing 𝜅𝑅. For the worst case studied, 𝜅𝑅 = 0.1,
we conclude that an accuracy better than 10−3 is reached
by choosing a grid spacing of ℎ = 10−4𝑅, which is still
well feasible in terms of computational costs. This value
of ℎ is used for all subsequent calculations.
Finally, we have checked that all terms in Eq. (29a)
are bounded. In particular, we argue that the term
[𝛽𝑈 ′(𝑟) − 2/𝑟]𝜓′(𝑟) vanishes in the limit 𝑟 → 0. The
expression is proportional to [𝛽𝑈 ′(𝑟) − 2/𝑟]𝑟2𝑝(𝑟) after
re-substituting 𝜓(𝑟) and using Eq. (10). Further, we an-
ticipate that the concentration profile is bounded from
above by the equilibrium distribution, 𝑝(𝑟) 6 𝑐𝐴e−𝛽𝑈(𝑟),
as reactions can only lower the concentration in the re-
action volume, see Fig. 8. With this, (2/𝑟) 𝑟2𝑝(𝑟) → 0
and |𝛽𝑈 ′(𝑟) 𝑝(𝑟)| 6 𝑐𝐴
⃒⃒
𝜕𝑟e−𝛽𝑈(𝑟)
⃒⃒
, and it remains to
show that
⃒⃒
𝜕𝑟e−𝛽𝑈(𝑟)
⃒⃒ 𝑟→0−−−→ 0. This is fulfilled by certain
logarithmic potentials, such as in Eq. (42), and by alge-
braically diverging potentials, 𝛽𝑈(𝑟 → 0) ≃ 𝑎𝑟−𝑚 with
𝑎,𝑚 > 0. In the latter case, putting 𝑦 := 𝑟−𝑚 we have⃒⃒
𝜕𝑟e−𝛽𝑈(𝑟)
⃒⃒ ≃ 𝑎𝑚𝑦(𝑚+1)/𝑚e−𝑎𝑦 → 0 as 𝑦 →∞.
V. iPRD SIMULATIONS
Complementary to the preceding theoretical analysis,
we have performed extensive simulations of the micro-
scopic reaction–diffusion dynamics in the steady state.
We “measure” the absolute reaction rate 𝑘 of the reac-
tion (2) and the radial distribution function 𝑝(𝑟) of A
molecules relative to a B molecule.
A. Simulation setup and protocol
Stochastic simulations of the interacting particle-based
reaction–diffusion dynamics (iPRD) are performed with
the software ReaDDy 252,54, which integrates the mo-
tion of particles and reactions between them explicitly
7Quantity Symbol Value Unit
Propensity of reaction (2) 𝜆 varies 𝜏−1d
Soft repulsion strength 𝑏 40 𝑘𝐵𝑇/𝑅2
Soft repulsion range 𝑟0 1 𝑅
LJ interaction strength 𝜀 1 𝑘𝐵𝑇
LJ interaction range 𝜎 (26/7)−1/6 𝑅
LJ cutoff radius 𝑟𝑐 2.5 𝑅
Integration time step Δ𝑡 10−4 𝜏d
Radius of simulation domain 𝐿 10 𝑅
Width of factory shell Δ𝐿 5 𝑅
Number of factory particles 𝑁𝑓 1.5× 104 1
Propensity to create A 𝑓+ 0.01 𝜏−1d
Propensity to absorb A 𝑓− 0.01 𝜏−1d
TABLE I. Parameters used in the particle simulations. Basic
units of length, time, and energy are 𝑅, 𝜏d := 𝑅2/𝐷, and 𝑘𝐵𝑇 ,
respectively.
in three-dimensional space. In ReaDDy, time is discre-
tised into steps of fixed size Δ𝑡. A single step consists
of first integrating the Brownian motion of molecules via
the Euler–Maruyama scheme and then handling reaction
events according to the Doi model (Section II). After each
step, one can evaluate observables, such as the positions
of particles or the number of reactions that occurred.
The simulation setup is constructed spherically sym-
metric around a single B molecule in the coordinate origin,
as depicted in Fig. 1. In particular, we use a spherical
domain of finite radius 𝐿, which will be filled with A
molecules such that at the boundary, 𝑟 = 𝐿, the concen-
tration 𝑝(𝐿) of A molecules matches a given constant.
Within the whole domain, A particles diffuse subject to
the interaction potential 𝑈(𝑟), whereas the B molecule
is fixed in space; here, we restrict ourselves to potentials
that are cut off at a distance 𝑟𝑐 < 𝐿. The conversion
reaction (2) takes place with reaction propensity 𝜆 inside
the sphere with 𝑟 6 𝑅. We have run a large number
of simulations for varying propensity 𝜆 and different po-
tentials 𝑈(𝑟), see below. Simulation units were chosen
such that distances are measured in terms of the reaction
radius 𝑅, energies in terms of the thermal energy 𝑘𝐵𝑇 ,
and times in terms of the combination 𝜏d := 𝑅2/𝐷, which
is proportional to the time to explore the reaction volume
by diffusion. The parameters used are listed in Table I, in
particular, a time step Δ𝑡 = 10−4𝜏d was used throughout
production runs.74
Aiming at the simulation of a stationary reaction ki-
netics, we coat the domain by a factory shell, with radial
coordinates in 𝑟 ∈ [𝐿,𝐿+Δ𝐿], that yields a constant sup-
ply of A molecules. Adjacent to the shell, for 𝑟 > 𝐿+Δ𝐿,
an external harmonic potential is added that prevents A
molecules from escaping and thereby closing the simula-
tion domain. The factory shell contains 𝑁𝑓 factory (F)
particles, which are fixed in space at random positions
according to a uniform distribution. F particles create
and absorb A molecules through the reversible reaction
F
𝑓+−−⇀↽−
𝑓−
F + A . (44)
The forward reaction has propensity 𝑓+ and is of fission
type: a new A molecule is placed at a random distance 𝑑 ∈
[0, 𝑅𝑓 ] from the active F particle. The backward reaction
is of fusion type, by which an A molecule is absorbed with
propensity 𝑓− if it is closer than 𝑅𝑓 to an F particle. Due
to the fact that the number of F particles is conserved,
the factory reactions (44) are pseudo-unimolecular, i.e.
they can be reduced to
A −−⇀↽− ∅, (45)
which leads to a steady-state concentration 𝑝(𝐿) of As.
The latter depends also on the outflux 𝐾 = 4𝜋𝐿2|𝑗(𝐿)| of
A molecules, which can diffuse freely into and out of this
shell and migrate towards the origin due to the reaction
of interest, Eq. (2). Lacking an a priori knowledge of
the concentration 𝑝(𝐿) and the concentration 𝑐𝐴 in the
far field (𝑟 → ∞), we run simulations with a certain
set of parameters 𝑁𝑓 , 𝑓+, 𝑓−, and 𝑅𝑓 and estimate the
resulting value of 𝑐𝐴 accurately from the observed steady-
state profile 𝑝(𝑟). Specifically, we fit the solution 𝑝(𝑟) =
𝑐𝐴 − 𝐾/4𝜋𝐷𝑟 [Eq. (21)], to the data for 𝑝(𝑟) in the
range max(𝑅, 𝑟𝑐) 6 𝑟 6 𝐿, where both interactions and
reactions are absent and A molecules diffuse freely. This
yields the extrapolated concentration at far distances,
𝑝(𝑟 → ∞) = 𝑐𝐴. Note that the reaction frequency 𝐾 is
directly available from the simulation by counting reaction
events.
The above procedure relies on the fact that shifting
the upper boundary from infinity to 𝑟 = 𝐿 merely shifts
the concentration 𝑝(𝑟) by an additive constant, leaving
the integral flux through spheres of radius 𝑟 unchanged,
provided that 𝑟 is outside of the interaction range. This
is a consequence of Gauss’s theorem, see also Eq. (11).
Therefore, simulation results with a finite volume can
be mapped exactly to the infinite case upon using the
effective far-field concentration 𝑐𝐴 as determined above.
A data production cycle starts with uniformly distribut-
ing A molecules in the factory shell with a concentration
that roughly anticipates the expected 𝑐𝐴. This initial state
is relaxed by evolving the reaction–diffusion dynamics for
a time span of 𝑡eq = 300𝜏d, by executing 3× 105 integra-
tion steps with a coarser time step size of Δ𝑡 = 10−3𝜏d.
Equilibration is verified by observing that the number of A
particles does not vary significantly. The time step is then
decreased to Δ𝑡 = 10−4𝜏d and the system equilibrated
for another time span of 30𝜏d. During the subsequent
production run of length similar to 𝑡eq, we record the two
main observables: (i) the concentration profile 𝑝(𝑟) as the
radial distribution function (RDF) of A molecules relative
to the B molecule in the centre, and (ii) the number of
reactions (2) that were performed in each integration step,
yielding the reaction frequency 𝐾 and thus the macro-
scopic reaction rate constant 𝑘 = 𝐾/𝑐𝐴. Observing the
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FIG. 3. Pair potentials 𝑈(𝑟) used in our study of the steady-
state reaction kinetics [Eqs. (46) and (47)] for the parameters
given in Table I. The separation 𝑟 of molecule centres is given
in units of the reaction radius 𝑅, and the potential energy
𝑈 is given in terms of the thermal energy 𝑘𝐵𝑇 ; the shaded
region marks the reaction sphere in which reaction (2) can
occur. Arrows indicate the location of the interaction cutoffs.
RDF in the case without a reaction and comparing it
against the Boltzmann distribution is used to verify the
time step.
One such simulation procedure took roughly 512 hours
on a single CPU. Simulations were run for 3 different po-
tentials and 5 different propensities, for each combination
statistical averages over 13 independent realisations were
taken, altogether yielding 195 simulations that were run
in parallel. The cumulative CPU time amounts to 100,000
hours.
B. Pair potentials
In the following, we consider two different isotropic pair
potentials for the interaction between A and B molecules,
and we compare to the non-interacting case (𝑈 = 0).
The employed potentials are visualized in Fig. 3, and
all relevant parameters are given in Table I. The first
potential describes an ultra-soft steric repulsion, which is
common for macromolecules such as polymer rings75. For
simplicity, we assume that A and B molecules repel each
other only when their centres are within a cutoff radius
𝑟0, and we use a harmonic form:
𝑈(𝑟) = 12𝑏(𝑟 − 𝑟0)
2 , 𝑟 6 𝑟0 , (46)
and 𝑈(𝑟) = 0 otherwise; here, 𝑏 > 0 is a harmonic spring
constant chosen to be stiff, 𝑏𝑟0 ≫ 𝑘𝐵𝑇 , and we set the
cutoff equal to the reaction radius, 𝑟0 = 𝑅.
The second potential is a commonly truncated form
of the Lennard-Jones (LJ) potential, which combines a
strong steric repulsion of nearly overlapping molecules
with a short-range attraction due to van der Waals forces:
𝑈(𝑟) = 4𝜀
[︀
(𝜎/𝑟)12 − (𝜎/𝑟)6]︀ 𝜃(𝑟𝑐 − 𝑟), (47)
with 𝜎 and 𝜀 > 0 being a length and an energy, re-
spectively, that set the range and the strength of the
interaction. The value of 𝜀 is also the depth of the po-
tential well at 𝑟 = 𝜎. Here we choose 𝜎 such that the
potential minimum lies within the reaction volume, specif-
ically, the inflection point of 𝑈(𝑟) is set at the boundary,
𝑅 = (26/7)1/6𝜎 ≈ 1.24𝜎. The attractive part of the
interaction is truncated at 𝑟𝑐 = 2.5𝑅.
VI. RESULTS AND DISCUSSION
A. Macroscopic rates
Simulation results for the reaction rate constant 𝑘 as a
function of the propensity 𝜆 = 𝜅2𝐷 are shown in Fig. 4
for the above potentials. They are compared to the the-
oretical predictions from the reaction–diffusion problem,
Eqs. (4), as follows: For the non-interacting case (𝑈 = 0),
the exact solution is available in closed form, Eq. (26).
For the soft repulsion and the LJ potential, the solution
is available only in quasi-analytic form, Eq. (32), i.e., the
final expressions for 𝑘 are explicit in terms of a numerical
quadrature as in the Debye problem and the numerical
solution to a one-dimensional boundary value problem in
the interior of the reaction sphere, see Section IVD. As
dimensionless control parameter we choose the combina-
tion 𝜅𝑅 = 𝑅
√︀
𝜆/𝐷, which distinguishes the reaction- and
diffusion-limited regimes, 𝜅𝑅 ≪ 1 and 𝜅𝑅 ≫ 1, respec-
tively. Equivalently, (𝜅𝑅)2 = 𝜆𝜏d controls the reaction
propensity relative to the diffusion time 𝜏d = 𝑅2/𝐷.
For all choices of the potential, the agreement between
theory and simulations is excellent, see Fig. 4a. In all
three cases, the reaction rate 𝑘 increases monotonically
with the reaction propensity 𝜆 and saturates at Debye’s
result, Eq. (22), for a diffusion-limited reaction (𝜅𝑅→∞).
In this limit, the reaction occurs almost surely upon first
contact and details inside of the reaction volume become
irrelevant, the formation rate diverges, 𝑘f → ∞. Note
that for the truncated soft repulsion, Eq. (46), the limiting
value equals the Smoluchowski rate as the potential is
zero in the outer domain. For slow reactions, 𝜅𝑅 ≪ 1,
the initial increase of 𝑘 depends quadratically on 𝜅𝑅 and
it coincides with the prediction 𝑘 ≃ 𝜆𝑉eff of perturbation
theory, Eq. (40). This regime is better visualised by
normalising 𝑘 with the perturbation result for the non-
interacting case, 𝑘(0) = 𝜆𝑉𝑅, where 𝑉𝑅 = (4𝜋/3)𝑅3, see
Fig. 4b. From the limit 𝜅𝑅 → 0 it is evident that also
the constant of proportionality 𝑉eff as calculated from
Eq. (41) matches very well with the numerical results.
For 𝜅𝑅 = 0.2 noticeable relative deviations are seen in
the simulation data, indicating that the slow-reaction
regime is challenging to explore by the particle-based
approaches such as iPRD. The figure shows further that
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FIG. 4. (a): Macroscopic rate constant 𝑘 as a function of the reactivity 𝜅𝑅 with the inverse penetration depth 𝜅 =
√︀
𝜆/𝐷
and the reaction radius 𝑅 for different pair potentials 𝑈(𝑟). Data are given relative to the Smoluchowski rate constant 4𝜋𝐷𝑅
(grey dashed line) in terms of the relative diffusion constant 𝐷 = 𝐷A +𝐷B and the reaction radius 𝑅. Symbols are results
of interacting particle-based stochastic simulations of the reaction–diffusion process (iPRD simulations). Solid lines show
theoretical predictions obtained from exact expressions [non-interacting case, Eq. (26)] or quasi-analytic solutions [soft harmonic
repulsion and LJ potential, Eq. (32)] of the reaction–diffusion problem, Eqs. (4). The green dashed line indicates the Debye
limit, Eq. (22), for the LJ potential. (b): Macroscopic rate constant 𝑘 as a function of the reactivity 𝜅𝑅 normalized by the
perturbative solution 𝑘(0) ≃ 𝜆𝑉𝑅 of the non-interacting case for slow reactions [Eq. (40)]. Dashed lines indicate the ratios of the
accessible to the total reaction volume 𝑉eff/𝑉𝑅 for each potential [Eq. (41)], which is the prediction of perturbation theory.
the perturbation solution deviates by no less than 10%
from the full solution for 𝜅𝑅 . 0.5.
How is the reaction rate constant 𝑘 changed due to the
presence of the investigated potentials? A repulsion within
the reaction volume slows down the reaction relative
to the non-interacting case, which we attribute to the
greatly diminished accessible reaction volume (Fig. 4,
soft repulsion). The effect is most pronounced for slow
reactions, which are most sensitive to a reduction of the
actual penetration depth relative to its value 𝜅−1 of the
free case. Evaluating Eq. (41) for the specific harmonic
repulsion used here, 𝑉eff and thus 𝑘 are reduced by a
factor of ≈ 2.2 relative to the non-interacting case.
An attractive interaction between A and B molecules,
on the other hand, is expected to enhance the encounter
rate 𝑘e and thus to speed up the overall reaction. Al-
ready the short-ranged well of the truncated LJ potential,
Eq. (47), suffices to increase 𝑘e by 12% with respect to the
free case, Eq. (22). Noting that only the part of the po-
tential outside of the reaction volume, 𝑟 > 𝑅, contributes
to 𝑘e, we can test the dependence on the attraction by
varying the interaction range 𝜎 at fixed 𝑅, see Fig. 5. The
encounter rate becomes maximal at 𝜎 = 𝑅, i.e., when the
integral in Eq. (22) is taken over the full domain where
the potential is negative, 𝑈(𝑟) < 𝑈(𝑟 →∞).
The ramifications of the potential on the formation
rate 𝑘f are more subtle: the strongly repulsive part of the
LJ potential should lead to a decrease as the accessible
reaction volume is diminished. Concomitantly, the po-
tential well induces an enrichment of A molecules at the
boundary of the reaction volume, which would increase
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FIG. 5. Dependence of the partial reaction rates 𝑘𝑒 and 𝑘𝑓 on
the attractive part of the LJ potential with depth 𝜀/𝑘𝐵𝑇 = 1,
which is tested by varying the interaction range 𝜎 for fixed
reaction radius 𝑅. The rates are normalised by their values
for the non-interacting case, Eqs. (22) and (27). Black arrows
indicate the zero crossing, the minimum, and the inflection
point of the Lennard-Jones potential.
𝑘f . The combination of both can lead to a non-monotonic
dependence of the formation rate on the position of the
reaction boundary relative to the potential well, which
indeed we observe in the numerical solutions to Eq. (33),
see Fig. 5. The position of the maximum in 𝑘f depends
10
10−2 10−1 100 101
κR
10−2
10−1
100
101
Ra
te
k (
·)
/
k e
perturbation theory
formation rate kf
encounter rate ke
total rate k
FIG. 6. Encounter, formation and total rate constants as a
function of the reactivity 𝜅𝑅 by changing the propensity 𝜆 =
𝜅2𝐷 for a Lennard-Jones potential with energy 𝜀/𝑘𝐵𝑇 = 13
and reaction radius 𝜎/𝑅 = 0.1. The dashed line shows the
perturbative solution where 𝑘 ∝ 𝜅2.
on 𝜅𝑅 and shifts towards larger 𝜎/𝑅 for higher reaction
propensity. For the parameters given in Table I, the effec-
tively accessible reaction volume is increased by ≈ 17%
over the free volume 𝑉𝑅 (Fig. 4b), and for all 𝜅𝑅 the
overall rate constant 𝑘 is larger than for non-interacting
molecules.
By the Markov property of the microscopic reaction–
diffusion process, the total reaction rate constant 𝑘 is the
harmonic mean of the partial rates for encounter and for-
mation, Eq. (1), and thus, 𝑘 is bounded from above by the
smaller rate: 𝑘 6 min(𝑘e, 𝑘f). The relative importance of
both processes depends on the rescaled reaction propen-
sity 𝜅𝑅, which is nicely seen from Fig. 6 for the Lennard-
Jones potential with 𝜎/𝑅 = 0.1 and 𝜀/𝑘𝐵𝑇 = 13. One
reads off that the formation and diffusion-limited regimes,
where the other contribution can safely be neglected, are
delimited by 𝜅𝑅 . 10−1 and 𝜅𝑅 & 101, respectively. In-
between, there is a wide window of propensities, where
both processes enter the overall rate constant. Here, an
enhanced availability of reactants due to the deep poten-
tial well compensates a slower reaction propensity so that
the formation rate displays an approximately plateau-
like behaviour for 0.1 . 𝜅𝑅 . 0.5. For sufficiently fast
reactions, the accumulation disappears and 𝑘𝑓 starts in-
creasing again towards its large 𝜅𝑅 behaviour, 𝑘f ∼ 𝜅𝑅,
which resembles the potential-free case as reactions are
confined to a thin shell near 𝑟 = 𝑅. Note that 𝑘𝑓 is a
monotonic function of 𝜅𝑅, which follows from Eq. (34)
and anticipating the monotonic decrease of 𝑝(𝑅) as 𝜅𝑅
increases, see Fig. 8.
Motivated by the practical question how to choose
the model parameters 𝜆 and 𝑅 for given reaction rate
𝑘 and diffusivity 𝐷 and given interaction potential, we
have scrutinized further the dependence of 𝑘 on both the
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FIG. 7. The macroscopic rate constant 𝑘 in the presence of a
Lennard–Jones potential with particle diameter 𝜎 and energy
depth that is equal to the thermal energy 𝜀 = 𝑘𝐵𝑇 . Here 𝑘
is a function of the unit–less reactivity 𝜅𝑅 =
√︀
𝜆/𝐷𝑅 and a
function of the reaction radius 𝑅, with the microscopic rate
constant 𝜆, relative diffusion constant 𝐷. 𝑘 is given in units
of 4𝜋𝐷𝜎, which is the encounter rate up to particle diameter
if no reaction and potential would be present.
propensity 𝜅𝑅 and the reaction radius 𝑅/𝜎, exemplified
for the Lennard-Jones potential (Fig. 7). For slow reac-
tions, 𝜅𝑅 . 1, the rate constant 𝑘 is insensitive to the
reaction radius. In the diffusion-limited regime, 𝜅𝑅 & 10,
the rate constant 𝑘 mainly depends on the reaction radius
𝑅/𝜎 and is insensitive to the value of 𝜅𝑅. Inbetween,
1 . 𝜅𝑅 . 10, both parameters must be adjusted care-
fully. From physical considerations, the reaction radius 𝑅
should be comparable to the molecular radius 𝜎, which
delimits the freedom in the choice of 𝜆.
B. Concentration profiles
Simulation results for the concentration profile 𝑝(𝑟),
more precisely, the radial distribution of A molecules
relative to Bs, are shown in Fig. 8 for three different
propensities 𝜆, expressed in terms of 𝜅 =
√︀
𝜆/𝐷, and for
the different interactions considered above. The data are
compared to the theoretical predictions developed in Sec-
tions III and IV, and the quantitative agreement is very
good for all cases studied. Thus, the iPRD simulations
corroborate our theoretical analysis and the numerical
results, which in turn are used to validate the implemen-
tation of the simulation algorithm.
For the non-interacting case (Fig. 8a), we have closed
analytic expressions for 𝑝(𝑟) inside and outside of the
reaction volume, Eqs. (25) and (21), respectively. For the
soft repulsive and the LJ potentials [Eqs. (46) and (47)],
profiles in the outer domain are obtained from Eq. (20) by
a quadrature, and in the inner domain from the numerical
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FIG. 8. Radial distribution 𝑝(𝑟) of A molecules around a B molecule for different reaction propensities 𝜆, here expressed by
𝜅 =
√︀
𝜆/𝐷. The panels show results for (a) the non-interacting case, (b) the soft harmonic repulsion [Eq. (46)], and (c) a
truncated LJ potential [Eq. (47)]. Data points are results from iPRD simulations, and solid lines theoretical predictions from
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lines represent the limit 𝜅𝑅→∞ of almost sure reactions upon contact [Eq. (23)]. Grey shaded areas mark the interior of the
reaction volume (𝑟 6 𝑅), and vertical lines indicate the respective positions 𝑟𝑐 of the potential cutoffs.
solution for 𝜓′(𝑟) of the boundary value problem, Eq. (29).
At distances 𝑟 > 𝑟𝑐, where neither a reaction can occur
nor a potential is present, the constant flux implies for
the profile, 𝑝(𝑟) = 𝑐𝐴(1− 𝑘/4𝜋𝐷𝑟), see Eq. (21).
For slow reactions, 𝜅𝑅≪ 1, the concentration profile at
leading order in 𝜅𝑅 is expected to equal the equilibrium
distribution, 𝑝0(𝑟) = 𝑐𝐴e−𝛽𝑈(𝑟), subject to the specific
boundary condition 𝑝(𝑟 → ∞) = 𝑐𝐴 [Eq. (37)]. Indeed,
for 𝜅𝑅 = 0.5 both the numerical and simulation results
for 𝑝(𝑟) are hardly distinguishable from 𝑝0(𝑟) in all three
cases studied, see Fig. 8; for 𝑈 = 0 it holds 𝑝0(𝑟) = 𝑐𝐴
everywhere. Upon increasing 𝜅𝑅, the concentration is
decreasing uniformly and, in the limit of an instantaneous
product formation, 𝜅𝑅→∞, the profile 𝑝(𝑟) vanishes in-
side the reaction volume and approaches Debye’s solution,
Eq. (23), outside as expected. For the non-interacting
case and the soft repulsive potential, the latter simpli-
fies to Smoluchowski’s result, 𝑝(𝑟) = 𝑐𝐴(1 − 𝑅/𝑟) for
𝑟 > 𝑅; for the truncated LJ potential used here, the dif-
ferences are small and hardly seen in the graph (Fig. 8c).
Summarising, the equilibrium distribution and Debye’s
solution constitute upper and lower bounds on 𝑝(𝑟).
After having understood these limits, we will discuss the
consequences of the interaction potential on the profiles in
more detail. Adding a soft repulsion within the reaction
volume to mimic an excluded volume largely reduces the
probability of finding a particle inside the reaction volume
(Fig. 8b) and thus suppresses the product formation rate
𝑘f (see also Fig. 4b). Yet, the effect is more pronounced
for slow reactions as the interior of the reaction volume
becomes less and less accessible upon increasing 𝜅𝑅, and
we conclude that the repulsion is particularly relevant for
slow reactions. The attractive well of the LJ potential
on the other hand induces an enrichment of A molecules
near the reaction boundary, which is more developed for
smaller 𝜅𝑅 (Fig. 8c).
VII. CONCLUSION
We have studied the reaction kinetics of a bimolecular
association process A + B −−→ X in the steady state
for molecules that diffuse in space and interact through
an isotropic pair potential 𝑈(𝑟). Within Doi’s volume
reaction model, we have calculated the reaction rate con-
stant 𝑘 and the distribution function 𝑝(𝑟) of AB pairs
as a function of the microscopic reaction propensity 𝜆.
The explicit dependence of the model on 𝜆 enables us
to systematically probe the kinetics from the well-mixed
to the diffusion-limited regime. The transition between
the regimes is conveniently captured by the dimensionless
quantity 𝑅
√︀
𝜆/𝐷, which we abbreviate as the reactiv-
ity 𝜅𝑅 of an AB pair; the length 𝜅−1 describes how far
molecule centres can penetrate the reaction volume of
radius 𝑅 before they react and 𝐷 := 𝐷A+𝐷B is the rela-
tive diffusion constant. Specifically, our approach bridges
between the two well-studied cases 𝜅𝑅 ≪ 1 (reaction-
limited or well-mixed) and 𝜅𝑅≫ 1 (diffusion-limited or
fast-reaction limit). Similarly, 𝜆𝜏d = (𝜅𝑅)2 can be used
to classify these regimes, however in terms of the residence
time 𝜏d = 𝑅2/𝐷 in the reaction volume (as obtained for
non-interacting molecules).
Over the entire spectrum of 𝜅𝑅 values and for arbi-
trary pair potentials, our analytical result for the reac-
tion rate constant displays the Markovian decomposition
𝑘−1 = 𝑘−1e +𝑘−1f into encounter 𝑘e and formation 𝑘f rates
[Eq. (32)]. Thereby, 𝑘e is always given by Debye’s result
Eq. (22). Interestingly, 𝑘f can be expressed in terms of
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𝑘e and the substrate concentration 𝑝(𝑅) at the reaction
boundary, see Eq. (34), the latter being non-trivial to
calculate. The well-mixed limit is dominated by the for-
mation rate 𝑘f and can be solved by perturbation theory
(see Section IVC), which yields 𝑘 = 𝜆𝑉eff in terms of
the effectively accessible reaction volume 𝑉eff . In the
absence of a potential, 𝑉eff simplifies to the volume of
the reactive sphere 𝑉𝑅 = (4𝜋/3)𝑅3. On the other hand,
the diffusion limit is dominated by the encounter rate
𝑘e: a reaction occurs almost surely upon entering the
reaction volume. Our expression for 𝑘 reproduces the
Smoluchowski encounter rate 4𝜋𝐷𝑅 in the absence of
potentials and Debye’s result60, when particles diffuse
subject to an interaction potential 𝑈(𝑟).
In the application-relevant diffusion-influenced regime
(see Section IV), where 𝑘e is of comparable magnitude as
𝑘f , we obtained semi-analytical expressions for the rate 𝑘
and the local concentration 𝑝(𝑟) that require numerical
evaluation [Eqs. (32) and (35)]. Practically, one has to
solve a one-dimensional boundary value problem for the
reaction–diffusion equation inside the reaction volume
and to compute an integral over the domain outside the
reaction volume; the computational costs of both tasks
are negligible. We tested our numerical scheme against
explicit analytic solutions for a logarithmically repulsive
potential. A closed expression for the rate 𝑘 is given for
general potentials outside in the case that molecules do
not interact if their centres are within the reaction volume
[Eq. (28)]; this may be useful to model, e.g., reactions in
electrolytes while neglecting excluded volume.
We have studied the detailed dependence of the rate 𝑘
on the reactivity parameter 𝜅𝑅 for two different potentials:
a soft harmonic repulsion inside the reaction volume, and
a truncated Lennard-Jones potential combining excluded
volume and attraction. Our numerical results for the rate
𝑘 and the concentration 𝑝(𝑟) show excellent agreement
with extensive stochastic particle-based reaction-diffusion
simulations. We draw the following physical conclusions:
(i) A purely repulsive potential decreases both partial
rates, 𝑘e and 𝑘f , and so also the overall rate constant 𝑘
compared to the non-interacting case. (ii) An attraction
speeds up the reaction generally. Outside the reaction
volume, it increases the encounter rate 𝑘e; here, the sign
of 𝑈(𝑟)−𝑈(𝑟 →∞) matters, which points at an energetic
origin. For the formation rate 𝑘f , the force −𝑈 ′(𝑟) inside
the reaction volume and the value 𝑝(𝑅) on the boundary
enter. (iii) For mixed situations as for the LJ potential,
both contributions, 𝑘e and 𝑘f , are non-monotonic in the
position of the reaction boundary (Fig. 5) and can lead to
non-trivial dependencies of the total rate 𝑘 on the model
parameters 𝜆 and 𝑅 (Fig. 6).
Concluding, we have established a microscopic simula-
tion model that extends Doi’s volume reaction model to
interacting molecules. This model is at the core of iPRD
simulations, which permit treatment of spatially resolved
reaction processes in cells and nanotechnology at different
levels of coarse graining. The obtained relation between
𝑘 and the parameters 𝜆,𝑅 facilitates the development of
quantitative iPRD models based on experimental values
of the macroscopic rate 𝑘. The interaction potential 𝑈(𝑟),
can either be chosen ad hoc based on physical insight or
determined as the potential of mean force in atomistic
simulations55–57. The freedom to choose an interaction
potential within the reaction volume offers the opportu-
nity to implement coarse-grained simulations that switch
between representations of bound complexes using either
explicit potential wells and barriers or stochastic reactions.
The present study focuses on the dilute limit, which serves
as a well-defined starting point for the investigation of
concentration and crowding effects on the reaction rate
and the distribution of molecules.
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