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TO¨BBVA´LTOZO´S DISZKRE´T MOMENTUM PROBLE´MA´K E´S
ALKALMAZA´SAIK
MA´DI-NAGY GERGELY
A diszkre´t momentum proble´ma´k te´mako¨re´t a 80-as e´vek ve´ge´to˝l Pre´ko-
pa Andra´s kezdte el vizsga´lni: megmutatta, hogy a proble´ma (egy rosszul
kondiciona´lt) linea´ris programoza´si feladattal modellezheto˝. A ce´lfu¨ggve´ny-
re tett bizonyos felte´telek mellett sikeru¨lt a dua´l megengedett ba´zisok teljes
halmaza´t az oszlopindexek seg´ıtse´ge´vel le´ırnia e´s ez alapja´n egy numeriku-
san stabil dua´l megoldo´ algoritmust kifejlesztenie. A mo´dszertan leheto˝se´get
nyu´jtott e´les valo´sz´ınu˝se´gi korla´tok algoritmikus, illetve ke´pletszeru˝ megada´-
sa´ra: ezek jo´l alkalmazhato´ak pe´lda´ul eloszla´sfu¨ggve´ny e´rte´keinek becsle´se´re,
ha´lo´zat megb´ızhato´sa´ga´nak becsle´se´re, Boole–Bonferroni-t´ıpusu´ korla´tok fel-
ı´ra´sa´ra.
A doktori dolgozatomat Andra´s te´mavezete´se alatt a diszkre´t momentum
proble´ma to¨bbva´ltozo´s a´ltala´nos´ıta´sa´bo´l ı´rtam. Ko¨zo¨s munka´nk sora´n, mely
a doktori fokozat megszerze´se uta´n is folytato´dott, a to¨bbva´ltozo´s eset dua´l
megengedett ba´zisstruktu´ra´it vizsga´ltuk ku¨lo¨nfe´le momentumfelte´telek mel-
lett, u´jabb alkalmaza´sokkal (pl. va´rhato´ hasznossa´g becsle´se) kiege´sz´ıtve.
A to¨bbva´ltozo´s modelleze´s seg´ıtse´ge´vel sza´mos alkalmaza´si teru¨leten sikeru¨lt
az egyva´ltozo´s modell eredme´nyeine´l ero˝sebb korla´tokat adni, illetve leheto˝-
se´g ny´ılt vegyes momentumokat haszna´lo´ Boole–Bonferroni-t´ıpusu´ korla´tok
kidolgoza´sa´ra is.
A cikk ko¨zo¨s munka´nk eredme´nyeit, e´s azok tova´bbfejleszte´seit foglalja
o¨ssze. A dolgozatot Pre´kopa Andra´s emle´ke´nek aja´nlom.
1. Bevezete´s
1.1. Diszkre´t momentum proble´ma (DMP)
Legyen X egy I tarto´ju´ valo´sz´ınu˝se´gi va´ltozo´, melynek eloszla´sa nem ismert.
Tegyu¨k fel, hogy az Xk hatva´nyok va´rhato´ e´rte´kei viszont ismertek, k = 1, . . . ,m.
Dolgozatunkban az ala´bbi korla´toza´si momentum proble´ma diszkre´t, ve´ges tarto´ju´
eloszla´sokra megszor´ıtott va´ltozatait vizsga´ljuk:
inf(sup)E[f(X)] =
∫
I
f(z)dP
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felte´ve, hogy
E[Xk] =
∫
I
zkdP = µk, k = 0, 1, . . . ,m,
ahol P az ismeretlen, az I, f , µk, k = 0, 1, . . . ,m pedig adott.
Momentumokkal kapcsolatos korla´toza´si feladatok elo˝szo¨r Bienayme´ [3], Cheby-
shev [12], [13] e´s Markov [42] dolgozataiban szerepeltek. Korla´toza´si momentum
proble´ma´k gyakran meru¨lnek fel a Csebisev-t´ıpusu´ egyenlo˝tlense´gek te´mako¨re´ben:
a teru¨leten szu¨letett eredme´nyeknek jo´ o¨sszefoglala´sa´t adja Krein e´s Nudelman [30].
To¨rte´neti a´ttekinte´st nyu´jtanak Kjeldsen [29], ill. Pre´kopa e´s Alexe [55] dolgozatai.
A 80-as e´vek ve´ge´n Pre´kopa [48], [49], [50], ill. Samuels e´s Studden [59] egyma´s-
to´l fu¨ggetlenu¨l vezette´k be e´s kezde´k el vizsga´lni a diszkre´t momentum proble´ma´t,
amikor is I = {z0, z1, . . . , zn} ve´ges diszkre´t halmaz.
Samuels e´s Studden a klasszikus megko¨zel´ıte´s alapja´n adtak megolda´sokat za´rt
formula´k seg´ıtse´ge´vel, ennek megfelelo˝en mo´dszereik csak kis me´retu˝ feladatokra
voltak alkalmazhato´ak. Ezzel szemben Pre´kopa egy u´j linea´ris programoza´si (LP)
keretrendszerbe u¨ltette a proble´ma´t. Az LP megko¨zel´ıte´s seg´ıtse´ge´vel sikeru¨lt a
DMP-k to¨bb fontos esete´re a´ltala´nos (e´s egyszeru˝) megolda´si algoritmust adni,
mely seg´ıtse´ge´vel leheto˝se´g ny´ılt nagy me´retu˝ feladatokat is hate´konyan kezelni,
ma´sre´szt ke´plettel megadott e´les korla´tokat kapni.
A DMP tulajdonsa´gai ko¨zu¨l az ala´bbi ha´rmat mindenke´pp e´rdemes kiemelni.
Egyre´szt a ve´ges, diszkre´t tarto´ ismerete a momentum e´rte´keken tu´l tova´bbi infor-
ma´cio´t jelent az ismeretlen eloszla´sra vonatkozo´an. Ennek megfelelo˝en a DMP
esete´ben adott korla´tok a klasszikus korla´tokna´l jo´val szorosabbak.
A ma´sodik fontos tulajdonsa´g, hogy a DMP fel´ırhato´ LP-feladatke´nt. Jelo¨lju¨k
az X valo´sz´ınu˝se´gi va´ltozo´ (ismeretlen) eloszla´sa´t az ala´bbi mo´don:
pi = P (X = zi), i = 0, 1, . . . , n,
e´s legyen f(zi) = fi. A DMP-hez tartozo´ LP-feladat:
min(max)E[f(X)] = f0p0 + f1p1 + · · ·+ fnpn, felte´ve, hogy
p0 + p1 + · · ·+ pn = µ0(= 1),
z0p0 + z1p1 + · · ·+ znpn = µ1,
z20p0 + z
2
1p1 + · · ·+ z2npn = µ2,
...
zm0 p0 + z
m
1 p1 + · · ·+ zmn pn = µm,
p0, p1, . . . pn ≥ 0,
(1)
ahol pi, i = 0, 1, . . . , n lesznek a va´ltozo´k. Az I = {z0, z1, . . . , zn} tarto´, az
f(z), z ∈ I fu¨ggve´nye´rte´kei, ill. a µk, k = 0, 1, . . . ,m momentumok pedig para-
me´terke´nt adottak.
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Mivel az (1) linea´ris egyenletrendszer egyu¨tthato´ma´trixa egy rosszul kondicio-
na´lt Vandermonde-ma´trix, eze´rt a fenti feladat nagyobb me´ret esete´n nem oldhato´
meg a´ltala´nos solverek seg´ıtse´ge´vel. Azonban, az f fu¨ggve´nyre tett bizonyos felte´-
telek mellett, Pre´kopa [50] kifejlesztett egy numerikusan stabil dua´l szimplex algo-
ritmust. A mo´dszer olyan te´teleken alapul, melyek kombinatorikusan megadja´k
az o¨sszes dua´l megengedett ba´zis oszloprendszert. Az algoritmus le´nyege va´zlato-
san: a dua´lva´ltozo´k elo˝jele´nek elega´ns, numerikusan stabil kisza´mı´ta´sa seg´ıtse´ge´vel
megadja a ba´zisbo´l kimeno˝ oszlopot, majd uta´na a dua´l megengedett ba´zisstruk-
tu´ra ismerete alapja´n meghata´rozza a ko¨vetkezo˝ ba´zisba bejo¨vo˝ oszlopot. A dua´l
megengedett ba´zisstruktu´ra ismerete leheto˝se´get nyu´jt ke´pletszeru˝ korla´tok meg-
ada´sa´ra is, la´sd Boros e´s Pre´kopa [5].
A harmadik hasznos tulajdonsa´g, hogy a DMP optima´lis megolda´sa seg´ıtse´ge´-
vel leheto˝se´g van Bonferroni-t´ıpusu´, ill. egye´b ke´pletszeru˝ valo´sz´ınu˝se´gi korla´tok
megada´sa´ra. Ebben az esetben a hatva´ny momentum proble´ma helyett a binomi-
a´lis momentum proble´ma´t e´rdemes tekinteni.
Az I ⊂ N tarto´ju´ X valo´sz´ınu˝se´gi va´ltozo´ k-adik binomia´lis momentuma´nak
defin´ıcio´ja:
E
[(
X
k
)]
.
Tekintsu¨k az A1, A2, . . . , An tetszo˝leges eseme´nyeket. Legyen a {0, 1, . . . , n} tar-
to´ju´ X valo´sz´ınu˝se´gi va´ltozo´ a beko¨vetkezett eseme´nyek sza´ma. Ekkor X binomi-
a´lis momentumaira igaz az ala´bbi egyenlo˝se´g (la´sd pl. Pre´kopa [52, 182. old.]):
E
[(
X
k
)]
= Sk =
∑
0≤i1<i2<···<ik≤n
P (Ai1 ∩Ai2 ∩ · · · ∩Aik),
k = 1, 2, . . .. A binomia´lis momentum proble´ma az ala´bbi mo´don ı´rhato´ fel:
min(max)f0p0 + f1p1 + · · ·+ fnpn, felte´ve, hogy
p0 + p1 + · · ·+ pn = S0(= 1),(
0
1
)
p0 +
(
1
1
)
p1 + · · ·+
(
n
1
)
pn = S1,(
0
2
)
p0 +
(
1
2
)
p1 + · · ·+
(
n
2
)
pn = S2,
...(
0
m
)
p0 +
(
1
m
)
p1 + · · ·+
(
n
m
)
pn = Sm,
p0, p1, . . . pn ≥ 0.
(2)
Ha az n eseme´ny unio´ja´ra, ill. metszete´re szeretne´nk korla´tokat adni, akkor ehhez
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az ala´bbi fu¨ggve´nyeket kell tekinteni:
f(z) =
{
0, ha z = 0,
1, ku¨lo¨nben,
ill. f(z) =
{
1, ha z = s,
0, ku¨lo¨nben.
(3)
Abban az esetben, ha az (1) feladatban {z0, z1, . . . , zn} = {0, 1, . . . n}, az (1) e´s (2)
proble´ma egyma´sba a´tke´pezheto˝ egyszeru˝ nemszingula´ris linea´ris transzforma´cio´k
seg´ıtse´ge´vel (la´sd Pre´kopa [48]). Pontosabban, az egyu¨tthato´ma´trixok e´s a jobb-
oldal vektorai a´tviheto˝k egyma´sba egy nemszingula´ris ne´gyzetes ma´trixszal, illetve
annak inverze´vel to¨rte´no˝ szorza´s a´ltal. Ez egyu´ttal azt jelenti, hogy egy oszlop-
rendszer pontosan akkor alkot dua´l megengedett ba´zist az (1) feladatban, ha ennek
ba´zisva´ltozo´ihoz tartozo´ oszloprendszer a (2) feladatban is dua´l megengedett ba´zis.
Emiatt Pre´kopa [50] dua´l szimplex megoldo´ mo´dszere ko¨zvetlenu¨l alkalmazhato´ a
binomia´lis momentum feladatra is. Ennek seg´ıtse´ge´vel pedig itt is leheto˝se´g ny´ılik
ke´pletszeru˝ korla´tok megada´sa´ra: (3) elso˝ fu¨ggve´nye´nek alkalmaza´sa´val pe´lda´ul
korla´tok adhato´ak az eseme´nyek unio´ja´ra az S0, S1, . . . , Sm binomia´lis momentu-
mok linea´ris kombina´cio´inak seg´ıtse´ge´vel. Az ı´gy kapott e´les Bonferroni-t´ıpusu´
korla´tokba nyu´jt betekinte´st Pre´kopa [49], [51], [52], ill. Boros e´s Pre´kopa [5].
1.2. To¨bbva´ltozo´s diszkre´t momentum proble´ma (TDMP)
A to¨bbva´ltozo´s diszkre´t momentum proble´ma´t Pre´kopa [51] vezette be, majd
vizsga´lta az [53], [54] dolgozatokban. A TDMP az egyva´ltozo´s eset terme´szetes
a´ltala´nos´ıta´sa az ala´bbi mo´don. Legyen X = (X1, . . . , Xs) ve´letlen vektorva´l-
tozo´. Tegyu¨k fel, hogy Xj tarto´ja egy ismert ve´ges Zj = {zj0, . . . , zjnj} halmaz,
j = 1, . . . , s. A ko¨vetkezo˝kben az ala´bbi momentumok bizonyos halmazainak e´rte´-
kei szolga´ltatnak majd informa´cio´t az ismeretlen eloszla´sro´l.
1.1. Defin´ıcio´. Az (X1, . . . , Xs) ve´letlen vektor (α1, . . . , αs) rendu˝ hatva´nymo-
mentuma az ala´bbi va´rhato´ e´rte´k:
µα1...αs = E [X
α1
1 · · ·Xαss ] ,
ahol α1, . . . , αs terme´szetes sza´mok. Az α1+ · · ·+αs o¨sszeget a momentum (teljes)
rendje´nek h´ıvjuk.
X (ismeretlen) eloszla´sa´ra az ala´bbi jelo¨le´st haszna´ljuk:
pi1...is = P (X1 = z1i1 , . . . , Xs = zsis), 0 ≤ ij ≤ nj , j = 1, . . . , s.
Tekintsu¨k a Z = Z1 × · · · × Zs halmazt e´s ezen az f(z), z ∈ Z fu¨ggve´nyt.
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Legyen fi1...is = f(z1i1 , . . . , zsis). A TDMP fel´ırhato´ az ala´bbi LP-feladatke´nt:
min(max) E[f(X)] =
n1∑
i1=0
· · ·
ns∑
is=0
fi1...ispi1...is , felte´ve, hogy
n1∑
i1=0
· · ·
ns∑
is=0
zα11i1 · · · zαssispi1...is = µα1...αs (α1 . . . αs) ∈ H,
pi1...is ≥ 0 minden i1, . . . , is esete´n.
(4)
A (4) feladatban pi1...is , 0 ≤ ij ≤ nj , j = 1, . . . , s, ismeretlen va´ltozo´, mı´g a to¨bbi
parame´ter (az f fu¨ggve´ny e´s a momentumok) adottak. A fogalom bevezete´sekor
(Pre´kopa [53], [54]) H a legfeljebb m-ed rendu˝ momentumok halmaza volt (ahol
m egy adott terme´szetes sza´m), teha´t
H = {(α1, . . . , αs)| 0 ≤ αj , αj ege´sz, α1 + · · ·+ αs ≤ m, j = 1, . . . , s} , (5)
ke´so˝bb enne´l a´ltala´nosabb eseteket is vizsga´lunk.
A TDMP egyik legne´pszeru˝bb alkalmaza´si teru¨lete az eseme´nyek Boole-fu¨gg-
ve´nyeinek korla´toza´sa. Ezekben esetben a binomia´lis TDMP-feladatot e´rdemes
tekinteni. Ehhez vezessu¨k be a kereszt-binomia´lis momentum fogalma´t.
1.2. Defin´ıcio´. A Z ⊂ Ns tarto´ju´ (X1, . . . , Xs) ve´letlen vektor (α1, . . . , αs)
rendu˝ kereszt-binomia´lis momentuma az ala´bbi va´rhato´ e´rte´k:
Sα1...αs = E
[(
X1
α1
)
· · ·
(
Xs
αs
)]
, (6)
ahol α1, . . . , αs terme´szetes sza´mok. Az α1 + · · · + αs o¨sszeg ebben az esetben is
a momentum (teljes) rendje.
Tekintsu¨nk isme´t n tetszo˝leges eseme´nyt. Particiona´ljuk az eseme´nyek halma-
za´t s darab eseme´ny re´szsorozatba. A j-edik re´szsorozatot jelo¨lje Aj1, . . . , Ajnj ,
j = 1, . . . , s. Terme´szetesen n1 + · · · + ns = n. Legyen a Zj = {0, 1, . . . , nj} tar-
to´ju´ Xj valo´sz´ınu˝se´gi va´ltozo´ a j-edik sorozatban beko¨vetkezett eseme´nyek sza´ma,
j = 1, . . . , s. Ekkor
E
[(
X1
α1
)
· · ·
(
Xs
αs
)]
=
∑
1≤ij1<···<ijαj≤nj ,
j=1,...,s
P [A1i11∩· · ·∩A1i1α1∩· · ·∩Asis1∩· · ·∩Asisαs ], (7)
o¨sszhangban Sα1...αs (6) defin´ıcio´ja´val. A binomia´lis TDMP az ala´bbi LP-feladat-
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ke´nt formaliza´lhato´:
min(max)
n1∑
i1=0
· · ·
ns∑
is=0
fi1...ispi1...is , felte´ve, hogy
n1∑
i1=0
· · ·
ns∑
is=0
(
i1
α1
)
· · ·
(
is
αs
)
pi1...is = Sα1...αs (α1 . . . αs) ∈ H,
pi1...is ≥ 0 minden i1, . . . , is esete´n.
(8)
Ebben az esetben is adhato´ korla´t az n eseme´ny unio´ja´ra, ill. metszete´re az ala´bbi
fu¨ggve´nyek seg´ıtse´ge´vel:
f(z1, . . . , zs) =
{
0, ha (z1, . . . , zs) = (0, . . . , 0),
1, ku¨lo¨nben,
(9)
ill.
f(z1, . . . , zs) =
{
1, ha (z1, . . . , zs) = (n1, . . . , nj),
0, ku¨lo¨nben.
Itt is igaz, hogy Zj = {0, 1, . . . , nj}, j = 1, . . . , s esete´n a hatva´ny e´s binomia´lis
TDMP egyma´sba nemszingula´ris ne´gyzetes ma´trix szorza´ssal a´ttranszforma´lhato´,
e´s ennek megfelelo˝en az ekvivalens hatva´ny e´s binomia´lis TDMP-feladatok dua´l
megengedett ba´zisstruktu´ra´ja megegyezik. I´gy a binomia´lis TDMP dua´l megen-
gedett ba´zisainak seg´ıtse´ge´vel is leheto˝se´g ny´ılik valo´sz´ınu˝se´gek becsle´se´re, illetve
Bonferroni-t´ıpusu´ egyenlo˝tlense´gek konstrukcio´ja´ra. Tekintve, hogy az eseme´ny
re´szsorozatok seg´ıtse´ge´vel kapott kereszt-binomia´lis momentumok to¨bb informa´-
cio´t nyu´jtanak az eseme´nyekro˝l, mintha csak az egyva´ltozo´s binomia´lis momen-
tumokat tekintene´nk, eze´rt az itt kapott korla´tok a binomia´lis DMP korla´taina´l
ero˝sebbek lesznek.
A TDMP esete´ben sajnos eddig semmilyen nemtrivia´lis momentumhalmaz, ill.
f fu¨ggve´nyre tett felte´tel mellett sem sikeru¨lt a teljes dua´l megengedett ba´zistruk-
tu´ra felder´ıte´se, ı´gy az egyva´ltozo´s, numerikusan stabil dua´l szimplex mo´dszert
sem sikeru¨lt a´ltala´nos´ıtani. A megolda´sra, ill. korla´toza´sra eddig ke´tfe´le megko¨ze-
l´ıte´ssel sikeru¨lt eredme´nyeket ele´rni.
Az elso˝ megko¨zel´ıte´s le´nyege, hogy ba´r az o¨sszes dua´l megengedett ba´zis nem
ismert, de az f fu¨ggve´nyre tett megfelelo˝ konvexita´si felte´telek mellett sza´mos dua´l
megengedett ba´zis kombinatorikusan megtala´lhato´. A dua´l megengedett ba´zismeg-
olda´sok pedig also´ e´s felso˝ korla´tokat szolga´ltatnak a ce´lfu¨ggve´ny e´rte´ke´re (ha nem
is az egzakt minimumot, maximumot). Ez egyre´szt leheto˝se´get nyu´jt ke´pletszeru˝
korla´tok megada´sa´ra, ma´sre´szt, ha az ismert ba´zisok halmaza ele´g bo˝, a korla´tok is
ele´g szorosak lesznek a gyakorlati alkalmaza´sokhoz. A teru¨leten ele´rt eredme´nyeket
ta´rgyalja´k to¨bbek ko¨zt Pre´kopa [51, 53, 54], Ma´di-Nagy e´s Pre´kopa [39, 40, 41],
Ma´di-Nagy [34, 35, 36] dolgozatai.
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A ma´sik megko¨zel´ıte´s, hogy valahogy jobban kondiciona´ltta´ tesszu¨k az egyu¨tt-
hato´ma´trixot. A ke´so˝bbiekben bemutatunk erre egy olyan megolda´st, mely a
Vandermonde-t´ıpusu´ ma´trix mo¨go¨tti hatva´nyok helyett ortogona´lis polinomba´zi-
sokat haszna´l. A mo´dszer elo˝nye, hogy nem szu¨kse´ges felte´teleket tenni a ce´lfu¨gg-
ve´nyre, le´nyege´ben ba´rmilyen TDMP esete´n megtala´lhatjuk vele az optima´lis meg-
olda´st. Ma´sre´szt viszont, mivel itt nem kombinatorikusan kapott dua´l megengedett
ba´zisokkal dolgozunk, a mo´dszer nem alkalmas ke´pletszeru˝ korla´tok megada´sa´ra.
A mo´dszer le´ıra´sa Ma´di-Nagy [37] dolgozata´ban tala´lhato´.
A dolgozat tova´bbi re´sze´ben bemutatjuk, hogy a fentebb va´zolt proble´ma´kra
milyen megolda´sokat, eredme´nyeket tala´ltunk, illetve bemutatjuk a TDMP-pa´r
hasznos alkalmaza´si teru¨lete´t is, numerikus eredme´nyekkel illusztra´lva. A ma´so-
dik fejezetben megmutatjuk, hogy a H momentum indexhalmaz a´ltala´nos´ıta´saival
milyen mo´don bo˝v´ıtheto˝ a dua´l megengedett ba´zisstruktu´ra´k halmaza, illetve hogy
ezek seg´ıtse´ge´vel milyen szoros korla´tok adhato´ak bizonyos feladatokra. A har-
madik fejezet a polinom ba´zis transzforma´cio´n alapulo´ megolda´si algoritmust e´s
annak eredme´nyeit mutatja be. A negyedik fejezetben ku¨lo¨nfe´le alkalmaza´sokat
mutatunk be sza´mola´si eredme´nyekkel. Az utolso´ fejezetben a konklu´zio´n tu´l meg-
eml´ıtu¨nk pa´r nyitott ke´rde´st, lehetse´ges kutata´si ira´nyt.
2. Dua´l megengedett ba´zisstruktu´ra´k
A fejezetben azokat az eredme´nyeket foglaljuk o¨ssze, melyek az (5) indexhalmaz
ku¨lo¨nbo¨zo˝ a´ltala´nos´ıta´sain mutatnak dua´l megengedett ba´zisstruktu´ra´kat. Elo˝szo¨r
ro¨viden bemutatjuk a to¨bbva´ltozo´s Lagrange-interpola´cio´ elme´lete´t, illetve defini-
a´ljuk a Newton-fe´le alakban szereplo˝ to¨bbva´ltozo´s osztott differencia´kat. Ezek
seg´ıtse´ge´vel definia´ljuk a diszkre´t f fu¨ggve´nyekre vonatkozo´ konvexita´si felte´te-
leket, illetve la´tni fogjuk, hogy a dua´l megengedett ba´zis struktu´ra te´telek egy-
u´ttal diszkre´t Lagrange-interpola´cio´s eredme´nyekke´nt is e´rtelmezheto˝ek. Uta´na
bemutatjuk az (5) indexhalmaz ke´t a´ltala´nos´ıta´sa´t e´s az ezekhez tartozo´ struktu´ra
te´teleket. Illusztra´cio´ke´nt bemutatunk pa´r numerikus eredme´nyt is. Ve´gezetu¨l
megmutatjuk, hogy hogyan lehetse´ges a struktu´ra´k alapja´n to¨bbva´ltozo´s ke´plet-
szeru˝ korla´tokat megadni.
2.1. A TDMP e´s a Lagrange-interpola´cio´ kapcsolata
A to¨bbva´ltozo´s Lagrange-interpola´cio´ jo´val bonyolultabb az egyva´ltozo´s eset-
ne´l, ahol ba´rmely z0, . . . , zn ∈ R ku¨lo¨nbo¨zo˝ alappontokra ko¨nnyen adhato´ (egy-
e´rtelmu˝) n-ed foku´ Lagrange-polinom. Egyre´szt a to¨bbva´ltozo´s esetben nehezen
megva´laszolhato´ az a ke´rde´s, hogy az alappontok milyen geometriai elhelyezke-
de´se esete´n le´tezik az elo˝´ırt foksza´mu´ tagokkal rendelkezo˝ (egye´rtelmu˝) Lagrange-
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polinom. Ma´sre´szt, ugyancsak nehe´zse´gekbe u¨tko¨zik a marade´ktag a´ttekintheto˝
struktu´ra´val rendelkezo˝ ke´plete´nek megtala´la´sa.
A to¨bbva´ltozo´s Lagrange-polinom foksza´ma´ra vonatkozo´an ı´rjuk fel a ko¨vetkezo˝
defin´ıcio´t.
2.1. Defin´ıcio´. Legyen H = {(α1, . . . , αs)} terme´szetes sza´m s-esek egy ve´ges
halmaza. Legyen z = (z1, . . . zs) ∈ Rs. Akkor mondjuk, hogy p(z) egy H-t´ıpusu´
polinom, ha va´ltozo´i foksza´mai a H halmaz elemei, teha´t
p(z) =
∑
(α1,...,αs)∈H
cα1···αsz
α1
1 · · · zαss ,
ahol minden cα1···αs valo´s sza´m.
Az alappontok geometriai elhelyezkede´se´vel kapcsolatos az ala´bbi defin´ıcio´.
2.2. Defin´ıcio´. Legyen U = {u1, . . . ,uM} egy Rs-beli pontokbo´l a´llo´ halmaz,
H = {(α1, . . . , αs)} pedig az (α1, . . . , αs) terme´szetes sza´m s-esek egy ve´ges hal-
maza. Azt mondjuk, hogy U megenged egy H-t´ıpusu´ Lagrange-interpola´cio´t, ha
ba´rmilyen f(z), z ∈ U valo´s fu¨ggve´ny esete´n le´tezik p(z), H-t´ıpusu´ polinom,
melyre
p(ui) = f(ui), i = 1, . . . ,M.
A H-t´ıpusu´ Lagrange-interpola´cio´ro´l, to¨bbek ko¨zt az (5)-beli H esete´re is, jo´
a´ttekinte´st nyu´jt Gasca e´s Sauer [18], to¨rte´neti a´ttekinte´se´rt pedig la´sd Gasca e´s
Sauer [19] dolgozata´t.
A ko¨vetkezo˝kben kapcsolatot teremtu¨nk a TDMP e´s a to¨bbva´ltozo´s Lagrange-
interpola´cio´ ko¨zo¨tt. Ehhez ı´rjuk fel a (4) hatva´ny TDMP-feladatot az ala´bbi kom-
paktabb forma´ban (ba´rmilyen adott H indexhalmaz mellett)
min(max) fTp, felte´ve, hogy
Ap = b,
p ≥ 0.
(10)
Haszna´ljuk me´g az ala´bbi jelo¨le´seket.
2.3. Defin´ıcio´. b(z1, . . . , zs) jelentse azt a vektort, melyet a b vektorbo´l kapunk
u´gy, hogy eltekintu¨nk a va´rhato´ e´rte´kto˝l, az Xj argumentumokat pedig zj-re
csere´lju¨k, j = 1, . . . , s. Teha´t, ha b egy komponense µα1···αs = E[X
α1
1 · · ·Xαss ]
((α1, . . . αs) ∈ H) volt, akkor neki a zα11 · · · zαss komponens felel meg a b(z1, . . . , zs)
vektorban.
2.1. Te´tel. Tekintsu¨k a (10) feladat egy B ba´zisma´trixa´t e´s legyen I a ba´zis-
oszlopok indexhalmaza, teha´t
I = {(i1, . . . , is)| ai1···is ∈ B}, (11)
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ahol ai1···is jelo¨li az A ma´trix (z1i1 , . . . , zsis) ponthoz tartozo´ oszlopa´t. Tekintsu¨k
az ala´bbi (ku¨lo¨nbo¨zo˝) Rs-beli pontok halmaza´t
U = {(z1i1 , . . . , zsis)| (i1, . . . , is) ∈ I}, (12)
ekkor
LI(z1, . . . , zs) = f
T
BB
−1b(z1, . . . , zs)
az U alapponthalmaz egy egye´rtelmu˝ H-t´ıpusu´ Lagrange-polinomja.
Bizony´ıta´s. La´sd pl. Ma´di-Nagy [35] Theorem 2.1. ⊓⊔
Nem nehe´z bela´tni, hogy a (10) minimum (maximum) feladat dua´l megenge-
dett ba´zisa esete´n a fenti konstrukcio´ olyan Lagrange-polinomot ad meg, mely a
Z = Z1× · · · ×Zs tarto´ pontjain az f(z1, . . . , zs) fu¨ggve´nye´rte´ket alulro´l (felu¨lro˝l)
becsu¨li. Ennek ko¨vetkezme´nye az ala´bbi
2.2. Te´tel. Ha B a minimum (maximum) feladat dua´l megengedett ba´zisa,
e´s az I index (11) szerinti, akkor
f(z1, . . . , zs) ≥ LI(z1, . . . , zs) (z1, . . . , zs) ∈ Z,
(f(z1, . . . , zs) ≤ LI(z1, . . . , zs) (z1, . . . , zs) ∈ Z),
amely, a (12) szerinti, (z1, . . . , zs) ∈ U esete´n egyenlo˝se´ggel teljesu¨l. f(X1, . . . , Xs)
va´rhato´ e´rte´ke´re pedig az ala´bbi korla´tok adhato´k:
E[f(X1, . . . , Xs)] ≥ E[LI(X1, . . . , Xs)],
(E[f(X1, . . . , Xs)] ≤ E[LI(X1, . . . , Xs)]).
Ha a ba´zis prima´l megengedett is (teha´t optima´lis), akkor a kapott korla´tok e´lesek.
Bizony´ıta´s. La´sd pl. Ma´di-Nagy [35] Theorem 2.3. ⊓⊔
A ko¨vetkezo˝ ba´zisstruktu´ra te´telekben a Lagrange-polinom Newton-fe´le alak-
ban lesz megadva, teha´t az egyu¨tthato´k az f fu¨ggve´ny u´n. to¨bbva´ltozo´s osztott
differencia´i lesznek. A teljesse´g kedve´e´rt ko¨zo¨lju¨k az ala´bbi defin´ıcio´kat.
2.4. Defin´ıcio´. Legyen f(z), z ∈ {z0, . . . , zn} egy egyva´ltozo´s valo´s fu¨ggve´ny,
ahol z0, . . . , zn ku¨lo¨nbo¨zo˝ valo´s sza´mok, ekkor az elso˝rendu˝ osztott differencia´k:
[zi; f ] := f(zi), ahol zi ∈ {z0, . . . , zn}.
A k-ad rendu˝ (egyva´ltozo´s) osztott differencia´k (k ≥ 1) az ala´bbi rekurzio´val defi-
nia´ltak:
[zi, . . . , zi+k; f ] =
[zi+1, . . . , zi+k; f ]− [zi, . . . , zi+k−1; f ]
zi+k − zi , ahol zi ∈ {z0, . . . , zn}.
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2.5. Defin´ıcio´. Legyen f(z), z ∈ Z = Z1×· · ·×Zs, to¨bbva´ltozo´s valo´s diszkre´t
fu¨ggve´ny, e´s tekintsu¨k az ala´bbi re´szhalmazt:
ZI1...Is = {z1i, i ∈ I1} × · · · × {zsi, i ∈ Is}
= Z1I1 × · · · × ZsIs ,
(13)
ahol |Ij | = kj + 1, j = 1, . . . , s. Ekkor definia´lhatjuk f (13) pontokhoz tartozo´
(k1, . . . , ks) rendu˝ (to¨bbva´ltozo´s) osztott differencia´ja´t. Elo˝szo¨r tekintsu¨k az elso˝
va´ltozo´ szerinti k1 rendu˝ osztott differencia´t, majd ennek a ma´sodik va´ltozo´hoz
tartozo´ k2 rendu˝ osztott differencia´ja´t, e´s ı´gy tova´bb. Megjegyezzu¨k, hogy a fenti
mu˝veleteket ba´rmilyen ma´s (aka´r vegyes) sorrendben elve´gezve a ve´geredme´ny
ugyanaz lesz. Jelo¨lje
[z1i, i ∈ I1; · · · ; zsi, i ∈ Is; f ]
a megfelelo˝ I = I1×· · ·× Is halmazhoz tartozo´ (k1, . . . , ks) rendu˝ osztott differen-
cia´t. A k1+ · · ·+ks o¨sszeget pedig h´ıvjuk az osztott differencia (teljes) rendje´nek.
Az fenti defin´ıcio´t illusztra´lja az ala´bbi pe´lda.
2.1. Pe´lda.
[z10, z11; z20, z21; f ] =
[
z20, z21;
f(z11, z2)− f(z10, z2)
z11 − z10
]
=
f(z11,z21)−f(z10,z21)
z11−z10 −
f(z11,z20)−f(z10,z20)
z11−z10
z21 − z20 .
Megjegyezzu¨k, hogy folytonos, megfelelo˝en deriva´lhato´ fu¨ggve´nyek esete´n a fu¨gg-
ve´ny deriva´ltjai, ill. diszkre´t megszor´ıta´sa´nak osztott differencia´i ko¨zt hasonlo´ (elo˝-
jel) o¨sszefu¨gge´sek a´llnak a to¨bbva´ltozo´s esetben, mint az egyva´ltozo´sban.
2.2. Vegyes momentumok hata´reloszla´sok magasabb rendu˝
momentumaival kiege´sz´ıtve
A (4) hatva´ny TDMP esete´n az (5) ke´plettel definia´lt H halmaz esete´t Pre´-
kopa [53] vizsga´lta. Isaacson e´s Keller [27] to¨bbva´ltozo´s Lagrange-interpola´cio´s
te´tele´t, ill. a TDMP dua´l megengedett ba´zisa e´s a fe´loldalas interpola´cio´ ko¨zti
o¨sszefu¨gge´st felhaszna´lva sikeru¨lt tala´lnia a ke´tva´ltozo´s esetben le´nyege´ben ke´t
ku¨lo¨nbo¨zo˝, mı´g magasabb dimenzio´k esete´n le´nyege´ben egy dua´l megengedett
ba´zisstruktu´ra´t. Az eredme´ny elme´leti jelento˝se´ge´n tu´l, alkalmas egy megoldo´
(nagy pontossa´gu´ aritmetika´t haszna´lo´) dua´l szimplex algoritmus kezdeti megen-
gedett ba´zisa´nak megtala´la´sa´ra (ezzel nagyja´bo´l megfelezve a futa´si ido˝t), illetve
ke´pletszeru˝ korla´tok konstrua´la´sa´ra is.
Mivel a gyakorlatban az egydimenzio´s hata´reloszla´soknak a´ltala´ban a maga-
sabb rendu˝ momentumai is rendelkeze´sre a´llnak, ill. kisza´mı´thato´ak, eze´rt ko¨vet-
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kezo˝ le´pe´sben Ma´di-Nagy e´s Pre´kopa [39] a momentumok rendje´t mutato´ H index-
halmazt az ala´bbi mo´don bo˝v´ıtette:
H = {(α1, . . . , αs)| 0 ≤ αj , αj ege´sz, α1 + · · ·+ αs ≤ m, j = 1, . . . , s;
vagy
αj = 0, j = 1, . . . , k − 1, k + 1, . . . , s, m ≤ αk ≤ mk, k = 1, . . . , s.}
(14)
Ebben az esetben a dua´l megengedett ba´zsistruktu´ra´k megtala´la´sa´hoz az ala´bbi
jelo¨le´sekre e´s fogalmakra lesz szu¨kse´g. Tekintsu¨k az ala´bbi indexhalmazt:
I = I0 ∪
(∪sj=1Ij) , (15)
ahol
I0 = {(i1, . . . , is)| 0 ≤ ij ≤ m− 1, ege´szek, j = 1, . . . , s, i1 + . . .+ is ≤ m}
e´s
Ij = {(i1, . . . , is)| ij ∈ Kj , il = 0 l ̸= j}
Kj = {k(1)j , . . . , k(|Kj |)j } ⊂ {m,m+ 1, . . . , nj}, j = 1, . . . , s.
(16)
A va´ltozo´ halmazokra az ala´bbi jelo¨le´srendszert vezetju¨k be:
Zji = {zj0, . . . , zji},
Z ′ji = {zj0, . . . , zji, zj}, i = 0, . . . , nj , j = 1, . . . , s,
Kji = {k(1)j , . . . , k(i)j },
ZjKji = {zjk(1)j , . . . , zjk(i)j }, i = 1, . . . , |Kj |, j = 1, . . . , s,
ZjKj = ZjKj|Kj | , j = 1, . . . , s.
A ZI = {(z1i1 , . . . , zsis)| (i1, . . . , is) ∈ I} alappont rendszerhez rendelju¨k az
ala´bbi Newton-fe´le alakban fel´ırt Lagrange-polinomot:
LI (z1, . . . , zs) =
=
∑
i1+...+is≤m
0≤ij≤m−1, j=1,...,s
[Z1i1 ; · · · ;Zsis ; f ]
s∏
j=1
ij−1∏
k=0
(zj − zjk)+
+
s∑
j=1
|Kj |∑
i=1
[
Z10; · · · ;Z(j−1)0;Zj(m−1) ∪ ZjKji ;Z(j+1)0; · · · ;Zs0; f
]×
×
∏
k∈{0,...,m−1}∪Kj(i−1)
(zj − zjk) ,
ahol, defin´ıcio´ szerint,
ij−1∏
k=0
(zj − zjk) = 1, ha ij = 0, e´s Kj0 = ∅.
(17)
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Megjegyezzu¨k, hogy a (17) esetben nem felte´tlenu¨l szu¨kse´ges, hogy az f fu¨ggve´ny
e´rtelmeze´si tartoma´nya pontosan Z legyen, ele´g ha Rs-beli, e´s tartalmazza a Z
halmazt.
A marade´ktagot az ala´bbi mo´don konstrua´ljuk:
RI(z1, . . . , zs) = R1I(z1, . . . , zs) +R2I(z1, . . . , zs),
ahol
R1I(z1, . . . , zs) =
=
s∑
j=1
[
z10; · · · ; z(j−1)0;Zj(m−1) ∪ ZjKj ∪ {zj}; z(j+1)0; · · · ; zs0; f
]×
×
∏
k∈{0,...,m−1}∪Kj
(zj − zjk) ,
e´s
R2I(z1, . . . , zs) =
=
s−1∑
h=1
∑
ih+···+is=m
0≤ij≤m−1, j=h,...,s
[
z1; · · · ; zh−1;Z ′hih ;Z(h+1)ih+1 ; · · · ;Zsis ; f
]×
×
ih∏
l=0
(zh − zhl)
s∏
h+1
ij−1∏
k=0
(zj − zjk)+
+
s∑
j=h+1
[
z1; · · · ; zh−1;Z ′h0;Z(h+1)0; · · · ;Z(j−1)0;Z ′j(m−1);Z(j+1)0; · · · ;Zs0
]
×
× (zh − zh0)
m−1∏
k=0
(zj − zjk) .
2.3. Te´tel. (Ma´di-Nagy e´s Pre´kopa [39] Th. 3.1) A fenti jelo¨le´sek mellett a
(17) szerinti polinom valo´ban a ZI = {(z1i1 , . . . , zsis)| (i1, . . . , is) ∈ I} alappont
rendszerhez tartozo´ (14) szerinti H-t´ıpusu´ Lagrange-polinom e´s az f e´rtelmeze´si
tartoma´nya´nak ba´rmely z = (z1, . . . , zs) pontja´ra igaz, hogy
LI(z1, . . . , zs) +RI(z1, . . . , zs) = f(z1, . . . , zs).
A fenti interpola´cio´ marade´ktagja´ban az egyu¨tthato´k m + 1-edrendu˝, illetve
m+ |Kj | rendu˝ osztott differencia´k. Ha ezekre elo˝jelfelte´telekkel e´lu¨nk, akkor az
alappontok megfelelo˝ megva´laszta´sa´val biztos´ıthato´, hogy a marade´ktag elo˝jele
minden Z halmazbeli pontra pozit´ıv (negat´ıv) legyen, e´s ennek megfelelo˝en (4)
TDMP-alappontokhoz tartozo´ oszlopai a minimum (maximum) feladat dua´l meg-
engedett ba´zisai legyenek.
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Tova´bbra is tegyu¨k fel, hogy Kj ⊂ {m,m+1, . . . , nj}, e´s vezessu¨k be az ala´bbi
ne´gy index struktu´ra´t:
|Kj | pa´ros |Kj | pa´ratlan
min u(j), u(j) + 1, . . . , v(j), v(j) + 1 m,u(j), u(j) + 1, . . . , v(j), v(j) + 1
max m, u(j), u(j) + 1, . . . , v(j), v(j) + 1, nj u
(j), u(j) + 1, . . . , v(j), v(j) + 1, nj .
(18)
Ezt felhaszna´lva az ala´bbi struktu´rate´telt fogalmazzuk meg.
2.4. Te´tel. (Ma´di-Nagy e´s Pre´kopa [39] Th. 4.1) Legyen zj0 < zj1 < · · · <
< zjnj , j = 1, . . . , s. Tegyu¨k fel, hogy az f(z), z ∈ Z fu¨ggve´ny m+1-ed rendu˝ e´s
minden egyes zj va´ltozo´ szerinti m+ |Kj | rendu˝ osztott differencia´ja nemnegat´ıv,
e´s Kj (18) valamelyik min struktu´ra´ja´t ko¨veti.
Ezen felte´telek mellett a (17) szerinti LI(z1, . . . , zs) egy egye´rtelmu˝ H-t´ıpusu´
Lagrange-polinom lesz a ZI alaphalmazon. Ra´ada´sul teljes´ıti az ala´bbi egyenlo˝t-
lense´geket:
f(z1, . . . , zs) ≥ LI(z1, . . . , zs), (z1, . . . , zs) ∈ Z, (19)
teha´t a (10) feladatban az A ma´trix I indexeihez tartozo´ oszlopaibo´l a´llo´ B ma´trix
a minimum feladat dua´l megengedett ba´zisa. Ennek megfelelo˝en:
E[f(X1, . . . , Xs)] ≥ E[LI(X1, . . . , Xs)]. (20)
Ha B egyu´ttal prima´l megengedett is, akkor a fenti (20) egyenlo˝tlense´g e´les korla´tot
ad.
Ha a fenti osztott differencia´k nempozit´ıvak, akkor (19) e´s (20) ellente´tes rela´-
cio´s jellel e´rve´nyesek.
A fenti gondolatmenetet ko¨vetve Ma´di-Nagy e´s Pre´kopa [39] tova´bbi struktu´ra-
te´teleket is megfogalmaz, egyre´szt arra az esetre, mikor a tarto´k komponenseinek
elemei monoton cso¨kkeno˝ sorrendben szerepelnek, ma´sre´szt arra az esetre, amikor
a (15) e´s (18) indexstruktu´ra´k az nj − ij , j = 1, . . . , s indexekre vannak a´tfogal-
mazva. Az ı´gy kapott dua´l megengedett ba´zisstruktu´ra´kat szemle´lteti az 1. a´bra.
A ke´tva´ltozo´s esetre Ma´di-Nagy e´s Pre´kopa [39] a dua´l megengedett ba´zisoknak
enne´l bo˝vebb halmaza´t tudta megadni, a Zj = {zj0, . . . , zjnj}, j = 1, . . . , s halma-
zok elemei sorrendjeinek megfelelo˝ megva´laszta´sa´val. A tova´bbiakban is tegyu¨k
fel, hogy az f(z), z ∈ Z fu¨ggve´ny m + 1-ed rendu˝ e´s minden egyes zj va´ltozo´
szerinti m+ |Kj | rendu˝ osztott differencia´ja nemnegat´ıv.
Tekintsu¨k elo˝szo¨r azt az esetet, amikor minimum feladathoz keresu¨nk
dua´l megengedett ba´zist. Az a´ltala´nossa´g megszor´ıta´sa ne´lku¨l feltehetju¨k, hogy
Z1 = {0, 1, . . . , n1}, Z2 = {0, 1, . . . , n2}.
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9 • ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
8 • ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
7 ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
6 ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
5 ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
4 • ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
3 ∗ ∗ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
2 ∗ ∗ ∗ ◦ ◦ ◦ ◦ ◦ ◦ ◦
1 ∗ ∗ ∗ ∗ ◦ ◦ ◦ ◦ ◦ ◦
0 ∗ ∗ ∗ ∗ • ◦ ◦ ◦ • •
0 1 2 3 4 5 6 7 8 9
(a)
9 • • ◦ ◦ ◦ • ∗ ∗ ∗ ∗
8 ◦ ◦ ◦ ◦ ◦ ◦ ∗ ∗ ∗ ∗
7 ◦ ◦ ◦ ◦ ◦ ◦ ◦ ∗ ∗ ∗
6 ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ∗ ∗
5 ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ •
4 ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
3 ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
2 ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
1 ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ •
0 ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ •
0 1 2 3 4 5 6 7 8 9
(b)
1. a´bra. Az (a) a´bra a (10) minimum feladat 2.4. te´tel a´ltal megadott egyik dua´l
megengedett ba´zisa´t, mı´g a (b) a´bra a (10) maximum feladat Ma´di-Nagy e´s Pre´-
kopa [39] Th. 4.3 egyik dua´l megengedett ba´zisa´t mutatja. Az I0 halmaz elemeit
∗, mı´g az I1 e´s I2 halmaz elemeit • jelo¨li. Mindke´t esetben: Z1 = Z2 = {0, . . . , 9}.
m = 4, m1 = m2 = 6. K1 = K2 = {4, 8, 9}.
Min algoritmus (Ma´di-Nagy e´s Pre´kopa [39])
A z10, . . . , z1(m−1); z20, . . . , z2(m−1) sorozatok konstrukcio´ja.
0. le´pe´s: Legyen t = 0, −1 ≤ q1 ≤ m− 1, L = (0, 1, . . . , q1), U = (n1, n1 − 1, . . . ,
n1 − (m− q1 − 2)), e´s legyen (z10, . . . , z1(m−1)) = (az L,U rendezett halmazok
tetszo˝leges o¨sszefe´su¨le´se). Ha |U | pa´ros, akkor legyen z20 = 0, l0 = 1, u0 = n2, ha
|U | pa´ratlan, akkor pedig legyen z20 = n2, l0 = 0, u0 = n2 − 1. Ha t = m − 1,
menju¨nk a 2. le´pe´sre, ku¨lo¨nben pedig az 1. le´pe´sre.
1. le´pe´s: Ha z1(m−1−t) ∈ L, akkor legyen z2(t+1) = lt, lt+1 = lt + 1, ut+1 = ut, ha
z1(m−1−t) ∈ U , akkor pedig legyen z2(t+1) = ut, ut+1 = ut−1, lt+1 = lt. t← t+1.
Ha t = m− 1, menju¨nk a 2. le´pe´sre, ku¨lo¨nben isme´telju¨k meg az 1. le´pe´st.
2. le´pe´s: Stop, megkonstrua´ltuk a z10, . . . , z1(m−1); z20, . . . , z2(m−1) sorozatokat.
Legyen 0, 1, . . . , q2, n2, . . . , n2−(m−q2−2) a konstrukcio´ban eddig szereplo˝ va´lto-
zo´k halmaza. Eszerint (zjm, zj(m+1), . . . , zjnj ) = (qj+1, qj+2, . . . , nj−(m−qj−1)),
j = 1, 2. Ha m − 1 − qj pa´ros, akkor Kj ko¨vesse (18) min struktu´ra´ja´t, ha pedig
m − 1 − qj pa´ratlan, akkor pedig max struktu´ra´t, j = 1, 2. Ezzel befejeztu¨k az I
indexhez tartozo´ dua´lmegengedett ba´zis konstrukcio´ja´t.
Ha a maximum feladathoz szeretne´nk dua´l megengedett ba´zisokat tala´lni, akkor
a z10, . . . , z1(m−1); z20, . . . , z2(m−1) sorozatok megada´sa´hoz a Min algoritmusnak
csak a 0. le´pe´se´t kell megva´ltoztatni, a to¨bbi le´pe´s ugyanaz marad. A Kj halmaz
megva´laszta´sa pedig pont ellenkezo˝ mo´don to¨rte´nik.
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Max algoritmus (Ma´di-Nagy e´s Pre´kopa [39])
A z10, . . . , z1(m−1); z20, . . . , z2(m−1) sorozatok konstrukcio´ja.
0. le´pe´s: Legyen t = 0, −1 ≤ q1 ≤ m− 1, L = (0, 1, . . . , q1), U = (n1, n1 − 1, . . . ,
n1 − (m− q1 − 2)), e´s legyen (z10, . . . , z1(m−1)) = (az L,U rendezett halmazok
tetszo˝leges o¨sszefe´su¨le´se). Ha |U | pa´ratlan, akkor legyen z20 = 0, l0 = 1, u0 = n2,
ha |U | pa´ros, akkor pedig legyen z20 = n2, l0 = 0, u0 = n2 − 1. Ha t = m − 1,
menju¨nk a 2. le´pe´sre, ku¨lo¨nben pedig az 1. le´pe´sre. Stb.
Maximum feladat esete´n, ha m−1− qj pa´ros, akkor Kj ko¨vesse a max struktu´ra´t,
ku¨lo¨nben pedig a min struktu´ra´t.
A´ltala´nos esetben (ha Zj ̸= {0, 1, . . . , nj}) rendezzu¨k Zj elemeit no¨vekvo˝ sorrend-
be, rendelju¨k hozza´ bijekt´ıven ebben a sorrendben a (0, 1, . . . , nj) halmaz elemeit,
e´s ennek megfelelo˝en hajtsuk ve´gre az algoritmust.
A fenti te´telekkel e´s algoritmusokkal a (14) a´ltal definia´lt momentum index-
halmaz esete´n a´ltala´ban ma´r sikeru¨lt akkora sza´mossa´gu´ dua´l megengedett ba´zis
halmazt tala´lni, mely seg´ıtse´ge´vel sok esetben leheto˝se´g ny´ılik ele´g szoros ko¨zvet-
len korla´tok megada´sa´ra. Elso˝ leheto˝se´g, hogy kisza´moljuk az o¨sszes tala´lt ba´zisra
a ce´lfu¨ggve´ny e´rte´ke´t, majd tekintju¨k minimum (maximum) feladat esete´n ezek
ko¨zu¨l a legnagyobbat (legkisebbet). Szerencse´re, a feladat trivia´lis transzforma´ci-
o´ja seg´ıtse´ge´vel kideru¨l, hogy a legszorosabb korla´tok kerese´sekor a Kj halmazok
egyma´sto´l fu¨ggetlenu¨l optimaliza´lhato´ak (Ma´di-Nagy [34]), ill. me´g egy e´szreve´-
tel seg´ıtse´ge´vel la´thato´, hogy ez az optimaliza´cio´ elve´gezheto˝ Pre´kopa [50] DMP-
feladatot megoldo´ dua´l mo´dszere´nek analo´gia´ja´ra (Ma´di-Nagy [36]).
Tekintsu¨k a (10) TDMP-feladatot. Ce´lunk a (15) szerint definia´lt indexhalma-
zokhoz tartozo´ megolda´sok ko¨zu¨l a legjobb megtala´la´sa. Nevezzu¨k a TDMP ezen
megolda´sait a tova´bbiakban ZI-t´ıpusu´ megolda´soknak. A tova´bbiakban feltesszu¨k,
hogy
zj0 = 0, j = 1, . . . , s (21)
e´s
f(z10, . . . , zs0) = 0. (22)
A fenti felte´telek nem jelentik az a´ltala´nossa´g megszor´ıta´sa´t, mivel a tarto´, ill. ce´l-
fu¨ggve´ny ala´bbi eltola´sa´val (e´s a jobboldal vektora´nak komponenseibo˝l z10, . . . , zs0
megfelelo˝ hatva´nyainak levona´sa´val) az eredetivel ekvivalens, (21), (22) felte´teleket
teljes´ıto˝ TDMP-feladatot kapunk:
Zconverted = Z − (z10, . . . , zs0),
f converted(z) = f (z1 + z10, . . . , zs + zs0)− f (z10, . . . , zs0).
Az indexhalmazok tekintete´ben egy ma´sik feloszta´st alkalmazunk, legyen
Iint0 = {(i1, . . . , is)| 1 ≤ ij ≤ m− 1, ege´sz, j = 1, . . . , s, i1 + · · ·+ is ≤ m} ,
Iaxesj = {(i1, . . . , is)| 1 ≤ ij ≤ nj , ege´sz; il = 0 l ̸= j esete´n } .
(23)
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9 • ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
8 • ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
7 • ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
6 • ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
5 • ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
4 • ∗ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
3 • ∗ ∗ ◦ ◦ ◦ ◦ ◦ ◦ ◦
2 • ∗ ∗ ∗ ◦ ◦ ◦ ◦ ◦ ◦
1 • ∗ ∗ ∗ ∗ ◦ ◦ ◦ ◦ ◦
0 ◦ • • • • • • • • •
0 1 2 3 4 5 6 7 8 9
2. a´bra. A (23) indexhalmazok elhelyezkede´se, ha n1 = n2 = 9, m = 5, a (14) H
halmaz esete´n. Az Iint0 halmaz elemeit ∗, az Iaxes1 e´s Iaxes2 elemeit pedig • jelo¨li.
Ezt a struktu´ra´t mutatja a 2. a´bra.
Ha a (10) TDMP egyu¨tthato´ma´trixa´nak oszlopaibo´l elhagyjuk azokat, melyek
indexei nem lehetnek tagjai egyetlen (15) szerint definia´lt indexhalmaznak sem,
majd a marade´k oszloprendszert (23) szerint rendezzu¨k az ala´bbi blokk struktu´ra´t
kapjuk:
0
ZIaxes1︷︸︸︷ ZIaxes2︷︸︸︷ ZIaxess︷︸︸︷ ZIint0︷︸︸︷ b
0 fTIaxes1
fTIaxes2
· · · fTIaxess f
T
Iint0
1 1 · · · 1 1 · · · 1 · · · 1 · · · 1 1 · · · 1 µ0...0 = 1
z11 . . . z1n1 µ10...0
0
...A
Iaxes1
Iaxes1
... 0 · · · 0 AI
axes
1
Iint0
... µIaxes1
zm111 . . . z
m1
1n1
µm10...0
z21 . . . z2n2 µ01...0
0 0
...A
Iaxes2
Iaxes2
... · · · 0 AI
axes
2
Iint0
... µIaxes2
zm221 . . . z
m2
2n2
µ0m2...0
...
...
...
. . .
...
...
...
zs1 . . . zsns µ0...01
0 0 0 · · ·
.
..A
Iaxess
Iaxess
.
.. A
Iaxess
Iint0
.
.. µIaxess
zmss1 . . . z
ms
sns µ0...0ms
0 0 0 · · · 0 AI
int
0
Iint0
µIint0
p0 p
T
Iaxes1
pTIaxes2
· · · pTIaxess p
T
Iint0
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A fenti struktu´ra mutatja, hogy az I0 indexhalmazhoz tartozo´ valo´sz´ınu˝se´gek az
ala´bbi ke´plettel egye´rtelmu˝en adottak:
pIint0 =
(
A
Iint0
Iint0
)−1
µIint0 .
Innen pedig az is la´tszik, hogy a feladat az ala´bbi re´szfeladatokra esik sze´t:
max(min) fTIjaxespIjaxes , felte´ve, hogy
A
Ij
axes
Ijaxes
pIjaxes = b
Iaxesj
1
pIjaxes = egy ZI -t´ıpusu´ ba´zismegolda´s re´sze,
(24)
ahol
b
Iaxesj
1 = µIaxesj −A
Iaxesj
Iint0
pI0int ,
j = 1, . . . , s. Ez pedig pont azt jelenti, hogy a fentieken alapulva a (16)-beli
Kj struktu´ra´k a (24) feladat seg´ıtse´ge´vel j = 1, . . . , s koordina´ta´nke´nt egyma´sto´l
fu¨ggetlenu¨l tesztelheto˝ek. Re´szleteke´rt la´sd Ma´di-Nagy [34].
Tekintsu¨k a (24) szerinti egyu¨tthato´ma´trixszal e´s jobboldallal fel´ırt feladatot:
min(max) fTIjaxespIjaxes , felte´ve, hogy
A
Ij
axes
Ijaxes
pIjaxes = b
Iaxesj
1 ,
pIjaxes ≥ 0.
(25)
Bela´thato´, hogy a (24) feladatbeli ZI -t´ıpusu´ ba´zismegolda´s re´szek a (25) feladat
dua´l megengedett ba´zisai. Ha az is igaz, hogy a dua´l megengedett ba´zisok nem
dua´l degenera´ltak, akkor a (24) feladat dua´l megengedett megolda´sainak teljes
struktu´ra´ja megengedi, hogy haszna´ljuk Pre´kopa [50] algoritmusa´nak az ala´bbi a´t-
alak´ıta´sa´t:
1. le´pe´s: Tekintsu¨nk egy kezdeti (24) feladatbeli ZI -t´ıpusu´ ba´zismegolda´s re´szt, je-
lo¨lje ennek indexeit IB = {1, . . . ,m − 1, i0, i1, . . . , imj−m}, ahol
m ≤ i0, i1, . . . , imj−m ≤ nj . Legyen K = 0, . . . ,mj − m. (A K halmaz ku¨lo¨n-
bo¨zik a Kj halmazto´l!)
2. le´pe´s: Kimeno˝ oszlop meghata´roza´sa: Tekintsu¨nk egy ik, k ∈ K indexet. Pre´-
kopa [50] szerint a hozza´ tartozo´ pik ba´zisva´ltozo´ elo˝jele megegyezik
(−1)mj−(qj+k+1)×
×
bIaxesjmj −
 ∑
J∈Iaxesj \{ik}
zjij
 bIaxesjmj−1 + · · ·
· · ·+ (−1)mj−1
 ∏
J∈Iaxesj \{ik}
zij
 bIaxesj1
 ,
(26)
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elo˝jele´vel, ahol qj a Min, ill. Max algoritmus parame´tere (pl. a 2.4. te´tel esete´n
qj = m− 1). Teha´t ha (26)
– negat´ıv, akkor az ik-adik vektor lesz a kimeno˝ oszlop;
– ha nemnegat´ıv, akkor va´lasztani kell egy u´j ik, k ∈ K indexet, e´s megne´zni
ra´ (26) elo˝jele´t.
– Ha (26) minden ik, k ∈ K esete´n nemnegat´ıv, akkor menju¨nk a 4. le´pe´sre.
3. le´pe´s: Ha a kimeno˝ oszlop megvan, akkor va´lasszuk azt az egye´rtelmu˝ (kimeno˝to˝l
ku¨lo¨nbo¨zo˝) bemeno˝ oszlopot, melyre a ZI -t´ıpusu´ ba´zismegolda´s re´sz struktu´ra
visszaa´ll´ıto´dik. Menju¨nk a 2. le´pe´sre.
4. le´pe´s: Stop, megtala´ltuk (24) optima´lis megolda´sa´t.
Megjegyezzu¨k, hogy a dua´l nemdegenera´ltsa´gra ele´gse´ges felte´tel, hogy a zj va´ltozo´
szerinti m+ |Kj | rendu˝ osztott differencia´k szigoru´an pozit´ıvak.
Ve´gezetu¨l a ku¨lo¨nbo¨zo˝ mo´dszerek futa´si ideje´re tekintsu¨nk egy numerikus pe´l-
da´t. Mindegyik algoritmust a szimbolikusan is sza´molni ke´pes Wolfram Mathe-
matica [62] alatt implementa´ltuk, ennek oka az ala´bbi. Szerettu¨k volna a kapott
korla´tokat az optimumokkal o¨sszehasonl´ıtani, viszont a hagyoma´nyos solverek a
rossz numerikus tulajdonsa´gok miatt nem haszna´lhato´ak, eze´rt ı´rtunk ezen a nyel-
ven egy olyan dua´l szimplex algoritmust, amely szimbolikusan, ve´gig to¨rtalakkal
sza´mol. A ko¨vetkezo˝kben az also´ e´s felso˝ korla´tok esete´n az o¨sszes genera´lt ba´-
zist ve´gigpro´ba´lo´ mo´dszer futa´si ideje´t CPUf , a koordina´ta´nke´nt a Kj halmazokat
fu¨ggetlenu¨l pro´ba´lgato´ mo´dszere´t CPUn, mı´g a dua´l mo´dszert is haszna´lo´ algorit-
muse´t pedig CPUu jelo¨li. A pontos optimum megtala´la´sa´nak ideje´t pedig CPU .
2.2. Pe´lda. A feladat Ma´di-Nagy e´s Pre´kopa [39] Example 6.6 egyik vizsga´lt
esete. Legyen Z1 = Z2 = {0, . . . , 14}, m = 6, m1 = m2 = 4, e´s genera´ljuk a
hatva´nymomentumokat a Z tarto´n vett egyenletes eloszla´s seg´ıtse´ge´vel. Tekintsu¨k
az ala´bbi fu¨ggve´nyt:
f(z1, z2) = e
z1/25+z1z2/400+z2/15.
Eredme´nyeink az ala´bbiak:
E´rte´k CPUf CPUn CPUu
Also´ korla´t: 2, 61202 253 1, 76 0, 83
Felso˝ korla´t: 2, 67123 254 1, 59 0, 69
E´rte´k CPU
Dual Min: 2, 63549 4596
Dual Max: 2, 64247 3156
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La´thato´, egyre´szt hogy a dua´l megengedett struktu´ra´kbo´l sza´rmazo´ also´ e´s felso˝
korla´tok viszonylag gyorsan adnak haszna´lhato´ korla´tokat, ma´sre´szt pedig, hogy a
legjobb korla´tok megtala´la´sa´ra valo´ban hate´konyan haszna´lhato´ a fent le´ırt mo´d-
szer.
2.3. U´j t´ıpusu´ a´ltala´nos´ıta´s magasabb dimenzio´ju´ esetekre
Az elo˝zo˝ szakaszban la´thattuk, hogy a ke´tva´ltozo´s esetre bemutatott Min e´s
Max algoritmus seg´ıtse´ge´vel a 2.4. te´tel, e´s a to¨bbi Ma´di-Nagy e´s Pre´kopa [39]
cikkben szereplo˝ struktu´rate´tel ba´zisaina´l jo´val nagyobb sza´mossa´gu´ dua´l megen-
gedett ba´zist genera´lhatunk. Sajnos magasabb dimenzio´kra, a (14) indexhalmaz
esete´n, nem sikeru¨lt a mo´dszert a´ltala´nos´ıtani.
Ma´di-Nagy [35] mutatta meg, hogy a mo´dszer, nemnegat´ıv osztott differencia´k
e´s minimum feladat esete´n, az ala´bbi indexhalmazra tova´bbviheto˝:
H = {(α1, 0, . . . , 0, αj , 0, . . . , 0)| 0 ≤ α1, αj , α1,
αj ege´sz, α1 + αj ≤ m, j = 2, . . . , s; }
∪ {(0, . . . , 0, αj , 0, . . . , 0)| m+ 1 ≤ αj ≤ mj ,
αj ege´sz, j = 1, . . . , s}.
(27)
Ko¨nnyen la´thato´, hogy (14) e´s (27) a ke´tva´ltozo´s esetben ugyanazt az indexhalmazt
adja.
Ebben az esetben az I indexhalmazt e´s a ke´so˝bbiekben haszna´lt jelo¨le´seket az
ala´bbi mo´don definia´ljuk.
I =
 s⋃
j=1
Ij
 ∪
 s⋃
j=1
Jj
 , (28)
ahol
I1 = {(i1, 0, . . . , 0)| 0 ≤ i1 ≤ m− 1, ege´szek} ,
Ij = {(i1, 0, . . . , 0, ij , 0, . . . , 0)| 0 ≤ i1, 1 ≤ ij ≤ m− 1, ege´szek, i1 + ij ≤ m} ,
j = 2, . . . , s,
e´s
Jj = {(0, . . . , 0, ij , 0, . . . , 0)| ij ∈ Kj},
Kj = {k(1)j , . . . , k(|Kj |)j } ⊂ {m,m+ 1, . . . , nj},
|Kj | = mj + 1−m, j = 1, . . . , s.
A fenti jelo¨le´sekkel megfogalmazhatjuk, a 2.3. te´telhez hasonlo´an, a (27) index-
halmazhoz tartozo´ H-t´ıpusu´ Lagrange-interpola´cio´s te´telt: la´sd Ma´di-Nagy [35]
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Th. 3.1. Bizonyos felte´telek, e´s a (28) szerinti I halmazhoz tartozo´ ZI va´ltozo´-
halmaz megfelelo˝ megva´laszta´sa´val, ebben az esetben is sza´mos dua´lmegengedett
ba´zis tala´lhato´.
A ko¨vetkezo˝kben az ala´bbiakat tesszu¨k fel a ce´lfu¨ggve´nyro˝l.
2.1. Felte´telek. Az f(z), z ∈ Z fu¨ggve´ny
(a) zj szerinti mj + 1 rendu˝ osztott differencia´i nemnegat´ıvak, j = 1, . . . , s,
(b) a ke´tva´ltozo´s m+ 1 rendu˝ osztott differencia´i is nemnegat´ıvak,
(c) minden ma´sodrendu˝ osztott differencia´ja nemnegat´ıv.
A fenti felte´telek mellett az ala´bbi algoritmussal a minimum feladathoz sza´mos
dua´l megengedett ba´zis genera´lhato´. Terme´szetesen, ha a fenti osztott differencia´k
nempozit´ıvak, akkor az ala´bbi mo´dszerrel a maximum feladathoz kapunk dua´l
megengedett ba´zisokat.
Min algoritmus
Elo˝szo¨r, az a´ltala´nossa´g megszor´ıta´sa ne´lku¨l, tegyu¨k fel, hogy Zj = {0, 1, . . . , nj},
j = 1, . . . , s.
0. le´pe´s: Legyen
z20 = z30 = · · · = zs0 = 0, (29)
vagy
z20 = n2, z30 = n3, . . . , zs0 = ns. (30)
(29) esete´n legyen 0 ≤ q1 ≤ m pa´ros ege´sz, (30) esete´n pedig pa´ratlan ege´sz.
L := (0, 1, . . . , (m−1)−q1), U := (n1, n1−1, . . . , n1−(q1−1)), V 0 := {L,U tetszo˝le-
ges o¨sszefe´su¨le´se } = (v0, v1, . . . , vm−1).
(z10, . . . , z1(m−1)) := V 0.
Legyen j = 2. Menju¨nk az 1. le´pe´sre!
1. le´pe´s: Legyen t = 0. (29) esete´n legyen l0 = 1 e´s u0 = nj , ku¨lo¨nben legyen
l0 = 0 e´s u0 = nj − 1. Menju¨nk a 2. le´pe´sre.
2. le´pe´s: Legyen V t = {v0, v1, . . . , vm−1−t}, Ht = {h1, . . . , ht}. Ha vm−1−t ∈ L,
legyen ht+1 = lt, lt+1 = lt + 1, ut+1 = ut, ha pedig vm−1−t ∈ U , akkor legyen
ht+1 = ut, ut+1 = ut − 1, lt+1 = lt. t ← t + 1. Ha t = m, akkor menju¨nk a 3.
le´pe´sre, ku¨lo¨nben isme´telju¨k a 2. le´pe´st.
3. le´pe´s: Legyen
(zj1, . . . , zj(m−1)) = Hm−1.
j ← j + 1. Ha j = s+ 1, menju¨nk a 4. le´pe´sre, ku¨lo¨nben pedig az 1. le´pe´sre.
4. le´pe´s: Jelo¨lju¨k a zj0, zj1, . . . , zj(m−1) sorozat elemeit a ko¨vetkezo˝ mo´don: 0, 1, . . . ,
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rj , nj , . . . , nj − (m− rj − 2). Ekkor a marade´k j-edik koordina´ta´kat rendezett hal-
mazke´nt tekintve legyen
(zjm, zj(m+1), . . . , zjnj ) = (rj + 1, rj + 2, . . . , nj − (m− rj − 1)),
j = 1, . . . , s. Ha m − rj − 1 pa´ros, akkor Kj ko¨vesse (18) min struktu´ra´ja´t, ha
pedig m− rj − 1 pa´ratlan, akkor Kj ko¨vessen max struktu´ra´t. Ve´ge: legenera´ltuk
az I indexhalmazhoz tartozo´ dua´l megengedett ba´zisstruktu´ra´t.
A´ltala´nos esetben (ha Zj ̸= {0, 1, . . . , nj}) rendezzu¨k Zj elemeit no¨vekvo˝ sorrend-
be, rendelju¨k hozza´ bijekt´ıven ebben a sorrendben a (0, 1, . . . , nj) halmaz elemeit
e´s ennek megfelelo˝en hajtsuk ve´gre az algoritmust.
2.5. Te´tel. (Ma´di-Nagy [35] Theorem 4.2) Legyen a (zj0, . . . , zjnj ),
j = 1, . . . , s, sorozat a fenti Min algoritmus szerinti sorrendben, e´s ko¨vessen Kj
min (max) struktu´ra´t, ha m− rj − 1 pa´ros (pa´ratlan), j = 1, . . . , s.
Ekkor a 2.1. felte´telek teljesu¨le´se esete´n az A ma´trix I indexhalmazhoz tartozo´
B oszloprendszere a minimum feladat dua´l megengedett ba´zisa lesz. Ha B egyu´ttal
prima´l megengedett, akkor a kapott korla´t e´les lesz.
A kapott ba´zisokat szemle´lteti a 3. a´bra. A fent va´zolt mo´dszerrel kapott
numerikus eredme´nyek az alkalmaza´sokat tartalmazo´ szakaszban tala´lhato´ak.
2.4. Ke´pletszeru˝ korla´tok
A dua´l megengedett ba´zisstruktu´ra´k, a belo˝lu¨k sza´rmaztatott fe´loldalasan
ko¨zel´ıto˝ Lagrange-polinomok seg´ıtse´ge´vel, leheto˝se´get nyu´jtanak to¨bbva´ltozo´s
Bonferroni-t´ıpusu´ korla´tok fel´ıra´sa´ra. A ke´tva´ltozo´s eredme´nyeket foglalja o¨ssze
Ma´di-Nagy e´s Pre´kopa [41].
Legyen A1, . . . , AN e´s B1, . . . , BM ke´t eseme´nysorozat ugyanabban a valo´sz´ı-
nu˝se´gi mezo˝ben. Az νN (A), ill. νM (B) valo´sz´ınu˝se´gi va´ltozo´k legyenek a beko¨vet-
keze´sek sza´mai a Ai, ill. Bj eseme´nyek ko¨re´ben.
A ce´l Bonferroni-t´ıpusu´ korla´tok megada´sa a ke´tva´ltozo´s esetre, amely alatt az
ala´bbi se´ma szerinti egyenlo˝tlense´geket e´rtju¨k:∑
k∈K
∑
t∈T
cktSkt ≤ r(u, v;N,M) ≤
∑
k∈K
∑
t∈T
dktSkt, (31)
ahol
K ⊆ {0, . . . , N}, e´s T ⊆ {0, . . . ,M},
e´s r(u, v;N,M) az ala´bbi valo´sz´ınu˝se´gek valamelyikre
p(u, v;N,M) = P (νN (A) = u, νM (B) = v),
q(u, v;N,M) = P (νN (A) ≥ u, νM (B) ≥ v),
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(a) (b)
3. a´bra. Legyen Zj = {0, . . . , 10}, j = 1, 2, 3, m = 4, m1 = 7, m2 = 8, m3 = 6.
A fentiek a Min algoritmus dua´l megengedett ba´zisai, (a): ahol (zj0, zj1, zj2, zj3) =
= (0, 1, 2, 3), j = 1, 2, 3, K1 = {4, 6, 7}, K2 = {5, 6, 8, 9}, K3 = {7, 8}, illetve (b):
ahol (z10, z11, z12, z13) = (0, 1, 10, 2), (zj0, zj1, zj2, zj3) = (10, 0, 9, 1), j = 2, 3,
K1 = {6, 7, 10} (Z1K1 = {5, 6, 9}), K2 = {6, 7, 9, 10} (Z2K2 = {4, 5, 7, 8}), K3 =
= {8, 9} (Z3K3 = {6, 7}). Az
⋃s
j=1 Ij halmaz elemei szu¨rke, mı´g az
⋃s
j=1 Jj halmaz
elemei fekete go¨mbo¨kkel jelo¨ltek.
mı´g az Skt e´rte´kek pedig az eseme´nysorozatokhoz tartozo´, (7) szerinti, binomia´-
lis momentumok. Az egyenlo˝tlense´gek ckt, ill. dkt egyu¨tthato´i pedig olyan valo´s
sza´mok, melyekre (31) teljesu¨l, fu¨ggetlenu¨l az Ai, ill Bj eseme´nyrendszerek valo´-
sz´ınu˝se´gi eloszla´sa´to´l.
A korla´tozando´ valo´sz´ınu˝se´gek va´rhato´ e´rte´kke´nt is fel´ırhato´ak r(u, v;N,M) =
= E
[
Ir(u,v;N,M) (νN (A), νM (B))
]
alakban, ahol
Ip(u,v;N,M) (z1, z2) =
{
1, ha z1 = u, z2 = v,
0, ku¨lo¨nben,
(32)
e´s
Iq(u,v;N,M) (z1, z2) =
{
1, ha z1 ≥ u, z2 ≥ v,
0, ku¨lo¨nben.
(33)
Ma´di-Nagy e´s Pre´kopa [41] az (5) indexhalmaznak megfelelo˝ eseteket vizsga´lja,
teha´t ahol az ismert binomia´lis momentumok rendje legfeljebb m. A p(0, 0;N,M),
q(1, 1;N,M) valo´sz´ınu˝se´gekhez tartozo´ (32), (33) indika´torfu¨ggve´nyek m+ 1 ren-
du˝ osztott differencia´inak elo˝jele kisza´molhato´. Ebbo˝l kiindulva a dua´l megenge-
dett ba´zisstruktu´ra´kat a megfelelo˝ Min e´s Max algoritmusokkal elo˝a´ll´ıthatjuk, e´s
Alkalmazott Matematikai Lapok (2018)
TO¨BBVA´LTOZO´S DISZKRE´T MOMENTUM PROBLE´MA´K E´S ALKALMAZA´SAIK103
ı´gy az I indexhalmazhoz tartozo´ alapponton definia´lt alulro´l, ill. felu¨lro˝l ko¨zel´ıto˝
Lagrange-polinomok ke´pletszeru˝en fel´ırhato´ak: la´sd Ma´di-Nagy e´s Pre´kopa [41]
Theorem 2.2.
Az ı´gy kapott Lagrange-polinomok va´rhato´ e´rte´keke´nt ko¨zvetlenu¨l ado´dnak az
irodalomban ismert, ma´s mo´dszerekkel megkapott egyenlo˝tlense´gek, mint pe´lda´-
ul Galambos e´s Xu [21] (I) egyenlo˝tlense´ge vagy Lee [31] Th. 2 egyenlo˝tlense´ge.
Az elo˝tte ismert eredme´nyekne´l ero˝sebb korla´tokat mutat az ala´bbi pe´lda.
2.3. Pe´lda. (Ma´di-Nagy e´s Pre´kopa [41] Ex. 3.3) Legyen m = 4, e´s tekintsu¨k
a q(1, 1;N,M) valo´sz´ınu˝se´get. Alkalmazva a Min e´s Max algoritmusokat legyen:
1. (z10, z11, z12, z13, z14) = (0, 1, N, 2, 3)
=⇒ (z20, z21, z22, z23, z24) = (0, 1,M, 2, 3),
2. (z10, z11, z12, z13, , z14) = (0, N, 1, N − 1, 2)
=⇒ (z20, z21, z22, z23, , z24) = (0,M, 1,M − 1, 2).
A fenti va´ltozo´sorrendeknek megfelelo˝ also´ e´s felso˝ korla´tok az ala´bbiak lesznek:
1.
q(1, 1;N,M) ≥ S11 − S12 − S21 + 3
M
S13 +
3
N
S31 +
4
NM
S22, (34)
2.
q(1, 1;N,M) ≤ S11 − 2(NM −N +M − 2)
NM(M − 1) S12
− 2(NM −M +N − 2)
NM(N − 1) S21
+
6
NM(M − 1)S13 +
6
NM(N − 1)S31 +
4
NM
S22.
(35)
La´thato´, hogy (34) a klasszikus S11 − S12 − S21 also´ korla´tna´l ero˝sebb:
q(1, 1;N,M) ≥ S11 − S12 − S21 + 3
M
S13 +
3
N
S31 +
4
NM
S22 ≥ S11 − S12 − S21,
mı´g (35) pedig Galambos e´s Xu [20] felso˝ korla´tja´na´l ad jobb eredme´nyt:
S11 − 2(NM −N +M − 2)
NM(M − 1) S12 −
2(NM −M +N − 2)
NM(N − 1) S21+
+
6
NM(M − 1)S13 +
6
NM(N − 1)S31 +
4
NM
S22 =
=
(
S11 − 2
M
S12 − 2
N
S21 +
4
NM
S22
)
−
− 6
NM(M − 1)
[(
M − 2
3
S12 − S13
)
+
(
N − 2
3
S21 − S31
)]
≤
≤ S11 − 2
M
S12 − 2
N
S21 +
4
NM
S22.
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3. Polinomba´zis-transzforma´cio´
A (4) TDMP egyu¨tthato´ma´trixa is rosszul kond´ıciona´lt, hasonlo´an az egyva´l-
tozo´s eset Vandermonde-ma´trixa´hoz, ı´gy a feladat nagyon e´rze´keny numerikusan:
emiatt gyakran nem oldhato´ meg hagyoma´nyos LP-megoldo´ solverek seg´ıtse´ge´vel.
Sajnos, mivel ebben az esetben nem ismert a dua´l megengedett ba´zisstruktu´ra´k
teljes halmaza, a feladat megolda´sa´ra nem tudunk Pre´kopa [50] egyva´ltozo´s kom-
binatorikus dua´l mo´dszere´hez hasonlo´ algoritmust kidolgozni. Szo´ba jo¨het me´g
nagy pontossa´gu´ megoldo´k haszna´lata, de ezek o´ria´si ha´tra´nya a hosszu´ futa´si ido˝.
Ebben a szakaszban bemutatunk egy ma´sik megko¨zel´ıte´st, mely seg´ıtse´ge´vel be-
la´thato´ ido˝n belu¨l megoldhato´ a TDMP, ra´ada´sul a ce´lfu¨ggve´nyre tett ba´rmilyen
felte´tel ne´lku¨l.
Tekintsu¨k az ala´bbi vektort:
b(z) = b(z1, . . . , zs) =

1
z1
z21
...
zα11 z
α2
2 · · · zαss
...
zms

, ahol (α1, . . . , αs) ∈ H. (36)
Ezek uta´n a (4) TDMP A egyu¨tthato´ma´trixa´nak oszlopai az ala´bbi mo´don forma-
liza´lhato´ak:
ai1...is = b(z1i1 , . . . , zsis),
mı´g a jobboldal vektora az ala´bbi mo´don ı´rhato´
b = E (b(X1, . . . , Xs)) .
Az o¨tletet az (5) H indexhalmazra mutatjuk be, teha´t amikor a legfeljebb m-ed
rendu˝ momentumok adottak. Ekkor (36) b(z) vektora´nak komponensei a legfeljebb
m-ed foku´, s va´ltozo´s polinomok monomia´l (legfeljebb m-ed foku´ z hatva´nyok)
polinomba´zisai. Tekintsu¨k a fenti polinomok tere´nek egy ma´sik ba´zisa´t, jelo¨lje ezt
p0...0(z), p1...0(z), . . . , pα1...αs(z), . . . , p0...m(z). (37)
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Legyen
b¯(z) = b¯(z1, . . . , zs) =

p0...0(z)
p1...0(z)
...
pα1...αs(z)
...
p0...m(z)

, ahol (α1, . . . , αs) ∈ H, (38)
a¯i1...is = b¯(z1i1 , . . . , zsis).
e´s
b¯ = E
(
b¯(X1, . . . , Xs)
)
.
Az A¯p = b¯ egyenletrendszer ekvivalens a (4) Ap = b egyenletrendszere´vel, abban
az e´rtelemben, hogy le´tezik egy T inverta´lhato´ ma´trix, melyre
A¯ = TA e´s b¯ = Tb.
Ce´lunk olyan (37) ba´zis megtala´la´sa, melyre az A¯ ma´trix ma´r jobban kond´ıciona´lt.
Ha ilyet tala´lunk, akkor (4) helyett a numerikusan stabilabb
min (max)fTp, felte´ve, hogy
A¯p = b¯,
p ≥ 0,
(39)
feladatot ma´r regula´ris solverekkel is megoldhatjuk. Elo˝szo¨r felsoroljuk, hogy mely
polinomba´zisok esete´n va´rhato´ javula´s az egyu¨tthato´ma´trix kond´ıcio´ja´ban, majd
tesztelju¨k a jelo¨lteket, ve´gu¨l ezek alapja´n bemutatunk egy numerikusan stabil e´s
emellett hate´kony algoritmust, mely egyu´ttal azt is megmutatja, hogy a kapott
megolda´s valo´ban megengedett e´s optima´lis megolda´sa-e az TDMP-feladatnak.
3.1. Kond´ıcio´sza´m, polinomba´zisok
Ahhoz, hogy a ku¨lo¨nbo¨zo˝ polinomba´zisokkal fel´ırt egyu¨tthato´ma´trixok tulaj-
donsa´gait tesztelhessu¨k, szu¨kse´g van a kond´ıcio´sza´m fogalma´ra. Tekintsu¨k az
ala´bbi linea´ris egyenletrendszert
Ax = b,
ahol A inverta´lhato´, ne´gyzetes ma´trix. Tegyu¨k fel, hogy a b jobboldali vektor pon-
tatlanul, e hibavektorral adott, ekkor a megolda´s hiba´s lesz, ennek hiba´ja legyen
d. Teha´t
A(x+ d) = b+ e.
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Az A ma´trix kond´ıcio´sza´ma az x megolda´s relat´ıv hiba´ja e´s a b jobboldal relat´ıv
hiba´ja ha´nyadosa´nak maximuma. Teha´t az A kond´ıcio´sza´ma az ala´bbi ha´nyados
maximuma:
||d||/||x||
||e||/||b|| =
||A−1e||/||x||
||e||/||Ax|| =
(||A−1e||/||e||) (||Ax||/||x||) .
Vegyu¨k e´szre, hogy a te´nyezo˝k maximumai rendre az ||A−1||, ill. ||A|| ma´trixnor-
ma´k. Ebbo˝l ko¨vetkezik az ala´bbi defin´ıcio´.
3.1. Defin´ıcio´. Az inverta´lhato´, kvadratikus A ma´trix kond´ıcio´sza´ma
κ(A) = ||A−1|| · ||A||.
Polinomba´zisok esete´re, fu¨ggve´nyek ko¨zel´ıte´se´vel kapcsolatban, ma´s t´ıpusu´ kon-
d´ıcio´sza´mok is e´rtelmezheto˝ek, la´sd pl. Lyche e´s Pen˜a [33], Skeel [60].
A vizsga´lando´ polinomba´zisok elso˝ csoportja az ortogona´lis polinomok csala´d-
ja´bo´l sza´rmazik. Ennek oka, hogy sza´mos te´tel szo´l ortogona´lis ba´zisok alkal-
maza´sa´ro´l Vandermonde-t´ıpusu´ ma´trixok kond´ıcio´sza´ma´val kapcsolatban, la´sd pl.
Gautschi [22], Blyth, Luo e´s Pozrikidis [4], Li [32]. Ezen te´telek fokusza´ban a´ltala´-
ban az interpola´cio´s pontok optima´lis helyzete´nek megada´sa a´ll, annak e´rdeke´ben,
hogy a Vandermonde-t´ıpusu´ ma´trix kond´ıcio´sza´ma mine´l jobb legyen. Sajnos a
TDMP megolda´sa sora´n a ba´zis folyton va´ltozik, ennek megfelelo˝en az oszlopokhoz
tartozo´ pontrendszer sem marad a´llando´. E´ppen eze´rt szu¨kse´ges, hogy az alkal-
mazott polinomba´zisok kond´ıcio´sza´mra gyakorolt hata´sa´t legala´bb numerikusan
letesztelju¨k.
Az egyva´ltozo´s ortogona´lis polinomokat vezeti be az ala´bbi defin´ıcio´.
3.2. Defin´ıcio´. A p = {p0, . . . , pn} polinomrendszert – ahol pi foka i,
i = 0, . . . , n – ortogona´lis polinomnak nevezzu¨k az [a, b] intervallumon (ahol
a = −∞, ill. b = +∞ is megengedett), ha le´tezik egy w(z) (w(z) ≥ 0, z ∈ [a, b])
su´lyfu¨ggve´ny, melyre 〈pi, pj〉 = 0, i ̸= j, ahol
〈f, g〉 =
∫ b
a
f(z)g(z)w(z)dz.
Legyen
ci = 〈pi, pi〉, i = 0, 1, 2, . . .
Ha ci = 1 minden i esete´n, akkor p ortonorma´lis polinomrendszer.
Az egyva´ltozo´s ortogona´lis polinomok to¨bbva´ltozo´s megfelelo˝it az ala´bbi mo´don
konstrua´lhatjuk:
pα1...αs(z1, . . . , zs) = pα1 (z1)× · · · × pαs (zs) (40)
ahol (α1, . . . , αs) ∈ H, ahol H (5) szerint definia´lt. Bela´thato´, hogy a fenti poli-
nomok is ortogona´lisak az Is kocka´ra to¨rte´no˝ integra´la´s e´s w(z1) × · · · × w(zs)
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su´lyfu¨ggve´ny esete´n, ahol I az egyva´ltozo´s polinom ortogonalita´si intervalluma.
Ez egyu´ttal biztos´ıtja, hogy (40) ba´zisa a legfeljebb m-ed foku´ s va´ltozo´s polino-
moknak.
A ko¨vetkezo˝kben a Legendre-, elso˝- e´s ma´sodfaju´ Csebisev-polinomok to¨bbva´l-
tozo´s a´ltala´nos´ıta´sait vizsga´ljuk. Mivel ezen polinomok esete´n az ortogonalita´si
tartoma´ny [−1, 1]s, eze´rt szu¨kse´ges a Z halmazt is ennek megfelelo˝en ska´la´zni.
A fentieknek megfelelo˝en a Legendre-polinom ke´plete
Pα1...αs(z1, . . . , zs) = Pα1
(
2z1 − (z10 + z1n1)
z1n1 − z10
)
× · · ·×Pαs
(
2zs − (zs0 + zsns)
zsns − zs0
)
,
ahol (α1, . . . , αs) ∈ H, ahol H (5) szerint definia´lt, e´s Pα(z) az α-adik egyva´ltozo´s
Legendre-polinom.
Az elso˝faju´ Csebisev-polinom alakja
Tα1...αs(z1, . . . , zs) = Tα1
(
2z1 − (z10 + z1n1)
z1n1 − z10
)
× · · · × Tαs
(
2zs − (zs0 + zsns)
zsns − zs0
)
,
ahol Tα(z) az α-adik egyva´ltozo´s elso˝faju´ Csebisev-polinom.
Az ma´sodfaju´ Csebisev-polinom
Uα1...αs(z1, . . . , zs) = Uα1
(
2z1 − (z10 + z1n1)
z1n1 − z10
)
×· · ·×Uαs
(
2zs − (zs0 + zsns)
zsns − zs0
)
,
ahol Uα(z) az α-adik egyva´ltozo´s ma´sodfaju´ Csebisev-polinom.
Lyche e´s Pen˜a, [33] Theorem 5.1 szerint, polinomokra e´rtelmezett kond´ıcio´-
sza´m tekintete´ben a Bernstein-polinomokon alapulo´ ba´zisrendszer, bizonyos tar-
toma´nyokon optima´lis. Eze´rt, az ortogona´lis polinomokon tu´l, ennek az ala´bbi
to¨bbva´ltozo´s, megfelelo˝en ska´la´zott va´ltozata´t is figyelembe vesszu¨k:
Bα1...αs(z1, . . . , zs) =
m!
α1! · · ·αs!(m− α1 − · · · − αs)!
(
z1 − z10
z1n1 − z10
)α1
×
· · · ×
(
zs − zs0
zsns − zs0
)αs
×
(
1− z1 − z10
z1n1 − z10
− · · · − zs − zs0
zsns − zs0
)m−α1−···−αs
,
ahol (α1, . . . , αs) ∈ H, ahol H (5) szerint definia´lt.
3.2. Megoldo´ algoritmus, numerikus tesztek
Mivel a (4) e´s (39) feladatok ko¨zti polinomba´zis-transzforma´cio´ ugyancsak
rosszul kondiciona´lt feladat (la´sd Farouki [17]), eze´rt a (4) megolda´sa´ra az ala´bbi
algoritmust haszna´ljuk.
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Megoldo´ algoritmus
1. le´pe´s: Hajtsuk ve´gre a (4) e´s (39) feladatok ko¨zti polinomba´zis-transzforma´cio´t
nagy pontossa´gu´ aritmetika seg´ıtse´ge´vel.
2. le´pe´s: Oldjuk meg a (39) feladatot valamely regula´ris LP-megoldo´ dua´l szimplex
mo´dszere´vel.
3. le´pe´s: Tekintsu¨k a ba´zisoszlopok indexeinek rendszere´t. Ezen oszlopokat ki-
va´lasztva elleno˝rizzu¨k a ba´zis dua´l, ill. prima´l megengedettse´ge´t nagy pontossa´gu´
aritmetika seg´ıtse´ge´vel, majd sza´moljuk ki a ce´lfu¨ggve´ny e´rte´ket.
Ba´r a fenti algoritmus is haszna´l nagy pontossa´gu´ aritmetika´t, de mindo¨ssze
csak ke´t le´pe´sben. Ennek ko¨szo¨nheto˝en a futa´si ido˝ le´nyegesen ro¨videbb lesz, mint-
ha egy (dua´l) szimplex mo´dszer o¨sszes le´pe´se´t sza´moltuk volna nagy pontossa´ggal.
A ko¨vetkezo˝kben emp´ırikus tesztek seg´ıtse´ge´vel szeretne´nk megtala´lni azt a
polinomba´zist, melyre a (39) feladatbeli A¯ ma´trix kond´ıcio´sza´ma a leheto˝ leg-
kisebb. ∞-norma´ju´ kond´ıcio´sza´mokat haszna´lunk, mivel ez jellemzi legjobban a
(dua´l) szimplex mo´dszer numerikus e´rze´kenyse´ge´t (tekintve a prima´l/dua´l va´ltozo´k
elo˝jeleit).
Mivel nem tudjuk elo˝re, hogy a szimplex algoritmus az A¯ ma´trix mely ba´zisain
halad ve´gig (nyilva´n ez fu¨gg to¨bbek ko¨zt a ce´lfu¨ggve´nyto˝l is), eze´rt a 3.1. pe´lda´ban
ve´letlenszeru˝en va´lasztunk ba´zisma´trixokat, e´s sza´moljuk ki ezek kond´ıcio´sza´ma´t.
Azt va´rjuk, hogy az alacsonyabb a´tlagos kond´ıcio´sza´m esete´n majd a szimplex
mo´dszer is megb´ızhato´bban fut le.
3.1. Pe´lda. Va´lasszunk ki a [0, 1]s kocka pontjai ko¨zu¨l
(
m+s
s
)
darabot ve´letlen-
szeru˝en, egyenletes eloszla´ssal. Konstrua´ljuk meg a (38) szerinti b¯ oszlopokbo´l a´llo´
ma´trixot. Ha a ma´trix nemszingula´ris, akkor rakjuk be a vizsga´lando´ minta´ba.
100 elemu˝ minta´t genera´ltunk, kisza´moltuk a ve´gtelen norma´ju´ kond´ıcio´sza´mokat,
e´s vettu¨k ezek a´tlaga´t, minden egyes polinomba´zisra. Az s = 2 esete´n kapott
eredme´nyeket mutatja a 4. a´bra.
Megjegyezzu¨k, hogy s = 3 esete´n is hasonlo´ eredme´nyeket kaptunk. La´tha-
to´, hogy ba´r mindegyik kond´ıcio´sza´m exponencia´lisan no¨vekszik, de az ortogona´-
lis polinomok a monomia´l-, ill. Bernstein-ba´zisok kond´ıcio´sza´mait ko¨ro¨lbelu¨l azok
gyo¨ke´re cso¨kkentette´k. Teha´t a teszt tanulsa´ga szerint az ortogona´lis polinomba´-
zisok seg´ıtse´ge´vel le´nyegesen cso¨kkentheto˝ a kond´ıcio´sza´m. Megjegyezzu¨k, hogy
mind az s = 2, mind az s = 3 esetben a ma´sodfaju´ Csebisev-polinom teljes´ıtett a
legjobban.
A ko¨vetkezo˝ pe´lda´ban egy konkre´t feladatra mutatjuk meg a ku¨lo¨nbo¨zo˝ poli-
nomba´zisok esete´n kapott megolda´sok mino˝se´ge´t. Megjegyezzu¨k, hogy Ma´di-
Nagy [37] to¨bb feladatot is vizsga´l, hasonlo´ eredme´nyekkel.
3.2. Pe´lda. Legyen Z = {0, 1, . . . , 10} × {0, 1, . . . , 20} × {0, 1, . . . , 30}. Legyen
X, Y1, Y2 e´s Y3 Poisson-eloszla´su´ valo´sz´ınu˝se´gi va´ltozo´ rendre λ = 0, 1, 0, 2, 0, 3,
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4. a´bra. A´tlagos kond´ıcio´sza´mok a maxima´lis m momentumrend fu¨ggve´nye´ben
(s = 2).
0, 05 parame´terekkel. Definia´ljuk a momentumokat genera´lo´ vektort az ala´bbi
mo´don
(min(X + Y1, 10),min(X + Y2, 20),min(X + Y3, 30)) .
A ce´lfu¨ggve´ny legyen
f(z1, z2, z3) = sin(z1 + z2 + z3).
A minimum feladat eredme´nyei az ala´bbiak,
m Monomia´l Bernstein Legendre 1. Csebisev 2. Csebisev
1 −0, 16301713 −0, 16301713 −0, 16301713 −0, 16301713 −0, 16301713
2 0, 20039622 0, 20039622 0, 20039622 0, 20039622 0, 20039622
3 0, 25350547 0, 25350547 0, 25350547 0, 25350547 0, 25350547
4 0, 27167527 0, 26575235 0, 27316847 0 , 27315366 0 , 27206079
5 0, 26469815 0, 28452612 0, 28228435 0 , 28214106 0 , 28526692
6 0, 28393933 0, 28696505 0, 28816140 0 , 28789129 0 , 28822397
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a maximum feladate´ pedig ezek:
m Monomia´l Bernstein Legendre 1. Csebisev 2. Csebisev
1 0, 71525034 0, 71525034 0, 71525034 0, 71525034 0, 71525034
2 0, 47997864 0, 47997864 0, 47997864 0, 47997864 0, 47997864
3 0, 31651723 0, 31651723 0, 31651723 0, 31651723 0, 31651723
4 0 , 31049303 0 , 31108264 0 , 31197905 0 , 31242441 0 , 31244058
5 0, 30509224 0 , 30263923 0 , 30359098 0 , 30272386 0 , 30352714
6 0 , 29666626 0 , 29609722 0 , 29760208 0 , 29873506 0 , 29855087
– Az ala´hu´zott eredme´nyek ma´r a (39) feladat A¯p = b¯ egyenletrendszere´nek
sem megolda´sai. Legendre-polinomok esete´n az infizibilis sege´dva´ltozo´ nagy-
sa´grendje 10−7, monomia´lba´zisok esete´n viszont 102, amely ma´r nagyon ta´vol
esik a megengedett megolda´sto´l.
– A ferde´n szedett eredme´nyek nem prima´l, de dua´l megengedettek, teha´t nem
e´les also´, illetve felso˝ korla´tokat adnak a ce´lfu¨ggve´nyre.
La´thato´, hogy a minimum feladatra csak a Csebisev-polinomok adtak haszna´lhato´
eredme´nyt.
Az algoritmus utolso´ le´pe´sei ba´zisainak kond´ıcio´sza´mai az ala´bbiak:
m Monomia´l Bernstein Legendre 1. Csebisev 2. Csebisev
1 8.E + 00/2.E + 01 1.E + 02/7.E + 02 4.E + 01/2.E + 02 4.E + 01/2.E + 02 6.E + 01/3.E + 02
2 3.E + 02/4.E + 02 2.E + 05/3.E + 05 3.E + 04/3.E + 04 3.E + 04/3.E + 04 6.E + 04/5.E + 04
3 3.E + 05/6.E + 03 4.E + 07/1.E + 07 2.E + 06/7.E + 05 2.E + 06/7.E + 05 1.E + 06/2.E + 06
4 9.E + 07/3.E + 07 3.E + 08/2.E + 08 1.E + 07/1.E + 06 4.E + 06/7.E + 05 4.E + 06/2.E + 06
5 2.E + 11/1.E + 12 3.E + 09/2.E + 09 7.E + 06/7.E + 06 3.E + 06/7.E + 06 2.E + 07/2.E + 07
6 1.E + 16/2.E + 12 1.E + 10/4.E + 10 3.E + 07/2.E + 08 2.E + 07/2.E + 07 6.E + 07/4.E + 07
A fentiek is azt mutatja´k, hogy nagyobb m e´rte´kek esete´n az ortogona´lis polino-
mokhoz tartozo´ kond´ıcio´sza´mok le´nyegesen kisebbek.
A pe´lda´k jo´l illusztra´lja´k, hogy
– ortogona´lis polinomba´zis haszna´lata´val a ba´zisma´trixok kond´ıcio´sza´ma drasz-
tikus me´rte´kben cso¨kkentheto˝,
– ı´gy leheto˝se´g ny´ılik olyan TDMP-feladatok megolda´sa´ra, melyek eddig regu-
la´ris solverek seg´ıtse´ge´vel nem voltak megoldhato´ak.
– A Megoldo´ algoritmus, tu´l azon, hogy hate´kony keretrendszert biztos´ıt ma´s
polinomba´zisok haszna´lata´ra, leheto˝se´get nyu´jt a megolda´s prima´l, ill. dua´l
megengedettse´ge´nek tetszo˝leges pontossa´gu´ vizsga´lata´ra is.
A tesztekhez az ILOG CPLEX 9 [25] solvere´t haszna´ltuk, mı´g a nagy pon-
tossa´gu´ sza´mola´sokhoz a Wolfram Mathematica [62] programnyelvet. Azo´ta a
fenti algoritmus Java nyelven meg´ırt, Mosek [43] solvert e´s Apfloat [1] tetszo˝le-
ges pontossa´gu´ aritmetikai csomagot haszna´lo´, implementa´cio´ja´nak forra´sko´dja is
megtala´lhato´ a Numerical MDMP [46] github projektben.
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4. Alkalmaza´sok
4.1. A hatva´nymomentum proble´ma´hoz ko¨theto˝ alkalmaza´sok
4.1.1. Va´rhato´ hasznossa´g
Egy (ba´rmennyiszer differencia´lhato´) u(z), z ≥ 0 hasznossa´gi fu¨ggve´nyto˝l a
legto¨bb esetben minimum azt megko¨vetelju¨k, hogy legyen szigoru´ monoton no¨vek-
vo˝, teha´t legyen u′(z) > 0. A hasznossa´gi fu¨ggve´nyt kocka´zatkeru¨lo˝nek h´ıvjuk, ha
u′′(z) < 0 is teljesu¨l, teha´t ha a fu¨ggve´ny szigoru´an konka´v.
Pratt [47] e´s Arrow [2] ko¨zgazdasa´gi szempontbo´l indokolta´k a cso¨kkeno˝ kocka´-
zatkeru¨le´s fontossa´ga´t. Az abszolu´t kocka´zatkeru¨le´s Arrow–Pratt-me´rte´ke:
−u
′′(z)
u′(z)
.
A cso¨kkene´s szu¨kse´ges felte´tele, hogy u′′′(z) > 0. A´ltala´nosabban megko¨vetelhet-
ju¨k, hogy
(−1)n−1u(n)(z) > 0, n = 1, 2, . . . (41)
A (41) felte´telrendszert teljes´ıto˝ hasznossa´gi fu¨ggve´nyeket Caballe e´s Pomansky [10]
dolgozata kevert hasznossa´gi fu¨ggve´nyeknek nevezi. Hasznossa´gi fu¨ggve´nyekre
hasonlo´, de szigoru´bb felte´teleket vezetett be Chander [11], a ko¨zgazdasa´gi indo-
kokro´l la´sd Ingersoll [26] dolgozata´t.
A to¨bbva´ltozo´s hasznossa´gi fu¨ggve´nyek teru¨lete is sze´les ko¨rben kutatott, beve-
zeto˝ irodalomke´nt la´sd pl. Keeney e´s Raiffa [28], Dyer e´s Sarin [16], Dyer, Fishburn,
Steuer, Wallenius e´s Zionts [15]. A legto¨bb esetben a to¨bbva´ltozo´s hasznossa´gi
fu¨ggve´ny egyva´ltozo´s hasznossa´gi fu¨ggve´nyek szorzatai egyszeru˝ o¨sszegeke´nt a´ll
elo˝. Azonban az irodalomban nem nagyon tala´lhato´ olyan kello˝en ta´g, anal´ıtikusan
fel´ırhato´ fu¨ggve´nycsala´d, mely a gyakorlatban is jo´l illesztheto˝. A ko¨vetkezo˝kben
definia´lt, to¨bbva´ltozo´s fu¨ggve´nycsala´d le´nyege´ben ba´rmilyen egyva´ltozo´s, megfele-
lo˝ konvexita´si tulajdonsa´gokkal b´ıro´ hasznossa´gi fu¨ggve´nyekbo˝l megkonstrua´lhato´,
ra´ada´sul rendelkezik mind a to¨bbva´ltozo´s hasznossa´gi fu¨ggve´nyek a´ltala´nossa´gban
megko¨vetelt tulajdonsa´gaival, mind a kevert tulajdonsa´g to¨bbva´ltozo´s a´ltala´nos´ı-
ta´sa´val.
A to¨bbva´ltozo´s hasznossa´gi fu¨ggve´nycsala´dot ı´rja le az ala´bbi defin´ıcio´.
4.1. Defin´ıcio´. Legyen k ≥ 1 e´s D = {(z1, . . . , zs)|egj(zj) > 2, j = 1, . . . , s}.
Az u hasznossa´gi fu¨ggve´nyt a ko¨vetkezo˝ mo´don definia´ljuk:
u(z1, . . . , zs) := log
[
k(eg1(z1) − 1) · · · (egs(zs) − 1)− 1
]
, (42)
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ahol (z1, . . . , zn) ∈ D, e´s az ala´bbi felte´telek teljesu¨lnek:
g′j(zj) > 0,
g
(i)
j (zj) ≥ 0, ha i > 1 e´s pa´ratlan,
g
(i)
j (zj) ≤ 0, ha i pa´ros, j = 1, . . . , s.
A gj(zj) fu¨ggve´nyek va´laszthato´ak pe´lda´ul az ala´bbiak ko¨zu¨l:
a log
(
1 + zb
)
, ahol a > 0, b > 0,
ae−bz, ahol a > 0, b > 0,
anz
n + · · ·+ a1z + a0, megfelelo˝en va´lasztott egyu¨tthato´kkal.
4.1. Te´tel. (Pre´kopa e´s Ma´di-Nagy [56], Th. 2.1) A (42) fu¨ggve´ny konka´v a
D halmazon.
4.2. Te´tel. (Pre´kopa e´s Ma´di-Nagy [56], Th. 2.2) Minden z = (z1, . . . , zs)∈D
esete´n igaz, hogy
∂i1+···+isu(z1, . . . , zs)
∂zi11 · · · ∂ziss
> 0, ha i1 + · · ·+ is pa´ratlan,
e´s
∂i1+···+isu(z1, . . . , zs)
∂zi11 · · · ∂ziss
< 0, ha i1 + · · ·+ is pa´ros.
4.1. Pe´lda. (Pre´kopa e´s Ma´di-Nagy [56], Ex. 3.2) Tekintsu¨k az ala´bbi fu¨gg-
ve´nyt,
u(z1, z2, z3) = log
[
(e1.75z1+3 − 1)(e1.25z2+2 − 1)(e0.75z3+1 − 1)− 1] (z1, z2, z3)∈Z,
ahol
Z = (0, 1, 2, 3, 4, 5, 6, 7, 8, 9)× (0, 1, 2, 3, 4, 5, 6, 7, 8, 9)× (0, 1, 2, 3, 4, 5, 6, 7, 8, 9).
A momentumokat az ala´bbi valo´sz´ınu˝se´gi va´ltozo´k seg´ıtse´ge´vel genera´ljuk:
X1 = min (X + Y1, 9) , X2 = min (X + Y2, 9) , X3 = min (X + Y3, 9) ,
ahol X,Y1, Y2, Y3 Poisson-eloszla´su´ valo´sz´ınu˝se´gi va´ltozo´ rendre 1; 2; 2, 5; 3 para-
me´terekkel. Megjegyezzu¨k, hogy ı´gy X1, X2, X3 nem fu¨ggetlenek.
A maximum ma´sodrendu˝ vegyes momentumokon e´s ezenfelu¨l magasabb rendu˝
margina´lis momentumokon alapulo´ eredme´nyeket foglalja o¨ssza az ala´bbi ta´bla´zat:
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m m1 m2 m3 Minimum Maximum
2 2 2 2 18, 466954935 18, 572924791
2 4 4 4 18, 532630264 18, 550298509
2 6 6 6 18, 541879509 18, 544391959
2 8 8 8 18, 543136443 18, 543344110
Ha a vegyes momentumok maxima´lis rendje´t m = 4-re emelju¨k, a kapott eredme´-
nyek ı´gy va´ltoznak:
m m1 m2 m3 Minimum Maximum
4 4 4 4 18, 532852070 18, 550297658
4 6 6 6 18, 541926465 18, 544391052
4 8 8 8 18, 543148260 18, 543343503
A fenti ta´bla´zatok jo´l illusztra´lja´k a (14) momentumrendhalmaz le´tjogosultsa´ga´t:
kello˝en szoros korla´tok gyakran ele´rheto˝ek csak a figyelembe vett margina´lis momen-
tumok rendje´nek no¨vele´se´vel, e´s ı´gy keve´sbe´ van szu¨kse´g az (a´ltala´ban nehezebben
kisza´molhato´) vegyes momentumok maxima´lis rendje´nek no¨vele´se´re.
4.1.2. To¨bbva´ltozo´s momentumgenera´lo´ fu¨ggve´nyek korla´toza´sa
Az X valo´sz´ınu˝se´gi va´ltozo´ momentumgenera´lo´ fu¨ggve´nye:
M(t) = E[etX ], t ∈ R.
Ha M(t) ve´ges a nulla egy ny´ılt J ko¨rnyezete´ben, akkor a momentumgene-
ra´lo´ fu¨ggve´ny egye´rtelmu˝en determina´lja X eloszla´sa´t. Ko¨nnyen la´thato´, hogy ez
esetben M (n)(t) = E[XnetX ], t ∈ J , ebbo˝l pedig ko¨vetkezik, hogy M (n)(0) =
= E[Xn], n = 1, 2, . . .
Az X1, . . . , Xs valo´sz´ınu˝se´gi va´ltozo´k egyu¨ttes momentumgenera´lo´ fu¨ggve´nye:
M(t1, . . . , ts) = E[e
t1X1+···+tsXs ].
Hasonlo´an az egyva´ltozo´s esethez, ha M ve´ges az origo´ egy ny´ılt ko¨rnyezete´ben,
akkor egye´rtelmu˝en meghata´rozza az X = (X1, . . . , Xs) ve´letlen vektor eloszla´sa´t.
Tova´bbi tulajdonsa´gai, hogy M(0, . . . , 0, ti, 0, . . . , 0) =Mi(ti), i = 1, . . . , s, e´s
∂α1+···αsM
∂t1
α1 · · · ∂tsαs (0, . . . , 0) = µα1...αs .
A te´mako¨rro˝l bo˝vebben la´sd pl. Ross [58].
Tegyu¨k fel, hogyX diszkre´t, ve´ges tarto´ju´, ismertek az (5) szerinti hatva´nymo-
mentumai, e´s szeretne´nk becsle´st adni a momentumgenera´lo´ fu¨ggve´ny e´rte´ke´re egy
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adott (t1, . . . , ts) helyen. Egyva´ltozo´s esetben Ibrahim e´s Mugdadi [24] ke´sz´ıtett
hasonlo´, momentumon alapulo´ becsle´seket.
Ro¨gz´ıtett (t1, . . . , ts) ≥ 0 esete´n az et1z1+···+tszs o¨sszes osztott differencia´ja
nemnegat´ıv. Hasonlo´an, ha (t1, . . . , ts) ≤ 0, akkor pa´ros (pa´ratlan)m+1 esete´n az
m+1-edik osztott differencia´k nemnegat´ıvan (nempozit´ıvak) lesznek. Ennek meg-
felelo˝en M(t1, . . . , ts) = E[e
t1X1+···+tsXs ] becsle´se´re az eddig ismertetett TDMP-
korla´toza´si mo´dszereinket haszna´lhatjuk. Ezt illusztra´lja az ala´bbi pe´lda.
4.2. Pe´lda. (Ma´di-Nagy e´s Pre´kopa [40]) A Min e´s Max algoritmusok seg´ıtse´-
ge´vel adunk korla´tokat az ala´bbi M(t1, t2) ke´tva´ltozo´s momentumgenera´lo´ fu¨gg-
ve´nyre, a (t1, t2) = (0, 04; 0, 05) helyen. A momentumokat az X1, X2 fu¨ggetlen
egyenletes eloszla´su´, Z1 = Z2 = {0, . . . , 14} tarto´ju´ valo´sz´ınu˝se´gi va´ltozo´k seg´ıt-
se´ge´vel a´ll´ıtottuk elo˝. A sza´mola´sokat Wolfram Mathematica [62] seg´ıtse´ge´vel
ve´geztu¨k, a nagy pontossa´gu´ dua´l szimplex mo´dszert a struktu´rate´telek a´ltal adott
kezdo˝ba´zissal ind´ıtva. A momentumok maxima´lis rendje´to˝l fu¨ggo˝en az ala´bbi ered-
me´nyeket kaptuk:
m Lower CPU Upper CPU
2 1, 91194 0, 28 1, 98564 0, 28
3 1, 94560 0, 58 1, 95640 0, 56
4 1, 95009 1, 18 1, 95108 1, 19
5 1, 95051 2, 59 1, 95060 2, 59
6 1, 95053 6, 11 1, 95056 6, 13
Megjegyezzu¨k, hogy az ILOG CPLEX [25] a magasabb rendu˝ esetekben ma´r itt is
infizibilita´st adott, daca´ra annak, hogy a pe´lda konstrukcio´ja miatt le´tezik megen-
gedett megolda´s.
4.2. Valo´sz´ınu˝se´gi korla´tok
4.2.1. Eloszla´sfu¨ggve´nyek becsle´se
A to¨bbva´ltozo´s eloszla´sfu¨ggve´nyre (CDF) az ala´bbi mo´don is tekinthetu¨nk
F (x1, . . . , xn) = P (ξ1 < x1, . . . , ξn < xn) = 1− P (A1 ∪ · · · ∪An), (43)
ahol
Ai = {ξi ≥ xi}, i = 1, . . . , n.
Tegyu¨k fel, hogy a CDF e´rte´kei m dimenzio´ig ko¨nnyen sza´molhato´ak (a´ltala´ban
n >> m), teha´t az ala´bbi valo´sz´ınu˝se´gek adottak:
P (Ai1 ∩ · · · ∩Aik), 1 ≤ i1 < · · · < ik ≤ n, k ≤ m.
Ezek alapja´n ma´r sza´molhato´ak also´ e´s felso˝ korla´tok a (43) eloszla´sfu¨ggve´nyre, a
(9) szerinti ce´lfu¨ggve´nnyel rendelkezo˝ (8) binomia´lis TDMP seg´ıtse´ge´vel. A mo´d-
szer olyan esetekben tud hasznos lenni, amikor magasabb dimenzio´kra ma´r nehe-
zen, vagy egya´ltala´n nem sza´molhato´ ki CDF e´rte´ke integra´la´ssal.
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Az ala´bbi pe´lda´ban o¨sszehasonl´ıtjuk a ku¨lo¨nbo¨zo˝ mo´dszerekkel kapott also´ e´s
felso˝ korla´tokat egy adott Dirichlet-eloszla´s esete´re. Tova´bbi eloszla´sfu¨ggve´ny-
korla´toza´si pe´lda´k tala´lhato´ak Buksza´r, Ma´di-Nagy e´s Sza´ntai [7] dolgozata´ban.
A ko¨vetkezo˝kben, a momentum feladatokon tu´l, az o¨sszehasonl´ıta´sba bevesszu¨k
Buksza´r e´s Pre´kopa [8], Buksza´r e´s Sza´ntai [9] e´s Buksza´r [6] gra´felme´leti alapokon
nyugvo´ u´n. multifa (Multitree) korla´taibo´l sza´mı´tott eredme´nyeket is. A fenti
cikkekben ta´rgyalt mo´dszerek hate´kony e´s emiatt ne´pszeru˝ eszko¨zrendszernek bizo-
nyultak a CDF-korla´toza´s teru¨lete´n.
Mivel az Ai eseme´nyeket to¨bbfe´leke´ppen oszthajuk re´sz-eseme´nysorozatokra,
eze´rt a momentum alapu´ korla´tok ko¨zt ku¨lo¨n vizsga´ljuk az egyva´ltozo´s DMP
alapja´n kapott egyva´ltozo´s (Univariate) korla´tokat, a ke´tva´ltozo´s DMP Min e´s
Max algoritmusaibo´l kapott ke´tva´ltozo´s (Bivariate) korla´tokat, a to¨bbva´ltozo´s Min
algoritmusbo´l ado´do´ to¨bbva´ltozo´s (Multivariate) korla´tokat, illetve a to¨bbva´ltozo´s
DMP egzakt optimumait szolga´ltato´ ma´sodfaju´ Csebisev-polinomba´zist haszna´lo´
polinom (Polynomial) korla´tokat.
Mivel ebben az esetben a binomia´lis momentumok u´gy sza´molo´dnak, hogy
minden egyes metszetvalo´sz´ınu˝se´get kisza´molunk, majd ezeket o¨sszeadjuk, ı´gy
nagyobb m esete´n ma´r ez a sza´mı´ta´s is tekinte´lyes futa´si ido˝vel, ill. egyre nagyobb
numerikus pontatlansa´ggal ja´r. A multifa korla´tok nagy elo˝nye, hogy a korla´to-
za´s sora´n nincs szu¨kse´g mindegyik metszetvalo´sz´ınu˝se´g ismerete´re, ı´gy magasabb
rendu˝ momentumok sora´n is jo´l haszna´lhato´ak.
A ko¨vetkezo˝ pe´lda Buksza´r, Ma´di-Nagy e´s Sza´ntai [7] dolgozata´bo´l sza´rmazik,
kiege´sz´ıtve a polinom korla´tok eredme´nyeivel. Tova´bbi hasonlo´ pe´lda´k tala´lhato´ak
Ma´di-Nagy e´s Nagy [38] dolgozata´ban. Nem tu´l magas dimenzio´kra a Dirichlet-
eloszla´s CDF-e´rte´kei jo´l sza´molhato´ak Gouda e´s Sza´ntai [23] implicit rekurz´ıv algo-
ritmusa´val. Ezt alkalmazzuk a ko¨vetkezo˝ pe´lda´ban is, a futa´si ido˝kne´l ku¨lo¨n jelezve
a binomia´lis momentumok kisza´mola´sainak ideje´t (multifa korla´tok esete´n a valo´-
sz´ınu˝se´gek kisza´mola´sa az algoritmus futa´sa alatt to¨rte´nik).
4.3. Pe´lda. A Dirichlet-eloszla´s parame´terei e´s argumentumai az ala´bbiak:
index ϑ e´rte´kek x e´rte´kek index ϑ e´rte´kek x e´rte´kek
1 1,5 0,1 11 1,5 0,1
2 1,4 0,2 12 1,4 0,2
3 1,3 0,2 13 1,3 0,2
4 1,2 0,2 14 1,2 0,2
5 1,1 0,2 15 1,1 0,2
6 1,2 0,3 16 1,2 0,1
7 1,3 0,2 17 1,3 0,2
8 1,4 0,1 18 1,4 0,1
9 1,2 0,2 19 1,2 0,2
10 1,3 0,1 20 1,3 0,1
21 2,1
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m = 3 esetre a Dirichlet-CDF-korla´tai:
Korla´t e´rte´ke CPU (s)
Multifa also´ 0,290188 0,02
Multifa felso˝ 0,377891 1,41
Egyva´ltozo´s also´ 0,366196 1,22+0,00
Egyva´ltozo´s felso˝ 0,385005 1,22+0,00
Ke´tva´ltozo´s also´ 0,366196 1,22+0,01
Ke´tva´ltozo´s felso˝ 0,382324 1,22+0,02
To¨bbva´ltozo´s also´ 0,366196 1,22+0,02
Polinom also´ 0,366196 1,18+9,23
Polinom felso˝ 0,378233 1,18+8,99
La´thato´, hogy a legjobb felso˝ korla´tot a multifa mo´dszer adta, mı´g also´ korla´t
tekintete´ben a momentum feladatok mu˝ko¨dtek hate´konyabban. Felso˝ korla´tok
esete´ben jo´l ko¨vetheto˝ek a ku¨lo¨nbo¨zo˝ mo´dszerek, elme´leti szinten is elva´rt, hate´-
konysa´g ku¨lo¨nbse´gei. La´thato´, hogy a polinom felso˝ korla´t ma´r nagyon ko¨zel esik
a multifa mo´dszer eredme´nye´hez. Mivel ma´s esetekben is hasonlo´ nagysa´grendu˝
elte´re´st tapasztaltunk, eze´rt ha nem akarunk to¨bb ku¨lo¨nbo¨zo˝ algoritmust hasz-
na´lni, a polinom mo´dszer egyszerre lehet alkalmas megfelelo˝ also´ e´s felso˝ korla´tok
megada´sa´ra. Ra´ada´sul ehhez rendelkeze´sre a´ll a githubon megtala´lhato´ Numerical
MDMP [46] implementa´cio´.
Magasabb rendu˝ esetekben viszont ma´r gondot jelenthet, hogy a momentumok
kisza´mı´ta´sa´hoz rengeteg metszetvalo´sz´ınu˝se´gre van szu¨kse´g. Ezt is illusztra´lja´k az
m = 5 eset Dirichlet-CDF-korla´tai:
Korla´t e´rte´ke CPU (s)
Multifa also´ 0,345615 14,15
Multifa felso˝ 0,368858 119,46
Egyva´ltozo´s also´ 0,367014 27116,96+0,00
Egyva´ltozo´s felso˝ 0,367021 27116,96+0,00
Ke´tva´ltozo´s also´ 0,367014 27116,96+0,13
Ke´tva´ltozo´s felso˝ 0,367019 27116,96+0,60
To¨bbva´ltozo´s also´ 0,367014 27116,96+0,06
Polinom also´ 0,367014 27116,96+21,26
Polinom felso˝ 0,367019 27116,96+28,56
A legszorosabb korla´tokat ebben az esetben a momentum mo´dszerek seg´ıtse´ge´vel
kapjuk, viszont a feladathoz szu¨kse´ges momentumok kisza´mı´ta´si ideje drasztikusan
megno˝tt. A multifa korla´tok nagy elo˝nye, hogy csak az algoritmus sora´n felmeru¨lt
viszonylag keve´s sza´mu´ metszetvalo´sz´ınu˝se´g kisza´mı´ta´sa´ra van szu¨kse´g, e´s emiatt
magasabb rendu˝ feladatok esete´n is bela´thato´ ido˝n belu¨l eredme´nyt kapunk.
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O¨sszefoglalva: nagyobb m e´rte´kek esete´n csak a multifa mo´dszerek seg´ıtse´ge´vel
kaphatunk korla´tokat, amikm no¨vekede´se´vel va´rhato´an egyre szorosabbak lesznek.
A polinom also´ e´s felso˝ korla´tok eredme´nyei azon esetekben lehetnek hasznosak,
ha a valo´sz´ınu˝se´gek eleve csak keve´s eseme´ny metszete´re sza´molhato´ak, vagy ha
ma´r az a´ltaluk adott korla´tok alacsony m e´rte´k mellett is ele´g szorosak.
4.2.2. Ha´lo´zatok megb´ızhato´sa´ga
Tekintsu¨k az ala´bbi aciklikus (N ,A) digra´fot. Legyen N = {c1, . . . , cn} a
pontok e´s A ⊂ N × N az e´lek halmaza. Legyen c1 a forra´s, cn a nyelo˝. A ha´lo´-
zat megb´ızhato´sa´ga alatt azt e´rtju¨k, hogy mekkora valo´sz´ınu˝se´ggel vezet hiba´tlan
e´lekbo˝l a´llo´ u´t a forra´sto´l a nyelo˝ig.
A korla´toza´si feladat az ala´bbi mo´don fogalmazhato´ meg. Legyen a forra´sto´l a
nyelo˝ig vezeto˝ utak halmaza P1, . . . , PN , e´s jelentse Ai azt az eseme´nyt, hogy a Pi
utak o¨sszes e´le hiba´tlan, i = 1, . . . , N . Ekkor a ha´lo´zat megb´ızhato´sa´ga:
P (A1 ∪ · · · ∪AN ).
Annak a valo´sz´ınu˝se´ge´t, hogy pa´r u´t mindegyike hiba´tlan e´lekbo˝l a´ll (teha´t pa´r Ai
eseme´ny metszete´nek valo´sz´ınu˝se´ge´t) ki lehet bela´thato´ ido˝n belu¨l sza´molni.
4.4. Pe´lda. Tekintsu¨k az ala´bbi 8 pontu´, 16 e´lu˝ ha´lo´zatot: N = {c1, . . . , c8}
e´s A = {(c1, c2), (c1, c3), (c1, c4), (c1, c5), (c2, c3), (c2, c5), (c2, c6), (c3, c4), (c3, c5),
(c4, c6), (c4, c7), (c5, c6), (c5, c8), (c6, c7), (c6, c8), (c7, c8)}.
Tegyu¨k fel, hogy az e´lek egyma´sto´l fu¨ggetlenu¨l, p valo´sz´ınu˝se´ggel hiba´tlanok.
Ebben az esetben csak 23 u´t le´tezik a forra´sbo´l a nyelo˝be, e´s az o¨sszehasonl´ıta´s
kedve´e´rt a pontos megb´ızhato´sa´g is kisza´molhato´ az ala´bbi ke´plettel:
p2 + 6p3 + 5p4 − 18p5 − 33p6 + 26p7 + 129p8 − 108p9
−273p10 + 605p11 − 547p12 + 279p13 − 84p14 + 14p15 − p16
Az elo˝zo˝ szakasz mo´dszereit hasonl´ıtjuk o¨ssze ebben az esetben is, az ered-
me´nyek grafikus illusztra´cio´ja la´thato´ az 5. e´s 6. a´bra´kon. Az eredme´nyek azt
mutatja´k, hogy az m = 3 esetben a´ltala´ban a legjobb korla´tot a polinom mo´dszer
adja, kive´ve ha 0 ≤ p ≤ 0, 36, amikor a multifa korla´t ero˝sebb. Az m = 5 esetben
ve´gig a polinom korla´t a legszorosabb.
Re´szleteke´rt la´sd Buksza´r, Ma´di-Nagy e´s Sza´ntai [7], ill. Ma´di-Nagy e´s Nagy [38].
A fenti ke´t pe´lda´ban a sza´mola´sok multifa korla´tok esete´n Fortran nyelven, az
egyva´ltozo´s, ke´tva´ltozo´s e´s to¨bbva´ltozo´s korla´tok esete´n C++ nyelven (la´sd [45]),
polinom korla´tok esete´n pedig Java nyelven Mosek solverrel (la´sd [46]) to¨rte´ntek.
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5. a´bra. A ha´lo´zat megb´ızhato´sa´ga m = 3 esete´n.
6. a´bra. A ha´lo´zat megb´ızhato´sa´ga m = 5 esete´n.
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5. O¨sszefoglala´s, tova´bbi kutata´si ira´nyok
A dolgozat o¨sszefoglalta a to¨bbva´ltozo´s diszkre´t momentum proble´ma fogal-
mait, megolda´si mo´dszereit, alkalmaza´si teru¨leteit. Sok esetben ismerju¨k a dua´l
megengedett ba´zisok kello˝en nagy sza´mossa´gu´ halmaza´t, ezek seg´ıtse´ge´vel pedig
ko¨zvetlen, aka´r ke´pletszeru˝ korla´tokat adhatunk, illetve kezdo˝ba´ziske´nt is haszna´l-
hatjuk o˝ket dua´l szimplex megoldo´ algoritmusokhoz. Ismertettu¨nk egy mo´dszert,
mellyel le´nyege´ben ba´rmilyen TDMP-feladat numerikusan stabilan megoldhato´.
Bemutattuk, hogy a TDMP ko¨zvetlenu¨l alkalmas specia´lis fu¨ggve´nyek va´rhato´
e´rte´ke´nek becsle´se´re, illetve a binomia´lis momentumokon keresztu¨l valo´sz´ınu˝se´gek
korla´toza´sa´ra.
Az egyik legfontosabb mo´dszertani nyitott ke´rde´s, hogy
– le´tezik-e olyan (gyakorlatban is haszna´lhato´) TDMP-feladat, mely esete´n a
dua´l megengedett ba´zisstruktu´ra´k teljes halmaza le´ırhato´.
E´rdekes, me´g nem vizsga´lt teru¨letek lehetnek pe´lda´ul:
– hogyan lenne haszna´lhato´ a TDMP ’k-out-of-r’ t´ıpusu´ ha´lo´zati megb´ızhato´sa´-
gok becsle´se´re, ill. esetleg ma´s sztochasztikus ha´lo´zati feladatok (pl. PERT)
esete´n,
– a TDMP e´s a to¨bbva´ltozo´s Lagrange-interpola´cio´ kapcsolata´nak vizsga´lata,
– nem egzakt momentum informa´cio´kkal rendelkezo˝ TDMP-feladatok vizsga´-
lata.
Ma´sok a´ltal folytatott diszkre´t momentum proble´ma´val kapcsolatos kutata´sok
ko¨zu¨l e´rdekes ira´ny pe´lda´ul a nem felte´tlenu¨l ege´sz kitevo˝ju˝ hatva´nymomentumok
haszna´lata, la´sd Ninh e´s Pre´kopa [44]. A ma´sik intez´ıven kutatott ira´ny, hogy
unimodalita´st felte´telezve az eloszla´sro´l, hogyan jav´ıthato´ak a korla´tok, la´sd pl.
Subasi et al. [61]. Pre´kopa Andra´s egyik utolso´ publika´cio´ja´ban (Pre´kopa, Ninh e´s
Alexe [57]) ke´t ta´rsszerzo˝je´vel ko¨zo¨sen nagyon sze´p kapcsolatot ta´rt fel a diszkre´t
e´s a folytonos korla´tozo´ momentum proble´ma´k ko¨zo¨tt.
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MULTIVARIATE DISCRETE MOMENT PROBLEMS AND THEIR APPLICATIONS
Gergely Ma´di-Nagy
The multivariate discrete moment problem was introduced by Andra´s Pre´kopa in the late
80’s. He showed that the problem can be modeled as a (poorly conditioned) linear programming
problem. Under certain conditions of the objective function, it was possible to describe the
complete set of the dual feasible bases, and on this basis, to develop a numerically stable dual
solving algorithm. The methodology provides us with numerical as well as closed-form sharp
probability bounds. They can be used e.g. for estimating cumulative distribution function
values, bounding network reliability, and constructing Boole-Bonferroni type inequalities.
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I wrote my Ph.D. thesis under the supervision of Andra´s Pre´kopa on the topic of multivariate
generalization of the discrete moment problem. During our joint work, which continued after
the PhD degree, we studied the feasible basis structures of the multivariate case with different
moment conditions, supplemented by new applications (e.g. expected utility estimation). With
multivariate modeling, it has been possible to give better bounds than the results of the univa-
riate model in many applications, and to develop Boole-Bonferroni-type inequalities using mixed
moments.
This article summarizes the results of our joint work and their further developments. I re-
commend the paper to memory of Andra´s Pre´kopa.
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