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摘 要：为减弱注册语音与测试语音时长不一致对说话人识别性能的负面影响，提出一个概率修正 PLDA 建模方
法．根据语音时长自适应改变传统 PLDA 模型中 i-vector 的概率分布函数，提高 PLDA 对每个说话人每段语音的时
长表征能力，以增强说话人类别的区分度．为验证基于概率修正 PLDA 模型的有效性，进行了 NIST SRE10 core-
core 测试集在 3种不同时长的评测实验，以及 NIST 2014 i-vector machine learning challenge测试任务．结果表明，
相较于传统的 PLDA训练模型，通过语音时长的约束提高了说话人识别性能． 
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Abstract：To reduce the negative impact on the performance of speaker recognition systems due to the duration mis-
match between enrollment utterance and test utterance，a modified-prior PLDA method is proposed．The probability 
distribution function of i-vector was modified by incorporating the covariance matrix with duration of each utterance
of each speaker during the PLDA training，which further improved the discriminant capability of speaker classifica-
tion．To evaluate the robustness of the proposed modified-prior PLDA method，extensive experiments were per-
formed on NIST SRE10 core-core task(female part)in duration mismatch conditions and NIST 2014 i-vector machine 
learning challenge．Experimental results demonstrated that the duration-based modified-prior PLDA method achieved
better performance compared with the traditional PLDA. 
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道偏移参量，在 NIST SRE10 core-core 测试中，将






时长方差规整得到新的 i-vector 变量．经过 NIST 
SRE12 的评测结果分析得到，第 2 种方法对短语音
的识别效果最显著．Kanagasundaram 等[10]提出时长
方差规整算法(short utterance variance normalization，
SUVN)，在 i-vector 特征域中，结合 SUVN、LDA 以
及 PLDA等补偿信道差异性和时长变化性． 
  本文首先将 i-vector 向量进行白化和归一化处 
理[11]，建立 i-vector的标准高斯分布．然后，引入语音
样本的时长信息，将其作为每个说话人每个 i-vector







NIST SRE10 core-core 测试集(女性部分)和 NIST 





Baum-Welch 统计量对 GMM 均值超向量进行降维
处理得到一个固定长度的完全因子向量 i-vector，即
每一段语音样本均可表示为一个 i-vector． 
   = +M m Tx  (1) 




假设 tarx 和 tstx 分别代表目标说话人和测试语音
所对应的 i-vecor．本文的基线系统将采取余弦距离
值(CDS)作为基线系统的决策分数 
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2 标准高斯 PLDA模型 
给定一组来自 N 个说话人的 i-vector 向量




   ij i ij= + +x μ ϕβ ε  (3) 
式中：μ 代表来自开发集所有 i-vector 向量的均值；
iβ 是第 i 个说话人的说话人因子，满足标准正态分布
N(0，I)；矩阵ϕ是固定维度的说话人子空间；残差 ijε
包含信道因子，服从均值为 0，协方差矩阵为 Σ 的正
态分布． 
利用一定规模的语音样本开发集，使用 EM算法
估计出 PLDA 参数集{ μ ，ϕ，Σ }．一般采用对数似
然比作为标准高斯 PLDA的决策分数 
   tar tst sG-PLDA
tar tst d
( , | )log








件； dH 表示测试语音来自冒充者的假设条件． 
3 时长约束的概率修正 PLDA模型 










中的 ijε 将服从一个新的正态分布 
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·694·                            天津大学学报(自然科学与工程技术版)                     第 48卷 第 8期 
 
  
式中： ijL 代表第 i 个说话人第 j 段语音样本的时长，
可用帧数表示；α 和λ 为调节参数，刻画语音时长对
分布函数的影响程度． 
已知开发集中有 N 个说话人，每个说话人有 iM
个语音样本，即 1, , , 1,2, , ii N j M= =  ，设定 ijη 代表
i-vector 向量的一阶统计量 ij −x μ ，则后验概率
( | )ij iP η β 为 









η β η ϕβ Σ  (6)
 
设定 iF 是第 i 个说话人一阶统计量的均值，如下
所示： 












且服从正态分布 N( | ,i i
iM ′
F Σϕβ )，其中 

























   T 1iM
−′= +K I ϕ Σ ϕ  (9)
 
根据贝叶斯法则，可计算得到后验概率 
   ( | )i iP =Fβ
1 T 1 1( | , )i i iN M
− − −′K F Κβ ϕ Σ  (10)
 
3.2 EM迭代 





  (1) E-step：在给定观测数据和当前参数下对未
观测数据 iβ 的条件概率分布 ( | )i iP Fβ 的期望值进行
估算，即 
   1 T 1( )iE
− −= Kβ ϕ Σ ϕ  (11)
 
又由期望相关公式可以得到 
   T T 1( ) ( ) ( )i i i iE E E
−= + Kβ β β β  (12)
 
  (2) M-step：根据最大似然估计原理，对
,
( , )ij i
i j
P∏ x β 求最大值，采用对数化简 
   
,
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将 ( | )ij iP x β 和 ( )iP β 的高斯分布概率密度函数代
入公式(13)，再分别对ϕ 和Σ 求导，整理得到 
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PLDA 开源代码，实现了 3 个说话人识别系统：基于
i-vector＋CDS 的基线系统(简称“基线系统”)，i-
vector＋PLDA 识别系统(简称“PLDA 系统”)和 i-
vector＋概率修正 PLDA 识别系统(简称“概率修正
系统”)．采用 32 维 MFCC，训练 1,024 阶的 UBM-
GMM，i-vector 维数为 400，PLDA 说话人因子维数
为 120． 
为验证本文提出的概率修正 PLDA 模型的有效
性，我们采用 NIST SRE10 core-core测试集(女性)和
NIST 2014 i-vector machine learning challenge测试集
进行识别性能评估． 








(1) 模型——NIST SRE10,core 女性数据，共训
练模型 290个； 
(2) 测试——NIST SRE10,core 女性数据，共提
供测试样本 357个； 
进行确认测试 355次，冒认测试 15,958次． 
  2) 时长不匹配评测实验数据准备 
将 NIST SRE10 core-core 测试集中的测试语音
分别随机截短至 20,s和 10,s，对应的 UBM、T、PLDA
    




  3) NIST 2014 i-vector machine learning challenge
测试数据准备 
NIST 2014 i-vector machine learning challenge组
委会从历年的 NIST SRE 数据库中提取 600 维的 i-
vector 数据，分别组成开发集、模型集和测试集．开
发集包含 4,959 个说话人共 36,573 个 i-vector，可用
于 PLDA 模型训练；模型集包含 1,306 个说话人，每
个说话人有 5 条 i-vector；测试集则有 9,634 个 i-
vector．测试任务分成两个部分：progress 测试和
evaluation测试． 





所有 i-vector 的时长均值．确定α 后，再微调λ 的取




性，本文将 NIST SRE10 core-core测试集的测试数据
进行截短至 20,s和 10,s，分别进行不同时长的评测任
务．本文采用等错率(equal error rate，EER)和最小
决策代价函数 (minimum decision cost function，
minDCF)作为说话人识别系统的评测准则，并对
minDCF进行 norm规整得到 Cnorm[13]． 
表 1和表 2分别列出了不同时长情况下，基线系
统、PLDA 系统和概率修正系统这 3 个识别系统在









表 1 NIST SRE10 core-core评测 EER值 
Tab.1 EER value of NIST SRE10 core-core 
时长/s 
EER/% 
基线系统 PLDA系统 概率修正系统 
全时长  7.61 3.66, 3.38, 
20 12.39, 6.47, 6.21, 
10 17.62, 9.80, 9.29, 
表 2 NIST SRE10 core-core评测 Cnorm值 
Tab.2 Cnorm value of NIST SRE10 core-core 
时长/s 
Cnorm 
基线系统 PLDA系统 概率修正系统 
全时长 0.282,4 0.190,1 0.189 8 
20 0.503,4 0.319,5 0.288 3 
10 0.605,4 0.414,5 0.436 6 
 




  由表 3和表4观察发现，在 progress测试任务中，
与PLDA系统相比概率修正系统的EER减少了 3.67%，
minDCF 获得 3.39%,的改进．在 evaluation 测试任务
中，概率修正系统性能同样取得一定程度的改进． 
表 3 NIST 2014 i-vector challenge评测 EER值 
Tab.3 EER value of NIST 2014 i-vector challenge  
评测集 
EER/% 
基线系统 PLDA系统 概率修正系统 
progress 5.16 3.27, 3.15, 
evaluation 4.49, 3.14, 3.12, 
表 4 NIST 2014 i-vector challenge评测minDCF值 




基线系统 PLDA系统 概率修正系统 
progress 0.385,9 0.318,9 0.308 1 
evaluation 0.378,2 0.307,6 0.296 6 
5 结 语 
鉴于传统 PLDA 模型缺乏对时长信息的利用，
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