Branching random walk in random environment on trees  by Machado, F.P. & Popov, S.Yu.
Stochastic Processes and their Applications 106 (2003) 95–106
www.elsevier.com/locate/spa
Branching random walk in random environment
on trees
F.P. Machado, S.Yu. Popov∗
Department of Statistics, Institute of Mathematics and Statistics, University of Sa˜o Paulo,
rua do Mata˜o 1010, CEP 05508-090, Sa˜o Paulo SP, Brazil
Received 28 August 2002; received in revised form 2 February 2003; accepted 27 February 2003
Abstract
We study a supercritical branching random walk on a rooted tree with random environment.
We are interested in the case where both the branching and the step transition parameters are
random quantities. Criteria of (strong) recurrence and (strong) transience are presented for this
model.
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0. Introduction
Branching random walk with discrete time is a process that can be described as fol-
lows. We start from one particle in some given site of a graph G. If at some moment
a particle is in site x∈G, then, independently of everything, it generates new particles
according to some probability distribution (which may depend on x). Those new par-
ticles then jump, independently of each other, to other sites of G according to some
given transition probabilities. Let us underline that there is no “one-particle-per-site”
rule.
In this paper, we study the above model in random environment. This means that =rst
of all, for each site x the collection of transition probabilities and branching parameters
is sampled from the set of all possible parameters according to a given distribution
(or distributions). We present conditions for the discrete time branching random walk
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in random environment to be recurrent or transient (almost surely with respect to the
random environment).
Several authors have recently considered branching random walks in random envi-
ronment. Examples are (Albeverio et al., 2000; Baillon et al., 1993; Comets et al.,
1998; Fleischmann and Greven, 1992; Greven and den Hollander, 1992; den Hollander
et al., 1999; Machado and Popov, 2000; RFevFesz, 1998) just to mention a few. Branching
random walks in many-dimensional random environment are considered in Albeverio
et al. (2000); den Hollander et al. (1999), and RFevFesz (1998). Questions related to the
local and total particle populations are studied in Albeverio et al. (2000) and RFevFesz
(1998), while the main question of den Hollander et al. (1999) is recurrence/transience
of the process as seen from the origin, that is, whether the cloud of particles touches
the origin almost surely. In Albeverio et al. (2000), Baillon et al. (1993), Fleischmann
and Greven (1992), Greven and den Hollander (1992), den Hollander et al. (1999) and
RFevFesz (1998) the random environment is related only to the branching mechanism.
One-dimensional branching random walk in i.i.d. random environment which includes
both the branching mechanism and the step transition is considered in Comets et al.
(1998). The paper (Machado and Popov, 2000) generalizes the results of Comets et al.
(1998) to the case of non-i.i.d. random environment. In the present paper, we deal with
branching random walk on a rooted homogeneous tree in a full random environment,
which means that both the transition and the branching probabilities are sampled from
a given distribution(s); in addition, the random environment is not i.i.d.
To the best of our knowledge, branching random walks in random environment on
trees have not been yet considered in the literature (for ordinary random walks in
random environment on trees, see e.g. Lyons and Pemantle (1992) and Pemantle and
Peres (1995)). On the other hand, homogeneous branching random walks on trees were
studied in a number of papers; see e.g. Pemantle and Stacey (2001) and references
therein. In the paper (Alves et al., 2002b), among other things, the so-called frog model
(with random initial con=guration) on a homogeneous tree was considered. The frog
model is a model which is in some sense in the frontier between random walk and
branching random walk (there is branching only when a particle gets to a site which
was not visited before); other results for the frog model can be found in Alves et al.
(2002a), Alves et al. (2001), Popov (2001), and Telcs and Wormald (1999).
The main tool that we use in this paper is the method of Lyapunov (test) functions.
For a general introduction to the subject see Fayolle et al. (1995). Examples of success-
ful applications of this method to branching random walks can be found in Comets
et al. (1998), Karpelevich et al. (1994), Karpelevich and Suhov (1996), Machado
et al. (2001), Machado and Popov (2000) and Menshikov and Volkov (1997). It is
important to note that usually it is possible to use this method either in dimension 1, or
in problems with spatially homogeneous transition probabilities (i.e., without random
environment). For the authors, it was surprising to realize that the method of Lyapunov
functions works for branching random walks in random environment on trees as well
(however, the strategy of the proof here is considerably diJerent from that of Machado
and Popov (2000)).
The paper is organized as follows. In Section 1, we begin by introducing some
notation and de=ning the branching random walk on trees with random environment.
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The results on recurrence and transience for the process as seen from the root are
stated in Section 2. In Section 3 we give the proofs.
1. Denitions and construction of random environment
Fix a positive integer d. Let Td be the set of all =nite words x= x(1) : : : x(k), where
x(i) ∈{1; : : : ; d} for i=1; : : : ; k, including the empty word O. For any x=x(1) : : : x(n); y=
y(1) : : : y(m) ∈Td de=ne the concatenation of x and y by xy= x(1) : : : x(n)y(1) : : : y(m). If
x= x(1) : : : x(n−1)x(n) ∈Td, de=ne ui(x)= x(1) : : : x(n)i for all i=1; : : : ; d, and, for all x =
O de=ne d(x) = x(1) : : : x(n−1). To give a graph structure to Td, we declare x; y∈Td
adjacent iJ x = d(y) or y = d(x); clearly, proceeding in this way we obtain what is
usually called a rooted d-ary tree (with O being the root). Furthermore, de=ne ‖x‖
to be the length of the word x (equivalently, ‖x‖ is the distance from x to O). Let

x :Td → Td be a map de=ned by 
x(y) = xy; denote
Vn = {x∈Td: ‖x‖= n};
Td;n = {x∈Td: ‖x‖6 n};
Td(x) = 
x(Td);
Td;n(x) = 
x(Td;n):
In order to facilitate introducing the notions of transience and recurrence, let us
add also a “special” vertex S, which is connected only to the root O (write formally
S= d(O)).
A discrete time branching random walk on Td∪{S} with =xed environment evolves
according to the following rules. Initially a particle is placed at a =xed site x0 of Td.
At any time over the evolution of the process, any particle which is at a site x is
replaced by a random number k¿ 1 of oJspring, independently of everything else,
with probability rk(x). That means that every single particle is replaced by at least one
oJspring. Each one of the oJspring of a given particle which is at site x∈Td, may
either jump to d(x) with probability q(x), stay at site x with probability s(x), or go to
some of the vertices ui(x); i=1; : : : ; d, with probabilities pi(x), i=1; : : : ; d respectively.
Also, let
r(x) =
∞∑
n=1
nrn(x)
be the mean number of oJspring at x. Aiming toward a de=nition for recurrence/
transience, we declare the vertex S to be an absorbing site in the sense that, once a
particle comes to that site, it stays there forever without having any further oJspring,
which is equivalent to putting s(S) = 1 and r1(S) = 1.
Let us consider a sequence of random variables N(t), t = 0; 1; 2; : : :, where N(t)
is the number of particles at site S at time t. As this sequence is nondecreasing, the
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random variable
= lim
t→∞N(t)
exists for all realizations of the process and may assume the value +∞.
In this paper, we denote by P and E the probability and the expectation that concern
the random environment, while P and E stand for the probability and the expectation
concerning the evolution of the process when the environment is =xed.
Following Comets et al. (1998) and Machado and Popov (2000), consider
Denition 1.1. We say that the branching random walk on Td is
• recurrent, if P[¿ 1] = 1;
• strongly recurrent, if it is recurrent and E¡∞;
• transient, if P[¿ 1]¡ 1;
• strongly transient, if it is transient and E¡∞.
Provided that for every pair x and y of vertices of S, x is reachable from y and y
is reachable from x, one can get that De=nition 1.1 does not depend on the position
of the initial particle at time 0.
Now, we construct the random environment. First, de=ne M to be the set of all
in=nite sequences = (q; s; p1; : : : p

d; r

1 ; r

2 ; : : :) of nonnegative numbers such that
q + s +
d∑
i=1
pi = 1;
∞∑
n=1
rn = 1 and r
 :=
∞∑
n=1
nrn ¡∞:
Let A be some =nite set. Let Qi; i∈A, be a collection of probability distributions on
M which satisfy the following two conditions:
Qj[∈M: q ¿ 0; p1¿ 0; : : : ; pd ¿ 0] = 1 for all j∈A; (1.1)
and
Qj0 [∈M: r ¿ 1]¿ 0 for at least one j0 ∈A: (1.2)
Condition (1.1) is to guarantee that, within Td, any site is reachable from any other site,
while condition (1.2) ensures that there is branching. To de=ne the random environment
for the branching random walk on tree we proceed as follows. Let (Pi; ( j1 ;:::; jd); i∈A;
(j1; : : : ; jd)∈Ad), be a collection of nonnegative numbers with the following
properties:
(P1)
∑
(j1 ;:::; jd)∈Ad Pi; ( j1 ;:::; jd) = 1 for all i∈A, and
(P2) for every i; i′ ∈A, there exists a =nite sequence i = i0; i1; i2; : : : ; in = i′ such that
for all k =1; : : : ; n there exist m(k)1 ; : : : ; m
(k)
d ∈A such that Pik−1 ;(m(k)1 ;:::;m(k)d )¿ 0 and
ik ∈{m(k)1 ; : : : ; m(k)d } (this property is referred to as irreducibility).
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Then, to each x∈Td we assign a number x ∈A by using a realization of a multitype
Galton–Watson branching process governed by the collection (Pi; ( j1 ;:::; jd)). Speci=cally,
=rst we choose O uniformly from A. Then,
P[u1(x) = j1; : : : ; ud(x) = jd|x = i] = Pi; ( j1 ;:::;jd);
where i∈A and (j1; : : : ; jd)∈Ad. In this way, we obtain a realization of the multitype
Galton–Watson process  = (x; x∈Td). Consider a realization of the collection of
random variables  = (x; x∈Td), x ∈M with the following properties:
• the random variables (x; x∈Td) are conditionally independent given the realization
of ;
• for every x∈Td, given x = i, the distribution of x is Qi.
The pair (; )=((x; x); x∈Td) is called random environment. Then, for all x∈Td
we de=ne q(x)=qx ; s(x)= sx ; pi(x)=p
x
i for i=1; : : : ; d and ri(x)= r
x
i for i=1; 2; : : :
Once again, we stress that those parameters are chosen once and do not change during
the subsequent evolution of the branching random walk.
2. Results
For every ∈M let us de=ne the function
h(1; : : : ; d) = qL

 1
r
− s −
d∑
j=1
pj j

 (2.1)
for 06 i6+∞, where
L(x) =


x−1 if x¿ 0;
+∞ if x = 0;
−∞ if x¡ 0 or x =−∞:
Moreover, for each i∈A and 1; : : : ; d ∈ [0;+∞) ∪ {+∞;−∞} put
Hi(1; : : : ; d) =


−∞ if i =−∞
for at least one i∈{1; : : : ; d};
or there exists ∈ supp Qi
such that h(1; : : : ; d) =−∞;
sup
∈supp Qi
h(1; : : : ; d) otherwise:
(2.2)
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For every i∈A de=ne
C(i) = {(j1; : : : ; jd)∈Ad :Pi; ( j1 ;:::;jd)¿ 0}:
Also, for every (j1; : : : ; jd)∈Ad let
(j1; : : : ; jd) = {i∈A: Pi; ( j1 ;:::;jd)¿ 0}:
The main result of this paper is the following:
Theorem 2.1. For E to be 5nite P-a.s., it is necessary and su6cient that there exists
a collection (i ∈ (0;+∞); i∈A) such that for every i∈A
i¿Hi(j1 ; : : : ; jd)¿ 0 for all (j1; : : : ; jd)∈C(i): (2.3)
Moreover, if there exists i∈A such that i ¡ 1, then the process is strongly transient
P-a.s. If i¿ 1 for all i∈A, then the process is strongly recurrent P-a.s.
To complete the classi=cation, we state the following:
Theorem 2.2. If there is no positive solution to (2.3) (i.e., if E=∞ P-a.s.), then the
branching random walk is recurrent (not strongly) P-a.s.
It is interesting to note that for the case |A| = 1 the branching random walk in
random environment on Td is equivalent (from the point of view of De=nition 1.1)
to the corresponding branching random walk in random environment on R+ (qx is
the probability of jumping to the left and
∑d
i=1 p
x
i is the probability of jumping to
the right; the classi=cation for the one-dimensional branching random walk in random
environment was given in Comets et al. (1998). The heuristic explanation for this is
the following: as shown in Comets et al. (1998), to guarantee the nonexistence of E,
it is suPcient to =nd x and N such that the random environment in the points of the
interval [x; x + N ] has some given properties. From the proof there it is possible to
deduce that if the environment on that interval has those properties, then with positive
probability the number of particles in the process will go to in=nity even if we kill
all particles which leave the interval [x; x+N ]. Passing to the process on the tree Td,
it is then possible to imagine a =nite subtree Td;N (x) such that the environment is
roughly the same in all y∈Td; i(x) \ Td; i−1(x), i = 1; : : : ; N . By keeping track of only
the number of particles in the sets Td; i(x) \ Td; i−1(x), we can compare the branching
random walk in random environment on tree with the one-dimensional one (we do not
give all the details).
When |A|¿ 2, to apply Theorem 2.1, one must check if the intersection of ∑i∈A
|C(i)| subsets of R|A|+ (de=ned by (2.3)) is nonempty. Consider the following simple
example:
Example. Suppose that |A|=2, d=2, C(1)={(1; 1); (1; 2)}, C(2)={(1; 1)}, Q1[q=
p1=p

2=
1
3 ; r
=1]=1, and for some =xed #¿ 1, Q2[q= 113 ; p

1=
5
13 ; p

2=
7
13 ; r
=#]=1.
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Then, conditions (2.3) become
1¿ (3− 21)−1¿ 0; (2.4)
1¿ (3− 1 − 2)−1¿ 0; (2.5)
2¿
(
13
#
− 121
)−1
¿ 0: (2.6)
It is elementary to obtain that the subsets of R2+ de=ned by (2.4)–(2.6) have nonempty
intersection if and only of #6 138 . Moreover, in that case the intersection will be inside
the unit square {(1; 2): 0¡1;2¡ 1}. So, Theorems 2.1 and 2.2 show that if #6 138 ,
then the process is strongly transient, and if #¿ 138 , then the process is recurrent (not
strongly).
3. Proofs
To prove Theorem 2.1, we need the following fact:
Lemma 3.1. For E to be 5nite, it is necessary that there exist a positive function
f(x), x∈Td ∪ {S}, such that for all x∈Td
q(x)f(d(x)) + s(x)f(x) +
d∑
i=1
pi(x)f(ui(x)) =
f(x)
r(x)
: (3.1)
It is su6cient for E to be 5nite that there exist a positive function f(x), x∈Td∪{S},
such that for all x∈Td
q(x)f(d(x)) + s(x)f(x) +
d∑
i=1
pi(x)f(ui(x))6
f(x)
r(x)
: (3.2)
Moreover, if f satis5es (3.2) and there exists a sequence x1; x2; x3; : : : such that
f(xn) → 0 as n → ∞, then the branching random walk is strongly transient. If
f(x)→∞ as ‖x‖ → ∞, then the branching random walk is strongly recurrent.
Lemma 3.1 is a composition of Theorems 2.1 and 2.2 of Comets et al. (1998) which
in turn are inspired by corresponding results in Karpelevich et al. (1994), Karpelevich
and Suhov (1996) and Menshikov and Volkov (1997).
Proof of Theorem 2.1. Let us prove the suPcient condition for E to be =nite. To this
end we show that the existence of solution of (2.3) implies the existence of function
f(x) satisfying (3.2). For each x∈Td let x0 = O; x1 : : : ; x‖x‖ = x∈Td be the unique
self-avoiding path that connects O to x. Now we de=ne the function f on Td as
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follows:
f(x) =
‖x‖∏
i=1
xi (3.3)
and put f(S)=1: It is straightforward to get from (2.3) that for this function condition
(3.2) is satis=ed, thus proving the suPciency in Theorem 2.1.
Let us deal with the strong transience and the strong recurrence. Denote by 1 the
vector (1; : : : ; 1)∈Rd. Observe that it is true that h(1)¿ 1 which in turn implies
that Hi(1)¿ 1 for all i∈A (provided, of course, that h(1) = ±∞, Hi(1) = ±∞).
Observe also that if j∈A is such that Qj{∈M : r ¿ 1}¿ 0 (the existence of such
j is guaranteed by condition (1.2)), then Hj(1)¿ 1 (again, in the case when Hj(1) =
±∞).
Now, suppose that for some i∈A it holds that i ¡ 1. In this case, it is true that
for any (j1; : : : ; jd)∈C(i) there exists k such that jk ¡ 1, because, if it is not the case,
then we would have Hi(j1 ; : : : ; jd)¿Hi(1)¿ 1¿i, which contradicts (2.3). From
this observation, since A is =nite, we easily get that P-a.s. there exists a sequence
x1; x2; x3; : : :∈Td such that f(xn) → 0 as n → ∞. Applying Lemma 3.1, we get the
proof of the strong transience.
To get the proof for the strong recurrence, let us =rst prove the following fact:
if i¿ 1 for all i∈A, then i ¿ 1 for all i∈A. Indeed, =rst, the case i = 1 for
all i∈A was already ruled out. Then, suppose that there exist i0; j0 ∈A such that
i0 = 1; j0 ¿ 1. Due to property (P2), in this case we can =nd i1; j1 ∈A such that
i1 = 1; j1 ¿ 1 and there exists (k1; : : : ; kd)∈C(i1) such that j1 ∈{k1; : : : ; kd}. So we
have Hi1 (k1 ; : : : ; kd)¿Hi1 (1)¿ 1 = i1 , which contradicts (2.3) as well. Then, since
i ¿ 1 for all i∈A and A is =nite, it is straightforward to see that f(x) → ∞ as
x → ∞ for f de=ned by (3.3). The proof of strong recurrence now follows from
Lemma 3.1.
Now we prove the necessary condition for E to be =nite. From now on we
assume that E¡∞ and that there is no solution of (2.3), in order to reach a con-
tradiction. So, if E¡∞ then, by Lemma 3.1, there exists a positive function satisfy-
ing (3.1). That function can be speci=ed uniquely through the following collection of
quotients
%(x) =
f(x)
f(d(x))
; x∈Td
together with the value of f(S).
Recalling how the quantities pi(x); s(x); q(x); r(x) relate to the random environment
(; ), we get from (2.1) and (3.1) that
%(x) = hi(%(u1(x)); : : : ; %(ud(x))); x∈Td: (3.4)
Let D=A× (R+ ∪ {−∞;+∞}). De=ne
&(b1; : : : ; bd) =
⋃
j∈(i1 ;:::; id)
{j} × {Hj((1; : : : ; (d)} ⊂ D;
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where b1; : : : ; bd ∈D, bj = (ij; (j). Consider a sequence of sets B0; B1; : : : ⊂ D con-
structed in the following way: B0 =A × {0} and, inductively, if Bn = {b1; : : : ; bm}
where bj = (ij; (j) for j = 1; : : : ; m, then
Bn+1 =
⋃
bki∈Bn
i=1;:::; d
&(bk1 ; : : : ; bkd):
Let B=
⋃∞
i=1 Bi ⊂ D. For all i∈A de=ne
i =
{−∞ if (i;−∞)∈B;
sup{(: (i; ()∈B} otherwise:
Note that, due to (2.2) and the property (P2), if i ∈{+∞;−∞} for at least one i∈A,
then i=−∞ for all i∈A. Now, from (2.1) and (2.2) it is straightforward to get that
for any a¿ 0 and any i; i1; : : : ; id ∈A the set {xik ¿ 0; k=1; : : : ; d: 0¡Hi(xi1 ; : : : ; xid)6 a}
is a closed subset of R|A|+ . From that and the monotonicity properties of the function
H we get that if i ∈R+ for all i∈A, then (i; i∈A) provide the solution for (2.3).
For the case when there exists i such that i =−∞, de=ne
N =min{j: Bj contains an element with second coordinate (−∞)}:
Now, we construct two functions ‘ :Td;N →A and + :Td;N → (R+ ∪ {+∞;−∞}).
Let b(N ) = (i(N );−∞)∈BN . Put ‘(O) = i(N ) and +(O) =−∞. Inductively, suppose that
‘(x) and +(x) were constructed for some x∈Td;N−1. Denote by ,(x) ⊂ Dd the set of
all (b′′1 ; : : : ; b
′′
d)∈BdN−‖x‖−1 such that (‘(x); +(x))∈Q(b′′1 ; : : : ; b′′d). Take any (b′1; : : : ; b′d)
from the set ,(x), where b′k =(i
′
k ; (
′
k), k=1; : : : ; d. Put ‘(uk(x))= i
′
k and +(uk(x))=(
′
k .
So, the pair (‘(x); +(x)) was constructed for all x∈Td;N (note that +(x) = 0 for all
x∈VN ). By construction, it is a fact that
P[x = ‘(x) for all x∈Td;N |O = ‘(O)]¿ 0: (3.5)
For all x∈VN−1 de=ne a function Hx of d arguments by Hx = H‘(x). Then, for
all x∈VN−2 de=ne Hx =H‘(x)(Hu1(x); : : : ;Hud(x)). Proceeding in this way, we =nally
de=ne HO, which is a function of dN arguments. Clearly, it holds that
HO(0; : : : ; 0) =−∞: (3.6)
For x∈Td;N let -(.)x ⊂M be the set (recall (2.1)–(2.2))
∈M: 1q

 1
r
− s −
d∑
j=1
pj +(uj(x))


6 inf
∈supp Q‘(x)
1
q

 1
r
− s −
d∑
j=1
pj +(uj(x))

+ .

 :
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Due to (3.5), for every .¿ 0 it is true that
P

 ⋂
x∈Td;N
{x ∈-(.)x } | O = ‘(O)

¿ 0:
This means that P-almost surely there exists z ∈Td such that 
z(y) ∈-(.)y for all
y∈Td;N .
Now we go back to the collection (%(·)) obtained by (3.4) and suppose for the
moment that %(x) = 0 for all x∈Td;N (z) \ Td;N−1(z). From (3.6) and continuity one
gets that for . small enough, if 
z(x) ∈-(.)x for all x∈Td;N , then %(z) ∈ (0;+∞). Using
the monotonicity of h (by (3.4), it shows that the case %(x) = 0 for all x∈Td;N (z) \
Td;N−1(z) is the most favorable for the existence of nonnegative solution of (3.1) on
Td;N (z)), we conclude the proof of Theorem 2.1.
Proof of Theorem 2.2. From (1.1) it follows that for all i∈A there exists .¿ 0 such
that
Qi[:p

1¿.]¿ 0: (3.7)
Note the following fact: if E =∞ P-a.s., then for any x∈Td, if we start from one
particle in any site of Td(x)\{x} and make x an absorbing state, then the mean number
of particles absorbed in x will be in=nite. Fix x0 ∈Td \ {O} and suppose that x0 = i
and p1(x0)¿.. Consider the model which starts from one particle at x01 and with x0
being an absorbing site. Then, as noted above, we have Ex0 =∞, where x0 is the
number of particles absorbed in x0. De=ne
Kx0 ;i =Kx0 ;i(; ) = min
{
n¿ 1: E(n)x0 ¿
1
.
}
;
where (n)x0 is the number of particles absorbed in x0 during the =rst n steps. Clearly,
Kx0 ;i ¡∞ P-a.s.
Now, let us choose K¿ 1 in such a way that
min
i∈A
P[Kx0 ;i6K]¿ 0: (3.8)
Call a site x good, if p1(x)¿., and Kx;x6K . If x is good, then analogously to the
proof of Theorem 4.3 of Comets et al. (1998), it is possible to construct an embedded
supercritical Galton–Watson branching process in x. This is done in the following way:
Start with one particle in x. At the next moment, consider the oJspring of this particle
which have jumped to x1; make x absorbing, and consider the descendants of the
particle(s) from x1 which are stuck in x by time K + 1. Clearly, since x is good,
their expected number is strictly greater than 1. Iterating this construction, we obtain a
supercritical branching process in x (we do not present here all the details, cf. Comets
et al. (1998)). Note that this process does not depend on particles that step outside
of Td;K (x). Note also that the event {x is good} depends only on the values of the
environment on Td;K (x).
For good x, let 1(x) be the indicator of the event that the above embedded branching
process does not become extinct; if x is not good, put 1(x) ≡ 0. By construction, it is
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true that if x is good, then P[1(x) = 1]¿ 0. Moreover, there exists .′¿ 0 such that
inf
i∈A
E[P[1(x) = 1] | x = i]¿ .′: (3.9)
Consider the set U = VK ∪ V2K ∪ V3K ∪ : : :, and suppose without loss of generality
that the initial particle starts from O. Let y1; y2; y3; : : : be the sequence of distinct sites
from U , according to the order they were visited by the descendants of the initial
particle (which means that if some site from U was revisited, it is not included in
that sequence). By construction and (3.9), provided that yi is good, 1(yi) dominates a
Bernoulli random variable with parameter .′ (with respect to the annealed law
∫
P[ ·
] dP). Also, the fact whether yi is good (given yi) is independent of the history of
the branching random walk prior to the moment of hitting yi (since the =rst particle
that visits yi comes there from below, and, as noted above, the event {yi is good}
depends only on the values of the environment on Td;K (yi)). As, by (3.7)–(3.8),
P[x is good]¿ 0, this shows that for P-almost all environments P-almost surely at
least one of the embedded branching processes will survive, and so S will be visited
with P-probability 1.
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