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Nos dias que correm, a necessidade de transmitir informação, entre 
pessoas, ou entre dispositivos é algo indispensável. A necessidade de uma 
comunicação fácil é cada vez mais importante, quer do ponto de vista da 
sociedade quer do ponto de vista comercial. No entanto, quando falamos na 
perspetiva de alguém que possui dificuldades auditivas, ou até mesmo se for 
surda, a comunicação é dificultada de uma forma exponencial. 
Apesar de este problema afetar uma minoria da população, não deixa 
de ser um problema eminente e que, com certeza, causará desconforto tanto à 
pessoa em questão, que sente frustração por não conseguir expressar-se e 
fazer-se entender, situação que lhe provoca uma baixa de autoestima, como 
aos seus familiares e amigos, que se sentem impotentes por não conseguirem 
ajudar a pessoa no seu problema, nem compreender as suas necessidades, 
ideias e pensamentos. 
Esta tese de mestrado surge precisamente na ótica de uma possível 
solução para este problema. Propõe-se o desenvolvimento de uma luva, com 
vários sensores integrados que, posteriormente, irão medir a posição relativa 
da mão no espaço. A partir do movimento da mão, transformamos os dados 
em letras do alfabeto de língua gestual portuguesa. 
Após o reconhecimento dos caracteres, a ideia que preconizamos é 
transformar estes sinais dos movimentos da mão, para voz. Este processo 
acontece através do serviço Amazon Polly, ou Google Cloud Text-To-Speech, de 
modo a que tais inputs possam ser audíveis e compreendidos por toda a gente. 
Surdos e não surdos. Uma tecnologia inclusiva, em que todos, 









Nowadays, the need to transmit information, be it between people or be- 
tween devices is getting more and more important. The need of communica- 
tion and its inherent ease is something important in a social perspective. How- 
ever, when we are talking about someone’s perspective that either is hard of 
hearing or totally deaf, this communication is hardened in an exponential 
form. 
Although this problem affects a minority of people, it doesn´t stop being 
an eminent problem that will certainly lead to discomfort, either to the person 
that has the hearing impairment, that may feel frustration due to not being 
able to express himself, either to their family and friends, that are there and 
may feel unable to help them with their problem. 
 
 
This master's thesis arises precisely in the perspective of a possible solu- 
tion to this problem. The project consists in the creation of a glove, that has 
various built-in sensors that will measure hand position related to the space, 
so that when the hand moves the data can be converted to LGP (Portuguese 
Sign Language). 
When the recognition of the letters is done the main purpose is to convert 
this inputs to voice, with the aid of a text-to-speech engine like Amazon Polly 
or Google cloud text-to-speech, so that this inputs can be heard and 
understood between all people. 
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Esta dissertação enquadra-se no conceito “Tech4Good” [3] que tem como 
objetivo promover a inclusão. Num mundo ideal todos teríamos as mesmas 
oportunidades, do ponto de vista social, económico, cultural, etc. Neste projeto, 
o foco é ajudar aqueles que, à partida, independentemente do contexto 
socioeconómico, têm um handicap. Não ouvem. Ou não ouvem com a clareza 
dos ouvintes. Se vivêssemos num mundo inclusivo, no qual, para lá das 
características de cada um, as oportunidades fossem iguais para todos, não 
teríamos este problema de comunicação e de compreensão. No entanto, sabemos 
que na realidade, existem grupos que infelizmente não conseguem aproveitar 
todas as oportunidades e benefícios que a tecnologia tem para oferecer, seja por 
desconhecimento, seja por razões outras que, no âmbito deste trabalho, não 
importa explicitar. Para se poder lidar com esta situação, há várias iniciativas 
dirigidas quer a pessoas desfavorecidas e/ou portadoras de deficiência auditiva 
que, com a ajuda da tecnologia que tem vindo a ser desenvolvida, terão a 
possibilidade de dispor de um auxiliar que poderá atuar como um verdadeiro 






Para entender melhor este conceito de “Tech4Good”, temos um exemplo da 
app Drishti [4], que foi desenvolvida por uma grande empresa de consultoria no 
seu laboratório de I&D da Índia. Esta app permite a portadores de deficiência 
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visual, com o apoio de uma pequena câmara e com a ajuda de interpretadores de 
imagem suportados por inteligência artificial, entenderem o que se passa à sua 
volta. Como por exemplo: 
- identificar pessoas, 
 
- poder ler pequenos textos, 
 
- reconhecer diferentes notas e moedas. 
 
Estas atividades que muitos de nós fazemos sem pensar e sem acarretar 
qualquer esforço, não são evidentes para aqueles que possuem este tipo de 
deficiência. 
Continuando com a ideia do “Tech4Good” em mente, a tecnologia ao serviço 
do bem, propõe-se fazer uma adaptação da ideia já antes referida, através da 
aplicação Drishti, neste caso com o foco no suporte de portadores de deficiência 
auditiva que utilizem a Língua Gestual Portuguesa (LGP) como forma de 
comunicação. 
A Língua Gestual Portuguesa é o idioma através do qual a maior parte da 
comunidade portuguesa que é surda, comunica entre si. É processada através de 
gestos que estão caracterizados e pela sua captação visual. É utilizada pela 
comunidade surda que, em Portugal, rondará os trinta mil portadores de 




A tecnologia, de um modo geral, tem evoluído bastante. O seu 
desenvolvimento aliado à capacidade de atribuir às tecnologias de inteligência, 
com os sistemas capazes de agir conforme as necessidades do utilizador, têm 
proporcionado soluções que se revelaram de enorme utilidade para esta 
população. É aqui que entram os CPS (Cyber Physical Systems) [6], sistemas que 
são utilizados quando se pretende que os sistemas físicos ou complexos 
interajam, ou comuniquem com o mundo digital, de modo a permitir que o seu 
desempenho seja otimizado, assim como a sua eficiência. Os CPS desempenham 
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um papel bastante importante no processo industrial e no controlo de produção, 
as chamadas “smart factories” [7], em particular no caso das IOT (Internet of 
things) [8]. 
A manifestação da tecnologia IOT promoveu a melhoria dos diversos sistemas 
tanto no que toca ao desempenho, assim como na monitorização. Agora estamos 
perante um sistema de partilha de informação, que vai ajudar na comunicação 
entre os dispositivos. 
É nesta vertente que surge a motivação da realização deste trabalho. Não 
descurando o foco principal que é o “Tech4Good”, já referido. A elaboração deste 
projeto passa também pelo desenvolvimento de um sistema que seja capaz de 
agregar, o sistema em questão e de lidar com as várias tecnologias inerentes ao 
sucesso do produto. 
O projeto em questão está a ser desenvolvido em parceria com a empresa 





Esta dissertação vem no sentido de ajudar as pessoas que sofrem de 
problemas auditivos e/ou surdez a comunicarem com a sociedade, sendo que a 
pergunta que surge é “Como se poderá auxiliar indivíduos portadores de 
deficiência auditiva na sua comunicação com a sociedade?”. 
Existem dois tipos de tecnologias que se destacam para auxiliar pessoas 
com estes problemas. As primeiras tecnologias são as que ajudam o indivíduo a 
melhorar o seu estado e/ou curar o seu problema. O segundo tipo são as 
tecnologias que apesar de não terem o intuito de melhorar a sua condição 






As contribuições desta dissertação focam-se na elaboração de uma luva, que 
irá ser usada por um indivíduo, onde este irá efetuar o gesto necessário de modo 
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reproduzir letras do alfabeto LGP e agregá-las, de modo a construir palavras, 
com o intuito final de reproduzir tais palavras em voz. 
A luva terá na sua construção sensores para cada dedo, que deverão ter as 
seguintes capacidades: 
● Configuração das mãos; 
 
● Local da articulação; 
 
● Movimento das mãos; 
 
● Orientação das mãos; 
 
Ainda se considerou a possibilidade para um quinto parâmetro da GLP 
(Componente não manual, expressão e movimento corporal), onde será avaliada 
a contingência de integração de um dispositivo com câmara para a captação da 
cara do gestuante, este ponto acabou por não ser implementado nesta 
dissertação. 
Com base nos dados adquiridos pelos sensores, o sistema é capaz ser capaz 
de efetuar a sua tradução para LGP e posteriormente utilizar um serviço em 
Cloud (ex: Amazon Polly [1], Google Cloud text-to-speech [2], ou semelhante) para 
vocalizar o caractere pretendido. 
 
 
1.5 Estrutura do documento 
 
O presente documento encontra-se dividido em 6 principais capítulos. 
 
No segundo capítulo, é feito o levantamento bibliográfico do tema 
abordado. Neste capítulo serão apresentadas soluções semelhantes à presente, 
bem como uma apresentação relativa a Língua Gestual Portuguesa e problemas 
relacionados com a deficiência auditiva. 
O terceiro capítulo tem como principal objetivo apresentar a arquitetura do 
protótipo, bem como todos os dispositivos em detalhe. 
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No quarto capítulo é apresentada a implementação do sistema onde é 
possível compreender todo o funcionamento do protótipo. Pode-se também 
observar a montagem de toda a arquitetura. 
No quinto capítulo são apresentados testes e resultados experimentais 
realizados relativos ao protótipo. 
O sexto e último capítulo destina-se à apresentação das conclusões relativas 






Estado de Arte 
 
  2  
 
 
Serve este presente capítulo para dar a entender alguns conceitos derivados 
da língua gestual e os problemas que as pessoas com deficiência auditiva, 
poderão enfrentar ao longo das suas vidas. Será também dada ênfase no que toca 
a apresentação de tecnologias semelhantes à que irá ser apresentada desta 
dissertação. Poderemos também encontrar uma explicação um pouco mais 
específica da tecnologia apresentada neste projeto. 
 
 
2.1 Língua Gestual Portuguesa 
 
A Língua Gestual Portuguesa é encarada, ou pelo menos deve ser encarada 
como elemento para-linguístico, ou seja, elemento para lá da comunicação, sendo 
utilizada como instrumento de apoio à comunicação oral, tendo assim uma 
elevada contribuição para um certo grau de expressividade do emissor. Este nível 
de expressividade não deve ser tomado como absoluto, o referido valor deve ser 
relativizado devido ao facto de este depender do ponto de vista do recetor e da 
situação comunicacional[9]. As línguas gestuais devem ser encaradas como 
línguas humanas, na medida que terão de obedecer a parâmetros linguísticos 
universais, assim como a arbitrariedade, a convencionalidade, a recursividade e 
a criatividade. 
Pelo que é observado, as línguas gestuais assumem características 
intrínsecas a cada uma que as distingue, havendo assim como no caso das línguas 
orais um certo grau de pluralidade de idiomas. Para provar esta constatação 
temos o exemplo dos gestos, que obviamente serão distintos tendo em 
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consideração a diferença entre cada idioma, é ainda de salientar que as línguas 
gestuais são a imagem e a capacidade criadora das línguas humanas, visto que 
novos vocábulos vão aparecendo à medida que a necessidade de definir certos 
conceitos e novas realidades se torna eminente. 
 
 
2.1.1 Configuração do Gesto em Língua Gestual Portuguesa 
 
Em relação à evolução da Língua Gestual, William Stokoe, a meados do 
século XX impulsionou o desenvolvimento das línguas gestuais, passando 
apenas de uma representação mímica para um sistema linguístico. Segundo este 
panorama linguístico, a Língua Gestual é formada por cinco unidades de 
configuração possíveis para o gesto, sendo estes: a configuração da mão, o local 




Configuração da mão: Na Figura 2.1, podemos observar as possíveis 
configurações da mão na língua gestual que está relacionada com as diferentes 











Na Figura 2.2 são apresentadas algumas configurações possíveis da 










Configuração da mão: A orientação da mão em língua gestual refere-se, 
como se consegue entender pela expressão, à orientação da palma da mão. Em 
alguns casos, com apenas uma ligeira mudança na orientação, ficamos com  
palavras distintas, como podemos ver no exemplo da Figura 2.3: 
 






Local da articulação: O local da articulação na língua gestual indica-nos o 
local onde a articulação se irá situar no final de um certo tipo de gesto. Temos o 
exemplo seguinte, em que conseguimos ver que as palavras “Galo” e “Galinha”, 
possuem a mesma configuração, o mesmo movimento, sendo apenas distintas no 








2.1.2 Problemas relacionados com a deficiência auditiva 
 
A deficiência auditiva é uma condição heterogénea com efeitos massivos a 
nível social, emocional e mesmo a nível do desenvolvimento do sistema 
cognitivo [14]. A perda auditiva afeta cerca de 15-26%, onde os mais prejudicados 
são os países com menos possibilidades financeiras. A porção de pessoas que 
sofrem deste problema tem vindo a aumentar, embora seja uma minoria a 
densidade de população que usa a língua gestual. Podemos identificar vários 
problemas, como podemos verificar de seguida: 
● No caso dos EUA cerca de 27% dos deficientes auditivos compreendidos 
em idades entre os 6 e 19 anos de idade possuem outras debilitações graves, 
assim como o retardamento do desenvolvimento mental, o 
desenvolvimento físico, dificuldades de aprendizagem específicas, 







autismo [14]. Crianças com deficiência auditiva agravada aprendem o 
vocabulário a metade da velocidade a que uma criança que não possua tal 
deficiência aprenderia [15]. 
● A abstinência relativa ao acesso de estimulação auditiva e o posterior 
atraso da assimilação de uma certa língua afeta o processo no domínio 
neuro cognitivo, assim como a visão, a memória e a atenção da pessoa [16]. 
● Um estudo baseado numa população generalizada refere que adultos 
com perda auditiva são cerca de três vezes mais vulneráveis em relação aos 
restantes indivíduos a possuírem sintomas de psicose [14]. 
● Os indivíduos que sofrem de deficiência auditiva são cerca de duas vezes 
mais vulneráveis a experienciar traumas em comparação com a 
generalidade da população, assim como são mais suscetíveis a serem 
vítimas de maus tratos. Além disso, em comparação com os outros 
indivíduos, os deficientes auditivos estão mais vulneráveis a desenvolver 
problemas de stress pós-traumático [17]. 
 
 
2.2 Soluções relevantes 
 
 
É, por isso, importante que o acesso à aprendizagem de língua gestual seja 
fortemente globalizado aliado à provisão de serviço especialista de profissionais 
com formação específica para a comunicação com pessoas portadoras de 
deficiência auditiva. Este acesso especializado revelou-se bastante mais eficiente, 
quando comparado com um serviço mais “regular” em que havia apenas uma 
aula de apoio para vários estudantes com este problema, ou seja, a atenção 
especializada a cada pessoa com este tipo de deficiência revela-se bastante 
importante. Outro aspeto também relevante é a interação entre indivíduos com 
este tipo de debilitações [20]. 
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Apesar de estudos demonstrarem que um maior desenvolvimento é notado 
quando o portador de deficiência tem um acompanhamento especializado, em 
muitos dos casos a criança gostaria de se sentir integrada na sociedade, é neste 
paradigma que seria bastante importante a implementação de algum tipo de 




2.2.1 Protótipo Texas University 
 
Alguns investigadores na Texas A&M University, desenvolveram um 
dispositivo que se pode usar no braço, que poderia auxiliar na comunicação 
“traduzindo” a língua gestual para a americano, neste caso, sentindo os 
movimentos da pessoa em questão. Este produto é coordenado pelo Dr. Roozbeh 
Jafari, na Texas A&M University. 
Este dispositivo ainda é um protótipo, mas já consegue reconhecer cerca de 
40 gestos em ASL (American Sign Language) com elevada precisão. Funciona com 
a utilização de dois sensores um primeiro sensor de movimento utilizando um 
acelerómetro e um giroscópio para medir a velocidade e ângulo da mão. Obtendo 
então estes parâmetros, o dispositivo consegue então começar a decifrar as 
palavras que o utilizador quiser transmitir, enviando então as palavras 
correspondentes para o smartphone. À parte disto existe ainda um sensor de 










2.2.2 Uni (MotionSavvy Prototype) 
 
A empresa norte americana MotionSavvy, criou um produto, denominado 
por Uni, em formato de tablet que traduz a língua gestual para áudio e texto 
escrito. 
O Uni utiliza uma tecnologia que reconhece os gestos em movimento, 
permitindo assim aos utilizadores verem tais movimentos reproduzidos no ecrã, 
movimentos estes captados através de uma câmara, podendo assim limitar o erro 
e a perca de informação no decorrer de uma conversa. Este tablet vem com um 
dicionário incluído de ASL, no entanto é dado ao utilizador a hipótese de 
acrescentar mais sinais. O Uni funciona então através de duas câmaras e um 
microfone projetando imagens dos gestos da pessoa surda num espaço 3D. Este 










2.2.3 Kurdish Sign Language Recognition System 
 
Este sistema proposto é baseado em língua gestual curda (KuSL), que 
todavia, não havia sido introduzido antes. O presente sistema funciona a tempo- 
real e toma as decisões necessárias assim que gesticulado um movimento. Neste 
projeto, 3 algoritmos de deteção de KuSL foram implementados e testados, 2 
deles foram implementados por outros investigadores fora do projeto, enquanto 
que um terceiro foi introduzido neste projeto pela primeira vez. Este método 
chama-se Grid-based gesture descriptor, que atingiu uma eficácia de deteção de 
gestos de cerca de 67%, superior aos outros dois processos visto que esses 
alcançaram uma eficácia à volta dos 42% [24]. 




1. 1º Passo: terá que se detetar a forma do gesto que a pessoa quer 
transmitir, recebido através de uma imagem relativa ao vídeo, 
posteriormente aplicando uma certa quantidade de técnicas de 
pré-processamento, assim como redução de ruído, métodos de 
segmentação de imagem, assim como o image thresholding [25] 








2. 2º Passo: Encontrar a região que interessa segmentar como 
podemos observar na Figura 2.7, tendo acesso a algumas 
ferramentas de extração de algoritmos. Nesta fase o sistema irá 




3. 3º Passo: Irão se comparar as informações retidas da imagem de 
input com os gestos que estão guardados numa base de dados e 
verificar as correspondências. Caso as condições sejam 




Na Figura 2.8 pode se observar um fluxograma que irá facilitar o 
entendimento de todo este processo, onde será possível verificar todas as etapas 
desde a leitura do gesto realizada pela câmara, passando por todas as técnicas de 
pós processamento de imagem até ao reconhecimento da letra/palavra 








Figura 2.8 - Fluxograma do sistema de reconhecimento de língua gestural Kurda [24] 
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2.3 Interpretador LGP 
 
 
O interpretador LGP é o tema desta dissertação e como já foi referido é um 
sistema que irá traduzir Língua Gestual Portuguesa para português, tudo 
possível através do movimento dos dedos, visto que os sensores estarão 
integrados na luva. 
Para o funcionamento da luva teremos então de estabelecer a aquisição de 
dados através do controlador, serão necessários um certo tipo de sensores, para 
a obtenção de informação relativa ao posicionamento da mão e um software 





Os sensores utilizados foram os Flex Sensors. Um Flex Sensor, também 
conhecido por Bend Sensor, medem a quantidade de deflexão causada pela 
curvatura do sensor [35]. 
Os Flex Sensors têm múltiplas aplicações, assim como a grande maioria dos 
sensores. Ainda que estes sejam muito usadas como goniómetro em aplicações 
de reabilitação, as aplicações transcendem em grande quantia em relação a este 
paradigma, temos o uso destes sensores em áreas como a geologia e instrumentos 
musicais. Em cada aplicação o sensor identifica a relação de arqueamento, em 
relação a uma resistência variável, cujo valor pode ser guardado de forma digital 
e a informação usada de maneiras distintas dependendo da aplicação em 
questão. No caso desta aplicação, o facto de se poder obter o arqueamento é 
crucial para poder obter informação da posição de cada dedo. No caso da 
geologia, este sensor foi utilizado para identificar zonas onde havia 
deslizamentos de terra, ou seja, zonas que terrestres que estariam desmoronadas. 
No caso da música estes sensores são usados na criação de um instrumento de 
cordas, que pode ser tocado através da deformação e arqueamento das mesmas, 
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que posteriormente fará a variação de uma resistência e então proporcionar 
efeitos bastante interessantes. 
Existem três tipos de Flex Sensors que são os seguintes: 
 









Na Figura 2.9 podemos observar o Flex Sensors ótico, que consiste num tubo 
flexível onde existem duas extremidades, um interior que possui uma parede 
refletiva, numa das extremidades do tubo flexível reside uma fonte de luz, 
enquanto que na outra extremidade poderemos encontrar um detetor 
fotossensível, de maneira a detetar a combinação de raios diretos e refletidos, 
quando se dá o arqueamento do sensor. 
 
 
● Flex Sensor baseado em tinta condutora - consiste num substrato de resina 
fenólica com tinta condutora depositada e um condutor segmentado é 
colocado no topo para formar um potenciómetro flexível no qual a resistência 














● Flex Sensor Capacitivo – Esta alternativa foi criada por entidades distintas 
que as mencionadas acima, neste caso existem duas camadas condutoras 
separadas por um material dielétrico entre as camadas, reduzindo assim a 









Foi também considerada a utilização de sensores EMG (Electromyography 
Sensor), este tipo de sensores é utilizado para detetar sinais derivados da ativação 
muscular neste caso do antebraço. 
Estes sensores são feitos de um material pouco extensível e agem como 
atuadores que conforme o movimento da mão geram um sinal elétrico, devido 
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das contrações musculares, capaz de ser monitorizado, como por exemplo o abrir 
e fechar da mão [36]. 
Esta técnica seria bastante interessante de implementar, pois após o 
reconhecimento do alfabeto LGP, seria uma boa ideia apostar no reconhecimento 
de expressões o que leva a que o sistema tenha que interpretar também os 
movimentos do antebraço, onde apenas os Flex Sensors, não seriam suficientes. 
 
Figura 2.12 - Sensores de Eletromiografia [33] 
 
Na Figura 2.12 podemos observar os elétrodos, estes são dispositivos que 
permitem a entrada e saída de corrente elétrica e servem para otimizar a 
condução do sinal, entre a pele da pessoa e o sistema de aquisição de dados e por 
sua vez identificar o registo da atividade elétrica exercida pelo músculo [34]. 
Entre a pele da pessoa e o elétrodo usualmente usa-se um gel. Este gel 
revela-se um bom elemento para a condução do sinal e permite melhorar tanto a 





A principal funcionalidade do controlador será a aquisição dos valores 




Através do processamento de informação adquirida pelos sensores, é 
possibilitado o envio dos mesmos para o RaspberryPi, que impulsionará o 
funcionamento deste dispositivo. 
O controlador proposto para ser usado neste projeto é o Arduíno Uno 
devido ao seu baixo custo, capacidade de processamento aceitável e elevado 
número de módulos existentes. 
 
 





Figura 2.13 - Arduino Uno Rev3 [27] 
 
Arduíno é uma plataforma Open-Source usada para o desenvolvimento de 
projetos eletrónicos. O Arduíno alberga uma placa física programável, também 
conhecida como MCU (MicroController unit) e um software IDE (Integrated 
Development Environment) que corre no computador, que por sua vez é usado 
para escrever e enviar código do computador para a placa física [27]. 
O microcontrolador ATmega328P, possui 14 pinos digitais onde 6 podem 
ser utilizados como PWM (Pulse Width Modulation) outputs, 6 inputs analógicos, 
1 oscilador de 16 Mhz que está ligado aos pinos do clock, que serve de referencia 
para todos os programas executados no MCU, 1 conexão USB com um circuito 
serial-to-USB, 1 led de Debug, uma saída para alimentação e existe ainda um botão 
de reset que permite o recomeço da execução de um programa [28]. 
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Existe também um ICSP (In circuit Serial Programming) header, referente a 
capacidade de programar diretamente os microcontroladores da placa usando o 
protocolo serial SPI (Serial Peripheral Interface), ou seja, na realidade é o protocolo 
que irá permitir que sejam descarregados programas para o MCU. É ainda 
possível o uso de canais de comunicação (I2C (Inter-integrated Circuit) e SPI) e 
interfaces serial. Estas funcionalidades são permitidas através de saídas fêmea 
que constam no controlador, às quais se pode ser conectado cabos ou shields. 
 
 




Operating Voltage 5V 
Input Voltage (recommended) 7-12V 
Input Voltage (limit) 6-20V 
Digital I/O Pins 14 (of which 6 provide PWM output) 
PWM Digital I/O Pins 6 
Analog Input Pins 6 
DC Current per I/O Pin 20 mA 
DC Current for 3.3V Pin 50 mA 
 
Flash Memory 
32 KB (ATmega328P) of which 0.5 KB used by boot- 
loader 
SRAM 2 KB (ATmega328P) 
EEPROM 1 KB (ATmega328P) 
Clock Speed 16 MHz 
LED_BUILTIN 13 
Length 68.6 mm 




2.3.2.2 RaspberryPi 3b+  
 
O RaspberryPi é um computador de baixo custo e dimensão, com 
capacidade de interagir com o exterior e que tem sido usado numa vasta 
quantidade de projetos, inicialmente foi usado para a educação, no entanto a sua 
pequena dimensão e poder de processamento significativo, começou também a 





Figura 2.14 - RaspberryPi  3b+ [28] 
 
O RaspberryPi pode utilizar o sistema operativo Linux assim como o 
Windows 10, possui quatro saídas USB (Universal Serial Bus) embebidas na placa 
que permite a conexão de rato, teclado, ecrã HDMI (High Definition Multimedia 
Interface), Ethernet, existe a possibilidade de ser expandido através de um USB 
hub.[27] 
Em seguida são expostas as especificações técnicas do mesmo dispositivo. 
Tabela 2 - Especificações do RaspberryPi 3b+ [27] 
 
Features RaspberryPi Pi Model B+ 
SoC BCM2835 
CPU ARM11 
Operating Freq. 700 MHz 
RAM 512 MB SDRAM 
GPU 250 MHz Videocore IV 
Storage micro-SD 
Ethernet Yes 





De modo a se estabelecer a comunicação entre o controlador de aquisição 
de dados e o RaspberryPi, utilizou-se a comunicação série, mais precisamente o 
protocolo UART (Universal Asynchronous Receiver Transmitter). A comunicação 





Este protocolo é maioritariamente utilizado para comunicações a curtas 
distâncias. Este tipo de comunicação possui um elevado grau de confiabilidade e 
transmissão de longa distância, logo é bastante utilizado em transferência de 
dados entre o computador e os seus periféricos. A tecnologia UART permite a 
comunicação full-duplex, isto é, tanto o transmissor como o têm a possibilidade 












A comunicação através de UART necessita apenas de dois sinais (RXe TX) 
para completar a comunicação full-duplex, sendo a linha TX o lado do transmissor 







A comunicação I2C é bastante popular e usada em vários dispositivos 
eletrónicos pois pode ser facilmente implementada em dispositivos que 
necessitem de comunicação entre um dispositivo Master e variados Slaves. 
A comunicação entre vários dispositivos é possibilitada devido ao facto de 
cada dispositivo possuir um ID específico, desta forma o dispositivo Master 
apenas terá que escolher o ID para efetuar a comunicação. Para ser efetuada a 
comunicação são apenas necessários 2 cabos o SCL(Serial Clock) e o SDA (Serial 
Data). O SCL refere-se ao clock que sincroniza a transferência de dados entre os 
dispositivos ligados ao bus I2C, este clock é gerado pelo dispositivo Master. O SDA 
tem como função transportar a informação [34]. 
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Arquitetura do Interpretador LGP 
 




Foi apresentado no capítulo anterior uma descrição do tema da Língua 
Gestual Portuguesa, bem como os problemas associados à surdez. Foram 
também estudadas algumas tecnologias que visavam solucionar este problema, 
com tecnologias distintas. No final foi apresentada uma de solução, a qual será 
explicitada com maior profundidade neste capítulo. 
Este capítulo tem como principal objetivo presentear a estrutura geral do 
protótipo em questão bem como explicar em maior profundidade os módulos 
utilizados ao longo do desenvolvimento deste projeto. 
 
 
3.1 Arquitetura do Sistema 
 
 
A solução utilizada trata-se de um sistema, que ao mais alto nível, permite 
a interação do utilizador com este mesmo sistema da seguinte forma: 
● O utilizador irá interagir com o sistema e tem a tarefa de realizar os 
gestos necessários para gerar o sinal de saída que irá ser lido pelo 
controlador. 
● O Sistema tem de reagir mediante os valores dados pelos sensores e 
fazer o mapeamento destes valores de forma conveniente. 
● Por fim o Sistema Controlado irá descodificar a informação enviada 
pelo controlador obtendo o resultado final. 
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Para realizar a aquisição de sinais derivado dos sensores foi utilizado 1 










De início pensou-se o Arduino Uno, no entanto através da experiência 
notou-se que faltariam portas analógicas devido à inserção do giroscópio na 
equação. 
Através desta solução foi possível ser captado o sinal registado por cada 
dedo e ao mesmo tempo é possibilitado o registo da posição angular do 








Figura 3.2 – Arquitetura do Sistema 
3.1.1 Ink Based Flex Sensor 
 
Como foi explicado no capítulo anterior foram utilizados Flex Sensors ou 
Bend Sensors para a realização da aquisição de dados, mais precisamente foram 
usados os Ink based Flex Sensors. 
O seu funcionamento baseia-se num divisor de tensão formado pelo 












Como podemos verificar na Figura 3.3, existe uma resistência associada ao 
sensor que variará mediante a quantidade de arqueamento do sensor, esse valor 
irá ser conjugado a uma resistência fixa, da qual derivará um valor de tensão de 
saída. Esse valor de tensão será o valor retido pelo controlador. 
3.1.2 MPU6050 
 
O MPU-6050 é um pequeno controlador que possui 2 tipos de sensores um 
acelerómetro e um giroscópio de alta precisão. Além destes 2 sensores, tem a seu 
dispor um recurso chamado DMP (Digital Motion Processor), que é responsável 
por fazer cálculos de elevada complexidade com os sensores que poderão ser 
úteis para determinar a posição do sensor. 
 
 
Figura 3.4 - Estrutura MPU6050 
 
A comunicação deste MCU utiliza a interface I2C, por meio dos pinos SCL 
e SDA do sensor. É possível a conexão dos pinos XDA e XCL a outros dispositivos 
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I2C de modo a criar um sistema de orientação mais completo. No entanto, não 
será necessário no âmbito deste protótipo. Relativamente à alimentação do 
módulo, esta pode variar entre 3 e 5v. Neste caso foi optado pela alimentação a 
5v. 
3.1.3 Sistema completo 
 
Para a comunicação entre o Arduino e o RaspberryPi, que tem como 
objetivo processar a informação adquirida pelo Arduino, decidiu-se optar pela a 
comunicação por cabo UART, devido à facilidade da configuração com este tipo 
de comunicação. No entanto, seria útil implementar algum tipo de comunicação 









Como podemos observar na Figura 3., todos os módulos descritos acima 
estão conectados e os sensores acoplados a uma luva dentro de várias 
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membranas de neoprene. Desta forma, o utilizador irá alterar o fluxo de dados 
apenas com o mexer dos dedos. 
 
 
3.1.4 Fluxograma de funcionamento 
 
Na Figura 3. pode-se observar a sequência de atividades que terão de 









Como podemos observar na Figura 3.6, o primeiro estado está descrito 
como início de palavra, isto porque tem de existir algum sinal de modo a que se 
saiba que o controlador passará ao estado no qual está pronto para enviar dados, 
para posteriormente serem processados. Em seguida temos os seguintes passos. 
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• Primeiramente a pessoa manipula a sua mão de modo a fazer o gesto que 
permite a escrita da letra que deseja; 
• Após a pessoa ter executado o gesto tem de garantir que a mão está 
estática, de modo a que os dados possam sair do controlador e passar a 
uma fase de analise de dados. Caso ela não esteja estática o sinal não 
poderá ser enviado; 
• De seguida o sinal é enviado para a placa de programação onde é 
verificado se a letra é equivalente ao sinal de fim de palavra; 
• Caso não seja igual ao fim de palavra, a letra irá ser colocada na string de 
buffer, caso a letra for igual a fim de palavra, ela irá ser enviada para 
o serviço de voz para ser reproduzida. 
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Implementação do protótipo 




Neste capítulo, será apresentada a descrição do sistema, assim como o 
protótipo do projeto. Encontra-se também detalhado o funcionamento de todos 
os sensores e módulos utilizados. Estarão também presentes os diagramas de 
montagens do circuito. 
 
 
4.1 Montagem de arquitetura 
 
Na Figura 4.1 é possível se observar toda a montagem relativa ao 
controlador, incluindo os sensores utilizados, o microcontrolador MPU6050, 













4.2 Escolha de resistências 
 
Para a escolha de resistências primeiramente utilizou-se um multímetro 
para calcular as respetivas resistências enquanto o sensor está direito e quando 










A tabela da Figura 4.2 descreve parcialmente os valores de resistência que 
foram avaliados para uma tensão de entrada de 5V. O primeiro número o 30000 
em cima corresponde ao valor de resistência inferior que o sensor pode registar 
enquanto que o superior, o 150000 é o valor superior, todos estes valores estão 
registados em Ohms. 
A cada valor de tensão de saída foi aplicada a seguinte fórmula para 
calcular a tensão de saída: 
 
 







Após a obtenção de todos os valores de tensão de saída para uma dada 
resistência, o objetivo é verificar qual o valor de resistência que permite uma 
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maior variação de valores, com o intuito de que os valores sejam mais fáceis de 
caracterizar. Podemos observar na imagem a cima que o valor ótimo seria cerca 
de 94KΩ., no entanto, não tendo encontrado esse valor de resistência optou-se o 
uso de uma resistência de 100 kΩ. 
Depois de calculadas todas as resistências para cada um dos dedos, 
obteve-se então os seguintes dados: 
• Para dedo polegar e mindinho – R = 100 kΩ 
• Para dedo indicador, médio e anelar – R = 30 kΩ 
De notar que o sensor para dedo indicador, médio e anelar tem algumas 
diferenças no que toca aos seus valores de resistência, assim como para o 
mindinho e polegar. 
 
 
4.3 Aquisição de dados 
 
Nesta fase de aquisição de dados é necessário que estes sejam enviados pelo 
controlador para serem tratados e, mais tarde, processados e avaliados. 
Procedeu-se então ao tratamento de dados relativos aos Flex Sensors e aos valores 




• Flex Sensors 
 
De modo a que os valores possam ser tratados de forma mais eficiente e 
prática, os valores lidos pelo controlador passarão a ser descritos por valores 
distintos dos originais. Ou seja, serão caracterizados consoante o seu 
arqueamento, maior ou menor, através de um mapeamento de valores, para 
serem enviados de seguida para o RaspberryPi. 
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4.3.2 MPU 6050 
 
Como já foi salientado no capítulo anterior, foi utilizado o controlador 
MPU6050 que, é na sua essência, um sensor de deteção de movimento, também 
conhecido como o primeiro dispositivo no mundo capaz de detetar movimento 
a 6 dimensões. 
Para a sua utilização, primeiramente foi iniciada a transmissão usando o 





Figura 4.3 - I2C adress MPU6050 
 
Como podemos na Figura 4.3 ver o último bit do registo pode ser 1 ou 0. 
Isto deve-se ao facto de ser possibilitado a utilização de um segundo MPU, caso 
seja desejado. De fábrica o pino ADO vem conectado a Ground via software, no 
entanto se se quiser utilizar um segundo dispositivo o seu endereço I2C seria 
1101001, utilizando então este pino AD0. 
De seguida na Figura 4.4, devido ao facto de o MPU vir em modo sleep-
mode de fábrica é necessário que este seja desativado, isto é realizado 









Acelerómetro – Foi utilizado o acelerómetro para ser calculado o ângulo no 
qual se encontra o sensor. A razão pela qual não se utilizou o giroscópio foi 
porque as informações retiradas por ele são relativas à variação angular e não de 
um ângulo estático. Para se aceder ao registo do acelerómetro foi utilizado o 
registo 0x1C e foi escolhido uma sensibilidade de 2g o que permite obter valores 
de output do acelerómetro de -1 a 1. 
 
 
Nesta secção, pode-se observar o impacto na aceleração quando é variada a 
posição do controlador relativamente ao espaço. No fundo observa-se o impacto 








Como podemos observar na Figura 4.5, quando o controlador se encontra 
na posição horizontal a única força aplicada é a força no eixo Z. Nos restantes 
eixos não existem forças a serem aplicadas. Tem-se então o valor do acelerómetro 





Figura 4.6 - Mpu inclinado sobre o eixo dos Y 
 
Neste caso (Figura 4.6), o controlador encontra-se na posição vertical o que 
faz com que a força aplicada anteriormente, quando o controlador estava na 
vertical, deixe de existir e passe a ser antes uma força sobre o eixo dos Y ao invés 




Figura 4.7 - mpu inclinado sobre o eixo dos X 
40  
 
Aqui (Figura 4.7) como no caso anterior temos uma inclinação sobre o eixo 
dos X, ou seja, os valores X, Y e Z serão respetivamente (1,0,0). 
 
 
Processamento da informação – Após concluída a configuração do mpu 
é necessário que a informação do acelerómetro seja retirada. Para tal, irá se aceder 
ao registo 0x3B até ao registo 0x40, registos estes, de onde se extrai a informação 
do acelerómetro. É feito então um pedido para se obter os bytes correspondentes 
a cada informação. Cada valor de aceleração, em cada eixo, vem incluído em 2 
bytes, ou seja, os registos 3B e 3C possuem a tarefa de armazenarem os valores 
de aceleração no eixo X, os registos 3D e 3E monitorizam a aceleração no eixo dos 
Y e 3F e 40, a aceleração no eixo dos Z. Tendo sido obtido o valor retornado pelos 
bytes dos registos poderemos então olhar para a seguinte tabela 3: 
 
 






Como foi dito anteriormente, foi escolhida a sensibilidade de +-2g 
(coeficiente gravitacional). À direita podemos observar um valor correspondente 
de sensibilidade LSB (Least Significant Byte) de 16384LSB/g. E tendo em conta que 
o valor que irá ser lido pela consola está em “g”, o valor lido pelo registo terá de 
ser em “g”. Para efetuar a conversão, e para efeitos de explicação, vamos supor 
que o registo 0x3B e 0x3C retornam um valor de 15000. Para determinarmos o 
valor correspondente em “g”, teria de ser feito 15000/16384 e então obter o valor 
em “g” que neste caso seria 0,92. 
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4.3.3 Envio de informação 
 
Para enviar informação relativa aos Flex Sensors e giroscópio, 
primeiramente efetuou-se um mapeamento dos mesmos valores para novos 
valores, de modo a ser a simplificar os dados enviados e a sua própria leitura. 
Para tal, teve se em consideração o propósito dos próprios valores, ou seja, qual 
seria o grau de complexidade que deveria ser utilizado para conseguir distinguir 
os dados, neste caso, o objetivo é distinguir cada letra. 
Outro aspeto que também se teve em consideração foi a sensibilidade de 
cada dedo. Como podemos verificar, por exemplo, o dedo anelar terá uma 
sensibilidade distinta do dedo médio ou indicador na maioria das pessoas, por 
isso, a gama de valores lidos do dedo anelar deverá ser distinta dos demais. 
 
 





Como podemos observar na Tabela 4, foram atribuídos valores de 0-4 aos 
sensores que se considerou terem uma necessidade de maior variabilidade para 
a distinção de cada letra. E foi atribuída um mapeamento de 0-2 para os que 









Como podemos observar, foi efetuado então o gesto da letra B, para teste, 
e foram atribuídos os valores da Figura 4.8. A razão pela qual conseguimos 
identificar 6 linhas é devido ao facto de, desta maneira, poder se ter um maior 
grau de confiança, comparativamente ao envio dos dados numa só iteração. Cada 
linha acima representada representa um ciclo de envio de dados, isto é, podemos 
observar cada valor de cada Flex Sensor, ou seja, os valores do dedo polegar até 
ao mindinho. 
O mesmo processo foi efetuado para o envio de dados correspondentes ao 
giroscópio, ou seja, foram convertidos os dados enviados pelos registos do 










Como podemos verificar na Figura 4.9, conseguimos identificar 3 valores 
distintos recebidos, que significam da esquerda para a direita, os valores de 
rotação nos eixos X, Y e Z. A razão pela qual eles tomarem valores distintos de - 
1, 0 e 1 como explicado a cima, é simplesmente para facilitar a distinção dos 
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mesmos, ou seja, para tornar mais vinculada a diferença entre cada posição do 
controlador, no entanto, irá se estudar este tema em maior pormenor mais 
adiante nesta dissertação. 
Tendo sido então explicado como é efetuado o processo de aquisição de 
dados tanto dos Flex Sensor bem como do acelerómetro, podemos verificar no 










Para inicializar o processo de aquisição de dados é necessário haver algum 
sinal que o distinga (Figura 4.10). Neste caso foi definido o próprio sinal de início 
de palavra. De seguida, é esperado que o utilizador realize o gesto que pretende, 
de forma a posteriormente obter a letra correspondente. Após concluído o envio 
de dados será efetuado um novo ciclo de aquisição de dados, no entanto, o 
utilizador não necessita de efetuar o gesto de início de palavra novamente. 
 
 
4.4 Tratamento de Dados 
 
No que toca ao tratamento de dados, como já foi explicitado, utilizou-se o 
RaspberryPi para realizar todo o tipo de operações com os dados obtidos pelo 
controlador. Foi necessário o desenvolvimento de um programa em Python para 
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efetuar todo o tipo de tratamento de dados, com o auxílio de uma base de dados 
que contem informação acerca de todas as letras do alfabeto e os correspondentes 
valores de arqueamento sensores e do acelerómetro do giroscópio. Estes valores 









Como se verifica na Figura 4.11, podemos ver o esquema geral de 
funcionamento deste projeto, onde se verifica a interação entre os dados enviados 




• Tratamento de dados via Python 
 
Nesta fase, o principal objetivo era fazer um programa que fosse capaz de 
receber os valores enviados pelo controlador, com o mínimo de erros possível, 
interpretando-os de forma a se obter o caracter que é pretendido e, por fim, 
determinar uma palavra construída através dos vários caracteres. 
Numa fase inicial, testou-se a comunicação entre o RaspberryPi e o Arduino 
enviando simples valores, para tal apenas se definiu no código Python do 
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RaspberryPi, a porta série utilizada pelo Arduino e a frequência de baudrate que 
tem de ser a que foi previamente definida no Arduino. 




Como podemos observar, os dados são recebidos pelo RaspberryPi com sucesso 
Figura 4.12. Para tal utilizou-se um ciclo que irá ler infinitamente toda a 
informação enviada pelo Arduino após o sinal de início de palavra e através de 
uma técnica de split, presente nas bibliotecas de Python, que neste caso, irá 
separar os dados dividindo-os em valores independentes a cada dedo. A razão 
pela qual podemos observar vários valores iguais é devido ao facto de se efetuar 
6 ciclos de envio de dados de modo a obter-se um maior valor de confiança 
comparando ao método de apenas realizar um ciclo, visto que durante o envio 
de dados a pessoa pode mexer ligeiramente a mão e alterar o fluxo de dados. 
Como podemos observar os valores recebidos respeitam a configuração 
explicada anteriormente. 
Após obter-se os valores dos sensores e do acelerómetro a ideia foi somar 
todos os valores que sejam do respetivo sensor, ou seja, somam-se os valores de 
cada dedo em todas as iterações para posteriormente se efetuar uma função de 
média e assim obter um valor aproximado à realidade. 
 
 
• Base de Dados 
 
Foi utilizado o Sqlite como plataforma de base de dados, devido ao facto de 
ser uma plataforma leve e de relativa fácil utilização. A sua principal utilidade é 
a de armazenar todos os valores de arqueamento correspondentes a cada letra, 
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no formato correto. Esta base de dados apenas serve para leitura, isto é, não há 





ID Letra V1 V2 V3 V4 V5 Rot1 Rot2 Rot3 
2 b 0 4 3 2 2 0 40 0 
3 c 0 3 3 2 2 0 0 40 
4 d 0 0 0 0 0 0 0 20 
5 e 0 3 4 2 2 40 0 0 
6 f 0 3 0 0 0 40 0 0 
9 i 0 4 4 2 0 40 0 0 
10 j 1 0 0 0 0 40 0 0 
11 k 0 0 0 2 2 40 0 0 
12 l 0 0 4 2 2 40 0 0 
13 m 2 0 0 0 2 20 0 0 
14 n 2 0 0 2 2 20 0 0 
15 o 1 3 3 2 1 0 0 40 
16 p 0 4 0 0 0 0 0 20 
17 q 0 4 4 2 2 0 20 0 
18 r 0 3 0 2 2 40 0 0 
19 s 2 4 4 2 2 40 0 0 
20 t 0 0 4 2 2 0 40 0 
21 u 1 0 0 2 2 40 0 0 
22 v 0 0 0 2 2 40 0 0 
23 w 2 0 0 0 2 40 0 0 
24 x 1 0 2 2 2 40 0 0 
25 y 0 4 4 2 0 40 0 0 
26 z 1 3 4 2 2 40 0 0 
27 / 2 4 4 2 2 0 0 40 
 
Figura 4.13 - Base de dados 
48  
 
Encontram-se todas as letras do alfabeto português na Figura 4.13, onde 
podemos observar os valores atribuídos, tendo em conta todo o mapeamento 
efetuado. 
Na seguinte secção, poderemos entender melhor como foi feita a atribuição 
da letra mediante os valores recebidos pelo controlador e como se relacionam 
com a base de dados. 
 
 
• Obtenção de dados relativos à letra 
 
Foi observado que se teria de obter os valores médios para cada dedo de 
forma a obter um maior grau de confiança. Posto isto efetuou-se uma query à 
base de dados, cujo principal objetivo é entender qual seria o caracter presente 
na base de dados que teria maior semelhança ao enviado pelo controlador. 
Assim, utilizou-se a função absoluto, efetuando a diferença de valores entre cada 
sensor correspondente à média e os valores presentes na base de dados e 










Através dos valores enviados pelo controlador e valores presentes na base 
de dados, é construída a tabela da Figura 4.14 onde podemos claramente ver o 
módulo da distância entre eles. Esta tabela permitirá decidir qual é a letra, cujos 
valores dos sensores são os mais aproximados à realidade, o que nos permite 
escolher a letra a ser enviada. O passo seguinte é retirar a letra que consta no 
topo da lista visto que a tabela está organizada da distância menor para a maior, 




• Corretor de palavras pySpellchecker 
 
Devido ao facto do presente sistema possuir algumas falhas, assim como 
letras que são complicadas de ser obtidas, devido à complexidade do gesto, 
optou-se pela a utilização de uma biblioteca do Python a PySpellchecker, que 
permite a correção ortográfica de palavras. Esta corretor utiliza a distância de 
Levenshtein [37], que permite obter permutações a uma certa distância da 
palavra original. Posteriormente são comparadas todas as permutações, assim 
como, inserções, remoções, substituições e transposições de palavras conhecidas 
numa lista de frequência. É de notar, que as palavras que constem na lista de 
frequência com maior regularidade são mais propícias a serem os resultados de 









Pode-se observar na Figura 4.15 uma porção da lista de frequência utilizada. 
Para entender melhor um pouco do conceito da distância de Levenshtein, vamos 
supor que queríamos escrever a palavra “abaixo”, acima representada, no 
entanto foi escrito “abalxado” pelo protótipo, a distância de Levenshtein dita o 
número de edições, ou seja, inserções, remoções ou alterações que são possíveis 
efetuar, esta biblioteca permite a utilização de distância de 1 ou de 2, neste caso 
seria apenas necessário utilizar a distância de 1. 
 
 
4.5 Diagrama Comportamental funcionamento do protótipo 
 
Na Figura 4.16, podemos verificar o funcionamento do protótipo a nível de 
obtenção de dados, bem como o envio dos mesmos, para o serviço de fala através 
















Como podemos identificar na Figura 4.16, a construção da palavra é feita 
letra a letra, isto é, após ser enviada a informação e reconhecida pela interação 
com o programa é inserida a letra numa palavra de buffer que irá ser preenchida 
à medida que é escrita a palavra. A cada iteração é verificado se o sinal de entrada 
é equivalente ao sinal da letra ‘\’, equivalente ao sinal fim de palavra. Quando é 
encontrado o tal sinal de palavra, esta é enviada para uma função que irá fazer a 
reprodução de som. 
Para a reprodução de som, foi utilizada uma biblioteca de Python chamada 
Pygame que é uma Framework de desenvolvimento de jogos que possui uma 
funcionalidade de reprodução de áudio. O seu propósito será reproduzir o 
ficheiro de áudio criado pelo serviço Amazon. Neste capítulo deu-se a entender 
como funciona este protótipo na prática, no capítulo seguinte ir-se-á apresentar 





Testes e Resultados 
 






Neste capítulo será introduzida uma série de testes experimentais relativos 
ao protótipo do sistema. Será também efetuado um teste de velocidade na 




5.1 Testes de aquisição de dados 
 
Nesta secção pretende-se efetuar e apresentar alguns testes do sistema 
recorrendo-se ao protótipo. 
Num  primeiro teste  foi efetuado  uma letra que  se  considerou  bastante 
simples, a letra “B”. No segundo teste, uma letra um pouco mais complexa o “X”. 
 
Na Figura 5.1 – Aquisição da letra “B” e “X”, poderemos encontrar os 
resultados retirados da aquisição de dados feita através da letra “B” e “X”, onde 










Primeiramente é de notar que os valores representados derivam da tensão 
de saída regulada pela resistência variável do Flex Sensor e que a razão pela qual 
os valores são os apresentados, deve-se ao facto da tensão estar representada em 
10 bits neste caso os 5V representariam 1023. 
Na Figura 5.1 – Aquisição da letra “B” e “X”podemos observar uma maior 
oscilação de dados no gráfico da direita em comparação com o gráfico  da  
esquerda. Isto deve-se ao facto de nos testes realizados, ter se notado uma maior 
dificuldade a realizar a letra “X” comparativamente à letra “B”, ou  seja,  foi  
notado uma maior instabilidade da mão  na  realização  do  gesto.  Esta  




5.2 Tratamento de dados 
 
Nesta secção, ir-se-á se avaliar a obtenção do caracter mediante os dados 
enviados pelo controlador, irão também ser efetuados testes de rapidez do 
protótipo, nomeadamente o tempo que é necessário para a formação de um 
caracter. Por último será também efetuado um teste que serve para avaliar a 
eficácia da biblioteca de Python utilizada Pyspellchecker. 
 
 
5.2.1 Aquisição de letras e teste de velocidade 
 
Na tabela 5, poderemos observar o tempo demorado para a obtenção das 
letras de teste: 
 
 








Foram feitos vários testes nestas 5 letras, pois considerou-se que existem 
algumas com uma maior dificuldade de execução que outras. A dificuldade 
encontra-se na execução do gesto e dificuldade em manter a mão firme nessas 
condições. Obviamente que uma pessoa que tiver o hábito de usar a língua 
gestual portuguesa deverá em teoria obter resultados um pouco superiores. 
 
 
5.2.2 Teste à utilização da biblioteca PySpellchecker 
 
Neste teste o objetivo é realizar uma palavra que esteja escrita com algum 
tipo de erro ortográfico e verificar se através da utilização da biblioteca 
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PySpellChecker, a palavra seria corrigida. Neste caso foi utilizada a distância de 









Como podemos ver na Figura 5.2, foi propositadamente escrito a palavra 
“natural” como “matural”, de modo a que se verifique se esta palavra seria 
corrigida corretamente. Como se pode verificar na imagem retirada da linha de 
comandos, esta palavra foi corrigida com sucesso. 
De maneira geral podemos observar que os resultados foram satisfatórios 
tanto avaliando parâmetros de rapidez de aquisição de dados, tanto como 
confiabilidade na obtenção de resultados. 
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Conclusões e trabalhos futuros 
 
  6  
 
 
Neste último capítulo desta dissertação de mestrado são apresentadas 
algumas considerações relativas ao projeto desenvolvido. Serão também 
apresentados os trabalhos futuros que poderão ser acrescentados a este protótipo 





O Tech4good, que é o tema principal desta tese de mestrado, e como o 
nome indica, refere-se a um tipo de tecnologia que pretende resolver algum 
problema existente relativo à humanidade ou com o nosso ecossistema. Posto 
isto, foi proposto então o desenvolvimento de um protótipo, que auxiliasse os 
surdos na comunicação com o exterior. 
Com o finalizar do projeto proposto nesta dissertação, tive a oportunidade 
de explorar a utilização de diversos módulos e entender como poderia captar 
informação dos mesmos e realizar a interpretação de gestos. 
Neste caso em termos de hardware utilizou-se principalmente os Flex 
Sensors e um giroscópio agregados ao Arduino, de modo a realizar o 
levantamento completo de informações com o intuito de interpretar o gesto, por 
último, um RaspberryPi para efetuar o tratamento de dados. 
Analisando os resultados finais do protótipo, concluímos que de um modo 
geral que os resultados foram bastante positivos, ou seja, que na maioria dos 
casos foi feito o reconhecimento de cada letra com sucesso, claramente algumas 
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letras serão mais complicadas de se obter resultados, devido a posições um pouco 
desconfortáveis. 




6.2 Trabalhos futuros 
 
Tendo como base a arquitetura implementada neste projeto, a principal 
alteração a ser feita, seria a implementação de algum tipo de reconhecimento de 
imagem, isto devido ao facto de que na língua gestual, na maioria das vezes 
comunica-se através de gestos, ou seja, a maioria das palavras é comunicada 
através de um único gesto, o que vai contra o princípio da implementação 
efetuada nesta dissertação. A ideia seria então ter uma base de dados ainda mais 
alargada que a existente e proceder-se à avaliação da imagem determinando 
assim a palavra em questão. 
Outra alteração também bastante pertinente, seria a implementação de 
algum tipo de tecnologia de comunicação sem fio, assim como o Bluetooth, entre 
o Arduino e RaspberryPi, o que levaria a um aumento de portabilidade do 
protótipo. Por fim ainda no que toca à comunicação, seria bastante interessante 
também o desenvolvimento de uma aplicação para telemóvel que pudesse 
substituir o RaspberryPi. A aplicação poderia ser também desenvolvida em 
Python. Isto seria uma mais valia, pois simplificaria bastante o sistema a nível de 
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