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Introduction
L’e´tude de la the´orie des cate´gories m’a pousse´ a` s’inte´resser dernie`rement a` la the´orie
des ensembles et plus particulie`rement a` la notion d’ensemble. C’est pour cette raison
que j’ai e´tudie´ une bonne partie du livre “The´orie des Ensembles” de N. Bourbaki. Il bien
connu que G. Cantor est le fondateur de la the´orie des ensembles. Je rappelle que D. Hilbert
s’est servi de son ope´ration ε et de son axiome transfini [2, S5 (I, p. 33)] pour fonder les
mathe´matiques [10] (cf. aussi [4]), et principalement dans la the´orie de la de´monstration
dont il est l’iniciateur. Ensuite N. Bourbaki a adopte´ l’ope´ration e´psilon de Hilbert pour
fonder sa the´orie des ensembles, et il lui a pre´fe´re´ la lettre grecque τ parce qu’il a trouve´ que
la lettre de Hilbert est trop usuelle en mathe´matique. L’obligation d’utiliser cette ope´ration
en me´tamathe´matiques est tre`s conteste´e. Bourbaki lui-meˆme est conscient qu’on peut se
passer d’elle.
Cette ope´ration permet de donner des de´finitions convaincantes des quantificateurs
existentiel et universel, d’ensemble, de relation, de the´ore`me, de de´monstration. . .. Elle
permet aussi de caracte´riser les ensembles et les relations (cf. [2, l’appendice du chapitre
I]).
La the´orie des ensembles de Bourbaki a e´te´ adopte´ par R. Godement dans son cours
d’alge`bre [5]. Je reprends des phrases de ce dernier parce qu’elles de´crivent tre`s bien l’ope´-
ration de Hilbert : - (. . .) l’inte´reˆt de l’ope´ration de Hilbert est de donner un proce´de´
parfaitement artificiel mais purement me´canique pour construire effectivement un objet
dont on sait seulement qu’il satisfait a` des conditions impose´es d’avance (dans le cas ou`
de tels objets existerait). - Comme le Dieu des philosophes, l’ope´ration de Hilbert est in-
compre´hensible et ne se voit pas ; mais elle gouverne tout, et ses manifestations sensibles
e´clatent partout [5, p. 40].
A. Grothendieck lui aussi a fait re´fe´rence a` cette ope´ration dans [6] et l’a qualifie´ du
symbole a` tout faire τ de Hilbert. D’ailleurs il s’est situe´ dans la the´orie des ensembles de
Bourbaki afin de de´finir ses univers (cf. [7] et [8]).
J’ai re´dige´ les solutions de quelques exercices qui ont suscite´s mon inte´reˆt, et j’ai donne´
dans les annexes A, B et C, des notes concernant les trois premiers chapitres dans le but
de les rendre plus accessibles. Par contre, je ne suis pas en accord avec la totalite´ du livre,
par exemple ses de´finitions des nombres cardinaux, des nombres ordinaux et des nombres
entiers naturels. A` mon avis, N. Bourbaki a utilise´ excessivement l’ope´ration τ de Hilbert
pour de´finir le cardinal d’un ensemble (et aussi pour de´finir un ordinal, cf. III, p. 77, exerc.
14), ce qui l’a conduit a` de´finir le terme 1 comme e´tant le cardinal de l’ensemble {∅}.
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D’apre`s N. Bourbaki ([2, III, p. 24]) :
Une estimation grossie`re montre que le terme ainsi de´signe´ est un assemblage de plu-
sieurs dizaines de milliers de signes (chacun de ces signes e´tant l’un des signes τ , , ∨, ¬,
=, ∈).
Vu le nombre estime´ de signes figurant dans l’assemblage de´finissant 1, Yu. I. Manin
[12, p. 17] parle d’imprudence de N. Bourbaki et dit que cela semble trop pour 1.
En outre A. R. D. Mathias montre dans [13] que le nombre de signes figurant dans
l’assemblage de´finissant 1 est 4 523 659 424 929 avec 1 179 618 517 981 liens. Ce qui est
vraiment trop pour 1.
Je signale que R. Godement a adopte´ dans [5] la de´finition du cardinal d’un ensemble
et celle des entiers naturels de N. Bourbaki.
Afin de contourner ce se´rieux proble`me, j’ai adopte´ les ordinaux de von Neumann et la
de´finition du cardinal d’un ensemble X comme e´tant le plus petit ordinal e´quipotent a` X ,
cf. Annexe C.
Je rappelle que le successeur d’un ensemble X est X+ = X∪{X} ; et les entiers naturels
de von Neumann sont : 0 = ∅, 1 = ∅+ = {0}, 2 = 1+ = {0, 1}, 3 = 2+ = {0, 1, 2},. . ..
Je me place maintenant dans la the´orie des ensembles de Bourbaki. On sait que l’en-
semble vide contient 12 signes et 3 liens (cf. [2, II, p. 6]). J’ai calcule´ les nombres de signes et
de liens figurant dans 1 et 2. Notre 1 contient 513 signes et 134 liens. Ce qui est raisonnable
pour 1. Notre 2 contient 7527 signes et 1968 liens.
Ces notes constituent une occasion pour de´couvrir la beaute´ de la the´orie des ensembles
de Bourbaki, et j’espe`re qu’elles faciliteront la taˆche a` ceux qui ont trouve´ des difficulte´s
en lisant ce livre qui est l’un des plus critique´ des e´le´ments de mathe´matique de Bourbaki.
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Solutions de quelques exercices du
chapitre I (Description de la
mathe´matique formelle)
§1
1) De´coule du fait que les e´le´ments de chaque construction formative de T sont des
lettres car il n’y a pas d’e´le´ments du type e) y appartenant (voir I, p. 18).
2) De´coule du fait que l’ope´ration faisant intervenir les signes τ ,  et les liens dans
chaque construction formative est d) (voir I, p. 18).
3) A figure dans une construction formative. Soit s un signe spe´cifique figurant dans
A. La premie`re occurence de s est dans une relation de type e) (voir I, p. 18) et il est suivi
donc d’une lettre ou de τ . Si dans la suite on a une relation R ou` figure s qui est suivi
d’une lettre x et τx(R) figure dans la construction formative, s est donc suivi par . D’ou`
le re´sultat.
4) On propose une me´thode plus simple que celle sugge´re´e. On a (AB)∗ est A∗B∗ qui
n’est pas e´quilibre´ car A est e´quilibre´ (Crite`re 1, I, p. 45). Donc AB n’est ni un terme ni
une relation.
5) On a τx(A) est identique a` τy(R) ou` R une relation et y une lettre. Si x figure
dans A, donc y figure dans R. Donc A est identique a` (x | y)R. D’apre`s CF7, A est une
relation. Si x ne figure pas dans A, donc y ne figure pas dans R. D’ou` A est identique a`
R.
6) On propose de montrer un re´sultat plus ge´ne´ral et de donner une me´thode plus
simple que celle sugge´re´e. Soient A et B des assemblages d’une the´orie T tels que A et
∨AB sont des relations de T , B est une relation de T . D’abord on e´crit la relation ∨AB
sous la forme ∨A′B′ ou` A et B sont deux relations. Puisque les assemblages ∨AB, A
et A′ sont e´quilibre´s (Crite`re 1, I, p. 45) et le mot (∨AB)∗ est identique a` ∨A∗B∗ et a`
∨A′∗B′∗, A∗ et B∗ sont identiques a` A′∗ et B′∗ respectivement. D’ou` B est identique a`
B′, donc une relation.
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§2
1) a) On a T est plus forte que T ′. D’apre`s C4, pour que An ne soit pas inde´pendant
des autres axiomes de T (i.e. T ′ soit plus forte que T ) il faut et il suffit que An soit un
the´ore`me T ′.
b) Supposons que An est un the´ore`me T
′. D’apre`s C5 (T ′ au lieu de T , T ′′ au lieu
de T ′ et noter que les constantes de T ′ sont parmis a1,a2, . . . ,ah),
(T1 | a1)(T2 | a2) . . . (Th | ah)An
est un the´ore`me de T ′′. D’ou` T ′′ est contradictoire.
§3
1) D’abord la 6 e`me relation de l’ex. 1) est un the´ore`me meˆme si on remplace “⇒” par
“⇔”. On va montrer ses the´ore`mes mais pas dans l’ordre sugge´re´.
Dans la suite de ses solutions d’exercices on va utiliser C1, C6 et C22 sans
les mentioner, et on se servira des the´ore`mes 1) a` 18) une fois de´montre´s.
Soient A, B, C et D des relations d’une the´orie logique T .
(1) D’apre`s C14, C21, S4 et S2,
(A⇒ B et C ⇒D)⇒
(
(A ou C)⇒ (B ou D)
)
est un the´ore`me.
(2) D’apre`s C14, C21, (1) et C20,
(A⇔ B et C ⇔D)⇒
(
(A ou C)⇔ (B ou D)
)
est un the´ore`me.
(3) D’apre`s C14, C21, C12 et (1),
(A⇒ B et C ⇒D)⇒
(
(A et C)⇒ (B et D)
)
est un the´ore`me.
(4) D’apre`s C14, C21, (3) et C20,
(A⇔ B et C ⇔D)⇒
(
(A et C)⇔ (B et D)
)
est un the´ore`me.
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(5) D’apre`s C8 et C20, C ⇔ C est un the´ore`me. Si B est un the´ore`me, d’apre`s C21 et C20
et C14, A⇔ (A et B) est aussi un the´ore`me. Donc d’apre`s (17), (12) (cf. ci-dessous)
et (2), si non B est un the´ore`me, A⇔ (A ou B) est un the´ore`me.
Donc on a les the´ore`mes suivants :
(6) (A⇒ B)⇒
(
(A ou C)⇒ (B ou C)
)
,
(7) (A⇔ B)⇒
(
(A ou C)⇔ (B ou C)
)
,
(8) (A⇒ B)⇒
(
(A et C)⇒ (B et C)
)
,
(9) (A⇔ B)⇒
(
(A et C)⇔ (B et C)
)
.
(10) D’apre`s S1, S2 et C20, A⇔ (A ou A) est un the´ore`me. Donc
(11) d’apre`s C14 et (1),
(A⇒ C)⇒
(
(B ⇒ C)⇒ ((A ou B)⇒ C)
)
est un the´ore`me.
(12) D’apre`s C11, C16 et C20, A⇔ (non non A) est un the´ore`me. Donc
(13) d’apre`s C14, C12 et (11),
(A⇒ B)⇒
(
(A⇒ C)⇒ (A⇒ (B et C)
)
est un the´ore`me.
(14) D’apre`s S3 et C20, (A ou B)⇔ (B ou A) est un the´ore`me.
(15) D’apre`s S2, C7, (11) et C20, A ou (B ou C) ⇔ (A ou B) ou C est un the´ore`me.
Donc si on interchange A, B, C et les parenthe`ses dans “A ou B ou C”, qui est par
de´finition “A ou (B ou C)”, on obtient une relation e´quivalente (on se sert de (14)).
D’ou` la 7 e`me et la 8 e`me relations de l’ex. 1) sont des the´ore`mes.
(16) On propose de montrer que
(A et (B ou C))⇔ ((A et B) ou (A et C))
est un the´ore`me. “⇒” : Soit T ′ la the´orie obtenue en adjoignant A et (B ou C) aux
axiomes explicites. A, B ou C sont des the´ore`mes de T ′. D’apre`s C14, S2 et C7,
B ⇒ ((A et B) ou (A et C)), C ⇒ ((A et B) ou (A et C)) sont des the´ore`mes de
T ′. D’apre`s (6), (A et B) ou (A et C) est un the´ore`me de T ′. C14 montre donc l’im-
plication. “⇐”: D’apre`s S2 et C7,B ⇒ (B ou C), C ⇒ (B ou C) sont des the´ore`mes.
Donc d’apre`s (3), (A et B) ⇒ (A et (B ou C)), (A et C) ⇒ (A et (B ou C)) sont
des the´ore`mes. (11) montre donc cette implication.
(17) D’apre`s C21, C12 et C20, si A⇔ B est un the´ore`me, il en est de meˆme de (non A)⇔
(non B).
(18) En remplac¸ant dans (16) A, B et C par non A, non B et non C respectivement, et
en utilisant (17), (12), (2) et (4), on montre le the´ore`me
(A ou (B et C))⇔ ((A ou B) et (A ou C)).
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(19) D’apre`s (18) et (4), (A et B) ou ((non A) et (non B)) est e´quivalente a´(
(A ou non A) et (B ou non A)
)
et
(
(A ou non B) et (B ou non B)
)
. D’apre`s C10,
C25 et (4), cette dernie`re relation est e´quivalente a´ (B ou non A) et (A ou non B) qui
a` son tour e´quivalente a´ A⇔ B. D’ou` la 5 e`me relation de l’ex. 1) est un the´ore`me.
D’apre`s (7), (non A⇒ B)⇔ (A ou B) est un the´ore`me. Donc, d’apre`s (4),
((non A)⇔ B)⇔
(
(A ou B) et ((non A) ou (non B))
)
.
Donc
(non ((non A)⇔ B))⇔ (non (A ou B) ou (A et B)).
D’apre`s (12), (2) et (17), ((non A) et (non B)) ⇔ non (A ou B). En se servant de
(7) et du 5 e`me the´ore`me de l’ex. 1) on montre que la 6 e`me relation de l’ex. 1) est un
the´ore`me.
Maintenant on montre que les quatre premie`res relations de l’ex. 1) sont des the´ore`mes.
(20) B ⇒ A est identique a´ (non B) ou A. On utilise C7.
(21) On utilise C14 deux fois.
(22) (non A)⇒ B est identique a´ (non non A) ou B. On utilise C11 et S2.
(23) D’apre`s (12), (10), (2) et (17), non (A⇒ B)⇔ (A et (non B)) est un the´ore`me. On
utilise ensuite (7), (14), (18), C10 et (5).
2) D’abord la relation A ⇒ (non A) n’est autre que “(non A) ou (non A)”, qui est
e´quivalente d’apre`s (10) a´ non A. D’apre`s (12) et (7), la relation (non A) ⇒ A est e´qui-
valente a´ “A ou A”. Or celle-ci est e´quivalente d’apre`s (10) a´ A. On conclut en utilisant
C21.
3) a) On le montre par re´currence sur n. Cas n = 2 : D’apre`s C14, (non A1)⇒ A2 est
un the´ore`me. D’apre`s (1), (A1 ou non A1) ⇒ (A1 ou A2) est aussi un the´ore`me. D’apre`s
C10, il en est de meˆme deA1 ou A2. Soient T
′ (resp. T ′′) la the´orie obtenue en adjoignant
a´ T les axiomes non A1, non A2, . . ., non An−1 (resp. non A1). Supposons que An est un
the´ore`me dans T ′. Par hypothe`se de re´currence A2 ou . . . ou An est un the´ore`me dans
T ′′. D’apre`s le cas ou` n = 2, A1 ou . . . ou An est un the´ore`me dans T .
b) est imme´diat par application de (11).
4) e´vident.
5) D’abord soit T une the´orie logique contradictoire. Soit A une relation telle que A,
non A sont des the´ore`mes. Donc toute relation B de T est un the´ore`me. En effet, d’apre`s
S2, (non A)⇒ (A⇒ B) est un the´ore`me.
Maintenant on montre l’ex. 5). Soit T ′ (resp. T ′′) la the´orie dont les signes et les
sche´mas sont ceux de T , et les axiomes explicites sont A1, A2, . . ., An−1 (resp. A1, A2,
. . ., An−1, (non An)). D’apre`s l’ex. 1), §2, pour que An ne soit pas inde´pendant des autres
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axiomes de T il faut et il suffit que An soit un the´ore`me de T
′. Si T ′′ est contradictoire,
An est un the´ore`me de T
′′, donc, d’apre`s, C14, (11) et C10, An est un the´ore`me T
′.
Finalement, si An est un the´ore`me T
′, il est aussi un the´ore`me T ′′ car T ′′ est plus forte
que T ′. Or non An est un the´ore`me T
′′. D’ou` T ′′ est contradictoire.
§4
1) Imme´diat d’apre`s C33.
2) Imme´diat d’apre`s C31.
Comme dans le paragraphe 3 du §4, soit T0 la the´orie sans axiomes explicites qui
posse`de les meˆmes signes que T et les seuls sche´mas S1 a` S5. T est plus forte que T0. Il
suffit donc de montrer les the´ore`mes dans les exercices 3) a` 6) du §4 dans T0.
3) Le premier the´ore`me est imme´diat d’apre`s C30 et C31, le second d’apre`s S5 et C31.
4) D’apre`s S5 et S4, (A ou B) ⇒ (A ou (∃x)B) est un the´ore`me. Le premier the´o-
re`me est donc imme´diat d’apre`s C31 et C33. On montre le second the´ore`me soit directement
comme pour le premier, soit en utilisant ce dernier et C12, C29, C28, (2), (17) respective-
ment.
5) Imme´diat d’apre`s C32 et C31.
6) Le premier the´ore`me est imme´diat d’apre`s C21 et C31, le second d’apre`s le premier
the´ore`me et C12.
7) D’apre`s l’ex. 6), pour montrer le premier the´ore`me il suffit de montrer la premie`re
implication, or celle-ci est imme´diate d’apre`s (13) et C31. Le second the´ore`me est imme´diat
en utilisant le premier et (17). Le cas particulier de´coule de C7.
8) On montre le premier the´ore`me par C14. Soit T ′ la the´orie obtenue en adjoignant
(T | x)R aux axiomes. D’apre`s CS6 et C20, (T | x)(A et R) est un the´ore`me dans T ′.
D’apre`s S5, (∃x)(A et R) est aussi un the´ore`me dans T ′. Le deuxie`me de´coule du premier
en utilisant C12, CS5 et (12).
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§5
1) Plus ge´ne´ralement, soient T un terme et x une lettre ne figurant pas dans T . La
relation “x = T ” est fonctionnelle en x dans T . D’abord “T = T ” (voir la ge´ne´ralisation
du Th. 1, I, p. 39), donc d’apre`s S5, (∃x)(x = T ) est vraie. Pour voir que la relation
“x = T ” est univoque en x il suffit d’utiliser la ge´ne´ralisation du Th. 3, I, p. 40.
2) Plus ge´ne´ralement, soient R une relation, T un terme et x une lettre ne figurant
pas dans T . On a (∃x)(x = T et R), (T | x)R sont e´quivalentes dans T . D’apre`s l’ex. 1)
et C47, (∃x)(x = T et R) est e´quivalente a` (τx(x = T ) | x)R. D’apre`s C46, (x = T ) ⇔
(x = τx(x = T )) est un the´ore`me (dans la premie`re partie de C46 et de C47 la condition
“x n’est pas une constante” n’est pas ne´cessaire). Comme dans la de´monstration de l’ex.
1), (∃x)(x = T ) est vraie, or ce n’est que τx(x = T ) = T . D’apre`s S6, (τx(x = T ) | x)R,
(T | x)R sont e´quivalentes.
3) D’apre`s C14, S ⇒ (∃x)S est un the´ore`me de T . D’apre`s C3 et CS5, (T | y)S ⇒ (T |
y)(∃x)R. D’apre`s CS9, (T | y)(∃x)R est identique a´ (∃x)(T | y)R. Donc (∃x)(T | y)R
est un the´ore`me de T .
Soient z et z′ deux lettres distinctes entre elles, distinctes de x, de y et ne figurant pas
dans R ni dans T (donc non plus dans (T | y)R). D’apre`s C14,
S ⇒ (∀z)(∀z′)((z | x)R et (z′ | x)R⇒ (z = z′))
est un the´ore`me de T . De meˆme, d’apre`s C3, CS5, CS9 et CS2,
(T | y)S ⇒ (∀z)(∀z′)((z | x)(T | y)R et (z′ | x)(T | y)R⇒ (z = z′))
est un the´ore`me de T .
Remarque. Soient T un terme et x une lettre ne figurant pas dans T . On prend y une
lettre distincte de x, n’est pas une constante et ne figurant pas dans T . Soient R la relation
“x = y” et S la relation “y = T ”. L’application de l’ex. 3) donne notre ge´ne´ralisation de
l’ex. 1).
4) D’apre`s C31, (∃x)S est vraie. Soient y et z deux lettres distinctes entre elles, dis-
tinctes de x, distinctes des constantes et ne figurant pas dans R ni dans S. D’apre`s C3 et
CS7, (y | x)R⇔ (y | x)S, (z | x)R⇔ (z | x)S sont des the´ore`mes.
D’apre`s (4), (y | x)R et (z | x)R, (y | x)S et (z | x)S sont e´quivalentes. D’apre`s C21,(
(y | x)S et (z | x)S
)
⇒
(
(y | x)R et (z | x)R
)
est un the´ore`me. D’apre`s C30 et C6,(
(y | x)S et (z | x)S
)
⇒ (y = z).
On finit en utilisant C27.
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5) D’abord soient x une lettre, R une relation fonctionnelle en x et x′ une lettre ne
figurant pas dans R. D’apre`s CS1 et CS8, (x′ | x)R est fonctionnelle en x′.
Donc on peut supposer que x n’est pas une constante quitte a` conside´rer une lettre
x′ qui n’est pas une constante et ne figurant pas dans R et dans S (et dans T en ce
qui concerne les deux derniers the´ore`mes) (on utilise CS8, CS6 et CS5). Par exemple la
premie`re relation est identique a´(
non (∃x′)((x′ | x)R et (x′ | x)S)
)
⇔ (∃x′)
(
(x′ | x)R et (non (x′ | x)S)
)
.
Le premier the´ore`me est imme´diat en utilisant C47, (12) et CS5.
Le second the´ore`me est imme´diat en utilisant C47, CS6 et (8).
Le dernier the´ore`me est imme´diat en utilisant C47, CS5 et (2).
6) Soient x et y deux lettres distinctes, R une relation ou` figurent x et y, A la relation
(∃x)R ⇒ R. La relation (y | x)A est identique a´ (∃x)R ⇒ (y | x)R (CS5). Supposons
que (y | x)A est de la forme (∃z)R′ ⇒ R′. Si B et C deux relations, les assemblages
ante´ce´dents a` ∨BC sont B et C (voir I, p. 46). DoncR′ est identique a´ (y | x)R et (∃z)R′
est identique a´ (∃x)R. Si z est identique a´ x, on aurait (∃x)R est identique a´ (y | x)R.
Donc ((∃x)R)∗ et ((y | x)R)∗ aurait la meˆme longeur que R∗. Par conse´quent τx(R) est
identique a´ y. D’ou` z est distincte de x. Puisque z ne figure pas dans (∃z)(y | x)R qui est
identique a` (∃x)R, elle ne figure non plus dans R. Donc (∃x)R est identique a´ (y | x)R
et on a vu que cela n’est pas possible. On conclut que (y | x)A ne peut eˆtre de la forme
(∃z)R′ ⇒ R′.
7) La me´thode est la meˆme que celle de 6). Soient x et y deux lettres distinctes, R une
relation ou` figurent x et y, S une relation quelconque, A la relation (R⇔ S)⇒ (τx(R) =
τx(S)). La relation (y | x)A est identique a´ ((y | x)R ⇔ (y | x)S) ⇒ (τx(R) = τx(S))
(CS5 et CS7). Supposons que (y | x)A est de la forme (R′ ⇔ S′) ⇒ (τz(R
′) = τz(S
′)).
Donc R′, S′, τz(R
′), τz(S
′) sont identiques respectivement a´ (y | x)R, (y | x)S, τx(R),
τx(S). Puisque τz((y | x)R) est identique a` τx(R) et x figure dansR et non dans (y | x)R,
x est distincte de z. Puisque z ne figure pas dans τz((y | x)R), elle ne figure non plus
dans R ni donc dans (y | x)R. D’ou` (y | x)A ne peut eˆtre de la forme (R′ ⇔ S′) ⇒
(τz(R
′) = τz(S
′)).
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Solutions de quelques exercices du
chapitre II (The´orie des ensembles)
§1
1) L’implication “⇒” est imme´diate par application de S6 a´ la relation “z ∈ X”.
L’implication “⇐”. On utilise la me´thode de l’hypothe`se auxiliaire (C14, I, p. 27).
D’apre`s C31, ({x} | X)(x ∈ X ⇒ y ∈ X) est un the´ore`me, or cette relation est identique
a` “x ∈ {x} ⇒ y ∈ {x}”. Or “z ∈ {x} ⇔ z = x” est aussi un the´ore`me. Puisque “x = x” est
vraie, il en est de meˆme de “x ∈ {x}” et “y = x”.
2) On a vu que (∀x)(x /∈ X) ⇔ X = ∅ est vraie (II, p. 6). Donc si x une lettre ne
figurant pas dans un T , alors (∀x)(x /∈ T ) ⇔ T = ∅ est aussi vraie, or cette dernie`re
relation est e´quivalente a` e´quivalente a` (∃x)(x ∈ T )⇔ T 6= ∅. Puisque x ∈ {x} est vraie
(voir 1)), vraie.
D’apre`s C28 et C31, ((∃x)(∃y)(x 6= y)) ⇔ (non (∀x)(∀y)(x = y)) est un the´ore`me.
Puisque les deux implications ((∀x)(∀y)(x = y)) ⇒ (∀y)({x} = y) et (∀y)({x} = y) ⇒
{x} = ∅ sont vraies et d’apre`s C12, {x} 6= ∅⇒ ((∃x)(∃y)(x 6= y)) est aussi vraies.
3) Imme´diate en utilisant que si A et B deux parties d’un ensemble X, les deux
relations suivantes sont vraies : A = ∁X(∁XA), A ⊂ B ⇔ ∁XB ⊂ ∁XA (II, p. 6).
4) L’implication “⇐” est imme´diate par application de C14, C18 et S6.
L’implication “⇒”. Supposons que X ⊂ {x} et X 6= ∅ sont vraies. On a (∀z)(z ∈ X ⇒
z = x) est un the´ore`me. Puisque X 6= ∅ il existe un ensemble T tel que T ∈ X . Donc
T = x est vraie et par S6, x ∈ X est de meˆme. Or x ∈ X est e´quivalente a´ {x} ⊂ X (II,
p. 6). D’apre`s l’axiome d’extensionalite´ {x} = X est vraie. On termine en utilisant C14 et
le fait que si A et B deux relations alors (non A)⇒ B et (A ou B) sont e´quivalentes.
5) On a (∃x)(x ∈ X) et identique a´ τx(x ∈ X) ∈ X , donc (∀x)(x /∈ X) est e´quivalente
a` τx(x ∈ X) /∈ X . On conclut par application de C27 et S7.
6) D’abord soit T une the´orie e´galitaire dans laquelle figure le signe ∈. On commence
par quelque conside´rations utiles.
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(a) D’apre`s CS5 la relation x ⊂ y est l’assemblage
¬¬ ∨ ¬ ∈ τ ¬ ∨ ¬ ∈ x ∈  y︸ ︷︷ ︸ x ∈ τ ¬ ∨ ¬ ∈ x ∈  y︸ ︷︷ ︸ y
ou` dans la relation entre acolade il ya deux liens entre τ et les deux carre´s.
(b) Soient x et y deux lettres distinctes entre elles. La relation A1 est identique a`
(∀x)(∀y)((x ⊂ y et y ⊂ x)⇒ x = y).
Pour le voir on distingue 6 cas :
– l’un des x et y coincide avec x et l’autre avec y. Soit z une lettre distincte de x
et de y. D’apre`s CS8, A1 est identique a` (∀x)(∀z)((x ⊂ z et z ⊂ x) ⇒ x = z).
Donc d’apre`s CS8 et CS9, A1 est identique a` (∀y)(∀z)((y ⊂ z et z ⊂ y)⇒ y = z).
Enfin d’apre`s CS8, A1 est identique a` (∀y)(∀x)((y ⊂ x et x ⊂ y) ⇒ y = x). Les
justifications dans les cas suivants se font de meˆme.
– x et y sont distinctes de x et y.
– y coincide avec y et x est distincte de x et de y.
– x coincide avec x et y est distincte de x et de y.
– x coincide avec y et y est distincte de x et de y.
– y coincide avec x et x est distincte de x et de y.
(c) Relations collectivisantes dans T . Soient R une relation, x une lettre. Soit y
une lettre distincte de x et ne figurant pas dans R. D’apre`s CS8 et CS9, la relation
(∃y)(∀x)((x ∈ y)⇔ R) est inde´pendente du choix de y (distincte de x et ne figurant
pas dans R). On la de´signe par CollxR. D’apre`s CS9, la relation CollxR est identique
a` (∀x)((x ∈ τy(S)) ⇔ R) ou` S de´signe la relation (∀x)((x ∈ y)⇔ R). D’apre`s CS3
et CS9, τy(S) est inde´pendente du choix de y (distincte de x et ne figurant pas dans
R). On la de´signe par {x | R} (inde´pendente de x). On dit que R est collectivisante en
x lorsque CollxR est un the´ore`me. Inversement, supposons que (∀x)((x ∈ T ) ⇔ R)
est un the´ore`me pour un certain ensemble T ne contenant pas x. D’apre`s CS9 et S5,
R est collectivisante en x.
Soient x une lettre, R une relation collectivisante en x, et x′ une lettre distincte de x
et ne figurant pas dansR. Soit y une lettre distincte de x, de x′ et ne figurant pas dans
R. D’apre`s CS8, (∀x)((x ∈ y) ⇔ R) est identique a´ (∀x′)((x′ ∈ y) ⇔ (x′ | x)R).
Donc (∃y)(∀x)((x ∈ y) ⇔ R) est identique a` (∃y)(∀x′)((x′ ∈ y) ⇔ (x′ | x)R).
(x′ | x)R est enfin collectivisante en x′ et {x′ | (x′ | x)R} est {x | R}.
Soit T un terme. Soit R la relation “z ∈ T ” ou` z est une lettre ne figurant pas dans T .
D’apre`s C8 et C20, z ∈ T ⇔ z ∈ T est vraie. Donc par C27 et CS8, (∀z)(z ∈ T ⇔ z ∈
T ) est vraie (on peut supposer que z n’est pas une constante). Soit x une lettre distincte
de z et ne figurant pas dans T . D’apre`s S5, (∃x)(∀z)(z ∈ x⇔ z ∈ T ) est vraie. Donc
la relation R est collectivisante en z et {z | R} est τx((∀z)(z ∈ x⇔ z ∈ T )).
(d) Soit T un terme. Soient x et z deux lettres distinctes entre elles et ne figurant pas
dans T (*). D’apre`s CS3, CS8 et CS9, τx((∀z)(z ∈ x⇔ z ∈ T )) est inde´pendante du
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choix de x et de z (en effet, soient x′ et z′ deux lettres ve´rifiant les meˆme conditions
que x et z, on le voit en distinguant deux cas : x et x′ sont identiques, et le cas ou` elles
sont distinctes). Donc, d’apre`s C26 et C30, dire que la relation A1′ est vraie revient
au meˆme de dire que pour tout terme T , T = τx((∀z)(z ∈ x⇔ z ∈ T )) est vraie ou`
x et z sont deux lettres comme dans (*) ; ou bien de dire que tout terme est e´gal a`
“l’ensemble” de ses e´le´ments.
Maintenant soit T une the´orie e´galitaire dans laquelle figure le signe ∈ et ayant A1′
comme axiome. Soient x et y deux lettres distinctes entre elles. on a y = τx((∀z)(z ∈
x⇔ z ∈ y)) ou` z est une lettre distincte de x et de y. D’apre`s C32, C27, CS8 et CS9,
(∀x)
(
(∀z)(z ∈ x⇔ z ∈ y)⇔ (x ⊂ y et y ⊂ x)
)
est vraie (on peut supposer que x n’est pas une constante).
D’apre`s S7, τx((∀z)(z ∈ x ⇔ z ∈ y)) = τx(x ⊂ y et y ⊂ x) est vraie. Supposons
que x et y ne sont pas des constantes et “x ⊂ y et y ⊂ x” est vraie. Montrons que
celle-ci est univoque en x (i.e. fonctionelle en x). Soient x′ et x′′ deux lettres distinctes
entre elles et distinctes de x, de y et des constantes. Supposons que (x′ ⊂ y et y ⊂ x′)
et (x′′ ⊂ y et y ⊂ x′′) sont vraies. D’apre`s S2, S3, C27 et S6, τy(x
′ ⊂ y et y ⊂ x′) =
τy(x
′′ ⊂ y et y ⊂ x′′) est vraie. D’apre`s A1′, x′ = x′′ est vraie. On conclut par C45 que
x = y est vraie. Finalement on utilise C14 et C27.
§2
1) La premie`re e´quivalence se de´montre de la meˆme fac¸on que dans II, pp. 7, 8, en
utilisant la ge´ne´ralisation de l’ex. 2), Chap.1, §5 (I, p. 49).
Soient A{x,y}, B and C des assemblages ou` x et y sont deux lettres. D’apre`s CS5,
(¬A){B,C} est identique a` ¬A{B,C} (voir E I.16).
Par application de la premie`re e´quivalence a` la relation non R{x,y} on a(
non (∀x)(∀y)R{x,y}
)
⇔
(
non (∀z)
(
(z est un couple)⇒ R{pr1 z, pr2 z}
))
est un the´ore`me. Donc la deuxie`me e´quivalence est vraie (on utilise C28, C31, C23, C24 et
le crite`re de substitution pre´ce´dent).
§3
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2) La premie`re implication est de´ja` de´montre´e, cf. II, p. 12. La deuxie`me de´coule imme´-
diatement du fait que G−1〈A〉 ⊂ pr2G
−1 = pr1G pour tout ensemble A (pour l’inclusion
cf. II, p. 10).
3) ⇒. Soit (h, h′) ∈ H . On a h ∈ pr1H ⊂ pr1G. Donc (h, g) ∈ G pour un certain
ensemble g. Alors (g, h) ∈ G−1 et par suite (h, h′) ∈ H ◦G−1 ◦G.
⇐. Soit (h, h′) ∈ H . Donc (h, h′) ∈ H ◦ G−1 ◦ G. Alors (h, g) ∈ G pour un certain
ensemble g et par suite h ∈ pr1G.
4) Soit R{x,y} une relation, x et y e´tant des lettres distinctes. Soit T un ensemble,
ou` ne figurent ni x ni y, tel que R⇒ ((x,y) ∈ T ) soit vraie. Soient G le graphe de R et
z une lettre distincte de x, y et ne figurant pas ni dans R ni dans T . On a z 6∈ G⇔ (z 6∈
T ou non S) pour une certaine relation S. D’apre`s S2, l’implication T = ∅⇒ G = ∅ est
vraie.
Maintenant soit G un graphe. D’apre`s la dernie`re conside´ration et II, p. 8, Prop. 3 :
– ∅−1 = ∅.
– ∅ ◦G = G ◦∅ = ∅.
L’implication G = ∅ ⇒ G−1 ◦ G = ∅ de´coule de la premie`re partie et du fait que si
G1, G2, G
′ trois graphes, l’implication G1 = G2 ⇒ G
′ ◦G1 = G
′ ◦G2 est vraie.
L’implication G 6= ∅⇒ G−1 ◦G 6= ∅ de´coule du fait que si x ∈ G, (x, x) ∈ G−1 ◦G.
7) ⇒. Supposons que G est fonctionnel et soient X un ensemble et x ∈ G〈G−1〈X〉〉.
Donc (y, x) ∈ G pour un certain y ∈ G−1〈X〉. On a (y, z) ∈ G pour un certain z ∈ X .
Puisque G est fonctionnel, x = z. D’ou` x ∈ X .
⇐. Soient x, y, z trois ensembles tels que (y, x) ∈ G, (y, z) ∈ G. On a y ∈ G−1〈{z}〉,
donc x ∈ G〈G−1〈{z}〉〉 ⊂ {z}. D’ou` x = z.
8) Soient G et G′ les graphes de Γ et Γ′ respectivement. Montrons que Γ et Γ′ sont des
applications. Soit (x, y) ∈ G. Donc y ∈ Γ(x) (Γ(x) est la coupe de Γ suivant x : Γ({x})).
Ce qui entraˆıne que Γ′(y) ⊂ Γ′(Γ(x)) = {x} (cf. II, p. 10, Prop. 2). Puisque Γ(Γ′(y)) = {y},
on a Γ′(y) 6= ∅. Donc Γ′(y) = {x} (cf. II, p. 49, §1, exerc. 4). Si en plus on a (x, y′) ∈ G,
on aurra y′ ∈ Γ(Γ′(y)) = {y}. Alors y = y′ et G est fonctionnel. Soit x ∈ A. Par hypothe`se
Γ(x) 6= ∅. Donc pr1G = A. Finalement, Γ est une application et par symme´trie Γ
′ est de
meˆme ; et par hypothe`se, Γ′(Γ(x)) = x pour tout x ∈ A et Γ(Γ′(y)) = y pour tout y ∈ B
(cf. II, p. 18, Corollaire).
9) D’apre`s, Prop. 8, II, p. 18, l’application g est injective et surjective donc bijective.
Alors f , g et h sont des bijections.
11) L’erreur est “f(∅) = ∅”. On a vu (II, p. 10) que “f〈∅〉 = ∅”. L’erreur provient de
la confusion de f(∅) avec f〈∅〉 (cf. II, p. 14, Remarque).
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§4
1) Si X un ensemble, on a G〈X〉 = G〈X ∩pr1G〉. Donc l’implication a)⇒ b) est un cas
particulier de Comple´ments au Chapitre 2, Prop. 26 (3). L’implication b)⇒ c) est e´vidente
puisque G−1〈∅〉 = ∅ (cf. II, p. 10). L’implication c)⇒ a). Soient (x, y) ∈ G et (x, y′) ∈ G.
Donc x ∈ G−1({y}) ∩G−1({y′}). Alors {y} ∩ {y′} 6= ∅, c’est-a`-dire y = y′.
8) a) D’abord on a E =
⋃
i∈I
Xi et on doit supposer que chacun des Yk est non vide. Pour
montrer la proprie´te´ e´nonce´e dans a), soient k ∈ K et x ∈ Yk. Donc il existe i ∈ I tel que
x ∈ Xi. Par hypothe`se, Xi ⊂ Yk′ pour un certain k
′ ∈ K. On a k′ = k car sinon on aurait
x ∈ Yk ∩ Yk′ = ∅. Donc Xi ⊂ Yk′ = Yk.
b) Il suffit de prendre E = {1, 2}, R = {E} et S = {{1}, E}.
c) Il suffit de prendre E = {1, 2, 3, 4}, R = {{1}, {3}, {2, 4}} et S = {{1, 2}, {3, 4}}.
§5
1) C’est e´vident puisque X ∈ P(X).
2) On propose de de´montrer le re´sultat plus ge´ne´rale suivant : Soient (E,≤) un ensemble
ordonne´ et f : E → E une application croissante. Supposons que la borne infe´rieure de
l’ensemble A des z ∈ E tels que f(z) ≤ z existe, on la note par v, et supposons que la
borne supe´rieure de l’ensemble B des z ∈ E tels que z ≤ f(z) existe, on la note par w. On
a f(v) = v et f(w) = w, et que pour tout z ∈ E tel que f(z) = z, on a v ≤ z ≤ w.
On a f(v) ≤ f(z) ≤ z pour tout z ∈ A (car f est croissante). Donc f(v) est un minorant
de A et par suite f(v) ≤ v, c’est-a`-dire, f(z) ∈ A. D’ou` f(v) est le plus petit e´le´ment de
A et finalement f(v) = v (cf. III, p. 10). La seconde e´galite´ de´coule de la premie`re en
conside´rant l’ordre oppose´ sur E. La dernie`re assertion est triviale.
Remarque. Apre`s la re´daction de cette solution, j’ai trouve´ que la ge´ne´ralisation que
j’ai propose´e ge´ne´ralise aussi une partie du the´ore`me de Knaster-Tarski [15, Theorem 1
(Lattice Theoretical Fixpoint Theorem)]. Dans cet article A. tarski conside`re le cas ou` E
est un ensemble re´ticule´ acheve´ (cf. [1] ou [2, l’exerc. 11 de III, p. 71]), et montre que
l’ensemble des points fixes P = {z ∈ E | f(z) = z} est non vide en montrant que u et
v de´finis comme ci-dessus appartiennent a` P , et P est aussi un ensemble re´ticule´ acheve´.
Pour de´monter cette dernie`re proposition, soit Y une partie non vide de P . Puisque f est
croissante, alors supE Y ≤ f(supE Y ). Donc [supE Y, 1] est stable par f . En outre, si S une
partie de E est re´ticule´e acheve´e munie de l’ordre induit et stable par f , alors P ∩S et non
vide et admet un plus petit e´le´ment et un plus grand e´le´ment (on conside`re l’application
induite fS : S → S). En appliquant cela a` l’intervalle S = [supE Y, 1], on trouve que le plus
petit e´le´ment de P ∩ S est bien la borne supe´rieure de Y dans P .
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3) C’est e´vident d’apre`s II, p. 32, De´finition 1.
4) Soit f : A → P(B) une application. Il est clair qu’il existe G ∈ P(A × B) unique
tel que f(x) = G〈{x}〉, pour tout x ∈ A. Pour l’existence on prend G =
⋃
x∈A
({x} × f(x)).
Donc on a une bijection de P(A × B) sur F (A;P(B)) (l’ensemble des applications de A
dans P(B)) qui s’identifie a` (P(B))A.
5) Soit (Xi)1≤i≤n une famille finie d’ensembles. D’apre`s la prop. 8 de II, p. 35,⋂
H∈Fk
PH =
⋂
H∈Fk
(
⋃
i∈H
Xi) =
⋃
f∈I
(
⋂
H∈Fk
Xf(H))
ou` I =
∏
H∈Fk
H . On a
⋃
H∈Fk
H = [1, n]. Les e´le´ments de I sont les graphes fonctionnels
f = (f(H))H∈Fk contenus dans Fk × [1, n] tels que f(H) ∈ H .
Si k ≤ 1
2
(n + 1). Soit x ∈
⋃
f∈I
(
⋂
H∈Fk
Xf(H)). Donc il existe f ∈ I tel que x ∈
⋂
H∈Fk
Xf(H).
On a pr2 f a au moins k e´le´ments. En effet, si pr2 f avait l e´le´ments avec l < k, l’ensemble
[1, n] − pr2 f aurait n − l e´le´ments avec k ≤ n − l, car k − 1 ≤ n − k < n − l. Donc il
existerait H ∈ Fk tel que H ⊂ [1, n] − pr2 f . Alors f(H) ∈ H ∩ pr2 f , ce qui serait une
contradiction. D’ou` x ∈
⋃
H∈Fk
QH =
⋃
H∈Fk
(
⋂
i∈H
Xi).
Si k ≥ 1
2
(n + 1). Soit x ∈
⋃
H∈Fk
QH . Donc il existe H
′ ∈ Fk tel que x ∈ QH′. Pour tout
H ∈ Fk, H∩H
′ 6= ∅, car 2k ≥ n+1. D’apre`s l’axiome de choix on a ∅ 6=
∏
H∈Fk
(H∩H ′) ⊂ I.
Soit f ∈
∏
H∈Fk
(H ∩H ′). Donc x ∈ QH′ =
⋂
i∈H′
Xi ⊂
⋂
H∈Fk
Xf(H). D’ou` x ∈
⋃
f∈I
(
⋂
H∈Fk
Xf(H)).
§6
1) Soient G un graphe et E un ensemble. D’abord si pr1G = pr2G = E (resp. pr1G ⊂ E
et pr2G ⊂ E) et ∆E ⊂ G, alors G ⊂ G ◦G et les relations suivantes sont e´quivalentes :
i) G ◦G = G et G−1 = G ;
ii) G ◦G−1 ◦G = G ;
iii) G ◦G−1 ◦G ⊂ G.
En effet, G ⊂ G ◦ G est vraie car si (x, y) ∈ G, alors (y, y) ∈ ∆E ⊂ G et par suite
(x, y) ∈ G ◦G. Les relations ii) et iii) sont e´quivalentes d’apre`s II, p. 50, §3, exerc. 3.
i)⇒ ii). On a G ◦G−1 ◦G = G ◦G ◦G = G ◦G = G.
iii)⇒ i). G◦G ⊂ G : Soit (x, y) ∈ G◦G. Donc il existe un ensemble z tel que (x, z) ∈ G
et (z, y) ∈ G. Alors (z, z) ∈ ∆E ⊂ G et par suite (x, y) ∈ G ◦G
−1 ◦G ⊂ G.
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G−1 = G : Soit (x, y) ∈ G. Donc (y, y) ∈ ∆E ⊂ G et (y, x) ∈ G
−1 et (x, x) ∈ ∆E ⊂ G.
Par suite (y, x) ∈ G ◦G−1 ◦G ⊂ G.
Donc, d’apre`s II, p. 41, Prop. 1, pour que G soit le graphe d’une e´quivalence dans E, il
faut et il suffit qu’une des conditions suivantes soit vraie :
(a) pr1G = pr2G = E (ou bien pr1G ⊂ E et pr2G ⊂ E), ∆E ⊂ G, G ◦ G = G (ou bien
G ◦G ⊂ G) et G−1 = G ;
(b) pr1G = pr2G = E (ou bien pr1G ⊂ E et pr2G ⊂ E), ∆E ⊂ G, G ◦ G
−1 ◦G = G (ou
bien G ◦G−1 ◦G ⊂ G).
Noter que pour que G soit le graphe d’une e´quivalence dans E, il faut et il suffit que G
soit le graphe d’une relation e´quivalence dans E.
2) Soit G un graphe. On a pr1(G
−1◦G) = pr2(G
−1◦G) = pr1G et (G
−1◦G)−1 = G−1◦G.
Maintenant supposons que G ◦G−1 ◦G = G. Donc G−1 ◦G est le graphe d’une e´quivalence
dans pr1G car G
−1 ◦G ◦G−1 ◦G = G−1 ◦G (cf. la condition (a) e´nonce´e dans la solution
de l’exercice 1). De meˆme on montre l’autre relation.
3) De´signons cette application par f . Il suffit de de´composer canoniquement f (II, p.
44) en notant que f〈P(E)〉 = P(A).
4) Soit G le graphe d’une e´quivalence dans un ensemble E. Supposons que A est un
graphe tel que A ⊂ G et pr1A = E. On a G◦A ⊂ G car A ⊂ G et G◦G = G. Inversement,
soit (x, y) ∈ G. Donc x ∈ pr1G = E = pr1A et par suite il existe ensemble z tel que
(x, z) ∈ A. Donc (z, x) ∈ G et (z, y) ∈ G ◦G = G. Enfin (x, y) ∈ G ◦ A. Soit B un graphe
quelconque. (G∩B) ◦A est contenu dans G ◦A = G et dans B ◦A donc dans G∩ (B ◦A).
Inversement, soit (x, y) ∈ G ∩ (B ◦ A). Donc (x, y) ∈ G et il existe un ensemble z tel
que (x, z) ∈ A et (z, y) ∈ B. Puisque G ◦ G = G et G−1 = G, alors (z, y) ∈ G. Enfin
(x, y) ∈ (G ∩B) ◦ A. De meˆme on montre le cas respective.
5) Soit (Gi)i∈I une famille de graphes d’e´quivalence dans un ensemble E. Il est facile
de ve´rifier que pr1(
⋂
i∈I
Gi) ⊂ E, pr2(
⋂
i∈I
Gi) ⊂ E, ∆E ⊂
⋂
i∈I
Gi, (
⋂
i∈I
Gi) ◦ (
⋂
i∈I
Gi) ⊂
⋂
i∈I
Gi et
(
⋂
i∈I
Gi)
−1 =
⋂
i∈I
Gi. D’ou` la premie`re partie (cf. la condition (a) e´nonce´e dans la solution
de l’exercice 1). La re´union de la famille (Gi)i∈I ve´rifie tous les conditions ve´rifie´es pour
l’intersection sauf (
⋃
i∈I
Gi) ◦ (
⋃
i∈I
Gi) ⊂
⋃
i∈I
Gi. Pour le contre exemple, soit E = {1, 2, 3}, R
et S les relations d’e´quivalence associe´es aux partitions {{1, 2}, {3}} et {{1}, {2, 3}} de E
respectivement, et G et H leur graphes respectives. On a (1, 2) ∈ G et (2, 3) ∈ H . Donc
(1, 3) ∈ (G ∪H) ◦ (G ∪H). Or G = {(1, 2), (2, 1), (3, 3)} et H = {(1, 1), (2, 3), (3, 2)}. Par
suite (1, 3) 6∈ G ∪H .
6) Soient G et H les graphes de deux e´quivalences dans un ensemble E. On a pr1(G ◦
H) = H−1〈pr1G〉 = H
−1〈E〉 = E et pr2(G ◦H) = G〈pr2H〉 = G〈E〉 = E (cf. II, p. 12).
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Soit (x, y) ∈ G ◦ H . Donc il existe un ensemble z tel que (x, z) ∈ H et (z, y) ∈ G. Alors
(y, z) ∈ G et (z, x) ∈ H et par suite (y, x) ∈ H ◦ G. D’ou` (G ◦ H)−1 = H ◦ G. Ce qui
ache`ve la de´monstration de la premie`re partie (cf. la condition (a) e´nonce´e dans la solution
de l’exercice 1). Soit (Gi)i∈I la famille de graphes d’e´quivalence dans E contenant G et H .
On a G ◦ H ⊂ (
⋂
i∈I
Gi) ◦ (
⋂
i∈I
Gi) ⊂
⋂
i∈I
Gi. D’autre part, G ⊂ G ◦ H et H ⊂ G ◦H , donc⋂
i∈I
Gi ⊂ G ◦H .
7) Soient p l’application canonique de F sur F/R et j l’injection canonique de A dans F .
L’application f est compatible avec les relations S et R (cf. II, p. 44). Soient h l’application
de´duite de f par passage aux quotients suivant S et R et l l’application de´duite de j par
passage aux quotients suivant S et R. Il facile de voir que h est injective. Donc l est aussi
injective. Alors on obtient le diagramme suivant :
E
f //

F
p

A
j
oo

E/S
h //
h′
""F
FF
FF
FF
F
F/R A/RA
l
oo
l′{{vv
vv
vv
vv
v
p〈A〉
OO
ou` h′ et l′ sont les bijections canoniques. D’ou` l′−1 ◦ h′ est une bijection canonique de E/S
sur A/RA.
9) a) On a e´videmment (R{x, y} et R{y, x})⇒ (R{y, x} et R{x, y}). Donc la relation
R{x, y} et R{y, x} est syme´trique. Pour que cette relation soit re´flexive dans un ensemble
E il faut et il suffit que R{x, y} le soit par rapport aux lettres x et y.
b) Soient G le graphe de R{x, y} et z une lettre ne figurant pas dans R{x, y}. En
conside´rant la suite x′i = xn−i pour tout i, on voit que S{x, y} est syme´trique. Supposons
que S{x, y} et S{y, z}. En juxtaposant les deux suites conse´quantes on voit que S{x, z} est
vraie aussi. On a e´videmment S{x, y} est re´flexive dans E. Donc S{x, y} est une relation
d’e´quivalence dans E. Soit G′ sont graphe. En outre G′ =
⋃
n∈N−{0}
Gn ou` Gn = G ◦ Gn−1
avec G1=G. On a (Gn)n∈N−{0} est une famille de parties de G
′ car G′ est le graphe d’une
e´quivalence dans E (cf. la condition (a) e´nonce´e dans la solution de l’exercice 1). Si H est le
graphe d’une e´quivalence dans E contenant G, il contient aussi Gn pour tout n ∈ N− {0}
et par suite G′. D’ou` la dernie`re assertion.
c) Deux e´le´ments de E sont e´quivalents modulo S s’il existe un chemin (peut eˆtre vide)
de l’un vers l’autre. Soit x ∈ E. La composante connexe de x suivant R est l’ensemble des
e´le´ments de E tels qu’il existe un chemin de x vers eux, c’est donc l’ensemble A ∈ F tel
que x ∈ A.
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Solutions de quelques exercices du
chapitre III (Ensembles ordonne´s,
cardinaux, nombres entiers)
§1
1) D’abord R{x, y} ve´rifie les deux premie`res conditions de III, p. 1, car x < y ⇒ x ≤ y.
Soient X et Y deux e´le´ments distincts et comparables de E. Supposons que X ≤ Y . Donc
R{X, Y } est vraie. On a les e´quivalences : (non R{x, x}) ⇔ (x 6∈ E ou x ≮ x) ; x ≮ x ⇔
(x 
 x ou x = x). Donc x < x est fausse et par suite R{x, x} est aussi fausse. Puisque la
relation non (A⇒ B) est e´quivalente a` (A et non B), la relation R{X, Y } ⇒ R{X,X} est
fausse. Or R{x, y} ⇒ R{x, x} implique R{X, Y } ⇒ R{X,X}. D’ou` R{x, y} ⇒ R{x, x}
est fausse et R{x, y} ne ve´rifie pas la troisie`me relation de III, p. 1. Meˆme chose si Y ≤ X .
On conclut a` l’aide de C18 (I, p. 28).
7) Soient E et F deux ensembles ordonne´s tels que F a au moins deux e´le´ments. D’abord
si x et y sont deux e´le´ments comparables de E et f : E → F une application a` la fois
croissante et de´croissante, alors f(x) = f(y) (cf. C18 (I, p. 28)). Donc, si E est connexe,
toute application de E dans F qui est a` la fois croissante et de´croissante est constante.
Supposons que E n’est pas connexe. Donc il existe plus de deux composantes connexes
pour la relation “x et y sont comparables”. Soient x′ et y′ deux e´le´ments distincts de F et
soit C une composante connexe. Soit f l’application qui associe x′ aux e´le´ments de C et y′
aux e´le´ments des autres composantes connexes. Clairement f est croissante et de´croissante
mais pas constante.
8) D’abord, si x ∈ A, on a f(g(f(x))) = f(x), donc f(x) ∈ B. De meˆme si y ∈ B,
g(y) ∈ A. Donc on peut conside´rer les applications f ′ : A → B et g′ : B → A induites de
f et g. On a g′ ◦ f ′ = IdA′ et f
′ ◦ g′ = IdB′ , donc f
′ est une bijection et g′ sa bijection
re´ciproque. En plus, puisque f et g sont croissantes, f ′ et g′ sont aussi croissantes. D’ou` le
re´sultat (cf. III, p. 7).
9) Soient E un ensemble re´ticule´ et (xij) une famille double finie. D’abord, d’apre`s
la prop. 7, III, p. 11, toute partie finie de E admet une borne supe´rieure et une borne
infe´rieure dans E. On a inf
i
xij ≤ xij pour tout couple (i, j). D’apre`s la prop. 6, III, p. 11,
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sup
j
(inf
i
xij) ≤ sup
j
xij pour tout i. Donc sup
j
(inf
i
xij) ≤ inf
i
(sup
j
xij) par la de´finition de la
borne infe´rieure.
10) Soient E et F deux ensembles re´ticule´s et f : E → F une application. Supposons
que f est croissante et soient x, y ∈ E. On a f(inf(x, y)) ≤ f(x) et f(inf(x, y)) ≤ f(y).
Donc f(inf(x, y)) ≤ inf(f(x), f(y)).
Maintenant, supposons que, pour tout x, y ∈ E, f(inf(x, y)) ≤ inf(f(x), f(y)) et soient
x′, y′ ∈ E tels que x′ ≤ y′. Donc inf(x′, y′) = x′ et f(x′) ≤ inf(f(x′), f(y′)). Enfin f(x′) ≤
f(y′).
Soit f l’application croissante de N×N (re´ticule´) dans N (re´ticule´) telle que f((m,n)) =
m+ n pour tout (m,n) ∈ N× N. Soient x = (0, 1) et y = (1, 0). On a inf(x, y) = (0, 0) et
f(x) = f(y) = 1. Donc f(inf(x, y)) = 0 < 1 = inf(f(x), f(y)).
§2
3) Soit E un ensemble ordonne´. Comme c’est indique´ on prend B la re´union des parties
de E n’ayant pas de plus petit e´le´ment (peut eˆtre vide). Soit A le comple´mentaire de B
par rapport a` E. Donc A est bien ordonne´ car s’il existait une partie non vide A′ de A
n’admettant pas un plus petit e´le´ment, on aurait A′ ⊂ A∩B = ∅. Par de´finition B n’admet
pas de plus petit e´le´ment. Pour l’exemple il suffit de prendre E = Z muni de l’ordre usuel,
A une partie finie de Z et B son comple´mentaire.
4) Plus ge´ne´ralement et avec la meˆme me´thode on peut meˆme monter que dans tout
ensemble ordonne´ E, il existe une partie F bien ordonne´ et cofinale (cf. III, p. 9) a` E.
Soient (E,≤) un ensemble ordonne´ et F l’ensemble des parties bien ordonne´es de E muni
de la relation d’ordre “X ⊂ Y et aucun e´le´ment de Y − X n’est majore´ par un e´le´ment
de X” entre X et Y , que nous notons par X ⊂′ Y . En effet, cette relation est transitive
et antisyme´trique (2e`me relation de III, p. 1). Donc cette relation est une relation d’ordre
entre e´le´ments de F (cf. III, p. 2, Exemple 2, et l’annexe C). Soient X, Y ∈ F tels que
X ⊂′ Y . On a X est un segment de Y pour l’ordre induit par celui de E. En effet, soient
x ∈ X et y ∈ Y tels que y ≤ x. Si y 6∈ X , on aurait y ∈ Y −X , ce qui contredirait y ≤ x.
Montrons que F est inductif. Soit S une partie totalement ordonne´ de F. D’apre`s Prop.
3, III, p. 16,
⋃
X∈S
X est un ensemble bien ordonne´ pour l’ordre induit. Soient Y ∈ S et
x ∈ (
⋃
X∈S
X) − Y . Donc x ∈ X pour un certain X ∈ S. D’apre`s C25 (I, p. 31), Y ⊂′ X .
Par suite x n’est pas majore´ par un e´le´ment de Y . D’ou` Y ⊂′ (
⋃
X∈S
X) et
⋃
X∈S
X est un
majorant de S dans F. D’apre`s le the´ore`me de Zorn (III, p. 20, The´ore`me 2) F posse`de un
e´le´ment maximal M . On a M est cofinale dans E. En effet, soit x ∈ E −M et supposons
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que pour tout y ∈ M , y < x. Donc x est un majorant de M . Par suite M ∪ {x} est bien
ordonne´e (cf. la remarque suivante) et contenant strictement M . D’ou` x est majore´ par un
e´le´ment de M , ce qui donne une contradiction.
Remarque. Soient (E,≤) un ensemble ordonne´, A une partie de E bien ordonne´e et x
un majorant de A n’appartenant pas a` A. Il existe un isomorphisme de l’ensemble ordonne´
obtenu en adjoignant a` A un plus grand e´le´ment x (cf. III, p. 9, Proposition 3) sur la partie
A ∪ {x} de E munie de l’ordre induit. D’apre`s III, p. 16, Exemple 5, A ∪ {x} est bien
ordonne´e.
11) Notons E le produit lexicographique des Ei. D’abord le cas ou` I est l’ensemble vide
est trivial (E = {∅}, cf. II, p. 32). Donc assumons I 6= ∅.
Supposons que E est bien ordonne´. Soient i ∈ I et A une partie non vide de Ei. Soit
xj ∈ Ej pour tout j ∈ I−{i} (a` l’aide de l’axiome de choix). Conside´rons l’ensemble A
′ des
e´le´ments x ∈ E tels que pri x ∈ A et prj x = xj . Donc A
′ admet un plus petit e´le´ment x0.
Notons a0 = pri x0. On a a0 < a pour tout a ∈ A− {a0}. D’ou` a0 est le plus petit e´le´ment
de A et Ei est bien ordonne´. Maintenant, supposons que I est infini. Soient xi, yi ∈ Ei tels
que xi < yi, pour tout i ∈ I (cf. les hypothe`ses). Soient i0 le plus petit e´le´ment de I ; i1
le plus petit e´le´ment de I − {i0} ; i2 le plus petit e´le´ment de I − {i0, i1}, et ainsi de suite.
Donc (in)n∈N est une suite strictement croissante d’e´le´ments de I : i0 < i1 < i2 . . . . Prenons
y0 = (yi)i∈I ∈ E ; y1 ∈ E tel que pri y1 = yi pour tout i ∈ I − {i0} et pri0 y1 = xi0 ; y2 ∈ E
tel que pri y2 = yi pour tout i ∈ I − {i0, i1}, pri0 y2 = xi0 et pri1 y2 = xi1 , et ainsi de suite.
La suite (yn)n∈N est une suite strictement de´croissante d’e´le´ments de E : . . . y2 < y1 < y0.
Or l’image de cette suite admet un plus petit e´le´ment, ce qui entraˆıne une contradiction.
D’ou` I est fini.
Finalement, supposons que les Ei sont bien ordonne´s et I est fini et soit A une partie
non vide de E. En conside´rant la suite strictement croissante (in)n∈N d’e´le´ments de I
de´finie ci-dessus, il existe k ∈ N tel que I = {i0, . . . , ik}. Soient ai0 le plus petit e´le´ment
de pri0 A ⊂ Ei0 ; ai1 le plus petit e´le´ment de pri1 Ai1 ou` Ai1 est l’ensemble des e´le´ments x
de A tels que pri0 x = ai0 ; ai2 le plus petit e´le´ment de pri2 Ai2 ou` Ai2 est l’ensemble des
e´le´ments x de A tels que pri0 x = ai0 et pri1 x = ai1 , et ainsi de suite. On a (ai)i∈I est le
plus petit e´le´ment de A. D’ou` E est bien ordonne´.
12) Soit (Ei)i∈I une famille d’ensembles ordonne´s, dont l’ensemble d’indices I soit to-
talement ordonne´. On muni l’ensemble E =
∏
i∈I
Ei de la relation d’ordre : “x = (xi)i∈I ≤
y = (yi)i∈I” si
x = y ou (x 6= y et {i ∈ I | xi 6= yi} est bien ordonne´ et xi0 < yi0 ou` i0 = inf{i ∈ I | xi 6= yi}).
Le fait que c’est bien une relation d’ordre se justifie de la meˆme fac¸on que pour montrer que
l’ordre lexicographique est bien un ordre (cf. Annexe C) en utilisant l’observation suivante* :
Soient x, y et z sont des e´le´ments de E tels que x et y sont distincts et comparables pour
≤ et, y et z sont distincts et comparables pour ≤. On a {i ∈ I | xi = yi} ∩ {i ∈ I | yi =
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zi} ⊂ {i ∈ I | xi = zi}. Donc {i ∈ I | xi 6= zi} ⊂ {i ∈ I | xi 6= yi} ∪ {i ∈ I | yi 6= zi} (cf. II,
p. 6 et II, p. 27). D’apre`s la remarque suivante, {i ∈ I | xi 6= zi} est bien ordonne´.
Remarque. Soit E un ensemble totalement ordonne´ et A et B deux parties bien
ordonne´es de E. Donc A ∪ B est bien ordonne´e. En effet, soit X une partie non vide de
A ∪B. Si X est contenu dans A ou dans B, elle admet un plus petit e´le´ment. Dans le cas
contraire, on a X = (X ∩ A) ∪ (X ∩ B), ∅ 6= X ∩ A ⊂ A et ∅ 6= X ∩ B ⊂ B. Soient a le
plus petit e´le´ment de X ∩ A et et b le plus petit e´le´ment de X ∩ B. Donc inf(a, b) est le
plus petit e´le´ment de X .
La seconde assertion est imme´diate en utilisant l’observation (*). Maintenant, supposons
que chaque Ei a au moins deux e´le´ments et E est totalement ordonne´. Donc, soient xi et
yi deux e´le´ments distincts de Ei pour tout i ∈ I. On a (xi)i∈I et (yi)i∈I deux e´le´ments
distincts de E. Donc I = {i ∈ I | xi 6= yi} est bien ordonne´. D’ou` l’ordre de´finit sur E est
bien l’ordre lexicographique des Ei. Soient j ∈ I et xj et yj deux e´le´ments distints de Ej .
Choisissons xi ∈ Ei pour tout i ∈ I − {j}. Les deux e´le´ments x = (xi)i∈I et y = (yi)i∈I
de E tels que yi = xi pour tout i ∈ I − {j}, sont donc distincts et comparables. Par suite
xj < yj ou yj < xj . D’ou` xj et yj sont comparables. L’autre implication est un re´sultat de
cours (cf. III, p. 23).
Remarque. Nous nous sommes pas servi de l’exerc. 3 de III, p. 75, comme c’est indique´
dans l’e´nonce´ de cet exercice.
§3
1) D’abord la condition “f est injective” n’est pas ne´cessaire. Il suffit de montrer qu’il
existe une partie A de E telle que E−A = g(F − f(A)). Or cela est e´vident en appliquant
l’exercice 2, II, p. 51, §5, en conside´rant l’application croissante de P(E) dans lui-meˆme
qui a X associe E − g(F − f(X)).
Comme conse´quence imme´diate de cet exercice et du lemme 31 de l’annexe B, le the´o-
re`me de Cantor-Bernstein : S’il existe une injection de E dans F et une injection de F
dans E, alors il existe une bijection de E sur F (cf. III, p. 25, le cor. 2 du th. 1).
2) Soient E et F deux ensembles distincts. Si l’un des E et F est l’ensemble vide, par
exemple E = ∅ et F 6= ∅, alors FE = {∅} et EF = ∅. Maintenant, supposons que E et
F sont non vides et FE = EF . Soit y ∈ F . Le graphe fonctionnel forme´ des e´le´ments (x, y)
ou` x ∈ E appartient a` FE donc a` EF . D’ou` E ⊂ F , et par syme´trie on a E = F . Ce qui
est absurde.
On a 24 = 16 = 42 comme cardinaux. Donc l’un au moins des ensembles 24 et 42 n’est
pas un cardinal (car sinon on aurait 2 = 4).
Plus ge´ne´ralement, soient a et b deux cardinaux tels que a 6= 0 ou b = 0. Le cardinal
ab est distinct de l’ensemble des applications de b dans a, ab, car ∅ appartient au premier
mais pas au second. Donc l’ensemble des applications de b dans a n’est pas un cardinal.
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3) Soient (ai)i∈I et (bi)i∈I deux familles de cardinaux, telles que bi ≥ 2 pour tout i ∈ I.
a) D’apre`s la prop. 14 de III, p. 30, il suffit de montrer que
∑
i∈I
bi ≤ P
i∈I
bi. Pour cela
on distingue deux cas. D’abord si I et les bi sont finis. Supposons que I = {1, . . . , n}. On
raisonne par re´currence sur n. Le cas ou` n = 1 est trivial. On a besoin de montrer aussi le
cas ou` n = 2. Pour cela on va utiliser la diffe´rence de deux entiers, cf. III, p. 37.
b1b2 = ((b1 − 1) + 1)((b2 − 1) + 1)
= (b1 − 1)(b2 − 1) + (b1 − 1) + (b2 − 1) + 1
= ((b1 − 1)(b2 − 1)− 1) + 1 + (b1 + b2 − 2) + 1
= b1 + b2 + ((b1 − 1)(b2 − 1)− 1).
Supposons que le re´sultat est vraie pour n. On a donc
n+1∑
i=1
bi ≤ (
n∑
i=1
bi)bn ≤
n+1∏
i=1
bi.
Si I est infini ou l’un des bi est infini. D’apre`s le cor. 1 de la prop. 14 de III, p. 30,
bi ≤ P
i∈I
bi pour tout i. D’apre`s cette prop. 14, la prop. 10 de III, p. 28 et la prop. 12 de III,
p. 29,
Card (I) ≤ 2Card (I) = P
i∈I
2 ≤ P
i∈I
bi.
Donc
sup(Card (I), sup
i∈I
bi) ≤ P
i∈I
bi.
Or, d’apre`s la meˆme prop. 14 et le cor. 2 de la prop. 6 de III, p. 27,∑
i∈I
bi ≤
∑
i∈I
sup
i∈I
bi = Card (I) sup
i∈I
bi.
D’apre`s le cor. 4 du th. 2 de III, p. 47,
Card (I) sup
i∈I
bi = sup(Card (I), sup
i∈I
bi).
Ce qui ache`ve la de´monstration de a).
b) C’est un des the´ore`mes de J. Ko¨nig. Supposons que ai < bi pour tout i ∈ I. D’apre`s
a) il suffit de montrer que
∑
i∈I
ai 6=
∏
i∈I
bi. Supposons le contraire. Donc
∏
i∈I
bi est re´union
d’une famille d’ensembles (mutuellement disjoints) (Ai)i∈I telle que Card (Ai) = ai pour
tout i ∈ I. Soit i ∈ I. L’application pri :
∏
i∈I
bi → bi de´finie une surjection de Ai sur pri(Ai).
Donc Card (pri(Ai)) ≤ Card (Ai) = ai < bi. Par suite pri(Ai) 6= bi. Soit xi ∈ bi − pri(Ai).
On a (xi)i∈I ∈
∏
i∈I
bi et (xi)i∈I 6∈
⋃
i∈I
Ai (car sinon on aurait (xi)i∈I ∈ Aj pour un certain
j ∈ I et donc xj ∈ prj(Aj)). Ce qui est absurde.
Remarque. Le the´ore`me de J. Ko¨nig a des applications :
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1. Le the´ore`me de Cantor III, p. 30, Th. 2 (ou [14, The´ore`me 1.7.7]) (on prend ai = 1
et bi = 2 et on utilise III, p. 27, Cor. 2 de la prop. 6 et III, p. 28, Prop. 10).
2. Soit (bn)n∈N une suite de cardinaux telle que 0 < b0 < b1 < b2 < · · · . On a
∑
n∈N
bn <∏
n∈N
bn (on prend a0 = 0, an = bn−1 pour n ≥ 1 et on utilise III, p. 27, Prop. 6 et III, p.
26, Prop. 5, a) en conside´rant l’application bijective N→ N∗ de´finie par n 7→ n+ 1).
6) On se servira pas de l’indication. Soit E un ensemble. Si on avaitP(E) ⊂ E, on aurait
Card (P(E)) ≤ Card (E). A` l’aide du re´sultat de Cantor III, p. 30, Th. 2, on obtiendrait
Card (E) < Card (P(E)) ≤ Card (E), et donc Card (P(E)) = Card (E), ce qui conduirait
a` une contradiction. Donc P(E) 6⊂ E, c’est-a`-dire, il existe X ⊂ E tel que X 6∈ E.
§4
2) La condition est ne´cessaire d’apre`s III, p. 34, Cor. 2 de la prop. 3. Inversement, soit
F(E) l’ensemble des parties finies de E. Par hypothe`se, cet ensemble admet un e´le´ment
maximal pour la relation d’inclusion. Soit M un tel e´le´ment. On a E = M , car sinon il
existerait x ∈ E −M , et par suite M ∪ {x} serait finie et contenant strictement M .
3) On se servira pas de l’indication. Soit E un ensemble un ensemble bien ordonne´ tel
que, munissant E de l’ordre oppose´, il est aussi bien ordonne´. D’apre`s le th. 3 de III, p. 21,
l’une au moins des deux propositions suivantes est vraie :
a) il existe un isomorphisme et un seul de E sur un segment de N ;
b) il existe un isomorphisme et un seul de N sur un segment de E.
D’apre`s la prop. 1 de III, p. 16, les segments de l’ensemble bien ordonne´ N des entiers,
sont N et les entiers, car Sn =] ←, n[= n pour tout n ∈ N. En outre, il n’existe pas un
isomorphisme de N sur un segment de E car ce muni de l’ordre induit par l’ordre de E
ve´rifie la meˆme condition que ve´rifie E, donc aussi N, en particulier N admet un plus grand
e´le´ment, ce qui conduirait a` une contradiction. Finalement, E est en bijection avec un
entier, c’est-a`-dire, E est fini (cf. [14, De´finition 1.4.17]).
§6
24
1) Soit E un ensemble. Supposons que E est infini. Soient f une application de E
dans lui-meˆme, a ∈ E et (xn)n∈N la suite d’e´le´ments de E de´finie par x0 = a et xn+1 =
f(xn) pour tout n ∈ N. L’ensemble S = {xn | n ∈ N} est stable par f , c’est-a`-dire,
f(S) ⊂ S. Si S 6= E, S re´pond a` la question. Maintenant, supposons que S = E. La
suite (xn)n∈N est injective car s’il existait n, k ∈ N tels que k ≥ 1 et xn = xn+k, on aurait
E = S = {x0, . . . , xn, xn+1, . . . , xn+k−1} qui serait fini. Donc S −{a} re´pond a` la question.
Inversement, supposons que E est fini de cardinal n. Soit la bijection f : {0, . . . , n− 1} →
{0, . . . , n− 1} telle que f(i) = i+ 1 pour 0 ≤ i < n− 1 et f(n− 1) = 0. Soit S une partie
non vide et propre de {0, . . . , n−1} et soit k son plus grand e´le´ment. On a k < n−1 car si
k = n−1, on aurait S = {0, . . . , n−1}. Donc S n’est pas stable par f car f(k) = k+1 6∈ S
(cf. C12 (I, p. 26) et C17 (I, p. 28)).
2) D’abord c et d sont non nuls. On va distinguer les cas suivants :
– Cas 1 : c et d sont finis. Donc a et b le sont aussi. Le re´sultat est imme´diat de la
prop. 3 de III, p. 36.
– Cas 2 : l’un des c et d est infini. D’apre`s le cor. 4 du th. 2 de III, p. 47, c+ d = cd =
sup(c, d).
i) Si a et b sont fini. Donc a+ b et ab le sont aussi. C’est e´vident.
ii) Si l’un des a et b est nul. C’est e´vident car a < sup(c, d) et b < sup(c, d).
iii) Si a et b sont non nuls et l’un des deux est infini. Donc, a+ b = ab = sup(a, b)
(cf. le cor. 4 du th. 2 de III, p. 47). On a a < c ≤ sup(c, d) et b < d ≤ sup(c, d).
D’ou` sup(a, b) < sup(c, d).
9) Soient a le plus petit e´le´ment de E et f l’application de E dans lui-meˆme de´finie
par : f(a) = a et f(x) est le plus grand e´le´ment de Sx =] ←, x[ pour tout x ∈ E − {a}.
Soient x ∈ E − {a} et (xn)n∈N la suite d’e´le´ments de E de´finie par x0 = x et xn+1 = f(xn)
pour tout n ∈ N. Cette suite est de´croissante, donc, d’apre`s le cor. 1 de III, p. 51, elle
stationnaire. On a
Sx =]←, x1] =
{
{x1} si x1 = a
]←, x2] ∪ {x1} si x1 6= a
=


{x1} si x1 = a
{x1, x2} si x1 6= a et x2 = a
]←, x3] ∪ {x1, x2} si x1 6= a et x2 6= a
= · · ·
D’ou` Sx = {x1, . . . , xk} ou` k est le plus petit entier tel que xk = a. Finalement, d’apre`s
la prop. 1 de III, p. 16, tout segment 6= E est fini. Le th. 3 de III, p. 21, ache`ve donc la
de´monstration.
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Annexe A
Notes concernant le chapitre I
I, p. 1 : Une the´orie mathe´matique peut eˆtre sans signe spe´cifique, cf. I, p. 47, §1, exerc.
1, et sa solution.
I, pp. 17, 18 : La juxtaposition de deux constructions formatives est aussi une construc-
tion formative.
I, pp. 21, 22 : Soit T une the´orie mathe´matique. Il se peut que T soit sans axiome
explicite, cf. I, p. 30. Si T est sans axiome explicite et sans axiome implicite, alors T est
sans the´ore`me ! .
En outre, les axiomes explicites et implicites de T sont des the´ore`mes de T .
I, p. 25 : Soit T une the´orie logique contadictoire. Soit A une relation telle que A,
nonA sont des the´ore`mes. Donc toute relation B de T est un the´ore`me. En effet, d’apre`s
S2, (nonA) ⇒ ((nonA) ou B) c’est-a`-dire, (nonA) ⇒ (A ⇒ B), est un the´ore`me. On
conclut, a` l’aide de C1, que B est un the´ore`me.
I, p. 31 : Pour les de´monstrations de C22, C23, C24 et C25 cf. la solution de l’exerc. 1
de I, p. 47, §3.
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Annexe B
Notes concernant le chapitre II
Je crois que N. Bourbaki a utilise´ au de´but, dans ce livre, la terminologie “fonction”
ou “application de. . .dans. . .” pour de´signer ce qu’on appelle “fonction” ou “application” et
“application de. . .sur. . .”pour de´signer ce qu’on appelle“application surjective”. Donc il faut
remplacer dans plusieurs situations “application de. . .sur. . .” par “application surjective” :
– II, p. 20, Prop. 9 : a) Soient E, F , G des ensembles, g une application surjective de
E dans F . . .
– II, p. 33, Prop. 5 : . . .la projection prJ est une application surjective. . .
– II, p. 34, Corollaire 1 : . . .la projection prα est une application surjective. . .
– III, p. 18, C60 : . . .Il existe un ensemble U et une application surjective f de E
sur U . . .et dans sa de´monstration : . . .il existe un ensemble US et une application
surjective fS de S sur US . . .
– III, p. 19, 7e`me ligne :. . .pour toute application surjective h d’un sement de E sur
une partie de F ,. . .
– III, p. 26, 11e`me ligne : En effet, il existe une application surjective de la somme des
Eι sur leur re´union. . .
– III, p. 50, 4e`me ligne : Proposition 4.— Soit f une application surjective d’un ensemble
E sur un ensemble infini F , . . .
etc.
§1. RELATIONS COLLECTIVISANTES
4. Relations collectivisantes
Pour un cadre plus ge´ne´ral cf. p. 9.
5. L’axiome de l’ensemble a` deux e´le´ments
Soient T et U deux termes. On dit que le terme obtenu par remplacement simultane´
de x par T et de y par U dans {x, y}, est l’ensemble a` deux e´le´ments T et U , et on le note
par {T ,U}.
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Soit z une lettre ne figurant ni dans T ni dans U (donc non plus dans {T ,U}) et V
un terme. On sait que z ∈ {x, y} ⇔ (z = x ou z = y) est un the´ore`me. D’apre`s C3 ( I,
p. 23), si on remplace simultane´ment x par T , y par U et z par z (resp. V ) dans cette
e´quivalence on obtient un the´ore`me
z ∈ {T ,U} ⇔ (z = T ou z = U)
(resp.
V ∈ {T ,U} ⇔ (V = T ou V = U)
) (voir I, p. 16 et II, p. 2). Donc la relation “(z = T ) ou (z = U)” est collectivisante en z
et par l’axiome d’extensionalite´
{T ,U} = {z | (z = T ) ou (z = U)}.
Lorsque T et U sont identiques, {T } est par de´finition {T ,T }. Donc {T } est identique a`
(T | x){x}.
7. Comple´mentaire d’un ensemble. L’ensemble vide
Soient X un terme, A une partie de X et x une lettre ne figurant pas dans X ni dans
A. La relation “x /∈ A et x ∈X” est collectivisante en x d’apre`s C51.
De´finition 1. On appelle comple´mentaire de A par rapport a` X, et on le note par ∁XA,
le terme {x | x /∈ A et x ∈ X} qui est une partie de X (les lettres figurant dans ∁XA
sont celles figurant dans X ou A).
La relationA = ∁X(∁XA) est un the´ore`me d’apre`s (16), p. 4, C10 et (5), p. 4. Si B une
partie de X, (A ⊂ B)⇔ (∁XB ⊂ ∁XA) est un the´ore`me. Il suffit de montrer la premie`re
implication, or celle-ci est imme´diate d’apre`s C12 et (3), p. 3 en prenant une lettre x ne
figurant pas dans A, ni dans B, ni dans X.
The´ore`me 2. La relation (∀x)(x /∈ X) est fonctionnelle en X (D’apre`s CS8 on peut
prendre au lieu de x n’importe qu’elle lettre qui soit distincte de X).
On de´signe par ∅ le terme correspondant a` cette relation fonctionnelle : τX((∀x)(x /∈
X)), et on l’appelle l’ensemble vide. Soient X un terme et x une lettre ne figurant pas
dans X. On a (∀x)(x /∈X) est e´quivalente a´ X = ∅. Si c’est le cas on dit que l’ensemble
X est vide. Puisque ∅ = ∅ est (∀x)(x /∈ ∅) est un the´ore`me. On a aussi les the´ore`mes
∅ ⊂X, ∁XX = ∅, et d’apre`s C52 et A1, ∁X∅ =X.
§2. COUPLES
1. De´finition des couples
Soient T et U deux termes. On dit que le terme obtenu par remplacement simultane´
de x par T et de y par U dans (x, y) (qui est par de´finition {{x}, {x, y}}), est le couple
(ordonne´) forme´ de T et de U , et on le note par (T ,U).
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Soit z une lettre ne figurant pas ni dans T ni dans U (donc ni dans {T }, ni dans
{T ,U}, ni dans {{T }, {T ,U}}).On sait que z ∈ {{x}, {x, y}} ⇔ (z = {x} ou z = {x, y})
est un the´ore`me. D’apre`s C3 (I, p. 23), si on remplace simultane´ment x par T , y par U et
z par z dans cette e´quivalence on obtient un the´ore`me
z ∈ (T ,U)⇔ (z = {T } ou z = {T ,U}).
D’ou`
(T ,U) = {{T }, {T ,U}}.
Soient T , T ′, U et U ′ des termes. Encore par C3 (I, p. 23), la prop. 1 de II, p. 7, se
ge´ne´ralise ainsi
(T ,U) = (T ′,U ′)⇔ (T = T ′ et U = U ′)
est un the´ore`me (par remplacement simultane´ de x par T , de y par U , de x′ par T ′ et de
y′ par U ′).
Soient T un terme et x, y deux lettres distinctes entre elles et ne figurant pas dans T .
La relation (∃x)(∃y)(T = (x,y)) se de´signe par “T est un couple”.
Si T est un couple, la relation (∃y)(T = (x,y)) est fonctionnelle en x (elle univoque en
x d’apre`s les ge´ne´ralisations du th. 3 de I, p. 40, et de la prop. 1 de II, p. 7). De meˆme la rela-
tion (∃x)(T = (x,y)) est fonctionnelle en y. Les symboles fonctionels τx((∃y)(T = (x,y)))
et τy((∃x)(T = (x,y))) sont appele´s respectivement premie`re coordone´e (ou premie`re pro-
jection) et seconde coordone´e (ou seconde projection) et on les note respectivement par
pr1 T et pr2 T .
Remarque 3. Soient z une lettre et x et y deux lettres distinctes entre elles et distinctes
de z. La relation (∃x)(∃y)(z = (x,y)) est identique a` la relation obtenue en remplac¸ant
x par y et y par x.
Soient x′ et y′ deux lettres distinctes entre elles et distinctes de z. Les relations
(∃x)(∃y)(z = (x,y)), (∃x′)(∃y′)(z = (x′,y′)) sont identiques. En effet,
1er cas. x et x′ sont identiques et y et y′ sont de meˆme. C’est trivial.
2e`me cas. x′ et y′ sont distinctes de x et y. On le voit en utilisant CS8 et CS9.
3e`me cas. L’une des x′ et y′ ent identique a` x ou bien a` y, et l’autre lettre est distincte
de la lettre restante. Par exemple, supposons que y′ et y sont identiques et x′ est distincte
de x. Donc y est distincte de x et de x′ (qui sont distinctes entre elles), et tous distinctes
de z. On le voit de meˆme en utilisant CS8 et CS9.
On a la meˆme chose concernant les termes pr1 z et pr2 z (On utilise CS3, CS8 et CS9).
On sait que z = (x, y) ⇔ (z est un couple et x = pr1 z et y = pr2 z) est un the´ore`me.
Soient T , U et V des termes. Encore par C3 (I, p. 23),
V = (T ,U)⇔ (V est un couple et T = pr1 V et U = pr2 V ) (B.1)
est aussi un the´ore`me (par remplacement simultane´ de x par T , de y par U et de z par
V ).
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En particulier,
(T ,U) est un couple et T = pr1(T ,U) et U = pr2(T ,U)) (B.2)
est un the´ore`me (d’apre`s la ge´ne´ralisation du th. 1 de I, p. 39, aux termes).
2. Produit de deux ensembles
Avec une de´monstration analogue a` celle du th. 1 de II, p. 8, on montre :
The´ore`me 4. Soient x, y, z, t, u et v des lettres deux a` deux distintes entre elles. La
relation
(∀u)(∀v)(∃t)(∀z)((z ∈ t)⇔ (∃x)(∃y)(z = (x,y) et x ∈ u et y ∈ v)︸ ︷︷ ︸)
est vraie. Autrement dit, quels que soit u et v, la relation (e´quivalente a` la relation entre
l’acolade) “z est un couple et pr1 z ∈ u et pr2 z ∈ v” est collectivisante en z.
De´finition 5. Soient X, Y deux ensembles, et x, y, z des lettres deux a` deux distinctes
entre elles et ne figurant pas dans X ni dans Y . L’ensemble
{z | (∃x)(∃y)(z = (x,y) et x ∈X et y ∈ Y )} = {z | z est un couple et pr1 z ∈X et pr2 z ∈ Y }
s’appelle le produit carte´sien de X et Y et se de´signe par X × Y .
On a donc
z ∈X × Y ⇔ (z est un couple et pr1 z ∈X et pr2 z ∈ Y ) (B.3)
est un the´ore`me. Les ensemblesX et Y s’appellent le premier et le second ensemble facteur
de X × Y .
D’apre`s (B.3) et C3 (I, p. 23), si T est un ensemble,
T ∈X × Y ⇔ (T est un couple et pr1 T ∈X et pr2 T ∈ Y ) (B.4)
est un the´ore`me.
Proposition 6. Soient A et B deux ensembles non vides. La relation A′ ×B′ ⊂ A×B
est e´quivalente a´ “A′ ⊂ A et B′ ⊂ B”.
On la montre par utilisation de C14.
⇐. Soit z une lettre ne figurant pas dans A, ni dans A′, ni dans B, ni dans B′. Les
lettres figurant dans A×B sont celles qui figurent dans A ou dans B. On a d’apre`s (B.3),
z ∈ A′ ×B′ ⇒ z ∈ A×B est un the´ore`me. D’ou` l’implication.
⇒. Soit x une lettre ne figurant pas dans A ni dans A′. D’apre`s C14, (B.2) et (B.4),
on a “x ∈ A′ ⇒ x ∈ A” est un the´ore`me. Donc A′ ⊂ A l’est encore. De meˆme on montre
B′ ⊂ B.
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Proposition 7. Soient A et B deux ensembles. La relation A×B = ∅ est e´quivalente a´
“A = ∅ ou B = ∅”.
Il (faut et il) suffit de montrer que la relation A × B 6= ∅ est e´quivalente a´ “A 6=
∅ et B 6= ∅” or cette e´quivalence est imme´diate d’apre`s C14, (B.4) et (B.2).
Remarque 8. la prop. 6 n’est pas vraie en ge´ne´ral si l’une des A et B est vide. Il suffit
de prendre A = A′ = ∅ et B et B′ deux ensembles tels que B′ 6⊂ B.
§3. CORRESPONDANCES
1. Graphes et correspondances
De´finition 9. Soit G un ensemble et z une lettre ne figurant pas dans G. On dit que G
est un graphe si tout e´le´ment de G est un couple, autrement dit si la relation
(∀z)(z ∈ G⇒ (z est un couple))
est vraie.
Si G est un graphe, la relation (x,y) ∈ G s’exprime encore en disant que “y correspond
a` x par G”.
Soit R{x,y} une relation, x et y e´tant des lettres distinctes. S’il existe un graphe G
ou` ne figurent ni x ni y, tel que (∀x)(∀y)(R⇔ (x,y) ∈ G) soit vraie, on dit que R admet
un graphe (par rapport aux lettres x et y), autrement dit (S5), si la relation
(g est un graphe) et (∀x)(∀y)(R⇔ (x,y) ∈ g)
ou` g est une lettre distincte de x, de y et ne figurant pas dans R. D’apre`s la remarque 10
ci-dessous, G est unique, et s’appelle le graphe de R (ou l’ensemble repre´sentatif de R)
par rapport a` x et y.
Remarque 10. Soient G et G′ deux graphes (chacun peut eˆtre vide), x et y deux lettres
ne figurant pas dans G ni dans G′.
Si (∀x)(∀y)((x,y) ∈ G⇒ (x,y) ∈ G′) est vraie, on a G ⊂ G′ (on distingue deux cas
G = ∅, G 6= ∅).
Si (∀x)(∀y)((x,y) ∈ G ⇔ (x,y) ∈ G′) est vraie, par l’axiome d’extensionalite´, on a
G = G′.
Remarque 11. Soient T un terme et x′ et y′ deux lettres distinctes entre elles, distinctes
de x, de y et de z et ne figurant ni dans R ni dans T . La relation (T | z)R{pr1 z, pr2 z}
est identique a` (T | z)(pr1 z | x
′)(pr2 z | y
′)(x′ | x)(y′ | y)R (I, p. 16) ;
est identique a` (pr1 T | x
′)(pr2 T | y
′)(T | z)(x′ | x)(y′ | y)R (CS2) ;
est identique a` (pr1 T | x
′)(pr2 T | y
′)(x′ | x)(y′ | y)R ;
est identique a` R{pr1 T , pr2 T }.
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Maintenant, soit T un ensemble, ou` ne figurent ni x ni y, tel que R ⇒ ((x,y) ∈ T )
soit vraie. On a R admet un graphe. En effet, soit z une lettre distincte de x, de y et
ne figurant pas ni dans R ni dans T . Soit G l’ensemble {z | (z est un couple) et z ∈
T et R{pr1 z, pr2 z}}. E´videmment G est un graphe et d’apre`s la remarque 11, si U , V
deux ensembles,
(U ,V ) ∈ G⇔ ((U ,V ) ∈ T et R{U ,V })
est vraie. Donc (I, p. 16) G est le graphe de R.
Soit G un graphe. Soient z et t deux lettres distinctes et ne figurant pas dans G. Les
ensembles (II, p. 6)
{t | (∃z)(t = pr1 z et z ∈ G)}, {t | (∃z)(t = pr2 z et z ∈ G)},
s’appellent la premie`re et la seconde projection du graphe G ou encore l’ensemble de
de´finition et l’ensemble des valeurs de G, et on le de´signe par pr1〈G〉 et pr2〈G〉 (ou pr1G
et pr2G lorsqu’aucune confusion n’en re´sulte).
Remarque 12. On reprend l’e´nonce´ de C53 (II, pp. 5, 6). SoitB l’ensemble {y | (∃x)(y =
T et x ∈ A)}. Soient Y un ensemble et x′ une lettre ne figurant ni dans A, ni dans T , ni
dans Y . On a
Y ∈ B ⇔ (∃x′)(Y = (x′ | x)T et x′ ∈ A)
(on prend x′ distincte de x et le cas contraire). Ce qui revient a´ trouver un ensemble X
ve´rifiant Y = (X | x)T et X ∈ A (d’apre`s CS1).
Donc si T un ensemble et y une lettre ne figurant ni dans T ni dans G,
(T ∈ pr1G)⇔ (∃y)((T ,y) ∈ G)
est vraie. Une similaire e´quivalence est vraie pour pr2G.
Soient x, y, x′ des lettres ne figurant pas dans G, tels que y est distincte de x avec x′
est distincte de x et de z. On a
(x ∈ pr1G)⇔ (∃x
′)(x′ ∈ G et x = (x′ | z) pr1 z︸ ︷︷ ︸
pr1 x
′
)⇔S5 (∃y)((x,y) ∈ G).
Donc d’apre`s C52 et l’axiome d’extensionalite´,
pr1G = {x | (∃y)((x,y) ∈ G)}.
On a G ⊂ (pr1G)× (pr2G) (cf Remarque 10) : tout ensemble de couples est donc
une partie d’un produit, et re´ciproquement. Si l’une des deux ensembles pr1G, pr2G
est vide, on a G = ∅ (Prop. 7).
Exemple 13. Soit G l’ensemble A×B ou` A et B sont deux ensembles. E´videmment G
est un graphe.
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1. Si A 6= ∅ et B 6= ∅ : G 6= ∅ (Prop. 7), pr1G = A et pr2G = B.
2. Si A ou B est vide : G = ∅ (Prop. 7), pr1G = ∅ et pr2G = ∅.
Remarque 14. La relation x = y n’admet pas de graphe ; car la premie`re projection de ce
graphe, s’il existait, serait l’ensemble de tous les objets (cf. II, p. 6, Remarque). En effet,
si G un tel graphe, on aurait (x = y)⇔ (x, y) ∈ G. Donc (∀x)(x ∈ pr1G) serait vraie.
De´finition 15. On appelle correspondance entre un ensemble A et un ensemble B un
triplet Γ = (G,A,B) ou` G est un graphe tel que pr1G ⊂ A et pr2G ⊂ B, autrement
dit G est un ensemble tel que G ⊂ A × B. On dit que G est le graphe de Γ, A
l’ensemble de de´part et B l’ensemble d’arrive´e de Γ.
Si (x,y) ∈ G, on dit encore que “y correspond a` x par la correspondance Γ”. Pour tout
x ∈ pr1G, on dit que la correspondance Γ est de´finie por l’objet x, et pr1G est appele´
l’ensemble de de´finition (ou domaine) de Γ ; pour tout y ∈ pr2G, on dit que y est une
valeur prise par et pr2G est appele´ l’ensemble des valeurs (ou image) de Γ.
Si R{x,y} est une relation admettant un graphe G (par rapport aux lettres x et y),
et si A et B sont deux ensembles tels que pr1G ⊂ A et pr2G ⊂ B, on dit que R est une
relation entre un e´le´ment de A et un e´le´ment de B (relativement aux lettres x, y). On dit
que la correspondance Γ = (G,A,B) est la correspondance entre A et B de´finie par la
relation R (par rapport a` x et y).
Maintenant, soient R une relation, T un ensemble, ou` ne figurent ni x ni y, tel que
R ⇒ ((x,y) ∈ T ) soit vraie. Soit G le graphe de R. Soient x′ ni y′ sont deux lettres
distinctes et ne figurant pas dans G (i.e. ne figurant ni dans R{,} ni dans T ). On a
pr2G = {y
′ | (∃x′)((x′,y′) ∈ G)} = {y′ | (∃x′)R{x′,y′}}.
De´finition 16. SoientG un graphe etX un ensemble. Soient x et y deux lettres distinctes
et ne figurant ni dansG ni dansX. La relation“x ∈X et (x,y) ∈ G” entraˆıne (x,y) ∈ G
et admet par suite un grapheG′. La seconde projection deG′ se compose de tous les objets
qui correspondent par G a´ des objets de X : {y | (∃x)(x ∈ X et (x,y) ∈ G)}, s’appelle
l’image de X par G et se de´signe par G〈X〉 ou G(X).
Soient Γ = (G,A,B) une correspondance, et X une partie de A. L’ensemble G〈X〉 se
note encore Γ〈X〉 ou Γ(X) et s’appelle l’image de X par Γ.
Soit G un graphe. Soient x et y des objets. Comme la relation (x,y) ∈ G entraˆıne
y ∈ pr2G, on a G〈X〉 ⊂ pr2G pour tout ensemble X ; comme (x,y) ∈ G entraˆıne
x ∈ pr1G, on a G〈pr1G〉 = pr2G. On a G〈∅〉 = ∅, puisque puisque x 6∈ ∅ est un
the´ore`me. Si X ⊂ pr1G et X 6= ∅, on a G〈X〉 6= ∅.
La proposition suivante est e´vidente :
Proposition 17. Soient G un graphe, X et Y deux ensembles ; la relation X ⊂ Y
entraˆıne G〈X〉 ⊂ G〈Y 〉.
Corollaire 18. Si A ⊃ pr1G, on a G〈A〉 = pr2G.
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De´finition 19. Soient G un graphe et x un objet. On appelle coupe de G suivant x
l’ensemble G〈{x}〉 (qu’on de´signe aussi parfois G(x), par abus de notation).
Si y une lettre ne figurant ni dans G ni dans x, la relation y ∈ G〈{x}〉 est e´quivalente
a` (x,y) ∈ G. Si G et G′ sont deux graphes, la relation G ⊂ G′ est donc e´quivalente a`
(∀x)(G〈{x}〉 ⊂ G′〈{x}〉) ou` x est une lettre ne figurant ni dans G ni dans G′. En effet,
cette dernie`re est identique a` (∀x)(∀y)(y ∈ G〈{x}〉 ⇒ y ∈ G′〈{x}〉) ou` y est une lettre
distincte de x et ne figurant ni dans G ni dans G′, donc e´quivalente a` (∀x)(∀y)((x,y) ∈
G⇒ (x,y) ∈ G′) (cf. la remarque 10).
Si Γ = (G,A,B) est une correspondance entre A et B, pour tout x ∈ A la coupe
de G suivant x s’appelle encore la coupe de Γ suivant x et se note e´galement Γ〈{x}〉 (ou
Γ(x)).
4. Fonctions
D’abord on donne deux remarques :
Remarques 20. 1) Soient R une relation et x, x′ des lettres tels que x′ ne figure pas dans
R. La relation “R est univoque (resp. fonctionnelle) en x” est identique a` “(x′ | x)R
est univoque (resp. fonctionnelle) en x′”. La premie`re partie d’apre`s CS1 (en prenant
y et z deux lettres distinctes, distinctes de x, de x′ et ne figurant pas dans R) et la
seconde d’apre`s CS8.
2) Soient R une relation, B un terme, et x, t deux lettres distinctes tels que x ne figurant
pas dans B.
D’apre`s CS9, CS5, CS6, CS2, la relation (cf. CS8)
(B | t)(il existe au plus un x tel que R)
est identique a`
il existe au plus un x tel que (B | t)R
(en prenant y et z deux lettres distinctes, distinctes de x, de t et ne figurant ni R ni
dans B) ;
la relation
(B | t)(il existe un x et un seul tel que R)
est identique a`
il existe un x et un seul tel que (B | t)R.
De´finition 21. On dit qu’un graphe F est un graphe fonctionnel si, pour tout 1 x, il existe
au plus un objet correspondant a` x par F , plus pre´sisement, si la relation
(∀x)(il existe au plus un y tel que (x,y) ∈ F ) (B.5)
1. On prend x et y deux lettres distinctes et ne figurant pas dans F
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est vraie (cf. I, p. 40). La relation (B.5) est inde´pendante du choix de x et de y. On le voit
e´videmment lorsque on conside`re l’assemblage de cette relation.
Soit f = (F ,A,B) une correspondance. Dans ce cas la relation (B.5) est e´quivalente
d’apre`s I, p. 48, exerc. 7, a` la relation obtenue en remplac¸ant ∀ par ∀(x∈A)
2 dans (B.5).
On dit que f est une fonction ou une application si son graphe F est un graphe
fonctionnel et si A = pr1 F ; autrement dit, si pour tout x ∈ A, la relation (x,y) ∈ F est
fonctionnelle en y (d’apre`s C40, C35).
Soit X ∈ A. On prend y ne figurant pas aussi dans X. D’apre`s la remarque 20, (2),
la relation (X,y) ∈ F est fonctionnelle en y. Son symbole fonctionnel τy((X,y) ∈ F )
s’appelle la valeur de f pour l’e´le´ment X de A, et on le de´signe par f (X) ou fX (ou
F (X), ou FX). La relation y = f (X) est donc e´quivalente a` (X,y) ∈ F (I, p. 41, C46).
Donc si Y est un ensemble, la relation Y = f (X) est e´quivalente a` (X,Y ) ∈ F (I, C27,
C30).
Soient x une lettre ne figurant pas dans F et X ∈ A. On de´signe τy((x,y) ∈ F ) par
f (x) ou` y une lettre distincte de x et ne figurant pas dans F . La relation (X | x)f (x)
est donc identique a` (X | x)τy′((X,y
′) ∈ F ) ou` y′ est une lettre distincte de x et y et ne
figurant pas dans X et F (CS3). Donc identique a` τy′′((X,y
′′) ∈ F ) ou` y′′ est une lettre
ne figurant pas dans X et F (CS4) ; c’est a` dire a` f (X).
Dans la suite et par commodite´ on cessera d’utiliser des lettres italiques
grasses pour de´signer des assemblages inde´termine´s. Dans un assemblage les
lettres conside´re´es sont sous-entendus deux a` deux distinctes et ne figurant pas
dans les ensembles qui y figurent.
Remarque 22. Soit F un graphe fonctionnel. Soient x, y ∈ pr1 F et z, t deux ensembles,
tels que (x, z) ∈ F , (y, t) ∈ F . On a x = y entraˆıne z = t. En effet, (x, t) = (y, t) (II, p. 7,
Prop. 1). D’apre`s S6 (en conside´rant la relation “u ∈ F” ou` u est une lettre ne figurant pas
dans F ), (x, t) ∈ F . Donc z = t.
Soit f = (F,A,B) une application. Pour tout x, y ∈ A, x = y entraˆıne f(x) = f(y). En
effet, (x, f(y)) = (y, f(y)) ∈ F . Donc f(x) = f(y).
7. Compose´e de deux fonctions. Fonction re´ciproque
Soient f = (F,A,B) et g = (G,B,C) deux applications. Soient x ∈ A et z ∈ C tels
que (x, z) ∈ G ◦ F . Donc il existe un ensemble y tel que (x, y) ∈ F et (y, z) ∈ G). Ce
qui entraˆıne y = f(x) ∈ B et z = g(y). D’apre`s la remarque 22, z = g(f(x)). Finalement
(g ◦ f)(x) = g(f(x)). D’ou` l’application g ◦ f est e´gale a` l’application x 7→ g(f(x)).
Le re´sultat suivant est une ge´ne´ralisation de la prop. 7 de II, p. 17.
Proposition 23. Soient f = (F,A,B) une application et f−1 = (F−1, B, A) sa correspon-
dance re´ciproque.
2. On prend x et y deux lettres distinctes et ne figurant ni dans F ni dans A
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(1) B = pr1 F
−1 ⇔ f est surjective.
(2) F−1 est fonctionnel⇔ f est injective.
(3) Pour que f−1 soit une fonction, il faut et il suffit que f soit bijective.
(1) On a pr1 F
−1 = pr2 F = F 〈pr1 F 〉 = F 〈A〉 = f〈A〉. L’avant dernie`re e´galite´ est
imme´diate du fait que deux ensembles sont e´gaux si et seulement si chacun d’entre eux est
contenu dans l’autre (d’apre`s S6 et l’axiome d’extensionalite´) et en appliquant (II, p. 10,
Prop. 2). D’ou` (1).
(2) “⇒”. Soient x et y deux e´le´ments de A tels que f(x) = f(y). On a (f(x), x) ∈ F−1
et (f(y), y) ∈ F−1. D’apre`s la remarque 22, x = y.
“⇐”. Soient x et y deux ensembles tels que (x, y) ∈ F−1 et (x, z) ∈ F−1. Donc x =
f(y) = f(z). Donc y = z.
(3) est imme´diate en appliquant (1) et (2).
La remarque suivante est la remarque de II, p. 18, mais avec des de´mostrations plus
e´le´gantes.
Remarque 24. Soit f une application de A dans B.
1. Pour toute partie X de A, on a vu (II, p. 12) que l’on a X ⊂ f−1〈f〈X〉〉.
2. Pour toute partie Y de B, on a, d’apre`s II, p. 50, exerc. 7, f〈f−1〈Y 〉〉 ⊂ Y .
3. Si f est une surjection, on a f〈f−1〈Y 〉〉 = Y pour toute partie Y de B. Cela est
imme´diat du fait (II, p. 12) : si G est un graphe et X ⊂ pr1G, G ⊂ G
−1〈G〈G〉〉.
(pr1 F
−1 = B.)
4. Si f est une injection, d’apre`s II, p. 50, exerc. 7, pour toute partie X de A, on a
f−1〈f〈X〉〉 = X .
8. Re´tractions et sections
On donne les de´tails de la de´monstration de la prop. 8.
Supposons que f est surjective. Soient x une lettre ne figurant ni dans A, ni dans F , ni
dans B, et y une lettre distincte de x et ne figurant ni dans A ni dans F . De´signons par T le
terme τy(y ∈ A et f(y) = x). SoitX ∈ B, on a (X | x)T est identique a´ τz(z ∈ A et f(z) =
X) pour z une lettre (distincte de x, de y et) ne figurant ni dans A ni dans F ni dans X
(CS3, CS4). On le de´signe par s(X). La relation (∃z)(z ∈ A et f(z) = X) est vraie et n’est
autre que (s(X) | z)(z ∈ A et f(z) = X) qui est identique a´ “s(X) ∈ A et f(s(X)) = X”.
Conside´rons donc l’application s : x 7→ T (x ∈ B, T ∈ A). Finalement f ◦ s = IdB.
Supposons que f est injective et A 6= ∅. Soient a ∈ A et x, y deux lettres distinctes et
ne figurant pas dans chacun des ensembles A, B, F , a.
La relation (y ∈ A et x = f(y)) ou (y = a et x ∈ B − f(A)) entraˆıne (x, y) ∈ B × A
d’apre`s (11), p. 3. Donc elle admet un graphe disons R.
D’apre`s (16), (18), pp. 3, 4, si R, S, R′ et S ′ des relations, les relations
(R ou S) et (R′ ou S ′),
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(R et R′) ou (S et R′) ou (R et S ′) ou (S et S ′)
sont e´quivalentes.
Soient x et y deux ensembles tels que (x, y) ∈ R et (x, y′) ∈ R. On a
1.
(
(y ∈ A et x = f(y)) et (y′ ∈ A et x = f(y′))
)
⇒ (y = y′) (car f est injective).
2.
(
(y = a et x ∈ B − f(A)) et (y′ ∈ A et x = f(y′)︸ ︷︷ ︸
(∗)
)
)
⇒ (x ∈ f(A) et x ∈ B − f(A)︸ ︷︷ ︸
(∗∗)
).
3.
(
(y ∈ A et x = f(y)) et (y′ = a et x ∈ B − f(A))
)
⇒ (x ∈ f(A) et x ∈ B − f(A)).
4.
(
(y = a et x ∈ B − f(A)) et (y′ = a et x ∈ B − f(A))
)
⇒ (y = y′).
La ne´gation de la relation (∗∗) est vraie, donc celle de (∗) est aussi vraie. Meˆme chose pour
3. D’apre`s (5), p. 3, y = y′ est vraie. Donc R est fonctionnel. On a e´videmment pr1R ⊂ B.
Inversement, soit x ∈ B. Si x ∈ f(A), il existe y ∈ A tel que x = f(y). Donc (x, y) ∈ R.
Si x ∈ B − f(A), (x, a) ∈ R. D’ou` pr1R = B. Soit donc l’application r = (R,B,A). On a
r(x) = a si x ∈ B − f(A) et f(r(x)) = x si x ∈ f(A). D’ou` r ◦ f = IdA.
Finalement, Dans la de´monstration du th. 1 de II, p. 19, on se sert de la remarque
suivante.
Remarque 25. Soit B un ensemble. La seule application ∅ → B est (∅, ∅, B) (car un
graphe est vide si son ensemble de de´finition est vide, cf. p. 6). Elle injective. En effet, si
R une relation et x une lettre, on a “x 6∈ ∅” est un the´ore`me et d’apre`s C35, S2, C27, la
relation (∀(x∈∅)x)R est vraie.
9. Fonctions de deux arguments
Soient D un graphe et f : D → C une application. Soient y ∈ pr1D et Ay l’ensemble
des x tels que (x, y) ∈ D. L’application f(., y) est la composition de la bijection canonique
Ay → Ay × {y} (cf. II, p. 17, Exemple 5) et la restriction de f a` Ay × {y}.
Dans la de´finition du produit de deux applications nous avons besoin de :
Soient f : A → B et g : A → C deux applications. L’application h : A → B × C,
x 7→ (f(x), g(x)) est l’unique application satifaisant pr1 ◦h = f et pr2 ◦h = g. En effet, si
on prend x et y deux lettres distinctes et ne figurant ni dans A ni dans les graphes de f
et de g. Soit X ∈ A, (X | x)(f(x), g(x)) est identique a` ((X | x)f(x), (X | x)g(x)) qui est
(f(X), g(X)). Ce dernier est un e´le´ment de B × C.
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§4. RE´UNION ET INTERSECTION D’UNE FAMILLE
D’ENSEMBLES
2. Proprie´te´s de la re´union et de l’intersection
On verra que l’introduction de la sous-section : 1. L’axiome de l’ensemble des parties
(II, pp. 30, 31) est obligatoire avant les e´nonce´s de la prop. 2 de II, p. 24, et ceux des
re´sultas de la sous-section 3.
On reprend l’e´nonce´ de la Proposition 2. On conside`re la compose´e des applications L→
P(I), λ 7→ Jλ et P(I) → P(
⋃
i∈I
Xi), J 7→
⋃
i∈J
Xi (cf. II, p. 15, C54). Donc (
⋃
i∈Jλ
Xi)λ∈L est
une famille de parties de
⋃
i∈I
Xi. De meˆme en conside´rant l’application L→ P(
⋃
i∈I
Xi), λ 7→⋂
i∈Jλ
Xi, (
⋂
i∈Jλ
Xi)λ∈L est donc une famille de parties de
⋃
i∈I
Xi. Ce qui donne un sens a` la
prop. 2 (II, p. 24).
3. Images d’une re´union et d’une intersection
Soient Γ une correspondance entre A et B, (Xi)i∈I une famille de parties de A, et (Yi)i∈I
une famille de parties de B. Soient X : I → B et Y : I → B′ les applications de´finissant
ces deux familles respectivement. L’application compose´e I
X
−→ B →֒ P(A)
Γˆ
−→ P(B) de´finit
la famille (Γ(Xi))i∈I de parties de B (l’application Γˆ est de´finit dans II, p. 30). Noter que
les lettres figurant dans le graphe de l’injection canonique B →֒ P(A) sont celles figurant
dans B ; et les lettres figurant dans le graphe de Γˆ sont celles figurant dans le graphe de Γ
ou dans A.
De meˆme l’application compose´e I
Y
−→ B′ →֒ P(B)
−ˆ1
Γ
−→ P(A) de´finit la famille (Γ−1(Yi))i∈I
de parties de A.
Proposition 26. Soient Γ une correspondance entre A et B, (Xi)i∈I une famille de
parties de A, et (Yi)i∈I une famille de parties de B. On a donc
(1) Γ〈
⋃
i∈I
Xi〉 =
⋃
i∈I
Γ〈Xi〉.
(2) Γ〈
⋂
i∈I
Xi〉 ⊂
⋂
i∈I
Γ〈Xi〉.
(3) Si le graphe de Γ est fonctionnel et I 6= ∅, Γ−1〈
⋂
i∈I
Yi〉 =
⋂
i∈I
Γ−1〈Yi〉. Si de plus
Γ−1〈B〉 = A, cette e´galite´ est encore vraie dans le cas ou` I = ∅.
Les assertions (1) et (2) sont de´ja` de´montre´es (cf. la prop. 3 de II, p. 25). La premie`re
inclusion de (3) s’obtient en appliquant (2) et l’autre s’obtient facilement.
Corollaire 27. (a) Soient f une application de A dans B, et (Yi)i∈I une famille de parties
de B. On a f−1〈
⋂
i∈I
Yi〉 =
⋂
i∈I
f−1〈Yi〉.
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(b) Si f une injection de A dans B et si (Xi)i∈I une famille de parties de A avec I 6= ∅,
on a f〈
⋂
i∈I
Xi〉 =
⋂
i∈I
f〈Xi〉.
S’obtient imme´diatement en appliquant (3) et la prop. 23, (2).
4. Comple´mentaire d’une re´union ou d’une intersection
Soit E un ensemble. On de´finit l’application P(E) → P(E), X 7→ ∁EX (cf. II, p. 15,
C54). On utilise pour cela le fait que si R est une relation collectivisante en une certaine
lettre x, et si y est une lettre et U est un ensemble tels que x est distincte de y et ne
figurant pas dans U , on a par l’axiome d’extensionalite´ (U | y){x | R} = {x | (U | y)R}.
Proposition 28. Pour toute famille (Xi)i∈I de parties de E, on a
∁E(
⋃
i∈I
Xi) =
⋂
i∈I
(∁EXi) et ∁E(
⋂
i∈I
Xi) =
⋃
i∈I
(∁EXi).
D’apre`s la seconde partie de C38 et C35, pour que x /∈
⋃
i∈I
Xi il faut et il suffit que
pour tout i ∈ I, x /∈ Xi. Donc la premie`re e´galite´ est vraie pour I 6= ∅. Cette e´galite´ est
encore vraie dans le cas ou` I = ∅ : ∁E(
⋃
i∈∅
Xi) = ∁E∅ = E =
⋂
i∈∅
(∁EXi). La seconde re´sulte
imme´diatement, en vertu de la relation ∁E(∁EX) = X pour toute partie X de E.
5. Re´union et intersection de deux ensembles
Soit (Xi)i∈I une famille de parties d’un ensemble E avec I =
⋃
λ∈L
Jλ. On va ve´rifier
que dans ce cas la seconde partie de la prop. 2 de II, p. 24, est encore vraie sans les
restrictions sur L et Jλ. On conside`re la compose´e des applications L → P(I), λ 7→ Jλ et
P(I)→ P(E), J 7→
⋂
i∈J
Xi (cf. II, p. 15, C54). Donc (
⋂
i∈Jλ
Xi)λ∈L est une famille de parties
de E. Soit L′ = {λ | λ ∈ L et Jλ = ∅} ⊂ L. On distingue les cas suivants :
– L = ∅. Dans ce cas I = ∅. L’e´galite´ est trivial : E = E.
– L′ = L. Dans ce cas aussi l’e´galite´ est trivial : E = E.
– ∅ 6= L′ $ L. On a I = (
⋃
λ∈L′
Jλ︸ ︷︷ ︸
=∅
)
⋃
(
⋃
λ∈L−L′
Jλ) =
⋃
λ∈L−L′
Jλ. Donc
⋂
λ∈L
(
⋂
i∈Jλ
Xi) =
(
⋂
λ∈L′
(
⋂
i∈Jλ
Xi︸ ︷︷ ︸
=E
)
︸ ︷︷ ︸
=E
)
⋂
(
⋂
λ∈L−L′
(
⋂
i∈Jλ
Xi)) =
⋂
λ∈L−L′
(
⋂
i∈Jλ
Xi) =
⋂
i∈I
Xi.
Proposition 29. Soit Γ une correspondance entre A et B dont le graphe est fonctionnel ;
pour toute partie Y de B, on a Γ−1〈∁BY 〉 = ∁Γ−1〈B〉Γ
−1〈Y 〉.
39
En effet, soit x ∈ ∁Γ−1〈B〉Γ
−1〈Y 〉. Donc il existe x′ ∈ B tel que (x′, x) ∈ Γ−1. On a
x′ /∈ Y car x /∈ Γ−1〈Y 〉. Ce qui donne Γ−1〈∁BY 〉. Inversement, soit x ∈ Γ
−1〈∁BY 〉. Donc il
existe x′ ∈ ∁BY tel que (x
′, x) ∈ Γ−1. On a x ∈ Γ−1〈B〉. On a aussi x /∈ Γ−1〈Y 〉 car sinon
il existerait x′′ ∈ Y tel que (x′′, x) ∈ Γ−1. Ce qui entraˆınerait x′ = x′′ ∈ Y ; ce qui donne
une contradiction. Donc x ∈ ∁Γ−1〈B〉Γ
−1〈Y 〉.
Corollaire 30. 1. Soit f une application de A dans B ; pour toute partie Y de B, on
a f−1〈∁BY 〉 = ∁f−1〈B〉f
−1〈Y 〉.
2. Soit f une injection de A dans B ; pour toute partie X de A, on a f〈∁AX〉 =
∁f〈A〉f〈X〉.
S’obtient imme´diatement en appliquant la proposition pre´ce´dente et la prop. 23, (2).
6. Recouvrements
Soient (Xi)i∈I et (Yk)k∈K deux familles d’ensembles. Alors il existe un ensemble E (tout
ensemble contenant tous les Xi et tous les Yk, c’est-a´-dire, contenant (
⋃
i∈I
Xi) ∪ (
⋃
k∈K
Yk)),
tel que X est aussi une application de I dans P(E) et Y une application de K dans
P(E). D’apre`s C51 on de´finit une application I × K → P(E × E), (i, k) 7→ Xi × Yk,
et une autre I × K → P(E), (i, k) 7→ Xi ∩ Yk. Cette dernie`re application est encore la
compose´e de I ×K → P(E)×P(E), (i, k) 7→ (Xi, Yk) (produit de X et Y , cf. II, p. 21),
et P(E)×P(E)→ P(E), (X, Y ) 7→ X ∩Y (de´finie d’apre`s C51). Donc on a deux familles
d’ensembles (Xi × Yk)(i,k)∈I×K et (Xi ∩ Yk)(i,k)∈I×K .
8. Somme d’une famille d’ensembles
On commence par un lemme dont la ve´rification est facile.
Lemme 31. Soient (Xi)i∈I et (Yi)i∈I deux familles d’ensembles mutuellement disjoints
indexe´es par un meˆme ensemble I, et fi : Xi → Yi une application pour tout i ∈ I. Si les
applications fi sont injectives (resp. surjective, resp. bijective) alors l’application canonique
f :
⋃
i∈I
Xi →
⋃
i∈I
Yi (cf. II, p. 29, Prop. 8) est injective (resp. surjective, resp. bijective).
Le re´sultat suivant est une ame´lioration de la prop. 9 de II, p. 29.
Proposition 32. Soit (Xi)i∈I une famille d’ensembles. Il existe un ensemble X unique a`
une bijection pre`s posse´dant la proprie´te´ : X est re´union d’une famille (X ′i)i∈I d’ensembles
mutuellement disjoints, telle que, pour tout i ∈ I, il existe une application bijective de Xi
sur X ′i.
E´videmment la famille d’ensembles (Xi × {i})i∈I montre l’existence. L’unicite´ de´coule
du lemme pre´ce´dent.
De´finition 33. Soit (Xi)i∈I une famille d’ensembles. La somme de cette famille d’ensembles
est
⋃
i∈I
Xi × {i}, note´e
⊔
i∈I
Xi.
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Corollaire 34 (II, p. 29, Prop. 10). Soit (Xi)i∈I une famille d’ensembles mutuellement
disjoints. Il existe une bijection de
⋃
i∈I
Xi sur
⊔
i∈I
Xi.
Comme conse´quence directe du lemme pre´ce´dent on a :
Proposition 35. Soit (Xi)i∈I et (Yi)i∈I deux familles d’ensembles indexe´es par un meˆme
ensemble I telle qu’il existe une injection (resp. une surjection, resp. une bijection) de Xi
dans (resp. sur) Yi, pour tout i ∈ I. Il existe une injection (resp. une surjection, resp. une
bijection) de
⊔
i∈I
Xi dans (resp. sur)
⊔
i∈I
Yi.
§5. PRODUIT D’UNE FAMILLE D’ENSEMBLES
3. De´finition du produit d’une famille d’ensembles
De´finition 36. Soit (Xi)i∈I une famille d’ensembles. L’ensemble (C51) des F ∈ P(I ×⋃
i∈I
Xi) tels que F est (un graphe) fonctionnel et pour tout i ∈ I, on ait F (i) ∈ Xi, s’appelle
le produit de la famille d’ensembles (Xi)i∈I et se de´signe par
∏
i∈I
Xi. Pour tout i ∈ I, Xi
s’appelle le facteur d’indice i du produit
∏
i∈I
Xi ; l’application
F 7→ F (i) : τy((i, y) ∈ F ) (F ∈
∏
i∈I
Xi, F (i) ∈ Xi)
s’appelle la fonction coordone´e (ou projection) d’indice i, et se note pri.
On dit que F (i) est la coordone´e d’indice i (ou projection d’indice i) de F ; l’image
pri〈A〉 d’une partie A de
∏
i∈I
Xi par la fonction coordone´e d’indice i s’appelle la projection
d’indice i de A. En conside´rant l’application i 7→ pri〈A〉 de I dans
⋃
i∈I
Xi, on a (pri〈A〉)i∈I
est une famille d’ensembles. On a en plus A ⊂
∏
i∈I
pri〈A〉.
Si, pour tout i ∈ I, Xi ⊂ E ou` E est un ensemble, on a
∏
i∈I
Xi ⊂ E
I . Donc
∏
i∈I
Xi est en
bijection avec son image par l’application canonique EI → F (I;E) (cf. §5, Sous-section
2).
Le re´sultat suivant est une ame´lioration de la prop. 4 de II, p. 33.
Proposition 37. Soient (Xi)i∈I une famille d’ensembles et u : K → I une application
dont le graphe est U . On a une application F 7→ F ◦ U de
∏
i∈I
Xi dans
∏
k∈K
Xu(k). En plus,
cette application est injective (resp. bijective) si u est surjective (resp. bijective).
41
En effet, soit F ∈
∏
i∈I
Xi. On conside`re l’application compose´eK
u
−→ I
f=(F,I,pr2 F )−−−−−−−−→ pr2 F .
Son graphe est F ◦ U et pour tout k ∈ K, F ◦ U(k) = f ◦ u(k) = F (u(k)) ∈ Xu(k).
Si u est surjective. Soit s : I → K une section de u dont le graphe est S. La compose´e
de notre application et de l’application G 7→ G ◦ S de
∏
k∈K
Xu(k) dans
∏
k∈K
Xu(s(k)) =
∏
i∈I
Xi
est l’application identique de
∏
i∈I
Xi. Donc elle est injective.
Si u est bijective. Soit s : I → K l’inverse de u. L’application de´finie dans le cas
pre´ce´dent est bien l’inverse de notre application.
4. Produit partiels
Proposition 38. Soit (Xi)i∈I une famille d’ensembles telle que Xi 6= ∅ pour tout i ∈ I.
e´tant donne´e une application g de J ⊂ I dans A =
⋃
i∈I
Xi, telle que g(i) ∈ Xi pour tout
i ∈ J , il existe un prolongement f de g a` I, tel que f(i) ∈ Xi pour tout i ∈ I.
C’est la prop. 6 de II, p. 34. Dans sa de´monstration, on ve´rifie que le graphe G ∪
(
⋃
i∈I−J
{(i, Ti)}) est fonctionnel en s’aidant de C27 (I, p. 32) et S7 (I, p. 38).
Corollaire 39 (Axiome de choix). Soit (Xi)i∈I une famille d’ensembles. Pour que
∏
i∈I
Xi 6=
∅, il faut et il suffit que pour tout i ∈ I, Xi 6= ∅.
En effet, si pour tout i ∈ I, on a Xi 6= ∅, on a aussi
∏
i∈I
Xi 6= ∅ en appliquant la prop.
38 au cas ou` J = ∅. Inversement, si
∏
i∈I
Xi 6= ∅, par de´finition de
∏
i∈I
Xi, on a, pour tout
i ∈ I, Xi 6= ∅.
Corollaire 40. Soient (Xi)i∈I et (Yi)i∈I deux familles d’ensembles ayant le meˆme ensemble
d’indices I. Si, pour tout i ∈ I, on a Xi ⊂ Yi, on a aussi
∏
i∈I
Xi ⊂
∏
i∈I
Yi. Re´ciproquement,
si
∏
i∈I
Xi ⊂
∏
i∈I
Yi et si, pour tout i ∈ I, on a Xi 6= ∅, on a Xi ⊂ Yi pour tout i ∈ I.
La premie`re partie est e´vidente. Pour la seconde, soient A =
⋃
i∈I
Xi, α ∈ I et x ∈ Xα.
Soit g l’application de {α} ⊂ I dans A tel que g(α) = x. D’apre`s la prop. 38, on a
{(α, x)} ∪ (
⋃
i∈I−{α}
{(i, Ti)}) ∈
∏
i∈I
Xi. Donc x ∈ Yα.
Soient (Xi)i∈I une famille d’ensembles et J une partie de I. L’application de
∏
i∈I
Xi dans∏
i∈J
Xi de´finie dans la prop. 37 qui est associe´e a` l’injection canonique J → I, s’appelle la
projection d’indice J et se note prJ . D’apre`s la prop. 38 elle surjective.
Proposition 41. Soient (Xi)i∈I une famille d’ensembles et J une partie de I. Si, pour
tout i ∈ I, on a Xi 6= ∅, l’application prJ est surjective.
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Corollaire 42. Soient (Xi)i∈I une famille d’ensembles telle que, pour tout i ∈ I, on ait
Xi 6= ∅. Alors, pour tout α ∈ I, la projection prα est une application surjective de
∏
i∈I
Xi
sur Xα.
§6. RELATIONS D’E´QUIVALENCE
1. De´finition d’une relation d’e´quivalence
Soit R{x, y} une relation, x et y e´tant deux lettres distinctes figurant dans R (le cas
contraire est sans importance et conduit a´ plus de ve´rifications). On dit que R est syme´-
trique (par rapport aux lettres x et y) si l’on a R{x, y} ⇒ R{y, x} ; c’est-a`-dire, pour tout
X et Y deux ensembles, R{X, Y } ⇒ R{Y,X} (cf. I, p. 16). Donc R{x, y} et R{y, z} sont
e´quivalentes.
Soit z une lettre ne figurant pas dans R. On dit que R est transitive (par rapport aux
lettres x et y) si l’on a R{x, y} et R{y, z} ⇒ R{x, z} ; c’est-a`-dire, pour tout X , Y et Z
des ensembles, (R{X, Y } et R{Y, Z})⇒ R{X,Z}.
Exemples 43. La relation x = y est syme´trique et transitive. La relation X ⊂ Y :
(∀x)((x ∈ X)⇒ (x ∈ Y )) est transitive, mais non syme´trique. La relation X ∩ Y = ∅ est
syme´trique, mais non transitive (la relation X ∩ Y est identique a´ la relation τy(∀x)((x ∈
y)⇔ (x ∈ X ou x ∈ Y ))).
Si R{x, y} est a´ la fois syme´trique et transitive, on dit qu’elle est une relation d’e´qui-
valence (par rapport aux lettres x et y). Dans ce cas
R{x, y} ⇒ (R{x, x} et R{y, y}). (B.6)
Donc pour tout X et Y deux ensembles, R{X, Y } ⇒ (R{X,X} et R{Y, Y }).
Soient R{x, y} une relation et E un ensemble tels que x et y deux lettres distinctes
figurant dans R mais pas dans E. On dit que R est re´flexive dans E (par rapport aux lettres
x et y) si R{x, x} ⇔ (x ∈ E) ; c’est-a`-dire, pour tout X ensemble, R{X,X} ⇔ (X ∈ E).
Si en plus R est une relation d’e´quivalence, on dit que R est une relation d’e´quivalence
dans E.
Soient en plus x′ et y′ deux lettres distinctes et ne figurant pas dansR{,}. D’apre`s C3
(I, p. 23), R{x, y} ⇔ R{x′, y′}. Donc R{x, y} est syme´trique (resp. transitive, resp. relation
d’e´quivalence) par rapport aux lettres x et y est e´quivalente a´ R{x′, y′} est syme´trique (resp.
transitive, resp. relation d’e´quivalence) par rapport aux lettres x′ et y′. Si R est une relation
d’e´quivalence dans E par rapport aux lettres x et y, et si x′ et y′ ne figurant pas dans E,
alors R{x′, y′} est une relation d’e´quivalence dans E par rapport aux lettres x′ et y′.
Soient Γ = (F,E,E) une correspondance et x et y deux lettres distinctes ne figurant
pas dans F . On dit que Γ est une e´quivalence si la relation (x, y) ∈ F est une relation
d’e´quivalence dans E.
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Soit R{x, y} une relation ve´rifiant (B.6) (par exemple si R{x, y} est une relation
d’e´quivalence ou relation de pre´ordre ou d’ordre, cf. III). Si R est re´flexive dans un en-
semble E, R{x, y} ⇒ (x, y) ∈ E × E, donc R admet un graphe (par rapport aux lettres
x et y). Supposons que R admet un graphe G (par rapport aux lettres x et y). On a
R{x, x} ⇔ (∃y)R{x, y} ⇔ (∃y)((x, y) ∈ G) ⇔ (x ∈ pr1G) (pour la premie`re e´quivalence
on utilise S5 (I, p. 33) et (B.6), pour la deuxie`me C31 (I, p. 34), et pour la dernie`re cf.
notre §3, 1), de fac¸on que R est re´flexive dans pr1G. Donc, pour que R admet un graphe
(par rapport aux lettres x et y) il faut et il suffit que R est re´flexive dans un ensemble E.
D’ou`, si R{x, y} est une relation d’e´quivalence (resp. de pre´ordre, resp. d’ordre) dans un
ensemble E, alors (G,E,E) est une e´quivalence (resp. un pre´ordre, resp. un ordre) dans E
ou` G est le graphe de R. (D’apre`s la re´flexivite´ de R dans E et (B.6), E = pr1G = pr2G.)
2. Classes d’e´quivalence ; ensemble quotient
Soit f = (F,E,E ′) une application telle que E 6= ∅. La relation “x ∈ E et y ∈
E et f(x) = f(y)” est une relation d’e´quivalence dans E ; nous la de´finirons comme la rela-
tion d’e´quivalence associe´e a` f . Elle est e´quivalente a` la relation (∃z)((x, y) ∈ F et (y, z) ∈
F ), c’est-a`-dire a` (x, y) ∈ F−1 ◦ F . Donc admet F−1 ◦ F comme graphe.
Nous allons maintenant voir que toute relation d’e´quivalence R{x′, y′} dans un ensemble
E est de ce type. En effet, soient G le graphe de R et x ∈ E. L’ensemble G(x) (la coupe de
G suivant x) (ou tout ensemble lui est e´gal) s’appelle la classe d’e´quivalence de x suivant
R. Soit y une lettre ne figurant ni dans x ni dans G. On a
G(x) = {y | (x, y) ∈ G} = {y | R{x, y}} = {y | (y ∈ E) et R{x, y}} ⊂ E;
et G(x) 6= ∅ car x ∈ G(x). Chaque e´le´ment de G(x) s’appelle un repre´sentant de cette
classe. L’ensemble
E/R = {y | (∃x)((x ∈ E) et y = G(x))} (C53)
s’appelle l’ensemble quotient de E par R (ses e´le´ments sont G(x) ou` x ∈ E). L’application
p : E → E/R de´finit par x 7→ G(x) s’appelle l’application canonique de E sur E/R (on
prend x une lettre ne figurant ni dans E ni dans G, donc, pour tout X ∈ E, (X | x)G(x)
est identique a` G(X)).
C55. R{x′, y′} ⇔ (x′ ∈ E et y′ ∈ E et p(x′) = p(y′)) ⇔ (∃X)(X ∈ E/R et x′ ∈
X et y′ ∈ X).
En effet, R{x′, y′} ⇒ (R{x′, x′} et R{y′, y′})⇒ (x′ ∈ E et y′ ∈ E). D’autre part,
R{x′, y′} ⇔ (x′, y′) ∈ G
⇔ y′ ∈ G(x′)
⇔ G(y′) ⊂ G(x′)
(y′ ∈ G(x′)) ⇒ (G(y′) ⊂ G(x′)) : Soit z ∈ G(y′), donc (y′, z) ∈ G. On a R{x′, y′} et
R{y′, z}. Puisque R est transitive, R{x′, z}, i.e. (x′, z) ∈ G, c’est-a`-dire, z ∈ G(x′).
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En vertu de R{x′, y′} ⇔ R{y′, x′}, on montre R{x′, y′} ⇔ (G(x′) = G(y′)).
Les lettres x′ et y′ ne figurent ni dans E ni dans G, donc non plus dans le graphe de p
(les lettres figurant dans ce dernier sont celles figurant dans E ou G).
La seconde e´quivalence de C55 est e´vidente, et montre que R est de´termine´e a` une
e´quivalence pre`s par la donne´e de la partition E/R de E.
3. Relations compatibles avec une relation d’e´quivalence
Soient R{x, x′} une relation d’e´quivalence, et P{x} une relation. On dit que P{x} est
compatible avec la relation d’e´quivalence R{x, x′} (par rapport a` x) si, y de´signant une
lettre qui ne figure ni dans P ni dans R, on a
(P{x} et R{x, y})⇒ P{y};
c’est-a`-dire, pour tout a et b deux ensembles, (P{a} et R{a, b})⇒ P{b}.
Nous donnons notre version de C56 ou` nous avons supprime´s une condition qui n’est
pas ne´cessaire et nous avons ajoute´ une autre afin d’aboutir le re´sultat voulu.
C56. Soient R{x, x′} une relation d’e´quivalence dans un ensemble E, P{x} une rela-
tion compatible (par rapport a` x) avec la relation d’e´quivalence R{x, x′} ; alors si t ne
figure pas dans P{x}, ni dans R, ni dans E (donc non plus dans E/R), la relation “t ∈
E/R et (∃x)(x ∈ t et P{x})” est e´quivalente a` la relation “t ∈ E/R et (∀x)((x ∈ t) ⇒
P{x})”.
Nous comple´tons son de´monstration en ve´rifiant la dernie`re e´quivalence. Soit y ∈ E,
donc f(y) ∈ E/R. On a
P ′{f(y)} ⇔ (f(t) | t)(∀x)((x ∈ t)⇒ P{x})
⇔ (f(t) | t)(∀x′)((x′ ∈ t)⇒ P{x′})
ou` x′ est une lettre distincte de t et ne figurant ni dans P{x} ni dans f(y)
⇒ P{y}.
L’implication P{y} ⇒ P ′{f(y)} est e´vidente.
4. Parties sature´es
Soient R{x, y} une relation d’e´quivalence dans un ensemble E, et A une partie de E ne
contenant pas x. Soit f l’application canonique de E dans E/R. On a
A ⊂ f−1〈f〈A〉〉 =
⋃
x∈A
f−1〈{f(x)}〉 =
⋃
x∈A
f(x) (car f〈A〉 =
⋃
x∈A
{f(x)}). (B.7)
On dit que A est sature´e pour R si la relation x ∈ A est compatible (par rapport a` x) avec
R{x, y} ; c’est-a`-dire, pour tout x ∈ A, la classe d’e´quivalence de x est contenu dans A.
D’apre`s (B.7), on a
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Proposition 44. Les relations suivantes sont e´quivalentes
1) A est sature´e pour R ;
2) A =
⋃
x∈A
f(x);
3) A est re´union d’un ensemble de classes d’e´quivalence suivant R ;
4) A = f−1〈f〈A〉〉 ;
5) A = f−1〈B〉 ou` B ⊂ E/R.
7. Quotients de relations d’e´quivalence
Soient R et S deux relations d’e´quivalence, par rapport a` deux lettres x et y. Nous
dirons que S est plus fine que R (ou que R est moins fine que S) si la relation S ⇒ R est
vraie.
Proposition 45. Soient R et S deux relations d’e´quivalence dans un meˆme ensemble E
dont les graphes respectives sont G et G′. Les relations suivantes sont e´quivalentes :
1) S ⇒ R ;
2) G′ ⊂ G ;
3) (∀x ∈ E)(G′(x) ⊂ G(x)) ;
4) (∀x ∈ E)(∃y ∈ E)(G′(x) ⊂ G(y)) ;
5) (∀x ∈ E)(∀y ∈ G(x))(G′(y) ⊂ G(x)).
En effet, d’apre`s la remarque 10, 1) et 2) sont e´quivalentes. On a vu (cf. §3, 3) que 2) et
3) sont e´quivalentes. L’implication 3)⇒ 4) est e´vidente. L’implication 4)⇒ 3) est vraie car
x ∈ G′(x). L’implication 3)⇒ 5) : Soient x ∈ E et y ∈ G(x). On a G′(y) ⊂ G(y) = G(x).
L’implication 5)⇒ 3) est vraie car x ∈ G(x).
8. Produit de deux relations d’e´quivalence
Soit R une relation ou` figurent des lettres deux a` deux distinctes x, y, x′ et y′. Soient
z et z′ deux lettres distinctes et ne figurant pas dans R. D’apre`s II, p. 49, exerc. 1 de §2,
on a
(∃x)(∃y)(∃x′)(∃y′)R{x, y, x′, y′} ⇔ (∃x)(∃y)(∃z′)(z′ est un couple et R{x, y, pr1 z
′, pr2 z
′}
⇔ (∃z)(z est un couple et (∃z′)(z′ est un couple et
R{x, y, pr1 z
′, pr2 z
′}{pr1 z, pr2 z})) (cf. I, p. 16)
⇔ (∃z)(∃z′)(z est un couple et z′est un couple et
R{pr1 z, pr2 z, pr1 z
′, pr2 z
′}) (d’apre`s C33 et C31)
⇔ (∃t)(t est un quadruplet et R{pr1 t, pr2 t, pr3 t, pr4 t})),
ou` t est une lettre (distincte de z et z′ et) ne figurant pas dans R{,,,}.
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Maintenant, soient R{x, y} et R′{x′, y′} deux relations d’e´quivalence ou` x, y, x′ et y′
sont des lettres deux a` deux distinctes telles que x′ et y′ ne figurent pas dans R{x, y} et x
et y ne figurent pas dans R′{x′, y′}. Soient u et v deux lettres distinctes et ne figurant ni
dans R ni dans R′. De´signons par S{u, v} la relation
(∃x)(∃y)(∃x′)(∃y′)(u = (x, x′) et v = (y, y′) et R{x, y} et R′{x′, y′});
qui est e´quivalent a`
(∃t)(t est un quadruplet et u = (pr1 t, pr3 t) et v = (pr2 t, pr4 t) et R{pr1 t, pr2 t} et R
′{pr3 t, pr4 t});
ou` t est une lettre distincte de u et v et ne figurant pas dans R{,} ni dans R′{,}.
Donc si U et V sont deux ensembles, S{U, V } est e´quivalent a`
(∃t)(t est un quadruplet et U = (pr1 t, pr3 t) et V = (pr2 t, pr4 t) et R{pr1 t, pr2 t} et R
′{pr3 t, pr4 t});
ou` t est une lettre ne figurant pas dans aucun des assemblages U , V , R{,} et R′{,}.
La relation S{u, v} est syme´trique car R et R′ le sont aussi. En se servant du fait que R
et R′ sont transitive et de la remarque suivante, elle est encore transitive. Donc la relation
S{u, v} est une relation d’e´quivalence, que l’on appelle produit de R et R′ et qu’on de´signe
par R× R′.
Remarque 46. Soient A{x, y} une relation ou` x et y sont deux lettres distinctes, et B,
B′ et C sont des termes. D’apre`s S6, si B = B′, on a A{B,C} ⇔ A{B′, C} (cf. I, p. 16).
Si R est une relation re´flexive dans un ensemble E et R′ est une relation re´flexive dans
un ensemble E ′, alors R×R′ est re´flexive par rapport a` u et v qui sont pris ne figurant ni
dans E ni dans E ′ (donc non plus dans E ×E ′) (on se sert de la remarque 46).
Soient R une relation d’e´quivalence dans un ensemble E dont le graphe est G et R′ une
relation d’e´quivalence dans un ensemble E ′ dont le graphe est G′. Donc R×R′ est aussi une
relation d’e´quivalence. Si b = (a, a′) ∈ E × E ′, la classe d’e´quivalence de b suivant R × R′
est G(a)×G′(a′). Donc toute classe d’e´quivalence suivant R×R′ est le produit d’une classe
d’e´quivalence suivant R et d’une classe d’e´quivalence suivant R′, et re´ciproquement.
Soient f et f ′ les applications canoniques de E sur E/R et de E ′ sur E ′/R′, et soit
f × f ′ l’extension canonique de f et f ′ aux ensembles produits (II, p. 21). On a (f ×
f ′)−1(f(a), f(a′)) = f(a)×f(a′) pour (a, a′) ∈ E×E ′. Si on prend de plus u et v ne figurant
pas dans les graphes de R et de R′ (donc non plus dans les graphes de f , f ′ et f×f ′), alors
la relation d’e´quivalence associe´e a` f × f ′ : “ u ∈ E × E ′ et v ∈ E × E ′ et (f × f ′)(u) =
(f × f ′)(v) ” est e´quivalente a` R × R′. L’application f × f ′ peut donc se mettre sous la
forme h ◦ g, ou` g est l’application canonique de E ×E ′ sur (E ×E ′)/(R×R′) et ou` h est
une application bijective de (E × E ′)/(R× R′) sur (E/R)× (E ′/R′) ; cette application et
son application re´ciproque sont dites canoniques.
Dans la remarque de II, p. 47, dire que P est compatible avec les relations d’e´quivalence
R{x, y} et R′{x′, y′} revient au meˆme de dire que pour tout a, b, a′ et b′ des ensembles,
(P{a, a′} et R{a, b} et R′{a′, b′})⇒ P{b, b′}.
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La lettre u est suppose´e ne figurant pas dans P{x, x′} ; et on a
Q{u} ⇔ (∃z)(z est un couple et (u = (pr1 z, pr2 z)) et P{pr1 z, pr2 z})
⇔ (u est un couple et P{pr1 u, pr2 u}).
9. Classes d’objets e´quivalents
Soient x, x′ et y trois lettres distinctes, et R{x, y} une relations d’e´quivalence. D’apre`s
C27, R{x, y} est e´quivalente a` (∀y)(R{x, y} ⇔ R{x′, y}), donc, d’apre`s S7, a´ τy(R{x, y}) =
τy(R{x
′, y}) c’est-a`-dire a` θ{x} = θ{x′} ou` θ{x} est le terme τy(R{x, y}). Soit X un
ensemble, θ{X} est identique a` τy′(R{X, y
′}) ou` y′ est une lettre ne figurant ni dans R ni
dans X . D’apre`s C31 et S5, R{x, θ{x}}, qui n’est autre que (∃y)R{x, y}, est e´quivalente a`
R{x, x} (si T est un ensemble, R{x, T} est identique a` (T | y)R{x, y}).
Donc, d’apre`s la remarque 46,
(R{x, x} et R{x′, x′} et θ{x} = θ{x′})⇔ R{x, x′}.
On dit que l’ensemble θ{x} est la classe d’objets e´quivalents a` x (suivant la relation R).
Soient X et Y deux ensembles. Si on pend en plus x′ ne figurant ni dans R, on obtient
R{X, Y } ⇒ (θ{X} = θ{Y }) (B.8)
et
(R{X,X} et R{Y, Y } et θ{X} = θ{Y })⇔ R{X, Y }. (B.9)
En plus on a
R{Y, Y } ⇔ R{Y, θ{Y }} (B.10)
(d’apre`s C27, C30, CS7).
En combinant (B.8) et (B.10), on a
R{Y, Y } ⇒ (θ{Y } = θ{θ{Y }}). (B.11)
Soit maintenant T un ensemble ne contenant ni x ni y, ve´rifiant la relation
(∀y)(R{y, y} ⇒ (∃x)(x ∈ T et R{x, y})). (B.12)
Soit Θ l’ensemble {z | (∃x)(z = θ{x} et x ∈ T )} (C53, pp. 5, 6). D’apre`s la remarque 12, les
e´le´ments de Θ sont de la forme θ{X} ou` X ∈ T . On a (∃x)(R{x, x} et z = θ{x})⇒ (z ∈
Θ). Donc, d’apre`s C52 (II, p. 5), la relation (∃x)(R{x, x} et z = θ{x}) est collectivisante
en z.
On peut supposer que (x ∈ T ) ⇒ R{x, x} est vraie ; il suffit de remplacer T par
l’ensemble T ′ = {x ∈ T | R{x, x}}. Supposons que R{Y, Y } soit vraie ou` Y est un
ensemble. Donc il existe X ∈ T tel que l’on ait R{X, Y }. Alors θ{Y } = θ{X} ∈ Θ. On dit
que Θ est l’ensemble des classes d’objets e´quivalents suivant la relation R. D’ou`, d’apre`s
(B.10) ; la remarque 46, (B.8) et (B.11), θ{Y } est l’unique e´le´ment z ∈ Θ tel que l’on ait
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R{Y, z}. Pour l’unicite´, soient z, z′ ∈ Θ tels que R{Y, z} et R{Y, z′}. On a z = θ{X} et
z′ = θ{X ′} ou` X,X ′ ∈ T . Donc z = θ{X} = θ{θ{X}} = θ{Y } = θ{θ{X ′}} = θ{X ′} = z′.
Sous les meˆmes hypothe`ses, soit A{x} un terme ne contenant pas y tel que R{x, y}
entraˆıne A{x} = A{y}. Alors (∃x)(R{x, x} et z = A{x}) est aussi collectivisante en z, car,
d’apre`s (B.10), R{X,X} ⇔ (A{X} = A{θ{X}})⇒ (A{X} ∈ E), ou` E est l’ensemble des
objets de la forme A{t} pour t ∈ Θ. Si f est l’application t 7→ A{t} (t ∈ Θ, A{t} ∈ E),
on a R{x, x} entraˆıne A{x} = f(A{x}).
En particulier, si R est une relation d’e´quivalence dans un ensemble F , on peut prendre
T = F et pour A{x} la classe d’e´quivalence de x suivant R. Dans ce cas E = E/R et la
fonction f est une bijection (l’injectivite´ : si A{θ{X}} = A{θ{Y }} pour X, Y ∈ F , alors
A{X} = A{θ{X}} = A{θ{Y }} et θ{X}, θ{Y } ∈ Θ, et par suite θ{X} = θ{Y }). Ce qui
justifie la terminologie introduite.
Exemple 47. Soit R{x, y} la relation d’e´quivalence “x et y sont deux espaces vectoriels de
meˆme dimension finie sur C”, qui n’admet pas de graphe (car sinon elle serait une relation
d’e´quivalence dans “l’ensemble” des espaces vectoriels de dimension finie sur C). Elle ve´rifie
(B.12) en prenant pour T l’ensemble des objets de la forme Cn pour n ∈ N (C0 = 0).
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Annexe C
Notes concernant le chapitre III
§1. RELATIONS D’ORDRES. ENSEMBLES ORDON-
NE´S
III, p. 2 :
– Exemple 2 : On a suppose´ que x et y ne figurent pas dans E. Maintenant, soient
R{x, y} une relation transitive et antisyme´trique (2e`me relation de III, p. 1) entre x
et y, et E un ensemble tel que
pour tout X ∈ E, (X ∈ E)⇒ R{X,X}. (C.1)
Soient x′ et y′ deux lettres distinctes et ne figurant pas ni dans R{,} ni dans E.
La relation R{x′, y′} est e´quivalente a` R{x, y} donc est une relation d’ordre. Donc,
en appliquant l’exemple 2 a` R{x′, y′}, la relation “R{x′, y′} et x′ ∈ E et y′ ∈ E” est
une relation d’ordre dans E, appele´e relation d’ordre induite par R{x, y} dans E.
Si en plus R{x, y} est une relation d’ordre dans un ensemble E ′ de graphe G. La
condition (C.1) est e´quivalente a` E ⊂ E ′. La relation d’ordre induite par R{x, y}
dans E est e´quivalente a` (x′, y′) ∈ G ∩ (E × E) (les relations R{x, y} et R{x′, y′}
sont e´quivalentes donc elles sont des relations d’ordres sur E ′ et ont meˆme graphe
G). Donc elle n’est autre que celle induite par la relation sur E de´finie dans III, p. 5.
– Prop. 1 : Je crois qu’il faut ajouter la condition “G ⊂ ∆ ◦G et G ⊂ G ◦∆” a` b) pour
avoir l’e´quivalence.
III, p. 3 : Plus ge´ne´ralement, soit R{x, y} une relation de pre´ordre. Soit S{x, y} une
relation d’e´quivalence telle que R{x, y} soit compatible avec les relations d’e´quivalence
S{x, x′} et S{y, y′} (par rapport a` x et y) ou` x′ et y′ sont des lettres ne figurant pas
dans S, c’est-a`-dire, pour tout ensembles X , Y et Z, (R{X, Y } et S{X,Z}) ⇒ R{Z, Y }
et (R{X, Y } et S{Y, Z})⇒ R{X,Z}.
Soit R′{X, Y } la relation
X ∈ E/S et Y ∈ E/S et (∃x)(∃y)(x ∈ X et y ∈ Y et R{x, y}).
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On propose ici une de´monstration directe et simple du fait que R′{X, Y } est une relation
d’ordre entre e´le´ments de E/S sans se servir de C56, II, p. 43. Soient X , Y et Z des e´le´ments
de E/S tels que R′{X, Y } et R′{Y, Z}. Donc, d’apre`s la compatibilite´ et II, p. 49, §2, exerc.
1, il existe x ∈ X , y ∈ Y et z ∈ Z tels que R{x, y} et R{y, z}. D’ou` E/S transitive. Soient
X , Y deux e´le´ments de E/S tels que R′{X, Y } et R′{Y,X}. Donc, d’apre`s ce qui pre´ce`de,
il existe x ∈ X , y ∈ Y et z ∈ X tels que R{x, y} et R{y, z}. D’apre`s la seconde implication
de la compatibilite´ (5e`me ligne), on a R{y, x}. D’ou` X = Y . Le reste est facile a` voir.
III, p. 4 : Je crois que, pour que Γ soit un pre´ordre sur E il faut et il suffit que ∆ ⊂ G,
G ⊂ ∆ ◦G, G ⊂ G ◦∆ et G ◦G ⊂ G.
III, p. 5 : Je crois que C58 n’est pas clair. A` mon avis C58 est plus clair avec cette
version : Soient (E,≤) un ensemble ordonne´ et x, y et z des e´le´ments de E. La relation
x ≤ y est e´quivalente a` “x < y ou x = y”. Chacune des relations “x ≤ y et y < z”,
“x < y et y ≤ z” entraˆıne x < z.
III, p. 14 : Je crois que, pour qu’un ordre sur E soit total, il faut et il suffit que son
graphe G, en plus des relations G ◦ G = G, G ⊂ ∆ ◦ G, G ⊂ G ◦ ∆ et G ∩ G−1 = ∆,
satisfasse a` la relation G ∪G−1 = E × E.
§2. ENSEMBLES BIEN ORDONNE´S
III, p. 16 : Si E un ensemble ordonne´ et x ∈ E, on dit aussi que Sx est le segment initial
d’exte´mite´ (ou de´termine´ par) x.
III, p. 16, Prop. 3 : Il faut ajouter une hypothe`se : . . .pour tout couple d’indices (ι, κ)
l’un des ensembles Xι et Xκ soit un segment de l’autre et l’ordre induit est identique a`
l’ordre donne´.
III, p. 17 : La de´monstration de la prop. 3 :
– La famille d’ensembles (Xι)ι∈I ve´rifie les conditions du lemme 1. La premie`re est
e´vidente. Pour la deuxie`me, soit (ι, κ) un couple d’indices tel que Xι ⊂ Xκ. Si Xι est
un segment de Xκ, c’est e´vident. Si Xκ est un segment de Xι, dans ce cas Xι = Xκ
et ces deux ensembles ont le meˆme ordre. On conclut a` l’aide de C18 (I, p. 28).
– Montrons que si x ∈ Xι, y ∈ E et y ≤ x, alors y ∈ Xι. On a y ∈ Xκ pour un
certain κ ∈ I. Si Xκ est un segment de Xι, on a e´videmment y ∈ Xι. Si Xι est un
segment de Xκ, on a aussi y ∈ Xι. On conclut en utilisant C18 (I, p. 28). Donc chaque
Xι est un segment de E. Le fait que, pour tout x ∈ Xι, le segment d’extre´mite´ x
dans Xι est identique a` l’intervalle ] ←, x[ dans E est une simple conse´quence de la
de´finition d’un segment (si S est un segment d’un ensemble ordonne´ E et x ∈ S, on
a ]←, x[S=]←, x[E).
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– Dans la de´monstration du fait que E est bien ordonne´ et pour monter que a est aussi
le plus petit e´le´ment de H dans E, soit x ∈ H . On a x ∈ Xκ pour un certain κ ∈ I.
Si Xκ est un segment de Xι, on a e´videmment x ∈ H ∩Xι et donc a ≤ x. Si Xι est
un segment de Xκ. On ne peut avoir x < a car si c’est le cas on aurait x ∈ H ∩Xι et
donc a ≤ x et a < a. Finalement a ≤ x car Xκ est totalement ordonne´ (raisonnement
par l’absurde, cf. C15 (I, p. 27)). On conclut a` l’aide de C18 (I, p. 28).
III, p. 17, Lemme 2 : En vertu de la condition 1, l’ensemble S doit ve´rifier ∅ =
⋃
i∈∅
Si ∈
S (donc S est non vide).
III, p. 18 : C59 est e´quivalent a`
C59′ Soient E un ensemble bien ordonne´ et A une partie de E. Si
(∀x)((x ∈ E et Sx ⊂ A)⇒ x ∈ A),
on a A = E.
En effet, C59 ⇒ C59′. Il suffit de conside´rer le cas ou` R{x} est la relation “x ∈ A”.
C59′ ⇒ C59. Il suffit de conside´rer le cas ou` A = {x ∈ E | R{x}}.
III, p. 18, De´monstration de C60 : Toute re´union de segments appartenant a` S1 ap-
partient a` S1 : D’abord, si S
′, S ′′ deux segments de E tels que S ′′ ∈ S1 et S
′ ⊂ S ′′, alors
S ′ ∈ S1 via fS′′ : S
′ → fS′′(S
′). Clairement ∅ ∈ S1. D’autre part, soit (Si)i∈I une famille
d’e´le´ments de S1 telle que I 6= ∅. Soit l’application compose´e Si
fSi−−→ fSi(Si) →֒
⋃
i∈I
fSi(Si),
pour tout i. D’apre`s la remarque pre´ce´dente, la seconde partie de C60 (l’unicite´) et la
prop. 7 de II, p. 28, ces applications s’e´tendent de fac¸on unique a` une application de
⋃
i∈I
Si
dans
⋃
i∈I
fSi(Si). Donc
⋃
i∈I
Si ∈ S1 via cette application.
III, p. 18 : Une application de C60 :
C60′ Soient E un ensemble bien ordonne´, F un ensemble, Γ l’ensemble des applications
de segments initiaux de E dans F et ϕ une application de Γ dans F . Donc il existe une
application unique f : E → F telle que pour tout x ∈ E on ait f(x) = ϕ(f |Sx).
On applique C60 et la conside´ration qui se trouve juste apre`s ce crite`re, en identifiant
toute application g : Sa → F ou` a ∈ E, avec l’application surjective g : Sa → g(Sa). On
prend T{u} le terme ϕ(u) = τy((u, y) ∈ G) ou` G est le graphe de ϕ. L’unicite´ de f se
de´montre d’une fac¸on similaire a` de C60.
Il existe aussi une de´montration directe de C60′ analogue a` celle de C60.
III, p. 19, Lemme 3 :
– En outre on peut montrer facilement que la partie M de E et le bon ordre sur M
sont uniques a` l’aide de la construction de M (cf. les archives de N. Bourbaki, l’e´tat
6 du chapitre III, p. 29).
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– Une autre application inte´ressante de ce lemme (autre que les the´ore`mes de Zermelo
et de Zorn), le the´ore`me de Bourbaki [1, Exercice 4, p. 206] :
Soit E un ensemble ordonne´ tel que toute partie bien ordonne´ admet une borne
supe´rieure dans E. soit f une application de E dans E telle que f(x) ≥ x pour tout
x ∈ E. Sans assumer aucune forme de l’axiome de choix, f admet un point fixe.
Soient a ∈ E etS l’ensemble forme´ de l’ensemble vide et des partiesX de E contenant
a, admettant une borne supe´rieure m dans E, et telles que l’on ait m 6∈ X ou f(m) >
m. Soit p l’application de S dans E telle p(∅) = a et
p(X) =
{
m si m = supE X 6∈ X
f(m) si m = supE X ∈ X.
D’apre`s C25 (I, p. 31), si m = supE X ∈ X , alors f(m) > m, et par suite f(m) 6∈ X .
D’apre`s le lemme 3 (III, p. 19), il existe une partie M de E et un bon ordre sur M
tels que 1 et 2. On montre, comme dans la de´monstration de la prop. 4 de III, p. 20,
que le bon ordre sur M est l’ordre induit sur M par l’ordre de E. On a M 6= ∅ car
M /∈ S. On a aussi a ∈ M , car dans le cas contraire il existerait x ∈ M − {a}. On
aurait SMx = {y ∈ M | y < x} 6= ∅ car p(S
M
x ) = x. Donc a ∈ S
M
x . Enfin, d’apre`s les
hypothe`ses, M admet une borne supe´rieure b ve´rifiant b ∈M et f(b) = b.
III, p. 20, De´finition 3 : Bien suˆr un ensemble inductif E est non vide car la partie vide
de E est totalement ordonne´e (cf. III, p. 14, Exemple 2).
III, p. 21, Th. 3 : A` l’aide de ce re´sultat et du th. de Zermelo, on obtient le the´ore`me
suivant : Soient E et F deux ensembles ; l’une au moins des deux propositions suivantes
est vraie :
1) il existe une injection de E dans F ;
2) il existe une injection de F dans E.
III, p. 22, Produits lexicographiques : Soit (Ei)i∈I une famille d’ensembles ordonne´s,
dont l’ensemble d’indices I soit bien ordonne´. On appelle produit lexicographique des Ei
l’ensemble E =
∏
i∈I
Ei muni de la relation d’ordre : “x = (xi)i∈I ≤ y = (yi)i∈I” si
x = y ou (x 6= y et xi0 < yi0 ou` i0 = inf{i ∈ I | xi 6= yi}).
L’antisyme´trie (la 2e`me condition dans III, p. 1) est imme´diate car si x ≤ y et y ≤ x et
x 6= y on aurait xi0 < yi0 et yi0 < xi0 ou` i0 = inf{i ∈ I | xi 6= yi}, et donc xi0 = yi0.
Pour la transitivite´, soient x, y, z ∈ E tels que x ≤ y ≤ z ve´rifiant x 6= y et y 6= z. Soient
i0 = inf{i ∈ I | xi 6= yi}, i1 = inf{i ∈ I | yi 6= zi} et i2 = inf(i0, i1). Si i < i2, on a
xi = yi = zi. En plus xi2 < zi2 . En effet, si i0 = i1, on a xi0 < yi0 < zi0 . Si i0 < i1, on a
xi0 < yi0 = zi0 . Si i1 < i0, on a xi1 = yi1 < zi1 . On conclut a` l’aide de C58 (III, p. 5) et
de l’exerc. 3, b), §3, p. 48 (qui est une ge´ne´ralisation de C18 (I, p. 28)). Donc c’est bien
une relation d’ordre sur E. Si en plus les Ei sont totalement ordonne´s, E est e´videmment
totalement ordonne´.
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§3. ENSEMBLES E´QUIPOTENTS. CARDINAUX
Soit X un ensemble. On dit que X est transitif si la relation x ∈ X implique x ⊂ X . On
dit que X est de´cent si la relation x ∈ X implique x 6∈ x. L’ensemble vide est e´videmment
transitif et de´cent. Le successeur de X est l’ensemble X ∪ {X} qu’on note X+. Noter que
X ⊂ X+ et (X+ = X ⇔ X ∈ X). Si X est de´cent, on a X 6∈ X et donc X+ 6= X . Le
lemme suivant est e´vident.
Lemme 48. Si Y est un ensemble transitif (resp. de´cent), il en est de meˆme de Y +. Si
(Yi)i∈I est une famille d’ensembles transitifs (resp. de´cents), les ensembles
⋃
i∈I
Yi et
⋂
i∈I
Yi
sont transitifs (resp. de´cents). La condition I 6= ∅ est implicite pour l’intersection. On
rappelle que si I = ∅,
⋃
i∈I
Yi = ∅.
On dit que X est un nombre ordinal ou simplement un ordinal si tout ensemble transitif
Y tel que Y ⊂ X et Y 6= X est un e´le´ment deX . Par exemple l’ensemble vide est un ordinal.
Noter que l’ensemble vide appartient a` tout ordinal non vide.
The´ore`me 49. (1) Tout ordinal est transitif et de´cent.
(2) Si X et Y sont des ordinaux distincts, on a
a) X ∈ Y ⇔ X ⊂ Y .
b) X ∈ Y ou Y ∈ X.
(3) Si X est un ensemble transitif tel que tout x ∈ X est un ordinal, alors X est un ordinal.
(4) Tout e´le´ment d’un ordinal X est un ordinal.
(5) a) Pour toute famille (Xi)i∈I d’ordinaux, l’intersection
⋂
i∈I
Xi est le plus petit e´le´ment
de cette famille pour la relation d’inclusion. Soit X est un ordinal. La relation x ⊂ y
entre e´le´ments de X est une relation de bon ordre.
b) i) Soit X est un ordinal. Pour tout x ∈ X, Sx = x. En plus, une partie Y de X
est un segment de X si et seulement si Y est transitif.
ii) Si on a deux ordinaux, l’un est un segment de l’autre.
iii) Deux ordinaux isomorphes sont identiques.
(6) Si X est un ordinal, il en est de meˆme de X+. Pour toute famille (Xi)i∈I d’ordinaux,
la re´union
⋃
i∈I
Xi est un ordinal.
(1) Soit X un ordinal. Soient (Xi)i∈I la famille des sous-ensembles de X transitifs et
de´cents et Y =
⋃
i∈I
Xi. D’apre`s le lemme 48, Y et Y
+ sont transitifs et de´cents. Supposons
que Y 6= X . Donc Y ∈ X . Ce qui entraˆıne Y + ⊂ X . Puisque Y est de´cent, Y $ Y +, ce qui
est absurde.
(2) Soient X et Y sont des ordinaux distincts. L’assertion i) est e´vidente : l’implication
“⇒”puisque Y est transitif, et l’implication“⇐”puisque Y est un ordinal et X est transitif.
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Montrons ii). Supposons que X 6⊂ Y et Y 6⊂ X . On a X ∩ Y $ X et X ∩ Y $ Y . D’apre`s
(1) et le lemme 48, X ∩Y est transitif et de´cent. Donc X ∩Y ∈ X ∩Y . Or X ∩Y 6∈ X ∩Y
puisque X ∩ Y est de´cent. Ce qui constitue une contradiction. D’ou` X ⊂ Y ou Y ⊂ X .
(3) Soit X un ensemble transitif tel que tout x ∈ X est un ordinal. Soient Y $ X
transitif et x ∈ X − Y . On a Y ⊂ x. En effet, soit y ∈ Y . Supposons que x ∈ y. Donc
x ∈ Y car Y est transitif, ce qui est absurde. D’apre`s (2), y ∈ x. Si Y = x, on a e´videmment
Y ∈ X . Si Y 6= x, alors Y ∈ x car x est un ordinal et Y est transitif. Donc Y ∈ X car X
est transitif.
(4) La de´monstration est similaire a` celle de (1). Soit X un ordinal. Soient (Xi)i∈I la
famille des sous-ensembles de X transitifs dont les e´le´ments sont des ordinaux, et Y =⋃
i∈I
Xi. D’apre`s le lemme 48, Y et Y
+ sont transitifs et Y est de´cent. D’apre`s (3), Y est un
ordinal et les e´le´ments de Y + sont des ordinaux. Supposons que Y 6= X . Donc Y ∈ X . Ce
qui entraˆıne Y + ⊂ X . Puisque Y est de´cent, Y $ Y +, ce qui est absurde.
(5) a) Soit (Xi)i∈I une famille d’ordinaux. D’apre`s (1) et le lemme 48, les Xi et
⋂
i∈I
Xi
sont transitifs et de´cents. Il suffit de montrer qu’il existe i ∈ I tel que
⋂
i∈I
Xi = Xi. En
effet, supposons que pour tout i ∈ I,
⋂
i∈I
Xi $ Xi. Donc, pour tout i ∈ I,
⋂
i∈I
Xi ∈ Xi. D’ou`⋂
i∈I
Xi ∈
⋂
i∈I
Xi. Or ceci est impossible car
⋂
i∈I
Xi est de´cent. La seconde partie de´coule de la
premie`re et de (4).
b) i) On a, pour tout x ∈ X , Sx = {y ∈ X | y < x} = {y ∈ X | y ∈ x} = X ∩ x = x,
car X est transitif. La deuxie`me assertion de´coule de la premie`re car, Y est un segment X
veut dire que pour tout x ∈ Y , Sx ⊂ Y .
L’assertion ii) est e´vidente d’apre`s i) et (2) ; et l’assertion iii) est e´vidente d’apre`s ii) et
le cor. 1 du th. 3, III, p. 21.
(6) est imme´diate de (1), du lemme 48, de (4) et (3).
The´ore`me 50. Soit X un ensemble. Les conditions suivantes sont e´quivalentes :
1) X est un ordinal.
2) La relation “(x ∈ y ou x = y) et x ∈ X et y ∈ X” est une relation de bon ordre sur X,
et X est transitif.
3) X est bien ordonne´, et pour tout x ∈ X, x est e´gal au segment d’extre´mite´ x.
1)⇒ 2) est contenue dans le th. 49.
2)⇒ 3) est e´vidente.
3) ⇒ 1). Soient x, y ∈ X . On a (x < y) ⇔ (x ∈ Sy = y). Soit x ∈ X . On a
Sx = X ∩ x = x, c’est-a`-dire, x ⊂ X . Donc X est transitif.
Soit Y $ X transitif. On a Y est un segment de X . D’apre`s la prop. 1 de III, p. 16, il
existe z ∈ X tel que Y = Sz = z.
Remarque 51. N. Bourbaki a adopte´ au de´but la condition 3) du th. 50 comme de´finition
d’un ordinal (cf. les archives de N. Bourbaki, l’e´tat 5 du chapitre III), et dans III, p. 79,
exerc. 20, a appelle´ un ensemble ve´rifiant la condition 1) du th. 50 un pseudo-ordinal.
55
The´ore`me 52. 1) Soit E un ensemble d’ordinaux. E muni de l’inclusion est bien ordonne´.
2) Soit α un ordinal. L’ordinal α (resp. α+) est l’esemble des nombres ordinaux stritement
plus petit (resp. plus petit) que α.
3) Soit E un ensemble d’ordinaux. La re´union
⋃
α∈E
α est la borne supe´rieure de E.
4) (Burali-Forti) Les ordinaux ne forment pas un ensemble.
1) est e´vidente d’apre`s la premie`re partie de 5, a) du th. 49.
2) est e´vidente d’apre`s 4 et 6 du th. 49 et l’axiome d’extensionalite´.
3) et 4) sont e´videntes d’apre`s 6 du th. 49.
Remarques 53. Soient α et β deux ordinaux.
i) Si β < α, alors β < β+ = β ∪ {β} ≤ α < α+. Donc α+ est le plus petit ordinal > α.
ii) Si β < α+, alors β ≤ α < α+.
iii) Si α+ = β+ alors α = β. En effet, supposons que α+ = β+ et α 6= β. On a α, β ∈
α+ = β+. Donc α ∈ β et β ∈ α. D’ou` α ⊂ β et β ⊂ α, c’est-a`-dire, α = β, ce qui est
absurde.
The´ore`me 54 (Principe de re´currence sur les ordinaux). Soit R{x} une relation ou` figure
la lettre x. Si pour tout ordinal α, on a, R{β} est vraie pour tout ordinal β < α entraˆıne
R{α} est vraie. Alors R{α} est vraie pour tout ordinal α.
Il suffit d’appliquer le principe de re´currence transfinie sur l’ensemble des ordinaux ≤ ξ
pour un ordinal ξ quelconque.
The´ore`me 55. Soit X un ensemble bien ordonne´. Il existe un ordinal unique isomorphe
a` X, qu’on appelle le type d’ordre de X.
L’unicite´ de´coule de th. 49, 5, b), iii).
L’existence. Soit Y l’ensemble des x ∈ X tels que Sx est isomorphe a` un ordinal.
Cet ordinal est unique, notons le par α(x). Montrons que les α(x) forment un ensemble.
Soient x ∈ Y et R la relation “y est un ordinal et Sx est isomorphe a` y”. On a (∃y)R.
Donc α(x) = τy(R). L’ensemble β des objets de la forme α(x) pour x ∈ Y montre notre
assertion (cf. II, p. 6).
Maintenant, soit f : E → F un isomorphisme d’ensembles ordonne´s. Si A ⊂ E et
B = f(A), alors f : A → B est un isomorphisme. En particulier, pour tout x ∈ E,
f : Sx → Sf(x) = f(Sx) est un isomorphisme.
D’apre`s 3 du th. 49, pour montrer que β est un ordinal il suffit de ve´rifier qu’il est tran-
sitif. Soient x ∈ Y et ξ ∈ α(x). Soit f : Sx → α(x) l’isomorphisme canonique. Les segments
initiaux d’extre´mite´ f−1(ξ) dans SX et dans X coincident. Donc Sf−1(ξ) est isomorphe a`
Sξ = ξ. Par suite f
−1(ξ) ∈ Y et α(f−1(ξ)) = ξ ∈ β. D’ou` α(x) ⊂ β.
Soient x ∈ X et y ∈ Y tels que x < y. Soit f : Sy → α(y) l’isomorphisme canonique. Les
segments initiaux d’extre´mite´ x dans Sy et dans X coincident, et Sx $ Sy car x ∈ Sy−Sx.
Donc f : Sx → f(Sx) = Sf(x) = f(x) est un isomorphisme et f(Sx) $ α(y). Donc x ∈ Y
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et α(x) < α(y). D’ou` Y est un segment de X et l’application α : Y → β de´finie par
x 7→ α(x) est strictement croissante. D’apre`s la prop. 11 de III, p. 14, l’application α est
un isomorphisme.
Finalement, On a Y = X car sinon on aurait Y = Sx ou` x ∈ X (d’apre`s III, p. 16,
Prop. 1), donc x ∈ Y , ce qui contredit le fait que x 6∈ Sx.
Les entiers naturels. Maintenant on va de´finir les entiers naturels. On de´finit 0 = ∅,
1 = ∅+ = {0}, 2 = 1+ = {0, 1}, 3 = 2+ = {0, 1, 2},. . ., 95, 96=95+,. . ..
On sait que l’ensemble vide est un ordinal. D’apre`s 6 du th. 49, les entiers naturels sont
des ordinaux.
Soit α un ordinal 6= 0. Soit β la borne supe´rieure de l’ensemble des ordinaux ξ < α.
On a β ≤ α. Si β = α, on dit que α est un ordinal limite. Supposons que β < α. Donc
β < β+ ≤ α. On ne peut avoir β+ < α ; ce qui entraˆıne que β+ = α. Dans ce cas, β
est appelle´ le pre´de´cesseur de α. Re´ciproquement, supposons qu’il existe un ordinal γ tel
que γ+ = α. D’apre`s la remarque 53 ii), γ la borne supe´rieure de l’ensemble des ordinaux
ξ < α (⇔ ξ ≤ γ) et il est le pre´de´cesseur de α. D’ou`, on a l’e´quivalence de
– α est un ordinal limite ;
– pour tout ordinal ξ, ξ < α⇒ ξ+ < α ;
– pour tout ordinal ξ, ξ < α⇒ ξ+ 6= α
(car d’apre`s la remarque 53 i), ξ < α⇒ ξ+ ≤ α).
Soit n un entier 6= 0. Le pre´de´cesseur de n existe. On le note par n − 1. Si n ≥ 2, on
note le pre´de´cesseur de n− 1 par n− 2.
Par la suite on propose de calculer les nombres de signes et de liens figurant dans 1 et 2.
On sait que 0 contient 12 signes et 3 liens (cf. II, p. 6). Soit T une the´orie mathe´matique.
Soient A, B et R des assemblages et x une lettre. On a
– A⇒ B est l’assemblage ¬AB.
– A et B est l’assemblage ¬ ∨ ¬A¬B.
– A⇔ B est l’assemblage ¬ ∨ ¬ ∨ ¬AB ¬ ∨ ¬BA.
– (∀x)R est l’assemblage ¬¬ (τx(¬R) | x)R.
Revenons nous a` la the´orie des ensembles. Soient R la relation “z = x ou z = y” et S
la relation (z ∈ t)⇔ R. Donc R est l’assemblage ∨ = z x = z y, et S est l’assemblage
¬ ∨ ¬ ∨ ¬ ∈ z t∨ = z x = z y¬ ∨ ¬∨ = z x = z y ∈ z t.
Donc τz(¬S) est l’assemblage
τ ¬ ∨ ¬ ∨ ¬ ∈  t∨ = x =  y ¬ ∨ ¬∨ = x =  y ∈  t
avec des liens entre τ et les carre´s, et (∀z)S est
¬¬¬ ∨ ¬ ∨ ¬ ∈ τz(¬S) t∨ = τz(¬S) x = τz(¬S) y ¬ ∨ ¬∨ = τz(¬S) x = τz(¬S) y ∈
τz(¬S) t
dont figurent 24 + (6× 30) = 204 signes et 6× 6 = 36 liens.
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Finalement {z | R}, qui est par de´finition τt(∀z)S, contient 204+1=205 signes et
36 + (2× 6) + 2 = 50 liens avec (6× 4) + 4 = 28 occurences de x et de y. D’ou` 1 contient
205−28+(28×12) = 513 signes et 50+(28×3) = 134 liens, car 0 contient 12 signes et 3 liens.
Ce qui est acceptable pour 1. En outre 2 contient 205− 28+ (14× 12)+ (14× 513) = 7527
signes et 50 + (14× 3) + (14× 134) = 1968 liens.
Soient X et Y deux ensembles. On dit qu’ils sont e´quipotents s’il existe une bijection de
l’un sur l’autre. On dit que X est un ensemble fini s’il est e´quipotent a` un entier naturel.
Sinon on dit qu’il est infini.
L’axiome de l’infini. Il existe un ensemble infini. Ce qui est e´quivalent, a` l’aide des
the´ore`mes de Zermelo et 55, a` “il existe un ordinal infini”.
Soit α un ordinal infini. Les entiers naturels appartiennent a` α. L’intersection des or-
dinaux infinis ξ ≤ α+ est un ordinal infini qu’on note N ou ω. L’ordinal N est le plus
petit ordinal infini. En effet, soit α′ un ordinal infini. Si α ≤ α′. Donc N ≤ α ≤ α′. Si
α′ ≤ α < α+. Donc N ≤ α′. L’ordinal N est aussi l’ensemble des entiers naturels. En effet,
les entiers naturels appartiennent a` N. Soit β ∈ N. Donc β est un ordinal et β < N ≤ α+.
En plus β est fini car dans le cas contraire on aurait N ≤ β. Alors β est e´quipotent a`
un certain entier n. Si n = 0, β = 0. Supposons que n ≥ 1. On applique C60′ (cf. cette
annexe). On prend E = n = {0, . . . , n− 1}, F = β, et si g : Si → β une application, ϕ(g)
est le plus petit e´le´ment de β − g(Si). Donc il existe une application f : n → β telle que
f(i)(= ϕ(f |Si)) est le plus petit e´le´ment de β − f(Si), pour tout i ∈ n. Si n ≥ 2 et d’apre`s
C59, on a f(i) < f(i+ 1) pour tout 0 ≤ i ≤ n− 2. Donc, a` l’aide de la prop. 11 de III, p.
14, f est un isomorphisme. D’ou` β = n.
Noter qu’on vient de de´montrer aussi que tout ordinal fini est un entier. Les nombres
ordinaux finis sont exactement les entiers. Les autres sont appelle´s transfinis. L’ensemble
N est le plus petit nombre ordinal transfini et aussi un ordinal limite. Puisque les entiers
naturels ne sont pas des ordinaux limites alors un ordinal limite est ne´cessairement infini.
Donc l’axiome de l’infini est e´quivalent a` “il existe un ordinal limite”.
The´ore`me 56 (Le principe de re´currence). Soit R{x} une relation ou` figure la lettre x.
Si R{0} est vraie, et pour tout entier n, R{n} ⇒ R{n+} est vraie ; alors R{n} est vraie
pour tout entier n.
En effet, supposons qu’il existe un entier m tel que non R{m} est vraie ; et soit m0 le
plus petit des ces entiers. Donc m0 6= 0 car R{0} est vraie. D’ou` R{m0 − 1} est vraie ; ce
qui entraˆıne que R{m0} est vraie, ce qui est absurde.
Proposition 57. Soit n un entier naturel. Toute partie propre de n est e´quipotente a` un
entier strictement plus petit que n.
On montre notre assertion par re´currence sur n. Le cas ou` n = 0 est trivial car 0 n’a
pas de partie propre. Supposons que l’assertion est vrai pour n. Soit A $ n+. Si A $ n,
par l’hypothe`se de re´currence, A est e´quipotent a` m ∈ n ⊂ n+, donc m ∈ n+. Si A = {n},
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donc A est e´quipotent a` 1 ∈ n+. Si A = A′ ∪ {n} ou` ∅ 6= A′ $ n. Par l’hypothe`se de
re´currence, A′ est en bijection avec m ∈ n. D’ou` A est en bijection avec m+ et m+ ∈ n+
(cf. la remarque 53 i)).
Corollaire 58. 1) Toute partie d’un ensemble fini est finie.
2) Tout entier n ne peut eˆtre e´quipotent a` une partie propre.
The´ore`me 59 (De´finition d’une application de´finie dans N par re´currence). Soient F un
ensemble non vide, f : F → F une application et a ∈ F . Il existe une suite unique (un)n∈N
d’e´le´ments de F ve´rifiant : {
u0 = a ∈ F
un+ = f(un) n ≥ 0.
On applique C60′ (cf. cette annexe). On prend E = N et si g : S0 = 0 → F une
application, ϕ(g) = a ∈ F . Si g : Sn+ = n
+ → F une application ou` n ≥ 0, ϕ(g) = f(g(n)).
En utilisant ce the´ore`me, il est tre`s facile de de´finir l’addition, la multiplication et
l’exponentiation des entiers naturels, cf. [9] ou bien [14].
The´ore`me 60 (Cantor). Soit E un ensemble. Il existe une injection de E dans P(E) mais
il n’y a pas de surjection (donc de bijection) de E sur P(E).
L’application E dans P(E) de´finie par x 7→ {x} est bien une injection. Soit f une appli-
cation de E dans P(E). On a {x ∈ E | x 6∈ f(x)} 6∈ f(E) ; ce qui ache`ve la de´monstration
du the´ore`me.
Soit X un ensemble. D’apre`s le th. 55, il existe un ordinal α e´quipotent a` X . Montrons
que les ordinaux e´quipotents a` X forment un ensemble. Soit γ un ordinal e´quipotent a`
P(X). On a γ 6⊂ α car sinon il existerait une injection de P(X) dans X et donc une
surjection de X dans P(X) (II, p. 18, Prop. 8), ce qui contredit le th. 60. D’ou` α ∈ γ. On
conclut a` l’aide de C51 (II, p. 5).
Le plus petit des ordinaux e´quipotents a` X s’appelle le cardinal de X (aussi la puissance
de X) et on le note par Card (X).
Un nombre cardinal ou simplement un cardinal est un nombre ordinal α tel que pour
tout nombre ordinal β e´quipotent a` α on ait α ≤ β. Le cardinal d’un ensemble est bien un
nombre ordinal. Inversement, si α un nombre cardinal, Card (α) = α.
Tout nombre cardinal infini α est un ordinal limite. En effet, supposons que le contraire.
Donc il existe un ordinal infini β tel que α = β+ = β ∪ {β}. On a N ⊂ β et β ∪ {β} =
(β −N∗)∪ (N∗ ∪ {β}) est e´quipotent a` (β −N∗)∪N∗ = β. Ce qui entraˆıne que α et β sont
e´quipotents et α ≤ β ; ce qui contredit β < β+.
Soient X et Y deux ensembles. On a e´videmment, X et Y sont e´quipotents si et seule-
ment si Card (X) = Card (Y ).
Si X est un ensemble fini, donc il est e´quipotent a` un entier n. Donc Card (X) = n car
n est le seul ordinal e´quipotent a` n.
Si X = N. Donc Card (N) = N car N est le plus petit nombre ordinal transfini.
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Soient X et Y deux ensembles. On a Card (X) ⊂ Card (Y ) si et seulement s’il existe
une injection de X dans Y . En effet, l’implication re´ciproque est e´vidente. Supposons que
Card (X) 6⊂ Card (Y ). Donc Card (Y ) $ Card (X). Ce qui entraˆıne qu’il existe une injection
de Y dans X ; et X et Y ne sont pas e´quipotents. D’apre`s le th. de Cantor-Bernstein, il
n’existe pas d’injection de X dans Y .
Donc la relation R{r, n} :
“r et n sont des cardinaux et r est e´quipotent a` une partie de n” (cf. III, p. 24)
est e´quivalente a`
“r et n sont des cardinaux et r ⊂ n”; et est une relation de bon ordre (III, p. 15). Notons
r ≤ n la relation R{r, n}.
Soit a un cardinal. La relation“r un cardinal et r ≤ a” implique r ∈ a+, donc elle collec-
tivisante en r (C52, II, p. 5). L’ensemble des r ve´rifiant cette relation s’appelle l’ensemble
des cardinaux ≤ a.
III, p. 24, De´monstration du th. 1 : on propose une me´thode simple et directe pour
montrer que “r ∈ E et n ∈ E et r est e´quipotent a` une partie de n” entraˆıne “r ∈ E et n ∈
E et ϕ(r) ⊂ ϕ(n)”. En effet, soient r ∈ E et n ∈ E. Supposons que r est e´quipotent a`
une partie de n. Cette dernie`re relation est e´quivalente a` “r est e´quipotent a` une partie de
ϕ(n)”. Soit Y une partie de ϕ(n) e´quipotent a` r. Soit S un segment de ϕ(n) e´quipotent a`
Y (III, p. 22, Cor. 3). Or ϕ(n) est un segment de A, donc S un segment de A e´quipotent
a` r. D’ou` ϕ(r) ⊂ S ⊂ ϕ(n).
Pour montrer que R{r, n} est bien une relation d’ordre entre r et n, on conside`re les
cas ou` E est un ensemble a` deux et a` trois e´le´ments (cf. l’axiome de l’ensemble a` deux
e´le´ments (II, p. 4) et II, p. 26).
III, p. 25, Prop. 3 : Si Y 6= ∅, on a l’implication re´ciproque.
III, p. 25, De´finition 3 : Si I = ∅, alors
∑
i∈I
ai = 0 et P
i∈I
ai = Card ({∅}) = Card (1) = 1.
III, p. 26, Prop. 4 : La seconde partie de´coule de la prop. 35 de l’annexe B. Le corollaire
de la prop. 4 de´coule de la prop. 8 de II, p. 29, et de la prop. 3 de III, p. 25.
III, p. 26, Prop. 5 : On va donner les de´tails de la de´monstration :
a)
∑
k∈K
af(k) = Card (
⊔
k∈K
af(k)) = Card (
⋃
k∈K
af(k) × {f(k)}) = Card (
⋃
i∈I
ai × {i}) =
∑
i∈I
ai.
(La seconde e´galite´ d’apre`s la prop. 32 de l’annexe B ; la troisie`me d’apre`s la prop. 1 de
II, p. 23.)
P
k∈K
af(k) = Card (
∏
k∈K
af(k)) = Card (
∏
i∈I
ai) = P
i∈I
ai. (D’apre`s la prop. 4 de II, p. 33.)
b)
∑
i∈I
ai = Card (
⋃
i∈I
ai × {i}) = Card (
⋃
λ∈L
(
⋃
i∈Jλ
ai × {i})) = Card (
⊔
λ∈L
(
⋃
i∈Jλ
ai × {i})) =
Card (
⊔
λ∈L
(
⊔
i∈Jλ
ai)) = Card (
⊔
λ∈L
(
∑
i∈Jλ
ai)) =
∑
λ∈L
(
∑
i∈Jλ
ai). (La seconde e´galite´ d’apre`s la
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prop. 2 de II, p. 24 ; la troisie`me d’apre`s le cor. 34 de l’annexe B ; la cinquie`me d’apre`s
la prop. 35 de l’annexe B.)
P
i∈I
ai = Card (
∏
i∈I
ai) = Card (
∏
λ∈L
(
∏
i∈Jλ
ai)) = Card (
∏
λ∈L
( P
i∈Jλ
ai)) = P
λ∈L
( P
i∈Jλ
ai). (D’apre`s la
prop. 7 de II, p. 35, et le cor. de la prop. 11 de II, p. 38.)
c) P
λ∈L
(
∑
i∈Jλ
aλi) = Card (
∏
λ∈L
(
∑
i∈Jλ
aλi)) = Card (
∏
λ∈L
(
⋃
i∈Jλ
aλi × {i})) = Card (
⋃
f∈I
(
∏
λ∈L
aλf(λ) ×
{f(λ)})) = Card (
⊔
f∈I
(
∏
λ∈L
aλf(λ)×{f(λ)})) = Card (
⊔
f∈I
( P
λ∈L
aλf(λ))) =
∑
f∈I
( P
λ∈L
aλf(λ)). (La
seconde e´galite´ d’apre`s le cor. de la prop. 11 de II, p. 38 ; la troisie`me d’apre`s la prop.
9 de II, p. 36 ; la quatrie`me d’apre`s le cor. 1 de la prop. 9 de II, p. 36, et le cor. 34 de
l’annexe B ; la cinquie`me d’apre`s le cor. de la prop. 11 de II, p. 38, et la prop. 35 de
l’annexe B.)
III, p. 27, Cor. de la prop. 5 : Soient a, b, c des cardinaux et (ai)i∈I et (bj)j∈J deux
familles de cardinaux ; on a
(1) a+ b = b+ a, ab = ba,
(2) a+ b+ c = (a+ b) + c = a+ (b+ c), abc = (ab)c = a(bc),
(3) (
∑
i∈I
ai)(
∑
j∈J
bj) =
∑
(i,j)∈I×J
aibj . En particulier, a(b+ c) = ab+ ac.
(1) est e´vidente d’apre`s la prop. 5, a).
Pour la premie`re e´galite´ de la premie`re partie de (2) il suffit d’appliquer la prop. 5, b)
au cas ou` I = 3 = {0, 1, 2}, a0 = a, a1 = b, a2 = c, L = {0, 1}, J0 = {0, 1} et J1 = {2}.
La seconde e´galite´ est e´vidente de (1) et de la premie`re e´galite´. La seconde partie de (2) se
de´montre de la meˆme fac¸on.
Pour la premie`re e´galite´ de (3) il suffit d’appliquer la prop. 5, c) au cas ou` L = {0, 1},
J0 = I et J1 = J , a0,i = ai, a1,j = bj , pour tout i ∈ I et j ∈ J , en remarquant qu’il existe
une bijection canonique de I =
∏
λ∈L
Jλ sur J0×J1 (cf. II, p. 33), et en utilisant la prop. 5, a).
Le cas particulier est e´vident.
III, p. 29, Cor. 3 : On peut de´montrer ce corollaire directement a` l’aide de la prop. 3
de II, p. 31.
III, p. 30 : Une autre de´monstration de la prop. 14 est e´vidente a` l’aide de la prop. 35
de l’annexe B et le cor. de la prop. 11 de II, p. 38.
III, p. 30, Cor. 2 : On peut montrer autrement que a′b ≤ a′b
′
: On e´crit d’abord a` l’aide
de la prop. 13 (III, p. 29), b′ = b+ c pour un cardinal c. Donc, d’apre`s la prop. 10 (III, p.
28), son cor. 1, la prop. 14 (III, p. 30), la prop. 11 (III, p. 29) et le cor. 1 de la prop. 6 (III,
p. 27), a′b
′
= a′ba′c ≥ a′b1c = a′b1 = a′b.
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