Abstract. An abstract topological graph (briefly an AT-graph) is a pair
Introduction
A topological graph T = (V (T ), E(T )) is a drawing of an (abstract) graph G in the plane with the following properties. The vertices of G are represented by a set V (T ) of distinct points in the plane and the edges of G are represented by a set E(T ) of simple curves connecting the corresponding pairs of points. We call the elements of V (T ) and E(T ) vertices and edges of T . The edges cannot pass through any vertices except their end-points. Any intersection point of two edges is either a common end-point or a crossing, a point where the two edges properly cross ("touching" of the edges is not allowed). We also require that any two edges have only finitely many intersection points and that no three edges pass through a single crossing. A topological graph is simple if every two edges have at most one common point (which is either a common end-point or a crossing). A topological graph is complete if it is a drawing of a complete graph.
An abstract topological graph (briefly an AT-graph), a notion established in [7] , is a pair (G, R) where G is a graph and R ⊆
E(G)
2 is a set of pairs of its edges. For a topological graph T which is a drawing of G we define R T as a set of pairs of edges having at least one common crossing and we say that (G, R T ) is an ATgraph of T . A topological graph T is called a realization of (G, R) if R T = R. If R T ⊆ R, then T is called a weak realization (or also a feasible drawing) of (G, R). If (G, R) has a (weak) realization, we say that (G, R) is (weakly) realizable. We say that (G, R) is simply (weakly) realizable if (G, R) has a simple (weak) realization, that is, a drawing which is a simple topological graph. We say that (G, R) is weakly rectilinearly realizable if it has a weak realization T with edges drawn as straight-line segments (such drawing T is called a weak rectilinear realization of (G, R)).
Complete topological graphs are one of the most studied classes of topological graphs [5, 11, 12, 13, 15] , especially in connection to the crossing number problems [1, 4, 16, 19, 20] .
We study the complexity of various realizability problems for AT-graphs and also for complete AT-graphs. For example, the realizability problem is defined as follows: the instance is an AT-graph A and the question is whether A is realizable. Similarly the weak realizability, the simple realizability, the simple weak realizability and the weak rectilinear realizability problems are defined.
Kratochvíl [9] proved that the realizability and the weak realizability are NPhard problems (for the class of all AT-graphs). For a long time, the decidability of these problems was an open question. Pach and Tóth [14] and Schaefer anď Stefankovič [18] independently found a first recursive algorithm for the recognition of string graphs, which is polynomially equivalent to the realizability [9] and the weak realizability [6] . Later Schaefer, Sedgwick andŠtefankovič [17] showed that the recognition of string graphs and the weak realizability are in NP, which implies the following corollary.
Theorem 1. [9,17] The weak realizability and the realizability of AT-graphs are NP-complete problems.
We extend these results by finding the complexities of the other mentioned problems, for the class of all AT-graphs and also for the class of complete AT-graphs. All these results are summarized in the following table.
Theorem 2
AT-graphs complete AT-graphs realizability NP-complete [9, 17] NP-complete weak realizability NP-complete [9, 17] NP-complete simple realizability NP-complete polynomial simple weak realizability NP-complete NP-complete weak rectilinear realizability NP-hard NP-hard
The weak realizability of AT-graphs is polynomially equivalent to the simultaneous drawing problem [3] . The instance of this problem is a graph G given as a union of planar graphs G 1 , G 2 , . . . , G k sharing some common edges. The question is whether G can be drawn in the plane so that each of the subgraphs G i is drawn without crossings. The simultaneous drawing of three planar graphs is known to be NP-complete [3] ; this gives an alternative proof of the NP-completeness of the weak realizability. The complexity of simultaneous drawing of two planar graphs remains open. The rest of this paper is devoted to the proof of Theorem 2.
Additional Definitions
A face of a topological graph T is a connected component of the set R 2 \ E(T ). A rotation of a vertex v ∈ V (T ) is the clockwise cyclic order in which the edges incident with v leave the vertex v. A rotation system of the topological graph T is the set of rotations of all its vertices. Similarly we define a rotation of a crossing c as the clockwise order in which the four portions of the two edges crossing at c leave the point c (note that each crossing has exactly two possible rotations). An extended rotation system of a topological graph is the set of rotations of all its vertices and crossings.
Assuming that T and T are drawings of the same abstract graph, we say that their (extended) rotation systems are inverse if for each vertex v ∈ V (T ) (and each crossing c in T ) the rotation of v and the rotation of the corresponding vertex v ∈ V (T ) are inverse cyclic permutations (and so are the rotations of c and the corresponding crossing c in T ). For example, if T is a mirror image of T , then T and T have inverse (extended) rotation systems.
Topological graphs G and H are weakly isomorphic if there exists an incidence preserving one-to-one correspondence between V (G), E(G) and V (H), E(H) such that two edges of G cross if and only if the corresponding two edges of H do. In other words, two topological graphs are weakly isomorphic if and only if they are realizations of the same abstract topological graph.
Topological graphs G and H are isomorphic if (1) G and H are weakly isomorphic, (2) for each edge e of G the order of crossings with the other edges of G is the same as the order of crossings on the corresponding edge e in H, and (3) the extended rotation systems of G and H are the same or inverse. This induces a one-to-one correspondence between the faces of G and H such that the crossings and the vertices incident with a face f of G appear along the boundary of f in the same (or inverse) cyclic order as the corresponding crossings and vertices in H appear along the boundary of the face f corresponding to f .
Assuming that the topological graphs G and H are drawn on the sphere, it follows from Jordan-Schönflies theorem that G and H are isomorphic if and only if there exists a homeomorphism of the sphere which transforms G into H.
Unlike the isomorphism, the weak isomorphism can change the faces of the involved topological graphs, as well as the order in which one edge crosses other edges.
The NP-Hard Problems
In this extended abstract, we give only a sketch of the reduction for the NP-hard problems, the details are postponed to the Appendix.
Our proof is based on the Kratochvíl's [9] reduction from planar 3-connected 3-SAT (P3C3-SAT), which is known to be an NP-complete problem [10] . The question is the satisfiability of a CNF formula φ with a set of clauses C and a set of variables X, such that each clause consists of exactly 3 distinct variables and the bipartite graph G φ = (C ∪ X, {cx; x ∈ X, c ∈ C, x ∈ c}) is planar and 3-connected.
The main idea is essentially the same as in Kratochvíl's proof [9] -given the formula φ, we construct an AT-graph A φ , which consists of vertex and clause gadgets connected by joining edges. The only variation is that we use different clause and vertex gadgets for different problems.
The evaluation of each vertex gadget is encoded by one of the two possible orders of joining vertices (two for each neighbor in G φ ). These orders are translated by the pairs of joining edges onto the orders of joining vertices of clause gadgets. For each clause gadget there are, theoretically, eight possible orders of the joining vertices, but only those seven corresponding to the satisfying evaluation can occur in the drawing. An example of variable and clause gadgets for the simple realizability problem is in the Figure 1 . The set R of pairs of edges in the corresponding AT-graph is precisely the set of crossing pairs of edges in the drawing. 
Recognition of Simply Realizable Complete AT-Graphs
In this section we present a polynomial algorithm which decides whether a given complete AT-graph A is simply realizable. In the affirmative case, it also provides a description of the isomorphism class of one simple realization of A. For the sake of simplicity, we do not try to optimize the order of the polynomial bounding the computing time of the algorithm. We need the following key observation. The proof is postponed to the Appendix. We will denote the rotation system of a topological graph G as R(G) and we will represent it as a sequence of rotations of its vertices. The rotation R(v) of a vertex v will be represented by a cyclic sequence of the labels of the remaining vertices.
Now we introduce a star-cut representation of the graph G. Choose an arbitrary vertex v and denote by w 1 , w 2 , . . . , w n−1 the remaining vertices of G so 
The Algorithm
Suppose that we are given a complete AT-graph A with the vertex set {1, 2, . . ., n}. The first step of the algorithm is the computation of the (abstract) rotation system R(A), i.e., the rotation system of a simple realization of A, if it exists:
-In order to R(A) being determined uniquely, we assume that R(1), the (abstract) rotation of the vertex 1, contains a subsequence (2, 3, 4). -Order the quintuples of the vertices of A lexicographically and denote them by At this stage we know that if A is simply realizable, then it has a simple realization with the computed rotation system R(A). But it may still happen that R(A) is not realizable as a rotation system of a simple complete topological graph. To decide this, we try to find an isomorphism class of some simple realization of A by constructing its star-cut representation.
By Proposition 3, we can determine the order of crossings of each edge with an arbitrary star S(v), and also the rotation of all crossings on the edges of S(v).
-Fix an arbitrary vertex v ∈ V (A) and denote the other vertices of A by Note that we consider the end-points of the distinct pseudochords as distinct objects, even if they are all identical with w k . -Construct a cyclic sequence O C , as a concatenation of the sequences {f 1 
}. -For every pseudochord e i,j , construct its type t(e i,j ) which is defined as a pair (X, X ) such that the sets X, X are elements of O C and
Note that if (X, X ) is a type of some pseudochord e i,j , then X = X .
We claim that the knowledge of the types t(e i,j ) now suffices to determine the realizability of the AT-graph A (in a polynomial time).
We say that the types (X, 
See Figure 3 for examples. Clearly, if the types of two pseudochords e i,j , e i ,j are interlacing, then e i,j and e i ,j are forced to cross (if drawn inside D), and if the types t(e i,j ), t(e i ,j ) are avoiding, then the pseudochords e i,j and e i ,j have no common crossing. The crossing status of two pseudochords with parallel or adjacent types is not uniquely determined, it depends on the order of their end-points on the edge(s) f k , containing an end-point of both pseudochords. However, we can deduce some information about these pseudochords if we group them into larger structures.
Let e i ,e i be two fixed edges. We define a positive (i, i )-ladder as an inclusionmaximal sequence ((e i,j , e i ,j ), (e i,j+1 , e i ,j +1 ), . . ., (e i,j+k , e i ,j +k )), such that k ≥ 1 and for each l ∈ {0, 1, . . . , k − 1} the two end-points b i,j+l and b i ,j +l (a i,j+l+1 and a i ,j +l+1 ) lie on a common edge f p of C. It means that for each l ∈ {1, . . . , k − 1}, the edges e i,j+l and e i ,j +l have parallel types, and the edges e i,j and e i ,j have adjacent types, as well as the edges e i,j+k and e i ,j +k . Similarly we define a negative (i, i )-ladder as an inclusion-maximal sequence ((e i,j , e i ,j ), (e i,j+1 , e i ,j −1 ), . . ., (e i,j+k , e i ,j −k )), such that k ≥ 1 and for each l ∈ {0, 1, . . . , k − 1} the two end-points b i,j+l and a i ,j −l (a i,j+l+1 and b i ,j −l−1 ) lie on a common edge f p of C. Each (positive or negative) (i, i )-ladder corresponds to two maximal portions of the edges e i , e i which cross the same edges incident with v in the same order and from the same direction.
We call the (i, i )-ladder crossing if the two corresponding portions of edges are forced to cross, and non-crossing otherwise; see Figure 4 . We can determine whether the (i, i )-ladder is crossing or not from the types of its pairs of pseudochords (we show that only for positive ladders, the other case is similar). 
t(e i,j+k ) = (P, Q), and t(e i ,j +k ) = (P, R). Define t(L) as a number from {0, 1} such that t(L) = 0 if and only if the sequences (X, Y, Z) and (P, Q, R) have the same orientation in
Proof. The proof is quite straightforward; the statement follows from the fact that for each l ∈ {0, 1, . . . , k − 1} the order of the end-points b i,j+l , b i ,j +l on the common edge f k of the cycle C is opposite to the order of the end-points a i,j+l+1 , a i ,j +l+1 on the edge f k+o (o ∈ {−1, 1}) adjacent to f k and representing the same edge of the star S(v).
Clearly, every pair (e i,j , e i ,j ) of pseudochords with adjacent or parallel types belongs to exactly one (i, i )-ladder. It follows that the set
can be uniquely partitioned into (i, i )-ladders and one-element sets consisting of pairs of pseudochords with interlacing or avoiding types. For each set Q from this partition, we are able to determine the parity of the total number of crossings between the pairs of pseudochords from Q. Hence, we are able to determine the parity of the total number of crossings between the edges e i and e i , and also a lower bound for this number.
We are now ready to describe the last steps of the recognition algorithm. Clearly, if the algorithm answers "NO", the abstract graph A is not realizable. It remains to prove that if for every two edges e i , e i the equality cr(e i , e i ) = cr A (e i , e i ) holds, then there exists a choice of the counter-clockwise orders O f k of the end-points of the pseudochords on the edges f k , such that the induced number of crossings between any two edges e i , e i attains the lower bound cr(e i , e i ). The orders O f k , together with the orders O w k , determine a counter-clockwise (perimetric) order P O C of all the end-points a i,j , b i,j on the cycle C. For each pair of the pseudochords, P O C determines whether they cross or not. Note that for every given perimetric order P O C the arrangement of the pseudochords can be realized, e.g., the pseudochords can be drawn as straightline segments (i.e., as actual chords of the polygon D).
For every k = 1, 2, . . . , (n − 1), the edges f 2k−1 and f 2k represent the same edge, vw k , of the graph A. Thus, the order O f 2k is an almost-inverse of O f 2k−1 , i.e., O f 2k is the inverse of the order, which we obtain from O f 2k−1 by replacing each end-point a i,j (b i,j ) with the end-point b i,j−1 (a i,j+1 ) corresponding to the same crossing on the edge vw k . Hence, P O C is now uniquely determined by the Proof. Suppose that it is not the case. Then for some two edges e i , e i , there exists an (i, i )-ladder L with at least two crossings induced by P O C . Suppose, without loss of generality, that L is a positive ladder ((e i,j , e i ,j ), (e i,j+1 , e i ,j +1 ) , . . ., (e i,j+k , e i ,j +k )). Let q < r be the least integers such that P O C induces a crossing c q between e i,j+q and e i ,j +q , and a crossing c r between e i,j+r and e i ,j +r . In the topological graph G represented by this pseudochord arrangement, the two portions e i , e i of the edges e i , e i between the crossings c q and c r form an empty lens L q,r , i.e., a region bounded by the curves e i , e i , which contains no vertex of G. Hence, the total number of crossings of every other edge of G with the curves e i and e i is even. Assume that the lens L q,r is inclusion-minimal (over all pairs of edges e i , e i ). Then every connected component of every edge intersecting L q,r has one end-point on e i and the other end-point on e i . Hence, every edge of G has the same number of crossings with e i as with e i . It follows that by redrawing e i along the curve e i , we decrease the total number of crossings in G by two (we get rid of the crossings c q and c r ) and we do not change the type of any pseudochord in the corresponding star-cut representation of G; see Figure 5 . The redrawing of the curve e i corresponds to the translations of the end-points b i,j+q , b i,j+q+1 , . . ., b i,j+r−1 (a i,j+q+1 , a i,j+q+2 , . . ., a i,j+r ) next to the  end-points b i ,j +q , b i ,j +q+1 , . . ., b i ,j +r−1 (a i ,j +q+1 , a i ,j +q+2 , . . ., a i ,j +r ) in the corresponding orders O f k (the translated end-point is moved "just behind" the other end-point). We have constructed a perimetric order P O C which induces less crossings than P O C , a contradiction. It is quite straightforward to verify that each step of the algorithm can be performed in polynomial time. Using a bounded number of quantifications over subsets (of vertices, edges, etc.) of bounded size, each step can be decomposed into a polynomial number of elementary tasks; either those solvable in constant time, or simple subroutines such as searching in a polynomial list or topological sorting of a partially ordered set. More concrete estimates on running time would require to describe the particular implementation and data structures in much more detail, and it would only increase the technical complexity of the paper.
The algorithm can be extended so that it finds some isomorphism class of the arrangement with the perimetric order P O C . That is, it finds the order of crossings of the pseudochords with the other pseudochords. It is then an easy task to compute the orders of the crossings on the edges of the simple realization of A represented by the constructed arrangement.
Some difficulties with the computation of the orders may occur if the pseudochords were drawn as straight-line segments, because we could obtain pairs of crossings very close to each other (closer than the precision of our representation of real numbers), and they would become indistinguishable for the algorithm. So we choose a different approach and compute the orders recursively:
-Choose an arbitrary pseudochord p and from the perimetric order P O C identify the set {p 1 , p 2 , . . . , p k } of all pseudochords that cross p. -Cut the circle C into two arcs, C 1 and C 2 , by the end-points of p and define two circles -Recursively compute the orders of crossings on the pseudochords in the two arrangements with the perimetric orders P O C 1 , P O C 2 and merge the computed orders for the portions of pseudochords p i together.
Since we cut along each pseudochord at most once, this procedure also runs in polynomial time.
A Appendix

A.1 Reduction from P3C3-SAT
First we describe the main idea of the reduction and then we show the specific modifications for each of the considered problems.
Let φ be a given instance of P3C3-SAT with the set of clauses C and the set of variables X. Chrobak and Payne [2] proved that it is possible to construct a rectilinear planar drawing D φ of G φ on the integer (2n − 4) × (n − 2) grid in time O(n) (where n is the number of vertices of G φ ).
Based on the drawing D φ , we construct an abstract topological graph A φ = ((V φ , E φ ), R φ ) as follows. We replace every clause vertex c ∈ C by an ATgraph H c = ((V c , E c ), R c ) and each variable vertex x ∈ X by an AT-graph We do not allow these two edges to intersect, so we put R c,x = ∅. Note that we neither allow two edges from two different graphs
where
In case of non-complete graphs we put A φ = A φ , in case of complete graphs we well need to add all the missing edges and allow (or force) them intersect some other edges; we will specify this later.
The graphs H c and H x may be different for each of the considered problems, but we require that they satisfy the following common conditions (where the term "drawing" is a substitution for "realization", "simple realization", "weak realization", "simple weak realization" or "weak rectilinear realization"):
(C1) Every drawing of the graph H c is connected (i.e., H c need not be connected itself, but the union of the points and arcs in its drawing in the plane must be a connected set). 
). On the other hand, H x has a drawing with both these cyclic orders of the joining vertices.
We claim that these conditions imply that A φ has a drawing if and only if φ is satisfiable (the only exception is the backward implication in the "weak rectilinear realization" case, with which we will deal separately, using more constraints on the graphs H x and H c ):
Suppose that φ is satisfiable and let f : X → {TRUE, FALSE} be the satisfying evaluation of the variables. We replace each vertex x ∈ X in the drawing D φ by a small drawing of H x such that the joining vertices of H x lie on the outer face and their cyclic clockwise order is (L 
Since the joining edges (E x,c ) are without crossings, for each graph H c and H x its joining vertices lie on the boundary of a common face, which is without loss of generality the outer face. After contracting the edges of the graphs H c and H x and replacing each pair of parallel joining edges by a single edge we get a planar drawing of G φ . The 3-connectivity of G φ implies that this drawing has the same or the inverse rotation system as the drawing D φ (and so we can assume that they are the same). This allows only 8 possible clockwise cyclic orders of the joining vertices of the graphs H c and, by the condition (X2), only two such possible orders for the graphs H x . According to the orientation of the pairs L
in the drawings of the graphs H x we define an evaluation f of the variables such that f (x) = TRUE if and only if
). These orders are uniquely "translated" by the joining edges into the cyclic clockwise orders O c of the joining vertices of the graphs H c . Since each of these graphs has a drawing, the cyclic order O c corresponds to some of the 7 satisfying evaluations of the 3 variables contained in c; see Figure 6 . Now we construct the clause and variable gadgets H c and H x for each of the considered types of realization. 
A.2 Realizability
For this problem we use almost the same variable and clause gadget as Kratochvíl [9] . For every c ∈ C let
}, 
The conditions (C1) and (X1) are obviously satisfied. The existence of the realizations of H c for the 7 cyclic orders of the joining vertices from the condition (C2) is proved in [9] and the non-realizability of H c with the
) is proved in [8] . The condition (X2) for the realizability of the graph H x is proved in [9] . Note that we cannot use this variable gadget for the simple realizability problem, since for the order O x corresponding to the positive evaluation of the variable x some pairs of edges in the realization of H x have to cross an even number of times. However, we will use this AT-graph as the variable gadget for all three considered weak versions of realizability.
To obtain a complete AT-graph A φ , we add all the missing edges to the graph A φ and force them to intersect all the other edges, i.e., we put
Clearly, if A φ is realizable, then A φ is realizable too, since it is an induced subgraph of A φ . On the other hand, every realization of A φ can be extended into a realization of A φ by drawing the remaining edges such that they intersect every other edge (although some pairs of edges may have to cross many times). This proves that the realizability is NP-hard for complete AT-graphs. The NPcompleteness then follows from the fact that the realizability of AT-graphs is in NP [17] .
A.3 Simple Realizability
We use the same clause gadget H c as in the realizability case, since H c can be simply realized for any satisfying evaluation of its variables [9] . We define H x as follows: 
TRUE FALSE
L c1(x) x R c1(x) x L c2(x) x R c2(x) x L c3(x) x R c3(x) x L c4(x) x R c4(x) x L c1(x) x R c1(x) x L c2(x) x R c2(x) x L c4(x) x R c4(x) x L c3(x) x R c3(x) x
A.4 Weak Types of Realizability
We use the same clause and variable gadgets for the weak realizability, the simple weak realizability and the weak rectilinear realizability. As we mentioned before, the variable gadget will be the same AT-graph H x as for the realizability problem. It is easy to see that the weak realizations of H x satisfying the assumptions of the condition (X2) can have only two possible orders of the joining vertices (depending on the orientation of the cycle A ). On the other hand, H x has a weak rectilinear realization with both these orders; see Figure 8 . It follows that (X2) is satisfied for all three weak versions of realizability. However, we will need weak rectilinear realizations of H x with another restrictions.
We define H c as follows: 
, Z},
Suppose that H c has a weak realization satisfying the assumptions of the condition (C2) and that the order of the joining vertices is (L
, R
x3(c) c
). We can assume that all the six joining vertices lie on a common circle q and that H c is contained inside q. All the four edges starting at the vertex Y are disjoint, hence they divide the interior of q into four regions; see Figure 9 . The vertex R 
on q, the paths xu and yv must have at least one crossing. But the only pair of the edges x, u, y, v which is allowed to intersect, is the pair {x, y}; a contradiction.
For each satisfying evaluation of the clause c, the AT-graph H c has a weak rectilinear realization with the corresponding order of the joining vertices. See Figure 9 for the five non-symmetric cases.
The proof of the NP-hardness of the weak realizability and the simple weak realizability of AT-graphs is now finished. In case of the weak rectilinear realizability we must ensure that the edges of the joining graphs J c,x can be drawn as straight-line segments.
First, for each vertex v of the drawing D φ , we choose a line t v going through v such that t v is not parallel to any edge of D φ . This line determines a direction in which the corresponding gadget H v will be oriented. For each variable vertex x we choose a line t x such that the edge xc 1 (x) is the first in the clockwise order For a given k ∈ {0, 1, . . . , deg(x)}, we choose a direction α between the directions of the k-th and the (k + 1)-th pair of the half-lines. We choose two lines e(α) and f (α) with the direction α such that the rectangle M x lies inside the strip bounded by these two lines and the half-line A
, where i ≤ k, intersect e(α) and the other half-lines intersect f (α). We prolong the half-lines by translating the joining vertices to the corresponding intersections with the border lines e(α) and f (α). We obtain a drawing of H x which satisfies (X3) with a given parameter k. The proof of the NP-hardness of the weak rectilinear realizability is now finished.
For the case of complete AT-graphs, we put
It is now easy to prove that the resulting complete AT-graph A φ = ((V φ , E φ ), R φ ) is weakly (simply, rectilinearly) realizable if and only if the AT-graph A φ is. Indeed, we have proved that all the three weak versions of the realizability are equivalent for the AT-graph A φ , the weak realizability of A φ implies the weak realizability of its induced subgraph A φ , and every weak rectilinear realization of A φ can be extended to a weak rectilinear realization of A φ by slightly perturbing the vertices into a general position and adding all the remaining edges as straightline segments. This finishes the proof of the NP-hardness of all the three versions of the weak realizability of complete AT-graphs.
Since the weak realizability and the simple weak realizability are in NP, they are NP-complete problems for the class of AT-graphs and also for the class of complete AT-graphs.
A.5 Proof of Proposiotion 3
(1) Let G and G be two weakly isomorphic simple complete topological graphs on n vertices. First we prove that the rotation systems R(G) and R(G ) are either the same or inverse. For n ≤ 3 it is trivial, for n = 4 and n = 5 it follows from the fact that for the simple complete topological graphs with 4 or 5 vertices the Fig. 10 . All five non-isomorphic simple drawings of K5 [5] isomorphism classes coincide with the weak isomorphism classes: there are two non-isomorphic simple drawings of K 4 and five non-isomorphic simple drawings of K 5 (see [5] or Figure 10 ) and each of them is a realization of a different AT-graph. Now we use the case n = 5 to extend the statement to graphs with more than five vertices. Let A be a simply realizable complete AT-graph with the vertex set {1, 2, . . . , n}, where n ≥ 6. We know that each complete 5-vertex subgraph of A has only two possible rotation systems. Suppose that the rotation system of A[{1, 2, 3, 4, 5}], the induced subgraph of A with the vertices 1, 2, 3, 4, 5, is fixed (in some simple realization of A). We show that then the rotation system of every other 5-vertex complete subgraph of A is uniquely determined.
Lemma. Let B and C be two 5-vertex complete subgraphs of A with exactly 4 common vertices. Then the rotation system R(B) uniquely determines the rotation system R(C).
Proof of lemma. Without loss of generality, let V (B) = {1, 2, 3, 4, 5}, V (C) = {1, 2, 3, 4, 6} and let the rotation of the vertex 1 in R(B) be (2, 3, 4, 5) . Then the rotation of 1 in A[{1, 2, 3, 4}] is (2, 3, 4) and it must be a subsequence of a rotation of 1 in R(C). But this always happens for exactly one of the pair of inverse cyclic permutations of the set {2, 3, 4, 6}. It follows that the rotation of 1 in C is uniquely determined and so is the whole rotation system of C.
By repeated use of this lemma we obtain that the rotation system of every complete subgraph of A on 5 (and also 4) vertices is uniquely determined by R (A[{1, 2, 3, 4, 5}] ). It remains to show that this also uniquely determines the rotation of each vertex in A. But this easily follows from the fact that a cyclic order of a finite set X is uniquely determined by the cyclic order of all 3-element subsets of X (actually, it suffices to know the orders of the triples containing one fixed vertex). It follows that a simple realization of A can have only two possible rotation systems.
Since G and its mirror image have inverse extended rotation systems, it remains to prove that R(G) uniquely determines the rotation R(c) of each crossing c of G. Let uv, wz be the edges that cross at c. Then R(c) is determined by the drawing of the induced subgraph H = G [{u, v, w, z}] . Since every two weakly isomorphic simple drawings of K 4 are isomorphic, and an isomorphism preserves or inverts the extended rotation system, it follows that R(c) is determined by R(H), which is trivially determined by R(G). (2) The edges e, f, f are contained in a complete 5-vertex subgraph H of G, so the order of crossings of e with f and f is determined by the isomorphism class of H, which is determined by the AT-graph of H.
