E cient geometric algorithms are given for the two-dimensional versions of optimization problems arising in layered manufacturing, where a polygonal object is built by slicing its CAD model and manufacturing the slices successively. The problems considered are minimizing (i) the contact-length between the supports and the manufactured object, (ii) the area of the support structures used, and (iii) the area of the so-called trapped regions|factors that a ect the cost and quality of the process.
Introduction
In layered manufacturing, a physical prototype of a 3D object is built from a (virtual) CAD model by orienting and slicing the model with parallel planes and then manufacturing the slices one by one, each on top of the previous one. Layered manufacturing is the basis of an emerging technology called Rapid Prototyping and Manufacturing (RP&M). This technology, which is used extensively in the automotive, aerospace, and medical industries, accelerates dramatically the time it takes to bring a product to the market because it allows the designer to create rapidly a physical version of the CAD model (literally on the desktop) and to \feel and touch" it, thereby detecting and correcting aws in the model early on in the design cycle.
Although there are many types of layered manufacturing processes, the basic principle underlying them all is as outlined above. For concreteness, we will brie y describe one such method, called StereoLithography, which dominates the RP&M market, see 10].
planes, and then built slice by slice in the positive z direction, as follows. In essence, the StereoLithography Apparatus (SLA) consists of a vat of photocurable liquid resin, a platform, and a laser. Initially, the platform is below the surface of the resin at a depth equal to the slice thickness. The laser traces out the contour of the rst slice on the surface and then hatches the interior, which hardens to a depth equal to the slice thickness. In this way, the rst slice is created and it rests on the platform. Next, the platform is lowered by the slice thickness and the just-vacated region is recoated with resin. The second slice is then built in the same way. Ideally, each slice after the rst one should rest in its entirety on the previous one. In general, however, portions of a slice can overhang the previous slice and so additional structures, called supports, are needed to hold up the overhangs. Supports are generated automatically during the process itself. Once the solid has been made, it is postprocessed to remove the supports.
During the process, certain regions that are separate from the main body of liquid in the vat will hold resin. These regions are called trapped regions and they are undesirable because they slow down the process 10, page 161]. For example, if a co ee mug is built in the vertical direction, then the interior of the mug will hold resin, and the volume of this region is called the trapped volume.
A key step in this process is choosing an orientation for the model, i.e., the build direction. Among other things, the build direction a ects the volume of supports, the surface area of the model that is in contact with the supports, and the trapped volume|factors which impact the cost and quality of the process.
In current systems, the build direction is often chosen by the human operator, based on experience, so that e.g. the amount of supports used and the trapped area is \small". We seek to design computer algorithms that minimize these quantities automatically and lessen the need for human intervention.
Two-dimensional layered manufacturing
In this paper, we will consider the two-dimensional version of this problem. Throughout the paper, we denote by P the polygonal object that we wish to build and by n the number of vertices of P. We assume that P is in general position, in the sense that no three vertices are collinear. All our results remain valid for arbitrary simple polygons. The algorithms and correctness proofs, however, need some minor modi cations.
We let d denote the build direction and refer to notions such as \above" and \below" w.r.t. d. The direction d can range a full 360 in the plane of P. The criteria \volume" and \contact-area" mentioned earlier are now replaced by \area" and \contact-length", respectively, as discussed below.
Our motivation for studying the polygon problem was to develop techniques that would be applicable to non-convex polyhedra, which is the actual problem of interest. In principle, our 2D techniques carry over to 3D, but it is not clear at this point how e cient or practical they would be. We are investigating this problem further.
We will design algorithms that compute a direction d which minimizes one of the following three parameters:
Contact-length of supports: The part of P's boundary that is in contact with the supports a ects the postprocessing time, since the supports that \stick" to P must be removed. If P is convex, then this is the total length of the downward-facing edges. If P is non-convex, then this is the total edge length that is in contact with the supports (it includes the lengths of all downward facing edges and portions of certain upward-facing edges.) In Section 2, we show that for any simple polygon, a build direction which minimizes the contact-length of the supports can be computed in time O(n log n + np(n)), where p(n) is the time it takes to minimize a certain function G(x) which is the sum of (n) terms of the form d=(1 + cx), for some constants c and d. If the polygon's edges have only a constant number of di erent orientations, then this time bound improves to O(n log n).
Area of supports: The quantity of supports used a ects both the building time and the cost. If P is convex, then the support area is the area of the region lying between P and the platform, i.e., the region which is bounded below by the platform and above by the downward-facing edges of P. If P is non-convex, then the problem is more complex, since the supports for some edges may actually be attached to other edges instead of to the platform. (Figure 1 illustrates this.)
In Section 3, we give an algorithm that computes a build direction minimizing the area of the supports, in time O(n log n+nq(n)), where q(n) is the time it takes to minimize a certain function which is similar to G(x) above. Again, if the edges have only a constant number of di erent orientations, then the running time improves to O(n log n). (In a preliminary version of this paper, see 11], the running times were O(n 2 +nq(n)) and O(n 2 ), respectively.)
Trapped area: As mentioned before, trapped regions are areas that hold resin separate from the main body of liquid and are undesirable. (We defer a formal de nition of trapped regions to Section 4.) In Section 4, we show that a variant of the algorithm of Section 3 can be used to compute a build direction for which the trapped area is minimal. Their algorithm is similar to ours and, in fact, they also have to minimize a function that is similar to our function G(x). One of the di erences between our problem and that of Arkin et al. is that we have to take care of support regions that are in contact with the platform. Surprisingly little work has been done by way of e cient and provably optimal geometric optimization algorithms for layered manufacturing. In Asberg et al. 3 ], e cient algorithms are given for deciding if a two-or three-dimensional object can be made by stereolithography without using supports. In a companion paper 12], we give algorithms for minimizing the contact-area and volume of supports for three-dimensional convex polyhedra.
Related work
The problem of generating optimal supports for arbitrary three-dimensional polyhedra is considered in Allen and Dutta 1]. Their algorithm essentially considers only directions parallel and orthogonal to edges of the convex hull. Below, we give an example which shows that with this approach, the approximation factor w.r.t. the optimal solution can be made arbitrarily large.
Let P be the non-convex polygon in Figure 2 . Let d be the vertically upward direction.
The vertex b rests on the platform, which is the horizontal line through b. Vertices a and c are slightly above the platform, and the lengths of the edges ab and bc are very small compared to the lengths of the other edges. Vertex f (resp. d) is slightly to the right (resp. left) of vertex a (resp. c). Finally, the angle between af (resp. cd) and d is smaller than the angle between ab (resp. bc) and the horizontal. For build direction d, the support area is very small (it is the area under edges ab and bc).
It is easy to see that by building P in a direction that is parallel or orthogonal to a convex hull edge gives a much larger support area. By varying the edge lengths, we can make the support area for directions parallel or orthogonal to any hull-edge arbitrarily worse than the minimal support area. (This discussion also holds for contact-length of supports. Moreover, it can be extended in a similar way to three dimensions.) Moreover, by varying the two angles determined by vertex b and the horizontal line through it, the optimal build direction can take on any value in a certain small range. Hence, it is not possible to characterize a-priori a nite set of candidate directions that contain the optimal one. If P is a convex polygon with n vertices, then the optimal build direction d is either parallel or orthogonal to an edge of P. ( 2 Minimum-contact-length supports for simple polygons
In this section, we consider the problem of computing a direction that minimizes the total length of the boundary of a simple polygon to which the support \stick".
First, we introduce some notation. Then, we give a precise de nition of the problem. Finally, an algorithm for computing the optimal direction is given. Throughout this paper, we measure angles counterclockwise from 0 to 2 .
Henceforth, we let P be a simple n-vertex polygon. For each edge e of P, let n e denote its outer normal. Furthermore, let e denote the angle between the positive x-axis and the vector n e . For any direction d, we denote by ' d the angle between the positive x-axis and d.
We say that edge e needs support for direction d, if the dot product n e d is negative. In this case, the entire edge e needs support.
Even if an edge e does not need support for a direction d, it may still be a part of some support for this direction, in the following sense. Let d be a direction, such that n e d 0. Let q be a point on e, such that the ray emanating from q in the direction d intersects the interior of the polygon P. Then we say that q is attached to a support for direction d. Let S e (d) be the set of all points on e that are attached to a support for direction d. (See Figure 3. ) Then e ? S e (d), the set of points on e that are not attached to a support, is connected. To be more precise, the following lemma holds.
Lemma 2.1 The set S e (d) is (i) empty, (ii) consists of one segment on e, one of whose endpoints is an endpoint of e, (iii) consists of two segments on e, and each segment has an endpoint which is an endpoint of e, or (iv) is equal to the entire edge e.
Proof. The set S e (d) consists of line segments on edge e. It su ces to prove that no such segment has both its endpoints in the interior of e.
Assume there is such a segment, and let s and t be its endpoints. Let a e and b e be the endpoints of edge e. Assume w.l.o.g. that a e , s, t, and b e appear in this order from left to right along e, and that the direction d is vertically upwards. There is a point x (resp. y) on e, strictly between a e and s (resp. t and b e ), such that the ray r x (resp. r y ) emanating from x (resp. y) in the direction d does not intersect the polygon P. On the other hand, the ray emanating from s in the direction d does intersect P; let z be the rst intersection. By walking along the boundary of P, from a e to z, we intersect one of the rays r x and r y . This is a contradiction.
We de ne l e (d) as the length of edge e, in case e needs support for direction d. Otherwise, l e (d) is de ned as the length of the at most two segments on e that are determined by S e (d).
Hence, P
e l e (d) is equal to the total length of the boundary of P to which the supports stick, when P is manufactured along direction d. Therefore 
where X I e and Y I e are constant within I.
We call critical the directions d at which expression (1) changes for some edge e (i.e., X I e or Y I e changes). Lemma 2.3 gives a set of O(n) directions that includes all critical directions.
The algorithm
Now we are ready to give an outline of our algorithm for computing the direction d for which
is minimal. After this outline, we will give the details for each step.
Step 1: Compute the set D de ned above, and sort its elements in counterclockwise order. Preprocess P into a data structure, such that ray shooting queries can be answered. At this point, we have a partition of 0; 2 ] into O(n) subintervals. Within each subinterval I, we know that L P (d) has the form L P (d) = 
Step 2: Obtain expression (2) for the function L P (d) in the rst subinterval I, and compute the minimum of L P (d) within I.
Step 3 Let us consider Step 1 rst. Using the algorithm of 8, 14], we compute in O(n) time all vertices v for which cone(v) 6 = ;, together with their visibility cones. Then, we obtain the elements of D in sorted order, in O(n log n) time. We take the ray shooting data structure of 9]. There it is shown how to preprocess P in O(n) time, such that ray shooting queries can be answered in O(log n) time. Hence, Step 1 can be completed in O(n log n) time.
Next, consider Step 2. For edges e that need support for directions in I, i.e., n e d < 0 for all d 2 I, expression (1) It follows that expression (2) for L P (d) in the rst subinterval I can be computed in O(n log n) time. The problem that remains is that of computing the minimum of L P (d) in I. We will consider this in Section 2.2.
We are left with Step 3. Assume, we move from subinterval I to I 0 . Let d be the critical direction corresponding to the right endpoint of I (which is the left endpoint of I 0 ). up) from any interior point on e w (resp. e 0 w ), we go into the interior of P. (Assume that by going up from any interior point on e w , we go into the interior of P. Then by walking along the boundary of P, starting at w and following edge e w rst, we must intersect the ray r. This cannot happen, because r does not intersect the interior of P.) Let e v and e 0 v be the edges that are incident to v. There are three possible cases. First assume that e v and e 0 v are both to the right of the line containing r. Also, assume w.l.o.g. that e v is above e 0 v . (See Figure 4(a) .) Then cone(v) is also to the right of this line, and by going down (resp. up) from any interior point on e v (resp. e 0 v ), we go into the interior of P. Perform a ray shooting query from v in direction ?d, and let f be the edge that is hit rst. Then, in the subinterval I, w is the vertex A 0 f (d), whereas v = B 0 f (d). In I 0 , the edge f is completely attached to supports. (Recall that I 0 follows I in counterclockwise order.) This is because e w and e 0 w (resp. e v and e 0 v ) are to the left (resp. right) of the line containing r. Therefore This concludes the description of Step 3. For each critical direction, we need O(log n) time to update the expression for L P (d). As in Step 2, the problem is in computing the minimum of L P (d) in the new subinterval I 0 . This problem will be addressed in Section 2.2.
Remark 2.1 The polygon P may have edges that need support, or are completely attached to supports, for any direction d. These edges are invisible, in the sense that no point on them is visible from the \outside". Consider such an invisible edge e. In Step 2, we nd out that in the rst subinterval, l e (d) is equal to the length of e. During the sweep in Step 3, the term l e (d) never changes, i.e., it always stays equal to the length of e.
Minimizing the function L P (d)
The problem that remains is to compute the minimum of the function L P (d) = 
The expression in (4) Theorem 2.1 Given a simple polygon with n vertices, a direction minimizing the total contact-length of supports can be found in O(n log n + n p(n)) time, where p(n) is the time for solving problem PR(n).
Proof. Consider our algorithm.
Step 1 takes O(n log n) time. In Step 2, it takes O(n log n) time, to write down expression (2) for the function L P (d) in the rst subinterval I. Given this expression, we transform it into (3) in linear time. Then in p(n) time, we compute the minimum of this function. Hence, Step 2 takes total time O(n log n + p(n)). In Step 3, we visit the O(n) critical directions one after another. Going from one direction to the next one, we update the functions L P (d) and G(x) in O(log n) time. The minimum of the updated function L P (d) is then computed in p(n) time.
As we will show now, the running time can be improved considerably, if the edges of our polygon have only a small number of orientations. A polygon is called C-oriented if its edges have at most C di erent orientations. Suppose that our simple polygon P is C-oriented. In this case, the function G(x) in problem PR(n) can be rewritten such that it contains only C terms: There are at most C di erent normal angles e , hence at most C di erent values for the c i 's. If we group these together, we get an expression of the form
for real numbers d 0 1 ; d 0 2 ; : : : ; d 0 C . Therefore, solving G 0 (x) = 0 leads to a polynomial of degree at most 2(C ? 1) . Assuming that C is a constant, and that roots of polynomials of constant degree can be computed in constant time, we can compute the minimum of G(x) in constant time. This proves: Theorem 2.2 Given a simple C-oriented polygon with n vertices, where C is a constant, a direction minimizing the total contact-length of supports can be found in O(n log n) time.
3 Minimum-area supports for simple polygons We now consider the problem of computing a direction that minimizes the total area of supports for a simple polygon. Let P be a simple polygon having n vertices. We need the following lemma, whose proof can be found in 13, page 24]. If we substitute (7), (8), (9) and (11) into (5), use the relation cos We summarize the result of Section 3.1 in the following lemma.
Lemma 3.2 We can preprocess P in O(n) time, such that for a given direction d, =2
' d , we can in O(log n) time compute expression (12) for the blue area A(d).
The critical directions for the blue area are (i) the inner normals of the edges of the convex hull of P, and (ii) for each convex hull edge, the two directions that are parallel to it. 
Note that the sign of j (d) is hidden in the constants.
Suppose we increase the angle ' d from =2 to . The formula for a red area R j (d) will change, if (i) the vertex a j of b j (d), or (ii) the edge e j changes.
Suppose the center of rotation a j changes. Let a 0 j be the new center of rotation. Then both vertices a j and a 0 j are on the ray from c j (d) in direction d. If this ray rst hits a j , then the segment a j a 0 j is on the boundary of the visibility cone of a j , and is in direction d.
Similarly, if the ray rst hits a 0 j , then the segment a 0 j a j is on the boundary of the visibility cone of a 0 j , and is in direction d.
Suppose the edge e j changes. Then c j (d) must be equal to an endpoint, p, of e j . In this case pa j is on the boundary of the visibility cone of p, and is in direction d. This proves the following lemma.
Lemma 3.3 The critical directions for the red area are the directions of the bounding rays of the visibility cones of the vertices of P.
In Sections 3.2.1 and 3.2.2, we show how we can compute and update the expressions for the red areas at these critical directions.
3.2.1 Computing the red area for the vertical direction Let d v be the vertical direction. We compute the red polygons for this direction, as follows. Let BR be the bounding rectangle of P, i.e., the smallest axes-parallel rectangle that contains P. Let p l = s l (d v ) and p r = s r (d v ) be the leftmost and rightmost vertices of P, respectively. We assume for simplicity that these vertices are unique. Note that p l (resp. p r ) is on the left (resp. right) edge of BR.
The region F := BR ? P consists of simple polygons. Let V be the set of all polygons of F that are not connected to the bottom edge of BR, i.e., the platform. Then V consists of exactly those polygons of F that are above the chain p r ; p r+1 ; : : : ; p l , which are the vertices of P encountered when walking from p r to p l in counterclockwise direction.
To compute the red areas for direction d v , we use the trapezoidal decomposition of V . This decomposition is de ned as follows. For each vertex p of fp r ; p r+1 ; : : : ; p l g, shoot a ray from p in direction d v , provided that it does not immediately go inside P. This ray intersects either the boundary of P, or the top edge of BR, and it stops at the rst intersection point. Similarly, shoot a ray from p in direction ?d v , provided that it does not immediately go inside P. This ray stops at the rst intersection, which must lie on the boundary of P. Using the algorithm of Chazelle 4] , we can compute the trapezoidal decomposition of the polygons of V in linear time. In fact, it su ces to compute this decomposition using a simple plane sweep algorithm, which takes O(n log n) time.
The trapezoidal decomposition consists of trapezoids and triangles. We consider a triangle as a degenerate trapezoid. We remove all trapezoids that are connected to the upper edge of BR. It is clear that the remaining trapezoids cover exactly all red polygons. 
Updating the red area at a critical direction
The formula for the area R i (d) of a red polygon is completely determined by (i) a constant term A i , (ii) a center a i of rotation, and (iii) an edge e i of P. Given this information, we can compute the intersection c i (d) of the ray from a i in direction ?d with edge e i , and the area i (d) of the triangle in Figure 9 .
Let d be a critical direction for the red support polygons, and assume that we have the expressions for the areas of the red support polygons for this direction. Since d is a critical direction, there are two vertices x and y of P, such that the segment xy is on a bounding ray of the visibility cone of x, and this segment has direction d. We will show how to update the expression for the red area at this direction. We distinguish several cases.
Case 1: y is the center of rotation of a red polygon R i (d), the ray from x in direction ?d immediately enters P, and xy is not an edge of P. See Figure 10 In this case, we have y = a j . Also, vertex x becomes a center of rotation. In this case, the vertices x and y are connected by an edge, say e, of P. Also, the outer normal of e is to the right of e, w.r. by y and the edge e 0 j of P with endpoint x that is not incident to y. Case 6: y is the center of rotation of a red polygon R j (d), the ray from x in direction ?d immediately enters P, and xy is an edge of P. See Figure 12 (b). In this case, R j (d) is a triangle, and the outer normal of e is to the left of e. Since this red polygon vanishes, we subtract the constant part of its area from A G , and delete the non-constant part of the formula.
Since we assume that our polygon P is in general position, in the sense that no three vertices lie on a line, we have covered all cases. The following lemma follows from our discussion.
Lemma 3.5 At a critical direction, we can update the expression for the red area in O(log n) time.
The overall algorithm
We are ready now to give our algorithm.
Step 1: Preprocess P as indicated in Lemmas 3.2 and 3.4. This gives the expressions for the support area for the vertical direction.
Step 2: Compute the visibility cones of all vertices of P. Let D a be the set of all directions determined by the bounding rays of the non-empty cones. Compute the convex hull of P. Step 3: Sweep over the elements of D, thereby visiting the corresponding subintervals one after another. For each subinterval I, update expressions (12) and (13) , and compute its minimum within I. The global minimum of the area over all these subintervals is the desired result.
Consider the minimization problem within one subinterval I. As in Section 2.2, we can reduce this to the following problem.
Problem PR 0 (n): Given 2n + 7 real numbers c 1 ; c 2 ; : : : ; c n ; d 1 If we solve this problem using standard calculus techniques, then we have to compute the roots of the derivative of H, which leads to a polynomial whose degree is linear in n.
Theorem 3.1 Let P be a simple polygon with n vertices, and let q(n) be the time needed for solving problem PR 0 (n). In O(n log n + n q(n)) time, we can compute a direction d for which the total area of the supports is minimal.
If the polygon P is C-oriented for some constant C, then this optimal direction can be computed in O(n log n) time.
Proof. The rst claim follows from the above discussion. If P is C-oriented, then the summation in the function H(x) contains at most C terms. Therefore, if we assume that the roots of a polynomial of constant degree can be computed in constant time, then we can compute the minimum of H(x) for one subinterval in constant time. 4 Minimizing the trapped area for simple polygons
In this section, we want to minimize the trapped area for a simple polygon P. We show that we can use basically the same algorithm as in Section 3.
Recall that the trapped area is the total area of those regions that are separate from the main body of liquid in the vat. We de ne this notion formally. (iii)) can only happen if d is parallel (resp. orthogonal) to a bounding ray of a visibility cone.
Hence, we can basically apply the same algorithm as in Section 3, except that the number of critical directions increases by at most 2n. This leads to the following result. Theorem 4.1 Let P be a simple polygon with n vertices, and let q(n) be the time needed for solving problem PR 0 (n). In O(n log n + n q(n)) time, we can compute a direction d for which the trapped area is minimal.
Concluding remarks
We have given e cient geometric algorithms for some optimization problems arising in layered manufacturing.
An interesting open problem that we are pursuing is the design of e cient algorithms for optimizing supports for a non-convex three-dimensional polyhedron. We believe that the ideas developed in this paper will be very helpful in this e ort.
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