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Abstract
We study indecomposable representations of quivers on separable infinite-dimensional Hilbert spaces by
bounded operators. We exhibit several concrete examples and investigate duality theorem between reflection
functors. We also show a complement of Gabriel’s theorem. Let Γ be a finite, connected quiver. If its
underlying undirected graph contains one of extended Dynkin diagrams A˜n (n  0), D˜n (n  4), E˜6, E˜7
and E˜8, then there exists an indecomposable representation of Γ on separable infinite-dimensional Hilbert
spaces.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
We studied the relative position of several subspaces in a separable infinite-dimensional
Hilbert space in [6] after Gelfand and Ponomarev [11]. In this paper we extend it to the rel-
ative position of several subspaces along quivers. More generally we study representations of
quivers on infinite-dimensional Hilbert spaces by bounded operators. We call them Hilbert rep-
resentations for short.
Gabriel’s theorem says that a finite, connected quiver has only finitely many indecompos-
able representations if and only if the underlying undirected graph is one of Dynkin diagrams
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960 M. Enomoto, Y. Watatani / Journal of Functional Analysis 256 (2009) 959–991An,Dn,E6,E7,E8 [8]. The theory of representations of quivers on finite-dimensional vector
spaces has been developed by Bernstein, Gelfand and Ponomarev [2], Brenner [3], Donovan and
Freislish [5], Dlab and Ringel [4], Gabriel and Roiter [10], Kac [18], Nazarova [25], . . . . Infinite-
dimensional representatios of quivers have also been investigated in purely algebraic setting. See
Krause and Ringel [19] and Reiten and Ringel [27].
Furthermore locally scalar representations of quivers in the category of Hilbert spaces were
introduced by Kruglyak and Roiter [21]. They associate operators and their adjoint operators
with arrows and classify them up to the unitary equivalence. They proved an analog of Gabriel’s
theorem. Their study is connected with representations of *-algebras generated by linearly related
orthogonal projections, see for example, S. Kruglyak, V. Rabanovich and Y. Samoilenko [22].
In this paper we study duality theorem between reflection functors and the existence of in-
decomposable representations of quivers on infinite-dimensional Hilbert spaces. We associate
bounded operators with arrows but we do not associate their adjoint operators simultaneously as
in [21].
In particular if we consider a certain quiver Γ whose underlying undirected graph is the ex-
tended Dynkin diagram D˜4, then indecomposability of Hilbert representations of Γ is reduced to
indecomposability of systems of four subspaces studied in [11] and [6]. We consider a comple-
ment of Gabriel’s theorem for Hilbert representations and prove one direction: If the underlying
undirected graph of a finite, connected quiver Γ contains one of extended Dynkin diagrams A˜n
(n 0), D˜n (n 4), E˜6, E˜7 and E˜8, then there exists an indecomposable representation of Γ on
separable infinite-dimensional Hilbert spaces. The result does not depend on the choice of orien-
tation. But we cannot prove the converse. In fact if the converse were true, then a long standing
problem in [13] on transitive lattices of subspaces of Hilbert spaces would be settled.
Recall that we study relative position of n subspaces in a separable infinite-dimensional
Hilbert space in [6]. See Y.P. Moskaleva and Y.S. Samoilenko [23] on a connection with *-
algebras generated by projections. Let H be a Hilbert space and E1, . . .En be n subspaces in H .
Then we say that S = (H ;E1, . . . ,En) is a system of n subspaces in H or an n-subspace system
in H . A system S is called indecomposable if S cannot be decomposed into a non-trivial direct
sum. For any bounded linear operator A on a Hilbert space K , we can associate a system SA of
four subspaces in H = K ⊕K by
SA =
(
H ;K ⊕ 0,0 ⊕K,graphA,{(x, x);x ∈ K}).
In particular on a finite-dimensional space, Jordan blocks correspond to indecomposable systems.
Moreover on an infinite-dimensional Hilbert space, the above system SA is indecomposable if
and only if A is strongly irreducible, which is an infinite-dimensional analog of a Jordan block,
see books by Jiang and Wang [15,16]. For example, a unilateral shift operator is a typical ex-
ample of strongly irreducible operator. Such a system of four subspaces give an indecomposable
Hilbert representation of a quiver with underlying undirected graph D˜4. We transform these rep-
resentations and make up indecomposable Hilbert representations of other quivers in this paper.
In purely algebraic case many such functors are introduced, see [5,10] and [28], for example.
We follow some of their constructions. But we have not yet checked all such functors preserve
indecomposability in infinite-dimensional Hilbert setting in general. We need to prove the inde-
composability of the Hilbert representations in our concrete examples directly.
One of our main theorems of the paper is the following: Let Γ be a finite, connected quiver.
If its underlying undirected graph contains one of extended Dynkin diagrams A˜n (n  0),
D˜n (n  4), E˜6, E˜7 and E˜8, then there exists an indecomposable representation of Γ on sep-
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finite-dimensional case. Firstly we need to find indecomposable, infinite-dimensional represen-
tations of a certain class of Γ . We constructed them by studying the relative position of several
subspaces along quivers, where vertices and arrows are represented by subspaces and natural
inclusion maps. Secondly we need to change the orientation of the quiver preserving indecom-
posability. Here comes reflection functors. Being different from finite-dimensional case, we need
to check the co-closedness condition at sources to show that indecomposability is preserved un-
der reflection functors. We introduce a certain nice class, called positive-unitary diagonal Hilbert
representations, such that co-closedness is easily checked and preserved under reflection functors
at any source.
We believe that there exists an analogy between study of Hilbert representations of quiv-
ers and subfactor theory invented by V. Jones [17]. In fact Dynkin diagrams also appear in the
classification of subfactors, see, for example, Goodman, de la Harpe and Jones [9], Evans and
Kawahigashi [7]. But we have not yet understood the full relations between them.
There exists a close interplay between finite-dimensional representations of quivers and finite-
dimensional representations of path algebras in purely algebraic sense. Any Hilbert represen-
tation of a quiver gives an operator algebra representation of the corresponding path algebra.
Therefore we expect some relation between Hilbert representations of quivers and certain op-
erator algebras associated with quivers. There exist some related works. See, for example,
P. Muhly [24], D.W. Kribs and S.C. Power [20] and B. Solel [29]. But the relation is not so
clear for us.
Throughout the paper a projection means an operator e with e2 = e = e∗ and an idempotent
means an operator p with p2 = p. By a subspace we mean a closed subspace unless otherwise
stated.
In purely algebraic setting, it is known that if a finite-dimensional algebra R is not of
representation-finite type, then there exist indecomposable R-modules of infinite length as in
M. Auslander [1]. Since we consider bounded operator representations on Hilbert spaces, the
result in [1] cannot be applied directly.
2. Representations of quivers
A quiver Γ = (V ,E, s, r) is a quadruple consisting of the set V of vertices, the set E of
arrows, and two maps s, r : E → V , which associate with each arrow α ∈ E its support s(α) and
range r(α). We sometimes denote by α : x → y an arrow with x = s(α) and y = r(α). Thus a
quiver is just a directed graph. We denote by |Γ | the underlying undirected graph of a quiver Γ .
A quiver Γ is said to be connected if |Γ | is a connected graph. A quiver Γ is said to be finite if
both V and E are finite sets.
Definition. Let Γ = (V ,E, s, r) be a finite quiver. We say that (H,f ) is a Hilbert representation
of Γ if H = (Hv)v∈V is a family of Hilbert spaces and f = (fα)α∈E is a family of bounded
linear operators fα : Hs(α) → Hr(α).
Definition. Let Γ = (V ,E, s, r) be a finite quiver. Let (H,f ) and (K,g) be Hilbert representa-
tions of Γ. A homomorphism T : (H,f ) → (K,g) is a family T = (Tv)v∈V of bounded operators
Tv : Hv → Kv satisfying, for any arrow α ∈ E
Tr(α)fα = gαTs(α).
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Thus we have obtained a category H Rep(Γ ) of Hilbert representations of Γ .
We denote by Hom((H,f ), (K,g)) the set of homomorphisms T : (H,f ) → (K,g). We
denote by End(H,f ) := Hom((H,f ), (H,f )) the set of endomorphisms. We denote by
Idem(H,f ) := {T ∈ End(H,f ) ∣∣ T 2 = T }
the set of idempotents in End(H,f ). Let 0 = (0v)v∈V be the family of zero endomorphisms
0v and I = (Iv)v∈V be the family of identity endomorphisms Iv . The both 0 and I are in
Idem(H,f ).
Let Γ = (V ,E, s, r) be a finite quiver and (H,f ), (K,g) be Hilbert representations of Γ. We
say that (H,f ) and (K,g) are isomorphic, denoted by (H,f )  (K,g), if there exists an iso-
morphism ϕ : (H,f ) → (K,g), that is, there exists a family ϕ = (ϕv)v∈V of bounded invertible
operators ϕv ∈ B(Hv,Kv) such that, for any arrow α ∈ E,
ϕr(α)fα = gαϕs(α).
We say that (H,f ) is a finite-dimensional representation if Hv is finite-dimensional for all
v ∈ V . And (H,f ) is an infinite-dimensional representation if Hv is infinite-dimensional for
some v ∈ V .
3. Indecomposable representations of quivers
In this section we shall introduce a notion of indecomposable representation, that is, a repre-
sentation which cannot be decomposed into a direct sum of smaller representations anymore.
Definition (Direct sum). Let Γ = (V ,E, s, r) be a finite quiver. Let (K,g) and (K ′, g′) be
Hilbert representations of Γ. Define the direct sum (H,f ) = (K,g)⊕ (K ′, g′) by
Hv = Kv ⊕K ′v (for v ∈ V ) and fα = gα ⊕ g′α (for α ∈ E).
We say that a Hilbert representation (H,f ) is zero, denoted by (H,f ) = 0, if Hv = 0 for any
v ∈ V .
Definition (Indecomposable representation). A Hilbert representation (H,f ) of Γ is called de-
composable if (H,f ) is isomorphic to a direct sum of two non-zero Hilbert representations.
A non-zero Hilbert representation (H,f ) of Γ is said to be indecomposable if it is not decom-
posable, that is, if (H,f ) ∼= (K,g)⊕ (K ′, g′) then (K,g) ∼= 0 or (K ′, g′) ∼= 0.
We start with an easy fact. Let H be a Hilbert space and K1, K2 be closed subspaces of H . As-
sume that K1 ∩K2 = 0 and H = K1 +K2. But we do not assume that K1 and K2 are orthogonal.
Let T : H → H be a bounded operator with TKi ⊂ Ki for i = 1,2. Define Si = T |Ki : Ki → Ki .
Consider the (orthogonal) direct sum K1 ⊕ K2 and the bounded operator S1 ⊕ S2 on K1 ⊕ K2.
Define a bounded invertible operator ϕ : H → K1 ⊕K2 by ϕ(h) = (h1, h2) for h = h1 +h2 with
hi ∈ Ki , as in the proof of [6, Lemma 2.1.] Then we have T = ϕ−1 ◦ (S1 ⊕ S2) ◦ ϕ.
The following proposition is used frequently to show the indecomposability in concrete ex-
amples.
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ditions are equivalent:
(1) (H,f ) is indecomposable.
(2) Idem(H,f ) = {0, I }.
Proof. ¬(1) ⇒ ¬(2): Assume that (H,f ) is not indecomposable. Then there exist non-zero
representations (K,g) and (K ′, g′) of Γ , such that (H,f ) ∼= (K,g) ⊕ (K ′, g′). For any x ∈ V ,
define the projection Qx ∈ B(Kx ⊕ K ′x) of Kx ⊕ K ′x onto Kx . Then Q := (Qx)x∈V is in
End(K ⊕K ′, g ⊕ g′), because
Qr(α)
(
gα, g
′
α
)= (gα,0) = (gα, g′α)Qs(α)
for any α ∈ E. Since there exist v,w ∈ V such that Kv = 0 and K ′w = 0, we have Qv = 0
and Qw = I . Thus Q = 0 and Q = I . Let ϕ = (ϕx)x∈V : (H,f ) → (K,g) ⊕ (K ′, g′) be an
isomorphism. Put Px = (ϕx)−1Qxϕx for x ∈ V and P := (Px)x∈V ∈ Idem(H,f ). Then P = 0
and P = I.
¬(2) ⇒ ¬(1): Assume that there exists P ∈ Idem(H,f ) with P = 0 and P = I . Thus there
exist v ∈ V and w ∈ V such that Pv = 0v , Pw = Iw. For any x ∈ V , define closed subspaces
Kx = Px(Hx) and K ′x = (I − Px)(Hx).
Then K := (Kx)x = 0, K ′ := (K ′x)x = 0 and H ∼= K ⊕K ′. For any α ∈ E, let x = s(α) and y =
r(α). Since fαPx = Pyfα , we have fαKx ⊂ Ky . Similarly, fα(I −Px) = (I −Py)fα implies that
fαK
′
x ⊂ K ′y . We can define gα = fα|Kx : Kx → Ky and g′α = fα|K ′x : K ′x → K ′y . Put g = (gα)α
and g′ = (g′α)α . Then (K,g) and (K ′, g′) are representations of Γ . Define ϕx : Hx → Kx ⊕ K ′x
by ϕx(ξ) = (Pxξ, (I −Px)ξ) for ξ ∈ Hx . Then ϕ := (ϕx)x∈V : (H,f ) → (K,g)⊕ (K ′, g′) is an
isomorphism. Since K := (Kx)x = 0 and K ′ := (K ′x)x = 0, (H,f ) is decomposable. 
Remark. (1) The proof of the above Proposition 3.1 shows that (H,f ) is decomposable if and
only if there exist non-zero families K = (Kx)x∈V and K = (K ′x)x∈V of closed subspaces Kx
and K ′x of Hx with Kx ∩K ′x = 0 and Kx +K ′x = Hx such that fαKx ⊂ Ky and fαK ′x ⊂ K ′y for
any arrow α : x → y.
(2) In the statement of the above Proposition 3.1, we cannot replace the set Idem(H,f ) of
idempotents of endomorphisms by the set of projections of endomorphisms. For example, let
H0 = C2. Fix an angle θ with 0 < θ < π/2. Put H1 = C(1,0) and H2 = C(cos θ, sin θ). Then
the system (H0;H1,H2) of two subspaces is isomorphic to
(
C
2;C ⊕ 0,0 ⊕ C)∼= (C;C,0)⊕ (C;0,C).
Hence (H0;H1,H2) is decomposable. See Example 2 in [6] and Remark after it. Now consider
the following quiver Γ :
◦1 α1−→ ◦0 α2←− ◦2.
Define a Hilbert representation (H,f ) of Γ by H = (Hi)i=0,1,2 and canonical inclusion maps
fi = fα :Hi → H0 for i = 1,2. Then the Hilbert representation (H,f ) is also decomposable,i
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projection for i = 0,1,2, then P = 0 or P = I . In fact P0(Hi) ⊂ Hi for i = 1,2. Let e1 ∈ B(H0)
and e2 ∈ B(H0) be the projections of H0 onto H1 and H2. Then the C∗-algebra C∗({e1, e2})
generated by e1 and e2 is exactly B(H0) ∼= M2(C). Since P0 commutes with e1 and e2, P0 = 0
or P0 = I . Because Pi = P0|Hi , Pi = 0 or Pi = I simultaneously.
Example 1. Let Γ be a loop with one vertex 1 and one arrow α : 1 → 1, that is, the underlying
undirected graph is an extended Dynkin diagram A˜0. Let H1 = 2(N) and fα = S : H1 → H1
be a unilateral shift. Then the Hilbert representation (H,f ) is infinite-dimensional and inde-
composable. In fact, any T ∈ Idem(H,f ) can be identified with T ∈ B(2(N)) with T 2 = T
and T S = ST . Since T commutes with a unilateral shift S, the operator T is a lower triangular
Toeplitz matrix. Since T is an idempotent, T = 0 or T = I . Thus (H,f ) is indecomposable.
Replacing S by S + λI for λ ∈ C, we obtain a family of infinite-dimensional, indecomposable
Hilbert representations (Hλ,f λ) of Γ . Since (Hλ,f λ) and (Hμ,f μ) are isomorphic if and only
if S+λI and S+μI is similar, we have uncountably many infinite-dimensional, indecomposable
Hilbert representations of Γ .
Example 2. Let Γ = (V ,E, s, r) be a quiver whose underlying undirected graph is an extended
Dynkin diagram A˜n, (n 1). Then there exist uncountably many infinite-dimensional, indecom-
posable Hilbert representations of Γ . For example, consider
Define a Hilbert representation (H,f ) of Γ by H1 = H2 = · · · = Hn+1 = 2(N), fα2 = fα3 =· · · = fαn+1 = I and fα1 = S, the unilateral shift. Let P = (Pk)k∈V ∈ Idem(H,f ). Then
P1 = P2 = · · · = Pn+1 and SP1 = P2S.
Since P1 is an idempotent and SP1 = P1S, we have P1 = 0 or P1 = I . This implies P = 0
or P = I . Therefore (H,f ) is indecomposable. Replacing S by S + λI for λ ∈ C, we obtain
uncountably many infinite-dimensional, indecomposable Hilbert representations of Γ .
Example 3. Let L be a Hilbert space and E1, . . .En be n subspaces in L. Then we say that
S = (L;E1, . . . ,En) is a system of n subspaces in L. A system S is called indecomposable if
S cannot be decomposed into a non-trivial direct sum, see [6]. Consider the following quiver
Γn = (V ,E, s, r)
Define a Hilbert representation (H,f ) of Γn by Hk := Ek (k = 1, . . . , n), H0 := L and fk =
fα :Hk = Ek → H0 = L be the inclusion map. Then the system S of n subspaces is indecom-k
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In fact, assume that S is indecomposable. Let P = (Pk)k∈V ∈ Idem(H,f ). Then fkPk = P0fk .
This implies P0(Hk) ⊂ Hk for k = 1, . . . , n. Since P0 is an idempotent and S is indecomposable,
P0 = 0 or P0 = I by [6, Lemma 3.2]. Since fkPk = P0fk , Pk = 0 or Pk = I simultaneously. Thus
P = 0 or P = I , that is, (H,f ) is indecomposable. Conversely assume that (H,f ) is indecom-
posable. Let R ∈ B(L) be an idempotent with R(Ek) ⊂ Ek for k = 1, . . . , n. Define P = (Pk)k∈V
by P0 = R and Pk = P0|Hk . Then P ∈ Idem(H,f ). Therefore P = 0 or P = I . Thus R = O or
R = I . Hence S is indecomposable.
We can also show that two systems S and S ′ of n subspaces are isomorphic if and only if the
corresponding Hilbert representations (H,f ) and (H ′, f ′) of Γ are isomorphic.
Since there exist uncountably many, indecomposable systems of fours subspaces in an infinite-
dimensional Hilbert space as in [6], there exist uncountably many infinite-dimensional, indecom-
posable Hilbert representations of Γ4 whose underlying undirected graph is the extended Dynkin
diagram D˜4.
In particular, let K = 2(N) and A ∈ B(K) be a strongly irreducible operator studied in
[15,16] for example, a unilateral shift. Define
H0 = K ⊕K, H1 = K ⊕ 0, H2 = 0 ⊕K,
H3 =
{
(x,Ax) ∈ K ⊕K ∣∣ x ∈ K}, H4 = {(x, x) ∈ K ⊕K ∣∣ x ∈ K}.
Let fk = fαk : Hk → H0 be the inclusion map for k = 1,2,3,4. Put H(A) = (Hv)v∈V and
f (A) = (fα)α∈E . Then (H (A), f (A)) is an infinite-dimensional, indecomposable Hilbert repre-
sentation of D˜4. Moreover let A and B be strongly irreducible operators on 2(N). Then two
indecomposable Hilbert representations (H (A), f (A)) and (H (B), f (B)) of D˜4 are isomorphic if
and only if two operators A and B are similar.
Example 4. Consider the following quiver Γ = (V ,E, s, r)
Then underlying undirected graph is an extended Dynkin diagram E˜6. Let K = 2(N) and S a
unilateral shift on K . We define a Hilbert representation (H,f ) := ((Hv)v∈V , (fα)α∈E) of Γ as
follows:
Put
H0 = K ⊕K ⊕K, H1 = K ⊕ 0 ⊕K, H2 = 0 ⊕ 0 ⊕K,
H1′ = K ⊕K ⊕ 0, H2′ = 0 ⊕K ⊕ 0,
H1′′ =
{
(x, x, x)+ (y, Sy,0) ∈ K3 ∣∣ x, y ∈ K} and H2′′ = {(x, x, x) ∈ K3∣∣x ∈ K}.
Then H1′′ is a closed subspace of H0. In fact, let
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converges to (a, b, c) ∈ H0. Then xn → c, yn → a−c and c+S(a−c) = b. Define x = c and y =
a − c. Then (a, b, c) = (x, x, x)+ (y, Sy,0) ∈ H1′′ . For any arrow α ∈ E, let fα :Hs(α) → Hr(α)
be the canonical inclusion map. We shall show that the Hilbert representation (H,f ) is indecom-
posable. Take T = (Tv)v∈V ∈ Idem(H,f ). Since T ∈ End(H,f ), for any v ∈ {1,2,1′,2′,1′′,2′′}
and any x ∈ Hv , we have T0x = Tvx. In particular, T0Hv ⊂ Hv . Since H1 ∩ H1′ = K ⊕ 0 ⊕ 0,
H2′ = 0⊕K⊕0 and H2 = 0⊕0⊕K , T0 preserves these subspaces. Hence T0 is a block diagonal
operator with T0 = P ⊕Q⊕R ∈ B(K ⊕K ⊕K).
Since T0(H2′′) ⊂ H2′′ , for any x ∈ K ,
T0(x, x, x) = (y, y, y)
for some y ∈ K . Therefore P = Q = R and T0 = P ⊕ P ⊕ P . Moreover P is an idempotent,
because so is T0. Since T0 preserves H1′ ∩H1′′ = {(y, Sy,0) ∈ K3 | y ∈ K}, for any y ∈ K , there
exists z ∈ K such that
T0
(
y
Sy
0
)
=
(
Py
PSy
0
)
=
(
z
Sz
0
)
.
Therefore PSy = Sz = SPy for any y ∈ K , i.e., PS = SP . Since P is an idempotent,
P = 0 or P = I. This means that T0 = 0 or T0 = I. Because T0x = Tvx for any x ∈ Hv for
v ∈ {1,2,1′,2′,1′′,2′′}, we have Tv = 0 or Tv = I simultaneously. Thus T = 0 or T = I , that is
Idem(H,f ) = {0, I }. Therefore (H,f ) is indecomposable.
Example 5. We have a different kind of infinite-dimensional, indecomposable Hilbert represen-
tation (L,g) = ((Lv)v∈V , (gα)α∈E) of the same Γ in Example 4 as follows: Let K = 2(N) and
S a unilateral shift on K . Define
L0 = K ⊕K ⊕K, L1 = 0 ⊕K ⊕K, L2 = 0 ⊕
{
(y, Sy) ∈ K2 ∣∣ y ∈ K},
L1′ = K ⊕K ⊕ 0, L2′ =
{
(x, x) ∈ K2 ∣∣ x ∈ K}⊕ 0,
L1′′ = K ⊕ 0 ⊕K, L2′′ =
{
(x,0, x) ∈ K3 ∣∣ x ∈ K}.
For any arrow α ∈ E, let gα : Ls(α) → Lr(α) be the canonical inclusion map. We can similarly
prove that the Hilbert representation (L,g) is indecomposable.
We shall show that two Hilbert representations in Examples 4 and 5 are not isomorphic. In
fact, on the contrary, suppose that there were an isomorphism ϕ = (ϕv)v∈V : (H,f ) → (L,g).
Since any arrow is represented by the canonical inclusion, ϕ0 : H0 → L0 satisfies that ϕv =
ϕ0|Hv :Hv → Lv . This implies that ϕ0(Hv) ⊂ Lv for any v ∈ V . Since ϕ0(H1′) ⊂ L1′ and
ϕ0(H1) ⊂ L1, ϕ0 has a form such that
ϕ0 =
( 0 A 0
B C D
)
.0 0 E
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Ez = Sy = SDz, so that E = SD. Then Imϕ0 ⊂ K ⊕ K ⊕ ImS = L0. This contradicts the
assumption that ϕ0 : H0 → L0 is onto. Therefore Hilbert representations (H,f ) and (L,g) of Γ
are not isomorphic.
4. Reflection functors
Reflection functors are crucially used in the proof of the classification of finite-dimensional,
indecomposable representations of tame quivers. In fact many indecomposable representations
of tame quivers can be reconstructed by iterating reflection functors on simple indecomposable
representations. We cannot expect such a best situation in infinite-dimensional Hilbert represen-
tations. But reflection functors are still useful to show that some property of representations of
quivers on infinite-dimensional Hilbert spaces does not depend on the choice of orientations and
does depend on the fact underlying undirected graphs are (extended) Dynkin diagrams or not.
Let Γ = (V ,E, s, r) be a finite quiver. A vertex v ∈ V is called a sink if v = s(α) for any
α ∈ E. Put Ev = {α ∈ E | r(α) = v}. We denote by E the set of all formally reversed new arrows
α for α ∈ E. Thus if α : x → y is an arrow, then α : x ← y.
Definition. Let Γ = (V ,E, s, r) be a finite quiver. For a sink v ∈ V , we construct a new quiver
σ+v (Γ ) = (σ+v (V ), σ+v (E), s, r) as follows: All the arrows of Γ having v as range are reversed
and all the other arrows remain unchanged. More precisely,
σ+v (V ) = V, σ+v (E) =
(
E \Ev)∪Ev,
where Ev = {α | α ∈ Ev}.
Definition (Reflection functor Φ+v ). Let Γ = (V ,E, s, r) be a finite quiver. For a sink v ∈ V , we
define a reflection functor at v
Φ+v : H Rep(Γ ) → H Rep
(
σ+v (Γ )
)
between the categories of Hilbert representations of Γ and σ+v (Γ ) as follows: For a Hilbert rep-
resentation (H,f ) of Γ , we shall define a Hilbert representation (K,g) = Φ+v (H,f ) of σ+v (Γ ).
Let
hv :
⊕
α∈Ev
Hs(α) → Hv
be a bounded linear operator defined by
hv
(
(xα)α∈Ev
)= ∑
α∈Ev
fα(xα).
Define
Kv := Kerhv =
{
(xα)α∈Ev ∈
⊕
v
Hs(α)
∣∣∣ ∑
v
fα(xα) = 0
}
.α∈E α∈E
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Ku = Hu.
For β ∈ Ev , let
Pβ :
⊕
α∈Ev
Hs(α) → Hs(β)
be the canonical projection. Then define
gβ : Ks(β) = Kv → Kr(β) = Hs(β) by gβ = Pβ ◦ iv,
that is gβ((xα)α∈Ev ) = xβ .
For β /∈ Ev , let gβ = fβ .
For a homomorphism T : (H,f ) → (H ′, f ′), we shall define a homomorphism
S = (Su)u∈V = Φ+v (T ) : (K,g) = Φ+v (H,f ) → (K ′, g′) = Φ+v (H ′, f ′).
If u = v, a bounded operator Sv : Kv → K ′v is given by
Sv
(
(xα)α∈Ev
)= (Ts(α)(xα))α∈Ev .
It is easy to see that Sv is well-defined and we have the following commutative diagram:
0 −−−−→ Kv iv−−−−→ ⊕α∈Ev Hs(α) hv−−−−→ Hv
Sv
⏐⏐ (Ts(α))α∈Ev⏐⏐ Tv⏐⏐
0 −−−−→ K ′v i
′
v−−−−→ ⊕α∈Ev H ′s(α) h′v−−−−→ H ′v
For other u ∈ V with u = v, we put
Su = Tu : Ku = Hu → K ′u = H ′u.
We shall consider a dual of the above construction. A vertex v ∈ V is called a source if
v = r(α) for any α ∈ E. Put Ev = {α ∈ E | s(α) = v}.
Definition. Let Γ = (V ,E, s, r) be a finite quiver. For a source v ∈ V , we construct a new quiver
σ−v (Γ ) = (σ−v (V ), σ−v (E), s, r) as follows: All the arrows of Γ having v as source are reversed
and all the other arrows remain unchanged. More precisely,
σ−v (V ) = V, σ−v (E) = (E \Ev)∪Ev,
where Ev = {α | α ∈ Ev}.
In order to define a reflection functor at a source, it is convenient to consider the orthogonal
complement M⊥ of a closed subspace M of a Hilbert space H instead of the quotient H/M .
Define an isomorphism f : M⊥ → H/M by f (y) = [y] = y + M for y ∈ M⊥ ⊂ H . Then the
inverse f−1 : H/M → M⊥ is given by f−1([x]) = P⊥M(x) for x ∈ H , where P⊥M is the projection
of H onto M⊥. We shall use the following elementary fact frequently:
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A : K → L be a bounded operator. Assume that A(M) ⊂ N . Let A˜ : K/M → L/N be the in-
duced map such that A˜([x]) = [Ax] for x ∈ K . Identifying K/M and L/N with M⊥ and N⊥,
A˜ is identified with the bounded operator S : M⊥ → N⊥ such that S(x) = P⊥N (Ax). Then
S = (A∗|N⊥)∗.
Proof. Consider A∗ : L → K . Since A(M) ⊂ N , we have A∗(N⊥) ⊂ M⊥. Hence the restriction
A∗|N⊥ : N⊥ → M⊥ has the adjoint
(A∗|N⊥)∗ : M⊥ → N⊥.
For any m ∈ M⊥ and n ∈ N⊥
(
(A∗|N⊥)∗m | n
)= (m | A∗|N⊥n) = (m | A∗n) = (Am | n) = (P⊥N (Am) | n). 
Definition (Reflection functor Φ−v ). Let Γ = (V ,E, s, r) be a finite quiver. For a source v ∈ V ,
we define a reflection functor at v
Φ−v : H Rep(Γ ) → H Rep
(
σ−v (Γ )
)
between the categories of Hilbert representations of Γ and σ−v (Γ ) as follows: For a Hilbert rep-
resentation (H,f ) of Γ , we shall define a Hilbert representation (K,g) = Φ−v (H,f ) of σ−v (Γ ).
Let
hˆv : Hv →
⊕
α∈Ev
Hr(α)
be a bounded linear operator defined by
hˆv(x) =
(
fα(x)
)
α∈Ev for x ∈ Hv.
Define
Kv := (Im hˆv)⊥ = Ker hˆ∗v ⊂
⊕
α∈Ev
Hr(α),
where hˆ∗v :
⊕
α∈Ev Hr(α) → Hv is given hˆ∗v((xα)α∈Ev ) =
∑
f ∗α (xα). For u ∈ V with u = v, put
Ku = Hu.
Let Qv :⊕α∈Ev Hr(α) → Kv be the canonical projection. For β ∈ Ev , let
jβ : Hr(β) →
⊕
α∈Ev
Hr(α)
be the canonical inclusion. Define
g : K = Hr(β) → K = Kv by g = Qv ◦ jβ.β s(β) r(β) β
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For a homomorphism T : (H,f ) → (H ′, f ′), we shall define a homomorphism
S = (Su)u∈V = Φ−v (T ) : (K,g) = Φ−v (H,f ) → (K ′, g′) = Φ−v (H ′, f ′),
recalling the above Lemma 4.1. For u = v, a bounded operator Sv : Kv → K ′v is given by
Sv
(
(xα)α∈Ev
)= Q′v((Tr(α)(xα))α∈Ev ),
where Q′v :
⊕
α∈Ev H
′
r(α) → K ′v be the canonical projection.
We have the following commutative diagram:
Hv
hˆv−−−−→ ⊕α∈Ev Hr(α) Qv−−−−→ Kv −−−−→ 0
Tv
⏐⏐ ⊕α∈Ev Tr(α)⏐⏐ Sv⏐⏐
H ′v
hˆ′v−−−−→ ⊕α∈Ev H ′r(α) Q′v−−−−→ K ′v −−−−→ 0
For other u ∈ V with u = v, we put
Su = Tu : Ku = Hu → K ′u = H ′u.
We shall explain a relation between two (covariant) functors Φ+v and Φ−v . We need to intro-
duce another (contravariant) functor Φ∗ in the first place.
Let Γ = (V ,E, s, r) be a finite quiver. We define the opposite quiver Γ = (V ,E, s, r) by
reversing all the arrows, that is,
V = V and E = {α | α ∈ E}.
Definition. Let Γ = (V ,E, s, r) be a finite quiver and Γ = (V ,E, s, r) its opposite quiver. We
introduce a contravariant functor
Φ∗ : H Rep(Γ ) → H Rep(Γ )
between the categories of Hilbert representations of Γ and Γ as follows: For a Hilbert represen-
tation (H,f ) of Γ , we shall define a Hilbert representation (K,g) = Φ∗(H,f ) of Γ by
Ku = Hu for u ∈ V and gα = f ∗α for α ∈ E.
For a homomorphism T : (H,f ) → (H ′, f ′), we shall define a homomorphism
S = (Su)u∈V = Φ∗(T ) : (K ′, g′) = Φ∗(H ′, f ′) → (K,g) = Φ∗(H,f ),
by bounded operators Su : K ′u = H ′u → Ku = Hu given by Su = T ∗u .
Proposition 4.2. Let Γ = (V ,E, s, r) be a finite quiver. If v ∈ V is a source of Γ , then v is a sink
of Γ , σ−(Γ ) = σ+v (Γ ) and we have the following:v
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Φ−v (H,f ) = Φ∗
(
Φ+v
(
Φ∗(H,f )
))
.
(2) For a homomorphism T : (H,f ) → (H ′, f ′),
Φ−v (T ) = Φ∗
(
Φ+v
(
Φ∗(T )
))
.
Proof. (1) It is enough to consider around a source v. For each α ∈ Ev with α : v → u = r(α),
a bounded operator fα : Hv → Hu is assigned in (H,f ). Taking Φ∗, we have Φ∗(Hu) = Hu and
Φ∗(fα) = f ∗α : Hu → Hv in Φ∗(H,f ). Let
hv :
⊕
α∈Ev
Hr(α) → Hv
be a bounded operator given by
hv
(
(xα)α∈Ev
)= ∑
α∈Ev
f ∗α (xα).
Define
Wv :=
{
(xα)α∈Ev ∈
⊕
α∈Ev
Hr(α)
∣∣∣ ∑
α∈Ev
f ∗α (xα) = 0
}
.
Then Φ+v (Φ∗(Hv)) = Wv and Φ+v (Φ∗(Hu)) = Hu in Φ+(Φ∗(H,f )). Consider the canonical
inclusion map iv : Wv →⊕α∈Ev Hr(α). For β ∈ Ev , let
Pβ :
⊕
α∈Ev
Hr(α) → Hr(β)
be the canonical projection. Then Φ+v (Φ∗(fβ)) = Pβ ◦ iv . Finally take Φ∗ again. Since
h∗v :Hv →
⊕
α∈Ev Hr(α) is given by
(
h∗v
)
(y) = (fα(y))α∈Ev = hˆv(y) for y ∈ Hv.
we have
Φ∗
(
Φ+v
(
Φ∗(Hv)
))= Wv = Kerhv = (Imh∗v)⊥ = (Im hˆv)⊥ = Φ−v (Hv).
Moreover i∗v = Qv :
⊕
α∈Ev Hr(α) → Wv is the canonical projection. For β ∈ Ev , we have
P ∗β = jβ : Hr(β) →
⊕
α∈Ev
Hr(α).
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Φ∗
(
Φ+v
(
Φ∗(fβ)
))= (Pβ ◦ iv)∗ = i∗v ◦ P ∗β = Qv ◦ jβ = Φ−v (fβ).
(2) If u = v, then
(
Φ∗
(
Φ+v
(
Φ∗(T )
)))
u
= T ∗∗u = Tu =
(
Φ−v (T )
)
u
.
If u = v, then, apply Lemma 4.1 by putting that K = ⊕α∈Ev Hr(α), L = ⊕α∈Ev H ′r(α), M
is the closure of {(fα(x))α∈Ev ∈ K | x ∈ Hv} in K , N is the closure of {(f ′α(x))α∈Ev ∈ L |
x ∈ H ′v} in L and A : K → L with A((yα)α∈Ev ) = (Tr(α)yα)α∈Ev . Then (Φ∗(Φ+v (Φ∗(T ))))v =
(Φ−v (T ))v. 
Proposition 4.3. Let Γ = (V ,E, s, r) be a finite quiver. If v ∈ V is a sink of Γ , then v is a source
of Γ , σ+v (Γ ) = σ−v (Γ ) and we have the following:
(1) For a Hilbert representation (H,f ) of Γ ,
Φ+v (H,f ) = Φ∗
(
Φ−v
(
Φ∗(H,f )
))
.
(2) For a homomorphism T : (H,f ) → (H ′, f ′),
Φ+v (T ) = Φ∗
(
Φ−v
(
Φ∗(T )
))
.
Proof. It follows immediately from Proposition 4.2 and the fact that (Φ∗)2 = Id. 
5. Duality theorem
We shall show a certain duality between reflection functors, which is analogous to Takesaki
duality in operator algebras. Bernstein, Gelfand and Ponomarev [2] introduced reflection functors
and Coxeter functors and clarify a relation with the Coxeter–Weyl group and Dynkin diagrams
in the case of finite-dimensional representations of quivers. In the case of infinite-dimensional
Hilbert representations, duality theorem between reflection functors does not hold as in the purely
algebraic setting. We need to modify and assume a certain closedness condition at a sink or a
source.
Definition. Let Γ = (V ,E, s, r) be a finite quiver and v ∈ V a sink. Recall that Ev = {α |
r(α) = v}. We say that a Hilbert representation (H,f ) of Γ is closed at v if∑α∈Ev Imfα ⊂ Hv
is a closed subspace. We say that (H,f ) is full at v if∑α∈Ev Imfα = Hv .
Remark. Recall that a bounded operator hv :⊕α∈Ev Hs(α) → Hv is given by hv((xα)α∈Ev ) =∑
α∈Ev fα(xα). Then a Hilbert representation (H,f ) of Γ is closed at v if and only if Imhv is
closed. A Hilbert representation (H,f ) is full at v if and only if hv is onto.
Definition. Let Γ = (V ,E, s, r) be a finite quiver and v ∈ V a source. Recall that Ev =
{α | s(α) = v}. We say that a Hilbert representation (H,f ) of Γ is co-closed at v if∑
Imf ∗ ⊂ Hv is a closed subspace. We say that (H,f ) is co-full at v if∑ Imf ∗ = Hv .α∈Ev α α∈Ev α
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(fα(x))α∈Ev for x ∈ Hv. Then a Hilbert representation (H,f ) of Γ is co-closed at v if and
only if Im hˆ∗v is closed. A Hilbert representation (H,f ) is co-full at v if and only if hˆ∗v is onto
if and only if Im hˆv is closed and
⋂
α∈Ev Kerfα = 0. In fact the latter condition is equivalent
to (Im hˆ∗v)⊥ = Ker hˆv = 0. We also see that (H,f ) is co-closed at v if and only if Φ∗v (H,f ) is
closed at v. And (H,f ) is co-full at v if and only if Φ∗v (H,f ) is full at v.
In order to prove a duality theorem, we need to prepare a lemma.
Lemma 5.1. Let H and K be Hilbert spaces and T : H → K be a bounded operator. Let T =
U |T | be its polar decomposition and U a partial isometry with supp U = Im |T | and ImU =
ImT . Suppose that ImT is closed. Then we have the following:
(1) Im |T | = ImT ∗ is a closed subspace of H .
(2) Under the orthogonal decomposition
H = Ker |T |⊥ ⊕ Ker |T | = Im |T | ⊕ Ker |T |,
the restriction |T ||Im |T | : Im |T | → Im |T | is a bounded invertible operator.
(3) Let S = (|T ||Im |T |)−1 be its inverse. Define a bounded operator B : K → ImT ∗ by Bx =
SU∗x for x ∈ K . Let Q : H → ImT ∗ be the canonical projection. Then BT = Q. Moreover
B|ImT : ImT → ImT ∗ is a bounded invertible operator.
Proof. (1) Since ImT is closed, ImT ∗ is also closed. Since U(|T |x) = T x by definition of U
and ImT is closed, Im |T | is closed.
(2) Since Ker |T |⊥ = Im |T |, |T ||Im |T | is one to one. Since |T |(H) = |T |(Im |T |) is closed,
|T ||Im |T | is onto. Hence |T ||Im |T | is bounded invertible.
(3) For any x = x1 + x2 ∈ H with x1 ∈ Im |T | = ImT ∗ and x2 ∈ Ker |T |,
BT x = SU∗U |T |x = S|T |x = S|T |x1 = x1 = Qx.
It is clear that B|ImT is a bounded invertible operator. 
Theorem 5.2. Let Γ = (V ,E, s, r) be a finite quiver and v ∈ V a sink. Assume that a Hilbert
representation (H,f ) of Γ is closed at v. Let hv :⊕α∈Ev Hs(α) → Hv be a bounded operator
defined by hv((xα)α∈Ev ) =∑α∈Ev fα(xα). Define a Hilbert representation (H˜ , f˜ ) of Γ by H˜v =
(Imhv)⊥ ⊂ Hv , H˜u = 0 for u = v and f˜ = 0. Then we have
(H,f ) ∼= Φ−v
(
Φ+v (H,f )
)⊕ (H˜ , f˜ ).
Proof. Let (H+, f+) = Φ+v (H,f ) and (H+−, f+−) = Φ−v (Φ+v (H,f )). Then H+v = Kerhv ={(xα)α∈Ev ∈ ⊕α∈Ev Hs(α) | ∑α∈Ev fα(xα) = 0}, and H+u = Hu for u = v. We have
f+
β
((xα)α∈Ev ) = xβ for β ∈ Ev , and f+β = fβ for β /∈ Ev .
Let hˆv : H+v →
⊕
α∈Ev Hs(α) be a bounded operator given by
hˆv
(
(xα)α∈Ev
)= (f+((xα)α∈Ev )) v = (xβ)β∈Ev = (xα)α∈Ev .β β∈E
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subspaces. Therefore
H+−v = (Im hˆv)⊥ =
(
H+v
)⊥ = (Kerhv)⊥ = Imh∗v.
For any other u ∈ V with u = v, H+−u = Hu. Let Qv :
⊕
α∈Ev Hs(α) → H+−v be the canonical
projection. For β ∈ Ev , let
jβ : Hs(β) →
⊕
α∈Ev
Hs(α)
be the canonical inclusion. Then f+−β : Hs(β) → H+−v is given by f+−β = Qv ◦ jβ. For other
β /∈ Ev , we have f+−β = fβ .
We shall define an isomorphism
ϕ : (H,f ) → Φ−v
(
Φ+v (H,f )
)⊕ (H˜ , f˜ ).
Apply Lemma 5.1 by putting T = hv , H =⊕α∈Ev Hs(α) and K = Hv . Consider the polar de-
composition hv = U |hv|. Put S = (|hv||Im |hv |)−1. Define a bounded operator B : Hv → Imh∗v by
B = SU∗. Then Bhv is the canonical projection Qv of Hv onto Imh∗v . We define
ϕv : Hv = Imhv ⊕ (Imhv)⊥ → H+−v ⊕ H˜v = Imh∗v ⊕ (Imhv)⊥
by ϕv(x, y) = (B|Imhvx, y) for x ∈ Imhv and y ∈ (Imhv)⊥. By Lemma 5.1 (2), ϕv is a bounded
invertible operator. For u ∈ V with u = v, put ϕu : Hu → Hu ⊕ 0 by ϕu(x) = (x,0) for x ∈ Hu.
For any β ∈ Ev and x ∈ Hs(β),
ϕv ◦ fβ(x) = ϕv
(
hv
(
jβ(x)
))= (B(hv(jβ(x))),0)= (Qv(jβ(x)),0).
On the other hand,
(
f+−β ⊕ 0
) ◦ ϕs(β)(x) = (f+−β ⊕ 0)(x,0) = (f+−β (x),0)= (Qv ◦ jβ(x),0).
For other β /∈ Ev , we have
ϕr(β) ◦ f+−β = ϕr(β) ◦ fβ = (fβ ⊕ 0) ◦ ϕs(β) =
(
f+−β ⊕ 0
) ◦ ϕs(β).
Hence ϕ : (H,f ) → Φ−v (Φ+v (H,f ))⊕ (H˜ , f˜ ) is an isomorphism. 
Counter example. If we do not assume that a Hilbert representation (H,f ) of Γ is closed
at v, then the above Theorem 5.2 does not hold in general. In fact, consider the following quiver
Γ = (V ,E, s, r):
◦1 α1−→ ◦0 α2←− ◦2.
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of Γ by H0 = K ⊕ K , H1 = K ⊕ 0 and H2 is the closed subspace of H0 spanned by
{(cos π
n+2en, sin
π
n+2en) ∈ K ⊕K | n ∈ N}. Then H1 ∩H2 = 0 and H1 +H2 is a dense subspace
of H0 but not closed in H0. Let fk = fαk : Hk → H0 be the inclusion map for k = 1,2. Then
(H,f ) is not closed at a sink v = 0. It is easy to see that H+0 = Kerh0 = 0, f+1 = 0 and f+2 = 0.
Therefore H+−0 = H1 ⊕ H2 and H+−1 = H1, H+−2 = H2. We have f+−k : Hk → H1 ⊕ H2 is a
canonical inclusion for k = 1,2. Since H˜0 = (Imh0)⊥ = 0, we have (H˜ , f˜ ) = (0,0). Therefore
Φ−0
(
Φ+0 (H,f )
)⊕ (H˜ , f˜ ) = Φ−0 (Φ+0 (H,f ))= (H+−, f+−)
is closed at a sink v = 0. But (H,f ) is not closed at a sink v = 0. Therefore there exists no
isomorphism between (H,f ) and Φ−0 (Φ
+
0 (H,f ))⊕ (H˜ , f˜ ).
Note that (H,f ) is not full at a sink v = 0 and Φ−0 (Φ+0 (H,f )) is full at a sink v = 0. There-
fore this example also shows that, if we do not assume that a Hilbert representation (H,f ) of Γ
is full at v, then the following duality theorem (Corollary 5.3) does not hold in general.
Corollary 5.3 (Duality theorem). Let Γ = (V ,E, s, r) be a finite quiver and v ∈ V a sink. If a
Hilbert representation (H,f ) of Γ is full at v, then
(H,f ) ∼= Φ−v
(
Φ+v (H,f )
)
.
Proof. Since (H,f ) is full at v, H˜v = (Imhv)⊥ = H⊥v = 0. Hence (H˜ , f˜ ) = (0,0) in Theo-
rem 5.2. 
Remark. (1) If we regard reflection functors Φ+v and Φ−v as crossed products by an action and its
dual action, then the above formula (H,f ) ∼= Φ−v (Φ+v (H,f )) is analogous to Takesaki duality
theorem in operator algebras.
(2) It is also necessary that (H,f ) is full at the sink v in order that the above duality theorem
holds. It follows from Lemma 5.8 below.
We have a dual version.
Theorem 5.4. Let Γ = (V ,E, s, r) be a finite quiver and v ∈ V a source. Assume that a Hilbert
representation (H,f ) of Γ is co-closed at v. Let hˆv : Hv →⊕α∈Ev Hr(α) is a bounded operator
defined by hˆv(x) = (fα(x))α∈Ev for x ∈ Hv. Define a Hilbert representation (Hˇ , fˇ ) of Γ by
Hˇv =
(
Im hˆ∗v
)⊥(= Ker hˆv = ⋂
α∈Ev
Kerfα
)
⊂ Hv,
Hˇu = 0 for u = v and fˇ = 0. Then
(H,f ) ∼= Φ+v
(
Φ−v (H,f )
)⊕ (Hˇ , fˇ ).
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(H,f ) of Γ is co-closed at v, a Hilbert representation Φ∗(H,f ) is closed at v. By Theorem 5.2,
there exists a Hilbert representation (H˜ , f˜ ) of Γ such that
Φ∗(H,f ) ∼= Φ−v
(
Φ+v
(
Φ∗(H,f )
))⊕ (H˜ , f˜ ).
Put (Hˇ , fˇ ) = Φ∗(H˜ , f˜ ). Then
(H,f ) ∼= Φ∗(Φ∗(H,f ))∼= Φ∗Φ−v Φ+v Φ∗(H,f )⊕Φ∗(H˜ , f˜ )
∼= (Φ∗Φ−v Φ∗)(Φ∗Φ+v Φ∗)(H,f )⊕Φ∗(H˜ , f˜ )
∼= Φ+v
(
Φ−v (H,f )
)⊕ (Hˇ , fˇ ).
Moreover it is easy to see that
Hˇv =
( ∑
α∈Ev
Imf ∗α
)⊥
=
⋂
α∈Ev
Kerfα. 
Counter example. If we do not assume that a Hilbert representation (H,f ) of Γ is co-closed at
the source v, then the above Theorem 5.4 does not hold in general. In fact, consider the following
quiver Γ = (V ,E, s, r):
◦1 α1←− ◦0 α2−→ ◦2.
Let K = 2(N) with the canonical basis (en)n∈N. Define a Hilbert representation (H,f )
of Γ by H0 = K ⊕ K , H1 = K ⊕ 0 and H2 is the closed subspace H0 spanned by
{(cos π
n+2en, sin
π
n+2en) ∈ K ⊕ K | n ∈ N}. Let fk = fαk : H0 → Hk be the canonical pro-jection for k = 1,2. Then (H,f ) is not co-closed at a source v = 0. It is easy to see that
H−0 = (Im hˆ0)⊥ = 0, f−1 = 0 and f−2 = 0. Therefore H−+0 = H1 ⊕ H2 and H−+1 = H1,
H−+2 = H2. We have that f−+k : H1 ⊕ H2 → Hk is the canonical projection for k = 1,2. Since
Hˇ0 = Ker hˆ0 = 0, we have (Hˇ , fˇ ) = (0,0). Therefore
Φ+0
(
Φ−0 (H,f )
)⊕ (Hˇ , fˇ ) = Φ+0 (Φ−0 (H,f ))= (H−+, f−+)
is co-closed at a source v = 0. But (H,f ) is not co-closed at a source v = 0. Therefore there
exists no isomorphism between (H,f ) and Φ+0 (Φ
−
0 (H,f ))⊕ (Hˇ , fˇ ).
Note that (H,f ) is not co-full at a source v = 0 and Φ+0 (Φ−v (H,f )) is co-full at a source
v = 0. Therefore this example also shows that, if we do not assume that a Hilbert representation
(H,f ) of Γ is co-full at v, then the following duality theorem (Corollary 5.5) does not hold in
general.
Corollary 5.5 (Duality theorem). Let Γ = (V ,E, s, r) be a finite quiver and v ∈ V a source. If a
Hilbert representation (H,f ) of Γ is co-full at v, then
(H,f ) ∼= Φ+v
(
Φ−v (H,f )
)
.
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Remark. It is also necessary that (H,f ) is co-full at the source v in order that the above duality
theorem holds. It follows from Lemma 5.6 below.
Lemma 5.6. Let Γ = (V ,E, s, r) be a finite quiver and v ∈ V a sink. Then for any Hilbert
representation (H,f ) of Γ , Φ+v (H,f ) is co-full at v.
Proof. Put (H+, f+) = Φ+v (H,f ). Recall that hv :
⊕
α∈Ev Hs(α) → Hv is given by
hv((xα)α∈Ev ) =∑α∈Ev fα(xα), and H+v = Kerhv . And for β ∈ Ev , let iv : H+v →⊕α∈Ev Hs(α)
be the canonical inclusion and Pβ :⊕α∈Ev Hs(α) → Hs(β) the canonical projection. We define
f+
β
: H+
s(β)
= H+v → H+r(β) = Hs(β) by gβ = Pβ ◦ iv.
Therefore f+
β
∗ : Hs(β) → H+v is given by f+β
∗ = i∗v ◦ Pβ∗. Since P ∗β : Hs(β) →
⊕
α∈Ev Hs(α) is
the canonical inclusion and i∗v :
⊕
α∈Ev Hs(α) → H+v is the canonical projection, we have∑
β∈Ev
Imf+
β
∗ =
∑
β∈Ev
Im
(
i∗v ◦ Pβ∗
)= H+v .
Therefore (H+, f+) is co-full at v. 
Proposition 5.7. Let Γ = (V ,E, s, r) be a finite quiver and v ∈ V a sink. If (H,f ) is a Hilbert
representation of Γ , then
Φ+v Φ−v Φ+v (H,f ) ∼= Φ+v (H,f ).
Proof. Since Φ+v (H,f ) is co-full at the source v in σ+v (Γ ) by the above Lemma 5.6, duality
theorem (Corollary 5.5) yields the conclusion. 
Lemma 5.8. Let Γ = (V ,E, s, r) be a finite quiver and v ∈ V a source. Then for any Hilbert
representation (H,f ) of Γ , Φ−v (H,f ) is full at v.
Proof. Put (H−, f−) = Φ−v (H,f ). Recall that hˆv : Hv →
⊕
α∈Ev Hr(α) is given by hˆv(x) =
(fα(x))α∈Ev for x ∈ Hv and H−v = (Im hˆv)⊥ ⊂
⊕
α∈Ev Hr(α). Let Qv :
⊕
α∈Ev Hr(α) → H−v be
the canonical projection. For β ∈ Ev , let jβ : Hr(β) →⊕α∈Ev Hr(α) be the canonical inclusion.
Then
f−
β
: H−
s(β)
= Hr(β) → H−
r(β)
= H−v by f−β = Qv ◦ jβ.
Therefore ∑
β∈Ev
Imf−
β
= Qv
(⊕
α∈Ev
Hr(α)
)
= H−v .
Thus (H−, f−) is full at v. 
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representation of Γ , then
Φ−v Φ+v Φ−v (H,f ) ∼= Φ−v (H,f ).
Proof. Since Φ−v (H,f ) is full at the source in σ−v (Γ ) by the above Lemma 5.8, duality theorem
(Corollary 5.3) yields the conclusion. 
We examine on which representation a reflection functor vanishes.
Lemma 5.10. Let Γ = (V ,E, s, r) be a finite quiver and v ∈ V a sink. Then, for any Hilbert
representation (H,f ) of Γ , the following are equivalent:
(1) Φ+v (H,f ) ∼= (0,0),
(2) Hu = 0 for any u ∈ V with u = v.
Furthermore if the above conditions are satisfied and (H,f ) is indecomposable, then Hv ∼= C.
If the above conditions are satisfied and (H,f ) is full at the sink v, then (H,f ) ∼= (0,0).
Proof. Put (H+, f+) = Φ+v (H,f ). Recall that hv :
⊕
α∈Ev Hs(α) → Hv is given by
hv((xα)α∈Ev ) =∑α∈Ev fα(xα), and H+v = Kerhv . For other u ∈ V with u = v, H+u = Hu.
(1) ⇒ (2): Assume that Φ+v (H,f ) = 0. Then, for any u ∈ V with u = v we have Hu =
H+u = 0.
(2) ⇒ (1): Assume that Hu = 0 for any u ∈ V with u = v. Then H+v = 0, because H+v =
Kerhv ⊂⊕α∈Ev Hs(α) = 0. For other u ∈ V with u = v, H+u = Hu = 0.
Furthermore assume that the above conditions are satisfied and (H,f ) is indecomposable.
Then f = 0. Suppose that dimHv  2. Then a non-trivial decomposition Hv = K ⊕ L gives
a non-trivial decomposition of (H,f ). This contradicts that (H,f ) is indecomposable. Hence
Hv ∼= C. Assume that the above conditions are satisfied and (H,f ) is full at v. Then f = 0, so
that Hv =∑α∈Ev Imfα = 0. Hence (H,f ) ∼= (0,0). 
Lemma 5.11. Let Γ = (V ,E, s, r) be a finite quiver and v ∈ V a source. Then, for any Hilbert
representation (H,f ) of Γ , the following condition are equivalent:
(1) Φ−v (H,f ) ∼= (0,0),
(2) Hu = 0 for any u ∈ V with u = v.
Furthermore if the above conditions are satisfied and (H,f ) is indecomposable, then Hv ∼= C.
If the above conditions are satisfied and (H,f ) is co-full at the source v, then (H,f ) ∼= (0,0).
Proof. Put (H−, f−) = Φ−v (H,f ). Recall that hˆv : Hv →
⊕
α∈Ev Hr(α) is given by hˆv(x) =
(fα(x))α∈Ev for x ∈ Hv, and H−v = (Im hˆv)⊥ ⊂
⊕
α∈Ev Hr(α). For other u ∈ V with u = v,
H−u = Hu.
(1) ⇒ (2): Assume that Φ−v (H,f ) = 0. Then, for any u ∈ V with u = v we have Hu =
H−u = 0.
(2) ⇒ (1): Assume that Hu = 0 for any u ∈ V with u = v. Then H−v = 0, because H−v =
(Im hˆv)⊥ ⊂⊕ Hr(α) = 0. For other u ∈ V with u = v, H− = Hu = 0.α∈Ev u
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any α ∈ E, Hv =∑α∈Ev Imf ∗α = 0. Hence (H,f ) ∼= (0,0). The rest is clear. 
We shall show that a reflection functor preserves indecomposability of a Hilbert representation
unless vanishing on it, under the assumption that the Hilbert representation is closed (resp. co-
closed) at a sink (resp. source).
Theorem 5.12. Let Γ = (V ,E, s, r) be a finite quiver and v ∈ V a sink. Suppose that a Hilbert
representation (H,f ) of Γ is indecomposable and closed at v. Then we have the following:
(1) If Φ+v (H,f ) = 0, then Hv = C, Hu = 0 for any u ∈ V with u = v and fα = 0 for any α ∈ E.
(2) If Φ+v (H,f ) = 0, then Φ+v (H,f ) is also indecomposable and (H,f ) ∼= Φ−v (Φ+v (H,f )).
Proof. Recall an operator hv :⊕α∈Ev Hs(α) → Hv defined by hv((xα)α∈Ev ) =∑α∈Ev fα(xα).
Since (H,f ) is closed at a sink v, we have a decomposition such that
(H,f ) ∼= Φ−v
(
Φ+v (H,f )
)⊕ (H˜ , f˜ )
by Theorem 5.2, where H˜v = (Imhv)⊥ ⊂ Hv , H˜u = 0 for u = v and f˜ = 0.
Since (H,f ) is indecomposable, Φ−v (Φ+v (H,f )) ∼= (0,0) or (H˜ , f˜ ) ∼= (0,0).
Case 1. Suppose that Φ−v (Φ+v (H,f )) ∼= (0,0). Then (H,f ) ∼= (H˜ , f˜ ). Hence Hu ∼= H˜u = 0
for u = v. This implies that Φ+v (H,f ) ∼= (0,0) by Lemma 5.10. Since (H,f ) is indecomposable,
Hv ∼= C.
Case 2. Suppose that (H˜ , f˜ ) ∼= (0,0). Then (H,f ) ∼= Φ−v (Φ+v (H,f )). Since (H,f ) is non-
zero, Φ+v (H,f ) is non-zero. We shall show that Φ+v (H,f ) is indecomposable. Assume that
Φ+v (H,f ) ∼= (K,g)⊕ (K ′, g′). Then
(H,f ) ∼= Φ−v
(
Φ+v (H,f )
)∼= Φ−v (K,g)⊕Φ−v (K ′, g′).
Since (H,f ) is indecomposable, Φ−v (K,g) ∼= (0,0) or Φ−v (K ′, g′) ∼= (0,0). By Lemma 5.6,
Φ+v (H,f ) is co-full at v, so are its direct summands (K,g) and (K ′, g′). Then (K,g) ∼= (0,0)
or (K ′, g′) ∼= (0,0) by Lemma 5.11. Thus Φ+v (H,f ) is indecomposable.
Since Cases 1 and 2 are mutually exclusive and either of them occurs, we get the conclu-
sion. 
We have a dual version.
Theorem 5.13. Let Γ = (V ,E, s, r) be a finite quiver and v ∈ V a source. Suppose that a Hilbert
representation (H,f ) of Γ is indecomposable and co-closed at v. Then we have the following:
(1) If Φ−v (H,f ) = 0, then Hv = C, Hu = 0 for any u ∈ V with u = v and fα = 0 for any α ∈ E.
(2) If Φ−v (H,f ) = 0, then Φ−v (H,f ) is also indecomposable and (H,f ) ∼= Φ+v Φ−v (H,f )).
Proof. A dual argument of the proof in Theorem 5.12 works. 
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Gabriel’s theorem says that a finite, connected quiver has only finitely many indecompos-
able representations if and only if the underlying undirected graph is one of Dynkin diagrams
An,Dn,E6,E7,E8. In this section, we consider a complement of Gabriel’s theorem for Hilbert
representations. We need to construct some examples of indecomposable, infinite-dimensional
representations of quivers with the underlying undirected graphs extended Dynkin diagrams D˜n
(n  4), E˜7 and E˜8. We consider the relative position of several subspaces along the quivers,
where vertices are represented by a family of subspaces and arrows are represented by natural
inclusion maps.
Lemma 6.1. Let Γ = (V ,E, s, r) be the following quiver with the underlying undirected graph
an extended Dynkin diagram D˜n for n 4:
Then there exists an infinite-dimensional, indecomposable Hilbert representation (H,f ) of Γ .
Proof. Let K = 2(N) and S a unilateral shift on K . We define a Hilbert representation
(H,f ) := ((Hv)v∈V , (fα)α∈E) of Γ as follows:
Define
H1 = K ⊕ 0, H2 = 0 ⊕K, H3 =
{
(x, Sx) ∈ K ⊕K ∣∣ x ∈ K},
H4 =
{
(x, x) ∈ K ⊕K ∣∣ x ∈ K}, H5 = H6 = · · · = Hn+1 = K ⊕K.
Let fαk : Hs(αk) → Hr(αk) be the inclusion map for any αk ∈ E for k = 1,2,3,4, and fβ = id
for other arrows β ∈ E. Then we can show that (H,f ) is indecomposable as in Example 3 in
Section 3. 
Let Γ = (V ,E, s, r) be the quiver of Example 4 in Section 3 with the underlying undirected
graph an extended Dynkin diagram E˜6. We have already shown that there exists an infinite-
dimensional, indecomposable Hilbert representation (H,f ) of Γ .
Lemma 6.2. Let Γ = (V ,E, s, r) be the following quiver with the underlying undirected graph
an extended Dynkin diagram E˜7 :
Then there exists an infinite-dimensional, indecomposable Hilbert representation (H,f ) of Γ .
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(H,f ) := ((Hv)v∈V , (fα)α∈E) of Γ as follows:
Let
H0 = K ⊕K ⊕K ⊕K, H1 = K ⊕ 0 ⊕K ⊕K,
H2 = K ⊕ 0 ⊕
{
(x, x);x ∈ K}, H3 = K ⊕ 0 ⊕ 0 ⊕ 0,
H1′ = 0 ⊕K ⊕K ⊕K, H2′ = 0 ⊕K ⊕
{
(y, Sy) ∈ K2 ∣∣ y ∈ K},
H3′ = 0 ⊕K ⊕ 0 ⊕ 0 and H1′′ =
{
(x, y, x, y) ∈ K4 ∣∣ x, y ∈ K}.
For any arrow α ∈ E, let fα : Hs(α) → Hr(α) be the canonical inclusion map. We shall show that
the Hilbert representation (H,f ) is indecomposable. Take T = (Tv)v∈V ∈ Idem(H,f ). Since
T ∈ End(H,f ) and any arrow is represented by the inclusion map, we have T0x = Tvx for
any v ∈ {1,2,3,1′,2′,3′,1′′} and any x ∈ Hv . In particular, T0Hv ⊂ Hv . Since T0 preserves
H3 = K ⊕ 0 ⊕ 0 ⊕ 0, H3′ = 0 ⊕K ⊕ 0 ⊕ 0, and H1′ ∩H1 = 0 ⊕ 0 ⊕K ⊕K , T0 is written
T0 =
⎛
⎜⎝
A 0 0 0
0 B 0 0
0 0 X Y
0 0 Z W
⎞
⎟⎠ ,
for some A,B,X,Y,Z,W ∈ B(K).
Because H1′′ = {(x, y, x, y) ∈ K4 | x, y ∈ K} is also invariant under T0, for any x, y ∈ K ,
there exist x′, y′ ∈ K such that
⎛
⎜⎝
A 0 0 0
0 B 0 0
0 0 X Y
0 0 Z W
⎞
⎟⎠
⎛
⎜⎝
x
y
x
y
⎞
⎟⎠=
⎛
⎜⎝
Ax
By
Xx + Yy
Zx +Wy
⎞
⎟⎠=
⎛
⎜⎝
x′
y′
x′
y′
⎞
⎟⎠ .
Putting y = 0, we have Ax = Xx and 0 = Zx for any x ∈ K . Hence A = X and Z = 0. Similarly,
letting x = 0, we have Y = 0 and W = B . Therefore T0 has a block diagonal form such that
T0 =
⎛
⎜⎝
A 0 0 0
0 B 0 0
0 0 A 0
0 0 0 B
⎞
⎟⎠= A⊕B ⊕A⊕B.
Furthermore, as T0 preserves H1′ ∩ H2 = {(0,0, x, x) ∈ K4 | x ∈ K}, for any x ∈ K there exists
y ∈ K such that (0,0,Ax,Bx) = (0,0, y, y). Hence A = B . Therefore T0 = A ⊕ A ⊕ A ⊕ A.
Moreover H1 ∩ H2′ = {(0,0, x, Sx) ∈ K4 | x ∈ K} is also invariant under T0. Hence for any
x ∈ K , there exists y ∈ K such that (0,0,Ax,ASx) = (0,0, y, Sy). Thus AS = SA. Since
T ∈ Idem(H,f ), T0 is an idempotent, so that A is also an idempotent. Because AS = SA and
A2 = A, we have A = 0 or A = I . Thus T0 = 0 or T0 = I . Since for any v ∈ V and any x ∈ Hv
T0x = Tvx, we have Tv = 0 or Tv = I simultaneously. Thus T = (Tv)v∈V = 0 or T = I , that is,
Idem(H,f ) = {0, I }. Therefore (H,f ) is indecomposable. 
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Lemma 6.3. Let Γ = (V ,E, s, r) be the following quiver with the underlying undirected graph
an extended Dynkin diagram E˜8:
Then there exists an infinite-dimensional, indecomposable Hilbert representation (H,f ) of Γ .
Proof. Let K = 2(N) and S a unilateral shift on K . We define a Hilbert representation
(H,f ) := ((Hv)v∈V , (fα)α∈E) of Γ as follows:
Let
H0 = K ⊕K ⊕K ⊕K ⊕K ⊕K,
H1 =
{
(x, x) ∈ K2 ∣∣ x ∈ K}⊕K ⊕K ⊕K ⊕K,
H2 = 0 ⊕ 0 ⊕K ⊕K ⊕K ⊕K, H3 = 0 ⊕ 0 ⊕ 0 ⊕K ⊕K ⊕K,
H4 = 0 ⊕ 0 ⊕ 0 ⊕K ⊕
{
(y, Sy) ∈ K2 ∣∣ y ∈ K}, H5 = 0 ⊕ 0 ⊕ 0 ⊕K ⊕ 0 ⊕ 0,
H1′ = K ⊕K ⊕
{
(x, y, x, y) ∈ K4 ∣∣ x, y ∈ K}, H2′ = K ⊕K ⊕ 0 ⊕ 0 ⊕ 0 ⊕ 0,
H1′′ =
{
(y, z, x,0, y, z) ∈ K6 ∣∣ x, y, z ∈ K}.
For any arrow α ∈ E, let fα : Hs(α) → Hr(α) be the canonical inclusion map. We shall show that
the Hilbert representation (H,f ) is indecomposable. Take T = (Tv)v∈V ∈ Idem(H,f ). Since
T ∈ End(H,f ) and any arrow is represented by the inclusion map, we have T0x = Tvx for any
v ∈ V and any x ∈ Hv . In particular, T0Hv ⊂ Hv . Since T0 preserves subspaces H2′ = K ⊕K ⊕
0 ⊕ 0 ⊕ 0 ⊕ 0, H2 = 0 ⊕ 0 ⊕K ⊕K ⊕K ⊕K , T0 has a form such that
T0 =
⎛
⎜⎜⎜⎜⎜⎝
∗ ∗ 0 0 0 0
∗ ∗ 0 0 0 0
0 0 ∗ ∗ ∗ ∗
0 0 ∗ ∗ ∗ ∗
0 0 ∗ ∗ ∗ ∗
0 0 ∗ ∗ ∗ ∗
⎞
⎟⎟⎟⎟⎟⎠=
(
A 0
0 B
)
,
for some A ∈ B(K ⊕K) and B ∈ B(K ⊕K ⊕K ⊕K).
Moreover H1′′ ∩H2 = 0⊕ 0⊕K ⊕ 0⊕ 0⊕ 0 and H3 = 0⊕ 0⊕ 0⊕K ⊕K ⊕K are invariant
under T0. Furthermore H5 = 0 ⊕ 0 ⊕ 0 ⊕ K ⊕ 0 ⊕ 0 and T0(H5) ⊂ H5. Therefore T0 is written
as
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(
A 0
0 B
)
=
⎛
⎜⎜⎜⎜⎜⎝
a b 0 0 0 0
c d 0 0 0 0
0 0 e 0 0 0
0 0 0 f g h
0 0 0 0 i j
0 0 0 0 k l
⎞
⎟⎟⎟⎟⎟⎠
for some a, b, c, d, e, f, g,h, i, j, k, l ∈ B(K).
Since H1′ ∩ H3 = 0 ⊕ 0 ⊕ 0 ⊕ {(y,0, y) ∈ K3 | y ∈ K} is invariant under T0, for any y ∈ K ,
there exists y′ ∈ K such that
B
⎛
⎜⎝
0
y
0
y
⎞
⎟⎠=
⎛
⎜⎝
e 0 0 0
0 f g h
0 0 i j
0 0 k l
⎞
⎟⎠
⎛
⎜⎝
0
y
0
y
⎞
⎟⎠=
⎛
⎜⎝
0
fy + hy
jy
ly
⎞
⎟⎠=
⎛
⎜⎝
0
y′
0
y′
⎞
⎟⎠ .
Therefore f +h = l and j = 0. Next consider H1′ ∩H2 = 0 ⊕ 0 ⊕{(x, y, x, y);x, y ∈ K}. Since
H1′ ∩H2 is invariant under T0, for any x, y ∈ K there exist x′, y′ ∈ K such that
B
⎛
⎜⎝
x
y
x
y
⎞
⎟⎠=
⎛
⎜⎝
e 0 0 0
0 f g h
0 0 i 0
0 0 k l
⎞
⎟⎠
⎛
⎜⎝
x
y
x
y
⎞
⎟⎠=
⎛
⎜⎝
ex
fy + gx + hy
ix
kx + ly
⎞
⎟⎠=
⎛
⎜⎝
x′
y′
x′
y′
⎞
⎟⎠ .
Putting y = 0, we have
ex = x′ = ix, gx = y′ = kx for any x ∈ K.
Hence e = i and g = k.
Letting x = 0, we have fy + hy = y′ = ly for any y ∈ K . Hence f + h = l.
Since T0 preserves H2′ ∩ H1 = {(x, x) ∈ K2 | x ∈ K} ⊕ 0 ⊕ 0 ⊕ 0 ⊕ 0, for any x ∈ K , there
exists x′ ∈ K such that
A
(
x
x
)
=
(
a b
c d
)(
x
x
)
=
(
ax + bx
cx + dx
)
=
(
x′
x′
)
.
Hence ax + bx = cx + dx, for any x ∈ K , so that a + b = c + d.
Furthermore H1′′ = {(y, z, x,0, y, z) ∈ K6 | x, y, z ∈ K} is invariant under T0. Therefore for
any x, y, z ∈ K there exist x′, y′, z′ ∈ K satisfying
⎛
⎜⎜⎜⎜⎜⎝
a b 0 0 0 0
c d 0 0 0 0
0 0 e 0 0 0
0 0 0 f g h
0 0 0 0 e 0
0 0 0 0 g l
⎞
⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎝
y
z
x
0
y
z
⎞
⎟⎟⎟⎟⎟⎠=
⎛
⎜⎜⎜⎜⎜⎝
ay + bz
cy + dz
ex
gy + hz
ey
gy + lz
⎞
⎟⎟⎟⎟⎟⎠=
⎛
⎜⎜⎜⎜⎜⎝
y′
z′
x′
0
y′
z′
⎞
⎟⎟⎟⎟⎟⎠ .
Put x = z = 0. Then for any y ∈ K , we have ay = y′ = ey, cy = z′ = gy and gy = 0. Hence we
have a = e and c = g = 0.
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b = 0, d = l and h = 0. Combining these with f + h = l and a + b = c + d , we have a = d and
f = l = d . Thus T0 is a block diagonal such that
T0 = a ⊕ a ⊕ a ⊕ a ⊕ a ⊕ a ⊕ a ⊕ a.
Since T0 is an idempotent, a is also an idempotent.
Finally consider that H4 = 0 ⊕ 0 ⊕ 0 ⊕ K ⊕ {(y, Sy) ∈ K2 | y ∈ K} is invariant under T0.
Then for any x, y ∈ K , there exist x′, y′ ∈ K such that
T0(0,0,0, x, y, Sy) = (0,0,0, ax, ay, aSy) = (0,0,0, x′, y′, Sy′).
Hence aSy = Sy′ = Say, so that aS = Sa. Since S is a unilateral shift and a is an idempotent,
we have a = 0 or a = I. This implies that T0 = 0 or T0 = I. Since for any v ∈ V and any x ∈ Hv
T0x = Tvx, we have Tv = 0 or Tv = I simultaneously. Thus T = (Tv)v∈V = 0 or T = I , that is,
Idem(H,f ) = {0, I }. Therefore (H,f ) is indecomposable. 
Remark. In many cases of our construction of indecomposable, infinite-dimensional representa-
tions, we can replace a unilateral shift S by any strongly irreducible operator.
We shall show that the existence of indecomposable, infinite-dimensional representations does
not depend on the choice of the orientation of quivers. Suppose that two finite, connected quivers
Γ and Γ ′ have the same underlying undirected graph and one of them, say Γ , has an infinite-
dimensional, indecomposable, Hilbert representation. We need to prove that another quiver Γ ′
also has an infinite-dimensional, indecomposable, Hilbert representation. Reflection functors are
useful to show it. But we need to check the co-closedness at a source. We introduce a certain nice
class of Hilbert representations such that co-closedness is easily checked and preserved under
reflection functors at any source.
Definition. Let Γ be a quiver whose underlying undirected graph is Dynkin diagram An. We
count the arrows from the left as αk : s(αk) → r(αk) (k = 1, . . . , n− 1). Let (H,f ) be a Hilbert
representation of Γ . We denote fαk by fk for short. For example,
◦H1
f1←− ◦H2
f2−→ ◦H3
f3←− ◦H4
f4−→ ◦H5
f5−→ ◦H6 .
We say that (H,f ) is positive-unitary diagonal if there exist m ∈ N and orthogonal decomposi-
tions (admitting zero components) of Hilbert spaces
Hk =
m⊕
i=1
Hk,i (k = 1, . . . , n)
and decompositions of operators
fk =
m⊕
fk,i :
m⊕
Hs(αk),i →
m⊕
Hr(αk),i (k = 1, . . . , n),
i=1 i=1 i=1
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scalar λk,i and onto unitary uk,i ∈ B(Hs(αk),i ,Hr(αk),i ).
It is easy to see that if (H,f ) is positive-unitary diagonal, then Φ∗(H,f ) is also positive-
unitary diagonal.
Example (Inclusions of subspaces). Consider the following quiver Γ :
◦1 α1−→ ◦2 α2−→ ◦3.
Let H3 be a Hilbert space and H1 ⊂ H2 ⊂ H3 inclusions of subspaces. Define a Hilbert repre-
sentation (H,f ) of Γ by H = (Hi)i=1,2,3 and canonical inclusion maps fi = fαi : Hi → Hi+1
for i = 1,2. Then (H,f ) is positive-unitary diagonal. In fact, define
K1 = H1, K2 = H2 ∩H⊥1 , K3 = H3 ∩H⊥2 .
Consider orthogonal decompositions Hk =⊕3i=1 Hk,i (k = 1,2,3) by
H1 = K1 ⊕ 0 ⊕ 0,H2 = K1 ⊕K2 ⊕ 0 and H3 = K1 ⊕K2 ⊕K3.
Then f1 = I ⊕ 0 ⊕ 0 and f2 = I ⊕ I ⊕ 0. Hence (H,f ) is positive-unitary diagonal. It is trivial
that the example can be extended to the case of inclusion of n subspaces.
Lemma 6.4. Let Γ be a quiver whose underlying undirected graph is Dynkin diagram An and
(H,f ) be a Hilbert representation of Γ . Assume that (H,f ) is positive-unitary diagonal. Then
(H,f ) is closed at any sink of Γ and co-closed at any source of Γ .
Proof. Let v be a sink of Γ . Then
∑
α∈Ev Imfα is a finite sum of some of orthogonal subspaces{Hv,i | i} of Hv which correspond to the images of positive times unitaries in the direct compo-
nent of fα . Hence it is a closed subspace of Hv . Therefore (H,f ) is closed at v. Similarly (H,f )
co-closed at any source of Γ . 
Proposition 6.5. Let Γ be a quiver whose underlying undirected graph is Dynkin diagram An
and (H,f ) be a Hilbert representation of Γ . Let v be a source of Γ . Assume that (H,f ) is
positive-unitary diagonal. Then Φ−v (H,f ) is also positive-unitary diagonal.
Proof. If (H,f ) ∼= (H ′, f ′)⊕ (H ′′, f ′′), then Φ−v (H,f ) ∼= Φ−v (H ′, f ′)⊕Φ−v (H ′′, f ′′). There-
fore H−k =
⊕m
i=1 H
−
k,i . Hence it is enough to consider orthogonal components. We may and do
examine locally the following cases:
Case 1. A Hilbert representation (H,f ) is given by
◦H1 T1←− ◦H0 T2−→ ◦H2
with T1 = λ1U1 and T2 = λ2U2 for some positive scalars λ1, λ2 and onto unitaries U1,U2. Put
(H−, f−) = Φ−0 (H,f ):
◦H
T −1−→ ◦ − T
−
2←− ◦H .1 H0 2
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z ∈ H0, so that T ∗1 a + T ∗2 b = 0. Hence
H−0 =
{(
a,−λ1λ−12 U2U∗1 a
) ∈ H1 ⊕H2 ∣∣ a ∈ H1}
= {(−λ−11 λ2U1U∗2 b, b) ∈ H1 ⊕H2 ∣∣ b ∈ H2}.
Solving
(x,0) = (a,−λ1λ−12 U2U∗1 a)+ (λ1U1z,λ2U2z) ∈ H−0 ⊕ Im hˆ0,
we have
T −1 x =
(
λ22
λ21 + λ22
x,− λ1λ2
λ21 + λ22
U2U
∗
1 x
)
for x ∈ H1.
Similarly we have
T −2 y =
(
− λ1λ2
λ21 + λ22
U1U
∗
2 y,
λ22
λ21 + λ22
y
)
for y ∈ H2.
Let
λ−1 :=
√√√√( λ22
λ21 + λ22
)2
+
(
λ1λ2
λ21 + λ22
)2
> 0 and U−1 := (λ−1 )−1T −1 .
Then U−1 is an onto unitary and T
−
1 = λ−1 U−1 . Similarly T −2 is a positive scalar times unitary.
Case 2. A Hilbert representation (H,f ) is given by
◦H1 T1←− ◦H0 T2−→ ◦H2
with T1 = 0 and T2 = 0.
Then it is easy to see that H−0 = H1 ⊕ H2, T −1 and T −2 are canonical inclusions: T −1 x =
(x,0) ∈ H1 ⊕ H2 for x ∈ H1 and T −2 y = (0, y) ∈ H1 ⊕ H2 for y ∈ H2. We may write that
T −1 = I ⊕ 0 : H1 ⊕ 0 → H1 ⊕ H2 and T −2 = 0 ⊕ I : 0 ⊕ H2 → H1 ⊕ H2. Hence (H−, f−) is
positive-unitary diagonal.
Case 3. A Hilbert representation (H,f ) is given by
◦H1 T1←− ◦H0 T2−→ ◦H2
with T1 = λ1U1 and T2 = 0 for some positive scalar λ1 and onto unitary U1.
Then we see that H−0 = 0 ⊕ H2, T −1 = 0 and T −2 y = (0, y) ∈ 0 ⊕ H2 for y ∈ H2. Hence
(H−, f−) is positive-unitary diagonal.
Case 4. A Hilbert representation (H,f ) is given by
◦H T1−→ ◦H0 1
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◦H−0
T −1←− ◦H1 .
Then we see that H−0 = 0 and T −1 = 0.
Case 5. A Hilbert representation (H,f ) is given by
◦H0 T1−→ ◦H1
with T1 = 0.
Then we have that H−0 = H1 and T −1 = I : H1 → H1 = H−0 . 
We shall show that we can change the orientation of Dynkin diagram An using only the
iteration of σ−v at sources v except the right end.
Lemma 6.6. Let Γ0 and Γ be quivers whose underlying undirected graphs are the same Dynkin
diagram An for n 2. We assume that Γ0 is the following:
◦1 −→ ◦2 −→ ◦3 . . .◦n−1 −→ ◦n.
Then there exists a sequence v1, . . . , vm of vertices in Γ0 such that
(1) for each k = 1, . . . ,m, vk is a source in σ−vk−1 . . . σ−v2σ−v1(Γ0),
(2) σ−vm . . . σ−v2σ−v1(Γ0) = Γ ,(3) for each k = 1, . . . ,m, vk = n.
Proof. The proof is by induction on the number n of vertices. Let n = 2. Since σ−1 (◦1 → ◦2) =◦1 ← ◦2, the statement holds. Assume that the statement holds for n − 1. If Γ has an arrow
◦n−1 → ◦n, then we can directly apply the assumption of the induction. If Γ has an arrow
◦n−2 → ◦n−1 ← ◦n, replace only this part by ◦n−2 ← ◦n−1 → ◦n to get Γ ′. Then n − 1 is a
source of Γ ′, and σ−n−1(Γ ′) = Γ . Applying the induction assumption for Γ ′, we can construct
the desired iteration. Consider the case that Γ has an arrow ◦n−2 ← ◦n−1 ← ◦n. If there exists
a vertex u such that ◦u−1 → ◦u and ◦k ← ◦k+1 for k = u, . . . , n − 1, then define a new quiver
Γ ′′ by putting ◦u−1 ← ◦u, ◦n−1 → ◦n and other arrows unchanged with Γ . By the induction as-
sumption, there exists a sequence v1, . . . , vm of vertices in Γ0 such that σ−vm . . . σ
−
v2σ
−
v1(Γ0) = Γ ′′
and, for each k = 1, . . . ,m, vk = n and vk = n− 1. Then
σ−u σ−u+1 . . . σ
−
n−2σ
−
n−1σ
−
vm
. . . σ−v2σ
−
v1(Γ0) = Γ.
If all the arrows between 1 and n are of the form ◦k ← ◦k+1 for k = 1, . . . , n − 1, then
σ−n−1 . . . σ
−
2 σ
−
1 (Γ0) = Γ . 
Lemma 6.7. Let Γ = (V ,E, s, r) and Γ ′ = (V ′,E′, s′, r ′) be finite, connected quivers and Γ ′
contains Γ as a subgraph, that is, V ⊂ V ′, E ⊂ E′, s = s′|E and r = r ′|E . If there exists an
infinite-dimensional, indecomposable, Hilbert representation of Γ , then there exists an infinite-
dimensional, indecomposable, Hilbert representation of Γ ′.
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fine H ′v = Hv for v ∈ V and H ′v = 0 for v ∈ V ′ \ V . We put f ′α = fα for α ∈ E and f ′α = 0
for α ∈ E′ \E. Then it is clear that (H ′, f ′) is an infinite-dimensional, indecomposable, Hilbert
representation of Γ ′. 
We prove one of our main theorems.
Theorem 6.8. Let Γ be a finite, connected quiver. If the underlying undirected graph |Γ | contains
one of the extended Dynkin diagrams A˜n (n 0), D˜n (n 4), E˜6, E˜7 and E˜8, then there exists
an infinite-dimensional, indecomposable, Hilbert representation of Γ .
Proof. By Lemma 6.7, we may assume that the underlying undirected graph |Γ | is exactly one
of the extended Dynkin diagrams A˜n (n 0), D˜n (n 4), E˜6, E˜7 and E˜8.
The case of extended Dynkin diagrams A˜n (n 0) was already verified in Examples 1 and 2
in Section 3.
Next suppose that |Γ | is E˜6. Let Γ0 be the quiver of Example 4 in Section 3 and we denote
here by (H (0), f (0)) the Hilbert representation constructed there. Then |Γ0| = |Γ | = E˜6, but their
orientations are different in general. Three “wings” of |Γ0| 2 − 1 − 0, 2′ − 1′ − 0, 2′′ − 1′′ − 0
can be regarded as Dynkin diagrams A3. Applying Lemma 6.6 for these wings locally, we can
find a sequence v1, . . . , vm of vertices in Γ0 such that
(1) for each k = 1, . . . ,m, vk is a source in σ−vk−1 . . . σ−v2σ−v1(Γ0),
(2) σ−vm . . . σ−v2σ−v1(Γ0) = Γ ,(3) for each k = 1, . . . ,m, vk = 0.
We note that co-closedness of Hilbert representations at a source can be checked locally around
the source. Since the restriction of the representation (H (0), f (0)) to each “wing” is positive-
unitary diagonal and the iteration of reflection functors does not move the vertex 0, we can apply
Lemma 6.4 and Proposition 6.5 locally that Φ−vk−1 . . .Φ
−
v2Φ
−
v1(H
(0), f (0)) is co-closed at vk for
k = 1, . . . ,m. Therefore Theorem 5.13 implies that (H,f ) := Φ−vm . . .Φ−v2Φ−v1(H (0), f (0)) is the
desired indecomposable, Hilbert representation of Γ . Since the particular Hilbert space H(0)0
associated with the vertex 0 is infinite-dimensional and remains unchanged under the iteration of
the reflection functors above, (H,f ) is infinite-dimensional.
The case that the |Γ | is E˜7 or E˜8 is shown similarly if we apply iteration of reflection functors
on the representations in Lemma 6.2 or Lemma 6.3.
Finally consider the case that the |Γ | is D˜n. Let Γ0 be the quiver of Lemma 6.1 and
(H (0), f (0)) the Hilbert representation constructed there. Then |Γ0| = |Γ | = D˜n, but their ori-
entations are different in general. Let Γ1 be a quiver such that |Γ1| = D˜n and the orientation
is as same as Γ on the path between 5 and n + 1 and as same as Γ0 on the rest four “wings.”
Define a Hilbert representation (H (1), f (1)) of Γ1 similarly as (H (0), f (0)). For any arrow β in
the path between 5 and n + 1, f (1)β = I . Hence the same proof as for (H (0), f (0)) shows that
(H (1), f (1)) is indecomposable. By a certain iteration of reflection functors at a source 1, 2, 3
or 4 on (H (1), f (1)) yields an infinite-dimensional, indecomposable, Hilbert representation of Γ .
Here the co-closedness at a source 1, 2, 3 or 4 on (H (1), f (1)) is easily checked, because the map
is the canonical inclusion. Thus we can apply Theorem 5.13 in this case too. 
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composable, Hilbert representation of Γ , then the underlying undirected graph |Γ | is one of the
Dynkin diagrams An (n 1), Dn (n 4), E6, E7 and E8.
Proof. It directly follows from a well-known fact that if the underlying undirected graph |Γ |
contains no extended Dynkin diagrams, then |Γ | is one of the Dynkin diagrams. 
Remark. We have not yet proved the converse. In fact if the converse were true, then a long
standing problem on transitive lattices of subspaces of Hilbert spaces would be settled. Recall
that Halmos initiated the study of transitive lattices and gave an example of transitive lattice con-
sisting of seven subspaces in [13]. Harrison, Radjavi and Rosenthal [14] constructed a transitive
lattice consisting of six subspaces using the graph of an unbounded closed operator. Hadwin,
Longstaff and Rosenthal found a transitive lattice of five non-closed linear subspaces in [12].
Any finite transitive lattice which consists of n subspaces of a Hilbert space H gives an inde-
composable system of n − 2 subspaces by withdrawing 0 and H . It is still unknown whether
or not there exists a transitive lattice consisting of five subspaces. See also [26]. Therefore it is
also an interesting problem to know whether there exists an indecomposable system of three sub-
spaces in an infinite-dimensional Hilbert space. The problem can be rephrased as whether there
exists an indecomposable representation of a certain quiver whose underlying undirected graph
is D4 in an infinite-dimensional Hilbert space.
We have a partial evidence for a certain quiver whose underlying undirected graph is An.
We prepare an elementary lemma. Let H be a Hilbert space. For a, b ∈ H we denote by θa,b a
rank one operator on H such that θa,b(x) = (x | b)a for x ∈ H . Then θ2a,b = θa,b if and only if
(a | b) = 1 or a = 0 or b = 0. Moreover if dimH  2 and (a | b) = 1, then θa,b is an idempotent
such that θa,b = 0 and θa,b = I .
Lemma 6.10. Let H1 and H2 be Hilbert spaces and T : H1 → H2 a bounded operator. Take
a, b ∈ H1 and c, d ∈ H2. Suppose that there exists a scalar λ such that T a = λc and T ∗d = λb.
Then T θa,b = θc,dT .
Proof.
T θa,b = θT a,b = θλc,b = θc,λb = θc,T ∗d = θc,dT . 
Proposition 6.11. Let Γ be the following quiver whose underlying undirected graph is An for
n 1:
◦1 α1−→ ◦2 α2−→ ◦3 . . .◦n−1 αn−1−→ ◦n.
Then there exists no infinite-dimensional, indecomposable, Hilbert representation of Γ .
Proof. The case n = 1 is clear by a non-trivial decomposition H1 = L1 ⊕ K1. We may assume
that n  2. Suppose that there were an infinite-dimensional, indecomposable, Hilbert represen-
tation (H,f ) of Γ . Put Tk = fα : Hk → Hk+1 for k = 1, . . . , n− 1.k
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= 0. Then there exists a1 ∈ H1 such that Tn−1Tn−2
. . . T1a1 = 0. Consider non-zero vectors ak = Tk−1Tk−2 . . . T1a1 ∈ Hk for k = 1, . . . , n. Put bn =
‖an‖−2an ∈ Hn. Define bi = T ∗i T ∗i+1 · · ·T ∗n−1bn ∈ Hi for i = 1,2, . . . , n− 1. Then
(ai | bi) =
(
ai | T ∗i T ∗i+1 · · ·T ∗n−1bn
)= (Tn−1Tn−2 . . . Tiai | bn) = (an | bn) = 1.
Since Tkak = ak+1 and T ∗k bk+1 = bk , the above Lemma 6.10 implies that Tkθak,bk = θak+1,bk+1Tk
for k = 1, . . . , n − 1. Define the non-zero idempotents Pk = θak,bk . Since (H,f ) is infinite-
dimensional, there exists some vertex m such that Hm is infinite-dimensional. Then Pm = I .
Define P = (Pk)k , then P ∈ Idem(H,f ) and P = O and P = I . This contradicts the assumption
that (H,f ) is indecomposable.
Case 2. Suppose that there exists r such that Tr−1Tr−2 . . . T1 = 0 and TrTr−1 . . . T1 = 0 for
some r = 1, . . . , n − 1 and dimHm  2 for some m = 1, . . . , r . Then there exists a1 ∈ H1 such
that Tr−1Tr−2 . . . T1a1 = 0. Consider non-zero vectors ak = Tk−1Tk−2 . . . T1a1 ∈ Hk for k =
1, . . . , r . Put br = ‖ar‖−2ar ∈ Hr . Define bi = T ∗i T ∗i+1 · · ·T ∗r−1br ∈ Hi for i = 1,2, . . . , r − 1.
Then we have Tkθak,bk = θak+1,bk+1Tk for k = 1, . . . , r−1 as Case 1. Define non-zero idempotents
Pk = θak,bk for k = 1, . . . , r . Put Pk = 0 for k = r+1, . . . , n. Then Trθar ,br = θTrar ,br = θ0,br = 0
and TkPk = Pk+1Tk = 0 for k = r, . . . , n − 1. Since dimHm  2, the non-zero idempotent
Pm = I . Define P = (Pk)k , then P ∈ Idem(H,f ) and P = O and P = I . This is a contradiction.
Case 3. Suppose that there exists r such that Tr−1Tr−2 . . . T1 = 0 and TrTr−1 . . . T1 = 0 for
some r = 1, . . . , n and dimHk = 1 for k = 1, . . . , r . Therefore Tr = 0. We may put Pk = 0
for k = 1, . . . , r . Then for any a, b ∈ Hr+1 and Pr+1 = θa,b , we have TkPk = Pk+1Tk = 0 for
k = 1, . . . , r . Hence we may choose freely Pk for k = r + 1, . . . , n. Starting form Hr+1, we
can repeat the argument from the beginning. After finite steps, we can reduce to the situation of
Case 1 or Case 2. And finally we obtain a contradiction. 
Acknowledgment
The authors are supported by the Grant-in-Aid for Scientific Research of JSPS.
References
[1] M. Auslander, Large modules over artin algebras, in: Algebra, Topology and Category Theory, Academic Press,
New York, 1976, pp. 1–17.
[2] I.N. Bernstein, I.M. Gelfand, V.A. Ponomarev, Coxeter functors and Gabriel’s theorem, Russian Math. Surveys 28
(1973) 17–32.
[3] S. Brenner, Endomorphism algebras of vector spaces with distinguished sets of subspaces, J. Algebra 6 (1967)
100–114.
[4] V. Dlab, C.M. Ringel, Indecomposable representations of graphs and algebras, Mem. Amer. Math. Soc. 6 (173)
(1976).
[5] P. Donovan, M.R. Freislish, The representation theory of finite graphs and associated algebras, Carleton Math. Lect.
Notes 5 (1973) 1–119.
[6] M. Enomoto, Y. Watatani, Relative position of four subspaces in a Hilbert space, Adv. Math. 201 (2006) 263–317.
[7] D. Evans, Y. Kawahigashi, Quantum Symmetries on Operator Algebras, Oxford Univ. Press, 2000.
[8] P. Gabriel, Unzerlegbare Darstellungen I, Manuscripta Math. 6 (1972) 71–103.
[9] F. Goodman, P. de la Harpe, V. Jones, Coxeter Graphs and Towers of Algebras, Math. Sci. Res. Inst. Publ., vol. 14,
Springer-Verlag, Berlin, 1989.
[10] P. Gabriel, A.V. Roiter, Representations of Finite-Dimensional Algebras, Springer-Verlag, 1997.
[11] I.M. Gelfand, V.A. Ponomarev, Problems of linear algebra and classification of quadruples of subspaces in a finite-
dimensional vector space, in: Proc. Internat. Conf., Tihany, 1970, in: Colloq. Math. Soc. Janos Bolyai, vol. 5,
North-Holland, Amsterdam, 1972, pp. 163–237.
M. Enomoto, Y. Watatani / Journal of Functional Analysis 256 (2009) 959–991 991[12] D.W. Hadwin, W.E. Longstaff, P. Rosenthal, Small transitive lattices, Proc. Amer. Math. Soc. 87 (1983) 121–124.
[13] P.R. Halmos, Ten problems in Hilbert space, Bull. Amer. Math. Soc. 76 (1970) 887–933.
[14] K.J. Harrison, H. Radjavi, P. Rosenthal, A transitive medial subspace lattice, Proc. Amer. Math. Soc. 28 (1971)
119–121.
[15] C. Jiang, Z. Wang, Strongly Irreducible Operators on Hilbert Space, Longman, 1998.
[16] C. Jiang, Z. Wang, Structure of Hilbert Space Operators, World Scientific, 2006.
[17] V. Jones, Index for subfactors, Invent. Math. 72 (1983) 1–25.
[18] V.G. Kac, Infinite root systems, representations of graphs and invariant theory, Invent. Math. 56 (1980) 57–92.
[19] H. Krause, C.M. Ringel (Eds.), Infinite Length Modules, Birkhäuser, 2000.
[20] D.W. Kribs, S.C. Power, Free semigroupoid algebras, J. Ramanujan Math. Soc. 19 (2004) 117–159.
[21] S.A. Kruglyak, A.V. Roiter, Locally scalar representations of graphs in the category of Hilbert spaces, Funct. Anal.
Appl. 39 (2005) 91–105.
[22] S. Kruglyak, V. Rabanovich, Y. Samoilenko, On sums of projections, Funct. Anal. Appl. 36 (2002) 182–195.
[23] Y.P. Moskaleva, Y.S. Samoilenko, Systems of n subspaces and representations of *-algebras generated by projec-
tions, preprint, arXiv:math.OA/0603503.
[24] P. Muhly, A finite-dimensional introduction to operator algebras, in: A. Katavolos (Ed.), Operator Algebras and
Applications, Kluwer Academic, 1997, pp. 313–354.
[25] L.A. Nazarova, Representation of quivers of infinite type, Izv. Akad. Nauk SSSR Ser. Mat. 37 (1973) 752–791.
[26] H. Radjavi, P. Rosenthal, Invariant Subspaces, Springer-Verlag, 1973.
[27] I. Reiten, C.M. Ringel, Infinite dimensional representations of canonical algebras, Canad. J. Math. 58 (2006) 180–
224.
[28] C.M. Ringel, The rational invariants of the tame quivers, Invent. Math. 58 (1980) 217–239.
[29] B. Solel, You can see the arrows in a quiver operator algebra, J. Aust. Math. Soc. 77 (2004) 111–122.
