We present full Bayesian analysis of finite mixtures of multivariate normals with unknown number of components. We adopt reversible jump Markov chain Monte Carlo and we construct, in a manner similar to that of Richardson and Green (1997) , split and merge moves that produce good mixing of the Markov chains. The split moves are constructed on the space of eigenvectors and eigenvalues of the current covariance matrix so that the proposed covariance matrices are positive definite. Our proposed methodology has applications in classification and discrimination as well as heterogeneity modelling. We test our algorithm with real and simulated data.
Introduction
A rather influential application of reversible jump Markov chain Monte Carlo (RJMCMC) algorithm (Green, 1995) is the analysis of finite mixtures of normal densities with unknown number of components presented by Richardson and Green (1997) . This work has increased the flexibility of mixture models by allowing simultaneous Bayesian estimation of both model parameters and number of mixture components. In this paper we generalize the work of Richardson and Green (1997) to the case of multivariate normal densities. Our motivation is first to enrich the applicability of multivariate mixture modelling by borrowing from the experience of the Bayesian univariate estimation approaches, and second to investigate the power of reversible jump moves in complicated model comparisons; see the recent paper and discussions of Brooks et al. (2003) .
Mixture models have attracted the attention of statisticians from both a theoretical and a practical perspective even from the end of the 19th century. They primarily serve as means of 1 modelling heterogeneity for classification and discrimination and of formulating flexible models for density estimation. General background is given in the books by Titteringhton et al. (1985) , Lindsay (1995) and McLachlan and Basford (1988) . When Markov chain Monte Carlo (MCMC) methods entered the area, see Diebolt and Robert (1994) and Robert (1996) , and in particular after the paper by Richardson and Green (1997) that used RJMCMC, the power and flexibility of these models has further increased. As a result, a series of new modeling aspects such as model averaging, partial exchangeability and 'multiple-explanations' can be assessed. For some applications of univariate normal mixtures that use RJMCMC see Nobile and Green (2000) , Robert et al. (2000) , Fernandez and Green (2002) , Green and Richardson (2001) , Bottolo et al. (2003) . Richardson and Green (1997) based their RJMCMC algorithm in a series of combine-split moves that rely on moment matching. In particular, a proposed model is generated by randomly choosing a combine or a split move. The combine move picks up randomly two components and proposes to merge them to one, whereas the split move suggests splitting a randomly chosen component into two new components. Birth-death moves are also used to facilitate the mixing of the chain. Clearly, these move types are not typical, since the current and the proposed models are not nested. The key ingredient for their success is the fact that the first two moments are retained after a split or a combine move.
As the dimension p of the normal densities increases, the difference in parameters in split and combine moves increases with order p 2 . The main contribution of our paper is the design of multidimensional efficient split and combine moves. To briefly discuss the challenge of this task, notice that the difficulty in the split (and equivalently in the combine) move arises when a covariance matrix needs to split in two matrices so that the overall dispersion remains relatively constant whereas the two new matrices must be positive definite. We achieve this by employing two key ideas. First, the proposed moves operate on the space of the p eigenvectors of the current covariance matrix. Second, the two new sets of p eigenvectors are randomly proposed by permuting the current eigenvectors through randomly chosen permutation matrices P and P of dimension
Full Bayesian estimation of mixtures of multivariate normal densities with unknown number of components has been attempted by who used continuous time birth and death processes; see Geyer and Møller (1994) and Møller and Waagepetersen (2003) . Some limitations of this method, and comparisons with the RJMCMC algorithm can be found in Cappé et al. (2003) . A recent attempt to deal with the problem using a reversible jump algorithm is the paper by Zhang et al. (2004) , where all covariance matrices of the mixtures are restricted to share the same eigenvector matrix.
The rest of the paper is organised as follows. In Section 2 we establish notation and describe the Gibbs sampling algorithm for a given number of components. Sections 3 describes our proposed reversible jump algorithm starting with the two-dimensional case that provides the best insight of the method and then elaborating on the general p-dimensional case. Section 4 discusses various MCMC and modelling aspects, whereas Section 5 has two, three and five dimensional examples with real and simulated data. Section 5 ends the paper with a brief discussion.
Known number of components
Let data y i , i = 1, 2, . . . , n be p × 1 vectors exchangeably distributed according to a known number k of p-dimensional multivariate normal distributions. With probability w j ,
where N p denotes the p-dimensional Normal distribution. (Throughout the paper the usual squarebracket notation is used for joint, conditional and marginal densities). The parameter vector θ consists of the p × 1 mean vectors µ = (µ 1 , . . . , µ k ), the p × p covariance matrices Σ = (Σ 1 , . . . , Σ k ) and the classification probabilities w = (w 1 , . . . , w k ). To express the mixture model in terms of unobserved data, we introduce indicator parameters z = (z ij ; i = 1, . . . , n; j = 1, . . . , k) such that z ij = 1 if y i belongs to the jth component of the mixture, and z ij = 0 otherwise. This 
To facilitate notation and obtain a better insight of the RJMCMC algorithm we use, we will first describe an initial data transformation which reallocates and rescales the data. In particular, letȳ be the p-dimensional sample mean vector and S = diag(s 2 1 , . . . , s 2 p ) be a p × p diagonal matrix with elements the sample variances on each dimension. Then, any inference procedure can be operated on the dataỹ i = S −1/2 (y i −ȳ) and the resulting estimates ofμ j andΣ j from
are just transformed back to µ j and Σ j via µ j = S 1/2μ j +ȳ and Σ j = S 1/2Σ j S 1/2 . This initial transformation is also useful for computing purposes since it avoids continuous calculations in the RJMCMC algorithm so that proposed moves are adjusted to different scales in each dimension.
Bayesian formulation requires prior distributions for the model parameters θ. We adopt the conjugate priors
. . , k, for some means ξ j = (ξ j1 , . . . , ξ jp ) and precision parameters c j > 0. Following Richardson and Green (1997) one choice could be ξ j = min [y * ] + jR /(k + 1) for = 1, . . . , p where y * denotes the n data points in dimension and R denotes the range of the data in dimension . Another choice that follows Cappé et al. (2003) is to use ξ j =ȳ * , the sample mean of y * , for all j, , and c j = 1. In our examples in Section 6, since we operate on the transformed dataỹ, we just set ξ j = 0 for all j, .
• • γ ≡ G(g, ρ) a Gamma density with mean g/ρ. In our data analysis we used g = 2 and (δ, . . . , δ) , a Dirichlet distribution for known δ. Our default choice is δ = 1.
• k ≡ P , a discrete density on {0, 1, . . . , k max }. We take P to be a discrete uniform density.
Using Bayes theorem, the posterior joint distribution of θ given the observed and the missing data is given by
Inference problems associated with the above posterior density include estimation of the parameter vector θ and investigation of modality. However, conventional Bayesian as well as likelihood-based methods are inhibited by the nature of the sampling density: the complete likelihood (1) is a product of n terms, each one being the product of k distinct elements, and even for moderate values of n considerable computational difficulties arise. For prediction, a useful quantity is the posterior predictive probability that an as yet unrecorded object is actually from one of the k groups. For future data y f , this probability can be expressed via a future indicator parameter
Standard Gibbs sampling which generalizes the one-dimensional situation is straighforward for fixed k; see, for example, Lavine and West (1992) . The required full conditional distributions of the parameter vector (θ, γ) are
where N D p denotes the multivariate normal density of dimension p,
and the sufficient statisticsȳ j and S j are given by
Note that we make no further assumptions on the prior specifications such as parameter orderings which are motivated by identifiability concerns as in Richardson and Green (1997) .
An interesting posterior inference statistic, which also serves as a diagnostic tool, is the predictive density of future data. This is particularly interesting in our modelling setup since, as pointed out by Richardson and Green (1997) , the resulting densities do not have the form of mixture of Normals since they are (weighted) averages across k. Samples from these predictive densities, that are invariant to label switching, can be obtained by sampling one, or more, data points for each sampled points of θ selected from the RJMCMC algorithm.
Reversible jump moves
We now assume that k is a random variable and k ≤ k max for a given value of k max . We follow closely the one-dimensional approach of Richardson and Green (1997) , so the required reversible jump transformation requires split, merge and birth-death moves. The major problem that emerges when attempting a split move in higher dimensions is the fact that the covariance matrices of the two new components should be kept positive definite. The key idea to overcome this problem is to use the spectral decomposition of the current covariance matrix and then operate the reversible jump technology on the resulting eigenvalues and eigenvectors. Thus, a covariance matrix is split into two new covariance matrices by proposing new eigenvalues and eigenvectors following the guidelines given in the rest of this Section.
The number of parameters before and after the split move are 1 + p + p(p + 1)/2 and 2 + 2p + 2p(p+1)/2 respectively, so a jump is proposed to a model with dimension larger by 1+p+p(p+1)/2 parameters. Thus, the number of extra parameters that are needed for the jump move is increased quadratically with p. Let j * be the one of the k components chosen to be considered to split, j 1 , j 2 be the two proposed components, w j * , w j1 , w j2 the corresponding weights, µ j * , µ j1 , µ j2 the means, and Σ j * , Σ j1 , Σ j2 the covariance matrices. Let also Σ j * = V j * Λ j * V j * be the spectral decomposition of Σ j * so that Λ j * is a diagonal matrix Λ j * = diag(λ 1 j * , . . . , λ p j * ) with elements the eigenvalues of Σ j * with increasing order, and obtain similarly the spectral decompositions for Σ j1 and Σ j2 .
To obtain the best insight of our method, it is useful to discuss first the 2-dimensional case and to simplify notation, we will suppress in the following Sections the index j.
The two-dimensional case
Consider first the split move and let V 1 * and V 2 * be the two (2 × 1) eigenvectors of V * . The new weights and mean vectors are specified by the equations
where the three random components u 1 , u 1 2 , u 2 2 are generated from beta and uniform distributions
Note that the expressions for the new weights are identical to the formulas proposed by Richardson and Green (1997) whereas (2)- (3) collapse to their one-dimensional conditions when λ 2 * or V 2 * are zero. The expressions in (2) and (3) imply that the proposed means are obtained by moving across the system of axes formed by the eigenvectors by sizes u 1 2 λ 1 * and u 2 2 λ 2 * and then multiplying the resulting vector by the quantities under the square roots, see Figure 1 .
The necessity to keep u 1 2 positive but let u 2 2 vary in the (−1, 1) interval is also evident by inspecting Figure 1 : moves in both directions across the large eigenvector axis are achieved via (2) and (3) whereas moves across the shorter axis require both positive and negative u 2 2 . A critical 6 tuning density is that of u 1 2 , and we have found that a small bias towards 0 gives, on average, better mixing chains. This bias should increase with dimensions, see the corresponding formulas for general p in the next subsection.
We now proceed to the proposed eigenvalues and eigenvectors of the two new components.
The new eigenvalue vectors Λ 1 and Λ 2 are specified by
which again resemble the one-dimensional variance proposals of Richardson and Green (1997) . The random components u 1 3 and u 2 3 are generated via
Assume that the new eigenvector matrices V 1 and V 2 have eigenvectors V 1 1 , V 2 1 and V 1 2 , V 2 2 respectively. We propose the transformations V 1 = P V * and V 2 = P V * , where P is a 2 × 2 matrix with columns orthonormal unit vectors. Since such a matrix satisfies P P = I and det(P ) = 1, it is a rotation matrix. It also satisfies P −1 = P and det(P ) = 1 so both the inverse and the transpose of a rotation matrix are rotation matrices. In two dimensions the entries of rotation matrices can be represented with only one parameter θ taking values in (0, π/2), the angle of the rotation, resulting to
Thus, the two new eigenvectors are produced by rotating the old eigenvector V * by angles θ and
The merge move requires the opposite transformation which is given by
where . is the Euclidean norm. Solving for u 1 , u i 2 , u i 3 and λ i * , i = 1, 2, we obtain
General case
We preserve the same notational conventions for the general p-dimensional case. 3 ) be 2p + 1 random variables needed to construct weights, means and eigenvalues for the split move. They are generated as
Let also P be a p × p rotation matrix with columns orthonormal unit vectors which has p(p − 1)/2 free parameters. We generate P by generating its lower triangular matrix under the diagonal independently from p(p − 1)/2 uniform U (0, 1) densities. Note that there is a mathematical correspondence with the 2-dimensional case, but the conceptual rotation by a given angle is not any more available (actually there is a geometric understanding of the action of rotation in higher dimension by splitting R p in subspaces, but it it beyond our scope to describe it here). Then, dropping again the j subscript, the proposed split moves are given by
where ι is a p × 1 vector of ones. The corresponding merge move is specified by the expressions
and the solutions of u 1 , u 2 , u 3 and λ i * are
Reversible jump implementation
The algorithm to sample from the joint distribution of model and parameters can be written as follows:
Step 1. Update (θ, γ) for known k: Carry out the Gibbs steps outlined in the Section 2.
Step 2. Propose a split or merge move with probabilities b k and d k = 1 − b k respectively.
Step 3. Propose a birth or death move with probabilities b k and d k respectively.
In our algorithm, instead of passing through each step deterministically, we choose to randomly select, in each iteration, one of the three steps with some fixed probabilities. This allows some extra tuning that can improve the mixing of the RJMCMC. In our examples we have used (.2, .7, .1) as probabilities of choosing the three steps respectively; note that this implies that direct comparison of our output MCMC statistics with that of Richardson and Green (1997) needs some re-weighting, since one iteration in their algorithm consists of a sweep across all three steps.
Suppressing the j subscript, the acceptance probability for the split move is min(1, A) where
where B denotes the Beta function and DIW (X; α, β) denotes the density of the inverse Wishart with parameters α, β evaluated at X, P alloc is the probability that this particular allocation is made and J is the Jacobian of the transformation. Obvious choices for birth and death probabilities are
In fact, the expression for A resembles closely that of Richardson and Green (1997) . The term (k + 1) in the nominator does not take into account the parameter ordering as in Richardson and Green but arises here from the equivalent ways that the components can produce the same likelihood and prior; see Cappé et al. (2003) . Moreover, there is an extra Jacobian term that takes into account the transformation from the components of Σ to the eigenvalues and eigenvectors. Note that any two components can be chosen for splitting since no care is taken for the order of the components. The expressions for the Jacobian terms is given in the Appendix.
The corresponding expression for the birth and death moves is given by
where k 0 is the number of empty components.
5 Other computational and modelling issues
Labelling switching
An interesting, challenging problem that arises in the Bayesian analysis of mixture models and more generally in hidden Markov models, is the non-identifiability of the components caused by the invariance of the posterior distribution to the permutations in the parameter labelling. A general background to the solutions suggested in the past can be found in Jasra et al. (2003) who categorise them to artificial identifiability constraints (Diebolt and Robert, 1994, Richardson and Green, 1997) , random permutation sampling (Fruhwirth-Schnatter, 2001 ), relabelling algorithms , Celeux, 1998 , and label invariant loss functions methods (Celeux et al. , 2000 , Hurn et al. , 2003 .
Unfortunately, the problem is further complicated in higher dimensions, since the number of identifiability constraints on the parameter space is very large and relabelling algorithms will require a lot of computing time. Since this issue is of great complexity, we do not further elaborate on this in this paper; for our illustrative examples that follow, we either use relabelling techniques retrospectively, by post-processing the RJMCMC output sample based on prior information we have (see example of dimension 2), or we focus solely in predictive inferences that are invariant to label switching.
MCMC with fixed k revisited
The MCMC algorithm we used is based on the initial Gibbs sampler by Diebolt and Robert (1994) generalized in the multivariate setup by Lavine and West (1992) . Dellaportas (1998) used this algorithm for a real data classification problem in which the data were both of continuous and discrete mode. This is certainly the easiest algorithm to use, but it is not clear that it is the best. For example, Cappé et al. (2001) and Jasra et al. (2003) integrate out the latent variables z and use Metropolis-Hastings moves together with tempering mechanism (Neal, 1996) to avoid trapping in local modes. Extension of this issue when dealing with multivariate normal densities needs further research and it is beyond the scope of our paper.
Convergence of RJMCMC
We have adopted a conservative approach to deal with the convergence of RJMCMC: we run our algorithms for long enough time (much longer that is probably needed), and we plot ergodic posterior estimates of k since we focus here only on inferences about k. Although we realise that this strategy might be deceiving, especially in the Normal mixtures models that may present special convergence problems (Robert, 1996) , we felt that by presenting long raw output results, without using burn-in phases, we give the best insight of the behaviour of our RJMCMC. Our predictive image plots that depend not only on k but also on sampled values of all parameters, turn out to be rather insensitive to small departures of θ values. Again, we used many plots of output values (not reported here) rather than formal convergence tests.
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Sensitivity to prior specification
The values of the parameters in the prior specification are only indicative and it is well known that they will affect, somehow, the resulting posterior inferences. Section 5 of Richardson and Green (1997) explores this issue in detail. Since we deal with the same hierarchical modelling framework, we have not encountered any new aspects of this theme so we chose not to replicate any of their findings here.
Examples 6.1 2 dimensions: Old Faithful data
We consider the version of Old Faithful data analyzed by . There are 272 data points consisting of 2 observations each, the duration of a geyser eruption and the waiting time before the next eruption. A scatter plot of the data is shown in Figure 2 . The RJMCMC ran for 90000 iterations, visited 8 models, and the resulting convergence graphs are depicted in Figure 3 Figure 2 provides an image plot of the predictive density that is based on all 90000 output sample, so it is (weighted) averaged across k. Note that these predictions are based, with probability around 0.7, on normal mixtures with more than 2 components. It seems that the predictive density has captured well the higher frequency regions.
3 dimensions: Simulated data
We report here one out of many simulated data examples we experimented with. We generated 80, 100 and 100 data points from the normal densities with means (6, 4, 2) , (−11, −4, −1) and (−7, −11, −5) and covariance matrices
respectively. The three components are clearly far apart, see Figure 4 , so there is little doubt that the data have been generated from a 3-component mixture. Figure 5 respectively. There has been label switching in the means in 73.5% of the iterations, and split or merge moves in 0.22% of the iterations.
5 dimensions: A real data example from Archeometry
We apply our RJMCMC algorithm to a data set on Romano-British pottery published in Tubb et al. (1980) . The data come from five kiln sites in three regions and refer to 48 observations with projections of 5-dimensional densities in 2 dimensions, they capture the data points very well.
Discussion
We have extended the paper of Richardson and Green (1997) in a multivariate normal densities setting. Our proposed RJMCMC moves exploit the spectral decomposition of a matrix and operate in the space of eigenvectors of the covariance matrices. We briefly discuss here some possible applications of our methodology.
A natural application of the normals mixture problem is classification and discrimination.
Since the statistical problem has parameter order p 2 , when p is very large it is essential to use some initial principal component analysis, as suggested for example in Liu et al. (2003) . The richness of presentation of the posterior summary results, including interesting mixing-within-k data explanations has been discussed in detail by Richardson and Green (1997) .
From a rather different perspective, mixture of normal densities can form the basis of specifying prior structures as, for example, in the one-dimensional examples of Nobile and Green (2000) and Bottolo et al. (2003) . Here, the unknown number of components structure can serve as a way to relax the usual exchangeability assumptions in the prior parameters. Thus, mixture models become computationally feasible mechanisms to approximate partition models studied in, for example, Hartigan (1990) and Consonni and Veronese (1995) . Note that this correspondence is not precise since partition models do not exactly correspond to finite mixture of normals, at least as implemented with our RJMCMC algorithm, due to the empty components that are allowed in the latter. A recent application in which random effects were modelled as mixtures of multivariate normal densities, with known number of components, can be found in Lopes et al. (2003) . Also, in a recent paper, Green and Richardson (2001) advocate the use of mixtures of normal priors in place of Dirichlet process mixtures since the former achieve better computational efficiency and interpretation.
Some algebraic elaboration gives
and it is easy to show that for p = 1, |J 1 ||J 2 | reduces to the exact formula of Richardson and Green (1997) . The last ingredient, |J 3 |, cannot be written in closed form for every p, so we evaluate it element by element for each p. For example, p = 2 obtains
where V * (1, 1) and P (1, 1) denote the (1, 1) elements of matrices V * and P respectively.
The Jacobian |∂Σ/∂(V, λ)| can be computed by using the formulae
where λ j and its corresponding V j , j = 1, . . . , p, are specific eigenvalues and eigenvectors, and (A) + denotes the Moore-Penrose pesudo-inverse matrix of A; see Magnus and Neudecker (1988, page 157) . 
