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Parallel Galerkin domain decomposition procedures for wave equation are given. These
procedures use implicit method in the sub-domains and simple explicit flux calculation on
the inter-boundaries of sub-domains by integral mean method or extrapolation method.
Thus, the parallelism can be achieved by these procedures. The explicit nature of the flux
prediction induces a time step constraint that is necessary to preserve the stability. L2-
norm error estimates are derived for these procedures. Experimental results are presented
to confirm the theoretical results.
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1. Introduction
Inmost engineering problems, the wave equation is described by a second-order hyperbolic equation. Various numerical
methods have been established for solving this equation. A priori error estimates of Galerkin approximations for the second-
order hyperbolic equation were first derived in [1] using a standard energy argument both for continuous and discrete time
schemes. In the case of Dirichlet boundary conditions, these estimates were later improved in [2] using a non-standard
energy argument. Mixed finite element methods were proposed for the wave equation in [3,4]. Here convergence and
stability typically require compatibility of the approximating spaces via the inf-sup condition. High-order accurate two-
step approximations for second-order hyperbolic equations were developed in [5]. These schemes are based on rational
approximations of the cosine function and require the solution of a number of linear systems in each time step. In [6], high-
order Taylor–Galerkin schemes were presented for second-order hyperbolic problems and combined with an hp-adaptive
strategy. Continuous space–time finite elements were presented in [7]. They are based on tensor-product spaces for the full
discretization and reduced to Gauss–Legendre implicit Runge–Kutta methods in the homogeneous case.
On the other hand, it is well known that parallel algorithms, based on overlapping or non-overlapping domain
decompositions, are effective ways to solve a large number of PDE systems, (e.g., see [8–13]). In [10], Dawson and Dupont
applied an explicit/implicit conservative Galerkin domain decomposition procedure for the following parabolic equation:
∂u
∂t
−∇ · (a∇u)+ bu = f , inΩ × (0, T ],
∂u
∂nΩ
= 0, on ∂Ω × (0, T ],
u(x, 0) = u0(x), inΩ, t = 0,
(1.1)
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whereΩ = (0, 1)× (0, 1), nΩ is the outward normal to ∂Ω . Assume that u0, a and b are smooth real-valued functions on
Ω¯ , with a being positive and b nonnegative.
We briefly describe Dawson–Dupont’s procedure by using the following notations and definitions given in [10]. Take
Ω1 = (0, 12 )× (0, 1), Ω2 = ( 12 , 1)× (0, 1) and Γ = { 12 } × (0, 1). For j = 1, 2, letMj be a finite-dimensional subspace of
H1(Ωj) andM be the subspace of L2(Ω) such that if v ∈M, then v|Ωj ∈Mj. Note that functions v inM have a well-defined
jump [v] on Γ : [v]( 12 , y) = v( 12 + 0, y)− v( 12 − 0, y). Take the following bilinear form
D(ψ, ρ) =
2∑
j=1
∫
Ωj
(a∇ψ · ∇ρ + bψρ)dxdy. (1.2)
For some H ∈ (0, 12 ), define
φ(x) = φ2
((
x− 1
2
)/
H
)/
H, where φ2(x) =
{1− x, 0 ≤ x ≤ 1,
x+ 1, −1 ≤ x ≤ 0,
0, otherwise.
(1.3)
Define an approximate derivative as follows:
B(ψ)
(
1
2
, y
)
= −
∫ 1
0
φ′(x)ψ(x, y)dx, (1.4)
where φ is given by (1.3).
Let 0 = t0 < t1 < · · · < tN = T be a given sequence,∆tn = tn − tn−1,∆t = maxn∆tn and ∂tUn = (Un − Un−1)/∆tn.
In [10], Dawson and Dupont presented the following domain decomposition procedure:
Dawson–Dupont’s domain decomposition procedure
Suppose that U0 ∈M is given. Seek {Un}Nn=1 ∈M such that
(∂tUn, v)+ D(Un, v)+
(
aB(Un−1), [v])
Γ
= 0, ∀ v ∈M. (1.5)
The procedure (1.5) used implicit Galerkin procedures in the sub-domains and explicit flux calculations on the inter-domain
boundary Γ . Therefore, the procedure (1.5) can be performed in two sub-domains in parallel.
They introduced an elliptic projection [14]W ∈M of the solution u as follows:
D(u(·, t)−W (·, t), v) = 0, ∀ v ∈M. (1.6)
Denoting η = u−W , they derived a priori error estimate for the example case of a = b = 1:
max
n
‖un − Un‖L2(Ω) ≤ C
(
∆t + H5/2 +
∫ T
0
‖ηt‖L2(Ω)dt + H−1/2‖η‖L∞(Ω×(0,T ))
)
, (1.7)
provided that
∆t ≤ H2/4. (1.8)
The explicit nature of the flux calculations in (1.5) induced the time step constraint (1.8) that was necessary to preserve
stability and less severe than that of a fully explicit method. But, there was a loss of H−1/2 factor in the last term in (1.7).
They noted that the loss of H−1/2 factor can be avoided in certain special cases using some techniques [15], but at the level
of generality of [10] they did not know how to improve it.
Wehave presented parallel Galerkin domain decomposition procedures for parabolic equation of general formon general
domain [16,17]. These procedures use implicit Galerkin methods in the sub-domains and explicit flux calculations on the
inter-domain boundary Γ by an integral meanmethod. Some constraints for time step are still needed for these procedures
to preserve stability and less severe than that for fully explicit methods. With respect to the accuracy order of h, L2-norm
error estimates are optimal for higher-order finite element spaces (r ≥ 2) and almost optimal for linear finite element space
(r = 1) in two-dimensional domain. Comparedwith Dawson–Dupont’s procedure [10], these L2-norm error estimates avoid
the loss of H−1/2 factor.
A few authors [18–20] have considered domain decomposition methods for wave equation. The purpose of this work
is to extend parallel Galerkin domain decomposition procedures in [16] for wave equation on general domain. Two
approximation schemes are established. They use implicit Galerkin procedures in the sub-domains and explicit flux
calculations as the way in [16]. We call these two schemes as Integral mean parallel domain decomposition (Wave-IMPDD)
scheme and Extrapolation integral mean parallel domain decomposition (Wave-EIMPDD) scheme, respectively. By analysis,
we derive error estimates similar to that in [16].
An outline of this paper is as follows. In Section 2, we give the details of the formulation of Wave-IMPDD and Wave-
EIMPDD scheme on a general domain, respectively. In Sections 3 and 4, L2-normerror estimates are derived forWave-IMPDD
and Wave-EIMPDD scheme, respectively. In Section 5, we present results of some numerical experiments.
Throughout the analysis, the symbols C, C1, C˜1, . . ., etc. will denote generic positive constants, which are independent of
mesh parameters ∆t and h. The constant C is not necessarily the same at different occurrences. The symbols ε will denote
smaller positive constants.
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Fig. 1. The domainΩ with the inter-domain boundary Γ .
2. Domain decomposition procedures
LetΩ be a spatial domain inRd (1 ≤ d ≤ 3), with a piecewise uniformly smooth Lipschitz boundary ∂Ω . We will adopt
the notations and norms for usual Sobolev spaces onΩ and ∂Ω .
We consider the following second-order hyperbolic equation:
∂2u
∂t2
−∇ · (A∇u) = f , inΩ × (0, T ],
u = u0, ∂u
∂t
= v0, inΩ, t = 0,
(A∇u) · ν = 0, on ∂Ω × (0, T ],
(2.1)
where A = (aij(x))d×d is a uniformly positive definite matrix function, i.e., there exist positive constants 0 < a0 ≤ a1 such
that
a0
d∑
i=1
ξ 2i ≤
d∑
i,j=1
aij(x)ξiξj ≤ a1
d∑
i=1
ξ 2i , ∀ ξ ∈ Rd, x ∈ Ω,
ν is the unit vector outward normal to ∂Ω . The functions, u0 = u0(x), v0 = v0(x) and f = f (x, t) are given data and
assumed as regular as necessary.
We consider the domain decomposition procedures. For simplicity and without losing generality, we only discuss the
case of two sub-domains. But the algorithms and theories can be extended to the case of many sub-domains. DivideΩ into
two sub-domainsΩj (j = 1, 2) by an inter-domain boundary Γ , which is a surface of dimension d−1, see Fig. 1. We denote
by Γj = ∂Ωj⋂ ∂Ω the part of the boundary of the sub-domains which coincides with ∂Ω . Denote the unit vector normal
to Γ as νΓ , which points fromΩ1 towardΩ2.
Let T hj be quasi-uniform partitions ofΩj (j = 1, 2) and T h = T h1
⋃
T h2 . Here, h denotes the maximal element diameter
of T h. We construct the finite element spaceMh on T h which satisfies the following condition (I):
(1) For j = 1, 2, letMhj be a finite element subspace of H1(Ωj), and letMh ⊂ L2(Ω) such that if v ∈Mh, then v|Ωj ∈Mhj .
(2) For j = 1, 2, Pr(Ωj) ⊂Mhj , where Pr(Ωj) is a polynomial space of degree at most r .
(3) For j = 1, 2, h ∈ (0, 1], some integer k ≥ 1 and u ∈ Hk(Ωj), there exists a positive constant C independent of h such
that
inf
v∈Mhj
‖u− v‖Hs(Ωj) ≤ Chσ‖u‖Hk(Ωj), 0 ≤ s ≤ 1, (2.2)
where σ = min(r + 1− s, k− s).
From definitions above, we note that functions v inMh have a well-defined jump [v] on Γ :
[v](x) = v(x+)− v(x−), ∀ x on Γ ,
where v(x±) := limλ→0± v(x+ λνΓ ).
To construct parallel algorithm, for a small constant H > 0, we introduce an integral mean value of a given function
V ∈ L2(Ω) on the inter-domain boundary Γ as
VH(x) = 12H
∫ H
−H
V (x+ λνΓ )dλ, ∀ x on Γ . (2.3)
Furthermore, we define the extrapolation of VH(x) on the inter-domain boundary Γ as
V̂H(x) = 4VH/2(x)− VH(x)3 , ∀ x on Γ . (2.4)
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Fig. 2. The strip domain Gwith width 2H .
Generally, near the intersection of the boundary ∂Ω and inner boundary Γ , the value of V outside Ω is needed in the
integral mean value VH and its extrapolation V̂H . Let x˜ ∈ Ω denote the symmetric point of x 6∈ Ω with respect to ∂Ω . For a
given function u ∈ L2(Ω), we define
Eu(x) =
{
u(x), if x ∈ Ω,
u(x˜), if x 6∈ Ω. (2.5)
By (2.5), we know VH and V̂H have the values on a strip domain G = {y|y = x+ λνΓ , λ ∈ [−H, H],∀ x on Γ }, see Fig. 2.
Let∆t be time step size, N = T/∆t , tn = n∆t, n = 1, . . . ,N . For a given function v, we adopt the following notations at
discrete time levels. Set
vn = v(tn), vn+ 12 = v
n+1 + vn
2
,
vn,θ = θvn+1 + (1− 2θ)vn + θvn−1, θ ∈ (0, 1),
∂tv
n = v
n+1 − vn
∆t
, ∂tv
n−1 = v
n − vn−1
∆t
,
δvn = v
n+1 − vn−1
2∆t
= ∂tv
n + ∂tvn−1
2
= v
n+ 12 − vn− 12
∆t
,
∂2t v
n = v
n+1 − 2vn + vn−1
(∆t)2
= ∂tv
n − ∂tvn−1
∆t
.
(2.6)
We define two parallel domain decomposition schemes for wave equation.
Integral mean parallel domain decomposition scheme (Wave-IMPDD)
Given initial functions U0, U1 ∈Mh, seek {Un}Nn=2 ∈Mh such that
(∂2t U
n, v)+ (A∇Un, 14 ,∇v)+ (Unν,H , [v])Γ + (vν,H , [Un])Γ + a1KH−1([Un], [v])Γ = (f n,
1
4 , v), ∀ v ∈Mh, (2.7)
where
Unν = (A∇EUn) · νΓ , K =
{
1, if G ⊂ Ω,
2, if G 6⊂ Ω (2.8)
and E is defined by (2.5). The choice of K will be explained in Lemma 3.2.
To get the scheme of higher-order accuracy with respect to H , we define another scheme.
Extrapolation integral mean parallel domain decomposition scheme (Wave-EIMPDD)
Given initial functions U0, U1 ∈Mh, seek {Un}Nn=2 ∈Mh such that
(∂2t U
n, v)+ (A∇Un, 14 ,∇v)+ (Ûnν,H , [v])Γ + (̂vν,H , [Un])Γ + 4a1KH−1([Un], [v])Γ = (f n,
1
4 , v), ∀ v ∈Mh, (2.9)
where Unν and K are defined as same as (2.8).
In the scheme (2.7) and (2.9), the flux on Γ is computed explicitly from Un, so that Un+1 can be computed on Ω1 and
Ω2 fully parallel once Un, Un−1 have been got. From analysis in next sections, we will see that two schemes have good
approximations. Here we state main convergence results of these schemes, whose proofs will be given in Sections 3 and 4,
respectively.
Theorem 2.1. Let u and {Un}Nn=2 be the solutions of the wave Eq. (2.1) and Wave-IMPDD scheme (2.7), respectively. Suppose
that u is sufficiently smooth and that U0, U1 are given by (3.30). For linear finite element spaces in two-dimensional domain, let
H = O((1+ | ln h|)−2). Then there exists a constant C independent of mesh sizes h, H and∆t, such that
max
1≤n≤N
‖∂t(u− U)n‖L2(Ω) + max
1≤n≤N
‖un − Un‖L2(Ω) ≤ C
{
(∆t)2 + hr+1 + H5/2
}
, (2.10)
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provided
∆t ≤ C1H, (2.11)
where C1 is given by (3.26).
Theorem 2.2. Let u and {Un}Nn=2 be the solution of the wave Eq. (2.1) and Wave-EIMPDD scheme (2.9), respectively. Suppose
that u is sufficiently smooth and U0, U1 are given by (4.17). For linear finite element spaces in two-dimensional domain, let
H = O((1+ | ln h|)−2). Then there exists a constant C independent of mesh sizes h, H and∆t, such that
max
1≤n≤N
‖∂t(u− U)n‖L2(Ω) + max
1≤n≤N
‖un − Un‖L2(Ω) ≤ C
{
(∆t)2 + hr+1 + H9/2
}
, (2.12)
provided
∆t ≤ C˜1H, (2.13)
where C˜1 is given by (4.13).
Remark 1. From Theorems 2.1 and 2.2, we can know thatWave-IMPDD scheme (2.7) andWave-EIMPDD scheme (2.9) have
convergence orders on ∆t and h as same as that of Dupont’s method ([1]). Since these two schemes use implicit Galerkin
methods in the sub-domains and explicit flux calculations on the inter-domain boundary Γ by an integral mean method.
The time step constraints (2.11) and (2.13) are still needed to preserve stability. These two constraints are similar to that of
reference work [18].
Remark 2. From Theorems 2.1 and 2.2, we can know that Wave-EIMPDD scheme has a higher convergence order on H
better than Wave-IMPDD scheme. This shows that extrapolation method can use larger width H of middle strip domain
than Wave-IMPDD scheme so that the time step constraint (2.13) is weaker than (2.11).
3. Convergence analysis of Wave-IMPDD scheme
In this section, we will prove Theorem 2.1. We need the following lemmas.
Lemma 3.1 ([16]). For smooth enough function V , there hold estimates
‖VH − V‖L2(Γ ) ≤
√
2H‖∇V‖L2(Ω), (3.1)
‖VH − V‖L∞(Γ ) ≤ CH2‖V‖W2,∞(Ω) (3.2)
and
V (x)− VH(x) = −16H
2Vν2Γ (x)−
1
120
H4Vν4Γ (x)+ o(H
6), ∀ x on Γ , (3.3)
where Vν2Γ and Vν4Γ are the second and fourth-order normal derivative of V on Γ , respectively.
Lemma 3.2 ([16]). Let G = {y|y = x+ λνΓ , λ ∈ [−H, H],∀ x onΓ }. If ψ ∈ H1(Ω) and H > 0 is small, we have
‖Eψ‖L2(G) ≤
√
K‖ψ‖L2(Ω), ‖∇(Eψ) · νΓ ‖L2(G) ≤
√
K‖∇ψ‖L2(Ω), (3.4)
where
K =
{
1, if G ⊂ Ω,
2, if G 6⊂ Ω (3.5)
and E is defined by (2.5).
To obtain error estimates, we introduce a standard elliptic projectionW ∈Mh of the solution u as follows:
(A∇(u(·, t)−W (·, t)),∇v) = 0, ∀ v ∈Mh. (3.6)
It is clear that the auxiliary problem (3.6) is equivalent to
(A∇W ,∇v) = (f − utt , v)+ (−1)j+1(g, v)Γ , ∀ v ∈Mhj , j = 1, 2, (3.7)
where g = (A∇u) · νΓ and utt = ∂2u∂t2 . These are two standard finite element equations.
Let η = u−W . From [21–24], we see
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Lemma 3.3. For η defined by (3.6), there hold:
L2-norm error estimate
max
0≤t≤T
‖η‖L2(Ω) + ‖ηt‖L2(0,T ;L2(Ω)) + ‖ηtt‖L2(0,T ;L2(Ω))
≤ Chr+1{‖u‖L∞(0,T ;Hr+1(Ω)) + ‖ut‖L2(0,T ;Hr+1(Ω)) + ‖utt‖L2(0,T ;Hr+1(Ω))}; (3.8)
L∞-norm error estimate
‖η‖L∞(Ω) + ‖ηt‖L∞(Ω) + ‖ηtt‖L∞(Ω)
≤ Ch2|lnh|{‖u‖W2,∞(Ω) + ‖ut‖W2,∞(Ω) + ‖utt‖W2,∞(Ω)}, if r = 1, d = 2, (3.9)
and
‖η‖L∞(Ω) + ‖ηt‖L∞(Ω) + ‖ηtt‖L∞(Ω)
≤ Chr+1{‖u‖W r+1,∞(Ω) + ‖ut‖W r+1,∞(Ω) + ‖utt‖W r+1,∞(Ω)}, if r > 1. (3.10)
For functions ψ with restrictions in H1(Ω1) ∪ H1(Ω2), we define a norm
|||ψ |||2 = (A∇ψ,∇ψ)+ a1KH−1([ψ], [ψ])Γ . (3.11)
We also use a bilinear form
b(ψ,ψ) = (A∇ψ,∇ψ)+ 2(ψν,H , [ψ])Γ + a1KH−1([ψ], [ψ])Γ . (3.12)
For later use, we copy the proof of the following lemma from [16].
Lemma 3.4. There exists a positive constant C0 = 1−
√
2
2 such that for small H > 0,
b(ψ,ψ) ≥ C0|||ψ |||2, ∀ψ ∈Mh. (3.13)
Proof. By (3.4), we have
H‖ψν,H‖2L2(Γ ) =
1
4H
∫
Γ
[∫ H
−H
|A∇Eψ(x+ λνΓ ) · νΓ |dλ
]2
dΓ
= 1
4H
∫
Γ
[∫ H
−H
|(νTΓ A1/2νΓ )(νTΓ A1/2∇Eψ)(x+ λνΓ )|dλ
]2
dΓ
≤ 1
4H
∫
Γ
[∫ H
−H
|(∇Eψ>A∇Eψ)(x+ λνΓ )|1/2|ν>Γ AνΓ |1/2dλ
]2
dΓ
≤ a1
2
(A∇Eψ,∇Eψ)G
≤ a1K
2
(A∇ψ,∇ψ). (3.14)
Then, we can derive
b(ψ,ψ) = (A∇ψ,∇ψ)+ 2(ψν,H , [ψ])Γ + a1KH−1([ψ], [ψ])Γ
≥ (A∇ψ,∇ψ)+ a1KH−1‖[ψ]‖2L2(Γ ) −
[
ε(A∇ψ,∇ψ)+ a1K
2ε
H−1‖[ψ]‖2L2(Γ )
]
≥ (1− ε)(A∇ψ,∇ψ)+
(
1− 1
2ε
)
a1KH−1‖[ψ]‖2L2(Γ ). (3.15)
Here, we used the ε-inequality
αβ ≤ εα2 + 1
4ε
β2, ∀α, β > 0
and ε is a smaller arbitrary positive constant. This inequality will be applied frequently in the following analysis. Taking
ε =
√
2
2 in (3.15) leads to (3.13). The proof of Lemma 3.4 ends. 
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Next we exhibit an ‘‘energy equality’’ for the discrete solution. Define an ‘‘energy’’ norm
‖ψn‖2E = ‖∂tψn‖2 + b(ψn+
1
2 , ψn+
1
2 )− (∆t)
2
4
{
2(∂tψnν,H , [∂tψn])Γ + a1KH−1([∂tψn], [∂tψn])Γ
}
. (3.16)
Lemma 3.5. If f = 0, the Wave-IMPDD scheme (2.7) holds an ‘‘energy equality’’
‖Un‖2E = ‖U0‖2E . (3.17)
Proof. In (2.7), we take v = δUn and multiply both sides by 2∆t to get that
(∂2t U
n, δUn)+ (A∇Un, 14 ,∇δUn)+ (Un, 14ν,H , [δUn])Γ + (δUnν,H , [Un,
1
4 ])Γ + a1KH−1([Un, 14 ], [δUn])Γ
= (Un, 14ν,H − Unν,H , [δUn])Γ + (δUnν,H , [Un,
1
4 − Un])Γ + a1KH−1([Un, 14 − Un], [δUn])Γ . (3.18)
By notations (2.6), we have the following results.
(I)
(∂2t U
n, δUn) = 1
2∆t
(
∂tUn − ∂tUn−1, ∂tUn + ∂tUn−1
) = 1
2∆t
{‖∂tUn‖2 − ‖∂tUn−1‖2}. (3.19)
(II)
(A∇Un, 14 ,∇δUn) =
(
A∇ U
n+ 12 + Un− 12
2
,∇ U
n+ 12 − Un− 12
∆t
)
= 1
2∆t
{‖∇Un+ 12 ‖2A − ‖∇Un−
1
2 ‖2A}, (3.20)
where we denote ‖∇vn+ 12 ‖2A = (A∇vn+
1
2 ,∇vn+ 12 ).
(III)
(U
n, 14
ν,H , [δUn])Γ + (δUnν,H , [Un,
1
4 ])Γ + a1KH−1([Un, 14 ], [δUn])Γ
= 1
2∆t
{
2(U
n+ 12
ν,H , [Un+
1
2 ])Γ + a1KH−1‖[Un+ 12 ]‖2L2(Γ ) − 2(U
n− 12
ν,H , [Un−
1
2 ])Γ − a1KH−1‖[Un− 12 ]‖2L2(Γ )
}
. (3.21)
(IV)
(U
n, 14
ν,H − Unν,H , [δUn])Γ + (δUnν,H , [Un,
1
4 − Un])Γ + a1KH−1([Un, 14 − Un], [δUn])Γ
= ∆t
8
{
((∂tUn − ∂tUn−1)ν,H , [∂tUn + ∂tUn−1])Γ + ((∂tUn + ∂tUn−1)ν,H , [∂tUn − ∂tUn−1])Γ
+ a1KH−1([∂tUn − ∂tUn−1], [∂tUn + ∂tUn−1])Γ
}
= ∆t
8
{
2(∂tUnν,H , [∂tUn])Γ + a1KH−1‖[∂tUn]‖2Γ − 2(∂tUn−1ν,H , [∂tUn−1])Γ − a1KH−1‖[∂tUn−1]‖2Γ
}
. (3.22)
Combining the above inequalities (3.19)–(3.22) together, we can see that
‖Un‖2E = ‖Un−1‖2E . (3.23)
Then, we have (3.17). 
We turn to prove that the ‘‘energy’’ norm is nonnegative under a time step constraint. To this end, we need the following
inequalities. By trace theorem (cf. [25])
‖ψ‖2L2(Γ ) ≤ C2‖ψ‖‖ψ‖1,
and inverse estimates (cf. [25])
‖∇ψ‖ ≤ C3h−1‖ψ‖,
it follows that
‖ψ‖2L2(Γ ) ≤ C4h−1‖ψ‖2. (3.24)
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Lemma 3.6. Denote L = H/h. There exists a positive constant C1 such that for small H > 0,
‖ψn‖2E ≥
1
2
‖∂tψn‖2 + b(ψn+ 12 , ψn+ 12 ), (3.25)
provided that ∆t ≤ C1H, where
C1 =
√
4
2a1C23 L2 + 3a1KC4L
. (3.26)
Proof. By (3.15) and (3.24), we have
2(ψν,H , [ψ])Γ + a1KH−1([ψ], [ψ])Γ ≤ (A∇ψ,∇ψ)+
3a1K
2
H−1‖[ψ]‖2L2(Γ )
≤ a1C23h−2‖ψ‖2 +
3a1KC4
2Hh
‖ψ‖2. (3.27)
Then, we see that
(∆t)2
4
{2(∂tψnν,H , [∂tψn])Γ + a1KH−1([∂tψn], [∂tψn])Γ } ≤
(∆t)2
4
{
a1C23
h2
+ 3a1KC4
2Hh
}
‖∂tψn‖2
≤ (∆t)
2
2H2
{
a1C23
2
(
H
h
)2
+ 3a1KC4
4
(
H
h
)}
‖∂tψn‖2
≤ (∆t)
2
2H2
{
a1C23 L
2
2
+ 3a1KC4L
4
}
‖∂tψn‖2
≤ 1
2
‖∂tψn‖2, (3.28)
provided that∆t ≤ C1H , where C1 satisfies (3.26). This gives that (3.25) exists. 
As we have shown, Wave-IMPDD scheme (2.7) includes two terms on the inter-domain boundary Γ by integral mean
method to present explicit flux calculation. These terms are distinct ones different from Dawson–Dupont’s schemes and
the standard elliptic projection (3.6) is insufficient for optimal error estimates. To get optimal error estimates, we need a
new elliptic projection which should include inter-domain boundary’s terms. This new elliptic projection W˜ ∈ Mh of the
solution u is defined as follows:
(A∇(u− W˜ ),∇v)+ ((u− W˜ )ν,H , [v])Γ + (vν,H , [u− W˜ ])Γ + a1KH−1([u− W˜ ], [v])Γ = 0, ∀ v ∈Mh. (3.29)
It follows from Lemma 3.4 that the project problem (3.29) has unique solution for small H .
Choose the initial W˜ 0 and W˜ 1 are projections of u0 and
u1 = u0 +∆tv0 + (∆t)
2
2
(f 0 +∇ · (A∇u0)),
respectively. Then, we take the initial conditions
U0 = W˜ 0, U1 = W˜ 1. (3.30)
Let ξ n = un − W˜ n, θn = Un − W˜ n. The following lemmas give the bounds of ξ n.
Lemma 3.7 ([16]). There hold the a priori estimates:
‖ξ‖L2(Ω) ≤ C
{
hr+1 + H1/2‖η‖L∞(Ω)
}
, (3.31)
‖ξt‖L2(Ω) ≤ C
{
hr+1 + H1/2‖ηt‖L∞(Ω)
}
(3.32)
and
‖ξtt‖L2(Ω) ≤ C
{
hr+1 + H1/2‖ηtt‖L∞(Ω)
}
. (3.33)
Now, we turn to derive an L2(Ω)-norm error estimate for θn.
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Lemma 3.8. For θn, there exists the following error estimate
max
1≤n≤N
‖∂tθn‖2 + max
1≤n≤N
‖θn‖2 ≤ C
{
H
(
‖ηt‖2L2(0,T ;L∞(Ω)) + ‖ηtt‖2L2(0,T ;L∞(Ω))
)
+ (∆t)4 + H5 + h2(r+1)
}
. (3.34)
provided∆t ≤ C1H.
Proof. From (2.1), we obtain the weak formulation:
(∂2t u
n, v)+ (A∇un, 14 ,∇v)+ (un, 14ν , [v])Γ = (f n, 14 + ρn, v), ∀ v ∈Mh, (3.35)
where un = u(x, tn) and un, 14ν = (A∇un, 14 ) · νΓ . The time truncation term is (cf. [1])
‖ρn‖2 =
∥∥∥∥∥∂2t un − ∂2un,
1
4
∂t2
∥∥∥∥∥
2
≤ (∆t)3
∫ tn+1
tn−1
∥∥∥∥∂4u∂t4
∥∥∥∥2 dt ≤ C(∆t)3. (3.36)
To see this, we have averaged (2.1) at times tn+1, tn, tn−1 with weights 1/4, 1/2, 1/4, respectively; and replaced ∂
2un,
1
4
∂t2
by
∂2t u
n − ρn.
Combining (3.29) and (3.35), for all v ∈Mh, we have
(∂2t W˜
n, v)+ (A∇W˜ n, 14 ,∇v)+ (W˜ nν,H , [v])Γ + (vν,H , [W˜ n])Γ + a1KH−1([W˜ n], [v])Γ
= (f n, 14 + ρn, v)+ (unν,H − un,
1
4
ν , [v])Γ − (∂2t ξ n, v)− (A∇(ξ n,
1
4 − ξ n),∇v). (3.37)
Subtracting (3.37) from (2.7), we obtain error equation
(∂2t θ
n, v)+ (A∇θn, 14 ,∇v)+ (θn, 14ν,H , [v])Γ + (vν,H , [θn,
1
4 ])Γ + a1KH−1([θn, 14 ], [v])Γ
−{(θn, 14ν,H − θnν,H , [v])Γ + (vnν,H , [θn, 14 − θn])Γ + a1KH−1([θn, 14 − θn], [v])Γ }
= (∂2t ξ n − ρn, v)+ (A∇(ξ n,
1
4 − ξ n),∇v)− (unν,H − unν, [v])Γ − (unν − un,
1
4
ν , [v])Γ . (3.38)
Taking v = δθn, we turn to analyze the above equation. By Lemma 3.5, we can estimate the terms on the left-hand side
of (3.38) analogously
the left-hand side of (3.38) = 1
2∆t
{‖θn‖2E − ‖θn−1‖2E }. (3.39)
It is easy to see that
|(∂2t ξ n − ρn, δθn)| ≤ ε{‖∂tθn‖2 + ‖∂tθn−1‖2} + C{‖∂2t ξ n‖2 + ‖ρn‖2}. (3.40)
Then, we obtain
|(A∇(ξ n, 14 − ξ n),∇δθn)| = ∆t
4
|(A∇∂2t ξ n,∇(θn+ 12 − θn− 12 ))|
≤ ε{‖∇θn+ 12 ‖2 + ‖∇θn− 12 ‖2} + C(∆t)2‖∇∂2t ξ n‖2. (3.41)
By (3.2), we see that∣∣(unν,H − unν, [δθn])Γ ∣∣ ≤ 12∆t ‖unν − unν,H‖L∞(Γ )‖[θn+ 12 − θn− 12 ]‖L2(Γ )
≤ 1
2∆t
{
H
γ a1K
‖unν − unν,H‖2L∞(Γ ) +
γ
4
a1KH−1‖[θn+ 12 − θn− 12 ]‖2L2(Γ )
}
≤ 1
2∆t
{
CH5‖unν‖2W2,∞(Ω) +
γ
2
a1KH−1(‖[θn+ 12 ]‖2L2(Γ ) + ‖[θn−
1
2 ]‖2L2(Γ ))
}
, (3.42)
where constant γ satisfies 0 < γ < 1.
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Similarly, we have∣∣∣∣(unν − un, 14ν , [δθn])Γ ∣∣∣∣ ≤ 12∆t ‖unν − un, 14ν ‖L2(Γ )‖[θn+ 12 − θn− 12 ]‖L2(Γ )
≤ 1
2∆t
{
H
γ a1K
‖unν − un,
1
4
ν ‖2L2(Γ ) +
γ
4
a1KH−1‖[θn+ 12 − θn− 12 ]‖2L2(Γ )
}
≤ 1
2∆t
{
H(∆t)4
γ a1K
∥∥∥∥(∂2u(t˜)∂t2
)
ν
∥∥∥∥2
L2(Γ )
+ γ
4
a1KH−1‖[θn+ 12 − θn− 12 ]‖2L2(Γ )
}
≤ 1
2∆t
{
CH5‖utt( t˜ )‖2H2(Ω) +
γ
2
a1KH−1(‖[θn+ 12 ]‖2L2(Γ ) + ‖[θn−
1
2 ]‖2L2(Γ ))
}
, (3.43)
where time t˜ ∈ (tn−1, tn+1).
Collecting from (3.39) to (3.43), we obtain
1
2∆t
{‖θn‖2E − ‖θn−1‖2E}− γ2∆t a1KH−1{[‖θn+ 12 ‖2L2(Γ ) + ‖θn− 12 ‖]2L2(Γ )}
≤ ε{‖∂tθn‖2 + ‖∂tθn−1‖2 + ‖∇θn+ 12 ‖2 + ‖∇θn− 12 ‖2} + C{‖∂2t ξ n‖2 + ‖ρn‖2
+ (∆t)2‖∇∂2t ξ n‖2} +
C
2∆t
{
H5‖unν‖2W2,∞(Ω) + H5‖utt( t˜ )‖2H2(Ω)
}
. (3.44)
Noting that 0 < γ < 1 and multiplying (3.44) by 2∆t , we have
(1− γ )‖θn‖2E − (1+ γ )‖θn−1‖2E ≤ 2ε∆t{‖∂tθn‖2 + ‖∂tθn−1‖2 + ‖∇θn+
1
2 ‖2 + ‖∇θn− 12 ‖2}
+ C∆t{‖∂2t ξ n‖2 + ‖ρn‖2 + (∆t)2‖∇∂2t ξ n‖2} + C
{
H5‖unν‖2W2,∞(Ω) + H5‖utt( t˜ )‖2H2(Ω)
}
. (3.45)
Denote χ = 1−γ1+γ . Since 0 < χ < 1, we multiply both sides of (3.45) by χ
n−1
1+γ to get
χn‖θn‖2E − χn−1‖θn−1‖2E ≤ 2ε∆t{‖∂tθn‖2 + ‖∂tθn−1‖2 + ‖∇θn+
1
2 ‖2 + ‖∇θn− 12 ‖2}
+ C∆t{‖∂2t ξ n‖2 + ‖ρn‖2 + (∆t)2‖∇∂2t ξ n‖2} + C
{
H5‖unν‖2W2,∞(Ω) + H5‖utt( t˜ )‖2H2(Ω)
}
. (3.46)
Notice that θ0 = θ1 = 0 follows by (3.30). Summing (3.46) on n, we can have
χn‖θn‖2E ≤ 2ε∆t
n∑
l=1
{‖∂tθ l‖2 + ‖∂tθ l−1‖2 + ‖∇θ l+ 12 ‖2 + ‖∇θ l− 12 ‖2}
+ C∆t
n∑
l=1
{‖∂2t ξ l‖2 + ‖ρ l‖2 + (∆t)2‖∇∂2t ξ l‖2}
+ C
n∑
l=1
{
H5‖ulν‖2W2,∞(Ω) + H5‖utt( t˜ )‖2H2(Ω)
}
. (3.47)
Taking γ = 1N+1 , we notice that χ−n = (1 + 2N )n ≤ (1 + 2N )N < e2. By (3.47), using the discrete Gronwall lemma,
Lemmas 3.4 and 3.6, we derive
‖∂tθn‖2 + C0|||θn+ 12 |||
2 ≤ C∆t
n∑
l=1
{‖∂2t ξ l‖2 + ‖ρ l‖2 + (∆t)2‖∇∂2t ξ l‖2}
+ C{H5‖uν‖2L∞(0,T ;W2,∞(Ω)) + H5‖utt‖2L∞(0,T ;H2(Ω))}. (3.48)
The representation (cf. [1])
∂2t ξ
l = (∆t)−2
∫ ∆t
−∆t
(∆t − |τ |) ∂
2ξ
∂t2
(t l + τ)dτ
implies that
∆t
n∑
l=1
‖∂2t ξ l‖2 ≤ C
∥∥∥∥∂2ξ∂t2
∥∥∥∥2
L2(L2(Ω))
,
∆t
n∑
l=1
(∆t)2‖∇∂2t ξ l‖2 ≤ C(∆t)2
∥∥∥∥∂2ξ∂t2
∥∥∥∥2
L2(H1(Ω))
.
(3.49)
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Similarly, we can derive
∆t
n∑
l=1
‖∂tξ l‖2 ≤ C
∥∥∥∥∂ξ∂t
∥∥∥∥2
L2(L2(Ω))
. (3.50)
Since θn+1 = θn+ 12 + ∆t2 ∂tθn and θ
1
2 = 0, we can also easily bound
‖θn+1‖ ≤ ∆t
n∑
l=1
‖∂tθ l‖. (3.51)
By (3.48)–(3.51) and Lemma 3.7, we finally drive (3.34). 
Now, we can prove Theorem 2.1. Applying Lemmas 3.4 and 3.6, we have
max
1≤n≤N
‖∂t(u− U)n‖ + max
1≤n≤N
‖un − Un‖ ≤ max
1≤n≤N
{‖∂tξ n‖ + ‖∂tθn‖} + max
1≤n≤N
{‖ξ n‖ + ‖θn‖}
≤ C{hr+1 + H1/2(‖ηn‖L2(0,T ;L∞(Ω)) + ‖ηtt‖L2(0,T ;L∞(Ω)))+ (∆t)2 + H5/2}. (3.52)
By (3.52), using (3.9) and (3.10) respectively, we have
(1) For linear finite element space (r = 1) and in two-dimensional domain (d = 2) case
max
1≤n≤N
‖∂t(u− U)n‖ + max
1≤n≤N
‖un − Un‖ ≤ C{h2 + H1/2h2|lnh| + H1/2h2 + (∆t)2 + H5/2}
≤ C{h2 + H1/2h2(1+ |lnh|)+ (∆t)2 + H5/2}
≤ C{h2 + (∆t)2 + H5/2}, (3.53)
provided that H = O((1+ |lnh|)−2).
(2) For other finite element space (r > 1) case
max
1≤n≤N
‖∂t(u− U)n‖ + max
1≤n≤N
‖un − Un‖ ≤ C{hr+1 + H1/2hr+1 + (∆t)2 + H5/2}
≤ C{hr+1 + (∆t)2 + H5/2}. (3.54)
Then we can derive (2.10).
4. Convergence analysis of Wave-EIMPDD scheme
Since the differences between two schemes (2.7) and (2.9) are the second and third terms to calculate the flux on the
inner-domain boundary Γ , the convergence analysis of Wave-EIMPDD scheme (2.9) is similar to that of Wave-IMPDD
scheme (2.7). For the sake of brevity, we describe the processes of analysis for (2.9) simply.
The proof of the Theorem 2.2 is based on the following basic lemmas, whose proofs are similar to that of lemmas in
Section 3 accordingly.
Lemma 4.1 ([16]). For sufficiently smooth function V , there hold estimates
‖V̂H − V‖L2(Γ ) ≤
2
√
2+ 1
3
√
2H‖∇V‖L2(Ω), (4.1)
‖V̂H − V‖L∞(Γ ) ≤ CH4‖V‖W4,∞(Ω) (4.2)
and
V (x)− V̂H(x) = 1480H
4Vν4Γ (x)+ o(H
6), ∀ x on Γ , (4.3)
where Vν4Γ is the fourth-order normal derivative of V on Γ .
Lemma 4.2 ([16]). Let G = {y|y = x+ λνΓ , λ ∈ [−H, H],∀ x onΓ }. If ψ ∈ H1(Ω) and H > 0 is small, we have
‖Eψ‖L2(G) ≤
√
K‖ψ‖L2(Ω), ‖∇(Eψ) · νΓ ‖L2(G) ≤
√
K‖∇ψ‖L2(Ω), (4.4)
where E is defined by (2.5) and K is given as same as (3.5).
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For functions ψ with restrictions in H1(Ω1) ∪ H1(Ω2), we use the definition of the norm
|||ψ |||2 = (A∇ψ,∇ψ)+ 4a1KH−1([ψ], [ψ])Γ . (4.5)
We also use a bilinear form
b˜(ψ,ψ) = (A∇ψ,∇ψ)+ 2(ψ̂ν,H , [ψ])Γ + 4a1KH−1([ψ], [ψ])Γ . (4.6)
Lemma 4.3. There exists a positive constant C˜0 = 1−
√
11
12 such that for small H > 0,
b˜(ψ,ψ) ≥ C˜0|||ψ |||2. (4.7)
Proof. Similarly like (3.14), by (4.4) we can get
H‖ψ̂ν,H‖2L2(Γ ) ≤ 2H
{(
4
3
)2
‖ψν,H/2‖2L2(Γ ) +
(
1
3
)2
‖ψν,H‖2L2(Γ )
}
≤ 2
{
32
9
H
2
‖ψν,H/2‖2L2(Γ ) +
1
9
H‖ψν,H‖2L2(Γ )
}
≤ 11
3
a1K(A∇ψ,∇ψ). (4.8)
Then, we have
b˜(ψ,ψ) = (A∇ψ,∇ψ)+ 4a1KH−1([ψ], [ψ])Γ + 2(ψ̂ν,H , [ψ])Γ
≥ (1− ε)(A∇ψ,∇ψ)+
(
1− 11
12ε
)
4a1KH−1‖[ψ]‖2L2(Γ ). (4.9)
Taking ε =
√
11
12 in this estimate leads to (4.7). The proof of Lemma 4.3 ends. 
Define another ‘‘energy’’ norm
‖ψn‖2
E˜
= ‖∂tψn‖2 + b˜(ψn+ 12 , ψn+ 12 )− (∆t)
2
4
{2(∂̂tψnν,H , [∂tψn])Γ + 4a1KH−1([∂tψn], [∂tψn])Γ }. (4.10)
Lemma 4.4. If f = 0, the Wave-EIMPDD scheme (2.9) holds an ‘‘energy equality’’
‖Un‖2
E˜
= ‖U0‖2
E˜
. (4.11)
Lemma 4.5. There exists a positive constant C˜1 such that for small H > 0,
‖ψn‖2
E˜
≥ 1
2
‖∂tψn‖2 + b˜
(
ψn+
1
2 , ψn+
1
2
)
, (4.12)
provided that∆t ≤ C˜1H , where
C˜1 =
√
6
3a1C23 L2 + 23a1KC4L
. (4.13)
Proof. Since by (4.9) and (3.24) follows
2(ψν,H , [ψ])Γ + 4a1KH−1([ψ], [ψ])Γ ≤ (A∇ψ,∇ψ)+
23a1K
3
H−1‖[ψ]‖2L2(Γ )
≤ a1C23h−2‖ψ‖2 +
23a1KC4
3Hh
‖ψ‖2, (4.14)
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we see that
(∆t)2
4
{2(∂̂tψnν,H , [∂tψn])Γ + 4a1KH−1([∂tψn], [∂tψn])Γ } ≤
(∆t)2
4
{
a1C23
h2
+ 23a1KC4
3Hh
}
‖∂tψn‖2
≤ (∆t)
2
2H2
{
a1C23
2
(
H
h
)2
+ 23a1KC4
6
(
H
h
)}
‖∂tψn‖2
≤ (∆t)
2
2H2
{
a1C23 L
2
2
+ 23a1KC4L
6
}
‖∂tψn‖2
≤ 1
2
‖∂tψn‖2, (4.15)
provided that∆t ≤ C˜1H , where C˜1 satisfies (4.13). This prove that (4.12) holds. 
Similarly as the elliptic projection (3.29), to get optimal error estimates, we introduce an elliptic projection W˜ ∈ Mh of
the solution u as follows:
(ε∇(u− W˜ ),∇v)+ (̂uν,H − ̂˜W ν,H , [v])Γ + (̂vν,H , [u− W˜ ])Γ
+ 4a1KH−1([u− W˜ ], [v])Γ = 0, ∀ v ∈Mh. (4.16)
It follows from Lemma 4.3 that the project problem (4.16) has unique solution for small H .
Choose the initial W˜ 0 and W˜ 1 are projections of u0 and
u1 = u0 +∆tv0 + (∆t)
2
2
(f 0 +∇ · (A∇u0)),
respectively. Then, we take the initial conditions
U0 = W˜ 0, U1 = W˜ 1, (4.17)
Let ξ n = un − W˜ n, θn = Un − W˜ n. The following lemma gives the bounds of ξ n.
Lemma 4.6 ([16]). There hold the a priori estimates:
‖ξ‖L2(Ω) ≤ C{hr+1 + H1/2‖η‖L∞(Ω)}, (4.18)
‖ξt‖L2(Ω) ≤ C{hr+1 + H1/2‖ηt‖L∞(Ω)} (4.19)
and
‖ξtt‖L2(Ω) ≤ C{hr+1 + H1/2‖ηtt‖L∞(Ω)}. (4.20)
Now, we turn to derive an L2(Ω)-norm error estimate for θn.
Lemma 4.7. For θn, there exists the following error estimate
max
1≤n≤N
‖∂tθn‖2 + max
1≤n≤N
‖θn‖2 ≤ C
{
H
(
‖ηt‖2L2(0,T ;L∞(Ω)) + ‖ηtt‖2L2(0,T ;L∞(Ω))
)
+ (∆t)4 + H9 + h2(r+1)
}
, (4.21)
provided∆t ≤ C˜1H.
Here, the main equation for θ is
(∂2t θ
n, v)+ (A∇θn, 14 ,∇v)+ (̂θn, 14ν,H , [v])Γ + (̂vν,H , [θn,
1
4 ])Γ + 4a1KH−1([θn, 14 ], [v])Γ
− {(̂θn, 14ν,H − θ̂nν,H , [v])Γ + (̂vnν,H , [θn, 14 − θn])Γ + 4a1KH−1([θn, 14 − θn], [v])Γ }
= (∂2t ξ n − ρn, v)+ (A∇(ξ n,
1
4 − ξ n),∇v)− (̂unν,H − unν, [v])Γ − (unν − un,
1
4
ν , [v])Γ . (4.22)
Similarly as the proofs of (3.53) and (3.54), applying Lemmas 4.6 and 4.7 and the condition for H , we can derive (2.12).
The proof of Theorem 2.2 is completed.
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Fig. 3. The solution u(x, y, t) = t2 cos(pix) cos(piy) at t = 0.5.
Fig. 4. The contour of the solution u(x, y, t) = t2 cos(pix) cos(piy) at t = 0.5.
5. Numerical experiments
In this section, we present some numerical experiments for the procedures described above. All computer programs
below are written by Fortran 90 code and run on a Lenovo PC with Intel(R) Pentium(R) IV 3.00 GHz CPU and 1 GB memory.
The resulting linear systems of algebraic equations are solved by banded Gaussian elimination. Single precision is used for
all calculations.
Example 1 (Wave-IMPDD Scheme Case:). Let Ω = [(0, 1)] × (0, 1). The problem considered here is just the first model
in [18]:{
utt −∆u = f (x, y, t), inΩ × (0, T ],
u0(x, y) = 0, inΩ, t = 0, (5.1)
where f (x, y, t) is chosen so that u(x, y, t) = t2 cos(pix) cos(piy). See Figs. 3 and 4.
We consider two scenarios: (1) Crank–Nicolson–Galerkinmethod ([1], θ = 1/4) on uniformmesh; i.e. no domain decom-
position; (2) Galerkin domain decomposition method on global uniform mesh with two equal sub-domainsΩ1 = (0, 12 )×
(0, 1),Ω2 = ( 12 , 1)×(0, 1), with the inter-domain boundaryΓ = { 12 }×(0, 1). In these runs, the solution u is approximated
in the space of continuous piecewise bilinear function.
We approximate (5.1) by using 4-node quadrilateral mesh on 20 × 20, 40 × 40 and 80 × 80 grids, respectively. For
each domain decomposition case, we take H5/2 = h2 to balance error accuracy with respect to h and H and mesh ration
∆t = H5/4. In Table 1, we give the L2-norm errors for eh = u− U and ∂teh = ∂t(u− U) at time t = 0.5.
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Table 1
L2-norm error at t = 0.5.
Grids Wave-CN Wave-IMPDD Wave-CN Wave-IMPDD
‖eh‖L2 Rate ‖eh‖L2 Rate ‖∂teh‖L2 Rate ‖∂teh‖L2 Rate
20× 20 .2729e−03 .2145e−03 .1137e−02 .9250e−03
40× 40 .6824e−04 1.999 .5369e−04 1.998 .2962e−03 1.941 .2338e−03 1.984
80× 80 .1766e−04 1.950 .1342e−04 2.000 .8184e−04 1.856 .5860e−04 1.996
Table 2
The CPU time cost for the time interval [0, 0.5].
Grids h Wave-CN Wave-IMPDD
20× 20 .5000e−01 0.87s 0.29s
40× 40 .2500e−01 3.66s 1.22s
80× 80 .1250e−01 20.28s 5.48s
Table 3
L2-norm error at t = 0.5.
Grids Wave-CN Wave-EIMPDD Wave-CN Wave-EIMPDD
‖eh‖L2 Rate ‖eh‖L2 Rate ‖∂teh‖L2 Rate ‖∂teh‖L2 Rate
20× 20 .2729e−03 .1839e−03 .1137e−02 .7480e−03
40× 40 .6824e−04 1.999 .4600e−04 1.999 .2962e−03 1.941 .1880e−03 1.992
80× 80 .1766e−04 1.950 .1151e−04 2.000 .8184e−04 1.856 .4709e−04 1.997
Table 4
The CPU time cost for the time interval [0, 0.5].
Grids h Wave-CN Wave-EIMPDD
20× 20 .5000e−01 0.87s 0.21s
40× 40 .2500e−01 3.66s 0.95s
80× 80 .1250e−01 20.28s 4.86s
Remark 3. From Table 1, we can know that the Wave-IMPDD scheme approximates the exact solution better than Crank–
Nicolson–Galerkin method, having second-order convergence on h and∆t , respectively.
Next, we compare the CPU time cost of Crank–Nicolson–Galerkin scheme andWave-IMPDD scheme for the time interval
[0, 0.5]. See Table 2.
Remark 4. From Table 2, we can see that the CPU time cost ofWave-IMPDD scheme is smaller than that of Crank–Nicolson–
Galerkin scheme for each case andwhen themesh is finer, because the systembecomes larger,Wave-IMPDDschemeexhibits
its superiority.
Example 2 (Wave-EIMPDD Scheme Case). We approximate (5.1) on 20 × 20, 40 × 40 and 80 × 80 grids by using Wave-
EIMPDD scheme. For each domain decomposition case, we take H9/2 = h2 to balance error accuracy with respect to h and
H . The mesh ration is∆t = H9/4.
Table 3 shows the L2-norm errors for eh = u− U and ∂teh = ∂t(u− U) at time t = 0.5.
Table 4 shows the comparison of the CPU time cost for the time interval [0, 0.5].
Remark 5. From Tables 3 and 1, we can see thatWave-EIMPDD scheme approximates the exact solution better thanWave-
IMPDD scheme.
FromTables 4 and 2,we can also see that the CPU time cost of theWave-EIMPDD scheme is smaller than that of the Crank–
Nicolson–Galerkin scheme for each case and a little more than that of the Wave-IMPDD scheme. This shows that the costs
of the extrapolation procedures are little. When the mesh is finer, because the system becomes larger, the Wave-EIMPDD
scheme exhibits its superiority.
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