Using the framework developed previously by L.Polterovich for fibrations over S 2 we study the relations between the K-area for Hamiltonian fibrations with a typical fiber (M, ω) over a surface with boundary and the Hofer geometry on the group Ham (M, ω). Given a number of conjugacy classes in the universal cover of the group Ham (M, ω) we present an estimate on how far from identity the product of elements from these classes can lie. The estimate is expressed in terms of actions of certain periodic trajectories of Hamiltonian flows related to the conjugacy classes and is based on the multiplicative structure of the quantum cohomology of (M, ω). Considering Hamiltonian group actions on various symplectic manifolds we get similar estimates for other Lie groups. As a corollary we give a new proof of Lalonde-McDuff theorem on geodesics in Ham (M, ω) and present a new way to obtain Agnihotri-Belkale-Woodward inequalities for eigenvalues of products of unitary matrices.
Introduction
Roughly speaking, K-area is the inverse of a quantity obtained by fixing a class of connections on some fibration and by taking infimum of a C 0 -norm of the curvature tensors of connections in the fixed class (presuming that we have some prefixed metrics on the base and on the fiber used to measure the norm of a curvature tensor). The notion of K-area and its applications to symplectic topology were first introduced by M.Gromov in his seminal paper [12] . Other remarkable applications of K-area to symplectic topology were discovered later by L.Polterovich (see [25] , [26] , [27] ). He studied Hamiltonian fibrations over S 2 and, in particular, found a close connection between the following objects:
• the K-area of a Hamiltonian fibration over S 2 (where the bi-invartiant Hofer metric on the group of Hamiltonian symplectomorphisms of the fiber is used for the measurements in the definition of the K-area);
• the Hofer length of the clutching loop of Hamiltonian symplectomorphisms for the fibration (i.e. the loop used to construct the Hamiltonian fibration over S 2 from trivial fibrations over the two hemispheres).
L.Polterovich also found a way to use pseudo-holomorphic sections of the fibration to estimate the quantities mentioned above (see [25] ). In this paper we extend Polterovich's methods and results to Hamiltonian fibrations over an oriented surface Σ with boundary whose typical fiber is a closed connected symplectic manifold (M, ω) (for another interesting development of the Poltrevich's ideas in a different setup see [2] ). Since the fiber is connected, such a fibration is always trivial. Therefore in order to have an interesting quantity one needs to define K-area using the connections whose holonomies along the boundary components of Σ lie in some fixed conjugacy classes. Thus K-area becomes a quantity associated to a tuple of conjugacy classes in Ham (M, ω). If Σ has genus 0 and l boundary components then for a tuple C = (C 1 , . . . , C l ) of conjugacy classes its K-area is the inverse of Υ l (C) := inf
where ρ is the chosen bi-invariant Hofer metric on Ham (M, ω). Similar definition can be introduced for any connected Lie group G with a bi-invariant Finsler metric on it. To understand intuitively what K-area measures in the case ∂Σ = ∅ consider the following Definition 1.1 Define ∆ G l+1 as the set of all (l + 1)-tuples of conjugacy classes (C 1 , . . . , C l+1 ) in G such that ϕ 1 · . . . · ϕ l+1 = Id for some ϕ i ∈ C i , i = 1, . . . , l + 1.
The tuples from
are exactly all possible sets of conjugacy classes of holonomies of flat connections over ∂Σ ′ on a trivial fibration G × Σ ′ → Σ ′ , where Σ ′ is an oriented surface of genus 0 with l + 1 boundary components. In other words, ∆ G l+1 is formed exactly by the (l + 1)-tuples (C 1 , . . . , C l ) whose K-area is zero.
Thus measuring K-area of an l-tuple (C 1 , . . . , C l ) is nothing else but minimizing ρ(Id, C l+1 ) over the cross-section (C 1 , . . . , C l , ·) of ∆ G l+1 (since the metric ρ is assumed to be bi-invariant the function ρ(·, Id) is constant along any conjugacy class). Therefore finding K-area of an l-tuple of conjugacy classes becomes largely a question about the structure of the set ∆ G l+1 . This is a version of the so called Deligne-Simpson problem originally stated for G = GL(n, C) in the context of studying monodromies of a solution of a Fuchsian system of differential equations on the Riemannian sphere -see e.g. [39] .
When the Lie group G is finite dimensional it is possible in some cases to get a good description of ∆ G l+1 in geometric terms. One should first choose a fundamental domain U for the adjoint action of G on its Lie algebra g. Such a domain parameterizes the conjugacy classes in G: i.e. there is a one-to-one correspondence between points in U and the conjugacy classes in G. Thus ∆ G l+1 can be viewed as a subset ∆ G l+1 ⊂ U l+1 ⊂ g l+1 . A theorem of Meinrenken and Woodward [20] states that if G is a finite dimensional, compact, connected and simply connected Lie group, then ∆ G l+1 is a convex polytope (which is essentially due to the fact that it can be identified with the image of a certain moment map). If we denote by · the norm on g that defines the bi-invariant Finsler metric ρ on G, then finding K-area of an l-tuple of conjugacy classes amounts to finding a minimum of a (weakly) convex function · on a convex polytope which is a cross-section of ∆ G l+1 . If G = SU (n) the Agnihotri-Belkale-Woodward theorem (see [1] , [3] ) gives a complete description of the convex polytope ∆ G l+1 : it lists a complete, although not necessarily minimal, set of inequalities defining ∆ G l+1 (we will call them ABW inequalities). In other words the Agnihotri-Belkale-Woodward theorem provides a full list of inequalities describing possible eigenvalues of a product of unitary matrices in terms of the eigenvalues of the factors.
If G is an infinite-dimensional Lie group it is much harder to describe ∆ G l+1 as a geometric object. However, if G = Ham (M, ω) is the universal cover of the group Ham (M, ω), then using the Floer theory and pseudoholomorphic sections of the fibration Σ × M → Σ (where Σ is viewed as a non-compact surface with cylindrical ends), one can still get certain inequalities which are necessarily satisfied by elements of ∆ G l+1 . For a set of conjugacy classes (C 1 , . . . , C l+1 ) ∈ ∆ G l+1 these inequalities (which will be called action inequalities ) involve actions of certain periodic trajectories of Hamiltonian flows associated with Hamiltonian symplectomorphisms belonging to C 1 , . . . , C l+1 .
It turns out that the action inequalities are closely related to the ABW ones and this relation also indicates what should be the generalization of the ABW inequalities for other Lie groups (see Section 3.5.1). Here is a brief sketch of the relation.
Consider the Grassmannian Gr (r, n) of complex r-planes in C n equipped with a standard Kähler structure (see Section 3.5.1). If one fixes a complete flag in C n then to each subset I = {i 1 , . . . , i r } ⊂ {1, . . . , n} corresponds a Schubert variety representing an integer homology class σ I . Given homology classes (σ I 1 , . . . , σ I l ) ∈ H * (Gr(r, n), Z) and a class d ∈ Z ∼ = H 2 (Gr(r, n), Z) one can define the corresponding Gromov-Witten invariant (σ I 1 , . . . , σ I l ) d counting holomorphic maps S 2 → Gr (r, n) of degree d which send the l marked points on S 2 into cycles representing σ I 1 , . . . , σ I l (see Sections 3.5.1, 5.3.1).
There is a natural Hamiltonian action of SU (n) on (Gr (r, n), ω) which gives us the homomorphism SU (n) → Ham (Gr (r, n), ω) with the finite kernel Z n . The latter circumstance allows to pull back the Hofer metric from Ham (Gr (r, n), ω) to SU (n). Consider the corresponding functions Υ l , Υ r l defined, respectively, on conjugacy classes in SU (n) and Ham (Gr (r, n), ω) with respect to the Finsler metrics induced from Ham (Gr (r, n), ω).
Choose the fundamental domain U in the Cartan subalgerbra of su(n) to be defined by the equations:
so that C ζ , ζ = (ζ 1 , . . . , ζ n ), is the conjugacy class of an element of SU (n) with the eigenvalues e 2πiζ 1 , . . . , e 2πiζn . Let ξ i = (ζ i 1 , . . . , ζ i n ) ∈ U, i = 1, . . . , l, ξ = (ξ 1 , . . . , ξ l ) ∈ U l and let C ξ = (C ξ 1 , . . . , C ξ l ) be the corresponding conjugacy classes in SU (n). Fixing a fundamental domain U ⊂ su(n) allows us to choose in a consistent manner for each conjugacy class in SU (n) a preffered path connecting it with Id. A conjugacy class C ξ i , i = 1, . . . , l, in SU (n) together with the preferred path connecting it with Id uniquely determines a conjugacy class C r ξ i in Ham (Gr (r, n), ω). Denote C r ξ = (C r ξ 1 , . . . , C r ξ l ).
If n = 2, r = 1 the inequalities turn into equalities.
As a corollary we obtain the original ABW inequalities for SU (n).
. Then for any I 1 , . . . , I r such that (σ I 1 , . . . , σ Ir ) d = 0 one has r j=1 i∈I j ζ j i ≤ d.
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2) The groups G = SO(n), U (n), SU (n) equipped with the bi-invariant Finsler metric defined by the operator norm A = sup x =1 A(x) on the Lie algebra of G.
3) The group Ham (M, ω) of Hamiltonian symplectomorphisms of a closed connected symplectic manifold (M, ω) equipped with the Hofer metric (see the definitions below).
A bi-invariant Finsler metric on G, of course, induces a bi-invariant metric on the universal coverG of G (we assume that if G is infinite-dimensional its fundamental group is discrete). Thus when speaking aboutG we will always assume that it is equipped with the metric induced from G.
Observe also that since the metric ρ is bi-invariant and the group is connected the function ρ(Id, ·) is constant along any conjugacy class in G.
Given a conjugacy class C denote by C −1 the conjugacy class that contains inverses of elements from C.
Proposition 2.2
The quantity Υ l has the following elementary properties. 1) Υ l does not depend on the ordering of classes in a tuple -it is actually a function on the l-sets of conjugacy classes.
, where the right-hand side denotes the distance between the two closed sets in the metric space.
Example: G = SU(2), SO(3)
Let G = SU (2). Each element φ of SU (2) is conjugate to a diagonal matrix with eigenvalues e iζ , e −iζ , 0 ≤ ζ ≤ π, and the conjugacy class of φ is uniquely determined by ζ. We denote this class by [ζ] . As a smooth manifold SU (2) is the standard S 3 foliated by conjugacy classes in the following way: there are two conjugacy classes, [Id] and [−Id] each consisting of a point ("a pole"), while any other conjugacy class is a 2-dimensional sphere so that we have the standard foliation of S 3 \ {the 2 poles} by 2-dimensional spheres equidistant from the poles. Choosing a bi-invariant Finsler metric on SU (2) amounts to choosing a norm on the line R containing the interval 0 ≤ ζ ≤ π. Let us choose this norm so that the distance between diag (e iζ , e −iζ ) and Id in SU (2) is equal to |ζ| for any −π < ζ ≤ π. is an isometry of the space R 3 with the standard Euclidean metric and can be viewed as a counterclockwise rotation by an angle −π < ζ ≤ π around an axis oriented by some unit vector v ∈ R 3 . Such an element of SO(3) will be denoted by (v, ζ). Our choice of the bi-invariant Riemannian metric on SU (2) leads to an induced bi-invariant metric on SO(3) in which the length of any path γ(t) = (v, tζ), 0 ≤ t ≤ T , is equal to ζ. A conjugacy class of (v, ζ), −π < ζ ≤ π, in SO(3) is uniquely determined by the number |ζ| and is the projection of the conjugacy class [|ζ|] from SU (2). Thus the conjugacy classes in SO(3) will be also denoted by [ζ], 0 ≤ ζ ≤ π.
In this section we consider the case when G is the universal cover Ham (M, ω) of the group Ham (M, ω) of Hamiltonian symplectomorphisms of a closed connected symplectic manifold (M, ω).
Basic definitions concerning the group Ham (M, ω)
Let us briefly recall the definitions related to the group Ham (M, ω) of Hamiltonian symplectomorphisms of (M, ω). Consider the space H of functions H :
We say that Hamiltonian function H ∈ H defines a (time-dependent) Hamiltonian vector field X H on M if for any t the formula dH t (·) = ω(X H t , ·) holds pointwise on M .
An important remark. All the Hamiltonian functions in this paper are assumed to have zero mean value, i.e. they always belong to H. . However for our purposes it is more convenient to work with an equivalent norm H 1 = max M |H|. It is a deep result of symplectic topology (see [13] , [24] , [18] ) that the norm · 0 (or, equivalently, · 1 ) on the Lie algebra of Ham (M, ω) leads to a genuine metric on the group. An important remark. From now on we will assume that all periodic trajectories of the Hamiltonian flows that we consider are non-degenerate.
For any H ∈ H one can consider the corresponding action functional
The theorems proving the Arnold's conjecture (in the semi-positive case it was first proved in [14] ) imply that any Hamiltonian symplectomorphism of M has a closed contractible periodic orbit and therefore P(H) is not empty for any H as above.
If we have l Hamiltonians H = (H 1 , . . . , H l ) on M we denote by P(H) the set of equivalence classes [γ 1 , . . . ,γ l ], whereγ i = [γ i , f i ] ∈ P(H i ) and the equivalence relation is given by
We define
Semi-positive symplectic manifolds
Below we are going to use the machinery of pseudo-holomorphic curves and because of this we assume from now on that (M 2n , ω) is semi-positive, although in view of the recent developments in the Floer theory (see [9] , [19] ) it is likely that in most of the results below this assumption can be removed.
Recall that (M, ω) is semi-positive if at least one of the following conditions is fulfilled:
(c) the minimal Chern number N ≥ 0, defined by c 1 , π 2 (M ) = N Z, is greater than or equal to n − 2.
Here c 1 is the first Chern class of the tangent bundle T * M equipped with an almost complex structure J compatible with ω.
Semi-positivity of M means that for a generic almost complex structure J compatible with ω there are no J-holomorphic spheres with a negative Chern number.
The main theorem
Let H = (H 1 , . . . , H l ) be some Hamiltonians on M generating elements ϕ H i ∈ Ham (M, ω), i = 1, . . . , l. Consider the corresponding Hamiltonian flows. Each flow {ϕ t H i } 0≤t≤1 determines an element in G. The conjugacy class of this element inG will be denoted by
Now we state our main result concerning the action inequalities mentioned in Section 1. This is a generalization of the ABW inequalities for the case of the Lie group G = Ham (M, ω). However, unlike in [1] , [3] , we do not know whether the inequalities from Corollary 3.2 provide a complete list of inequalities defining ∆ G l .
Applications of Theorem 3.1
Theorem 3.1 has some interesting applications concerning the Hofer geometry and the generalizations of the ABW inequalities for other finitedimensional Lie groups.
Grassmannians, SU (n) and ABW inequalities
Now we turn to a detailed presentation of what was briefly discussed at the end of Section 1. Let M = Gr(r, n) be the Grassmannian of complex r-planes in C n . If one fixes a complete flag in C n then to each subset I = {i 1 , . . . , i r } ⊂ {1, . . . , n} corresponds the Schubert variety whose homology class will be denoted by σ I . The homology classes σ I for all I form a basis of H * (Gr(r, n), Z).
The Grassmannian Gr(r, n) can be viewed as the result of symplectic reduction for the Hamiltonian action of U (r) (by multiplication from the right) on the space of complex n×k matrices. The symplectic structure ω on Gr(r, n) that we choose is constructed as the one induced on the symplectic reduction by the standard symplectic structure on the space C nr of complex n×r-matrices. The natural complex structure on Gr(r, n) is compatible with ω and we assume that ω is normalized so that the cohomology class [ω] takes value 1 on the generator of H 2 (Gr(r, n), Z) ∼ = Z realized by a complex sphere. One can check that (Gr(r, n), ω) is a semi-positive symplectic manifold.
Given homology classes α 1 , . . . , α l ∈ H * (Gr(r, n), Λ ω ) and a class d ∈ Z ∼ = H 2 (Gr(r, n), Z) = Π one can define the corresponding Gromov-Witten invariant (α 1 , . . . , α l ) d (cf. Section 5.3.1). The Gromov-Witten invariants determine the multiplicative structure of the quantum cohomology ring of (Gr(r, n), ω). This structure has been extensively studied (see [4] , [5] , [38] , [43] ).
The group SU (n) naturally acts on Gr(r, n). This action is Hamiltonian. Choose the fundamental domain U ⊂ su(n) as in Section 1. Consider the 1-parametric subgroup diag(e 2πiζ 1 t , . . . , e 2πiζnt ) ⊂ SU (n), ζ = (ζ 1 , . . . , ζ n ) ∈ U, of diagonal matrices. Its action on Gr(r, n) produces a Hamiltonian flow {ϕ t H ζ } for some time-independent Hamiltonian H ζ : Gr(r, n) → R with mean value zero. One can check that for ζ = (ζ 1 , . . . , ζ n ) ∈ U such that ζ i = ζ j , 1 ≤ i, j ≤ n, the Hamiltonian H ζ is a Morse function and its Hamiltonian flow does not have non-constant contractible periodic trajectories of period less or equal than 1. (Such a Hamiltonian later will be called good -see Definition 3.4). In such a case the critical points of H ζ correspond exactly to the invariant r-subspaces of the matrix diag(e 2πiζ 1 t , . . . , e 2πiζnt ) in C n , or, equivalently, to subsets I = {i 1 , . . . , i r } ⊂ {1, . . . , n}, and at a critical point z I corresponding to such a subset I = {i 1 , . . . , i r } the critical value of H ζ is equal to
is formed by a constant path z I and a two-dimensional sphere f d attached to Z I and representing the class d ∈ Z ∼ = Π = H 2 (Gr(r, n), Z).
For each conjugacy class C ξ , ξ ∈ U, in SU (n) denote by C r ξ the conjugacy class in Ham (Gr (r, n), ω) corresponding to the Hamiltonian flow of H ξ . Let C ξ = (C ξ 1 , . . . , C ξ l ) be as in Section 1 and let C r ξ = (C r ξ 1 , . . . , C r ξ l ) the corresponding conjugacy classes in Ham (Gr (r, n), ω).
Let Υ l , Υ r l denote the same quantities as in Section 1. Finally, we state again Theorem 1.2 and Corollary 1.3.
Then for any I 1 , . . . , I r such that (σ I 1 , . . . , σ Ir ) d = 0 one has r j=1 i∈I j ζ j i ≤ d.
In fact, according to [1] , [3] the converse is also true: if for any I 1 , . . . , I r such that (σ I 1 , . . . , σ Ir ) d = 0 one has r j=1 i∈I j ζ j i ≤ d then Υ l (C ξ ) = 0. (To see it observe that all the ABW inequalities for all l can be deduced from the inequalities for l = 2, in which case the statement can be easily checked).
The results above describing the convex polytope ∆ SU (n) l can be extended to the case of other compact complex semi-simple connected and simply-connected Lie groups. Let us briefly sketch how this can be done. Given such a Lie group G with the Lie algebra g one should consider all its compact Kähler homogeneous spaces (these are in one-to-one correspondence with subsets of the set of simple roots of G -see [41] , [37] ). Since G is semi-simple, one has [g, g] = g and H 2 (g) = 0. Therefore the natural action of G on any such homogeneous space (M, ω) is Hamiltonian. Since 
Definition 3.4 A Hamiltonian H is called good if it satisfies the following conditions:
• H is time-independent;
• H is a Morse function on M ;
• the Hamiltonian flow of H has only constant contractible periodic trajectories of period less or equal than 1.
As an example of such a good Hamiltonian one can pick any sufficiently C 2 -small Morse function on M (see e.g. [15] Theorem 3.5 In the notation as above one has
where · 1 on is the norm on the Lie algebra of Ham (M, ω).
Now let H be good Hamiltonian with a unique point of global maximum. Considering H 1 = τ 1 H, H 2 = τ 2 H for any 0 < τ 1 < τ 2 ≤ 1, and applying Theorem 3.5 one readily obtains the following corollary.
, is globally length-minimizing in its homotopy class in Ham (M, ω).
This result has been previously proved for symplectic manifolds which are either 2-dimensional [17] or four-dimensional [40] or weakly exact [17] .
Let us now state the result for the case when l > 2. Suppose that H 1 , . . . , H l : M → R are some good Hamiltonians such that H 1 , . . . , H l−1 have unique points of global maximum and H l has a unique point of global minimum. Let C = (C 1 , . . . , C l ) be the conjugacy classes in the universal coverG corresponding, respectively, to the Hamiltonian flows of H 1 , . . . , H l . Theorem 3.7 Suppose that for H 1 , . . . , H l as above
As an easy application of Theorem 3.5 consider the case when M = S 2 with the standard Fubini-Study symplectic form ω. Let ϕ 1 and ϕ 2 be linear rotations of S 2 around the same axis by angles 0 ≤ ξ 1 ≤ ξ 2 ≤ π respectively. Clearly, ϕ 1 , ϕ 2 ∈ Ham (S 2 , ω). Denote their conjugacy classes by [ϕ 1 ], [ϕ 2 ]. In this case we can actually compute ρ {a} ([ϕ 1 ], [ϕ 2 ]) for all possible homotopy classes {a}. There are four such homotopy classes. Indeed, according to a result of Gromov [11] the subgroup SO(3) ⊂ Ham (S 2 , ω) is a deformational retract of Ham (S 2 , ω). Hence π 1 (Ham (S 2 , ω)) = π 1 (SO(3)) = Z 2 and the path in SO(3) defining the full 2π twist of S 2 around some axis represents the generator of Z 2 . This shows that there only two homotopy classes of paths connecting each of the elements ϕ 1 and ϕ 2 with the identity in Ham(S 2 , ω) (they are represented by "clockwise" and "counterclockwise" rotations around the oriented axis). Therefore we have four possible homotopy classes {a}. All the Hamiltonians can be easily computed.
Applying Theorem 3.5 we recover the result of F. Lalonde and D.McDuff [17] concerning geodesics in Ham (S 2 , ω) (also see [25] for further developments).
As another corollary of Theorem 3.1 we give an estimate from below on Υ 3 in the case of M = T 2 = R 2 /Z 2 equipped with the standard symplectic form ω coming from R 2 . This estimate is different from the one in Theorem 3.7. Also in the case of M = T 2 there is no need to pass to the universal cover of Ham (T 2 , ω) since this group is already simply connected (see e.g. [29] ).
Let H 1 , H 2 , H 3 : T 2 → R be good Hamiltonians that satisfy the following properties:
(i) H 3 has a unique point of global maximum;
(ii) H i , i = 1, 2, has exactly two points of Morse index 1.
Denote by C 1 , C 2 , C 3 the conjugacy classes of Hamiltonian symplectomorphisms generated, respectively, by
Denote by z 3 the global maximum of H 3 and denote by z 1 , z 2 the critical points of index 1 of, respectively, H 1 and H 2 so that z 1 and z 2 correspond to the two standard generators in H 1 (T 2 ). Theorem 3.9 Suppose that for H 1 , H 2 , H 3 as above
Then
As it follows from the proof, Theorem 3.9 admits a straightforward generalization for higher-dimensional symplectic tori.
4 Fibrations over a surface with boundary, K-area and weak coupling 4.1 Our favorite surface Σ Let Σ be a compact connected oriented Riemann surface of genus 0 with l ≥ 1 boundary components:
Fix a volume form Ω on Σ so that Σ Ω = 1. According to the Moser's theorem [22] , any two such volume forms can be mapped into each other by a diffeomorphism of Σ. The orientation of Σ determines an orientation on each T i (rotate an outward normal vector to Σ by 90 degrees counterclockwise to get the positive direction on ∂Σ).
Fibrations, connections, curvatures and holonomies
Consider a principal G-bundle π : P → Σ, i.e. a fiber bundle such that G acts on the total space freely from the left and the action preserves the fibers. Since the surface Σ can be contracted to its 1-skeleton and since G is connected the bundle π : P → Σ is trivial. Further on we will denote the bundle π : P → Σ simply by P . A trivialized bundle P will be denoted bỹ P .
We will consider only G-connections on a principal G-bundle, i.e. the connections that are invariant with respect to the action of G on the total space of the bundle.
Let L ∇ denote the curvature of a connection ∇ on the bundle π : P → Σ. The curvature tensor is G-invariant. To a pair of vectors v, w ∈ T * Σ the curvature tensor associates an element L ∇ (v, w) ∈ g. Here we identify the Lie algebra g of G with the space of right-invariant vector fields on G.
where the maximum is taken over all pairs
The definition of K-area
Given a connection ∇ on π : P → Σ its parallel transport along any path in the base commutes with the action of G. If the bundle is trivialized over a point y ∈ Σ and the fiber π −1 (y) is identified with G then the holonomy of ∇ along a loop based at y ∈ Σ can be viewed as the action of some element of G on the group G by multiplication from the right. Thus given a trivialization of the bundle at a point the holonomy of any connection along a closed path based at the point can be viewed as an element of G.
If the trivialization of the bundle is allowed to vary then the holonomy is defined up to conjugation in the group G. Observe that the action of the gauge group does not change L ∇ .
We are going to consider connections on the bundle P which are flat near the boundary and have some prescribed holonomies along the boundary components.
More precisely, let us pick a δ > 0 and consider a standard cylinder [1 − δ, 1] × S 1 with the coordinates (s, t), 1 − δ ≤ s ≤ 1, 0 ≤ t ≤ 1 (mod 1), and with the area form ds ∧ dt so that the total area of the cylinder is δ. For each i = 1, . . . , l let us fix a point y i ∈ T i , and an area-preserving maps Φ i : [1 − δ, 1] × S 1 → Σ, i = 1, . . . , l, that identify a small neighborhood of
A choice of trivialization provides an identification of the fiber of P over the point Φ i (s×0), 1−δ ≤ s ≤ 1, with G and allows to view the holonomy of a connection over the oriented path t → Φ i (s × t), 0 ≤ t ≤ 1, as an element of G. Thus we can introduce the following definitions.
Let C = (C 1 , . . . , C l ) be some conjugacy classes in G. 
Obviously, since none of the boundary components of Σ is preferred over the others, the quantity K-area (C 1 , . . . , C l ) does not depend on the order of the conjugacy classes C 1 , . . . , C l .
The relation between K-area and Υ l
The principal relation between K-area and Υ l is expressed in the following theorem.
.
(If K-area is infinite its inverse is assumed to be zero).
We will prove Theorem 4.4 in a stronger form (see Theorem 4.9) but in order to formulate it we need to introduce more definitions.
Systems of paths
The quantity Υ l can be defined in a different way as follows.
Definition 4.5 A system of paths a = (a 1 , . . . , a l ) is a tuple of some smooth paths a 1 , . . . , a l : [0, 1] → G such that
The length (a) of a system of paths a is defined as the sum of lengths of the paths that form the system, where the length of a path is measured with respect to the fixed Finsler metric on G.
Definition 4.6 Let C = (C 1 , . . . , C l ) be some conjugacy classes in G. We define G(C) as the set of all systems of paths (a 1 , . . . , a l ) such that a i (1) ∈ C i , i = 1, . . . , l. 
Remark 4.10 In the case when the genus g of Σ is greater than zero one can prove an analogue of Theorem 4.9. Namely, observe that if g > 0 one can define K-area [∇] (C) in the same way as before. As for the analogue of Υ l one can define a quantity Υ l,g (C 1 , . . . , C l ) using (l, g)-systems of paths (a 1 , . . . , a l , b 1 , . . . , b g ): namely, the sets of l + g paths a 1 , . . . , a l , b 1 , . . . , b g :
One can prove that
in the same way as Theorem 4.9.
However, one can easily show that for all finite-dimensional groups G the quantity Υ l,g,[[∇]] vanishes for all l, g > 0. I do not have any example of an infinite-dimensional group with Υ l,g,[[∇]] known to be non-trivial for some l, g > 0.
Connections on Hamiltonian fibrations and weak coupling
In the case G = Ham (M, ω) instead of dealing with connections on the trivial principal bundle Σ × G → Σ it is much more convenient to work with connections on the associated bundle Σ × M → Σ. Let us briefly recall the following basic definitions (see [10] for details). The weak coupling construction [10] prescribes that for any P -compatible formω that vanishes near ∂P and for sufficiently small ε > 0 there exists a smooth family of closed 2-forms {Ω t }, t ∈ [0, ε), on P with the following properties:
(i) Ω 0 = π * Ω, where π is the projection π : P → Σ and Ω is the fixed symplectic form on the surface Σ;
where the cohomology classes are taken in H 2 (P, ∂P ); (iii) the restriction of Ω t on each fiber of π is a multiple of the symplectic form on that fiber; (iv) Ω t is symplectic for t ∈ (0, ε).
Definition 4.12
We define size (ω) as the supremum of all ε that admit a family {Ω t }, t ∈ [0, ε), satisfying the properties (i)-(iv) listed above.
Any P -compatible formω defines a connection ∇ on π : P → Σ and, conversely, any Hamiltonian connection on P → Σ can be defined by means of a P -compatible 2-formω (see e.g. [10] ). In such a case we will say that ω is ∇-compatible. For any Hamiltonian connection ∇ on a Hamiltonian fibration P → Σ with a 2n-dimensional fiber there is a unique P -compatible and ∇-compatible formω ∇ such that the 2-form on Σ obtained fromω n+1 ∇ by fiber integration is 0. The formω ∇ restricted on the horizontal lifts of vectors from the base exactly coincides with the curvature of ∇ (see e.g. The following theorem can be proved by exactly the same arguments as the similar theorems in [25] , [27] . 
Pseudo-holomorphic curves and Gromov-Witten invariants
Now we return to the setup from Section 3 where (M, ω) is a compact closed connected semi-positive symplectic manifold and G = Ham (M, ω).
Conley-Zehnder index of a periodic trajectory of a Hamiltonian flow
Let 
Definition of the moduli spaces of pseudo-holomorphic curves and Gromov-Witten invariants
Remark 5.1 We will sometimes need to rescale our surface Σ and to present it as a non-compact surface of area 1 with l cylindrical ends. In such a situation we fix an identification Φ i :
Without loss of generality we may assume that the identifications are chosen in such a way that near infinity the conformal structure on the ends gets identified with the standard conformal structure on the cylinder [0, +∞) × S 1 . We will feel free to rescale Σ back and forth so that it will sometimes be a compact surface and sometimes a non-compact surface with cylindrical ends.
We will say that an almost complex structureJ on the total space of a Hamiltonian fibration is fibered if it maps any tangent space to any fiber of the fibration into itself and the almost complex structure on the fiber obtained in this way is compatible with the symplectic form on that fiber. Now let H = (H 1 , . . . , H l ) be some Hamiltonians. Let us choose somê γ ∈ P(H). Let us also pick a cut-off function β : R → [0, 1] such that β(s) vanishes for s ≤ ǫ and β(s) = 1 for s ≥ 1 − ǫ for some small ǫ > 0.
Any section u : Σ → P by means of the trivializationP induces some maps
Suppose that J 1 , . . . , J l are some ω-compatible almost complex structures on M . For each i = 1, . . . , l consider the non-homogeneous Cauchy-Riemann equation
where gradient is taken with respect to the Riemannian metric x, y = ω(x, J i y) on M . According to [11] , 1.4.C, the solutions of such an nonhomogeneous equation exactly correspond to pseudo-holomorphic sections of π −1 (Σ i ) → Σ i with respect to some unique fibered almost complex structure on π −1 (Σ i ).
Fix an almost complex structure j on Σ compatible with the symplectic form Ω.
Definition 5.2 LetJ be an almost complex structure on P . We shall say thatJ is (P , H)-compatible if the following conditions hold. •J is fibered.
• π •J = j • π, where π : P → Σ is the projection.
• For each i = 1, . . . , l there exist some number K i such that overΣ Let us denote by T (P , H) the space of all (P , H)-compatible almost complex structures on P . We also define a subset T 0 (P , H) ⊂ T (P , H) that includes only thoseJ ∈ T (P , H) which for some J are split asJ = j × J over a compact part of Σ that contains Σ \ l i=1 Σ i so that in J = J i for all i = 1, . . . , l. In such a case we will writeJ =J J,H . Looking at the condition (ii) one sees that the space M(γ, H,J) depends only on the equivalence class of theγ as defined above.
Consider now some elementsγ
In the following statement our setup is slightly different from the one used in [23] , [34] : namely, the class of admissible almost complex structure here is T (P , H) which is larger than the class T 0 (P , H) ⊂ T (P , H) used in [23] , [34] . Nevertheless, the result can be proved by the same methods as in [23] , [34] , [36] .
Proposition 5.4 For a generic almost complex structureJ ∈ T (P , H)
tamed by a symplectic form on P the space M(γ, H,J ) is a smooth oriented manifold with a correctly defined fundamental class. Its dimension is given by
Let us denote by T reg (P , H) ⊂ T (P , H) the set of all such generic almost complex structuresJ.
Pick an almost complex structureJ ∈ T reg (P , H) ∩ T 0 (P , H) tamed by the split symplectic form Ω ⊕ ω on P = Σ × M andγ ∈ P(H) such that µ(γ) = 2n. The space M(γ, H,J ) is zero-dimensional and consists of finite number of curves. Let us count these curves with appropriate signs (see [8] ). The resulting Gromov-Witten invariant n(γ, H,J ) = n(γ, H) does not depend on the choice ofJ ∈ T reg (P , H) ∩ T 0 (P , H) tamed by Ω ⊕ ω. This is exactly the Gromov-Witten invariant involved in the hypothesis of Theorem 3.1.
5.3
The quantum cohomology of (M, ω) and the hypothesis of Theorem 3.1
To make sure that a certain particular Gromov-Witten invariant does vanish and to obtain practical applications of Theorem 3.1 one needs to reduce the problem to the study of the multiplicative structure of quantum cohomology of (M, ω). We will briefly recall the necessary definitions. Given an almost complex structure J as above one can define a ring structure on the quantum cohomology by means of the following deformed cup-product, or quantum product (see [42] , [31] , [32] ). Namely for
Floer and quantum cohomology: basic facts
, be the corresponding Poincaré-dual homology classes. We set the quantum product
where (a 1 * a 2 ) A ∈ H i+j−2c 1 (A) (M ) is given by means of the Gromov-Witten numbers (a 1 * a 2 ) A , α 3 = (α 1 , α 2 , α 3 ) A .
If A is not a multiple class with c 1 (A) = 0 then the numbers (α 1 , α 2 , α 3 ) A are defined as follows (for the general case see [30] , [31] , [32] ). represent these homology classes by generic cycles (also denoted by α 1 , α 2 , α 3 ) and define
The points in M(A, J) are counted with appropriate signs and the resulting integer does not depend on the choice of the cycles in the given homology classes. Observe that (a 1 * a 2 ) 0 represents the usual cup-product: (a 1 * a 2 ) 0 = a 1 ∪ a 2 . In particular, it means that the cohomology class 1 ∈ H 0 (M ) Poincaré-dual to the fundamental class [M ] is the unit element in QH * (M ).
It was proved in [31] that the quantum product is associative. Now we recall the basic facts about Floer cohomology. The Floer theory shows that one can define a kind of "Morse homology" for the action functional A H along the following lines (for the details of the theory in the semi-positive case see [14] ). Given an almost complex structure J compatible with ω, one defines a chain complex CF * (H, J) of Λ ω -modules where the module CF k (H, J) is freely generated over Λ ω by the critical points of A H with the Conley-Zehnder index k. The differential ∂ in the complex is defined similarly to the finite-dimensional Morse homology by means of counting solutions of an appropriate non-homogeneous Cauchy-Riemann equation that represent "the gradient trajectories" connecting different critical points of A H (see e.g. [14] for details). One can show that ∂ 2 = 0 (see [14] ). The homology group HF * (H, J) (which is actually a module over 
where the sum is taken over allγ ∈ P(H) such that µ(γ) = 2n. The sum in (8) represents an integral chain in the chain complex
Roughly speaking, this chain complex is an integral Morse homology complex for the action functional A H , H = (H 1 , . . . , H l ), and its homology is equal to HF * (H 1 , J l ) ⊗ . . . ⊗ HF * (H l , J l ), where ⊗ stands for the graded tensor product over the Novikov ring Λ 0 -see [23] for details. J) is the natural isomorphism from (7) .
If h is a good Hamiltonian then QF
h = SF h where SF h : H * (M ) ⊗ Λ ω → HF * (h,
Free chain complexes and their homologically essential generators
Theorem 5.5 allows in some cases to establish non-triviality of the number n(γ, H) for some specificγ. Suppose C * is a free (graded) module spanned over a ring R by the basis B = (y 1 , . . . , y k ) and suppose that (C * , ∂) is a chain complex.
Definition 5. 6 We say that a generator y i ∈ B is essential for a homology class from H * (C * , ∂) if this homology class does not belong to the image of i K for any K ⊂ Span (B \ {y}) . Equivalently, one can say that y i is essential for a homology class if it enters with a non-zero coefficient into any chain representing this homology class.
Example 5.7 Let h be a Morse function on a closed connected symplectic manifold (M 2n , ω). Consider a generic almost complex structure J on M compatible with ω so that h is a Morse-Smale function with respect to the Riemannian metric < ·, · >= ω(·, J·). Let (C * (h), ∂ M orse ) be the Morse chain complex over Λ ω associated with h by means of the Riemannian metric < ·, · >. The module C * (h) is a freely generated over Λ ω by the basis B = (y 1 , . . . , y k ) whose elements correspond to all the critical points of h. Throughout this section we will assume that all H 1 , . . . , H l are good Hamiltonians. In particular, they are time-independent and henceH i = −H i , i = 1, . . . , l. The critical points of H i will be also viewed as critical points ofH i with the complementary Morse indices. We choose a generic enough almost complex structure J on M that is compatible with ω and use the canonical grading-preserving identification between the Floer chain complex (CF * (H i , J), ∂ F loer ) and the Morse chain complex (C * (H i ), ∂ M orse ), i = 1, . . . , l, (recall that the Morse complexes are taken with coefficients in the ring Λ ω which contains Q and therefore has no torsion). DenoteJ =J J,H . In view of the identification above and Theorem 5.5 the chain
can be considered as representing a homology class Θ H,J in
(Recall that all the tensor products α 1 ⊗ . . . ⊗ α l are taken over Λ ω ). Let us choose some generators {α m i }, i ∈ I 1 , m = 1, . . . , l, in H * (M ). and let z l i , i ∈ I 2 , be all the critical points of H l , where I 1 , I 2 are some finite sets of indices. Then one can represent the homology class Θ H,J by a chain as follows:
where each α i j is viewed as an integral homology class of the Morse complex ofH j over Z and [z l i , f l i ] ∈ P(H l ) for some f l i . Here we have incorporated all the coefficients from Λ ω in Θ H,J into the last factor of the tensor product and we expanded a product of a coefficient from Λ ω with an element of the Λ ω -module C * (H l ) as a sum of elements from P(H l ).
Suppose that z 1 , . . . , z l are some critical points of H 1 , . . . , H l respectively, so that the sum of their Morse coindices (as critical points of H 1 , . . . , H l ) equals 2n. Letγ i ∈ P(H i ), i = 1, . . . , l −1, be formed by the pair of constant maps to z i and letγ l ∈ P(H i ) be formed by a constant map S 1 → z l and a smooth 2-sphere attached to z l . Abbreviate as before:γ = [γ 1 , . . . ,γ l ] ∈ P(H). Any such elementγ of P(H) will be called an adjustedγ associated with (z 1 , . . . , z l ). Now let c 1 , . . . , c l ∈ QH * (M ) be some quantum cohomology classes so that
Definition 5. 8 We will say that the tupleγ is involved in the multiplication identity (11) if the following two conditions are fulfilled.
• The critical point z l ofH l is essential for the homology class PD(c l ) ∈ H * (C * (H l ), ∂ M orse ) Poincaré-dual to c l .
• Each of the representations (10 ) of Θ H,J includes only one non-zero term of the form α i 1 ⊗. . . α i l−1 ⊗γ l that simultaneously satisfies the two conditions below: (A) c j (α i j ) = 0 for all j = 1, . . . , l − 1; (B) z j , j = 1, . . . , l − 1, is essential for α i j ∈ H * (C * (H j ), ∂ M orse ), where z j is viewed as a critical point ofH j . Now we are able to state the main result of this section which reformulates the hypothesis of Theorem 3.1 in terms of multiplicative structure of the quantum cohomology of (M, ω). Namely, Definition 5.8 and the considerations that preceed it imply the following Proposition 5.9 Let H = (H 1 , . . . , H l ) be good Hamiltonians as above. Then, given an identity (11) , there always exist some critical points z 1 , . . . , z l of H 1 , . . . , H l respectively and an adjustedγ ∈ P(H) associated with (z 1 , . . . , z l ) so thatγ is involved in (11) . For any suchγ the corresponding Gromov-Witten invariant does not vanish: n(γ, H) = 0. 
with l − 1 factors in the left-hand side. Suppose that z i , i = 1, . . . , l − 1, is a unique point of global maximum of H i and z l is a unique point of global minimum of H l . Letγ i , i = 1, . . . , l, be formed by a pair of constant maps into z i . Thenγ is involved in the identity (12) . Similarly, if z i , i = 1, . . . , l − 1, is a unique point of global minimum of H i and z l is a unique point of global maximum of H l . Thenγ is involved in the identity (12) .
Example 5.11 Suppose that H 1 , . . . , H l are good Hamiltonians on M such that the differentials in all Morse chain complexes (C * (H i ), ∂), i = 1, . . . , l, are zero and hence QH * (M ) is freely generated as a module by the critical points of any of the hamiltonians H i . Denote the critical points of H i by z i j , where j runs over some finite set of indices. Suppose now that z i j i , i = 1, . . . , l, are some critical points ofH i such that their Morse indices (as critical points ofH i ) add up to 2n. Letγ i , i = 1, . . . , l − 1, be formed by a pair of constant maps into z i j i and letγ l ∈ P(H i ) be formed by a constant map S 1 → z l j l and a smooth 2-sphere attached to z l j l that realizes a homology class A from Π. For each homology class z i j i , i = 1, . . . , l − 1, consider its dual cohomology class Z i j i (so that Z i j i takes value 1 on z i j i and zero on any other critical point ofH i ). Consider the product of cohomology classes Z 1 j 1 , . . . , Z l−1 j l−1 and write it as
where the coefficients λ j belong to Λ ω . Thenγ is involved in the identity (13) if and only if the coefficient λ j l is divisible by e 2πiA in Λ ω .
Proof of Proposition 2.3
We will prove the proposition for the case of SO(3) and one can easily see that it immediately implies the result for SU (2).
A well-known result from the symmetric spaces theory (see e.g. [21] ) implies that one-parametric subgroups of SO(3) are geodesics and therefore, if (v, ζ) is an element of SO(3) such that 0 ≤ ζ ≤ π then ρ (Id, (v, ζ)) = ζ. This easily implies the proposition in the cases l = 1, 2. Now suppose that l ≥ 3 and as before
). An elementary calculation shows that if we multiply in SO(3) two elements (v 1 , ζ 1 ) and (v 2 , ζ 2 ), such that the angle between the unit vectors v 1 and v 2 in R 3 is χ then the product will be a rotation by an angle ξ, 0 ≤ ξ ≤ π, such that 2 cos ξ = cos 2 χ (1 − cos ζ 1 )(1 − cos ζ 2 ) − 2 cos χ sin ζ 1 sin ζ 2 + cos ζ 1 + cos ζ 2 + cos ζ 1 cos ζ 2 − 1.
Using this formula one easily gets that the set of all such possible ξ is the interval defined by the numbers ζ 1 , ζ 2 : I(ζ 1 , ζ 2 ) = |ζ 1 − ζ 2 | ≤ ξ ≤ min(π, ζ 1 + ζ 2 ). Observe that if ζ 3 ∈ I(ζ 1 , ζ 2 ) then any element from the conjugacy class [ζ 3 ] can be represented as a product of an element from [ζ 1 ] and an element from [ζ 2 ]. This allows us to proceed by induction and to show that for any l ≥ 2 an element from the conjugacy class [ζ l ] can be represented as a product of some l − 1 elements
Observe also that in SO(3) any element lies in the same conjugacy class as its inverse. Thus one easily gets that there three possible cases: either
In all three cases one has
The proposition is proven.
7 Proof of Proposition 4.7.
Given a tuple C = (C 1 , . . . , C l ) of conjugacy classes in G and a tuple φ = (φ 1 , . . . , φ l ) of elements from G we will write φ ∈ C if φ i ∈ C i , i = 1, . . . , l. Denote by ∆ the set of all tuples f = (f 1 , . . . , f l ) of elements from G such that f 1 · . . . · f l = Id.
Observe that by considering systems of paths (a 1 , . . . , a l ) ∈ G(C) containing l − 1 constant paths lying in C 1 , . . . , C l−1 we get that
To prove the opposite inequality let us write it suffices to show that
Since the metric ρ is bi-invariant one has
and one observes that
Hence we get (14) and the proposition is proven.
8 Proof of Theorem 4.4 8.1 The case of a cylinder: l = 2
In the case when Σ is a cylinder the proof basically imitates the similar proofs from [25] , [27] . Observe that coarse-length (γ), unlike length (γ), essentially depends on the parameterization of the path γ : [0, 1] → G. However, by reparametrizing γ one can always make its coarse length equal to its length (see e.g. [28] ).
Preliminaries
Without loss of generality we can assume that Σ is a standard cylinder [0, 1] × S 1 with the coordinates (s, t), 0 ≤ s ≤ 1, 0 ≤ t ≤ 1 (mod 1), and equipped with the area form Ω = ds ∧ dt, so that Σ Ω = 1. Set C = (C 1 , C 2 ). Similarly to Definition 4.2 we define hereL(C) as the set of connections on P = Σ × G → Σ whose holonomies over the closed paths {t → 0 × t} 0≤t≤1 and {t → 1 × t} 0≤t≤1 belong, respectively, to the conjugacy classes C −1 1 and C 2 . We denote by G ′ (C) the set of all smooth paths a : [0, 1] → G such that a(0) ∈ C −1 1 , a(1) ∈ C 2 . Similarly to Section 4.4.2 we denote byL [∇] (C) the connected component ofL(C) corresponding to a homotopy class [∇] of connections. By G ′ {a} (C) we denote the connected component of G ′ (C) corresponding to the homotopy class {a} of paths connecting C −1 1 and C 2 . In our case, when l = 2, the sets G(C) and G ′ (C) are closely related. Indeed, an element of G(C 1 , C 2 ) is a pair of paths a 1 , a 2 : [0, 1] → G such that a −1
Joining the curves a −1 1 and a 2 in G at their common point a −1 1 (0) = a 2 (0) one obtains a curve that connects φ −1 1 and φ 2 . Conversely, given a path c : [0, 1] → G connecting φ −1 1 and φ 2 , one can view it as a union of two curves that join each other at their common endpoint. One of these curves can be taken for a 2 and the group inverse of the other one for a 1 . Appropriately parameterized these two new curves form a system of paths belonging to G(C 1 , C 2 ). One easily sees that there is a one-to-one correspondence between homotopy classes of elements of G(C) and G ′ (C).
Given a connection ∇ ∈L(C) and a trivializationP of P → Σ, one can associate to it a path a ∇,P belonging to G ′ (C). Namely let ϕ −1 1 ∈ C −1 1 and ϕ 2 ∈ C 2 be the holonomies (with respect to the fixed trivializationP ) of ∇ along, respectively, the closed paths {0 × t} 0≤t≤1 and {1 × t} 0≤t≤1 . Define a path a ∇,P : [0, 1] → G by taking the holonomy of ∇ along the closed path {t → s × t} 0≤t≤1 as a ∇,P (s). The homotopy class of a ∇,P depends only on [∇] and will be denoted by {∇}. The corresponding connected component of G ′ (C) will be denoted by G ′ {∇} (C). We will show in the Section 8.1.4 that any homotopy class of paths from G ′ (C) can be represented as {∇} for some [∇] . Now the theorem (for the case of a cylinder) becomes an immediate corollary of the following lemma.
Proof of ≥ in (15)
Let us take a connection ∇ ∈L(C). Let us choose a global trivializationP of P → Σ so that the holonomy of ∇ along any interval inside [0, 1] × 0 is identity. Given the trivialization, let ϕ −1 1 and ϕ 2 be the holonomies of ∇ along the closed paths {t → 0 × t} 0≤t≤1 and {t → 1 × t} 0≤t≤1 respectively. Then, as it was described above, ∇ defines a path a ∇,P : [0, 1] → G connecting ϕ −1 1 and ϕ 2 and belonging to G ′ {∇} (C). In order to prove (15) it is enough to prove
To prove (16) let us denote by ∂/∂s and ∂/∂t the standard vector fields on Σ = [0, 1] × S 1 and by X and Y their horizontal lifts. Let X s and Y t be the vertical components of the flows of X and Y respectively. Set h s,t = Y t X s (this map is defined on a domain which depends on s and t).
Consider a family of vector fields
Then v s,1 (s, 0) = da ∇,P ds .
On the other hand, 
By means of the trivialization P = Σ × G the vector field [X, Y ] vert restricted on the fiber over (s, t) can be viewed as a left-invariant vector field on G. Let [X, Y ] vert (s,t)×x be a vector from this vector field at a point (s, t) × x ∈ π −1 (s, t). The right-invariant vector field on G that includes this vector provides an element in g that is equal (up to sign) to the curvature L ∇ (∂/∂s, ∂/∂t) taken at the point (s, t) × x. Since the metric on G is biinvariant we get that
Combining (17) and (18) we get (16) and thus prove (15) . We are going to define a connection ∇ on K × G → K by defining the corresponding field of horizontal planes. Take a monotone cut-off function ψ(t) on the segment [0, 1] such that ψ(t) = 1 when t is near 0, and ψ(t) = 0 when t is near 1. Let us also denote by L g : G → G the multiplication by an element g ∈ G from the left. Our horizontal plane will be generated by two horizontal vector fields X and Y which would be the horizontal lifts of ∂/∂s and ∂/∂t respectively. The vector fields are defined as follows: at a point (s, t) × x ∈ K × G our horizontal plane will be generated by the vectors
and Y (s,t)×x = 0, 1, 0 .
One easily sees that the plane field that we have defined is invariant under the action of G from the left on the fibers and defines a connection ∇ on P → Σ whose holonomies over the ends of Σ belong to the conjugacy classes C 1 and C 2 . Therefore ∇ ∈L(C) and clearly [a] = {∇}. This shows in particular that any homotopy class of paths from G ′ (C) can be realized as {∇} for some [∇] .
The commutator of X and Y is a vertical vector field which at a point (s, t) × x ∈ K × G looks as follows:
Now the curvature L ∇ evaluated on the pair of vectors (∂/∂s, ∂/∂t) at the point (s, t) is a right-invariant vector field on G whose value at (s, t)×x is ψ ′ (t)dL xa −1 (s) ( da ds (s)). This right-invariant vector field corresponds to some element L ∇ (s, t) ∈ g. Since the metric on G is bi-invariant we get that
Hence
Now fix a small positive number ε. We can choose the function ψ above so that |ψ ′ (t)| ≤ 1 + ε for all t. Therefore we get
Since ε was taken arbitrarily we get the desired inequalities. This finishes the proof of Lemma 8.1 and the proof of Theorem 4.4 in the case when Σ is a cylinder.
Remark 8.2 Suppose that one drops the normalization condition for the area of the cylinder Σ to be 1. Then one can repeat the proofs above for the cylinder [0, A] × S 1 of area A taking the rescaling into account. As a result one would get the inequalities: Let Σ be a disc. Present it as a cylinder Cyl one of whose boundary components is capped with a disc D. Considering trivial flat connections on P → Σ defined over D, gluing them with connections defined over Cyl to get a connection over the whole Σ and using Lemma 8.1 and Remark 8.2 one easily proves the theorem for the case l = 1.
The case l > 1
Let us cut Σ into cylinders Cyl 1 , . . . , Cyl l (with piecewise smooth boundaries) in the following way. Each boundary component of Σ will be a boundary component of exactly one of these cylinders. If l = 1 we view the disc Σ as a cylinder with one boundary component capped with a disc. Otherwise, if l > 1, we make the cuts in such a way that the boundaries of the cylinders are not smooth only at some two common points p,p ∈ Σ. The union of all such boundaries passing through p andp consists of l paths θ 1 , . . . , θ l coming out in the counterclockwise order from p and connecting it withp. The closed paths
. . , c l = θ l • θ −1 l−1 : S 1 → Σ are, respectively, the boundary components of the cylinders Cyl 1 , . . . , Cyl l (the other boundary components of these cylinders are, respectively, T 1 , . . . , T l ). Without loss of generality we can assume that the areas of of the cylinders Cyl 1 , . . . , Cyl l are all equal to 1 l .
Consider the standard cylinder [0, 1] × S 1 with the coordinates (s, t), 1 (mod 1) , equipped with the area form ds ∧ dt l so that the total area is 1/l. For each i = 1, . . . , l let us fix a point y i ∈ T i , and a map Φ i : [0, 1]×S 1 → Cyl i satisfying the following conditions:
• the map Φ i is an area-preserving diffeomorphism over the pre-image of Cyl i \ {p,p} and a homeomorphism over the closed cylinder. Now to a connection ∇ on P = Σ × G → G with a chosen trivializatioñ P one can associate an l-system of paths a ∇,P in G. Namely, suppose ∇ ∈ L(C). Set a i (s) to be the parallel transport of ∇ along the path t → Φ i (s×t), i = 1, . . . , l. One can check that the paths a i (s), 0 ≤ s ≤ 1, i = 1, . . . , l, together form an l-system of paths a ∇,P ∈ G(C).
As we mentioned in Section 4.4.2 the space G(C) might have more than one connected component. One can check that if instead ofP we take another trivialization then the new system of paths from G(C) is homotopic to the old one. Thus the homotopy class of a ∇,P depends only on the homotopy class [∇] and will be denoted by [ 
for some connection ∇ on P such that its holonomy over a path {t → Φ i (s × t)} 0≤t≤τ for any s sufficiently close to 1 and for any τ is ϕ τ H i , i = 1, . . . , l.
Assume as before that Σ is a non-compact surface with l cylindrical ends. With ∇ as above let us pick the P -compatible formω ∈ F [∇] ([ϕ H ]) on P = Σ × M that vanishes at infinity. Let {Ωω ,τ }, 0 ≤ τ < size (ω), be a family of symplectic forms that arises from the weak coupling construction associated withω (see Section 4.5). Observe that for small enough τ any almost complex structure from T 0 (P , H) is compatible with a symplectic form Ωω ,τ .
The following lemma can be proved by the standard methods of symplectic geometry. Lemma 9.1 For any family {Ωω ,τ }, 0 ≤ τ < size (ω), as above one can choose a family {J τ }, 0 ≤ τ < size (ω), of almost complex structures on P , so that
• there exists some almost complex structure J on M tamed by ω such that {J τ } =J J,H ∈ T 0 (P , H) for small enough τ and such that for all τ its coincides withJ J,H ∈ T 0 (P , H) at infinity (over the ends of Σ); • {J τ } ∈ T (P , H) for all τ ; •J τ is compatible with the symplectic form Ωω ,τ on P for all τ .
Such a family {J τ } will be called {Ωω ,τ , J}-compatible. Using the methods from [14] , [34] and [36] and the standard cobordism argument from the Gromov theory of pseudo-holomorphic curves one can prove the following lemma in a straightforward way. 
where u(Σ) is viewed as a surface in P and π : P → Σ is the projection. Recall that the total Ω-area of Σ is 1. Therefore, in view of (19) , (20) , Definition 4.13, Theorem 4.9 and Theorem 4.14, we only need to prove that u(Σ)ω = −A H (γ).
This is a purely topological fact -we have already used all the complex properties of u that we needed. Therefore we can rescale Σ back and make it a compact surface with boundary so that u restricted on the boundary component T i of Σ produces the curve γ i ∈ M , i = 1, . . . , l. We cap off the boundaries of Σ with some discs D 1 , . . . , D l and get a closed surfaceΣ.
Using the connection ∇ mentioned above it is not hard to prove the following technical lemma (see e.g. [35] , Section 4.1). Lemma 9.3 Over a disc D i , i = 1, . . . , l, one can construct a trivialized bundle E i = D i × M → D i together with its section U i : D i → E i and a 2-formω i on E i with the following properties.
(i) The trivialized bundle E i → D i agrees along ∂D i = ∆ i with the trivialized bundle P → Σ.
(ii) If by means of the trivialization the section U i :
(iii) The 2-formω i on E i (smoothly) extends the formω defined on P → Σ.
Note that the definition of action functional in [35] differs from the one we use here by the sign in one of the terms and the Hamiltonians used in [35] actually correspond not to our Hamiltonians H 1 , . . . , H l but toH 1 , . . . ,H l so that at the end we get the plus sign in the right-hand side of (iv) above.
The lemma allows us the bundles E i → D i , the maps U i , and the forms ω i , i = 1, . . . , l, to P → Σ, u andω respectively. Namely, consider again Σ as a compact surface with boundary and consider a closed surfaceΣ obtained by capping off each boundary component of Σ with a disc. We construct a trivialized bundleP =Σ×M →Σ to which we extend the section u (viewed now as a map u :Σ →P ) and the 2-formω (viewed now as a form onP ). The first inequality follows directly from the definitions (recall that Υ l is defined on SU (n) with respect to the metric induced from Ham (Gr(r, n), ω)).
As far as the second inequality is concerned let us first prove it for a good ξ, i.e. for a ξ = (ξ 1 , . . . , ξ l ) ∈ U l such that for each ξ i = (ζ i 1 , . . . , ζ i n ) ∈ U, 1 ≤ i ≤ l, one has ζ i j 1 = ζ i j 2 for any 1 ≤ j 1 , j 2 ≤ n. Such a ξ gives rise to good Hamiltonians H ξ = (H ξ 1 , . . . , H ξ l ). Then the second inequality follows from Example 5.11, Proposition 5.9 and Theorem 3.1. Now observe that the set of good ξ is open and dense in U l . Therefore by continuity one gets the second inequality in the general case.
The equality in the case n = 2, r = 1 follows from Proposition 2.3 since in this case the metric on SU (2) induced from Ham(CP 1 , ω) coincides with the metric on SU (2) considered in Section 2.2.
Proof of Theorem 3.5
The second inequality follows directly from the definitions and from the fact that for any φ ∈ Ham (M, ω) the Hamiltonian symplectomorphism φ • ϕ H 2 • φ −1 can be generated by the Hamiltonian function H 2 • φ.
To prove the first inequality use the fact the property 2) from Proposition 2.2, Proposition 5.9 together with Theorem 3.1, and Example 5.10 for l = 2. Namely take z 1 , z 2 first as points of global minimum of H 1 and H 2 , respectively, and then as points of global maximum of the same functions.
Proof of Theorem 3.7
Follows directly from Proposition 5.9, Theorem 3.1 and Example 5.10.
Proof of Theorem 3.9
Since π 2 (T 2 ) = 0 the quantum cohomology coincides with H * (T 2 , Q) the quantum product is the usual cup product. As it follows from the hypothesis of the theorem the differential in the Morse chain complexes for H 1 , H 2 , H 3 is zero. Consider the cohomology classes Z 1 , Z 2 ∈ H 1 (T 2 ), Z 3 ∈ H 2 (T 2 ) dual to the homology classes realized by z 1 , z 2 , z 3 respectively. According to the hypothesis of the theorem Z 1 ∪ Z 2 = Z 3 . To finish the proof use this equality as the equality (13) in Example 5.11 and apply Proposition 5.9 with Theorem 3.1.
