The research reports the results of the corrosion rate data of mild steel in H 3 PO 4 acid as a function of temperature and inhibitor concentration. Potassium iodide was used as a corrosion inhibitor. The weight loss technique was used to evaluate the corrosion rate data. Mathematical and statistical analyses were used to interpret the results. Descriptive statistical analyses showed the distribution of data deviate from normal distribution, which means that most of corrosion rate data were distributed at higher level of inhibitor concentration and lower level of temperature and this preferable case in pickling process. Three mathematical models were suggested to represent the data with high correlation coefficients.
Introduction
Steel and its alloys are important materials used in several industrial and petroleum applications. These alloys can be in contact with different aggressive environments that sometimes lead to corrosion problems. A common method to remove corrosion layers from the steel surface is to clean the steel in an acid bath which is commonly known as the pickling process. However, the pickling solution is quite corrosive and the use of an inhibitor is one of the most useful methods for protection of the steel surface against corrosion [1] [2] [3] [4] . Many researchers studied the corrosion prevention processes via corrosion inhibitors from kinetic and thermodynamic viewpoints. They studied corrosion behavior, activation parameters, adsorption isotherms, corrosion damages, etc. [5] [6] [7] [8] [9] [10] . Mathematical and statistical analyses have received less attention although they can potentially give a prediction of the corrosion rate of steel at different operating conditions. In our previous works, mathematical modeling has been used to determine the relation between dependent and independent variables in different corrosive media [11] [12] [13] . Many mathematical models can be suggested to represent the relationship between dependent variable (corrosion rate) and independent variables (temperature and inhibitor concentration). Three models were proposed: linear, factorial and polynomial models that are based on two independents variables, i.e.
Linear model (LM) Factorial model (FM) Polynomial model (PM)
Here, Y is a response, X 1 is the temperature ( o C), X 2 is inhibitor concentration (in molar, M), ε is the standard error, and β o , β 1 , β 2 , β 3 , and β 4 are constants. In Eq. 3 Y represents a response and can be taken either as a corrosion rate (g.m −2 day −1 (in short symbolic as gmd) or inhibition efficiency (%IE). Corrosion rate (CR) is evaluated using the following equation:
Corrosion rate is related mathematically to inhibition efficiency according to the following equation:
.
where CR un and CR in are corrosion rates in the uninhibited and inhibited corrosive solution respectively. In current research, the statistical analysis is depending on corrosion rate data.
In our previous study [14] , corrosion of mild carbon steel in phosphoric acid at temperature in presence and absence of potassium iodide as an inhibitor at static condition has been studied. The work concentrated on studying the kinetics and electrochemical behavior of corrosion process. In the present work, the corrosion rate of mild steel in an acidic solution was studied in both the absence and presence of potassium iodide as a corrosion inhibitor. An attempt was made to explain the corrosion rate data using mathematical and statistical analyses.
Experimental Work

Steel Samples
Cuboidal samples of mild steel, with dimensions of 1 × 3 × 0.1 cm that exposing a surface area around 6.5 cm 2 , were used in the corrosion test. The samples were first degreased with analar benzene and acetone, annealed in a vacuum at 600 °C for 1 h, and finally cooled to room temperature. Samples were abraded in sequence under running tap water using emery paper of grad number 220,320,400 and 600 then washed with running tap water followed by distilled water. The samples were dried with clean tissue, immersed in acetone and benzene and kept in desiccators over a silica gel bed until use. The dimensions of each sample were measured with a vernier to the 2nd decimal of millimeter and accurately weighted to the 4th decimal of gram. The mild steel (ASTM 1008) electrode specimens have the following chemical composition (wt%): C 0.0506%, Mn 1.071%, S 0.0158%, Ni 0.051%, Cr 1.377%, Si 0.035% and the remainder is iron.
Corrosive Solution
Mild steel samples were each completely immersed in 250 cm 3 solution of 2.5 M phosphoric acid contained in a conical flask. They were exposed for a period of 3 h at temperatures of 30, 40, 50, and 60 °C and in the absence and presence of 0.02, 0.03, 0.04 and 0.05 M (mol/l) potassium iodide as a corrosion inhibitor. Then the metal samples were cleaned, washed with running tap water followed by distilled water, dried with clean tissue then immersed in acetone and benzene and dried again. A factorial experimental design was
used in the construction of the 16 test runs. Corrosion rates were evaluated at different temperatures in absence and presence of inhibitor. Figure 1 shows steel samples before and after immersion in corrosive solution.
Results and Discussion
Descriptive Statistical Analysis
Descriptive statistics offer a brief summary of the sample and the observations that have been reported. The summary may be either quantitative or visual, thus enabling simple and clear understanding. Table 1 shows the results of 16 test runs using the weight loss technique for mild steel corrosion as a function of temperature and inhibitor concentration. Corrosion rate increased with temperature, and decreased with addition of inhibitor. Statistical parameters of the corrosion rate (dependent variable) and temperature and inhibitor concentration (independent variable) such as the arithmetic mean (AM), the geometric mean (GM), the harmonic mean (HM), the median (M d ), the mode (M o ), the standard deviation (SD), Kurtosis, Skewness, etc. were evaluated using STATISTICA 10 software and are collected in Table 2 . This software was based on Levenberg-Marquardt non-linear estimation least squares method. The maximum number of iteration was 1000, confidence level 95%, and convergence criterion was 1 × 10 -6 . AM is by far the most common and simplest average. GM should be used whenever the data are inter-related or usually used for growth rates, like population growth or interest rates., while HM is best used in situations where extreme outliers exist in the data. Table 2 shows that the minimum value of corrosion rate is 14.66 gmd, while the maximum value is 190.37 gmd with a range of 175.71 gmd. As shown in Fig. 2 and within this range about 5 data points located within the range of 0-20 gmd, 5 data points within the range of 20-40 gmd, 2 data points within the range of 40-60 gmd, 0 data points within the range of 60-80 gmd, 1 data points within the range of 80-100 gmd, 2 data points within the range of 100-120 gmd, 0 data points along the range of 120-180 gmd, and only 1 data points within the range of 180-200 gmd. This mean that most of data are located in the lower range and GM may be the best average of the results. Furthermore, it is well known that corrosion rate in acidic media follow the Arrhenius equation, i.e. the corrosion rate varies exponentially with temperature and there is an exponential growth [15] . The means in Table 2 follow the order of AM > GM > HM that agree with literature values [16] . The median is the middle data point in the list of outcome. The mode is the value that occurs most often. If no number in the list is repeated, then there is no or multiple mode for the list.
Mode is not unique -the data points may be said to be bimodal, while a set with more than two modes may be described as multimodal. For a data points from a continuous distribution, which presented in Table 2 , the idea is impractical in mode raw form, since no two data points will be exactly the same, so each data point will happen precisely once. In order to estimate the mode of such distribution, the usual practice is to changing data by transfer frequency values to intervals of equal length, as for making a histogram, effectively substituting the data points by the midpoints of the intervals they are assigned to. M o is then the value where the histogram reaches its peak. According to this procedure the value of M o equal to 30 gmd as shown in Fig. 2 . However, empirically, it has been investigated that for a moderately skewed distribution, the difference between Corrosion rate (gmd) The value of mode can be evaluated at different types of means (i.e., AM, GM and HM). The values of mode (M o ) was -6.58, 22.1 and 39.5 gmd, at AM, GM, and HM respectively. It is clear that AM yield a negative trivial mode value. The mode value at GM is relatively close to observed value from Fig. 2 with percentage error of 26%. While the mode at HM produce a percentage error of 32%.
Skewness is a measure of symmetry or the lack of symmetry. A distribution of corrosion rate data is symmetric if it sounds the same to the left and right of the middle point. The skewness for a normal distribution is zero or near zero. Negative values for the skewness specify data skewed to left, while positive values specify skewed right. Kurtosis is an indication of whether the data are heavy-tailed or light-tailed
relative to a normal distribution. From Table 2 , the values of Sk > 0 and Ku > 0 for corrosion rate data that indicate deviation from normal distribution to the right direction with high degree of peakedness. Figure 3 shows the corrosion rate data distribution as compared with normal one. It is well -known that for normal distribution mean = median = mode, while if the frequency distribution is positively skewed then mean > median > mode [18] , and this is the case in present work as shown in Fig. 3 . It can see that distribution of dependent variable (corrosion rate) deviates somewhat from the normal distribution. However, three points (the two right-most columns) have a higher deviation than what would be expected according to the normal distribution, they still seem to be sufficiently within range. This behavior may be attributed to the higher corrosion rates values at elevated temperatures.
Regression and Models Analysis
Mathematical modeling and statistical analysis can be used as powerful tools of predication corrosion rate as a function of different variables surface. Equations 1-3 can be regression to evaluate the coefficients of these equations. Tables 3,  4 , and 5 show the statistical regression parameters, numerical values of coefficients, standard errors, correlation coefficients and analysis of variance (ANOVA) of each model. The raw regression coefficients of models enable to compare the relative contribution of each independent variable (temperature and inhibitor concentration) in the prediction of the dependent variable (corrosion rate). As is evident in Table 2 , both independent variables important predictors of corrosion rate and they are statistically significant. The regression coefficient for temperature is positive, so the lower the temperature, the lower the corrosion rate. The regression weight for inhibitor concentration is negative, hence the greater the inhibitor concentration, the lower the corrosion rate. Table 4 shows the statistical parameters of factorial model. All model coefficients have significant effect on corrosion rate except inhibitor concentration. In PM the most effect is due to first order coefficients, while the second order one is less pronounced. Pareto charts are shown in Fig. 4 for LM, FM, and PM that shows the weight and effect of each coefficient on corrosion rate data. Models represent the corrosion rate data with different correlation coefficients. The best fitting was obtained with polynomial model (R 2 = 0.9268) and factorial model (R 2 = 0.9032). While the linear model was lower accuracy than the others (R 2 = 0.8541). Generally, correlation coefficient up to 0.30 indicates a poor relationship and is of uncertain validity; between 0.50 and 0.70 indicates a significant relationship and is of practical importance; while above 0.90 means a strong relationship. Figure 5 shows the experimental corrosion rate against predicated one by models. The line fit equation of PM was better than the others with slope approach unity that confirm the regression results. The fitted 3D PM was illustrated in Fig. 6 . Tables 3, 4 and 5 show also the percentage of variance explained by the mathematical models in comparison to the variance contained within the experimental results. Probability (p value) is the smallest level of significant that would lead to rejection of the null hypothesis. The probability for ANOVA is smaller than 5% confirmed the validity of the suggested model. This mean that at 95% confidence levels the regression coefficients is statically greater than zero and it should be kept in the models. The desirability function is a transformation of the response variable to another scale. This scale varies from 0 to 1. The response of 0 represents a completely undesirable response, while 1 represents the most desirable response [19] . For present work, STATISTICA 10 software desirability values of 0, 0.5, and 1 represent the low, medium, and high desirability respectively. The desirability of corrosion can be explained as follow; the high desirability mean high tendency of corrosion to occur and vice versa. Figure 7 shows the desirability shape for each model. In most cases the low corrosion rate regions are at low temperature and higher inhibitor concentrations.
Conclusions
The following conclusions can be drawn from the current study:
• Corrosion rate increased with temperature and decreased with increase in inhibitor concentration. • Statistical analyses shown as an acceptable tool to represent corrosion rate data. Mathematical analyses used successfully to predicate the corrosion rate data with high correlation coefficients.
• High correlation coefficient was obtained using polynomial model.
• Desirability analyses showed that most of corrosion rate data were accumulated at higher level of inhibitor concentration and lower level of temperature which preferable case in pickling process. 
