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Abstract—Considering the classification problem, we summa-
rize the nonparallel support vector machines with the nonparallel
hyperplanes to two types of frameworks. The first type constructs
the hyperplanes separately. It solves a series of small optimization
problems to obtain a series of hyperplanes, but is hard to
measure the loss of each sample. The other type constructs
all the hyperplanes simultaneously, and it solves one big op-
timization problem with the ascertained loss of each sample.
We give the characteristics of each framework and compare
them carefully. In addition, based on the second framework, we
construct a max-min distance-based nonparallel support vector
machine for multiclass classification problem, called NSVM. It
constructs hyperplanes with large distance margin by solving
an optimization problem. Experimental results on benchmark
data sets and human face databases show the advantages of our
NSVM.
Index Terms—Support vector machines; nonparallel support
vector machines; distance-based classifier; multiclass classifica-
tion; kernel methods.
I. INTRODUCTION
For binary classification problem, the generalized eigen-
value proximal support vector machine (GEPSVM) was pro-
posed by Mangasarian and Wild [1] in 2006, which is the
first nonparallel support vector machine. It aims at generating
two nonparallel hyperplanes such that each hyperplane is
closer to its own class and as far as possible from the other
class. GEPSVM is effective, particularly when dealing with
the “Xor”-type data [1]. This leads to extensive studies on
nonparallel support vector machines (NSVMs) [2].
To see the advantage of the characteristic of NSVMs on
“Xor”-type data, we now consider a simplest two-class “Xor”
data set with one class containing two red circle samples, the
other class containing two blue square samples, as shown in
Fig.1(a). Further, suppose there is a new red triangular sample
which belongs to the red circle class as plotted in Fig.1(b).
This is a classical example in two layer neural networks (NN)
[3] sine it works on this ”Xor” problem. Obviously, these
two classes cannot be separately linearly, and hence cannot
be separated by classical support vector machine (SVM) [4],
[5]. By applying the two-layer neural networks with some
ReLU activation [6], we obtain the classification result in
Fig.1 (b). However, by choosing a different initial weighter
vector of two-layer NN, we may obtain an essentially different
separating result, as presented in Fig.1 (c). This phenomenon
will affect the generalization performance of NN on such
type of data. In fact, by observing Fig.1 (b) and Fig.1 (c),
we already seen opposite NN predicting results for the new
triangular sample. We now apply GEPSVM on this data,
(a) Original data (b) NN (1)
(c) NN (2) (d) GEPSVM
Fig. 1: Classification results of two-layer NN and GEPSVM on a
“Xor” data set.
and the classification result is given in Fig. 1(d). We see
GEPSVM generates two nonparallel hyperplanes such that
each hyperplane is close to one of the class and at the
same time far away from the other class. Different from NN,
GEPSVM classifies these two classes from a proximal point
of view with stable generalization performance.
To now, there are several dozens of NSVMs models. How-
ever, there are little studies on general forms and charac-
teristics of NSVMs. In this paper, by observing the exist-
ing NSVMs, we find that they can be mainly categorized
into two types. The first type constructs two hyperplanes
separately, where a series of small optimization problems
are solved. There are many NSVMs belong to this type,
including GEPSVM. In GEPSVM, the optimization problems
were reduced to generalized eigenvalue problems, and its
improvement IGEPSVM [7] replaced them by two standard
eigenvalue problems. Following GEPSVM, twin support vec-
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tor machine (TWSVM) [8], [9] solved two small-scale QPPs,
each of them was similar to that of SVM. Nonparallel support
vector machine (NPSVM) [10] extended TWSVM by con-
sidering sparseness. Best fitting hyperplane classifier (BFHC)
[11] used the ramp distance to measure the dissimilarity
of two hyperplanes. On the other hand, L1NPSVM [12]
considered the L1-norm-based GEPSVM, and L1-GEPSVM
[13] and LpNPSVM [14] imposed the L2-norm and Lp-norm
(p > 0) regularization terms on L1NPSVM, respectively. More
NSVMs of this type also include least squares twin support
vector machines (LSTWSVM) [15], TWSVM with the pinball
loss (Pin-TWSVM) [16], Ramp loss TWSVM [17], etc.
For the above NSVMs, there is a common characteristic
that each hyperplane is constructed separately. In contrast, a
different type of NSVMs finds all hyperplanes simultaneously
by some union models. A typical representation of this second
type of NSVMs is nonparallel hyperplane support vector
machine (NHSVM) [18] that solved one single quadratic pro-
gramming problem to construct two nonparallel hyperplanes
in binary classification. Robust nonparallel hyperplane SVM
(RNH-SVM) [19] extended NHSVM to second-order cones,
and its least square version was studied in [20]. Another rep-
resentation is the proximal classifier with consistency (PCC)
[21], which is also the extension of the GEPSVM. Different
from GEPSVM, PCC was based on comparing two distances
between a point and two hyperplanes. Compared to the first
type of NSVMs, the second type of NSVMs has the advantage
that each sample has an ascertained loss [18]. However, it
needs to solve a large scale optimization problem and hence
is time consuming.
We should note that most of the above NSVMs focus
on the binary classification problem. In fact, NSVMs for
binary classification problem have been also extended to
many powerful variants and applied in many machine learning
problems, including multiclass NSVMs [22]–[32], projec-
tion NSVMs [33]–[39], regression [40]–[48], semi-supervised
learning [49]–[53], clustering [54]–[59], multilabel learning
[60], [61], tensor learning [62]–[66], and multiview problem
[67]–[71]. However, all of the above extensions of NSVMs are
similar to those of SVM-type models. For example, for multi-
class classification problem, the “1-vs-1” [72], “1-vs-rest” [73]
or other SVM strategies [74], [75] are usually considered in
multiclass NSVMs. This indicates these extensions do not use
the intrinsic features of NSVMs sufficiently.
This paper is concerned with the NSVMs for multiclass
classification problem. Specifically, we have the following
contributions:
(i) We first summarize the existing NSVMs into two types,
and further establish two frameworks: The framework of Single
Models and The framework of Union Models. The former
one constructs each hyperplane separately, and the latter
one constructs all the hyperplanes simultaneously in a union
model. We also summarize the characteristics of these two
frameworks.
(ii) Based on the second type framework, a new max-min
distance-based nonparallel support vector machine (NSVM) is
proposed, where the loss function is carefully introduced. It
not only could separate different classes well, it also could
capture the structure of each class effectively.
(iii) The primal problem of NSVM is effectively solved
through a modified proximal difference-of-convex algorithm
with extrapolation algorithm (MpDCAe).
(iv) NSVM can be easily extended to its nonlinear version,
and the nonlinear algorithm requires only inner products of
data samples. Therefore, the kernel trick is applicable and the
algorithm is computationally efficient.
(v) Experimental results on an artificial data set and some
benchmark data sets show the advantages of our NSVM.
The rest of this paper is organized as follows. Two types
of frameworks of NSVMs are described in Section II. Based
on the second framework, we propose a max-min distance-
based NSVM in Section III. Experiments and conclusions are
arranged in Sections IV and V, respectively. The proof of the
main theorem is presented in the Appendix.
II. FRAMEWORKS OF NSVMS
A. Problem formulation
We consider the following general multiclass classification
problem: given the training data set T with m samples
T = {(xi, yi)|i = 1, ...,m}, (1)
where xi ∈ X and yi ∈ Y , i = 1, ...,m, X is the input space
Rn, and Y is the output space {1, 2, ...,K}. The goal of the
multiclass classification problem is to deduce the output y ∈ Y
of any given x ∈ X from the training set T .
In NSVMs, they try to find K hyperplanes
g(x;wy, by) = w
>
y x+ by = 0, y = 1, ...,K, (2)
such that for any x ∈ Rn, its output can be deduced from the
values g(x;wy, by), y = 1, ...,K. Here, wy ∈ Rn and by ∈ R
are parameters depending on y ∈ {1, ...,K}, and (·)> is the
transposition of a matrix. NSVMs require the samples of the y-
th class to be close to their corresponding y-th hyperplane and
far away from other hyperplanes. This leads to the results that
most NSVMs have the following characteristics: maximizing
some inter-class distance, and at the same time minimizing
some intra-class distance.
Here we first give some notations. Sometimes we write
g(x;wy, by) as gy(x) for simplicity. Under certain circum-
stances, we also may extend the definition of g(x;wy, by) from
a vector x to a matrix Z, that is, gy(Z) = g(Z;wy, by) =
w>y Z + bye, where Z ∈ Rn×mZ is the data matrix that is
composed of m
Z
vectors of dimension n. The symbol e is
the column vector of all ones of appropriate dimension, and
0 represents the vector of zeros of an appropriate dimension.
‖ · ‖p means the Lp-norm for p > 0. When p = 2, for brevity,
we write ‖ · ‖2 as ‖ · ‖. The absolute value operation | · | acts
on a vector componentwisely.
The task of the rest of this section is to establish the unified
frameworks, respectively for the first type and the second type
of NSVMs, namely The framework of Single Models and The
framework of Union Models.
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B. The framework of Single Models
Firstly, we consider NSVMs which construct each hyper-
plane separately. Let X = (x1, x2, . . . , xm) ∈ Rn×m be
the corresponding data matrix of the training set T , and we
further reorganize the training data as X = [X1, ..., XK ],
where Xy ∈ Rn×my is the y-th class input matrix, my is the
number of the samples in the y-th class and
∑K
y=1my = m,
y = 1, . . . ,K. Then, we have The framework of Single Models
as in Model 1.
Model 1. The framework of Single Models.
Input: Data X = [X1, ..., XK ], a new coming sample x.
Process:
1. Training:
For y = 1, . . . ,K, solve the following K problems:
min
wy,by
1
2
‖gy‖2F + C1D(gy(Xy), 0)− C2
∑
j 6=y
D(gy(Xj), gy(Xy)),
(3)
where ‖gy‖2F := ‖
(wy
by
)‖2F or ‖wy‖2F or 0, is the induced
norm of gy(x) in the functional space F , y, j = 1, . . . ,K, C1
and C2 are regularization parameters. D(u, v) := Rnu×nv →
R and D(u, v) := Rnu×nv → R are respectively the intra-
class distance and the inter-class distance, where nu and nv
are respectively the dimensions of vectors u and v, and nu
and nv are respectively the dimensions of vectors u and v.
Obtain the solutions [w1; b1], [w2; b2], . . . , [wK ; bK ] for the
above K problems.
2. Prediction:
The label of x is given by
label(x) = argmin
y∈{1,2,...,K}
D(gy(x)),
where D(·) is the distance from x to the y-th hyperplane
gy(x) = 0.
Note that the functional space F can be a reproducing kernel
Hilbert space (RKHS) induced by some kernel if we construct
a kernel machine. Also, different distances can be used for
D(·), D(·) and D(·), such as the L2-norm distance, the L1-
norm distance or other kernel distances. Now we list some
representative NSVMs that belong to this model.
1) GEPSVM: The first nonparallel support vector machine
is GEPSVM [1] for binary classification problem, and it
formulates as
min
(w1,b1)6=0
‖w>1 X1 + eb1‖2 + δ2‖
(w1
b1
) ‖2
‖w>1 X2 + eb1‖2
(4)
and
min
(w2,b2)6=0
‖w>2 X2 + eb2‖2 + δ2‖
(w2
b2
) ‖2
‖w>2 X1 + eb2‖2
, (5)
where δ is a positive regularization parameter.
Set 
‖gy‖2F = ‖
(wy
by
) ‖2,
D(gy(Xy), 0) = ‖gy(Xy)‖2,
D(gy(Xj), gy(Xy)) = ‖gy(Xj)‖2,
D(gy(x)) = |gy(x)|‖wy‖ ,
C1 =
1
δ , C2 =
1
δ ,
(6)
where y, j = 1, 2, y 6= j. Then, (4) and (5) fall into framework
(3) up to δ‖gy(Xj)‖2 .
That is to say, GEPSVM is a special case of The framework
of Single Models. By setting y, j = 1, 2, · · · ,K, and y 6= j,
then we obtain a multiclass classification GEPSVM model.
Note that all distances D, D, D and the regularization
term are based on the L2-norm distance. There are also some
modified GEPSVM models that use the L1-norm distance [12]
or the Lp-norm distance [14].
2) IGEPSVM: As a variation of GEPSVM, the improved
GEPSVM (IGEPSVM) [7] has the following primal formula-
tions
min
(w1,b1)6=0
‖w>1 X1 + eb1‖2 − δ‖w>1 X2 + eb1‖2
s.t. ‖w1‖ = 1
(7)
and
min
(w2,b2)6=0
‖w>2 X2 + eb2‖2 − δ‖w>2 X1 + eb2‖2
s.t. ‖w2‖ = 1,
(8)
where δ is a positive regularization parameter.
Set 
‖gy‖2F = ‖wy‖2 = 1,
D(gy(Xy), 0) = ‖gy(Xy)‖2,
D(gy(Xj), gy(Xy)) = ‖gy(Xj)‖2,
D(gy(x)) = |gy(x)|‖wy‖ ,
C1 = 2, C2 = 2δ,
(9)
for y, j = 1, 2, y 6= j in framework (3), then it becomes (7)
and (8). The same as GEPSVM, all distances of IGEPSVM are
the L2-norm distance and IGEPSVM is a special case of The
framework of Single Models. By setting y, j = 1, 2, · · · ,K,
and y 6= j, then we also obtain a multiclass classification
IGEPSVM model.
3) TWSVM: Twin support vector machine (TWSVM) [8] is
one of the most applied NSVMs. Its formulation is considered
as
min
w1,b1,ξ
1
2‖w>1 X1 + eb1‖2 + δ1e>ξ
s.t. −(w>1 X2 + eb1) + ξ ≥ e, ξ ≥ 0
(10)
and
min
w2,b2,η
1
2‖w>2 X2 + eb2‖2 + δ2e>η
s.t. (w>2 X1 + eb2) + η ≥ e, η ≥ 0,
(11)
where δ1 and δ2 are positive parameters.
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TABLE I: NSVMs of The framework of Single Models.
Method ‖gy‖F D(gy(Xy), 0) D(gy(Xj), gy(Xy)) D(gy(x)) Distance
GEPSVM [1] ‖
(
wy
by
)
‖2 ‖gy(Xy)‖2 ‖gy(Xj)‖2 |gy(x)|‖wy‖ ‖ · ‖
L1NPSVM [12] 0 ‖gy(Xy)‖1 ‖gy(Xj)‖1 |gy(x)| ‖ · ‖1
LpNPSVM [14] ‖wy‖p ‖gy(Xy)‖1 ‖gy(Xj)‖1 |gy(x)|‖wy‖ ‖ · ‖p/‖ · ‖1
IGEPSVM [7] ‖wy‖2 = 1 ‖gy(Xy)‖2 ‖gy(Xj)‖2 |gy(x)|‖wy‖ ‖ · ‖
TWSVM [8] 0 ‖gy(Xy)‖2 e> · (gy(Xj)− e)+ |gy(x)| ‖ · ‖ /(·)+
TBSVM [9] ‖
(
wy
by
)
‖2 ‖gy(Xy)‖2 e> · (gy(Xj)− e)+ |gy(x)|‖wy‖ ‖ · ‖ / (·)+
LSTSVM [15] 0 ‖gy(Xy)‖2 ‖gy(Xj)− e‖2 |gy(x)| ‖ · ‖
Pin-TWSVM [16] ‖wy‖2 Lτ (Xy , y, gy(Xy)) ‖gy(Xj)‖1 |gy(x)|‖wy‖ ‖ · ‖ / Lτ (·)/‖ · ‖1
NPSVM [10] ‖wy‖2 ‖gy(Xy)− ‖1 e> · (gy(Xj)− e)+ |gy(x)| ‖ · ‖ / ‖ · ‖1/(·)+
RNPSVM [17] ‖wy‖2 e> ·R,t(gy(Xy))∗ −e> ·Rs(−gy(Xj))∗ |gy(x)| ‖ · ‖/R,t(·)/Rs(·)
BFHC [11] ‖wy‖2 e> · Lpos(gy(Xy))∗ e> · Lneg(gy(Xj))∗ |gy(x)|‖wy‖ ‖ · ‖ / Lpos(·)/Lneg(·)
NSVM [82] ‖wy‖2 l(gy(Xy))∗ e> · (|gy(Xy)| − e)+ |gy(x)|‖wy‖ ‖ · ‖/l(·)/(·)+
AVIPC [83] ‖wy‖1 ‖gy(Xj)‖1 ‖gy(Xy)‖1 |gy(x)| | · |
∗ R,t(z) =

t− , |z| > t
|z| − ,  ≤ |z| ≤ t
0, |z| < ,
, Rs(z) =

0, z > 1
1− z, s ≤ z ≤ 1,
1− s, z < s,
l(z) =

1− |z|, |z| ≤ 1
0, 1 < |z| ≤ 1 + 
|z| − 1− , otherwise,
Lpos(z) = min{1 − s,max{0,−1 + ∆ − z}} + min{1 − s,max{0,−1 + ∆ + z}}, Lneg(z) = min{1 + ∆ − s,max{0, 1 + ∆ − z}} + min{1 + ∆ −
s,max{0, 1 + ∆ + z}}, where −1 < s ≤ 0 is a parameter, and ∆ ≥ 0 is a user defined constant.
Set
‖gy‖2F = 0,
D(gy(Xy), 0) = ‖gy(Xy)‖2,
D(gy(Xj), gy(Xy)) = e>(gy(Xj)− e)+,
D(gy(x)) = |gy(x)|,
C1 =
1
2 , C2 = δy,
(12)
in framework (3), it becomes (10) and (11). In TWSVM, the
distances for D and D are the L2-norm distance and the (·)+
distance; for decision, the distance D is the absolute value
distance. Note that TWSVM does not have the regularization
term, and twin bounded support vector machine (TBSVM) [9]
improves TWSVM by considering ‖gy‖2F = ‖
(wy
by
) ‖2 and
D(gy(x)) = |gy(x)|‖wy‖ .
TWSVM is a typical case of The framework of Single
Models. By setting y, j = 1, 2, · · · ,K, and y 6= j, we also
obtain a multiclass classification TWSVM model. There are
many variants of TWSVM with different distances D, D and
D. More details could be found in [76]–[80].
4) LSTSVM: Least square twin support vector machine
(LSTSVM) [15] has the following form
min
w1,b1,ξ
1
2‖w>1 X1 + eb1‖2 + δ12 ξ>ξ
s.t. −(w>1 X2 + e2b1) + ξ = e
(13)
and
min
w2,b2,η
1
2‖w>2 X2 + eb2‖2 + δ22 η>η
s.t. (w>2 X1 + e1b2) + η = e,
(14)
where δ1 and δ2 are positive parameters.
Set 
‖gy‖2F = 0,
D(gy(Xy), 0) = ‖gy(Xy)‖2,
D(gy(Xj), gy(Xy)) = ‖gy(Xj)− e‖2,
D(gy(x)) = |gy(x)|,
C1 =
1
2 , C2 =
1
2δy,
(15)
for y, j = 1, 2, y 6= j in framework (3). Then, (13) and (14)
fit into The framework of Single Models (3). In LSTSVM,
the distances for D and D are the L2-norm distances; for
decision, the distance D is the absolute value distance. By
setting y, j = 1, 2, · · · ,K, and y 6= j, then we also obtain a
multiclass classification LSTSVM model.
5) Pin-TWSVM: Pinball-based twin support vector machine
(Pin-TWSVM) [16] has the following form
min
w1,b1
1
2
‖w1‖2 + ν1
m2
m2∑
j=1
(w>1 xj + b1) +
δ1
m1
m1∑
i=1
Lτ1(xi, yi, g1(xi))
(16)
and
min
w2,b2
1
2
‖w2‖2 − ν2
m1
m1∑
i=1
(w>2 xi + b2) +
δ2
m2
m2∑
j=1
Lτ2(xj , yj , g2(xj)),
(17)
where ν1, ν2, δ1 and δ2 are positive parameters.
Set 
‖gy‖2F = ‖wy‖2,
D(gy(Xy), 0) = Lτy (Xy, y, gy(Xy)),
D(gy(Xj), gy(Xy)) = ‖gy(Xj)‖1,
D(gy(x)) = |gy(x)|‖wy‖ ,
C1 =
νy
mj
, C2 =
δy
my
,
(18)
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for y, j = 1, 2, y 6= j in framework (3), where
Lτ (Xy, y, gy(Xy)) =
{
e>(0− ygy(Xy)), 0− ygy(Xy) ≥ 0,
−τe>(ygy(Xy)− 0), 0− ygy(Xy) < 0.
(19)
Then framework (3) becomes (16) and (17). The distances
of Pin-TWSVM for D and D are the Lτ (·) distance and the
L1-norm distance; for decision, the distance D is the L2-norm
distance. Pin-TWSVM was further extended to parametric one
in [81].
6) NPSVM: Nonparallel support vector machine (NPSVM)
[10] has the following form
min
w1,b1,ξ1,ξ∗1 ,ξ2
1
2
‖w1‖2 + δ1e>(ξ1 + ξ∗1) + δ2e>ξ2
s.t. X1w1 + eb1 ≤ + ξ1, ξ1 ≥ 0,
−X1w1 − eb1 ≤ + ξ∗1 , ξ∗1 ≥ 0,
− (X2w1 + eb1) + ξ2 ≥ e, ξ2 ≥ 0
(20)
and
min
w2,b2,η1,η∗1 ,η2
1
2
‖w2‖2 + δ1e>(η1 + η∗1) + δ2e>1 η2
s.t. X2w2 + eb2 ≤ + η1, η1 ≥ 0,
−X2w2 − eb2 ≤ + η∗1 , η∗1 ≥ 0,
(X1w2 + eb2) + η2 ≥ e, η2 ≥ 0,
(21)
where δ1 and δ2 are positive parameters.
Set
‖gy‖2F = ‖wy‖2,
D(gy(Xy), 0) = ‖gy(Xy)− ‖1,
D(gy(Xj), gy(Xy)) = e>(gy(Xj)− e)+,
D(gy(x)) = |gy(x)|,
C1 = δ1, C2 = δ2,
(22)
for y, j = 1, 2, y 6= j in framework (3). Then framework (3)
becomes (20) and (21). The distances of NPSVM for D and D
are the absolute value distance and (·)+ distance; for decision,
the distance D is the absolute value distance.
There are also many other single type NSVM models [11],
[12], [14], [17], [82]–[85]. We skip their descriptions and list
some of them in Table I. In summary, single models have the
following characteristics:
(i) Their K hyperplanes are constructed by K single prob-
lems separately. The y-th problem tries to minimize the dis-
tances from the samples of the y-class to the y-th hyperplane,
and maximize the distances from the samples not in the y-
class to the y-th hyperplane, y = 1, 2, . . . ,K. Generally, each
of the K problems corresponds to one hyperplane and may be
easy to solve, or each subproblem has a small scale.
(ii) The distance metric used for D(gy(Xj), gy(Xy)),
D(gy(Xy), 0) and D(gy(x)) is flexible and could be different
from each other.
However, there are also some disadvantages of single mod-
els:
(i) In the training procedure of The framework of Single
Models, the distances from samples of different classes to
one hyperplane are characterized. However, in the predicting
procedure, the label of a new coming sample is determined by
the distances from this sample to different hyperplanes. That is
to say, the training and predicting procedures are inconsistent.
(ii) Due to the first type NSVMs characterize the distances
from one class to its center hyperplane by using all samples
together and the first drawback, it is hard to define a loss
function for each training sample.
C. The framework of Union Models
Rather than constructing each hyperplane separately, the
second type NSVMs construct K hyperplanes at the same
time, yielding the union model. The union model could
measure the distances between each sample to K hyperplanes
together, and measure the misclassification rate for each sam-
ple. The framework of Union Models could be written as the
following:
Model 2. The framework of Union Models.
Input: Data set T = {(xi, yi)|i = 1, ...,m}, a new coming
sample x.
Process:
1. Training:
Solve the following union problem:
min
w1,b1,...,wK ,bK
1
2
K∑
y=1
‖gy‖2F + C1
m∑
i=1
D(gyi(xi), 0)
− C2
m∑
i=1
∑
j 6=yi
D(gj(xi), gyi(xi)).
(23)
Obtain the solution (w1; b1), (w2; b2), . . . , (wK ; bK) for the
above problem.
2. Prediction:
The label of x is given by
label(x) = argmin
y∈{1,2,...,K}
D(gy(x)).
Proximal classifier with consistency (PCC) [21] and nonpar-
allel hyperplane SVM (NHSVM) [18] are two representative
NSVMs belonging to this model.
1) PCC: The formulation of PCC [21] is
min
w1,b1,w2,b2

N1∑
j=1
(w>1 x1j+b1)
2+δ(w21+b
2
1)
w21+b
2
1
− ν
N1∑
j=1
(w>2 x1j+b2)
2+δ(w22+b
2
2)
w22+b
2
2

+

N2∑
j=1
(w>2 x2j+b2)
2+δ(w22+b
2
2)
w22+b
2
2
− ν
N2∑
j=1
(w>1 x2j+b1)
2+δ(w21+b
2
1)
w21+b
2
1
 ,
(24)
where uy =
(wy
by
)
, y = 1, 2, ν and δ are positive parameters.
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TABLE II: NSVMs of The framework of Union Models.
Method ‖gy‖F D(gyi (xi), 0) D(gj(xi), gyi (xi)) D(gy(x)) Distance
PCC [21] ‖
(
wy
by
)
‖2 ‖gyi (xi)‖
2
‖uyi‖
‖gj(xi)‖2
‖uj‖
|gy(x)|
‖uy‖ ‖ · ‖
NHSVM [18] ‖
(
wy
by
)
‖2 ‖gyi (xi)‖2 (gyi (xi)− gj(xi)− 1)+ |gy(x)|‖wy‖ ‖ · ‖/(·)+
RNH-SVM [19] ‖
(
wy
by
)
‖2 ‖gyi (xi)‖2 Pr{xi ∈ {xi : |gyi (xi)− gj(xi)| ≥ 1}}∗ |gy(x)|‖wy‖ ‖ · ‖/(·)+
LSNHSVM [20] ‖
(
wy
by
)
‖2 ‖gyi (xi)‖2 ‖gj(xi)− gyi (xi)− e‖2 |gy(x)|‖wy‖ ‖ · ‖
∗ Pr{·} is the probability.
Set 
‖gy‖2F = ‖uy‖2,
D(gyi(xi), 0) =
‖gyi(xi)‖2
‖uyi‖
,
D(gj(xi), gyi(xi)) =
‖gj(xi)‖2
‖uj‖ ,
D(gy(x)) = |gy(x)|‖uy‖ ,
C1 = 1, C2 = ν,
(25)
for y, j = 1, 2, y 6= j in framework (23). Then, (24) falls into
framework (23), and PCC is a special case of The framework
of Union Models. By setting y, j = 1, 2, · · · ,K, and y 6= j,
then we obtain a multiclass classification PCC model.
All three distances D, D, D and the regularization terms are
based on the L2-norm distance. There are also some extensions
of PCC. Local proximal classifier (LPC) [86] divided the
feature space into positive local regions and negative local
regions in PCC. Locality sensitive proximal classifier with
consistency (LSPCC) [87] was also proposed to capture the
local geometric structure of the underlying manifold.
2) NHSVM: NHSVM [18] for binary classification problem
could be expressed as
min
wy,by,ξy
1
2
2∑
y=1
(‖wy‖2 + b2y) +
δ1
2
2∑
y=1
Ny∑
j=1
(w>y xyj + by)
2
+δ2
2∑
y=1
Ny∑
j=1
ξyj
s.t. w>1 x1j + b1 − w>2 x1j − b2 ≥ 1− ξ1j , ξ1j ≥ 0,
w>2 x2j + b2 − w>1 x2j − b1 ≥ 1− ξ2j , ξ2j ≥ 0,
(26)
where δ1 and δ2 are positive parameters, xyj is the j-th sample
belonging to the y-th class, y = 1, 2.
Set
‖gy‖2F = ‖
(wy
by
) ‖2,
D(gj(xi), gyi(xi)) = (gyi(xi)− gj(xi)− 1)+,
D(gyi(xi), 0) = ‖gyi(xi)‖2,
D(gy(x)) = |gy(x)|‖wy‖ ,
C1 =
1
2δ1, C2 = δ2,
(27)
for y, j = 1, 2, y 6= j in (23). Then framework (23) becomes
(26). In NHSVM, the distances for D and D are the L2-norm
distance and (·)+ distance; for decision, the distance D is
also the L2-norm distance. By setting y, j = 1, 2, · · · ,K, and
y 6= j, then we obtain a multiclass classification NHSVM
union model. There are also other variants of NHSVM with
different distances [19], [20].
In summary, there are three characteristics of union NSVMs:
(i) Their K hyperplanes are constructed by a single op-
timization problem by minimizing the distances from the
samples of the y-class to the y-th hyperplane, and maximizing
the distances of the samples of the y-class to other classes,
y = 1, 2, . . . ,K.
(ii) In predicting, a new sample will be assigned to the class
that corresponds to its nearest hyperplane. Remember that
they also maximize the distances of each sample to different
classes. That is to say, the training and predicting procedures
are consistent, and it is easy to define a loss function for
training samples in union NSVMs.
(iii) It is natural to extend the union model to multiclass
classification problem by solving a single optimization prob-
lem.
However, the optimization problems of union NSVMs usu-
ally have much larger scale than the single ones. We should
also note that there are some overlap between single and union
NSVMs. For example, by observing the formulation of PCC,
we see PCC can be easily separated into two subproblems,
with each subproblem corresponding to one hyperplane. In
fact, it was pointed in [21] that the solution of PCC is equal
to the solutions of these two subproblems. There are also some
other combined models on NSVMs [88], which combined both
the fist type NSVMs and the second type NSVMs.
III. MAX-MIN DISTANCE-BASED NSVM
In this section, based on The framework of Union Models,
we construct a multiclass max-min distance-based nonparallel
support vector machine (NSVM), in which each sample is
assigned a loss.
A. Max-min distance-based NSVM model
For multiclass classification problem, we first define the
following max-min distance-based loss function for the sample
(x, y)
`(x, y) = max
j 6=y
{‖〈wy, x〉+ by‖2 − ‖〈wj , x〉+ bj‖2, 0}.
(28)
We now explain the meaning of this loss function. For the
i-th sample (xi, yi), it is reasonable to require its distance
to any hyperplane wjx + bj = 0 (j 6= yi) is greater than its
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distance to the yi-th hyperplane wyix+byi = 0. In other words,
it is reasonable to require ‖〈wi, xi〉 + byi‖2 < ‖〈wj , xi〉 +
bj‖2. If the inequality is false for some j 6= yi, then the loss
`(xi, yi) will be penalized. Therefore, we in fact maximize the
minimum distance of a sample (xi, yi) to the hyperplanes it
is not belonging to.
Let
1
2
‖g‖2F =
1
2
K∑
y=1
‖wy‖2,
∑
j 6=yi
D(gj(xi), gyi(xi)) =
−`(xi, yi) and D(gyi(xi), 0) = ‖gyi(xi)‖2. Then, we con-
struct our max-min distance-based NSVM as the following
min
w1,b1,...,wK ,bK
1
2
‖g‖2F + C1
m∑
i=1
D(gyi(xi), 0)
− C2
m∑
i=1
∑
j 6=yi
D(gj(xi), gyi(xi))
= min
w1,b1,...,wK ,bK
1
2
K∑
y=1
‖wy‖2 + C1
m∑
i=1
‖〈wyi , xi〉+ byi‖2
+ C2
m∑
i=1
max
j 6=yi
{‖〈wyi , xi〉+ byi‖2 − ‖〈wj , xi〉+ bj‖2, 0}.
(29)
This model is easy to explain. The first regularization
term avoids the model from over-fitting and improves the
generalization ability. Minimizing the second term requires
the i-th sample in the yi-th class to be as close as possible
to the yi-th hyperplane. Minimizing the third term ensures the
distance from the i-th sample in the yi-th class to the yi-th
hyperplane smaller than the distance from the i-th sample in
the yi-th class to its nearest j-th hyperplane, where j 6= yi.
By observing the module, we see NSVM not only captures
the structure of each class, but also separates different classes
well.
Once solving (29), we obtain
(wy
by
)
, y = 1, 2, . . . ,K, and
predict the label of an unseen sample x by
label(x) = argmin
y∈{1,2,...,K}
D(gy(x)) = |gy(x)|‖wy‖ . (30)
B. Max-min distance-based NSVM solver
Before solving our optimization problem (29), we
first transfer it into an equivalent formulation. Denote
Bij = ‖〈wyi , xi〉 + byi‖2 − ‖〈wj , xi〉 + bj‖2 and Bi =
(Bi1, . . . , BiK)
> ∈ RK . Obviously, max
j=1,2,...,K
{Bij} ≥
0. Suppose it achieves the maximum value at ji, ji ∈
{1, 2, . . . ,K}. Then define Fi = (0, . . . , 0, 1, 0, . . . , 0)> ∈
RK , where the ji-th component Fiji of Fi is 1, and the rest
components of Fi are 0. Then (29) becomes
min
w1,b1,...,wK ,bK
1
2
K∑
y=1
‖wy‖2 + C1
m∑
i=1
‖〈wyi , xi〉+ byi‖2
+ C2
m∑
i=1
F>i Bi.
(31)
Define B˜i = (‖〈w1, xi〉 + b1‖2, . . . , ‖〈wK , xi〉 + bK‖2)> ∈
RK . Then F>i Bi = −F>i B˜i + ‖〈wyi , xi〉+ byi‖2. Then (31)
is transformed to
min
w1,b1,...,wK ,bK
1
2
K∑
y=1
‖wy‖2 + (C1 + C2)
m∑
i=1
‖〈wyi , xi〉+ byi‖2
− C2
m∑
i=1
F>i B˜i.
(32)
Denote the objective function of (32) as
h(w1, b1, . . . , wK , bK). Let zi =
(
xi
1
)
, wy =
(
wy
by
)
,
w =
(
w1; · · · ;wK
)> ∈ R(n+1)K , D = C1 + C2. Write
Gy =
1
2A + D
∑
yi=y
ziz
>
i , A =
(
I 0
0 0
)
, I is the identity
matrix, 0 is the matrix of zeros of an appropriate size. Let
G = diag(Gy). Here for matrices Qi, i = 1, 2, . . . , N ,
diag(Qi) is defined as the (block) diagonal matrix with its
(i, i)-th block Qi, and other (i, j)-th block is 0 for i 6= j.
For Fi that corresponds to the i-th sample xi, suppose
the position of its only nonzero element 1 is ji. Define
Mji =
(
0, · · · , 0, Iji , 0, · · · , 0
) ∈ R(n+1)×(n+1)K , where 0
is the zero matrix of size (n+1)× (n+1), Iji is the identity
matrix of size (n+ 1)× (n+ 1), and the ji-th block of Mji
is Iji . Write Hi =M>ji ziz
>
i Mji and H = C2
∑m
i=1Hi. Then
(32) can be rewritten as
min
w
h(w) =
(
L
2
‖w‖2 + w>Gw
)
−
(
L
2
‖w‖2 + w>Hw
)
,
(33)
where L > 0.
We now give some properties of optimization problem (33).
Property 1: (i) G is positive definite;
(ii) H is the sum of m rank-1 matrices, and is positive
semidefinite;
(iii) The objective of optimization problem (33) is lower
bounded, and inf h(w) ≥ 0.
Proof: (i) and (ii) are easily obtained by definitions of G
and H . For (iii), since each term of (31) is nonnegative and
therefore the objective of (32) or h(w) is lower bounded by
0. 
We now solve (33) and present its solving iteration proce-
dure. Suppose Fi is obtained from the last t-th iteration, and
its largest component is Fijti . Write M
t
ji
= Mjti and H
t =
C2
∑m
i=1(M
t
ji
)>ziz>i M
t
ji
, ht(w) =
(
L
2 ‖w‖2 + w>Gw
) −(
L
2 ‖w‖2 + w>Htw
)
. For the t-iteration, note that ht(w) is
non-convex. Therefore, we first majorize its concave part
− (L2 ‖w‖2 + w>Htw) by its local linear approximation, and
solve the resulting convex optimization subproblem. Inspired
by the proximal difference-of-convex algorithm with extrap-
olation algorithm (pDCAe) [89], to further accelerate the
procedure, we also incorporate the extrapolation technique into
the above approximation process. In specific, we approximate
− (L2 ‖w‖2 + w>Htw) by − (Lut + 2Htwt), where ut =
wt+βt(w
t−wt−1) and 0 ≤ βt < 1. Note that different from
pDCAe, Ht is updated during each iteration. Therefore, we
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call our algorithm Modified pDCAe (MpDCAe). Algorithm 1
presents the solving procedure of (33).
Algorithm 1 MpDCAe (Linear NSVM solver).
Input: Randomize w0 ∈ R(n+1)K , {βt} ⊂ (0, 1) with
sup βt < 1, t = 1, 2, . . ., parameters C1, C2 > 0, L > 0.
Set w1 = w0.
Process:
1. Training:
Compute G;
for t = 1, 2, . . .
Compute Ht;
Take ξt = 2Htwt;
ut = wt + βt(w
t − wt−1);
wt+1 = argmin
u
ft(w) = w
>Gw + L2 ‖w − ut‖2 − w>ξt.
end for
Obtain w =
(
w1; · · · ;wK
)>
.
2. Prediction:
The label of x is given by
label(x) = argmin
y∈{1,2,...,K}
D(gy(x)) = |gy(x)|‖wy‖ .
In Algorithm 1, the solution wt+1 of the last step is easily
computed as
wt+1 =argmin
u
− u>ξt + L
2
‖u− ut‖2 + u>Gu
=argmin
u
u>(
L
2
I +G)u− (Lut + ξt)u
=(
L
2
I +G)−1(Lut + ξt).
(34)
In addition, for the choice of βt, we may follow the way in
fast iterative shrinkage-thresholding algorithm (FISTA) [90]
and modify it to our situation. In details, one starts with θ0 =
θ1 = 1, then recursively defines for t ≥ 1 that
βt = min
{
θt−1 − 1
θt
,
√
2λmin
2λmin + L
}
(35)
with θt+1 =
1+
√
1+4θ2t
2 , where λmin > 0 is the smallest
eigenvalue of G, and resets θt−1 = θt = 1 every T˜ iterations
for some fixed positive integer T˜ .
We now give some properties about Algorithm 1.
Property 2: (i) L2 ‖w‖2+w>Htw is strongly convex for each
t;
(ii) (wt+1)>Ht+1wt+1 ≤ (wt+1)>Htwt+1 holds for each
t;
(iii) ft(w) is strongly convex for each t.
Proof: (i) By the definition of Ht, Ht is positive semidefinite.
Combining L > 0, we know L2 ‖w‖2 + w>Htw is strongly
convex.
(ii) In the (t+1)-th iteration, for each i ∈ {1, 2, . . . ,m}, we
note that (wt+1ji )
>ziz>i w
t+1
ji
= min
j=1,2,...,K
(wt+1j )
>ziz>i w
t+1
j .
Therefore, from the construction of Ht+1, it is easy to see that
Ht+1 satisfies (wt+1)>Ht+1wt+1 = min
l=1,2,...
(wt+1)>H lwt+1.
(iii) is easily obtained by definition. 
C. Convergency of the algorithm
Before giving the convergency result of Algorithm 1, we
first give the following two assumptions.
(i) First assume the sequence {wt} generated by Al-
gorithm 1 is bounded. Then under this assumption, it is
easily known that there exists some L > 0 such that
when L > L,
∣∣∣∣∣∣ L
2
√
λmin
(ut − wt)−√λmin(wt+1 − wt)
∣∣∣∣∣∣2 >
(wt)>(Ht−1 −Ht)wt holds for all t, since there exists only
limited choices of Ht;
(ii) Secondly, we assume ht−1(wt) = (wt)>Gwt −
(wt)>Ht−1wt is lower bounded. Note that there exists some
C1 > 0 such that when C1 > C1, ht−1(wt) is convex. Since
there are limited number of matrices Ht, this assumption will
hold for C1 > C1.
Now we give the convergencey of Algorithm 1.
Theorem 1. The sequence {wt} generated by Algorithm 1
satisfies lim
t→∞‖w
t+1 − wt‖ = 0 under the above assumptions.
Proof: See Appendix. 
Note that in assumption (ii), instead of assuming the opti-
mization problem is convex, we only assume that ht−1(wt)
is lower bounded. In real computation, it is satisfied for most
situations, and we do not necessarily require C1 > C1.
D. Nonlinear max-min distance-based NSVM model
Suppose φ(·) : Rn −→ F is a nonlinear map from the input
space Rn to a high-dimensional reproducing kernel Hilbert
space F . Let K be the kernel function defined by K(xp, xq) =
〈φ(xp), φ(xq)〉. Then our nonlinear max-min distance-based
NSVM formulates as
min
v1,d1,...,vK ,dK
1
2
K∑
y=1
‖vy‖2 + C1
m∑
i=1
‖〈vyi , φ(xi)〉+ dyi‖2
+ C2
m∑
i=1
max
j 6=yi
(‖〈vyi , φ(xi)〉+ dyi‖2 − ‖〈vj , φ(xi)〉+ dj‖2, 0).
(36)
According to the representation theory [91], we can write(
vy
by
)
=
(
φ(X)
e>
)
αy for some αy ∈ Rm×1, y = 1, 2, . . . ,K,
where φ(X) = (φ(x1), φ(x2), . . . , φ(xm)), and e ∈ Rm×1
is the vector of ones. Let zi =
(
φ(xi)
1
)
, vy =
(
vy
dy
)
,
S =
(
φ(X)
e>
)
. Then vy = Sαy , and S>zi = K(xi, X)>+e ∈
Rm×1. As in the linear case, denote Bij = ‖〈vyi , zi〉‖2 −
‖〈vj , zi〉‖2 and Bi = (Bi1, . . . , BiK)> ∈ RK . Again,
max
j=1,2,...,K
{Bij} ≥ 0, and we suppose it achieves the maximum
value at j = ji, ji ∈ {1, 2, . . . ,K}. Define
B˜i = (‖〈v1, zi〉‖2, . . . , ‖〈vK , zi〉‖2)>
=((α1)
>S>ziz>i Sα1, . . . , (αK)
>S>ziz>i SαK)
> ∈ RK
and Fi = (0, . . . , 0, 1, 0, . . . , 0)> ∈ RK , where the ji-th
component Fiji of Fi is 1, and the rest components of Fi
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are 0. Then F>i Bi = −F>i B˜i + ‖〈vyi , zi〉‖2. Consequently,
problem (36) is equivalent to
min
α1,··· ,αK
1
2
K∑
y=1
α>y K(X,X)αy − C2
m∑
i=1
F>i B˜i
+ (C1 + C2)
m∑
i=1
α>yi(K(xi, X)> + e)(K(xi, X)> + e)>αyi .
(37)
Define Gy = 12K(X,X) + (C1 + C2)
∑
yi=y
(K(xi, X)> +
e)(K(xi, X)> + e)>, G = diag(Gy), and α =(
α1; · · · ;αK
)>
. Further define S = diag(S), and Mji =(
0, · · · , 0, I, 0, · · · , 0) with the ji-th block of Mji being
I, and 0 elsewhere. Write Hi = S
>
M>ji ziz
>
i MjiS =0 · · · 0... S>z>i ziS ...
0 · · · 0
 ∈ RmK×mK as the block matrix whose
(ji, ji)-th subblock is the m × m matrix S>z>i ziS =
(K(xi, X)> + e)(K(xi, X)> + e)>, and 0 elsewhere. Let
H = C2
∑m
i=1Hi.
Then (37) can be rewritten as
min
α
(
L
2
‖α‖2 + α>Gα
)
−
(
L
2
‖α‖2 + α>Hα
)
, (38)
where L > 0.
Clearly, our nonlinear optimization problem (38) of NSVM
has the same formulation as its linear version (33), and can
be solved analogously as (33). Also, we see that the above
nonlinear NSVM only involves the kernel operation, and
therefore the predefined kernel can be applied directly. After
obtaining optimal α =
(
α1; · · · ;αK
)>
, an unseen sample x
is assigned according to the following rule
Class x = argmin
y=1,...,K
|α>y (K(x,X)> + e)|
α>y [K(X,X) + ee>]αy
. (39)
IV. EXPERIMENTAL COMPARISONS
In this section, we compare our NSVM with six state-of-the-
art NSVMs, including GEPSVM [1], TBSVM [9], LSTSVM
[15], NPSVM [10], PCC [21], and NHSVM [18]. Experiments
are conducted on an artificial data set and some benchmark
UCI data sets [92]. For multiclass data, the binary classifi-
cation methods are carried out by using the “1-against-all”
technique, and all the methods are implemented in MATLAB
2017a environment on a PC with Intel i7 processor (3.60 GHz)
with 32 GB RAM. The parameters for all the methods, in-
cluding the regularization trade-off parameters C1 and C2 and
kernel parameter σ, are selected from the set {2−10, . . . , 210}.
For parameters selection, the standard 10-fold cross-validation
(10-CV) technique is employed. The classification accuracy is
used as the metric for comparison.
A. An artificial data set
We first apply all the methods to a two-dimensional ar-
tificial “Cross Planes” data set, which was usually used in
NSVMs to indicate their classification abilities [1]. The data
TABLE III: Classification results on an artificial data set.
Classifier GEPSVM TBSVM LSTSVM NPSVM PCC NHSVM NSVM
AC 93.64 89.32 49.55 80.68 93.86 91.59 95.68
set contains four classes, where each class is generated from a
line with random perturbation and some outliers, as shown
in Fig.2 (a). We apply each method on this data, and the
obtained separating lines for all the methods are depicted
in Fig.2 (b)-(h). The samples that are classified wrongly are
circled in black. From the figure, we see that on this data
set, NSVMs belonging to The framework of Union Models
perform better than the ones belonging to The framework of
Single Models except GEPSVM. For TBSVM, LSTSVM and
NPSVM, they have poor classification ability on samples in
the central diamond area. In contrast, NSVMs belonging to
The framework of Union Models can predict the labels of
most of these samples correctly. To see the results clearer,
the corresponding classification accuracies are listed in Table
III. The results support the above argument, and also show the
superiority of our proposed NSVM.
B. Benchmark UCI data sets
1) Performance analysis: In this subsection, we evaluate
our NSVM with other methods on some UCI data sets, the
information of which is listed in Table IV. The data sets
are from different areas, with different scales of samples and
different density ratio. To compare the overall performance
of each method, we compute the 10-CV accuracy for each
data set, as well as the p-value in 5% significance level.
Mean accuracy (AC) and standard accuracy (Std) over 10-
CV accuracies are considered. The p-value is calculated by
performing a paired t-test by comparing our best to the other
methods under the assumption of the null hypothesis that there
is no difference between the test set accuracy distributions.
We first compare the behavior of our linear NSVM with
other linear methods. The classification results as well p-values
are presented in Table V. From the table, we have the follow-
ing observations: (i) Our NSVM owns the highest accuracy on
more data sets than other methods. (ii) By observing p-values,
it can be seen that the behavior of our NSVM is statistically
different than those of the other methods on most data sets. (iii)
By comparing t-test values, we also compute a comprehensive
metric Win-Tie-Loss (W-T-L) on accuracy to characterize the
relative performance, which denotes the number of metrics
that our NSVM is significantly superior/equal/inferior to the
compared classifiers. The corresponding W-T-L values that are
listed at the bottom of the table confirm the conclusion that
NSVM performs well on most of the data sets, which reveals
the feasibility of our approach.
We then investigate the classification ability of our nonlinear
NSVM and other nonlinear classifiers, and the corresponding
results are described in Table VI. From the table, we have
the following observations: (i) On most of the data sets,
the nonlinear classifiers have better classification ability. For
example, on the “Pathbased” data set, almost all the methods
enhanced their accuracies for 30%. (ii) Our NSVM possesses
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Fig. 2: Results of linear classifiers on “Cross Planes” data set.
TABLE IV: Details of benchmark UCI data sets
Data set No. Sample No.Feature No.Class Density Ratio
Iris 150 4 3 100%
Wine 178 13 3 100%
DNA 2000 180 3 25.34%
Zoo 101 16 7 45.67%
Vowel 528 10 11 99.94%
Pathbased 300 2 3 100%
Haberman 306 3 2 85.19%
Heartc 303 14 2 72.89%
Spanbas 4601 57 2 22.59%
Dermatology 366 34 6 40.37%
Seeds 210 7 3 100%
WPBC 198 34 2 98.71%
Hepatitis 155 19 2 99.97%
the highest classification accuracy on 6 out of 9 data sets. (iii)
p-values show that the behavior of our nonlinear NSVM is
statistically different than those of the other nonlinear methods
on most data sets. (iv) As the linear case, the W-T-L values
again show that our NSVM outperforms the other methods.
2) Computation complexity analysis: We give the com-
putation complexity of each method. Remember that m is
the number of samples, n is the feature dimension, and K
is the number of classes. We only consider the linear case.
For GEPSVM, TBSVM, LSTSVM and NPSVM, they belong
to the The framework of Single Models, and hence they
need to solve K subproblems. For convenience, to compute
their computation complexity, we here suppose each class
contains mK samples. GEPSVM solves eigenvalue problems,
and its computation complexity is O(Kn3). TBSVM solves
quadratic programm problems, and its computation complexity
is O(Kn3). LSTSVM copes with linear systems of equations,
and its computation complexity is O(Kn3). NPSVM can be
solved efficiently by the SMO-type technique, and its time
complexity is O(K ·1.5T0n), where T0 is the iteration number
in solving NPSVM. PCC and NHSVM belong to the The
framework of Union Models, and their computation complexity
is O(n3). For our NSVM, the main cost lies in the computation
of wt+1 in Algorithm 1. Assume the iteration number of
Algorithm 1 is T . Then the computation complexity of NSVM
is O(Tn3).
Now we give the computation time of each method on the
UCI data set for both linear and nonlinear cases. Here the
iteration number is set to 20 for NSVM. Fig.3 demonstrates the
computation time for linear classifiers. From the figure, we see
GEPSVM, LSTSVM and PCC have the fastest computation
speed and comparable to each other. TBSVM and NPSVM
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TABLE V: Linear classification results on benchmark UCI data sets
GEPSVM TBSVM LSTSVM NPSVM PCC NHSVM NSVM
Data set AC±Std AC±Std AC±Std AC±Std AC±Std AC±Std AC±Std
p p p p p p p
Iris 96.94±0.63 93.77±0.83 66.90±0.49 95.83±0.47 96.53±0.47 94.68±0.58 98.34±0.35
0.0004 0.0000 0.0000 0.0000 0.0000 0.0000 –
Wine 90.76±1.04 98.10±0.44 96.89±0.52 98.04±0.92 92.43±1.19 98.27±0.59 95.24±0.57
0.0000 0.0000 0.0002 0.0001 0.0001 0.0000 –
DNA 92.02±0.14 94.67±0.27 94.22±0.15 92.19±0.29 93.03±0.19 94.13±0.14 92.09±0.20
0.3104 0.0000 0.0000 0.4667 0.0000 0.0000 –
Zoo 72.14±8.15 93.65±1.27 87.44±1.02 94.47±1.28 79.68±1.89 91.99±1.11 95.60±0.36
0.0000 0.0021 0.0000 0.0081 0.0000 0.0000 –
Vowel 52.28±1.57 51.77±1.19 31.33±0.56 33.34±0.69 50.02±1.53 49.81±1.22 52.50±0.65
0.7011 0.0422 0.0000 0.0000 0.0008 0.0004 –
Pathbased 63.47±0.61 63.82±0.24 50.42±0.78 69.50±3.42 59.71±1.47 74.38±1.27 69.72±0.93
0.0000 0.0000 0.0000 0.8422 0.0000 0.0000 –
Haberman 74.68±1.04 75.41±0.87 69.70±1.09 73.82±0.37 73.82±1.41 73.03±0.36 74.65±0.71
0.9392 0.0652 0.0000 0.0019 0.0939 0.0005 –
Heartc 89.64±0.42 98.60±0.36 50.84±1.03 99.51±0.19 97.25±0.53 99.02±0.37 99.53±0.26
0.0000 0.0001 0.0000 0.8275 0.0000 0.0022 –
Spanbas 84.28±1.71 92.51±0.14 79.71±0.62 92.70±0.10 88.68±0.14 92.88±0.08 86.29±0.13
0.0060 0.0000 0.0000 0.0000 0.0000 0.0000 –
W-T-L (AC) 6-3-0 4-2-3 7-0-2 4-3-2 6-1-2 5-0-4
TABLE VI: Nonlinear classification results on benchmark UCI data sets
GEPSVM TBSVM LSTSVM NPSVM PCC NHSVM NSVM
Data set AC±Std AC±Std AC±Std AC±Std AC±Std AC±Std AC±Std
p p p p p p p
Iris 91.54±3.96 96.43±0.51 96.65±0.85 96.48±1.23 96.27±0.90 96.22±0.79 97.31±0.91
0.0017 0.0089 0.1891 0.1578 0.0428 0.0087 –
Dermatology 91.71±0.53 98.16±0.25 96.96±0.16 97.75±0.25 90.32±0.52 97.46±0.24 96.57±0.22
0.0000 0.0000 0.0011 0.0000 0.0000 0.0000 –
Seeds 91.37±1.51 93.97±0.90 93.49±0.61 96.35±0.65 91.56±0.55 93.38±0.69 93.02±0.82
0.0012 0.0088 0.2450 0.0000 0.0003 0.3399 –
Wine 94.85±1.02 98.57±0.72 98.08±0.27 97.93±0.79 94.59±0.60 97.10±0.73 97.40±0.35
0.0001 0.0010 0.0011 0.0525 0.0000 0.3659 –
Pathbased 95.22±3.93 98.54±0.47 98.48±0.39 99.19±0.32 98.29±0.34 98.94±0.23 99.36±0.14
0.0095 0.0005 0.0002 0.2300 0.0000 0.0005 –
WPBC 76.93±1.10 79.77±1.49 70.61±3.21 79.06±1.53 77.58±0.95 80.19±1.16 81.49±1.14
0.0000 0.0046 0.0000 0.0009 0.0000 0.0517 –
Haberman 73.59±0.99 75.50±0.79 75.48±1.25 73.38±1.11 71.32±1.56 74.99±0.93 76.52±0.72
0.0001 0.0144 0.0915 0.0000 0.0000 0.0028 –
Heartc 81.78±4.04 99.29±0.25 93.07±0.69 99.75±0.23 93.10±0.78 99.87±0.16 99.91±0.14
0.0000 0.0001 0.0000 0.0586 0.0000 0.5044 –
Hepatitis 80.45±1.92 81.45±1.45 79.88±3.68 83.59±0.98 80.39±1.18 82.07±1.81 84.94±0.82
0.0002 0.0004 0.0041 0.0085 0.0000 0.0003 –
W-T-L (AC) 9-0-0 6-0-3 4-3-2 3-4-2 8-1-0 4-4-1
run slower than GEPSVM, LSTSVM and PCC, and NHSVM
and NSVM have the lowest computation speed on most of the
data sets. However, on relatively large scale data, for example,
“DNA” and “Spanbas” data, NPSVM and NHSVM cost more
computation time than our NSVM. For the nonlinear results
in Fig.4, we see all the methods run longer than their linear
counterparts. Compared to the linear case, the computation
time of GEPSVM, PCC and our NSVM grow relatively rapidly
comparing to TBSVM, LSTWSVM and NPSVM.
3) Convergency analysis: As stated in Theorem 1, under
certain conditions, the proposed NSVM is convergent. There-
fore, we investigate the variation of the difference between two
iterations, that is ‖wt+1 − wt‖, along the iteration number
under optimal parameters, and the corresponding results are
reported in Fig.5. We here only consider the linear case, and
the iteration number is set to 20. As shown in the figure, it
can be seen that our algorithm is convergent on most data sets
except for “Zoo”. The fact is in consistent with the convergent
result of NSVM algorithm.
V. CONCLUSIONS
Nonparallel support vector machines for classification prob-
lem is considered in this paper. We propose two general
models for two types of NSVMs. The first type model
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Fig. 3: Comparison of computation time of linear methods on UCI data sets.
constructs each hyperplanes separately. It solves a series
of small optimization problems, but it is hard to mea-
sure the loss of each sample. The second type model con-
structs all hyperplanes simultaneously, and it solves one
big optimization problem with the ascertained loss of each
sample. Based on the second type model, we construct
a max-min distance-based nonparallel support vector ma-
chine (NSVM). Experimental results on benchmark data
sets show the advantages of our NSVM. The corresponding
Matlab code can be downloaded from http://www.optimal-
group.org/Resources/Code/NSVM.html. Extending NSVMs to
other machine learning problems with this two types of frame-
works is interesting. In addition, designing efficient solving
algorithms for the optimization problem of the second type
NSVMs is also worth considering.
APPENDIX
Proof of Theorem 1: We first prove that the sequence
{ht−1(wt)+ L2 ‖wt−wt−1‖2} is nonascending. Since ft(w) is
strongly convex, and wt+1 is the global minimizer of ft(w),
we have
ft(w
t+1) ≤ ft(wt)− (wt+1 − wt)>(G+ L
2
I)(wt+1 − wt)
≤ ft(wt)− (λmin + L
2
)‖wt+1 − wt‖2.
(40)
Then
ht(w
t+1)
=
(
L
2
‖wt+1‖2 + (wt+1)>Gwt+1
)
−
(
L
2
‖wt+1‖2 + (wt+1)>Htwt+1
)
=
L
2
‖ut‖2 + 〈Lut, wt+1 − ut〉+ L
2
‖wt+1 − ut‖2 + (wt+1)>Gwt+1
−
(
L
2
‖wt+1‖2 + (wt+1)>Htwt+1
)
≤L
2
‖ut‖2 + 〈Lut, wt+1 − ut〉+ L
2
‖wt+1 − ut‖2 + (wt+1)>Gwt+1
−
(
L
2
‖wt‖2 + (wt)>Htwt
)
− 〈Lwt + 2Htwt, wt+1 − wt〉
≤L
2
‖ut‖2 + 〈Lut, wt+1 − ut〉+ L
2
‖wt − ut‖2 + (wt)>Gwt
−
(
L
2
‖wt‖2 + (wt)>Htwt
)
− 〈Lwt, wt+1 − wt〉
− (λmin + L
2
)‖wt+1 − wt‖2
=
[L
2
‖ut‖2 + 〈Lut, wt − ut〉 − 〈Lut, wt〉+ 〈Lut, wt+1〉
− 〈Lwt, wt+1 − wt〉 − λmin‖wt+1 − wt‖2
]
+
[
(wt)>Gwt −
(
L
2
‖wt‖2 + (wt)>Htwt
)
+
L
2
‖wt − ut‖2 − L
2
‖wt+1 − wt‖2]
(41)
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Fig. 4: Comparison of computation time of nonlinear methods on UCI data sets.
≤[− 〈Lut, wt〉+ 〈Lut, wt+1〉 − 〈Lwt, wt+1 − wt〉
− λmin‖wt+1 − wt‖2
]
+
[L
2
‖wt‖2 + (wt)>Gwt
−
(
L
2
‖wt‖2 + (wt)>Htwt
)
+
L
2
‖wt − ut‖2
− L
2
‖wt+1 − wt‖2]
=−
∣∣∣∣∣∣∣∣ L2√λmin (ut − wt)−√λmin(wt+1 − wt)
∣∣∣∣∣∣∣∣2
+ (wt)>(Ht−1 −Ht)wt + [L
2
‖wt‖2 + (wt)>Gwt
−
(
L
2
‖wt‖2 + (wt)>Ht−1wt
)
+
(
L
2
+
L2
4λmin
)
‖wt − ut‖2
− L
2
‖wt+1 − wt‖2]
≤ht−1(wt) +
(
L
2
+
L2
4λmin
)
β2t ‖wt − wt−1‖2
− L
2
‖wt+1 − wt‖2.
The first inequality of (41) follows from the first order
approximation of L2 ‖wt‖2+(wt)>Hwt. The second inequality
of (41) follows from (40). The last inequality of (41) derives
from assumption 1. The above inequality implies that[
L
2
−
(
L
2
+
L2
4λmin
)
β2t
]
‖wt − wt−1‖2
≤
[
ht−1(wt) +
L
2
‖wt − wt−1‖2
]
−
[
ht(w
t+1) +
L
2
‖wt+1 − wt‖2
]
.
(42)
Take βt ≤
√
2λmin
2λmin+L
. Then
[
L
2 −
(
L
2 +
L2
4λmin
)
β2t
]
‖wt −
wt−1‖2 ≥ 0 and hence the sequence {ht−1(wt) + L2 ‖wt −
wt−1‖2} is nonascending.
Since w1 = w0, by summing (42) from 0 to ∞, we have
[
L
2
−
(
L
2
+
L2
4λmin
)] ∞∑
t=0
β2t ‖wt − wt−1‖2
≤h0(w1)− lim inf
t→∞
[
ht(w
t+1) +
L
2
‖wt+1 − wt‖2
]
≤h0(w1).
(43)
The last inequality of (43) follows from assumption 2. Clearly,
(43) implies lim
t→∞‖w
t+1 − wt‖ = 0. 
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Fig. 5: Convergence behavior of linear NSVM on UCI data sets.
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